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Kurzfassung
Die Teilchenphysik beschäftigt sich mit den elementaren Bausteinen der Natur und ih-
ren Wechselwirkungen. Die elektroschwache Symmetriebrechung im Standardmodell der
Teilchenphysik spielt dabei eine zentrale Rolle und ist ein wesentlicher Bestandteil im
Forschungsprogramm der Teilchenexperimente am Large Hadron Collider. Neben der
Bestimmung von Eigenschaften des kürzlich entdeckten Higgs Bosons bietet die Unter-
suchung von Streuprozessen zwischen massiven Eichbosonen der elektroschwachen Sym-
metrie einen komplementären Zugang zu dieser Fragestellung. Insbesondere die Wech-
selwirkung zwischen zwei W± Bosonen mit gleicher elektrischer Ladung gilt dank ihrer
besonderen experimentellen Signatur als vielversprechender Kandidat, um erste Verglei-
che zwischen den theoretischen Vorhersagen und experimentellen Messungen anzustellen.
Im Rahmen dieser Arbeit wurden 20,3 fb−1 an Proton-Proton-Kollisionsdaten, auf-
gezeichnet mit dem ATLAS Detektor bei einer Schwerpunktsenergie von
√
s = 8 TeV,
ausgewertet. Eine Analyse der Produktion von zwei gleich geladenen W± Bosonen in Be-
gleitung von zwei Jets, pp→W±W±jj, wurde im leptonischen Zerfallskanal der W± Bo-
sonen durchgeführt. Dabei lag der Schwerpunkt auf der Entwicklung von Methoden zur
Abschätzung des experimentellen Untergrundes sowie der Optimierung der Ereignisse-
lektion. Im Ergebnis dieser Arbeit konnte dieser Prozess mit einer beobachteten Signi-
fikanz von 4,9 zum ersten Mal experimentell nachgewiesen werden. Basierend auf der
Anzahl an beobachteten Datenereignissen im selektierten Phasenraumbereich wurde der
Wirkungsquerschnitt zu σfid = (2,3± 0,5(stat.)+0,4−0,3(sys.)) fb ermittelt, welcher in akzep-
tabler Übereinstimmung mit der Standardmodellvorhersage von σSMfid = (1,6± 0,2) fb ist.
Von besonderem theoretischen Interesse ist die Unterkategorie von rein elektroschwa-
chen Beiträgen zum pp→W±W±jj Prozess, da diese im hohen Maße von der Natur
der elektroschwachen Symmetriebrechnung abhängen. Weitere Kriterien für die Ereig-
nisselektion, welche zur Anreicherung dieser Beiträge führen, wurden untersucht und in
der Analyse implementiert. Mit einer beobachteten Signifikanz von 4,1 gelang der ers-
te experimentelle Nachweis zur Existenz von elektroschwachen Beiträgen zum Prozess
pp→W±W±jj. Der extrahierte Wirkungsquerschnitt im Selektionsphasenraum beträgt
σfid = (1,7
+0,5
−0,4(stat.)± 0,3(sys.)) fb und liegt damit 1,3 Standardabweichungen über der
Standardmodellvorhersage von σSMfid = (1,0± 0,1) fb.
Eine Vielzahl theoretischer Modelle zur Erweiterung des Standardmodell sagen Än-
derungen der elektroschwachen Eichstruktur vorher. Im Kontext des elektroschwachen
chiralen Lagrangian als effektive Näherung für das Verhalten von erweiterten Theorien
im Energiebereich E . 1− 3 TeV können anomale Beiträge zur quartischen WWWW
Eichkopplung durch die Parameter α4 und α5 beschrieben werden. Die Ereignisselek-
tion wurde nochmals hinsichtlich der Sensitivität zu diesen beiden Parametern opti-
miert. Aus der Anzahl an beobachteten Ereignissen in diesem Phasenraum ließen sich
folgende eindimensionale Konfidenzintervalle zum Vertrauensniveau von 95% ableiten:
−0,09 ≤ α4 ≤ 0,10 und −0,15 ≤ α5 ≤ 0,15. Diese Grenzen stellen die aktuell stärksten
Einschränkungen auf Beiträge von neuen Physikprozessen zur quartischen WWWW
Eichkopplung dar.
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Abstract
Particle physics deals with the elementary constituents of our universe and their interac-
tions. The electroweak symmetry breaking mechanism in the Standard Model of Particle
Physics is of paramount importance and it plays a central role in the physics programmes
of current high-energy physics experiments at the Large Hadron Collider. The study of
scattering processes of massive electroweak gauge bosons provides an approach comple-
mentary to the precise measurement of the properties of the recently discovered Higgs
boson. Owing to the unprecedented energies achieved in proton-proton collisions at the
Large Hadron Collider and the large amount of data collected, experimental studies of
these processes become feasible for the first time. Especially the scattering of two W±
bosons of identical electric charge is considered a promising process for an initial study
due to its distinct experimental signature.
In the course of this work, 20.3 fb−1 of proton-proton collision data recorded by the
ATLAS detector at a centre-of-mass energy of
√
s = 8 TeV are analysed. An analysis of
the production of two W± bosons of identical electric charge in association with two jets,
pp→W±W±jj, is conducted in the leptonic decay channel of the W± bosons. Thereby,
emphasis is put on the development of methods for the estimation of experimental back-
grounds as well as on the optimisation of the event selection. As a result of this work, first
experimental evidence for the existence of the aforementioned process is established with
an observed significance of 4.9. Based on the number of observed events in the selected
phase space the extracted fiducial cross section is σfid = (2.3± 0.5(stat.)+0.4−0.3(sys.)) fb
which is in agreement with the prediction of the Standard Model of σSMfid = (1.6± 0.2) fb.
Of particular theoretical interest are electroweak contributions to the pp→W±W±jj
process due to their sensitivity to the nature of the electroweak symmetry breaking
mechanism. Criteria for a dedicated event selection are investigated and implemented in
the analysis with the goal of enhancing the sensitivity to these contributions. First ex-
perimental evidence for the presence of electroweak contributions to the pp→W±W±jj
process can be claimed with an observed significance of 4.1. The cross section extracted
in the selected phase space region is found to be σfid = (1.7
+0.5
−0.4(stat.)± 0.3(sys.)) fb
which is 1.3 standard deviations above the theoretical prediction of the Standard Model
of σSMfid = (1.0± 0.1) fb.
A variety of extensions to the Standard Model predict modifications to the electroweak
gauge sector. In the context of the electroweak chiral Lagrangian, which serves as an ef-
fective approximation of these theories in the energy regime E . 1− 3 TeV, anomalous
contributions to the quartic WWWW gauge coupling can be described by the param-
eters α4 and α5. The selection of events is optimised again to enhance the sensitivity
to these two parameters. On the basis of the number of events observed in this phase
space region, the following one-dimensional confidence intervals at the 95% confidence
level are derived: −0.09 ≤ α4 ≤ 0.10 and −0.15 ≤ α5 ≤ 0.15. At present, these limits
represent the most stringent constraints on contributions from new physics processes to
the quartic WWWW gauge coupling.
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Chapter 1.
Introduction
The field of particle physics addresses some of the most fundamental questions about
nature. What are the elementary building blocks of our universe? What are their
properties? How do they interact with each other? The Standard Model of Particle
Physics (SM) [1–8] provides the theoretical foundation for answering these questions
and it captures the current understanding of elementary particles and their interactions.
Because the SM is a renormalisable quantum field theory (QFT) [9] which is based on the
concept of local gauge invariance [10–13], it has a large predictive power and depends
only on a small number of input parameters. Since its formulation in the 1960s and
1970s, it has been validated in a vast number of experimental tests to a remarkable level
of precision. The scrutiny culminated in the discovery of a scalar boson [14, 15] at the
Large Hadron Collider (LHC) which, at the current level of the experimental precision,
is consistent with the postulated SM Higgs boson [16–20]. Assuming that the discovered
particle is indeed the SM Higgs boson, one can consider the SM in its present form to be
complete with all its theoretical parameters being fixed by experimental measurements.
Nonetheless, there are open questions that require an ongoing and careful testing
of the SM and its predictions. Of particular interest thereby is the nature of the
electroweak symmetry breaking (EWSB) mechanism. While the Brout-Englert-
Higgs (BEH) mechanism [4–6, 21–23] provides a widely accepted explanation for the
masses of the electroweak gauge bosons and the fermions, there is no fundamental un-
derstanding of its origin. In fact, the BEH mechanism in its current form requires some
miraculous fine-tuning of parameters which is considered unnatural. While the question
whether the discovered scalar particle is the SM Higgs boson can ultimately be answered
by directly measuring the properties of this particle to a great level of precision, a com-
plementary approach can help to shed light on the nature of the EWSB mechanism. As
the longitudinal polarisation modes of the massive electroweak gauge bosons are inti-
mately related to the mechanism of EWSB, an investigation of the scattering of massive
electroweak gauge bosons provides a great experimental handle to study the nature of
the EWSB mechanism and to test the SM predictions. Owing to the unprecedented
energies reached in proton-proton collisions at the LHC together with the progress in
detector and computing technologies, experiments are able to perform studies of these
rare processes for the first time. As a consequence, the theoretical particle physics com-
munity has recently aroused interest in this topic and several experimental studies have
been suggested [24–28].
This work made significant contributions to the analysis of pp collision data recorded
1
by the ATLAS detector at the LHC. It is focused on the study of the physics process
pp→ `±`′±νν ′jj which is sensitive to the W±W± →W±W± scattering process [29].
Since there were no experimental data on the scattering of massive electroweak gauge
bosons available at the beginning of this work, the primary objective is the demonstration
of the feasibility of such a study. In this context, emphasis is put on the detailed
understanding of the modelling of the signal and background processes. An optimisation
of the event selection is performed with the goal to establish first experimental evidence
for the existence of the aforementioned physics process. Hereby, robust event selection
techniques are favoured in order to build confidence in the understanding of the detector
performance and the simulation of physics processes in the relevant exclusive phase space
regions. Given the significant observation of this process, an extraction of its fiducial
cross section based on the number of events observed in data is performed.
In a second step, the extraction of the electroweak contribution to the pp→ `±`′±νν ′jj
production process, which is directly sensitive to the quartic WWWW gauge coupling
vertex, is envisaged. To this end, additional event selection requirements, which enhance
the sensitivity to this process, are investigated and the cross section for this process is
extracted in a fiducial phase space.
Despite its great success in describing many experimental results, the SM is known to
be incomplete as it fails to explain certain observations, e.g. the appearance of neutrino
oscillations [30–33] or the abundance of dark matter [34, 35]. Also, there are unanswered
theoretical puzzles like the hierarchy problem or the question about a more fundamen-
tal, underlying gauge symmetry. Therefore, it is of paramount importance to continue
the search for hints of new physics processes. Scattering processes of electroweak gauge
bosons are not only a great tool for testing the SM but they also serve as a gateway
to new physics which modifies the electroweak gauge sector of the SM. Even though
the available statistics may not be sufficient to reveal the potential existence of heavy
resonances, deviations from the SM predictions may indicate the presence of new physics
at higher energy scales. Analogous to constraints on the mass of the top quark derived
from electroweak precision data, a measurement of V V → V V scattering processes pro-
vides indirect limits on the mass scale of new physics [36]. In the context of this work,
the effective field theory approach of the electroweak chiral Lagrangian [37–39] is used
to constrain anomalous contributions to the quartic WWWW gauge coupling vertex.
The selection of a dedicated signal region with enhanced sensitivity to the relevant
anomalous quartic gauge coupling (aQGC) parameters α4 and α5 [40] is optimised and
two-dimensional exclusion contours are derived.
This document is organised as follows. First, an introduction of the required theo-
retical foundations is provided in Chapter 2. Afterwards, the LHC accelerator complex
and the ATLAS detector are described in Chapter 3. In Chapter 4 an overview of the
scattering processes of electroweak gauge bosons at the LHC is given which is followed
by a more detailed characterisation of the W±W±jj production process in Chapter 5.
The event selection and the measurement of fiducial cross sections is detailed in Chap-
ter 6. Thereafter, the derivation of constraints on the aQGC parameters α4 and α5
is presented in Chapter 7. A discussion of the results and an outlook is provided in
Chapter 8. Finally, this work is summarised in Chapter 9.
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Chapter 2.
Theoretical Foundations
A theory describing particle collisions at the LHC must be able to explain interactions
between high-energetic particles at very small scales. Such a description can be achieved
by combining the principles of quantum mechanics and special relativity which has led
to the formulation of quantum field theories.
The SM is a prominent example for such a quantum field theory. It describes all
known elementary particles and their interactions and it is summarised in Section 2.1.
The electroweak sector of the SM, governing the interactions between electroweak gauge
bosons, is of particular relevance to this work and the scattering of massive electroweak
gauge bosons is reviewed in more detail in Section 2.2. The usage of effective field
theories for the description of potential extensions to the electroweak sector of the SM is
motivated and explained in Section 2.3. The structure of the proton and other theoretical
prerequisites necessary for the description of pp collisions are discussed in the last section
of this chapter.
2.1. The Standard Model of Particle Physics
2.1.1. A Brief Introduction
The SM is a relativistic quantum field theory describing all known elementary parti-
cles and their interactions except gravitation. It is a gauge theory based on the local
symmetry group SU(2)L ⊗U(1)Y ⊗ SU(3)C which contains the electroweak and strong
interactions. Fields only take a part in a certain interaction if they are charged under
the associated symmetry. An illustration of the classification of all elementary particles
and their masses is shown in Figure 2.1.
The fields of the SM can be classified according to their spin into two categories:
fermionic fields which carry half-integer spin and bosonic fields of integer spin1. Fermions
are further divided into leptons, which are not charged under the SU(3)C symmetry, and
quarks which take part in the strong interaction. Furthermore, fermions come in three
different generations which exhibit identical quantum numbers but differ in their masses
as indicated in Table 2.1. All stable matter is built of charged leptons and quarks of the
first generation whereas fermions of the second and third generation are unstable due to
their higher masses and their ability to decay into lighter fermions through electroweak
interactions.
1The spin is measured in units of the reduced Planck constant ~.
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particle symbol spin Yw T3 Q coloured transformation
I.
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s electron neutrino νe,L
1
2 −
1
2 +
1
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1
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e−L
1
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1
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1
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e−R
1
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1
2 +
1
6 +
1
2 +
2
3 yes (2,+
1
6 ,3)
uR
1
2 +
2
3 0 +
2
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2
3 ,3)
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1
2 +
1
6 −
1
2 −
1
3 yes (2,+
1
6 ,3)
dR
1
2 −
1
3 0 −
1
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1
3 ,3)
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n
s muon neutrino νµ,L
1
2 −
1
2 +
1
2 0 no (2,−
1
2 ,1)
muon
µ−L
1
2 −
1
2 −
1
2 −1 no (2,−
1
2 ,1)
µ−R
1
2 −1 0 −1 no (1,−1,1)
charm
cL
1
2 +
1
6 +
1
2 +
2
3 yes (2,+
1
6 ,3)
cR
1
2 +
2
3 0 +
2
3 yes (1,+
2
3 ,3)
strange
sL
1
2 +
1
6 −
1
2 −
1
3 yes (2,+
1
6 ,3)
sR
1
2 −
1
3 0 −
1
3 yes (1,−
1
3 ,3)
II
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s
tau neutrino ντ,L
1
2 −
1
2 +
1
2 0 no (2,−
1
2 ,1)
tau
τ−L
1
2 −
1
2 −
1
2 −1 no (2,−
1
2 ,1)
τ−R
1
2 −1 0 −1 no (1,−1,1)
top
tL
1
2 +
1
6 +
1
2 +
2
3 yes (2,+
1
6 ,3)
tR
1
2 +
2
3 0 +
2
3 yes (1,+
2
3 ,3)
bottom
bL
1
2 +
1
6 −
1
2 −
1
3 yes (2,+
1
6 ,3)
bR
1
2 −
1
3 0 −
1
3 yes (1,−
1
3 ,3)
B
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s
photon γ 1 0 0 0 no (1, 0,1)
Z boson Z 1 0 0 0 no (1, 0,1)
W± boson W± 1 0 ±1 ±1 no (3, 0,1)
gluons G 1 0 0 0 yes (1, 0,8)
Higgs boson H 0 +12 −
1
2 0 no (2,+
1
2 ,1)
Table 2.1.: Summary of elementary particles with their quantum numbers. The
second to last column indicates whether a particle is charged under SU(3)C . The last
column indicates according to which representation the field transform under a gauge
symmetry transformation in the order (SU(2)L,U(1)Y ,SU(3)C). Anti-particles are
not listed explicitly as they behave identically but the sign of the charges is reversed.
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Figure 2.1.: Classification of elementary particles in the SM [41]. Fermions are
categorised into leptons (green) and quarks (violet) and can be divided intro three
generations (columns). The bosons can be grouped into gauge vector bosons with
spin s = 1 (red) and the scalar Higgs boson (yellow). The mass and the electric charge
together with the spin are given for each particle.
The SU(2)L ⊗U(1)Y symmetry governs the electroweak interaction. Its charges are
the weak hypercharge Yw and the weak isospin with its third component T3 which can be
combined into the electric charge Q using Q = Yw + T3. The massless photon γ conveys
the electromagnetic force between all electrically charged fields while the massive Z and
W± gauge bosons are the transmitter of the weak interaction. Left-handed fermion fields
form doublets under the SU(2)L symmetry whereas the right-handed fermion fields are
singlets. This structure leads to maximal parity2 violation in the weak interaction as
it was first observed in the β− decay of 60Co by Wu and collaborators [42]. Another
important aspect of the weak interaction is the presence of CP violation in the quark
sector introduced by a complex phase in the CKM matrix3, which relates mass and
interaction eigenstates of down-type quarks.
Since the SU(2)L ⊗U(1)Y symmetry forbids massive gauge bosons, this symmetry is
spontaneously broken by the ground state of an additional scalar doublet in order to
accommodate the experimental observation of massive Z and W± bosons. The complex
scalar doublet has four degrees of freedom out of which three have no physical meaning
and can be eliminated by gauge transformations. The remaining real scalar field is
called the Higgs field named after Peter Higgs. Recently, a possible candidate for
the SM Higgs boson with a mass of ≈125 GeV has been discovered by the ATLAS
and CMS collaborations at the LHC [14, 15]. Its properties are consistent with the SM
2Parity is a discrete symmetry transformation which flips the sign of the spatial coordinates: P (~x) = −~x.
3named after Cabibbo, Kobayashi and Maskawa
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predictions [16–20]. However, the available information and precision is not yet sufficient
to state with certainty that the discovered scalar boson is the SM Higgs boson.
The SU(3)C symmetry is the symmetry group of Quantum Chromodynamics (QCD)
that describes the strong interaction between quarks and the associated gauge bosons.
There are eight different gauge bosons for the strong interaction which are called gluons.
The corresponding charge is referred to as colour and it has three distinct values: red,
green and blue and their anti-values. Only particles which exhibit no net colour charge
(e.g. mesons whose constituents carry opposite colour charges, or baryons which are
super-positions of all three colour charges) are experimentally observable. This behaviour
is called colour confinement and, though not yet proven analytically, it is widely believed
due to the non-existing observation of free, coloured particles. Another peculiarity of
QCD is the asymptotic freedom which means that quarks and gluons become weakly
interacting at high energies/small scales. This feature is an inherent property of a SU(3)
gauge theory for six different quark fields as found by Gross, Wilczek and Politzer
in 1973 [43, 44]. It allows for the calculation of scattering amplitudes involving QCD
interactions using perturbation theory in the high-energy regime.
Since its formulation the SM has passed dozens of precision tests with impressive ac-
curacy and it forms a sound theoretical framework for describing interactions between
elementary particles. Figure 2.2(a) illustrates the marvellous agreement between the SM
predictions for cross sections of different processes which span many orders of magni-
tudes and their corresponding experimental measurements. From a complementary per-
spective, the self-consistency of the SM can be evaluated by fitting various electroweak
precision observables which are functions of the same set of theory parameters. Such a
fit is shown in Figure 2.2(b) which exhibits very good agreement and, thus, emphasises
the high level of self-consistency of the SM.
The following section gives a more theoretical introduction to the SM from the perspec-
tive as a gauge theory followed by a short discussion of its free parameters. Afterwards,
open problems and shortcomings of the SM are discussed.
2.1.2. Theoretical Description as a Gauge Theory
The SM is a relativistic quantum field theory which describes the propagation and inter-
action of elementary fermionic and bosonic particles. Such interacting theories can be
described by Yang-Mills theories [10] which are based on local gauge symmetries. In
addition, the SM Lagrangian must be invariant under transformations of the Poincaré
group in order to ensure that its interactions conserve energy, momentum, and angular
momentum. From these fundamental principles, the SM Lagrangian can be constructed
in a straightforward manner by specifying the local symmetry group together with the
field content and the transformation behaviour of all fields under the local gauge trans-
formations. The symmetry group of the SM is given by SU(2)L ⊗U(1)Y ⊗ SU(3)C and
its properties are listed in Table 2.2 which specifies the associated coupling parameters,
generators and charges. The field content is given in Table 2.1.
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(b)
Figure 2.2.: Agreement between SM predictions and experimental results. (a) Total
and fiducial cross sections for various physics processes as measured by the ATLAS
collaboration compared to their theory predictions [45]. (b) Deviation of the experi-
mental measurements of several electroweak precision observables from their best fit
values for two theory calculations of different accuracy. The deviation is expressed in
units of the experimental uncertainty of the measurement [46].
The SU(2)L Symmetry
Right-handed fermion fields lie in the trivial representation of SU(2)L and are singlets
under these transformations. Therefore, they do not take part in the weak interaction.
In the following, right-handed charged leptons, up-type and down-type quark fields are
denoted eR,k, uR,k, and dR,k respectively with k = 1 . . . 3 denoting the fermion generation
index.
The fundamental representation of SU(2) is given by 2× 2 matrices T̂a = σ̂a/2. El-
ements of the underlying two-dimensional vector space are left-handed fermion fields
arranged in doublets
Lk =
(
νL,k
eL,k
)
, Qk =
(
uL,k
dL,k
)
. (2.1)
Thus, left-handed neutrinos and up-type quarks are eigenstates to the generator T̂3 with
eigenvalue T3 = +1/2 while the left-handed charged leptons and down-type quarks have
an eigenvalue of T3 = −1/2.
The adjoint representation
(
T̂a
)
bc
= −iεabc forms a three-dimensional representation
which acts on the triplets of the gauge fields. The gauge fields can be mixed into
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group gauge fields charge coupling generators transformation
SU(2)L W
µ
a weak isospin gw Ta =
σa
2 (3, 0,1)
U(1)Y B
µ weak hypercharge gY 1 (1, 0,1)
SU(3)C G
µ
a colour gs Ta =
λa
2 (1, 0,8)
Table 2.2.: Local symmetry groups of the SM with their gauge fields, couplings and
generators. Here, σa are the Pauli matrices and λa the Gell-Mann matrices. The
last column specifies the representation according to which the gauge fields transform
under a symmetry transformation in the order (SU(2),U(1),SU(3)).
eigenstates of the T̂3 operator viaW+µW−µ
W 3µ
 = 1√
2
1 −i 01 i 0
0 0
√
2
W 1µW 2µ
W 3µ
 . (2.2)
One can read off the eigenvalues from the operator T̂ ′3 in the new basis which yields
T̂ ′3 =
1 −i 01 i 0
0 0
√
2
0 −i 0i 0 0
0 0 0
1 −i 01 i 0
0 0
√
2
−1 =
1 0 00 −1 0
0 0 0
 . (2.3)
Hence, the gauge fields W±µ have eigenvalues of T3 = ±1 while T3(W 3µ) = 0.
The U(1)Y Symmetry
When a transformation of this group is applied, all fields receive a shift in their phase of
α(x)Yw with α(x) being a continuous transformation parameter and Yw being the weak
hypercharge for each field as specified in Table 2.1.
The SU(3)C Symmetry
Transformations of the SU(3)C gauge group perform rotations in the colour charge space.
Only quarks and gluons carry colour charge and take part in strong interactions whereas
the other fields are not influenced by SU(3)C transformations. For each quark flavour,
there are three different quark fields with different colour charge. They form a triplet
in the vector space of the fundamental representation. The eight gluon fields instead
transform under the eight-dimensional adjoint representation.
Electroweak Interactions
Using the notation introduced in Table 2.2 the covariant derivative, containing the gauge
fields of all local symmetries, is given by
Dµ = ∂µ + igY YwBµ + igwWaµTa + igsGaµλa (2.4)
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and the Lagrangian describing the kinematics of all fermion fields is given by
Lmat =
3∑
k=1
L̄kiγ
µDµLk + ēR,kiγ
µDµeR,k
+ Q̄kiγ
µDµQk + ūR,kiγ
µDµuR,k + d̄R,kiγ
µDµdR,k
(2.5)
with the sum running over the three fermion generations.
In order to establish the link between the SU(2)L ⊗U(1)Y gauge symmetry and certain
experimental observations, the Lagrangian in (2.5) is rephrased. The gluon fields as well
as the colour charge indices for the quark fields are suppressed in the following as they
do not help the purpose of this discussion.
Let Cµ denote a 2× 2 matrix in the weak isospin doublet space which is defined as
Cµ ≡ gY YwBµ + gwWaµTa =
(
gY YwBµ +
gw
2 W3µ
gw
2 (W1µ − iW2µ)
gw
2 (W1µ + iW2µ) gY YwBµ −
gw
2 W3µ
)
(2.6)
=
gw√
2
(
W−µ T− +W
+
µ T+
)
+ gYBµYw + gwW3µT3 (2.7)
with T± = T1 ± iT2. Therefore, the Lagrangian Lmat contains terms of the form4
iL̄kγ
µCµLk = i
(
ν̄L,k ēL,k
)
γµ
(
C(11)µ C(12)µ
C(21)µ C(22)µ
)(
νL,k
eL,k
)
. (2.8)
The components C(12)µ = gw√2W
+
µ and C
(21)
µ =
gw√
2
W−µ lead to flavour changing weak in-
teractions whereas the Bµ and W3µ gauge fields in the diagonal components represent
interaction which preserve the particle flavour. As a consequence, these gauge fields
should be related to the photon and the Z boson. However, no direct identification
is possible since the photon does not couple to the electrically neutral neutrinos and,
hence, it should not contribute to C(11)µ . Because the gauge fields Bµ and W3µ exhibit
identical quantum numbers, they can be combined linearly into new fields according to(
Aµ
Zµ
)
=
(
cos θW sin θW
− sin θW cos θW
)(
Bµ
W3µ
)
(2.9)
where θW is the Weinberg angle. It is determined by requiring that the photon field Aµ
does not contribute to C(11)µ which implies
gY Yw cos θW + gwT
(11)
3 sin θW = 0 . (2.10)
4Equivalent terms for left-handed quark fields exist as well.
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For left-handed neutrinos one has Yw = −1/2 and T (11)3 = T3 (νL) = +1/2 leading to
−1
2
gY cos θW +
1
2
gw sin θW = 0 (2.11)
⇒ sin θW
cos θW
=
gY
gw
(2.12)
⇒ sin θW =
gY√
g2Y + g
2
w
. (2.13)
On the other hand, the photon coupling to charged leptons is contained in C(22)µ in (2.8)
and it is given by
gY Yw cos θW + gwT
(22)
3 sin θW = gw sin θW
(
Yw + T
(22)
3
)
(2.14)
=
gY gw√
g2Y + g
2
w
(Yw + T3 (eL)) . (2.15)
The last form allows to identify the elementary electric charge e (the coupling constant
of the Quantum Electrodynamics (QED)) and the electric charge Q of a field as
e =
gY gw√
g2Y + g
2
w
= gw sin θW = gY cos θW , (2.16)
Q = Yw + T3 (2.17)
where the last equation can be shown to hold for all fields. With those relations, Equa-
tion (2.7) can be rewritten as
Cµ =
gw√
2
(
W−µ T− +W
+
µ T+
)
+ eQAµ +
gw
cos θW
(
T3 −Q sin2 θW
)
Zµ (2.18)
which defines the couplings of left-handed fermions to the gauge bosons. Only the U(1)Y
gauge field Bµ couples to right-handed fermions and this coupling is given by
5
gY YwBµ = gY Yw (cos θWAµ − sin θWZµ) (2.19)
= eYwAµ −
gw sin
2 θW
cos θW
YwZµ (2.20)
= eQAµ −
gw
cos θW
Q sin2 θWZµ (2.21)
where the last step makes use of Equation (2.17) in conjunction with the fact that T3 = 0
for right-handed fermions.
The following notation is introduced
5Here given for the right-handed charged lepton fields but equivalent transformation hold for the up-
type and down-type quark fields.
10
2.1 The Standard Model of Particle Physics
• ψi = ψL,i + ψR,i denotes the fermion fields with i ∈ {νe, e, νµ, µ, ντ , τ, u, d, c, s, t, b}.
• Ψk =
(
νk
ek
)
or
(
uk
dk
)
denotes the SU(2)L doublets of full (i.e. including both
chirality components) lepton or quark fields for the three generations k = 1 . . . 3.
Furthermore, the commutation relations of the γ matrices6 ensure the following identity
ψ̄Lγ
µψL =
1
2
ψ̄
(
γµ − γµγ5
)
ψ (2.22)
and analogously ψ̄Rγ
µψR =
1
2
ψ̄
(
γµ + γµγ5
)
ψ . (2.23)
Inserting the coupling matrices for left-handed (2.18) and right-handed fermions (2.21)
into the Lagrangian (2.5) and assembling left- and right-handed field components yields
the following form for the SU(2)L ⊗U(1)Y part of the SM Lagrangian
Lmat =
∑
i
ψ̄iiγ
µ∂µψi (2.24a)
− gw
2
√
2
∑
k
Ψ̄k
(
γµ − γµγ5
) (
W−µ T− +W
+
µ T+
)
Ψk (2.24b)
− e
∑
i
Qiψ̄iγ
µψiAµ (2.24c)
− gw
2 cos θW
∑
i
ψ̄i
(
gV,iγ
µ − gA,iγµγ5
)
ψiZµ (2.24d)
where Qi is the electric charge and gV,i and gA,i the vector and axial-vector couplings
respectively. The latter two can be expressed for each fermion field in terms of the left-
and right-handed coupling to the Zµ field as
gV = gL + gR = T3 − 2Q sin2 θW , (2.25)
gA = gL − gR = T3 . (2.26)
The first term in Lmat (2.24a) describes the propagation of free fermion fields. Flavour
changing weak interactions through a coupling to the electrically charged W±µ gauge
fields are contained in the second term (2.24b). This interaction is maximally parity
violating as first observed by Wu and collaborators in 1956 [42]. The prediction of its
distinct coupling structure (referred to as “V-A” coupling due to the transformation be-
haviour of the γµ − γµγ5 Lorentz structure) and the implication that the W±µ gauge fields
only couple to left-handed fermions have been confirmed in various experiments (e.g.
[47, 48]). The third term (2.24c) corresponds to the fermion photon interaction already
known from QED. This coupling is not sensitive to the handedness of the fermion field.
The last term (2.24d) describes weak neutral current interactions between fermions and
the Z boson. It couples differently to left- and right-handed fermions which results in
6given in Appendix A.2
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the mixed “V-A” coupling structure.
This unified description of the electromagnetic and weak interactions using the gauge
group SU(2)L ⊗U(1)Y was first proposed by Salam, Glashow, and Weinberg in
1968 [1–3]. Their pioneering work was remarkable in many aspects. Most notably it
contained the prediction of new gauge bosons, the W± and Z bosons, which had not
been discovered by this time. Only in 1983 the UA1 and UA2 collaborations at CERN
were able to establish evidence for the existence of those gauge bosons [49–52]. Salam,
Glashow and Weinberg were awarded the Nobel Prize in 1979 for the unification
of the electromagnetic and weak interactions as well as the prediction of new gauge
bosons. Rubbia and van der Meer received the Nobel Prize for Physics in 1984 for
their contributions to the experimental discovery of the W± and Z bosons.
The kinematic terms of the gauge fields as well as their self-interactions are contained
in the corresponding field strength tensors
Lgauge = −
1
4
BµνBµν −
1
2
Tr (WµνWµν)−
1
2
Tr (GµνGµν) . (2.27)
A complete list of the resulting interactions between the gauge bosons can be found
in Appendix B.2. For a brief qualitative discussion, one shall note that no terms of
the order O(B3) or higher exist which is a consequence of the abelian structure of the
U(1)Y symmetry group. Furthermore, the commutation relations of the SU(2)L gauge
group produce terms up to O(W 4). However, these terms are at most quadratic in the
field W3µ. Consequently, only terms up to the second order in the fields Aµ and Zµ are
present in the Lagrangian (2.27) which implies that there are no self-interaction vertices
for the photon and Z boson. This generic prediction ensues solely from the gauge group
structure of the SM and it has been tested to great precision by the Large Electron
Positron Collider (LEP) experiments [53, Chapter 6].
Gauge Boson Masses and the Brout-Englert-Higgs Mechanism
The Lagrangian L = Lmat + Lgauge describes a theory of massless, interacting fermions
and bosons which is at odds with the direct experimental observation of massive charged
leptons and W± and Z bosons. However, fermion mass terms of the form
mψ̄ψ = m
(
ψ̄RψL + ψ̄LψR
)
(2.28)
are not invariant under SU(2)L gauge transformations as the left- and right-handed
components of the fermion fields transform differently. Similarly, mass terms for the
gauge bosons of the form m2AµA
µ also violate gauge invariance. In order to overcome
this problem, a mechanism for generating particle masses by spontaneous symmetry
breaking was proposed by several groups in 1964 [5, 6, 21, 22]. It postulates the existence
of a new scalar field Φ with the potential
V (Φ) = −µ2Φ†Φ + λ
4
(
Φ†Φ
)2
with µ2, λ ≥ 0 (2.29)
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which is invariant under SM gauge transformations. This field has no colour charge, it
forms a doublet under SU(2)L transformation
Φ =
(
φ+
φ0
)
(2.30)
and it carries a weak hypercharge of YΦ = +1/2. One can parametrise the doublet of
two complex scalar fields as follows
Φ =
(
G+1 + iG
+
2
H01 + iH
0
2
)
(2.31)
with G+1,2 and H
0
1,2 being four real-valued scalar fields. An infinitesimal SU(2)L ⊗U(1)Y
gauge transformation can be written as function of the real continuous transformation
parameters7 αa, β as
R = 12 + i (αaTa + βYΦ) +O(α2a, β2) = 12 +
i
2
(
β + α3 α1 − iα2
α1 + iα2 β − α3
)
. (2.32)
Thus, without loss of generality, the scalar doublet can be parametrised as
Φ ∝
(
0
H01
)
(2.33)
because one can generate non-vanishing values for the three remaining fields by applying
an infinitesimal gauge transformation
R
(
0
H01
)
= H01
( α2
2 + i
α1
2
1 + iβ−α32
)
. (2.34)
Minimising the potential V (Φ) yields the vacuum expectation value of Φ
∂V
∂Φ
∣∣∣∣
Φvac
= 0 and
∂2V
∂Φ2
∣∣∣∣
Φvac
> 0 ⇒ |Φvac|2 =
2µ2
λ
≡ v
2
2
(2.35)
where |Φ|2 = Φ†Φ and v2 = 4µ
2
λ . Since a non-vanishing vacuum expectation value is not
compatible with the interpretation of a quantum field as a particle, one expands H01
around its vacuum expectation value. The deviation from the vacuum is interpreted as
excitation of a particle field. This yields the final parametrisation
Φ =
1√
2
(
0
v + h
)
(2.36)
with h = h(x) being a real-valued scalar field, the Higgs field. The specific gauge choice
leading to Equation (2.36) is referred to as unitary gauge.
7The transformation parameters are functions of the four-dimensional space-time.
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The kinematics of the scalar doublet field Φ and its interactions are described by the
Lagrangian
LHiggs = (DµΦ)† (DµΦ)− V (Φ) (2.37)
which is invariant under transformations of the SM symmetry group. However, the
non-vanishing vacuum state of the field Φ
Φvac =
(
0
v√
2
)
(2.38)
obviously violates the SU(2)L ⊗U(1)Y symmetry. This effect is called spontaneous sym-
metry breaking. Nonetheless, one finds that Φvac remains unchanged under a simulta-
neous symmetry transformation by T3 and Yw of the form α (T3 + Yw). The remaining
symmetry is the U(1)Q symmetry group with the generator Q = T3 + Yw which is iden-
tified with the electric charge. This insight motivates the parametrisation8 of Φ in terms
of its lower component in Equation (2.36) as it is of neutral electric charge whereas the
upper component carries an electric charge of Q = +1. An electrically charged vacuum
expectation value is not compatible with the experimental data. Furthermore, the sym-
metry breaking mechanism gives an a posteriori explanation for the definition of the
electric charge in terms of the weak isospin and the weak hypercharge which is already
introduced by empirical arguments in Equation (2.17).
Using the unitary gauge (2.36) and expanding the covariant derivative one obtains the
following expression
LHiggs =
1
2
(∂µh)
2 − V (h)
+
1
8
(v + h)2
[
g2w
3∑
a=1
WµaWaµ + g
2
YB
µBµ − 2gwgYBµW3µ
]
.
(2.39)
One finds terms which are bilinear in the gauge fields with constant coefficients and,
therefore, can be interpreted as mass terms for the gauge bosons. Those bilinear terms
are proportional to v2 and can be written in matrix form as
v2
8
w†Mw ≡ v
2
8
(
Wµ1 W
µ
2 W
µ
3 B
µ
)
g2w 0 0 0
0 g2w 0 0
0 0 g2w −gwgY
0 0 −gwgY g2Y


W1µ
W2µ
W3µ
Bµ
 . (2.40)
Diagonalising the mass matrixM gives the mass eigenstates and the square of their rest
8It also explains the notation used in Equation (2.30).
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masses. One obtains
m1,2 =
gwv
2
W±µ =
1√
2
(W1µ ∓ iW2µ) , (2.41)
m3 =
v
√
g2w + g
2
Y
2
Zµ =
1√
g2w + g
2
Y
(gwW3µ − gYBµ) , (2.42)
m4 = 0 Aµ =
1√
g2w + g
2
Y
(gYW3µ + gwBµ) (2.43)
which is identical to the mixing introduced earlier in Equation (2.9) when using the
relation (2.12). Inserting these linear combinations in Equation (2.40) yields
v2
8
w†Mw = g
2
wv
2
4︸ ︷︷ ︸
m2W
W+µ W
−µ +
1
2
g2wv
2
4 cos2 θW︸ ︷︷ ︸
m2Z
ZµZ
µ (2.44)
where one can identify the masses of the W± and Z gauge bosons as
mW =
gwv
2
, (2.45)
mZ =
gwv
2 cos θW
=
mW
cos θW
. (2.46)
The different normalisation by a factor 1/2 accounts for the different normalisation of
the complex W±µ fields compared to the real-valued Zµ gauge field. As a consequence
of the spontaneous symmetry breaking in the SM, the gauge bosons acquire some mass.
Only the photon as mediator of the remaining U(1)Q symmetry remains massless. The
relation between the masses of the W± and Z gauge bosons as well as the existence
of the massless photon are consequences of the structure of the symmetry breaking in
the SM and important predictions of the BEH mechanism. This prediction has been
validated by measuring the ρ parameter introduced by Veltman [54]
ρ =
m2W
m2Z cos
2 θW
= 1 + ∆ρ , (2.47)
which is equal to one at first order in perturbation theory, to a great level of precision [55].
It is worthwhile to note that the scalar doublet in Equation (2.31) has four degrees
of freedom while in the unitary gauge only one degree of freedom, the Higgs field h, is
left. The remaining three fields correspond to so-called Goldstone bosons as discussed by
Nambu and Goldstone [56, 57]. Their degrees of freedom are absorbed by the massive
W± and Z boson as longitudinal polarisation modes9 such that the total number of
9A massless vector boson has two degrees of freedom corresponding to the two transverse polarisation
directions. In contrast, a massive vector boson has an additional degree of freedom, its longitudinal
polarisation mode.
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degrees of freedom is consistent.
Examining the potential V (Φ) further one finds a term bilinear in the Higgs field h
which gives rise to the mass of the Higgs boson
mh =
√
λv2
2
(2.48)
which is a free parameter of the SM. Using the above expression for the masses of the
boson fields and expanding the Higgs potential, the Lagrangian for the Higgs sector (2.37)
becomes
LHiggs =
1
2
(∂µh)
2 − 1
2
m2hh
2 (2.49a)
+
λv4
16
−
m2h
2v
h3 −
m2h
8v2
h4 (2.49b)
+m2WW
+
µ W
−µ +
1
2
m2ZZµZ
µ (2.49c)
+
2m2W
v
W+µ W
−µh+
m2Z
v
ZµZ
µh (2.49d)
+
m2W
v2
W+µ W
−µh2 +
m2Z
2v2
ZµZ
µh2 (2.49e)
with (2.49a) describing the propagation of the massive, free Higgs field, (2.49b) contain-
ing the triple and quartic Higgs field self-interaction terms, (2.49c) yielding the gauge
boson masses, and (2.49d) and (2.49e) leading to triple and quartic interaction vertices
between the gauge fields and the Higgs field.
Fermion Masses and Yukawa Interactions
The mechanism described above does not lead to massive fermions. However, fermion
masses can be realised by adding Yukawa interactions for the fermion fields of the form
Ld = ydQ̄ΦdR + h.c. . (2.50)
Using the unitary gauge for the parametrisation of Φ one obtains
Ld =
ydv√
2
(
d̄LdR + d̄RdL
)(
1 +
h
v
)
. (2.51)
Comparing with Equation (2.28) one finds a term resembling a mass term for fermion
fields with a fermion mass of
md =
ydv√
2
. (2.52)
Furthermore, the Lagrangian contains a term describing the interaction of the fermion
field with the Higgs field with the interaction strength being md/v. The Lagrangian
given above only generates masses for the lower component of the SU(2)L doublet. In
order to also allow for massive fermion fields in the upper component of the isospin
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doublet one inserts terms of the form
Lu = yuQ̄ΦCuR + h.c. with ΦC = iσ2Φ =
1√
2
(
v + h
0
)
. (2.53)
The total Lagrangian for the Yukawa interactions which gives mass to all quark fields
and the charged lepton fields is given by
LYukawa = −
∑
i,j
[
L̄iY
e
ijΦeR,j + Q̄iY
u
ijΦ
cuR,j + Q̄iY
d
ijΦdR,j
]
+ h.c. (2.54)
with the sum running over the generation indices i, j = 1 . . . 3 and Y e,u,d being 3× 3
complex matrices. In general, the Yukawa matrices Y f do not need to be diagonal in the
basis of eigenstates of the weak interaction given by Li, Qi, eR,i, uR,i and dR,i. However,
they can be diagonalised with positive eigenvalues by using a bi-unitary transformation
of the form
Ŷ f = SfLY
fSf†R = diag
(
yfk
)
(2.55)
with yfk being the positive eigenvalues of the Yukawa matrices, k = 1 . . . 3, f = e, u, d,
and Sf†R , S
f
L ∈ U(3). By defining
L′i =
(
ν ′L,i
e′L,i
)
=
(
(SeL)ij νL,j
(SeL)ij eL,j
)
= (SeL)ij Lj , (2.56)
Q′i =
(
u′L,i
d′L,i
)
=
(
(SuL)ij uL,j(
SdL
)
ij
dL,j
)
, (2.57)
e′R,i = (S
e
R)ij eR,j , (2.58)
u′R,i = (S
u
R)ij uR,j , (2.59)
d′R,i =
(
SdR
)
ij
dR,j (2.60)
the Lagrangian (2.54) becomes
LYukawa = −
3∑
k=1
[
yekL̄
′
kΦe
′
R,k + y
u
k Q̄
′
kΦ
cu′R,k + y
d
kQ̄
′
kΦd
′
R,k
]
+ h.c. (2.61)
which is diagonal in the fermion generation index k. The primed fields represent the
physical mass eigenstates and, therefore, are the relevant basis to describe the propaga-
tion of the corresponding elementary particles. One finds that the Lagrangian Lmat (2.5)
is invariant under a global rotation in the fermion generation space of the form
ψk → ψ′k = Ukiψi (2.62)
ψ̄k → ψ̄′k = ψ̄iU
†
ik (2.63)
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with U ∈ U(3) and ψk denoting any of the objects Lk, Qk, eR,k, uR,k, or dR,k. This
freedom can be used to redefine the fermion fields, which are eigenstates to the weak
interaction, such that they coincide with mass eigenstates using the transformation out-
lined in Equations (2.56) to (2.60). Only for the left-handed doublet of quark fields such
a transformation does not exist as the two components need to be rotated differently as
it can be seen from Equation (2.57). It is a convention to rotate Qk by S
u
L which diago-
nalises the Yukawa matrix for up-type quarks. As a consequence, the flavour-changing,
charged weak interactions of quarks also lead to a mixing of down-type quark fields of
different generations as it can be seen when the corresponding part of the Lagrangian is
expressed in the mass eigenstate basis as
− gw√
2
∑
k
Q̄kγ
µW+µ T+Qk + h.c. = −
gw√
2
(
ū′L c̄
′
L t̄
′
L
)
γµW+µ
(
SuLS
d†
L
)
︸ ︷︷ ︸
VCKM
d′Ls′L
b′L
+ h.c. .
(2.64)
The Cabibbo-Kobayashi-Maskawa matrix VCKM relates the weak interaction eigen-
states of down-type quark fields to their mass eigenstates by the following equationdLsL
bL

︸ ︷︷ ︸
weak interaction eigenstates
=
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

︸ ︷︷ ︸
VCKM
d′Ls′L
b′L

︸ ︷︷ ︸
mass eigenstates
. (2.65)
The CKM matrix is unitary and can be parametrised by three angles and a complex
phase which gives rise to CP violation in charged weak interactions between quarks
as observed in e.g. the mixing and decay of neutral kaons. Historically, the experi-
mental observation of CP violation motivated Kobayashi and Maskawa to generalise
Cabibbo’s idea of quark mixing in 1973 [58]. By counting the number of physical pa-
rameters in the CKM matrix, they concluded that CP violation can only occur if there
exist at least three different generations of quarks. Their prediction was confirmed in
1977 by the discovery of the bottom quark at Fermilab [59] and the top quark by the
D0 and CDF collaborations in 1995 [60, 61]. Their work was rewarded with the Nobel
Prize in 2005. It is worthwhile to note that the CKM matrix breaks the universality
of electroweak interactions and it leads to different phenomena in the lepton and quark
sector. This breakdown is caused by the fact that the upper component of the lepton
SU(2)L doublet, the neutrino fields, are treated as massless. Therefore, they do not
appear in LYukawa (2.54) which allows to transform them with an arbitrary matrix in
Equation (2.56), i.e. the unitary matrix which diagonalises the Yukawa matrix of the
charged lepton fields. In contrast to the photon, there is no profound reason for neutrinos
to be massless. Indeed, there is strongest experimental evidence for massive neutrinos
through the observation of neutrino oscillations. However, the absolute size of neutrino
masses and their origin are still subject of active research. Even though the understand-
ing of neutrino masses is an interesting fundamental issue, it is irrelevant in the context
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of this work. Hence, the approximation of massless neutrinos is a safe assumption for
the remainder of this document.
The complete SM Lagrangian
Summarising the discussion above, the Lagrangian of the SM is given as the sum of the
Equations (2.5), (2.27), (2.37) and (2.54) as
LSM = Lmat + Lgauge + LHiggs + LYukawa . (2.66)
It describes the propagation of free fermion and gauge boson fields as well as the interac-
tions among them. The complete form can be found in the appendix in Equation (B.1)
together with a list of Feynman rules for the various interaction vertices.
2.1.3. Parameters of the Standard Model
In total there are 18 free parameters in the SM whose values have to be determined by
measurements. This list consists of
• nine Yukawa couplings for the charged leptons and the quarks,
• three mixing angles of the CKM matrix,
• the complex phase of the CKM matrix,
• three coupling strengths of the three gauge symmetry groups,
• and two parameters of the Higgs potential.
Instead of the theory parameters listed above, one may use a different set of variables
as input to theory predictions. A common choice is to express the Yukawa couplings
in terms of the fermion masses and the vacuum expectation value of the Higgs field
using the general tree-level expression (2.52). The CKM matrix can be parametrised by
the four Wolfenstein parameters A, η̄, λ and ρ̄ [62]. Analogously to the fine-structure
constant in QED, one often uses the strong coupling constant
αs ≡
g2s
4π
(2.67)
as input parameter. The quartic Higgs boson self-coupling parameter λ can be expressed
in terms of the Higgs boson mass as
λ =
2m2h
v2
. (2.68)
The remaining three parameters gw, gY and v are referred to as electroweak parameters.
The GF scheme calculates the aforementioned parameters from the masses of the W
±
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parameter δ [ppb] parameter δ [ppb]
me = 511 keV (21) αs(MZ) = 0.1185 (5× 106)
mµ = 105.66 MeV (33) mW = 80.385 GeV (1.9× 105)
mτ = 1.77682 GeV (9× 104) mZ = 91.1876 GeV (2.3× 104)
mu = 2.3 MeV (3× 108) GF = 1.1663787× 10−5 GeV−2 (500)
md = 4.8 MeV (1× 108) mh = 125.7 GeV (3× 106)
ms = 95 MeV (5× 107) A = 0.814 (3× 107)
mc = 1.275 GeV (2× 107) η̄ = 0.353 (4× 107)
mb = 4.18 GeV (7× 106) λ = 0.22537 (3× 106)
mt = 173.21 GeV (5× 106) ρ̄ = 0.117 (2× 108)
Table 2.3.: List of parameter values used as input to SM calculations. For each
parameter the relative uncertainty in units of parts-per-billion (10−9) is stated to
allow for a comparison of the experimental accuracy. Values are taken from [63] which
also includes a discussion on the determination of the quark masses as these are not
directly accessible by experiments.
and Z bosons and Fermi constant GF using the following tree-level relations
gw = 2mW
√√
2GF , (2.69)
gY = 2mZ
√√
2GF
√
1−
m2W
m2Z
, (2.70)
v =
(√
2GF
)−1/2
. (2.71)
Using the values given in Table 2.3 one obtains the following electroweak parameters
gw ≈ 0.653 , (2.72)
gy ≈ 0.350 , (2.73)
v ≈ 246 GeV , (2.74)
sin2 θW = 1−
m2W
m2Z
≈ 0.223 , (2.75)
e = 2mW
√√
2GF
√
1−
m2W
m2Z
≈ 0.308 , (2.76)
αem =
e2
4π
≈ 1/132 . (2.77)
Unless otherwise noted, the GF scheme with the input parameters as given in Table 2.3 is
used as input to external tools for e.g. the calculation of cross sections or the generation
of simulated events.
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2.1.4. Open Questions in the Standard Model
Notwithstanding the great success of the SM in describing experimental results, there
are still some experimental observations which can not be explained by the current
formulation of the SM which, consequently, hints at the existence of new physics. The
following non-exhaustive list gives an overview of the open issues in particle physics
which are either not yet understood or where it is unclear how they can be incorporated
into the SM Lagrangian.
1. Gravitation is the fourth fundamental force between elementary particles and it is
the only fundamental interaction which is not yet described by the SM Lagrangian.
The main problem is that the combination of the principles of general relativity
and quantum mechanics pose severe theoretical difficulties. For instance, the re-
sulting QFTs are not renormalisable and, therefore, have no predictive power. The
resolution of this problem is an area of active research and prominent approaches
include string theories and variations of the Kaluza-Klein theory [64, 65].
2. Dark matter is an hypothesised kind of matter to explain gravitational effects
observed in astronomy. Experimental evidence for the existence of dark matter
was first derived from measurements of the velocities of stars as a function of their
distance to the galaxy centre [34, 35]. Later, this hypothesis was supported by
detailed studies of gravitational lensing effects as well as the investigation of the
velocity dispersion in galaxies. These effects are explained by postulating a new
kind of matter which does not interact with electromagnetic radiation. This prop-
erty led to the name dark matter. Supersymmetric theories are prominent examples
for theories containing elementary particles which could serve as dark matter can-
didates. A large number of experiments is currently looking for the observation of
dark matter particles by using direct and indirect detection techniques.
3. Massive neutrinos are suggested by the observation of neutrino oscillations [30–
33]. As already discussed, this can be explained by massive neutrinos leading to a
flavour mixing mechanism similar to the CKM matrix in the quark sector. How-
ever, no right-handed neutrinos have been observed so far which prevents from
adding Yukawa terms for the neutrino fields to the SM Lagrangian. Many exper-
iments are ongoing to solve this puzzle by, for instance, searching for neutrinoless
double beta decays which would imply that neutrinos are Majorana fermions10.
4. The asymmetry between matter and anti-matter as observed in cosmology is
not yet understood. If the early universe was symmetric, all matter and anti-matter
should have annihilated into radiation. However, the imbalance in the observable
universe together with the small ratio of the baryon density to the photon density
of η = (6.19± 0.14)× 10−10 [66, Table 17] implies a small asymmetry between
matter and anti-matter either at the beginning of the universe or during its time
evolution.
10Majorana fermions are their own anti-particles.
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5. The strong CP problem is the question why there is no CP violation in strong
interactions. In general, a term of the form
Lstrong CP = −
g2sθ
32π2
GµνG̃
µν (2.78)
is not forbidden by the symmetries of the SM, but it would lead to CP violation.
Since no CP violation is observed in strong interactions, there are stringent con-
straints on θ. Peccel and Quinn proposed a solution to this problem in 1977 [67]
by postulating additional scalar particles, so-called axions.
6. The hierarchy problem denotes the question why the scale of electroweak sym-
metry breaking v ≈ 246 GeV is so much smaller than the Planck scale? The
physical Higgs mass receives corrections from higher order diagrams and can be
expressed as m2h,phys = m
2
h,0 − δm2. These quantum corrections δm2 are found to
be proportional to Λ2 where Λ is the energy scale up to which the SM is expected
to be valid. In order to arrive at the physical Higgs mass in the v ≈ O (100 GeV)
range, one needs to fine-tune the input parameter mh,0 to a relative precision of
(v/Λ)2. Plugging in the Planck scale MPlanck = 10
18 GeV as the energy scale
where the SM breaks down yields a fine-tuning of the order of 10−32 which seems
unnatural. Supersymmetric theories can solve this problem as the quantum cor-
rections from the SM particles and their supersymmetric partners cancel exactly11.
7. Further theoretical questions like
• Why are there precisely three generations of fermions?
• What is the reason for the very different fermion masses?
exist and require continuing research.
Many of the proposed solutions postulate the existence of new particles and/or symme-
tries which need to be confirmed or disproved by dedicated experimental studies.
2.2. Electroweak Gauge Boson Scattering in the Standard
Model
The non-abelian structure of the SU(2)L gauge symmetry leads to self-interactions among
the electroweak gauge bosons. The scattering of massive gauge bosons is closely related
to the electroweak symmetry breaking mechanism as the longitudinal polarisation modes
correspond to the Goldstone modes of the broken symmetry. In order to demonstrate
this profound relation, the scattering amplitude for the process W+L W
+
L →W
+
L W
+
L is
discussed as an example in the following.
11One should note that supersymmetry can not be exact as the supersymmetric partners would have
identical masses which is ruled out experimentally. Different masses of supersymmetric partners are
possible, but they spoil the exact cancellation of the higher order corrections. In order to limit the
amount of fine-tuning required, supersymmetric particles should have masses in the O(1 TeV) range.
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Figure 2.3.: Illustration of W+W+ →W+W+ scattering.
A general scattering amplitude iM for the process W+W+ →W+W+ has a Feynman
diagram as shown in Figure 2.3(a) and it can be parametrised as
iM = iεµλ1ε
ν
λ2Mµνρσε
∗ρ
λ3
ε∗σλ4 (2.79)
where εµλi denotes the polarisation vector for the external gauge boson with λ = ±1
being the transverse polarisations and λ = 0 indicating the longitudinal polarisation
mode. The amputated scattering amplitude is defined as Mµνρσ and it is independent
of the polarisation of the external gauge bosons.
The Feynman diagrams contributing to the scattering process W+L W
+
L →W
+
L W
+
L are
shown in Figure 2.4. The incoming fields are W+1 and W
+
2 with four-momenta p
µ
1 and
pν2 while the outgoing fields are labelled W
+
3 and W
+
4 with (outgoing) four-momenta p
ρ
3
and pσ4 . In the centre-of-mass system, these four-momenta can be parametrised without
loss of generality as
pµ1 =

E
0
0
p
 , pν2 =

E
0
0
−p
 , pρ3 =

E
0
p sin θ∗
p cos θ∗
 , pσ4 =

E
0
−p sin θ∗
−p cos θ∗
 (2.80)
where θ∗ is the scattering angle as illustrated in Figure 2.3(b). The longitudinal polarisa-
tion vector for a gauge boson in its rest frame is given as εµ0,rest = (0, 0, 0, 1)
T. Boosting
this vector to the centre-of-mass frame yields the following longitudinal polarisation
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Figure 2.4.: Contributing Feynman diagrams to the process W+L W
+
L →W
+
L W
+
L .
vectors for the external gauge boson fields
εµ1 =

p
mW
0
0
E
mW
 , εν2 =

p
mW
0
0
− EmW
 , ερ3 =

p
mW
0
E
mW
sin θ∗
E
mW
cos θ∗
 , εσ4 =

p
mW
0
− EmW sin θ
∗
− EmW cos θ
∗
 . (2.81)
Using this parametrisation and the Feynman rules given in Appendix B.2, one can
calculate the scattering amplitudes for the individual contributions shown in Figure 2.4.
Of particular interest is the high-energy behaviour of the scattering amplitude which
must be well-behaved in order to ensure unitarity of the S-matrix. Therefore, the total
scattering amplitude is expanded in terms of E2/m2w which leads to
iM = g2w
E4
m4W
 6− 2a2︸ ︷︷ ︸
W 4 vertex
+ sin2 θW
(
2a2 − 6
)︸ ︷︷ ︸
WWA vertices
+ cos2 θW
(
2a2 − 6
)︸ ︷︷ ︸
WWZ vertices
 (2.82a)
+ g2w
E2
m2W
 −4︸︷︷︸
W 4 vertex
+ 3 sin2 θW︸ ︷︷ ︸
WWA vertices
+ 3 cos2 θW︸ ︷︷ ︸
WWZ vertices
+ 1︸︷︷︸
WWh vertices
 (2.82b)
+O
(
E0
)
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with the abbreviation a = cos θ∗. One finds that the individual contributions from the
quartic WWWW boson vertex as well as the triple gauge boson self-interactions are
divergent ∝ E4. However, this divergence cancels in the sum due to the underlying
local gauge symmetry. Nevertheless, a unitarity violating rise of scattering amplitude
∝ E2 remains when diagrams with gauge boson self-interaction vertices are considered
only. Unitarity is ultimately restored by including the contributions from the diagrams
with the Higgs boson exchange. This cancellation is very sensitive to the precise reali-
sation of the EWSB mechanism. Thus, studying the scattering of longitudinal polarised
electroweak gauge bosons is a great tool for probing the nature of EWSB.
Transverse polarised gauge bosons are not related to EWSB mechanism and, hence,
their scattering amplitude does not exhibit the same unitarity problem as one can see
from the following qualitative argument. In the high-energy regime the polarisation
vector of a longitudinal polarised gauge boson becomes
ελ=0 (k
µ)
Em
=
kµ
m
+O
(
E
m
)
(2.83)
as one finds when comparing (2.80) and (2.81). In contrast, the polarisation vector
for a transverse polarised gauge boson is independent of its four-momentum. Thus,
the four polarisation vectors in the scattering amplitude (2.79) contribute ∝ p4 ≈ E4
in the case of longitudinal polarisation whereas they only contribute O(1) in the case
of transverse polarisation. Since the amputated scattering amplitudes Miµνρσ for the
individual Feynman diagrams are independent of the polarisation of the external gauge
bosons, one has
Mitransverse ∝
1
E4
Milongitudinal (2.84)
for each individual contribution. As the largest divergence for longitudinal polarised
gauge bosons is rising ∝ E4, none of the individual scattering amplitudes for transverse
polarised gauge bosons rises with increasing centre-of-mass energy. As a consequence,
unitarity in the scattering of transverse polarised gauge bosons does not rely on the
exact cancellation between different contributions and, therefore, it is insensitive to the
details of the EWSB mechanism.
Figure 2.5 shows the dependence of the gauge boson scattering cross section as a
function of the centre-of-mass energy for the scenarios with and without a SM Higgs
field which illustrates the rise in cross section leading to the violation of unitarity if no
Higgs field exists.
12The cross sections were calculated using the Monte Carlo (MC) generator WHIZARD 2.1.1 [68, 69]. In
order to avoid numerical instabilities, the outgoing vector bosons were required to have a transverse
momentum pT ≥ 1 GeV.
13The mass of the Higgs boson was chosen differently from the mass of the scalar particle discovered
at the LHC only for illustration purposes. As the colliding gauge bosons are treated on-shell, the
resonant Higgs production is only visible if mh ≥ mV1 +mV2 .
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Figure 2.5.: Cross section for the scattering process V V → V V (summed over all
polarisation modes) for different combinations of massive electroweak gauge bosons as
a function of the centre-of-mass energy12. Solid lines show the dependence if a SM
Higgs boson with mh = 250 GeV exists
13 whereas dashed lines illustrate the behaviour
if no Higgs boson is present. Because no Feynman diagram for the process ZZ → ZZ
exists in the absence of the Higgs field, there is no blue dashed curve.
2.3. Anomalous Gauge Couplings and Effective Theories
Effective theories are a widely-used tool to parametrise the low-energy behaviour of com-
plete theories. In the limit that the energies probed in an experiment are much smaller
than the energy Λ at which new physics processes occur (e.g. through the exchange
of heavy resonances), the measurement is insensitive to the details of the high-energy
behaviour of the full theory. Therefore, expanding theory predictions in orders of E/Λ
and only keeping the leading terms can simplify theoretical calculations immensely while
maintaining a sufficient precision for the comparison with experimental results at the
same time. Additionally, effective theories provide a unified scheme to present experi-
mental constraints on “beyond Standard Model” (BSM) theories in a model-independent
way.
In the following section, the concept of effective theories is introduced by discussing
Fermi’s theory. Afterwards, an effective field theory approach for the extension of the
electroweak sector of the SM is presented.
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decay in the SM.
EµmW−−−−−−→ µ−
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(b) Effective four-fermion interac-
tion at small energies.
Figure 2.6.: Illustration of the idea of Fermi’s theory.
2.3.1. An Historic Example: Fermi’s Four-Lepton Interaction
In 1933, Fermi proposed a theory for describing the β−-decay of the muon [70] which
postulated a four-fermion interaction vertex. Similiarly to the form of the electromag-
netic interaction, his idea was based on the principle that all weak interactions can be
described by current-current interactions with a unique coupling constant, the so-called
Fermi constant GF . According to his theory, the matrix element for the decay of a
muon µ− → e−νµν̄e can be written as14
MFermi =
GF√
2
[
ūνµγ
µ
(
1− γ5
)
uµ
] [
ūeγµ
(
1− γ5
)
uνe
]
(2.85)
which can be interpreted as low-energy approximation of the full matrix element
MSM = −
g2w
8
[
ūνµγ
µ
(
1− γ5
)
uµ
] 1
q2 −m2W
[
ūeγµ
(
1− γ5
)
uνe
]
(2.86)
where q is the four-momentum carried by the virtual W− boson. By making the con-
nection MSM
qmW−−−−→MFermi as depicted in Figure 2.6 one finds that the definition of
the Fermi constant in terms of the parameters of the complete theory is given by
GF√
2
=
g2w
8m2W
. (2.87)
The matrix elements in Equations (2.85) and (2.86) also describe the scattering process
µ−νe → e−νµ as it can be seen by crossing the electron neutrino line to the left in
14As an aside, Fermi initially used a slightly different form for the structure of the current when he
formulated his theory for the β− decay of the neutron as at that time the parity violation in weak
interactions was not yet discovered.
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Figure 2.7.: Cross section of the µ−νe → e−νµ scattering process shown as a function
of the centre-of-mass energy for the effective Fermi theory and the SM.
Figure 2.6. Calculating the total cross section for this process by squaring the amplitudes
and integrating over the phase space of the final state particles yields
σFermi
(
µ−νe → e−νµ
)
=
G2F
π
s , (2.88)
σSM
(
µ−νe → e−νµ
)
=
G2F
π
s(
s
m2W
− 1
)2
+
Γ2W
m2W
(2.89)
where s = E2CM is the Mandelstam variable defined as the square of the centre-of-
mass energy and ΓW denotes the width of the W
− boson. Figure 2.7 shows the total
cross section as function of the centre-of-mass energy comparing the predictions of the
effective Fermi theory with the SM. As expected, good agreement is observed in the
energy regime
√
s mW . However, the predictions start to diverge once the energy is
no longer negligible compared to the mass of the W± boson. Furthermore, for energies√
s ≥ mW the overall behaviour differs completely between the two models. While the
cross section in this regime is decreasing ∝ s−1 for the SM, it keeps rising ∝ s for
the Fermi approximation. This unitarity violating behaviour marks the breakdown of
the effective Fermi theory at scales where “new” physics (i.e. the W± bosons in this
example) must be taken into account. The cause of this problem is intimately related to
the non-renormalisability of the underlying theory. In Fermi’s theory, the four-fermion
contact interaction is described by an operator O ∝ ψ̄ψ̄ψψ which is of mass dimension
six15. As a consequence, Fermi’s theory is non-renormalisable since it was found that
15From dimensional analysis of the Lagrangian one finds that d[ψ] = d[ψ̄] = 3
2
.
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only theories with operators up to a mass dimension of four can be renormalised at all
orders in perturbation theory [9]. Thus, unitarity violation at high energies is a common
feature of effective field theories which introduce non-renormalisable operators.
2.3.2. The Electroweak Chiral Lagrangian
Extensions to the SM which modify the electroweak sector may impact the behaviour
of the scattering processes of electroweak gauge bosons and, therefore, are of special
relevance in the context of this work. Since the SM is a well-tested theory and many
measurements of electroweak precision observables are in remarkable agreement with
the theoretical predictions (cf. Figure 2.2(b)), any extension thereof must respect the
SU(2)L ⊗U(1)Y gauge symmetry. Furthermore, experimental data (e.g. measurements
of the ρ parameter [54, 55]) suggests that the custodial symmetry SU(2)C [71] is an
approximate symmetry of the SM. It emerges from a global SU(2)L ⊗ SU(2)R symmetry
in the Higgs sector which is broken by the U(1)Y gauge symmetry and lepton interactions.
The electroweak chiral Lagrangian [38, 72, 73] satisfies these preconditions and it
provides an effective description of the low-energy behaviour of the SM at tree level.
The field content of the electroweak chiral Lagrangian is given by the fermion and gauge
boson fields of the SM. Since this theoretical approach dates back to times when there
was not yet any experimental evidence for the presence of a Higgs boson, the longitudinal
degrees of freedom of the massive electroweak gauge bosons are parametrised by a matrix-
valued field Σ which realises a non-linear breaking of the electroweak symmetry using
the definition [40, Equation (2)]
Σ(x) = exp
(
− i
v
3∑
a=1
wa(x)σa
)
(2.90)
with wa(x) being the fields of the Goldstone bosons. When including perturbative
corrections to the S-matrix up to the first order in E/Λ, where the scale of new physics
is set to Λ = 4πv, additional higher order operators appear. A set of five independent
operators, that respect CP invariance and the custodial symmetry, is given by
α1L1 = α1gwgY Tr (BµνWµν) (2.91)
α2L2 = iα2gY Tr (Bµν [V µ, V ν ]) (2.92)
α3L3 = iα3gwTr (Wµν [V µ, V ν ]) (2.93)
α4L4 = α4Tr (VµVν)2 (2.94)
α5L5 = α5Tr (VµV µ)2 (2.95)
where the notation from [40, Section 3] is adopted. The field V µ, which is of mass
dimension one, is defined as V µ = Σ (DµΣ)† that reduces to V µ = igYB
µ − igwWµa Ta in
the unitary gauge. The coefficients of the operators L1 to L3 are already constrained by
precise measurements of the S parameter [74] and triple gauge boson couplings at LEP.
In contrast, the operators L4 and L5 generate only anomalous quartic gauge couplings
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of electroweak gauge bosons and, thus, their coefficients are not constrained directly by
experimental data to date. Both operators are particular interesting in the context of this
work as they contribute to the quartic WWWW gauge boson interaction. Hence, their
coefficients α4 and α5, henceforth referred to as aQGC parameters, can be constrained
by measuring the W±W± →W±W± scattering process.
2.3.3. Unitarisation Procedures
As it is discussed at the example of Fermi’s theory of the four-fermion interaction in
Section 2.3.1, effective field theories may suffer from unitarity violation which arises from
non-renormalisable operators. In the electroweak chiral Lagrangian approach outlined
above, the introduction of aQGC parameters, which modify the quartic gauge boson cou-
pling, disturbs the precise cancellation between different contributions to the scattering
amplitude of longitudinal polarised, massive electroweak gauge bosons (cf. Section 2.2).
As a consequence, the cross section for the scattering of massive electroweak gauge bosons
is rising with increasing centre-of-mass energy. In order to damp this non-physical rise
of the cross section, several procedures for restoring the unitarity of the S-matrix exist.
It shall be emphasised that the necessity of applying a unitarisation procedure arises
solely from the approximation of the low-energy behaviour by an incomplete, effective
theory. By design the intended use of these effective theories is the study of phenomena
at energies well below a certain energy scale Λ at which details of the high-energy be-
haviour of the complete theory can not be ignored any more. As discussed exemplarily
for Fermi’s theory, the scale Λ also indicates the energy scale above which unitarity in
the effective theory breaks down. For this reason, results obtained with the approxi-
mation at energies E  Λ are not expected to depend significantly on the choice of the
unitarisation scheme. On the other hand, a strong dependence of the results on the
unitarisation procedure indicates that the measurements are already sensitive to ener-
gies where the low-energy approximation is inadequate. In this case, the unitarisation
procedure becomes an integral part of the theoretical model. Consequently, one looses
the model-independence and generality of the results obtained which are one of the main
motivations for the usage of effective theories.
The requirement of a unitary S-matrix in the context of elastic scattering processes
can be expressed by employing the optical theorem. Amplitudes for elastic scattering
processes can be decomposed into eigenamplitudes aIJ for the scattering of eigenstates
with spin I and isospin J using the partial wave expansion. The optical theorem requires
that the eigenamplitudes lie on the Argand circle which is expressed by the condition∣∣∣∣aIJ − i2
∣∣∣∣ = 12 . (2.96)
Commonly used unitarisation procedures include the application of form factors and the
K-matrix unitarisation which are discussed briefly below.
The application of form factors aims for a suppression of contributions at high energies
in order to damp the unitarity violating rise of the cross section. Form factors provide a
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Figure 2.8.: Illustration of the K-matrix unitarisation by projecting an arbitrary real
amplitude a on the Argand circle.
smooth, energy-dependent cutoff by multiplying an arbitrary scattering amplitude a(s)
at the energy scale
√
s with a multipole form factor fFF according to
a(s) −→ â(s) = a(s)×
(
1 +
s
Λ2FF
)−n
︸ ︷︷ ︸
fFF
. (2.97)
The exponent n and the form factor unitarisation scale ΛFF are two new parameters
introduced by the form factor unitarisation method. A possible interpretation is that
ΛFF corresponds to a mass of new resonance which has been integrated out in the
effective field theory approach [75, Section II.F]. One major drawback of this method is
that it does not ensure unitarity by construction. Instead, one needs to test the validity
of Equation (2.96) for each physics process of interest and one has to adjust the values
of n and ΛFF accordingly.
The K-matrix unitarisation scheme [76] uses another approach which ensures by con-
struction that the unitarised amplitude fulfils Equation (2.96). First, an arbitrary scat-
tering amplitude a(s) is decomposed into its eigenamplitudes aIJ(s) for the scattering
of eigenstates with defined spin I and isospin J . Each eigenamplitude aIJ(s) is then
unitarised by applying the stereographic projection
âIJ(s) =
1
Re(1/aIJ(s))− i
. (2.98)
Figure 2.8 illustrates the geometric interpretation of this projection. The unitarised
scattering amplitude â(s) is obtained subsequently by composing again the unitarised
eigenamplitudes âIJ(s). A more detailed discussion and comparison with alternative
methods can be found, for instance, in [24]. From the physics point of view, the K-matrix
unitarisation mimics the effect of an infinitely heavy and infinitely broad resonance. It
has been applied successfully in studies of pion-pion scattering [77–79] and it comes with
the advantage that it does not introduce further parameters. Therefore, the K-matrix
unitarisation scheme is used in this work.
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2.4. Theoretical Description of Proton-Proton Collisions
In this section further concepts necessary for the theoretical description of proton-proton
collisions as they are produced at the LHC are reviewed briefly. First, the principle of
renormalisation which leads to the concept of running couplings is discussed. In the
following section, the structure of the proton is elucidated and the factorisation theorem,
which is essential for the practical calculation of cross sections for pp→ X processes,
is presented. In the last section, the different steps necessary for the simulation of pp
collisions as they occur at the LHC are explained.
2.4.1. Concept of Renormalisation and Running Couplings
The SM is a renormalisable theory which means that all ultra-violet divergences appear-
ing in higher order loop corrections can be absorbed by the redefinition of parameters
and fields. This is a key feature of the SM as it ensures that the SM predictions are
functions of a finite set of parameters. A full discussion of the concept of renormalisation
goes beyond the scope of this work. Therefore, the main principles are discussed using
a simple φ4 toy theory.
The Lagrangian for the toy theory is given by
Lφ4 =
1
2
(∂µφ)
2 − 1
2
m2φ2 − g
4!
φ4 (2.99)
with φ being a real-valued, scalar field. From this Lagrangian one can calculate the
two-point function as well as the 2→ 2 scattering amplitude as a perturbation series
in g. One obtains
= + + . . . (2.100)
i
p2 −m2phys
=
i
p2 −m2
+
g
2
(
i
p2 −m2
)2 ∫ 1
q2 −m2
d4q
(2π)4︸ ︷︷ ︸
A0(m)
+O
(
g2
)
(2.101)
= + + + + . . . (2.102)
−igphys = −ig +
g2
2
[B0(s,m) +B0(t,m) +B0(u,m)] +O
(
g3
)
(2.103)
with
B0(p
2,m) =
∫
1
q2 −m2
1
(p+ q)2 −m2
d4q
(2π)4
(2.104)
where p is the incoming four-momentum entering the loop and s, t, and u denote the
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Mandelstam variables. Both standard integrals are divergent for the integral q →∞
which can be parametrised using dimensional regularisation as
{A,B}0 ∝ lim
ε→0
i
16π2
( 1
ε
+ log 4π − γE︸ ︷︷ ︸
∆
+ log
µ2
m2
+O(ε) + finite terms
)
(2.105)
where µ is the mass scale introduced during the dimensional regularisation. These infini-
ties render the above expansion useless as they lead to non-physical results. However, a
consistent theory is only required to make sensible predictions for observable quantities,
but there is no reason to require the bare parameters of the theory to be finite. Thus,
one may redefine the bare parameters in terms of renormalised parameters, m̃ and g̃,
(which must be finite) and renormalisation constants, δm̃ and δg̃, as
m2 = m̃2 + δm̃2 , (2.106)
g = g̃ + δg̃ . (2.107)
Inserting this definition in the Lagrangian (2.99) yields additional terms, so-called coun-
terterms, which lead to the following Feynman rules
= −iδm̃2 and = −iδg̃ (2.108)
which need to be added to the list of diagrams shown in (2.100) and (2.102), respectively.
The specific choice for δm̃2 and δg̃ defines the renormalisation scheme. A widely used
renormalisation scheme is the modified minimal subtraction (MS) scheme in which the
renormalisation constants are defined as the higher order corrections proportional to ∆
which includes all divergent terms. As indicated in the left-hand side of Equations (2.101)
and (2.103), the theory parameters need to be fixed by experimental measurements which
per se include all orders of the perturbation series. In the MS scheme the following
renormalisation conditions can be derived
m2phys = m
2
[
1− g
32π2
(
log
µ2
m2
+ 1
)]
+O
(
g2
)
, (2.109)
gphys (s→∞) = g
[
1− g
32π2
(
6 + iπ − log |stu|
µ6
)]
+O
(
g3
)
. (2.110)
Without discussing the details of these relations, it is worthwhile to note that they
depend on an arbitrary choice of the mass scale µ which will be referred to as renormal-
isation scale hereinafter16. As a consequence, the numerical values of the renormalised
16In this approach, the µ dependence arose from the dimensional regularisation. Other regularisation
procedures exist but they share the feature of introducing an arbitrary mass scale which is always
required by reasons of dimension.
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parameters m and g can not be taken directly from experimental measurements, but
they depend on the chosen renormalisation scale as well as on the order in perturbation
theory to which the Equations (2.109) - (2.110) are calculated. On the other hand, the
MS scheme allows to reduce the impact of higher order corrections by making a sensi-
ble choice of the renormalisation scale such that the logarithmic corrections logµ2/m2
or log |stu|/µ6 become small. The fact that g = g(µ) is interpreted as running of the
coupling g which describes its effective strength at some mass scale µ. Alternative renor-
malisation schemes like the on-shell scheme exist which have the advantage that theory
parameters can be identified with observables directly. However, the higher order cor-
rections associated to some process grow large at energies which diverge substantially
from the masses of the particles involved in the process.
It shall be emphasised that the theory predictions for observables do not depend on
the choice of the renormalisation scale if they are calculated to all orders in perturbation
theory. This statement is obviously true since µ is not a parameter of the Lagrangian
but rather an artefact of the calculation. Nevertheless, theory predictions calculated
at finite order in perturbation theory acquire some dependence on µ arising from the
approximation by neglecting higher order corrections.
The bare parameters of the theory are now functions of the renormalised parameters
and the renormalisation scale. Providing a measured observable, for instance gphys does
not fix the renormalised parameter g and the renormalisation scale µ simultaneously
as one can see from Equation (2.110). By exploiting the fact that the theory remains
unchanged as long as the bare parameters are constant, one is led to the renormalisation
group equation
dg̃
d logµ
= β (2.111)
for the evolution of the renormalised coupling. Hereby, the β function can be calcu-
lated from higher order correction which shall not be discussed further in this context.
This differential equation together with a provided measurement of an observable fixes
the scale dependence of the renormalised parameter unambiguously. Two examples for
running couplings are shown in Figure 2.9 which illustrates the scale dependence of the
electromagnetic and strong coupling constants in the SM. It is a particular feature of the
QCD that its couplings constant increases at small energies. Therefore, QCD processes
at small energies can not be calculated by applying the concepts of perturbation theory.
Instead, an effective approach has to be used to circumvent this problem as it is outlined
in the next section.
For completeness the reader should note that two-loop corrections may introduce
another set of divergences which exhibit a different structure and, therefore, can not
be tamed by a redefinition of the theory parameters. Nevertheless, it turns out that
those infinities can be absorbed by renormalising the quantum fields. In the SM both
parameter and field renormalisation are required to absorb all ultra-violet divergences.
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Figure 2.9.: Running of the strong (left,[80]) and electromagnetic (right,[81]) coupling
constants as function of the energy scale. For a detailed description of the plots, the
reader is referred to the original publications.
2.4.2. Structure of the Proton
Protons are composite particles of finite dimensions with a radius of O(1 fm) as first
reported by Hofstadter and Chambers in 1956 [82] who conducted elastic electron-
proton scattering experiments. The kinematic configuration for elastic electron-proton
scattering is sketched in Figure 2.10(a) which illustrates the definition of the momentum
transfer q and leads to
P ′2 = m2p = P
2 + q2 + 2Pq (2.112)
⇒ q2 = −2Pq = 2mp
(
E′ − E
)
(2.113)
indicating that the momentum transfer is fixed by the energy loss of the electron. On
the contrary, for inelastic scattering, one finds
q2 = −2mp
(
E′ − E
)
x (2.114)
with x = − q
2
2Pq
(2.115)
where x is the Bjorken variable. The differential cross section for inelastic electron-
proton scattering can be expressed as
dσ
dΩ
=
(
dσ
dΩ
)
Mott
∣∣F (x, q2)∣∣2 (2.116)
where the Mott cross section is modulated by a form factor F (x, q2). For elastic scat-
tering, the form factor is independent of x and corresponds to the Fourier-transformed
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(a) Elastic scattering.
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q = k′ − k
p = xP
γ
p
e− e−
(b) Inelastic scattering.
Figure 2.10.: Sketch of the kinematic configuration for electron-proton scattering
processes in the elastic scenario (left) and in the inelastic case (right).
charge density of the proton probed at a momentum scale q2. Bjorken predicted that
the form factors should become independent of q2 once the momentum transfer is much
larger than the proton mass, that is
F (x, q2)
q2m2p−−−−→ F (x) . (2.117)
In deep inelastic electron-proton scattering experiments the Bjorken scaling is al-
ready observed for q2 = O
(
m2p
)
[83] revealing the existence of point-like, electrically
charged constituents of the proton, the quarks. Furthermore, it is confirmed that inelas-
tic electron-proton scattering, in fact, is elastic electron-quark scattering. This finding,
that quarks could interact as quasi-free particle at higher energies while they are strongly
bound at lower energy scales, in turn triggered further theoretical developments which
culminated in the discovery of the asymptotic freedom in strong interactions by Gross,
Politzer and Wilzcek in 1973 [43, 44] who were awarded the Nobel Prize in 2004. In
the relativistic regime, the Bjorken variable x can be interpreted as fraction of the total
proton four-momentum carried by the constituent which takes part in the interaction (cf.
Figure 2.10(b)).
The current understanding of the proton structure is that it consists of three valence
quarks, two up and one down quark, which are bound together by continuously ex-
changing gluons. Since a gluon can create a virtual qq̄ pair which annihilates again to
a gluon, quarks of the other flavours are present in a proton as well. Those quarks
created by gluon splittings are referred to as sea quarks. The valence quarks, sea quarks,
and gluons form the constituents of the proton and are commonly referred to as par-
tons17. This conglomerate of partons is described theoretically by parton distribution
functions (PDF) fi(x, µ
2) which state the probability of finding a parton i with a mo-
mentum fraction x when probing a proton at the energy scale µ. The dependence of the
PDFs on some arbitrary energy scale is introduced by the fact that Bjorken scaling
17One shall note that it is not possible to distinguish experimentally whether an u/d quark is a valence
or a sea quark.
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holds only approximately due to singularities in the emission of soft and/or collinear
gluons from quarks/gluons. The definition of the PDFs implies the normalisation con-
dition that the sum over the momenta of all partons equals the proton momentum, or
equivalently ∑
i
∫ 1
0
xfi(x, µ
2)dx = 1 . (2.118)
Additionally, the fact that a proton has the valence quark structure uud can be expressed
by the following two equations∫ 1
0
[
fu(x, µ
2)− fū(x, µ2)
]
dx = 2 , (2.119)∫ 1
0
[
fd(x, µ
2)− fd̄(x, µ2)
]
dx = 1 . (2.120)
Equipped with these theoretical prerequisites for the modelling of the proton, one can
write down the master formula for calculating cross sections for hard processes18 in
proton-proton collisions based on the QCD factorisation theorem [84]
σpp→X+Y (µF, µR) =
∑
i,j
∫ 1
0
dx1
∫ 1
0
dx2fi
(
x1, µ
2
F
)
fj
(
x2, µ
2
F
)
σ̂ij→X (x1, x2, µR) (2.121)
where the sum runs over all parton flavours i, j = g, u, ū, d, d̄, . . . and Y denotes the
hadrons emerging from the non-interacting partons. The parton level cross section
σ̂ij→X is calculable in perturbative QCD and depends on the chosen renormalisation
scale µR. The important statement of the factorisation theorem is that the complete
calculation for hadron collisions can be separated into a partonic cross section which is
convoluted with the parton distributions functions of the hadron. Hereby, the former
can be calculated pertubatively by making use of the asymptotic freedom of QCD in
the high-energy regime whereas the latter encode the non-perturbative effects at small
energies. The separation of both energy regimes is dictated by the choice of the factori-
sation scale µF. While the renormalisation group equations, which govern the running of
the PDFs, are know as DGLAP equations [85–87], they need to be anchored with some
starting value extracted from experimental data. Nowadays, several groups perform fits
to experimental data and provide PDF sets like the examples shown in Figure 2.11. Even
though the renormalisation scale µR and the factorisation scale µF describe conceptually
different aspects of the calculation, they are often chosen to be the same µ = µR = µF.
Another important consequence of the proton structure for pp collisions at the LHC is
that the longitudinal momentum of the interacting parton-parton system is unknown
on a per-event basis as it not only depends on the known four-momenta of the colliding
protons but also on the, experimentally unknown, momentum fractions x1 and x2 of the
18The terms hard and soft processes refer to the magnitude of the momentum transfer q. Though there is
no formal definition, the term soft commonly refers to the non-perturbative QCD regime at energies
. few GeV.
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(a) µ2F = 5 GeV
2. (b) µ2F = 100 GeV
2.
Figure 2.11.: CT10 PDF set [88] for two different values of the renormalisation scale.
two colliding partons.
2.4.3. Simulation of Proton-Proton Collisions
At present, the simulation of proton-proton collisions is of paramount importance for
the analysis of experimental data recorded by the LHC experiments. Simulations are
not only essential for the comparison with theoretical predictions, but they also play a
crucial role in the design and optimisation of data analyses. Thus, they are irreplaceable
tools for extracting the maximum of information from the data available. Figure 2.12
visualises the various aspects relevant for simulating proton-proton collisions which are
outlined briefly in the next paragraphs.
The hard process is calculated based on matrix elements at some order in perturba-
tion theory (usually leading order (LO) or next-to-leading order (NLO) in αS) integrated
over a given phase space. This step makes use of the factorisation theorem discussed
in Section 2.4.2 and, therefore, depends on the choice of the PDF set as well as on the
renormalisation and factorisation scales.
Partons carry colour charge and, hence, they are not directly observable in experi-
ments. They rather manifest themselves as collimated jets of particles, consisting mostly
of hadrons and photons, but they may also contain leptons from decays of unstable
hadrons. For the rest of this document, jets are considered to be the observable embod-
iment of partons19. The transition from partons to jets is described by parton shower
models. These models are applied to simulate the evolution of outgoing partons (final
state radiation (FSR)) and the reconstruction of the history of the incoming partons
(initial state radiation (ISR)). In general, parton shower models can be broken down
into the following parts:
19Further details on the detection and reconstruction of these objects is given in Section 3.3.3.
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Figure 2.12.: Visualisation of the various steps needed to simulate proton-proton
collisions. The incoming protons are represented by three green, parallel lines entering
from the left- and right-hand side. Particles involved in the hard scattering process
are shown in red while blue lines illustrate the fragmentation process. The formation
of hadrons is indicated by the light green ovals and the subsequent decays into stable
hadrons are shown in dark green. The emission of photons due to QED radiation
is shown as wavy yellow lines. The modelling of the underlying event is encoded in
the violet oval which represents a second hard interaction. The proton remnants are
shown as small cyan circles.
Fragmentation models summarise the effect of repeated gluon splittings g → gg or
g → qq̄ and gluon radiation q → qg which results in a cascade of generated partons.
This evolution can be calculated approximately down to an energy where strong
interactions become non-perturbative. For the evolution of the incoming partons
backward in time, a matching with the factorisation scale of the PDF has to be
performed as the PDF already catches effects from gluon splitting and radiation
at lower energies. Furthermore, if the hard process is calculated at a higher order
in QCD (usually at NLO), a matching between real emissions of partons already
included in the calculation of the hard process and additional splittings simulated
by the fragmentation model has to be done in order to avoid double-counting of
certain contributions.
Hadronisation marks the process of partons assembling each other into colour neutral
hadrons. This process happens at energy scales where QCD is non-perturbative.
As a consequence, hadronisation models rely on empirical parametrisations of vary-
ing complexity whose parameters are fixed by measurements.
Decays of unstable hadrons are strictly speaking not part of the parton shower model.
However, the kinematics of hadron decays are well-known through electroweak
and/or QCD calculations. Hence, they are often included in parton shower pro-
grammes.
Electrically charged particles may undergo QED radiation which is usually ignored
in the hard scattering process as it would complicate the calculation further due to the
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increased particle multiplicity which leads to a larger and more complex phase space.
Therefore, photon emissions are simulated separately which requires a correction of the
momenta for the particles involved in the hard scattering process by the recoil of the
emitted photons.
The last category comprises the simulation of the proton remnants. Multi-parton
interactions may occur which means that yet another hard scattering process between
two more partons takes place. Furthermore, the fragmentation and the hadronisation of
the proton remnants need to be simulated. These two features are commonly referred
to as underlying event.
After all the aforementioned steps one obtains a list of stable20 particles produced in
a proton-proton collision with the full information about their four-momenta. This level
of information is referred to as particle level. In comparison, the information available
to the calculation of the hard scattering process (i.e. partons before the application of a
parton shower, no QED radiation simulated, no decays of unstable particles considered)
is called parton level. In order to be able to compare these simulated collisions to real
data, one needs to simulate the detector response. Therefore, the detector simulation
receives as input the set of all particle level objects with their four-momenta and in turn
it produces a list of detector signals (e.g. energy deposits in the calorimeter systems,
hits in tracking devices etc.). At this stage, simulated and real proton-proton collisions
can not be told apart. As a last step, experiments use complicated software frameworks
to reconstruct and identify physics objects from the list of detector signals. This level
of information is denoted as detector level.
Modern particle accelerators aiming for a high instantaneous luminosity like the LHC
do not collide individual particles. Instead, millions of particles grouped into bunches
are accelerated and then brought to collision which results in several simultaneous, yet
independent particle interactions. In order to adapt the simulation to more realistic
conditions, multiple simulated pp collisions can be overlaid during the detector simula-
tion.
20Stable is this context refers to the lifetime of the particles to be large enough to travel a sizeable
distance in terms of the detector resolution before they decay. In ATLAS all particles with cτ > 1 cm
are considered to be stable.
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The ATLAS Detector at the Large Hadron
Collider
ATLAS is an international collaboration conducting fundamental research in the field
of particle physics. Since its foundation in 1992 the number of associated scientists has
grown to about 3000 people from 174 institutes in 38 countries [89]. The collaboration
is operating the ATLAS detector, a general-purpose particle detector installed at the
LHC. The LHC is a hadron storage ring located at the European Organization for
Nuclear Research (CERN) in the vicinity of Geneva.
This chapter provides an introduction to the accelerator complex at CERN together
with a brief overview of the main experiments installed at the LHC. Thereafter, the
ATLAS experiment and its individual detector components are described in more detail.
3.1. The Large Hadron Collider Accelerator Complex
CERN was founded in 1954 by 12 European countries with the aim to establish a world-
class research facility for fundamental physics. It is located in Meyrin, a suburb of
Geneva, close to the Franco-Swiss border. Over the years, the accelerator facilities have
been gradually extended, upgraded and equipped with new technologies which resulted
in the present sophisticated accelerator complex as it is shown in Figure 3.1.
The LHC is currently the world’s most powerful particle collider. It was built to
reveal physics beyond the Standard Model by analysing particle collisions at centre-of-
mass energies of up to
√
s = 14 TeV. The rate at which events of a certain process occur
is given by
Ṅ ≡ dN
dt
= L ·σ (3.1)
where σ denotes the cross section of the process of interest and L is the instantaneous
luminosity. The exploration of rare events therefore requires a high instantaneous lu-
minosity which is not achievable with anti-proton beams. Hence, the configuration of a
common vacuum and magnet system, as it is typical for particle – anti-particle colliders,
is excluded. As a consequence, the LHC is designed as a proton – proton (pp) collider
with two counter-rotating proton beams which are bent by separate dipole magnet fields.
The maximum beam energy is limited by the design of the LHC as a synchrotron which
is installed in a tunnel of 27 km in circumference, formerly used by LEP. There are
1232 superconducting dipole magnets in the tunnel which are cooled with superfluid
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Figure 3.1.: The LHC accelerator complex at CERN [90].
helium to a temperature of 1.9 K. They are designed to provide a magnetic field of up
to 8.33 T which allows a beam energy of 7 TeV and pp collisions at a centre-of-mass
energy of
√
s = 14 TeV. As these energies pose enormous engineering challenges for the
accelerator machine, they will only become available in the near future as the required
upgrade work is still ongoing. In 2009 the LHC started operating with a beam energy of
450 GeV and in 2010 first pp collisions at a centre-of-mass energy of
√
s = 7 TeV were
recorded. In 2012, the beam energy was further increased to 4 TeV per beam.
As a synchrotron requires the injected particle beam to be already pre-accelerated to
a certain energy, the LHC makes use of the existing accelerator infrastructure (cf. Fig-
ure 3.1). Hydrogen serves as proton source with an electric field used to strip off the
electrons. The remaining protons are fed into the linear accelerator Linac2 where they
are accelerated to an energy of 50 MeV before they are passed on to the Proton Syn-
chrotron Booster. Afterwards, the proton beams are injected into the Proton
Synchrotron which pushes the energy from 1.4 GeV to 25 GeV. The protons are then
sent to the Super Proton Synchrotron where they are accelerated to an energy of
450 GeV before they are finally injected into the LHC. Most of the accelerators in the
chain have experimental halls where they provide beams for experiments at lower ener-
gies. In fact, only ≈ 0.02% of the protons delivered by the CERN accelerator complex
were used for the LHC physics programme in 2012 [91, slide 23].
The protons in the LHC ring are accelerated by 16 radio frequency cavities which
operate with a frequency of 400 MHz. Due to the oscillating electric field in these
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cavities, the proton beam is sorted into discrete packets which are called bunches. The
instantaneous luminosity for beam – beam collisions, assuming a Gaussian beam profile,
can be expressed as [92, Equation (23)]
L =
Nbn
2
pf
4πσxσy
× S (3.2)
where σx and σy denote the beam widths in the transverse plane, Nb is number of proton
bunches per beam with each bunch containing np protons, f specifies the revolution
frequency and S describes a geometrical reduction factor due to the crossing angle of both
beams at the interaction point. In 2012, the LHC operated with 1380 proton bunches
per beam which were separated by 50 ns in time and filled with 1.7 · 1011 protons per
bunch. A maximum instantaneous luminosity of L = 7.7× 1033 cm−2s−1 was reached.
The integrated luminosity delivered by the LHC machine in 2012 is 22.8 fb−1.
This machine setup poses enormous challenges to the technical design of the detectors
as well as to the evaluation of the data recorded. Due to the large number of protons
per bunch, multiple proton-proton interactions occur simultaneously when two packets
of protons are brought to collision. This results in high occupancy rates in detector
modules close to the collision point which requires detector technologies providing a short
dead time and excellent spatial resolution. Furthermore, the short separation in time
of collisions of subsequent proton bunches leads to a superposition of detector signals
which has implications for the design of the detector readout systems. These effects
are summarised as pileup which can be divided into in-time pileup, comprising effects
from multiple simultaneous pp interactions, and out-of-time pileup capturing effects from
superposition of detector signals from subsequent collisions.
In total there are six experiments installed at the LHC covering a wide physics pro-
gramme. The largest two experiments are run by the ATLAS and CMS collaborations
which use general-purpose detectors of complementary design such that they can confirm
each others findings. Their physics goals span a broad spectrum from precise measure-
ments of SM processes over revealing the electroweak symmetry breaking mechanism
to the search for indications of new physics like supersymmetric particles. The ALICE
detector is specialised for analysing heavy ion collisions which are used to probe the
existence and properties of the quark-gluon plasma and to study the phenomenon of
confinement in QCD. The LHCb detector has an asymmetric geometry, which is op-
timised to detect B-hadrons, in order to investigate CP violation and to answer the
question about the imbalance between matter and anti-matter observed in the universe.
Furthermore, there are two smaller experiments, TOTEM and LHCf, which exploit very
forward detectors to study particles scattered at very small angles. While TOTEM aims
for a measurement of the total elastic pp scattering cross section and provides essential
information to the monitoring of the LHC luminosity, LHCf uses the high-energetic par-
ticles to examine cascades like the ones occurring in collisions of cosmic rays with nuclei
in the atmosphere of the earth.
43
3.2 The ATLAS Detector
3.2. The ATLAS Detector
The ATLAS detector is a multi-purpose particle detector with excellent particle re-
construction and identification capabilities. The ambitious physics programme of the
ATLAS collaboration demands an outstanding performance in terms of particle iden-
tification and energy/momentum resolution. It is about 45 m long, 25 m in diameter
and has a weight of roughly 7000 t. A sketch of the ATLAS detector, illustrating the
cylindrical geometry and the forward-backward symmetry of the detector, is shown in
Figure 3.2. Due to its hermetic construction of barrel-shaped components in the centre
and fitted end caps on both sides, the detector covers almost the whole solid angle. From
the inside to the outside, it consists of following subdetectors:
• an inner detector (ID) tracking system inside a solenoidal magnetic field of 2 T to
measure tracks of charged particles,
• an electromagnetic (EM) calorimeter providing a measurement of the energy and
the direction of photons and electrons,
• an hadronic calorimeter for the energy measurement of hadrons,
• and a muon spectrometer (MS) within a toroidal magnetic field of 0.5− 1 T for a
precise measurement of muon four-momenta.
In the following, the coordinate system of the ATLAS detector is introduced. Afterwards,
the layout and the basic concepts of the individual detector components as well as the
data acquisition system (DAQ) are described insofar as they are relevant for this work.
For a comprehensive discussion of the ATLAS detector and its components the reader
is referred to the original publication [93].
3.2.1. Coordinate System
ATLAS uses a right-handed coordinate system with the x-axis pointing towards the
centre of the LHC ring, the y-axis pointing upwards and the z-axis parallel to the beam
pipe as shown in Figure 3.3. The transverse plane is defined as the xy-plane as it stands
perpendicular to the direction of the colliding beams. The azimuthal angle φ is the angle
in the transverse plane measured from the x-axis in counter-clockwise orientation while
the polar angle θ is defined with respect to the beam axis. For convenience, the origin of
the coordinate system is not the geometric centre of the detector. Instead it is defined
for each event such that it coincides with the reconstructed primary vertex1.
Furthermore, the rapidity defined with respect to the beam axis as
y =
1
2
ln
E + pz
E − pz
. (3.3)
is a good quantity to describe kinematics at hadron colliders since the difference in
rapidity of two objects is invariant under Lorentz boosts along the z-axis. For massless
1For the definition of the primary vertex the reader is referred to Section 3.3.
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Figure 3.2.: Sketch of the ATLAS detector [94].
objects it is identical to the pseudorapidity which can be expressed in terms of the polar
angle as
η = − ln tan θ
2
, (3.4)
with η = 0 indicating a direction perpendicular to the beam and |η| =∞ pointing parallel
to the beam axis. Using the transverse momentum pT, the kinematics of particles are
conveniently parametrised as ~p = (pT, η, φ) with
2
px = pT · cosφ , (3.5)
py = pT · sinφ , (3.6)
pz = pT · sinh η , (3.7)
p ≡ |p| = pT · cosh η . (3.8)
The angular separation between two objects is quantified in the η − φ space as
∆R =
√
(∆η)2 + (∆φ)2 with ∆φ ∈ [0, π) . (3.9)
For reconstructed tracks of charged particles one can define the transverse and the longi-
tudinal impact parameters, d0 and z0, with respect to the reconstructed primary vertex V
2using the identities cot θ = sinh η and cosh η = (sin θ)−1
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Figure 3.3.: Coordinate system of the ATLAS detector.
as shown in Figures 3.3(d) and 3.3(e). Thereby, Q denotes the point of closest approach
in the transverse plane.
Even though energy is a scalar variable, it is useful to introduce the transverse en-
ergy ET. Given a direction by η and φ, e.g. the position of a calorimeter cell, the
transverse energy and its components are defined as
ET =
E
cosh η
= E · sin θ (3.10)
Ex = ET · cosφ (3.11)
Ey = ET · sinφ (3.12)
~ET =
(
Ex
Ey
)
. (3.13)
3.2.2. Inner Detector Tracking System
The ATLAS inner detector [93, Chapter 4] is contained in a cylindrical envelop of about
7 m in length and 2.3 m in diameter within a magnetic field of 2 T which is provided by
the surrounding solenoid. It consists of three independent and complementary subde-
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Figure 3.4.: Schematic view of a quarter-section of the ATLAS inner detector showing
the different subdetectors and their dimensions. For illustration purposes, dash-dotted
lines for different values of pseudorapidity are overlaid.
tectors which provide robust patter recognition and vertex reconstruction capabilities.
Tracks of charged particles with pT > 500 MeV and within the pseudorapidity range
|η| < 2.5 can be reconstructed with very high efficiency and excellent momentum res-
olution. Also, a high spatial resolution of reconstructed vertices is beneficial for the
identification of B-hadrons through the detection of secondary vertices. The semicon-
ducting tracking detectors of high granularity based on silicon pixels and strips at small
radii allow for a precise measurement of the tracks of charged particles. However, they
introduce a substantial amount of material in the inner part of the detector which can
distort the subsequent energy measurement in the calorimeter system. As a compromise,
the silicon based sensors are complemented by a transition radiation tracker (TRT) at
larger radii which also adds to the electron identification in the range |η| < 2.0. A
schematic layout of the ID is shown in Figure 3.4.
The innermost component is the silicon pixel detector which consists of three layers
at radii between 50.5 mm and 122.5 mm in the barrel region and three disks in each end
cap module. In total, the ID covers the pseudorapidity range |η| < 2.5. The performance
goals for vertex reconstruction and the high particle flux close to the interaction point
require a high granularity of the sensors which is achieved with a small nominal pixel size
of 50 µm × 400 µm. The intrinsic accuracy of the position for one measured space point
is 115 µm in z/R direction for the layers/disks and 10 µm in the transverse plane [93,
Table 4.1].
The semi-conductor tracker (SCT) subdetector adds further high resolution space
points to the track measurement. At radii between 299 mm and 514 mm four coaxial
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cylindrical layers of silicon micro-strip sensors are installed in the barrel region, and
nine disk layers in each end cap extend the coverage up to |η| < 2.5. One SCT module
consists of two sets of silicon micro-strip sensors, each of 12 cm in length and equipped
with 768 active strips. They are glued to the same board with a small stereo angle of
40 mrad which yields a resolution of the z/R coordinate in the barrel/end cap region of
580 µm. The accuracy of the measured space point coordinates in the R − φ plane is
17 µm [93, Table 4.1].
The transition radiation tracker is the outermost part of the ID and consists of
straw tube tracking detectors interleaved with polypropylene fibres/foils acting as transi-
tion radiation material. TRT modules contain as many as 73 layers of active straws and
cover a range up to |η| < 2.0. Their lower spatial resolution of 130 µm [93, Table 4.1] per
space point measurement is compensated by the larger number of 36 expected hits per
track. The Xe-based gas mixture (70% Xe, 27% CO2, 3% O2) is chosen due to the smaller
absorption length of transition radiation photons of Xe compared to Ar [95, Figure 4]
resulting in a higher detection efficiency. Since transition radiation photons yield larger
signal amplitudes than minimum ionising charged particles, the readout electronics of
the TRT support two different thresholds for the signal amplitude such that the number
of low- and high-threshold hits is available. As the number of transition radiation pho-
tons produced by a charged particle traversing materials of different dielectric constants
increases with higher values of the Lorentz factor γ of the charged particle, electrons can
be distinguished from heavier particles (e.g. charged pions) by having a larger fraction
of high-threshold hits. Therefore, it complements the electron identification capabilities
of the calorimeter system.
3.2.3. Calorimeter System
The electromagnetic calorimeter system [93, Chapter 5.2] is responsible for detecting
electromagnetically interacting particles and to measure their energy and direction. It
uses a sampling detector concept with liquid argon as active detector material, which is
chosen due to its intrinsic radiation hardness and its linear response behaviour, and lead
as absorber material. The accordion-shaped geometry of lead plates filled with liquid
argon in between allows for a full coverage in φ and provides information about the
longitudinal evolution of the EM shower. The total coverage of the EM calorimeter is
|η| < 3.2 which is provided by
• two half-barrels in the central region (|η| < 1.475) and
• two co-axial calorimeter wheels in each end cap region (1.375 < |η| < 2.5 and
2.5 < |η| < 3.2).
The different calorimeter parts are segmented into several sampling layers with varying
granularity in η and φ. Over the central region in |η| < 2.5, the calorimeter is divided
into three layers along the longitudinal direction (cf. Figure 3.5(a)) while in the more
forward region two layers are sufficient to meet the physics requirements in terms of
jet energy and missing transverse energy resolution. The first layer has a thickness of
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Figure 3.5.: Layout of the EM calorimeter and the distribution of upstream material.
(a) Sketch of an EM calorimeter module in the barrel region showing the three different
sampling layers of different granularity in η and φ [93, Figure 5.4]. (b) Cumulative
amount of material in front of the EM calorimeter expressed in terms of radiation
lengths X0 as a function of the pseudorapidity η [93, Figure 5.1].
≈ 4.3 radiation lengths X0 and serves as initiator of the EM shower. Its segmentation
into very narrow strips of ∆η = 0.0031 contributes to a precise η measurement of the
incident particle. Additionally, the high resolution in η allows to identify the decay
of neutral pion via π0 → γγ which improves the discrimination between photons and
neutral pions. Most of the particle’s energy is deposited in the second layer spanning 16
radiation lengths which has a granularity in ∆η ×∆φ of 0.025× 0.0245. The tail of the
EM shower is contained in the last sampling layer with a length of 2 X0 and a coarser
segmentation in η. A separate thin liquid argon layer acting as presampler is placed
before the EM calorimeter covering the range |η| < 1.8. It allows to correct for the energy
loss encountered by the particles in the material upstream the EM calorimeter system.
Figure 3.5(b) shows the material in front the EM calorimeter system. The transition
region from the barrel to the end cap calorimeter at 1.37 < |η| < 1.52 is usually excluded
from physics analyses as the large amount of upstream material deteriorates the energy
measurement significantly.
The hadronic calorimeter [93, Chapter 5.3] is based on the same sampling detector
concept, but it uses scintillator tiles as active medium and steel as absorber material in
the barrel region up to |η| < 1.7 for reasons of cost effectiveness. Hadronic calorimeter
modules in the end cap regions cover the range 1.5 < |η| < 3.2. Accounting for the
higher radiation dose in the forward region, the hadronic end cap calorimeter (HEC) use
liquid argon as sensitive medium interleaved with flat copper plates. The granularity
of the hadronic calorimeter is ∆η ×∆φ = 0.1× 0.1 in the region |η| < 2.5 and 0.2× 0.2
beyond the tracking acceptance. The radial depth of the hadronic calorimeter is ≈ 7
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interaction lengths which is sufficient to contain the particle showers initiated by the
strong interaction of hadrons with the detector material. A leakage of hadronisation
showers out of the calorimetry system must be prevented in order to ensure a good energy
resolution of the incident hadrons and, with equal importance, to reduce the rate of false-
positive signal in the surrounding muon spectrometer. Its hermetic design minimises
the energy losses in cracks between the calorimeters and reduces the backgrounds which
reach the muon system.
An additional forwad calorimeter, consisting of three layers (one electromagnetic
calorimeter, two hadronic calorimeters), extends the coverage of the calorimetry sys-
tem up to |η| < 4.9. The increased coverage improves the measurement of the missing
transverse energy and its resolution. Furthermore, it allows to study physics processes
characterised by the production of strong interacting particles in the very forward region,
among which vector boson scattering (VBS) processes are prominent examples.
3.2.4. Muon Spectrometer
The muon spectrometer [93, Chapter 6] forms the outermost part of the ATLAS de-
tector. It consists of different detector modules in the barrel and end cap regions to
provide continuous tracking capabilities in the range |η| < 2.7. There is a small unin-
strumented region at η ≈ 0 to allow for services to the inner detector components. The
ATLAS detector is designed such that only muons can reach the MS due to their life-
time of τµ = 2.2 µs and their higher mass of mµ = 105.7 GeV, which reduces the energy
losses through bremsstrahlung, whereas other stable particles like electrons, photons,
and protons or long-living hadrons are contained in the calorimeter system3.
The MS is embedded in a toroidal magnetic field of 0.5− 1 T and it is able to measure
tracks of muons with a minimal threshold of pT > 3 GeV which is given by the energy
losses of the muons in the upstream material. The performance goal of the MS is a
momentum resolution of 10% for a standalone measurement of a muon with a transverse
momentum of 1 TeV and an excellent charge identification for muons up to pT ≈ 3 TeV.
Information from the MS is also used for online event selection which imposes further
requirements on the time resolution of the detector components. These requirements
are met by resistive plate chambers (RPC) in the barrel region (|η| < 1.05) and thin
gap chambers (TGC) in the end cap region (1.05 < |η| < 2.4) which provide the ability
to select events based on the detection of muon tracks. Precise track measurements are
performed by monitored drift tubes (MDT) over the whole range except in the innermost
part of the end cap module at 2.0 < |η| < 2.7 where cathode strip chambers (CSC) are
deployed due to their higher rate capability and better time resolution. The layout of
the MS with its three co-axial, cylindrical layers of MDT and RPC in the barrel region
and the five disks of MDT, CSC and TGC modules in the end cap region is shown in
Figure 3.6.
3Of course, neutrinos will also pass the ATLAS detector with a negligible interaction probability.
However, as they are neutral particles, they are invisible to the MS tracking system.
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Figure 3.6.: Schematic layout of the muon spectrometer illustrating the different
detector components for online event selection and precision track measurements.
3.2.5. Trigger and Data Acquisition System
Information of pp collision data needs to be read out and stored on disk for further pro-
cessing. During the data taking period in 2012 colliding proton bunches were separated
by 50 ns in time which corresponds to a collision rate of 20 MHz. Taking into account
the average amount of data of 1.3 Mbyte per event and the sustainable bandwidth of
300 Mbyte/s, the maximum rate at which proton-proton collision data can be recorded
is limited to ≈ 200 Hz. A three stage trigger system [93, Chapter 8] for online event
selection reduces the nominal collision rate by five orders of magnitude to the rate at
which events are recorded. It would be highly desirable to disentangle detector signals
originating from different pp collisions during the same bunch crossing. As this is not
possible during the online event selection, the term event always refers to the total infor-
mation read out from the detector after a positive trigger decision. Therefore, an event
may contain overlapping detector signals from simultaneous or consecutive pp collisions.
Since the ATLAS physics programme comprises the study of rare processes like VBS and
the search for new physics, the trigger system must have an excellent efficiency in select-
ing those interesting event candidates while rejecting events from strong pp interactions
like dijet production whose abundance is higher by many orders of magnitude.
The first trigger stage, called level-1 (L1) trigger, searches for signatures from muons,
electrons, photons, jets4, and τ -leptons decaying into hadrons with large transverse
momentum. It can also detect events with large missing transverse energy or large total
transverse energy. This information is collected from a subset of detector components
using a reduced granularity in order to reach a decision within 2.5 µs. At the L1 stage
4The definition of a jet object can be found in Section 3.3.3.
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muon candidates are identified by information from the RPC and TGC systems while
the potential presence of the other signatures is inferred solely from the electromagnetic
calorimeter systems. Pipeline memory buffers, integrated in the readout electronics of
the individual detector components and large enough in size to accommodate the L1
latency without any dead time, retain the data which is only transferred to readout
buffers (ROB) upon a positive L1 decision. The L1 trigger system can be configured
with a maximum of 256 distinct trigger items, each a combination of requirements on the
type of the signature and an associated threshold. The acceptance rate of the L1 trigger
system is limited to 75 kHz. The level-2 (L2) trigger is seeded by a region of interest
(ROI) determined at the L1 stage, which contains information about the signature type
and its location in η and φ. It queries the ROB for the full detector information inside
the predetermined ROIs and refines the L1 decision by exploiting the full granularity of
the detector. By restricting the evaluation of L2 algorithms to the ROIs, only about 2%
of the total data is read out from the ROB which allows a fast processing time of the
L2 trigger stage of 40 ms. Events are accepted at this stage with a rate below 3.5 kHz.
Before the events are processed by the final trigger stage, the event filter (EF), all event
information is collected from the readout system (ROS) and assembled into a single
formatted data structure. The EF benefits from offline reconstruction algorithms, latest
calibration and alignment measurements, and the current magnetic field map which
improves its selection efficiency. After a processing time of about 4 s events are accepted
at a final rate of 200 Hz.
Events accepted are transferred to permanent storage for further processing. They are
assigned to different physics streams according to the type of signature detected. A small
fraction of the available bandwidth is reserved for data streams for online monitoring
and calibration. As this is not a one-to-one association, potential overlap between events
of different physics streams must be resolved at analysis level.
3.2.6. Luminosity Detectors
In addition to the main ATLAS detector, there are three smaller detectors installed
in the very forward region. Two of them, LUCID and ALFA are dedicated to the
luminosity measurement while the purpose of the third one, ZDC, is the detection of
forward neutrons in heavy ion collisions. As it can be seen from Equation (3.1), the
luminosity is a crucial quantity when measuring the cross section of a physics process.
Hence, the two luminosity detectors are discussed briefly in this section. A complete
description of the forward detectors can be found in [93, Chapter 7].
LUCID consists of two arrays of Cerenkov light detectors positioned at z = ±17 m
and R ≈ 10 cm which are able to detect charged particles produced in inelastic pp col-
lisions. In order to determine the luminosity at the LHC, the number of simultaneous
pp collisions during one bunch crossing must be known. Luminosity measurement us-
ing Cerenkov integrating detector (LUCID) contributes to the luminosity measurement
as the multiplicity of charged particles is directly proportional to the number of pp in-
teraction per bunch crossing. It acts as relative luminosity detector and provides the
functionality for online monitoring of the instantaneous luminosity and the beam condi-
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tions.
The Absolute Luminosity For ATLAS (ALFA) detector consists of scintillating fibres
installed in Roman pots at z = ±240 m to detect protons. Using the optical theorem,
the elastic scattering amplitude in the forward direction can be related to the total cross
section. The large distance from the interaction point combined with the Roman pot
technique allows to measure protons at scattering angles down to 3 µrad and, therefore,
provides a direct measurement of the luminosity. These measurements require special
beam conditions which are established during dedicated calibration periods.
A relative uncertainty of 2.8% on the integrated luminosity is achieved for the data
taking in 2012. It is determined following the methodology detailed in [96] using a prelim-
inary calibration of the luminosity scale derived from beam-separation scans performed
in November 2012.
3.3. Object Reconstruction and Particle Identification
Particles can not be observed directly but only through their interactions with the detec-
tor. Therefore, one must infer the type of the particle and its kinematic properties from
such detector signatures. To this end, complex reconstruction and identification algo-
rithms analyse the information read out from the various detector components and build
object candidates thereof. Such an object candidate must be understood as a pattern
in the detector which is compatible with the hypothesis that this signature originated
from the interaction of a particle of a certain type and with given kinematics with the
detector. As a consequence, object candidates do not necessarily imply the existence
of real particles which travelled through the detector. Instead, they may emerge from
other sources e.g. electronic noise in the detector readout infrastructure, misalignment
of detector components, broken detector modules, or simple coincidences of patterns
created by other particles. Reconstruction algorithms are designed to have robust and
highly efficient pattern recognition capabilities. For this work, the following algorithms
are of special importance:
Track reconstruction algorithms use information from the tracking systems (ID and
MS) to reconstruct the trajectories of charged particles [97, 98]. Advanced algo-
rithms rely on calorimeter information which allows to account for energy losses
of the charged particles when they traverse the detector. As a result, so-called
tracks are built representing the trajectories of charged particle candidates. They
are identified by five parameters: the transverse and longitudinal impact param-
eters, two angles defining the direction of the track and the curvature. Together
with an hypothesis about the mass of the charged particle candidate, the curvature
provides an estimate for the transverse momentum of the particle candidate.
Clustering algorithms are used to condense information about energy depositions in the
calorimeters and, therefore, reduce the amount of information which needs to be
processed by subsequent algorithms [99]. This is achieved by merging information
on energy depositions in adjacent calorimeter cells into energy clusters while only
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retaining basic quantities like the total sum of energy deposited, the number of
cells contributing and the barycentre of the cluster.
Vertex finding algorithms have the goal to identify the spatial position at which inter-
actions between elementary particles may have taken place. Vertices are found
by looking for regions of high track density and they are characterised by their
position, the number of associated tracks and the scalar sum of the transverse mo-
menta of all associated tracks The primary vertex is defined as the reconstructed
vertex candidate which has the maximum transverse momentum sum. Secondary
vertices of significant separation from the primary vertex hint at the existence of
intermediate, long-lived particles (e.g. B mesons) and they play a crucial role in
flavour tagging5.
Identification algorithms make use of the patterns identified by the reconstruction al-
gorithms and test whether those patterns are compatible with the signatures expected
from various particle types. Most particles have very short lifetimes so that they do not
reach the sensing detector components. Therefore, identification algorithms are required
only for the stable photons and electrons as well as for the long-lived muons. Further-
more, the conglomeration of long-lived particles produced by the fragmentation and the
subsequent hadronisation of outgoing partons is identified by dedicated jet reconstruc-
tion algorithms. Tau leptons are of special importance for many BSM scenarios due
to their large mass which makes their identification vital for the ATLAS physics pro-
gramme. However, their short decay length of cττ = 87 µm forbids a direct detection.
The branching ratio for tau leptons decaying into a charged lepton and two neutrinos
is about 35.2% while the remaining fraction consists of decays into hadrons. Whereas
charged leptons originating from the decay of a tau lepton cannot be distinguished from
prompt leptons produced in the primary interaction, the set of hadrons produced in tau
lepton decays exhibit special properties compared to jets induced from quarks or gluons.
These features are exploited by specialised tau identification algorithms which allow for
an identification of hadronic tau lepton decays [100].
As mentioned above, particle identification algorithms produce particle candidates
which, statistically speaking, pass a certain set of hypothesis tests. Obviously, the iden-
tified particle candidates depend on the confidence level chosen for the hypothesis testing.
In high-energy physics, it is more common to specify the identification efficiency6 and
background rejection7 instead of the confidence level. Since different physics analyses
may have different requirements on the identification efficiency and background rejec-
tion, particle identification algorithms usually provide several working points, so-called
particle qualities, corresponding to different confidence levels. In the context of this work,
5In general, flavour tagging describes the attempt of deriving the flavour of the parton, which initiated
the jet, by analysing the (sub)structure of the jet.
6The identification efficiency can be understood as the probability for the detector signature of some
particle to be identified correctly given that the detector pattern was reconstructed successfully.
7The background rejection for some particle identification algorithm is the inverse of the background
efficiency which is the probability that some detector signature is identified incorrectly by this algo-
rithm.
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the identification of electrons, muons, and jets is of fundamental importance. Hence, the
relevant identification algorithms used by ATLAS are outlined below.
3.3.1. Electron Identification
The signature of an electron passing through the detector is given by a track in the
inner detector which points to an energy deposition in the electromagnetic calorime-
ter8 [101]. A sliding-window algorithm [102] is employed to find energy clusters in the
EM calorimeter which serve as seeds for the electron object reconstruction. The window
size is ∆η ×∆φ = 0.075× 0.125 and the transverse energy of the EM cluster must be
larger than 2.5 GeV. Tracks are reconstructed from hits in the inner detector modules
using the standard ATLAS track reconstruction [97] which is complemented by a ded-
icated pattern recognition algorithm to account for potentially large energy losses due
to bremsstrahlung. Electron candidates are formed by matching tracks to the EM seed
clusters using a ∆R criterion which takes into account the precision of the track extrap-
olation. Once an electron candidate is found, an optimised electron track fitter [103]
provides an improved estimate of the track parameters and several calibrations are ap-
plied to the energy of the EM cluster to account for measured time-dependent effects.
The kinematic properties of the electron candidate are based on refitted track parameters
and the associated, recalibrated energy cluster. The energy of the electron candidate is
taken from the energy cluster while its charge and its momentum direction are derived
from the associated track. In the case that the track is reconstructed from a low number
of hits in the high precision inner detector modules, the direction is determined by the
position of the barycentre of the calibrated EM cluster.
For the identification of electron candidates ATLAS pursues multivariate selection
strategies as well as simple requirements on discriminating variables. For this work, the
latter technique is applied. A detailed list of all discriminating variables can be found
in [101, Table 1]. The cut-based identification algorithm provides four working points
labelled, ordered by decreasing identification efficiency, multilepton, loose, medium, and
tight. The classification relies on information about the energy leakage into the hadronic
calorimeter, the transverse and longitudinal shape of the EM shower, the quality of the
inner detector track measurement, the accuracy of the track-to-cluster matching, and the
number of high-threshold hits in the TRT module. Cuts on these variables are chosen as
a function of the pT and η of the electron candidate to ensure an uniform identification
efficiency over a wide kinematic range. Due to the higher instantaneous luminosity
provided by the LHC in the data taking period in 2012 compared to 2011, the electron
identification algorithm is improved to reduce the sensitivity on the amount of in-time
pileup in order to ensure a stable electron identification performance over the whole
data taking period. Figure 3.7(a) emphasises the stability by showing the identification
efficiency for different working points of the cut-based algorithm as a function of the
number of reconstructed vertices, which is a measure for the amount of in-time pileup.
8Dedicated electron identification algorithms for the forward region |η| ≥ 2.47, where no tracking in-
formation is available, exist but they are not discussed here.
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Figure 3.7.: Charged lepton identification performance of the ATLAS detector.
(a) Electron identification efficiency as function of the number of reconstructed ver-
tices for different working points and data taking periods [101, Figure 14]. (b) Muon
reconstruction and identification efficiency for different types of muon candidates as
a function of the pseudorapidity. The bottom panel shows the ratio of the efficiency
measured in data divided by the efficiency predicted by simulation [104, Figure 3].
3.3.2. Muon Identification
The muon reconstruction and identification in ATLAS [104] benefits from the two in-
dependent tracking detectors, the inner detector and the muon spectrometer. Muons
traversing the ATLAS detector create hits in the tracking detectors and deposit only
a small amount of their energy in the calorimeters due to their minimum-ionising be-
haviour. Therefore, the signature of a muon is given by tracks in the inner detector and
muon spectrometer accompanied by small energy deposits in the calorimeters along their
trajectory. Depending on the available information from the tracking and calorimeter
subsystems one distinguishes the following types of muon candidates:
Standalone muon candidates have their trajectory reconstructed only in the MS. Their
direction of flight and the track impact parameters are determined by extrapolating
the MS track to the beam pipe taking into account estimated energy losses in the
calorimeter system.
Combined muon candidates benefit from independent track measurements in the ID
and MS which are combined leading to an higher accuracy of the estimate of the
muon candidate kinematics.
Segment-tagged muon candidates are built from ID tracks which, once extrapolated to
the MS, are matched to single MS track segments.
Calorimeter-tagged muon candidates are formed if an ID track points to an energy
deposit in the calorimeters which is compatible with a minimum-ionising particle.
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Combined muon candidates have the highest purity and provide the best momentum
resolution. Standalone muon candidates may be used to extend the acceptance beyond
the coverage of the ID to |η| < 2.7 at the cost of reduced momentum and impact pa-
rameter resolution. Similarly, segment-tagged muon candidates allow the reconstruction
of muons which passed only one layer of the MS because it either has a small trans-
verse momentum or it falls into a region which is poorly equipped with muon chambers.
Calorimeter-tagged muon candidates recover part of the acceptance in uninstrumented
regions of the MS at |η| < 0.1 but suffer from a high background contamination.
By design, all particles created in pp collisions at the interaction point are absorbed
in the ATLAS calorimeter system, except for muons. Therefore, the reconstruction of
a track in the muon spectrometer is a strong indication for the presence of a muon.
Together with the precisely measured track in the inner detector, the usage of combined
muon candidates provides an excellent background rejection. For the combination of
the track information measured in the inner detector and in the muon spectrometer,
two complementary approaches exist. One performs a global refit of the track using
the hit information from both tracking detectors while the second approach carries out
a statistical combination of the track parameters from the individual fits using their
covariance matrices. Both approaches yield very similar performances and an unified
algorithm incorporating the advantages of both methods is going to be used in the next
period of data taking starting in 2015.
3.3.3. Jet Reconstruction
As discussed in Section 2.4.3, partons produced in pp collision undergo fragmentation
and hadronisation processes resulting in a collimated stream of particles penetrating
the detector. Due to energy and momentum conservation, the four-momentum of the
outgoing parton is given by the sum of the four-momenta of all particles produced during
the parton shower. Instead of measuring the kinematic properties of each individual
particle, jet reconstruction aims at the characterisation of the stream of particles as a
whole by identifying jet candidates. Since the stream consists mostly of neutral and
charged hadrons, jets are characterised by focused energy deposits in the calorimeter
system with a significant fraction in the hadronic calorimeter in conjunction with many
close-by tracks.
Jet finding algorithms can be seeded by reconstructed tracks or by energy clusters in
the calorimeter [105]. While the first approach is less sensitive to performance degrada-
tion due to pileup effects, it is limited to the acceptance of tracking systems. Therefore,
cluster-seeded jet reconstruction algorithms, which exploit the larger coverage in η of
the calorimeter system, are used for this work. Energy depositions in calorimeter cells
are grouped into topological clusters by starting from a cell with a signal to noise ratio Γ
above a threshold of 4. All adjacent cells are included in the cluster if they fulfil Γ > 2.
Finally, a ring of guard cells with Γ > 0 is added to the cluster. A negative signal is
possible due to corrections for electronic noise and pileup effects. These initial clusters
are analysed for local maxima by splitting algorithms and further divided if local max-
ima are found. The energy clusters are interpreted as massless pseudo-particles whose
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four-momenta are reconstructed from the cluster energies and the direction given by the
energy weighted barycentre of the cluster. Afterwards, the anti-kt algorithm [106] with
a distance parameter of R = 0.4 is used to assemble jet candidates from the list of re-
constructed topological energy clusters. One important aspect is the energy calibration
of the topological clusters. By default, calorimeter cells are calibrated at the electro-
magnetic scale which means that the calorimeter response correctly describes energy
deposits from particles created in an electromagnetic shower. Figure 3.8(a) shows the
simulated calorimeter response at the EM scale for various energies of the reconstructed
jet candidate as a function of the pseudorapidity while Figure 3.8(b) displays the re-
lated relative uncertainty on the jet energy scale (JES) versus η. Another calibration is
available which correctly reconstructs the calorimeter response to incident hadrons. An
advanced method for the calibration of energy clusters is commissioned by ATLAS which
first classifies the nature of an energy deposition based on its longitudinal shower shape
and the energy density and afterwards, applies the appropriate calibration scheme. Even
though this method is expected to provide a better resolution and reduced uncertainties
for the jet energy measurement, it could not yet be used for this analysis. However,
future studies may exploit this superior calibration scheme to reduce the experimental
uncertainties on the measurements reported in this document. A comprehensive de-
scription of the jet reconstruction and calibration can be found in [105, Chapters 5 and
6].
Another experimentally important property of jet candidates is the number of asso-
ciated tracks. Even though tracks do not contribute the estimate of the jet candidate’s
four-momentum, they provide useful information to suppress jet candidates not originat-
ing from the primary vertex, e.g. coming from softer pp collisions during the same bunch
crossing. For each jet candidate and reconstructed vertex one can calculate the jet vertex
fraction (JVF) as the scalar sum of the transverse momenta of all tracks associated to
the jet candidate and coming from the vertex under investigation divided by the total
scalar sum of the transverse momenta of all tracks associated to the jet candidate [107,
Equation 2]. Of special interest is the JVF with respect to the primary vertex. By
requiring jet candidates to exceed a certain threshold for this jet vertex fraction, one
can reduce the contamination of the sample of selected jet candidates by jets originating
from other vertices (e.g. additional softer pp collisions).
The jet reconstruction algorithms outlined above are not sensitive to the flavour of
the outgoing parton. However, such information is beneficial for the analysis of certain
processes, e.g. tt̄ production or h→ bb̄ decays, where the flavour of the outgoing partons
is fixed. The identification of jet candidates containing b-hadrons is of special interest
due to the comparable large mass of the b-quark. ATLAS uses multivariate classification
algorithms [108] which rely on information about the impact parameters of the tracks
associated to jet objects and reconstructed secondary vertices [109] for flavour tagging.
As a result, jet candidates are classified into b-jets, c-jet and light jets9 indicating the
most likely flavour of the originally outgoing parton.
9There is no t-tagging algorithm since the top quark decays immediately owing to its heavy mass. Light
jets summarise jet candidates assumed to originate from u, d, s-quarks or gluons.
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Figure 3.8.: Performance of jet reconstruction in ATLAS. (a) Simulated calorimeter
response for jet candidates of various energies calibrated at the EM scale as function
of the pseudorapidity [105, Figure 3a]. The vertical lines indicate regions of differ-
ent instrumentation in the ATLAS detector. (b) Relative uncertainty on the JES
for a jet candidate with pT = 40 GeV calibrated at the EM scale as function of its
pseudorapidity. The individual lines represent the contributions from different sources
of uncertainties while the filled area topped with the black line represents the full
uncertainty (excluding b-JES uncertainties).
3.3.4. Missing Transverse Energy Reconstruction
There are particles which do not interact with the active detector components and,
hence, escape the ATLAS detector undetected10. The most prominent examples are
neutrinos but some BSM theories also predict weakly interacting particles. Therefore, it
is important to be sensitive to the production of these kind of invisible particles. Usually,
one infers the presence of invisible particles from an imbalance between the measured
in-going and out-going four-momenta. At hadron colliders, the longitudinal momentum
fractions carried by the colliding partons are unknown and so is the total momentum of
the centre-of-mass system. Thus, the conservation of momentum can not be employed
for constraining the sum of four-momenta of undetectable particles. Nevertheless, one
can formulate an approximate conservation of momentum in the transverse plane since
the incoming partons carry negligible transverse momenta. The missing transverse mo-
mentum is henceforth defined as
~pT,miss = −
∑
i
~pT,i (3.14)
where the sums go over all produced and detectable particles. The momentum mea-
surement is provided by the ATLAS tracking systems which has a limited coverage up
10To be precise, all known SM particles have a finite, non-zero probability for interacting with the ATLAS
detector. However, this probability becomes so tiny for neutrinos that for all practical purposes one
can safely assume that neutrinos leave the detector without any interaction.
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to |η| < 2.5. Because a close to full coverage is desirable for a good performance of the
missing transverse momentum measurement, ATLAS uses its calorimeter systems which
have a larger coverage in η to measure the missing transverse energy. Making use of the
notion of transverse energy introduced in Equation (3.13), the missing transverse energy
is defined as
~EmissT = −
∑
i
~ET,i (3.15)
where the sum goes over all produced particles. In the large energy limit, when the
masses of individual particles are negligible compared to their energies, ~ET,miss becomes
equivalent to the missing transverse momentum.
ATLAS pursues an object-based approach for reconstructing the missing transverse
energy which allows to benefit from optimised energy calibration schemes for different
particle types and, thus, leading to a better resolution. The total missing transverse
energy is defined as
~EmissT = ~E
miss,e
T +
~Emiss,γT +
~Emiss,µT +
~Emiss,τT +
~Emiss,jetsT +
~Emiss,SoftTermT . (3.16)
The first five terms describe the contribution from reconstructed electron, photon, muon,
tau, and jet candidates while the SoftTerm item captures energy deposits in the calorime-
ter which are not associated to any reconstructed object (e.g. due to small transverse
momentum or failed identification criteria). In order to avoid a double counting of the
energy deposits created by muons in the calorimeter system, the muon contribution
to the ~EmissT is corrected for the estimated energy loss of the muon candidate in the
calorimeter system which is already included in ~Emiss,SoftTermT . For a detailed discus-
sion of the reconstruction of the missing transverse energy and the calibration of the
individual terms, the reader is referred to the original publications [110, 111].
3.3.5. Ambiguities between Reconstructed Objects
Some detector signatures can originate from different particles. As an examples, an
energy cluster in the electromagnetic calorimeter indicates the presence of a photon, an
electron, or a hadronic jet. As a consequence, the same detector signature is interpreted
as different type of particle candidate by the various reconstruction algorithms. This
ambiguity needs to be resolved at analysis level. More complex objects usually take
priority over reconstructed objects of lower complexity (e.g. an electron candidate is
preferred to a photon candidate as it requires a reconstructed track in addition to the
electromagnetic cluster).
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Chapter 4.
Electroweak Gauge Boson Scattering at the
Large Hadron Collider
Scattering of electroweak gauge bosons at the LHC occurs through the radiation of elec-
troweak gauge bosons off the incoming partons and their subsequent interaction. In
general, such a scattering process can be described by the diagram shown in Figure 4.1.
As one is particularly interested in the contribution of the scattering of longitudinal
polarised gauge bosons, the focus is put on processes with massive electroweak gauge
bosons. In the next section, the contributing Feynman diagrams are examined and a
classification of those is introduced. Afterwards, the feasibility of studying electroweak
gauge boson scattering in the various final states is discussed and the choice of investi-
gating the W±W±jj production process is motivated.
V
V
q
q
q
V
V
q
Figure 4.1.: Generic diagram for electroweak gauge boson scattering at the LHC.
Hereby, q stands for any (anti)-quark flavour and V denotes the electroweak gauge
bosons W±, Z, γ. The shaded circle stands for all possible V V → V V interactions.
4.1. Classification of Contributing Feynman Diagrams
From Figure 4.1 it is obvious that the signature of the scattering of massive electroweak
gauge bosons at the LHC implies the presence of (at least) two jets. These two jets are
referred to as tagging jets and they are commonly defined as the two reconstructed jet
candidates carrying the highest transverse momenta in an event1. Their presence is an
1The usage of forward jet tagging methods was initially proposed in the context of the search for the
Higgs boson via electroweak gauge boson fusion [112].
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unique feature of massive gauge boson fusion and scattering processes and their distinct
kinematic topology is similar for the radiation of a W± or Z boson off the incoming
quarks2.
However, the schematic representation in Figure 4.1 oversimplifies the situation as the
massive gauge bosons are not stable but only observable indirectly through their decay
products. One distinguishes between the decay into quarks, hadronic decays, and into
leptons, leptonic decays. The hadronic decay mode has a larger branching ratio and, thus,
it is more abundant. However, the produced quark pair hadronises and is only observable
as jet(s)3. Because of the large jet multiplicity in proton-proton collisions, it is difficult to
identify unambiguously the hadronic decay products of the gauge bosons. Furthermore,
the online event selection based on hadronic jets has comparably tight requirements on
the transverse momenta of the reconstructed jet candidates which leads to a significant
reduction of the signal selection efficiency. On the contrary, the ATLAS detector design
ensures excellent performance for the reconstruction and identification of charged leptons
as well as a high efficiency for the online event selection based on reconstructed charged
lepton candidates with transverse momentum above 25 GeV. Therefore, this analysis
of the Run 1 LHC data targets only the leptonic decay channels of the gauge bosons.
By the principles of QFT, one therefore needs to consider all Feynman diagrams for
the process pp→ 4l + 2j where l stands for any lepton flavour4 and j indicates the
presence of a jet originating from an outgoing parton. At leading order in perturbation
theory one finds contributing Feynman diagrams of the order O
(
g6w
)
and O
(
g2sg
4
w
)
. The
former group of diagrams is referred to as electroweak production (abbreviated as EWK
in tables and figures) while the latter is called strong production (abbreviated as QCD
in tables and figures). One must bear in mind that the principles of quantum theory
and gauge invariance forbid the direct measurement of any individual diagram. Instead,
theoretically well-defined observables depend on the coherent sum of all contributing
diagrams.
Electroweak Production
Due to the vast number of tree-level Feynman diagrams for the process pp→ 4l + 2j at
order O
(
g6w
)
, Figure 4.2 only shows a few representative examples for different classes
of diagrams. Formally, only the quartic and triple gauge boson self-interaction dia-
grams (4.2(a) - 4.2(c)) together with the diagrams containing the exchange of a Higgs
boson (4.2(d), 4.2(e)) constitute the gauge boson scattering diagrams. Additional con-
tributing diagrams include non-resonant diagrams (4.2(f)), triple gauge boson production
with one boson decaying hadronically (4.2(g)) and multiple gauge boson radiation off
the incoming quarks (4.2(h), 4.2(i)).
2The tagging jet topology is similar for the fusion/scattering of different massive gauge bosons as
both mW and mZ are significantly larger than the masses mq of the incoming quarks such that
mq/mW ≈ mq/mZ .
3Whether the quark pair manifests itself as one or two jets depends on the jet clustering algorithm as
well as on the angular separation of the two quarks and, hence, on the boost of the gauge boson.
4including neutrinos
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.2.: Feynman diagrams representing various electroweak contributions to
the pp→ 4l + 2j process. Solid lines denote fermions, while dashed lines represent
the Higgs boson. Electroweak gauge bosons W±, Z, γ are illustrated by wavy lines.
Depending on the final state, some of the diagrams shown above may not contribute.
Strong Production
Examples of Feynman diagrams for the process pp→ 4l + 2j of the order O
(
g2sg
4
w
)
are
shown in Figure 4.3. While for the electroweak production only diagrams with two
quarks in the initial state contribute, one finds contributions to the strong production
induced by quark-gluon and gluon-gluon initial states. Owing to the larger abundance of
gluons in the colliding protons (cf. the gluon and quark PDFs in Figure 2.11), the cross
section for the process pp→ 4l + 2j is, generally speaking, dominated by the strong
production. It is worthwhile to notice that the strong production is also sensitive to
triple gauge boson self-interactions (e.g. 4.3(e)) but it does not contain any contribution
which fits the pattern of electroweak gauge boson scattering as illustrated in Figure 4.1.
Consequently, the strong production component is not directly sensitive to the details
of the EWSB mechanism.
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(a) (b) (c)
(d) (e) (f)
Figure 4.3.: Feynman diagrams representing various strong contributions to the
pp→ 4l + 2j process. Solid lines denote fermions and curly lines are gluons. Elec-
troweak gauge bosons W±, Z, γ are illustrated by wavy lines. Depending on the final
state, some of the diagrams shown above may not contribute.
Interference between Electroweak and Strong Production
While it is possible to group the contributing diagrams into the two categories introduced
above, this classification does not hold any more on the level of (differential) cross
sections. Observables are always proportional to the square of the sum of all contributing
amplitudes. In the case of the cross section, one therefore finds
σ ∝ |MEWK +MQCD|2 (4.1)
∝ |MEWK|2 + |MQCD|2 + 2 Re
(
MEWKMQCD
)
(4.2)
≡ σEWK + σQCD + σint (4.3)
where the total cross section is the sum of the electroweak and strong production cross
section (both of which are positive) and the interference contribution whose sign can be
positive or negative.
First studies of interference effects between the electroweak and strong production pro-
cesses of diboson final states suggest that it is negligible, e.g. [113, 114]. The interference
contribution in W±W±jj production is studied in more detail in Section 5.4.
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final state sensitive to σEWK [fb] σQCD [fb] background sources
V V → 8 TeV 13 TeV 8 TeV 13 TeV
`+`−`′+`′−jj ZZ 0.027 0.098 0.024 0.100 instrumental backgrounds
`+`−`′±ν ′jj W±Z 0.571 2.34 1.12 4.38 four charged lepton production
`+`′−νν ′jj W+W−, ZZ 3.64 12.3 5.51 21.8 tt̄ and Z + jets production
`±`′±νν ′jj W±W± 1.13 3.97 0.110 0.346 W±Z, instrumental backgrounds
`±νν ′ν ′jj W±Z 1.81 7.64 3.78 15.5 W± + jets production
ννν ′ν ′jj ZZ 0.484 1.68 0.294 1.38 instrumental backgrounds
Table 4.1.: Comparison of different leptonic final states for the process pp→ 4l + 2j.
Charged leptons of the first and second generation are denoted by `± = e±, µ±
while (anti)-neutrinos are labelled ν. The second column indicates to which scat-
tering processes V V → XY of massive gauge bosons the given final state is sensi-
tive (X,Y ∈ {W±, Z}). The tree-level cross sections for the electroweak and strong
production at two different centre-of-mass energies, calculated with Sherpa in a typi-
cal phase space (defined in Appendix C.1), are shown. Statistical uncertainties on the
cross section from the phase space integration are below 2%. Important experimental
background processes are mentioned in the last column.
4.2. Comparison of Different Final States
Summarising the discussion of the last section, one can measure the electroweak compo-
nent of the process pp→ 4l + 2j at the LHC in order to probe the EWSB mechanism.
Depending on the exact leptonic final state, the measurement is sensitive to different
gauge boson self-coupling vertices. Additionally, the cross sections for the electroweak
and strong production vary as well as the background composition from other SM pro-
cesses. As already mentioned in Section 3.3, tau leptons are not stable and, thus, only
indirectly observable through their decay products. Charged leptons from the decays
of tau leptons have a lower transverse momentum due to the creation of two additional
neutrinos which results in smaller reconstruction and identification efficiencies as well as
in a decreased efficiency for the online event selection. Hadronically decaying tau leptons
can be reconstructed and identified in ATLAS by dedicated algorithms. However, these
have a lower identification efficiency and a higher background contamination compared
to the electron and muon identification algorithms in ATLAS. It is for this reason that
tau leptons in the final state are not considered in this analysis. Nevertheless, future
analyses may exploit the additional statistics provided by the tau lepton final states to
further enhance the sensitivity of this measurement. Table 4.1 gives a summary of the
various leptonic final states and their respective cross sections for the electroweak and
strong production components and it mentions other important background processes.
The process pp→ `+`−`′+`′−jj has a clean signature due to the presence of four
charged leptons in the final state. It has no significant background from other SM
processes. In addition, one can reconstruct the complete event kinematics from the re-
constructed objects which is beneficial for an efficient event selection. However, owing
to the high charged lepton multiplicity, highly efficient working points for the charged
lepton identification algorithms need to be used which comes at the cost of increased
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background rates due to object misidentification and instrumental defects. The sim-
ulation of background contributions due to detector effects is challenging and comes
with large associated uncertainties. This complication together with the vanishing low
production cross section makes it impossible to observe this process with the currently
available data statistics.
The final state `+`−`′±ν ′jj also benefits from a clear signature and from a low back-
ground contamination which arises mainly from four-lepton production (e.g. ZZ,Zγ,
and γγ production) with additional jet candidates coming from QCD ISR. Due to the
presence of the neutrino, it is not possible to directly reconstruct the full event kinemat-
ics. However, by imposing a W± mass constraint on the `′±ν ′ pair, one can solve for the
longitudinal momentum of the neutrino5 (its transverse momentum is constrained by the
EmissT measurement). Unfortunately, this process is dominated by the strong production.
Optimised event selection criteria may enhance the contribution from the electroweak
production. Nevertheless, the extraction of the electroweak component remains a dif-
ficult task with the amount of data available which results in a limited sensitivity to
deviations from the SM EWSB mechanism [114].
In spite of its large electroweak production cross section, the process with two oppo-
sitely charged leptons in the final state is not a promising candidate for studying the
scattering of electroweak gauge bosons. It suffers from a tremendous background con-
tribution from Z + 2 jets events which can acquire artificial missing transverse energy
due to reconstruction and detector effects. Also, diagrams with external b quarks are
excluded from the results shown in Table 4.1 and Figure 4.4 as those are dominated by
tt̄ production where both W± bosons decay leptonically. While one can suppress this
background component by exploiting the b-jet tagging abilities of ATLAS, it remains
questionable whether the electroweak component is observable with the data at hand.
On the contrary, the `±`′±νν ′jj final state has not only a diminished contribution
from the strong production but it is even dominated by the electroweak production.
This can be understood as the presence of two leptons of same electric charge in the
final state excludes gg- and gq-initiated tree-level diagrams for the strong production (cf.
Figure 4.3). This results in a heavy reduction of the strong production cross section.
Furthermore, this final state has only little background from other SM processes, the
most important one being W±Z/γ production where one charged lepton from the Z/γ
decays escapes object reconstruction and/or particle identification. But it is also subject
to instrumental backgrounds including, for instance, the mismeasurement of the electric
charge of electron candidates by which pp→ Zjj → e+e−jj events can mimic the signal
signature. The comparably small electroweak production cross section indicates that a
measurement of the electroweak component with the current data might be challenging,
yet feasible. As it is common to all final states involving more than one neutrino, it
is not possible to reconstruct the complete event kinematics which impedes the direct
search for new particles by looking for peaks in the invariant mass spectrum of the four
lepton system.
The pp → `±νν ′ν ′jj process has the same experimental signature as W± + 2 jets
5The solution is ambiguous as it arises from a quadratic equation.
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Figure 4.4.: The top panel shows the total number of events expected in the fiducial
phase space (defined in C.1) at parton level for the different leptonic final states
considered. The numbers are shown for two different scenarios for the available amount
of pp collision data: 20 fb−1 collected at
√
s = 8 TeV (solid) and 30 fb−1 collected at√
s = 13 TeV (hatched). For each scenario the expected events from the electroweak
production (blue) and strong production (red) are stacked. The numbers are calculated
using the fiducial cross sections given in Table 4.1. The bottom panel shows the
expected statistical significance for the electroweak production considering the strong
production as only background for the different final states and both scenarios.
production which has a much larger cross section. Additionally, the strong production
component dominates over the electroweak component which further complicates the
study of the scattering of massive gauge bosons in this final state.
The four neutrino final state is special in the sense that it does not provide any
directly detectable experimental signature. Instead, its only experimental signature
is a large amount of missing transverse momentum. Even though the ATLAS online
event selection system is capable of triggering events showing a large amount of EmissT ,
an analysis of this final state is considered fruitless at present because of the small
electroweak production cross section and the difficulties in estimating accurately the
background contribution from instrumental defects.
Figure 4.4 summarises the above discussion by comparing the expected number of
events in a phase space, which is typical for analyses targeting the study of VBS (defined
in Appendix C.1), for the electroweak and strong production for the various leptonic
final states. It also provides a comparison of the expected statistical significance for the
observation of the electroweak component, considering only the irreducible background
from the related strong V V jj production. All numbers are given for two scenarios of the
available data statistics: 20 fb−1 collected at
√
s = 8 TeV, corresponding to the data set
recorded during the data taking period in 2012, and 30 fb−1 collected at
√
s = 13 TeV,
serving as an estimate of the data which is going to be recorded in the years 2015 and
2016 at the beginning of Run 2 of the LHC. These numbers should be interpreted with
care as the event yields are given at parton level (i.e. assuming an ideal detector with
no inefficiencies) and the significance does neither account for any possible experimental
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backgrounds other than the strong production component nor is the chosen phase space
optimal for every final state. Nevertheless, this comparison gives a valid qualitative
comparison of the feasibility of studying the scattering of massive electroweak gauge
bosons in the individual leptonic final states at present and in the near future.
Concluding these considerations, the pp→ `±`′±νν ′jj process provides the best han-
dle for studying the EWSB mechanism by measuring the electroweak production cross
section. Despite its comparably small cross section, this process is deemed to be the
most promising candidate for an early analysis of VBS at the LHC due to the partic-
ular small contamination by events from the strong production component and its low
background from other SM processes.
Future analyses, which can benefit from higher data statistics, may investigate in
addition the `+`−`′±ν ′jj final state while the final states with one or two oppositely
charged leptons are expected to remain challenging due to the large background from
much more abundant SM processes. In addition, the final state with three charged
leptons allows for a full reconstruction of the event kinematics (by imposing a W± mass
constraint) which facilitates the direct search for new resonances. Theses searches may
be complemented by an analysis of the final state with four charged leptons. While being
of little sensitivity to the electroweak production component, the good resolution of the
m4l invariant mass together with small expected backgrounds from other SM processes
facilitates the search for narrow resonances.
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Topology of W±W±jj Production
Henceforth, the process pp→ `±`′±νν ′jj is referred to as W±W±jj production bearing
in mind that it also contains non-resonant contributions (e.g. Figure 4.2(f)). In this
chapter, an overview of available theoretical tools, capable of calculating predictions
for W±W±jj production, is given. Afterwards, characteristic kinematic features in
W±W±jj production are explained and fiducial phase space regions are defined before
theoretical predictions for the W±W±jj production process are summarised.
5.1. Overview of Available Theoretical Tools
In this section, an overview of theoretical tools relevant for this work is given. This is
a non-exhaustive list restricted to programmes which are of special importance in the
context of this work.
VBFNLO
Vbfnlo1 [115–117] is a Monte Carlo programme focused on the simulation of vector
boson fusion and double or triple electroweak gauge boson production processes. It
is capable of calculating cross sections at parton level in simple fiducial phase spaces
at LO and NLO accuracy in QCD. The implementation of the pp→ `±`′±νν ′jj pro-
cess (Vbfnlo processes 250 and 260) is described in detail in [118, 119]. It shall be
noted that the current version has still a number of severe limitations for its practical
application.
1. The generation and output of simulated events in a standard format such as
LHE [120, 121] or HepMC [122] at NLO QCD accuracy is not yet available for a
number of multiboson production processes, including W±W±jj production.
2. The calculation for W±W±jj production does not include contributions from tri-
boson production with one gauge boson decaying hadronically as shown in Fig-
ure 4.2(g). Instead, this contribution is available as a separate process (Vbfnlo
processes 432 and 441) [123].
3. Diagrams with external bottom quarks are excluded from the calculation [124].
1https://www.itp.kit.edu/~vbfnloweb/wiki/doku.php?id=Overview,. For this work Vbfnlo 2.7.0
is used.
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While it is possible to generate differential cross section distributions at parton level
with NLO QCD accuracy, the lack of an event output at NLO QCD and the absence of
a matching scheme with the parton shower modelling prevents the usage of this tool for
the calculation of cross sections at particle level. Concerning the second shortcoming,
the authors argue that contributions from triboson production are negligible in typical
phase spaces used for studying the scattering of electroweak gauge bosons as those usually
require the invariant mass of the tagging jet pair to exceed a certain threshold. Figure 5.1
shows the differential cross section distribution of the invariant mass of the tagging jet
pair calculated at LO and NLO QCD accuracy for the electroweak W±W±jj production
split up in the triboson production component and the remaining contributions. The
expected peak at mjj ≈ mW from the triboson production process with one gauge boson
decaying into a pair of quarks is clearly visible. Indeed, at LO QCD this contribution
becomes negligible in phase spaces with mjj & 150 GeV (cf. green and blue dashed
curves in bottom panel of Figure 5.1). However, the NLO QCD calculation reveals
sizeable contributions on the differential mjj distribution from the triboson production
process up to larger values of mjj . A workaround recommended by the authors to obtain
a full description of electroweak W±W±jj production is to merge the calculations from
both processes to fill the gap in the low mjj region. Besides the fact that this procedure
still neglects possible interference effects, it also puts the burden of obtaining a complete
description of electroweak W±W±jj production process on the user. In the future
it would be highly desirable to have a complete and coherent calculation for the full
electroweak W±W±jj production. The last point of the list is not relevant for W±W±jj
production as there is no contributing diagram with external bottom quarks2. However,
in other processes, for instance W±Zjj production, diagrams with external bottom
quarks play a sizeable role (cf. Figure 6.20).
PowhegBox Framework
The PowhegBox framework3 [125] implements the PowhegBox method [126, 127]
for matching calculations of hard processes at NLO QCD accuracy with parton shower
simulations to remove the conceptual overlap between both calculations arising from
real emissions. Details on the implementation of the electroweak and strong W±W±jj
production processes can be found in [128, 129]. In general, the PowhegBox frame-
work has the same limitations as the Vbfnlo programme, except for the first point.
In principle, the generation of simulated events at NLO QCD accuracy, which are pre-
pared to be fed directly into a parton shower simulation programme, is possible with
the PowhegBox framework. However, the immense computing time required did not
allow to generate event samples of sufficient statistics in a reasonable amount of time.
Furthermore, a substantial amount of process-dependent fine-tuning of programme pa-
rameters is required to obtain sensible results. These complications reduce the usability
for non-experts and hinder the application of this framework for large scale event sim-
2Bottom quarks do not contribute in W±W±jj production in the approximation of a diagonal CKM
matrix.
3http://powhegbox.mib.infn.it/
70
5.1 Overview of Available Theoretical Tools
 
1
0
 G
e
V
a
b
 
 
jj
d
 m
σ
d
 
-110
1
10
total EWK
triboson
other EWK
 [GeV]jjm
0 100 200 300 400 500 600 700 800 900 1000
to
ta
l
tr
ib
o
s
o
n
0.0
0.2
0.4
0.6
0.8
1.0
differential
cumulative
Figure 5.1.: Differential cross section distributions for the invariant mass of the
tagging jet pair for the process pp→ e±µ±νeνµjj in the phase space defined in Ap-
pendix C.2 calculated with Vbfnlo at LO (dashed) and NLO (solid) accuracy in
QCD. The contributions from triboson production (blue, cf. Figure 4.2(g), Vbfnlo
processes 432, 441 [117]) and remaining electroweak diagrams (red, Vbfnlo processes
250, 260 [117]) are shown together with their sum (black). The bottom panel illus-
trates the relative contribution from the triboson production. The blue lines show
the relative contributions in each individual bin while the green lines give the relative
contribution to the total cross section integrated from the given bin to the right.
ulation. As already mentioned, the triboson production diagram (cf. Figure 4.2(g)) is
not included in the calculation of the W±W±jj process. In contrast to Vbfnlo, this
contribution is also not available as a separate process.
Sherpa
Sherpa [130] is a general purpose event generator which is capable to simulate, among
others, proton-proton collisions. It integrates all necessary steps for the complete sim-
ulation of pp collisions as discussed in Section 2.4.3 and it produces event information
at particle level. Whereas Vbfnlo and the PowhegBox framework rely on explicit
calculations for each process, Sherpa pursues a generic approach which automatically
includes all contributing tree level diagrams up to given orders in the electroweak and
strong coupling constants. Even though cross sections calculated by Sherpa are for-
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mally of LO accuracy in QCD, effects from real emissions of additional partons are
taken into account by calculating the matrix elements for the hard scattering process
for different outgoing jet multiplicities. These results are then matched with the parton
shower simulation to provide an optimised description of the kinematics. This approach
is beneficial as it combines the exact matrix level calculation for the emission of another
hard parton with the resummed result of multiple soft parton emissions described by
the parton shower. Details on the implementation of the merging of matrix element
calculations for several jet multiplicities with the parton shower simulation can be found
in [131].
Whizard
Another Monte Carlo event generator is Whizard4 [68, 69]. Similarly to Sherpa it cal-
culates cross sections at tree level for given orders of the electroweak and strong coupling
constants. Simulated events at parton level can either be written to file in various stan-
dard formats for interfacing them to external parton shower programmes or the internal
parton shower algorithm can be used to obtain event information at the particle level.
A special feature of Whizard is that it contains extensions of the SM which allows the
calculation of cross sections and the generation of events for anomalous gauge couplings
for the model explained in Section 2.3.2. Thereby, the K-matrix unitarisation proce-
dure (cf. Section 2.3.3) can be applied. Thus, Whizard allows to study the sensitivity
to BSM physics in the context of the electroweak chiral Lagrangian.
Summary
Two theory programmes, Vbfnlo and the PowhegBox framework, are available for
the calculation of predictions for W±W±jj production at NLO accuracy in QCD. The
unavailability of simulated events at NLO QCD accuracy from both programmes pre-
vents the usage of those tools for the calculation of particle level fiducial cross sections at
NLO QCD. Nevertheless, the programmes are useful for preliminary studies at parton
level which, for instance, include the identification of variables which can discriminate
between the electroweak and strong W±W±jj production components or the determi-
nation of theoretical uncertainties. Due to the better usability and the higher compu-
tational performance, parton level studies in this work are carried out with Vbfnlo.
If in the following predictions for the electroweak W±W±jj production calculated with
Vbfnlo are presented, those predictions are always obtained by adding the results for
the triboson production process with one gauge boson decaying into a pair of quarks (cf.
Figure 4.2(g)) to the calculation for the other electroweak diagrams as discussed above5.
For the calculation of particle level fiducial cross sections this work is therefore re-
stricted to the usage of tree level event generators. Here, Sherpa is used for the calcu-
lation of particle level fiducial cross sections and the simulation of events.
4http://whizard.hepforge.org/
5The reader is reminded that this is the recommended workaround by the Vbfnlo authors. It neglects
possible interference effects between both contributions.
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Recent developments in the field of Monte Carlo event generators led to an improved
formal accuracy of their predictions. As an example, aMC@NLO [132] is an automated
framework to perform NLO QCD calculations and match those with the parton shower
simulation in order to obtain consistent particle level (differential) cross sections at NLO
accuracy in QCD. Similar efforts in Sherpa are also ongoing [133]. Future analyses
may therefore explore these new tools and benefit from the improved accuracy of the
theoretical predictions.
5.2. Experimental Signature of W±W±jj Production
The experimental signature of W±W±jj production is characterised by the presence
of two charged leptons of same electric charge, missing transverse momentum arising
from the two neutrinos and two jets originating from the two outgoing partons. The
production of a pair of equally charged W± bosons at the LHC is peculiar in the sense
that it requires the presence of at least two partons in the final state. All other diboson
final states can be produced without any additional partons at tree-level.
Figures 5.2 and 5.3 show differential cross section distributions for the electroweak
and strong contributions to W±W±jj production in pp collisions at
√
s = 8 TeV. These
distributions are calculated with Vbfnlo at LO and NLO accuracy in QCD at parton
level6 in a loose fiducial phase space with only minimal requirements on the kinematics
of the outgoing charged leptons and partons7. The CT10 PDF set is used and the
renormalisation and factorisation scale at set to
• the invariant mass of the three generated electroweak gauge bosons, mV V V , for
the triboson production process,
• the momentum of the exchanged electroweak gauge boson for the process contain-
ing the remaining electroweak diagrams,
• µF = µR = 12
(
ET,W1 + ET,W2 +
∑
i∈jets pT,i e
|yi−y12|
)
with y12 =
1
2 (y1 + y2) [117,
Equation 3] for the strong W±W±jj production process.
It is observed that the k-factor8 for both production processes is dependent on the lepton
and jet kinematics. Thus, the NLO QCD predictions can not be obtained by scaling the
LO differential cross section distributions with an overall normalisation factor.
In order to enhance the sensitivity to contributions which include as a subprocess the
W±W± →W±W± scattering process (Figures 4.2(a)-4.2(e)), one aims to suppress the
strong W±W±jj production as well as the triboson production (Figure 4.2(g)). In Fig-
ures 5.4 and 5.5 kinematic distributions at NLO QCD accuracy calculated with Vbfnlo
are shown where the electroweak component to the W±W±jj production process is
6The configuration files for the different Vbfnlo calculations contributing to W±W±jj production are
given in Appendix D.
7The definition of this loose fiducial phase space is given in Appendix C.2.
8The k-factor is defined as the ratio between a (differential) cross section calculated at NLO QCD
accuracy to the LO prediction, k = σNLO/σLO.
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Figure 5.2.: Differential cross section distributions for the electroweak (red) and
strong (blue) pp→ e±µ±νeνµ jj process calculated by VBFNLO for pp collisions at√
s = 8 TeV in a loose fiducial phase space at LO (dashed) and NLO (solid) accuracy
in QCD. The bottom panel shows the dependence of the k-factor for both processes.
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Figure 5.3.: Differential cross section distributions for the electroweak (red) and
strong (blue) pp→ e±µ±νeνµ jj process calculated by VBFNLO for pp collisions at√
s = 8 TeV in a loose fiducial phase space at LO (dashed) and NLO (solid) accuracy
in QCD. The bottom panel shows the dependence of the k-factor for both processes.
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split up into the contributions from triboson production with one gauge boson decaying
hadronically and the remaining electroweak diagrams9. In the following, the kinematic
properties for the three contributions defined below are compared and characteristic
differences are emphasised.
1. Strong production is the strongly mediated W±W±jj production as defined in 4.1.
2. Electroweak production is the definition of the electroweakly mediated W±W±jj
production process used in Vbfnlo [119] which differs from the definition in Sec-
tion 4.1 in the respect that diagrams of the type 4.2(g) are excluded.
3. Triboson production contains all contributions from diagrams of the type 4.2(g).
In general, the kinematic properties of the two outgoing charged leptons are quite sim-
ilar for all three contributions. Small differences can be observed in the pseudorapidity
distribution of charged leptons, where the strong production component spreads out to
larger values, and the angular separation of the two leptons in the transverse plane10,
∆φ``, where the triboson component shows a stronger enhancement for the back-to-back
configuration than the other two contributions. Similarly, the distribution of the missing
transverse energy exhibits only small differences in its tails between the three contribu-
tions. However, significant variations can be observed in the kinematic distributions of
the tagging jets11. The strong and triboson production show a steeply falling spectrum
for the transverse momenta of the tagging jets while the electroweak component exhibits
long tails to large values of transverse momenta. Furthermore, jets produced by the elec-
troweak production are generated at larger rapidities with a maximum at |y| ≈ 2 while
they are produced more centrally for the strong and triboson production. As a conse-
quence, the absolute difference in rapidity between the two tagging jets, ∆yjj , provides
a clear separation between the contribution from the electroweak production and from
the other two components. The invariant mass of the tagging jet pair, mjj , has a char-
acteristic peak at mW for the triboson production. The invariant mass spectrum for the
strong production also has a maximum at low values and is falling off rapidly whereas the
spectrum for the electroweak production is shifted to higher values and declines mildly.
Additionally, the two tagging jets produced in electroweak gauge boson fusion/scattering
processes tend to lie in opposite hemispheres, i.e. yjet1 × yjet2 < 0. Despite its appearance
in some theory studies, this binary variable is not further investigated as the rapidity
difference ∆yjj essentially provides the same information while being at the same time a
continuous variable which, in contrast to the opposite-hemisphere criterion, is invariant
under Lorentz boosts along the z-axis. The experimental signature of a tagging jet pair
9It was argued earlier in this work that contributions of individual diagrams are not well-defined ob-
servables as they are, in principle, gauge dependent. For the argumentation in this context, one can
understand the “triboson contribution” as the part of the electroweak W±W±jj production which
has mjj ≈ mW . This is a valid and gauge invariant definition. Even so, all possible electroweak di-
agrams contribute to this “triboson contribution”, it is completely dominated by contributions from
the Feynman diagram 4.2(g) as it can be seen from Figure 5.1.
10∆φ`` is defined as |φ`1 − φ`2 + 2πk|, k ∈ Z such that ∆φ`` ∈ [0, π).
11The reader is reminded that the tagging jets are defined as the two highest pT jets in an event.
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which has a large invariant mass and the two jets being well-separated in rapidity is com-
mon to massive gauge boson fusion and scattering processes and, therefore, it is often
referred to as VBF/VBS topology. Another distinguishing property of the electroweak
production is that the charged leptons are generated in between the two tagging jets in
terms of (pseudo)rapidity. This can be expressed by means of the lepton centrality, ξ,
defined as
ξ = min
(
min (η`1 , η`2)−min
(
ηjet1 , ηjet2
)
,max
(
ηjet1 , ηjet2
)
−max (η`1 , η`2)
)
(5.1)
with positive values of ξ indicating that the pseudorapidities of both charged leptons are
in between those of the two tagging jets while negative values mean that at least one
charged lepton is more forward than both tagging jets.
5.3. Definition of Fiducial Phase Spaces
The primary purpose of experimental physics is the acquisition of data useful for the val-
idation or falsification of theoretical models. Furthermore, experimental measurements
are the most important ingredient to constrain free theory parameters. To this end,
experimental observations are interpreted as measurements of theory parameters, e.g.
the Fermi constant can be derived from a measurement of the muon lifetime. However,
it is of paramount importance for the scientific community that not only the derived
theoretical parameters with their experimental uncertainties are quoted as a result of
a measurement, but also the raw outcome of the experiment. Since theoretical models
evolve over time to consider new findings, the measured value for the theory parameter
may loose its relevance in the future. On the contrary, the pure experimental observation
is independent of any theoretical interpretation and, thus, can still be used to test new
theory models in the future.
Raw experimental data is difficult to interpret for theorists as it requires a detailed
knowledge about the experimental apparatus and its features (e.g. kinematic acceptance
and detection efficiencies). Therefore, one seeks to communicate experimental results
which are corrected for specific properties of the measurement process, but at the same
time are still independent of the theoretical model. A common practice in high-energy
physics for achieving this goal is the measurement of fiducial cross sections which corrects
for detector efficiency and resolution effects. This idea is exemplified in Figure 5.6. On
the one hand, fiducial phase space definitions should follow as closely as possible the
actual experimental selection criteria in order to avoid large extrapolation factors based
on specific theoretical models. On the other hand, the details of the definitions should
be limited to a reasonable level of complexity to ensure that the provided information
is useful for external scientists. The Rivet project [134] allows to reconcile both points
as it provides an easy to use C++ interface for implementing particle level phase space
definitions of arbitrary complexity. Afterwards, theoreticians can make use of this code
to compare their own calculations with the experimental measurement without having to
implement the phase space selection criteria themselves. The fiducial phase space regions
used for this measurement are introduced below and the various kinematic requirements
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Figure 5.4.: Differential cross section distributions are shown for the electroweak (red)
and strong (blue) pp→ e±µ±νeνµ jj process calculated by Vbfnlo for pp collisions
at
√
s = 8 TeV in a loose fiducial phase space at NLO QCD accuracy. As discussed
in the text, the electroweak component is further divided into the triboson contribu-
tion (dashed black) and remaining electroweak diagrams (dashed green).
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Figure 5.5.: Differential cross section distributions are shown for the electroweak (red)
and strong (blue) pp→ e±µ±νeνµ jj process calculated by Vbfnlo for pp collisions
at
√
s = 8 TeV in a loose fiducial phase space at NLO QCD accuracy. As discussed
in the text, the electroweak component is further divided into the triboson contribu-
tion (dashed black) and remaining electroweak diagrams (dashed green).
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raw data
experimental
corrections
measurement interpretation theory
Nevents σfid =
N
L · ε coupling constant
correct detection efficiency
scale to luminosity
fit theory parameter
Figure 5.6.: Concept of measurements as interface between experimental and theo-
retical physics. Raw data is corrected for experimental effects leading to the actual
measurement which is still independent of the theoretical framework used for the in-
terpretation. The realisation of this idea is exemplified by illustrating the conversion
from a number of observed events into a fiducial cross section which can be used to
extract some theory parameter, e.g. a coupling constant.
are summarised in Table 5.1.
The inclusive fiducial phase space is defined at particle level by requiring exactly two
charged leptons, excluding leptons originating from tau lepton decays, which pass the
following selections. The charged leptons must satisfy pT ≥ 25 GeV and |η| ≤ 2.5. In
order to reduce the dependence on the modelling of QED FSR, photons which do not
stem from hadron decays are associated to the closest charged lepton if they are within
∆R ≤ 0.1 around the lepton’s direction of flight. The four-momenta of charged leptons
used to check the selection criteria include the four-momenta of all associated photons.
Further on, to account for the fact that the charged leptons are predominately produced
well separated from other final state particles, they are required to fulfil the following
isolation criterion. The scalar sum of the transverse momenta of all particles in a cone of
∆R ≤ 0.3 around the momentum direction of the charged lepton, excluding neutrinos,
the charged lepton itself and all associated photons, must not exceed 10% of the charged
lepton’s transverse momentum. Additionally, both charged leptons must carry identical
electric charge and the invariant mass of this lepton pair must exceed 20 GeV. The
missing transverse energy, reconstructed from all experimentally visible particles (i.e.
electrically charged particles, neutral hadrons, and photons) within |η| ≤ 4.5, is required
to be larger than 40 GeV. Jets are built using the anti-kt clustering algorithm with
a radius parameter of R = 0.4. The input to the clustering algorithm consists of all
particle level objects excluding muons, neutrinos, and the two selected charged leptons
with their associated photons. At least two jets, fulfilling pT ≥ 30 GeV and |η| ≤ 4.5,
are required in the event. Finally, the invariant mass of the two tagging jets must be
larger than 500 GeV. This fiducial phase space is used to report the measurement of the
W±W±jj production cross section.
The VBS fiducial phase space is defined at particle level by extending the definition
of the inclusive region. In addition to all requirements of the inclusive phase space
selection, events are only accepted if the absolute difference in rapidity between the
tagging jets is larger or equal to 2.4, that is ∆yjj ≥ 2.4. This criterion further enhances
the electroweak component of W±W±jj production over the strong component (cf.
Figure 5.5(a)). Therefore, an extraction of the electroweak component of W±W±jj
production is reported in this region.
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The aQGC fiducial phase space refines the VBS fiducial region by selecting only
events which exhibit a large invariant mass of the diboson system, mWW . Since this
variable is not well-defined for all Feynman diagrams (e.g. non-resonant diagrams) and
it is not directly accessible at detector level, the transverse mass variable mWW,T is used
in its stead. It is defined as
m2WW,T =
(
pµ`1 + p
µ
`2
+ pµMET
)2
(5.2)
where pµ`1,2 are the reconstructed four-momenta of the selected charged lepton candidates
and pµMET is the four-momentum of the missing transverse energy with the z component
set to zero and the energy component set to the magnitude of EmissT . Only events with
mWW,T ≥ 400 GeV are accepted. Additionally, the invariant mass of the two charged
leptons must be away from the Z pole mass by more than 10 GeV in the case that the two
selected charged leptons are electrons/positrons. This region is introduced to enhance
the sensitivity to possible BSM contributions to the W±W± →W±W± scattering and it
is used to derive constraints on aQGCs. While the Z veto criterion is always applied on
detector level, it is mimicked only in the aQGC region definition. The reason is that some
BSM models may distort the m`` spectrum significantly. It is therefore helpful to include
the Z veto here in order to reduce the dependence on the theoretical modelling of the
m`` spectrum. On the other hand, the m`` distribution is considered to be well-known in
the context of W±W±jj production in the SM. Therefore, there is no apparent benefit
for the theoretical interpretation of the cross section measurements when including the
Z veto in the inclusive or VBS phase space definition. Instead, this requirement would
spoil the equivalence of the different final states due to lepton universality [135].
5.4. Study of Interference Effects in W±W±jj Production
The interference between the electroweak and strong W±W±jj production processes is
studied with Sherpa at tree-level for pp collisions at
√
s = 8 TeV. To this end, three
event samples are generated using the CT10 PDF set [88] and a fixed renormalisation
and factorisation scale of µF = µR = mW . The Sherpa internal modules for fragmenta-
tion, parton shower modelling, and QED FSR simulation are turned off which leads to
the events being generated at parton level. In addition to the two samples for the elec-
troweak and the strong W±W±jj production processes, an inclusive event sample based
on the coherent sum of all electroweak and strong Feynman diagrams is produced (la-
belled “incl” in the following plots and tables). Due to complications in the merging
of the matrix element calculations with the parton shower, a generation of events at
particle level was not possible for the inclusive event sample by the time this study was
performed. As a consequence, this discussion is restricted to the comparison of parton
level (differential) cross sections. Based on the information from the three different event
samples, one can calculate the interference contribution to (differential) cross sections
simply by taking the difference between the inclusive calculation and the sum of the two
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criterion loose region inclusive region VBS region aQGC region
pT,` ≥ 10 GeV ≥ 25 GeV ≥ 25 GeV ≥ 25 GeV
|η`| ≤ 3.0 ≤ 2.5 ≤ 2.5 ≤ 2.5
∆R`` ≥ 0.1 - - -
isolation - X X X
m`` ≥ 5 GeV ≥ 20 GeV ≥ 20 GeV
≥ 20 GeV
|mee−mZ | ≥ 10 GeV
EmissT - ≥ 40 GeV ≥ 40 GeV ≥ 40 GeV
pT,j ≥ 20 GeV ≥ 30 GeV ≥ 30 GeV ≥ 30 GeV
|ηj | ≤ 5.0 ≤ 4.5 ≤ 4.5 ≤ 4.5
min`,j ∆R`j ≥ 0.1 - - -
mjj ≥ 150 GeV ≥ 500 GeV ≥ 500 GeV ≥ 500 GeV
∆yjj - - ≥ 2.4 ≥ 2.4
mWW,T - - - ≥ 400 GeV
Table 5.1.: Summary of kinematic selection criteria for the different fiducial phase
space definitions given in the text.
exclusive production modes, that is
σint = σincl − σEWK − σQCD . (5.3)
A naive ansatz for the parametrisation of the interference contribution following from
Equation (4.2) is
σint = f ·
√
σEWK × σQCD , (5.4)
with some constant proportionality f . Fiducial cross sections are calculated from all
three event samples for parton level phase space definitions which implement the same
kinematic selection as the fiducial phase spaces defined at particle level in the previous
section. Furthermore, the contribution from the interference to the total cross section
as function of various kinematic variables is studied in a looser phase space as defined in
Appendix C.2 with the additional requirement that the invariant mass of the two out-
going partons with the highest transverse momenta must be larger than 150 GeV. The
results are summarised in Table 5.2 and in Figures 5.7 and 5.8. It is found that there is
a constructive interference between the electroweak and strong production component
which contributes of the order of 6% - 11% to the inclusive cross section. Further-
more, the differential cross section distribution for the interference component can be
approximated to a reasonable level of agreement by
dσint
dx
= f ·
√(
dσEWK
dx
)
×
(
dσQCD
dx
)
with f ≈ 0.23 . (5.5)
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inclusive region VBS region aQGC region
σincl (662 ± 5) ab (452 ± 4) ab (35 ± 1) ab
σEWK (424 ± 2) ab (370 ± 2) ab (28 ± 1) ab
σQCD (168 ± 2) ab (53 ± 1) ab (3.9 ± 0.3) ab
σint
(71 ± 6) ab (29 ± 5) ab (3.1 ± 1.4) ab
(11 ± 1)% (6.4 ± 1.1)% (8.9 ± 4.0)%
Table 5.2.: Interference contribution in W±W±jj production as determined at tree-
level with Sherpa using a fixed factorisation and renormalisation scale of µ = mW .
The parton level fiducial cross sections for the inclusive sample together with the con-
tributions from the electroweak and strong production processes are shown. The last
row indicates the relative contribution of the interference component to the inclusive
fiducial cross section. Quoted uncertainties represent statistical uncertainties from the
phase space integration only.
This approximation works well for kinematic variables of the charged leptons and the
missing transverse energy but it fails to describe some kinematic variables of the tagging
jet system. While the invariant mass of the tagging jet pair as well as the transverse
momentum spectrum of the two jets are well-modelled, the low ∆yjj region and the
distribution of the pseudorapidities of the tagging jets exhibit significant discrepancies.
The scale dependence of the interference contribution is evaluated by varying the
factorisation and renormalisation scales simultaneously by a factor of two in each direc-
tion. No statistically significant change in the relative contribution of the interference
component to the inclusive cross section is observed.
In conclusion one can state that interference effects in W±W±jj production between
the strong and electroweak processes are small, yet non-negligible. The relative interfer-
ence contribution to the inclusive cross section is phase space dependent and of the order
of 10%. In [118] a study of the interference in W±W±jj production in pp collisions at√
s = 14 TeV is presented which reports compatible results.
5.5. Theoretical Predictions for W±W±jj Production
The Sherpa event generator, version 1.4.5, is used to simulate events at particle level
for both the electroweak and the strong W±W±jj production process. For both samples
the CT10 PDF set [88] is used and the factorisation and renormalisation scale are set to
Sherpa’s default dynamic scale. Events are simulated based on matrix elements with
up to three outgoing partons. The individual matrix element calculations are matched
with the parton shower simulation using the method of truncated showers as described
in [131]. At generation time, the following requirements are applied at parton level12:
1. Charged leptons must carry a transverse momentum larger than 5 GeV.
12The Sherpa job options can be found in Appendices D.8 and D.9.
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Figure 5.7.: Differential cross section distributions calculated with Sherpa at tree-
level for the electroweak, strong and inclusive W±W±jj production in pp collisions
at
√
s = 8 TeV. The electroweak (red) and strong (blue) contributions are stacked
while the inclusive distribution (black) is plotted as overlay. The middle pad shows
the relative contribution of the interference with respect to the inclusive process. The
bottom pad illustrates the dependence of f (see Equation (5.4)) which is fitted by a
constant (blue line). The result of the fit together with its χ2/NDF is stated.
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Figure 5.8.: Differential cross section distributions calculated with Sherpa at tree-
level for the electroweak, strong and inclusive W±W±jj production in pp collisions
at
√
s = 8 TeV. The electroweak (red) and strong (blue) contributions are stacked
while the inclusive distribution (black) is plotted as overlay. The middle pad shows
the relative contribution of the interference with respect to the inclusive process. The
bottom pad illustrates the dependence of f (see Equation (5.4)) which is fitted by a
constant (blue line). The result of the fit together with its χ2/NDF is stated.
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inclusive region VBS region aQGC region
σEWKfid (1139 ± 149) ab (964 ± 126) ab (130 ± 17) ab
σQCDfid (317 ± 70) ab (112 ± 25) ab (38 ± 9) ab
σintfid (180 ± 36) ab (73 ± 18) ab (16 ± 8) ab
σW
±W±jj
fid (1636 ± 231) ab (1149 ± 158) ab (184 ± 27) ab
Table 5.3.: Theoretical predictions obtained with Sherpa for the fiducial cross sec-
tions at particle level shown for the electroweak and strong W±W±jj production pro-
cesses together with the interference contribution. Results are shown for the different
fiducial regions defined in Section 5.3. The uncertainties contain PDF uncertainties,
effects from scale variations, uncertainties of the parton shower modelling as discussed
in Section 6.4.1 and statistical uncertainties from the acceptance calculation. The
interference contribution is calculated based on the results of Section 5.4. The uncer-
tainty of their sum (last row) accounts for correlations among the uncertainties of the
individual contributions.
2. At least two jets with pT ≥ 15 GeV clustered by an anti-kt algorithm with radius
parameter R = 0.4 must be present in each generated event.
These samples are used for both the theoretical predictions of fiducial cross sections at
particle level and the modelling of kinematic distributions at detector level. The latter
requires that the generated events are processed by the ATLAS detector simulation and
reconstruction software13.
The ME+PS merged cross section for the total event sample provided by Sherpa at
LO accuracy in QCD, σsample, can be translated into a fiducial cross section at particle
level, σfid, according to
σfid = σsample ×
Nfid
N
(5.6)
where N is the total number of events simulated out of which Nfid satisfy the fiducial
phase space requirements. The ratio Nfid/N is sometimes also referred to as accep-
tance A. The central values for the cross sections of the two event samples calculated by
Sherpa are σEWKsample = 23.65 fb and σ
QCD
sample = 16.17 fb, respectively. Table 5.3 summarises
the results obtained for the different fiducial regions for both production processes to-
gether with the contribution expected from interference effects.
5.6. Background Processes
The experimental signature of W±W±jj production can be mimicked by several physics
processes and detector effects. The study of W±W±jj production is special in this
respect as its small expected cross section requires a profound understanding of subtle
13Technical details on the ATLAS simulated data sets are given in Appendix E.
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detector effects and a satisfying description of other rare physics processes which are only
of minor relevance for the measurement of other, more abundant SM processes. Since
hadronic jets can originate from multiple sources in pp collisions others than the hard
scattering process and only a moderate amount of missing transverse energy is expected,
the background contributions are classified according to the source of the charged leptons
into the following three categories.
Prompt Lepton Production
The experimental signature of two jets, missing transverse energy and two charged lep-
tons can also arise from other SM processes. As the two leptons must carry the same
electric charge, only few processes, which produce charged leptons in the hard scattering
process, are relevant here. This category comprises the following processes:
• W±Zjj production: The process pp→ `+`−`′±ν ′jj can yield the same experimen-
tal signature if one of the charged leptons escapes detection due to reconstruc-
tion/identification inefficiencies or acceptance requirements.
• ZZjj production: Similarly to theW±Zjj process, events from pp→ `+`−`′+`′−jj
production can mimic the signal if two leptons of same electric charge are not
reconstructed. Since this process does not exhibit genuine missing transverse mo-
mentum, artificial missing transverse energy must originate from miscalibration or
detector effects.
• tt̄+W±/Z production can yield multiple charged leptons in the final state through
leptonic decays of the gauge bosons and the top quark via t→ bW+ (→ `+ν).
Again, unsuccessful reconstruction of one or more charged leptons can lead to only
two reconstructed lepton candidates of same electric charge.
• Double parton scattering processes [136, 137], that is two constituents of each of
the colliding two protons interact simultaneously with each other, may also lead
to the same experimental signature. For instance, the production of W±j ⊕W±j
can result in the presence of two charged leptons of same electric charge, missing
transverse momentum and two hadronic jets.
Photon Conversions
Photons can manifest themselves by the presence of an electron-positron pair at detector
level through the electron pair production process. In cases where the energy transfer
from the photon to the electron and positron is very asymmetric, the lepton with the
lower transverse momentum may fail the electron reconstruction leading to only one
reconstructed electron candidate. Thus, W±γjj production needs to be considered as a
potential source of background.
Photon conversions also enter the background modelling through their impact on the
measurement of the electric charge of reconstructed electron candidates. In general, the
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energy loss of electrons due to bremsstrahlung is accounted for by the electron recon-
struction algorithms. However, the emission of a high-energetic photon which undergoes
an asymmetric conversion into an electron-positron pair can confuse the measurement
of the electric charge of the initial electron. Depending on which daughter particle of
the photon receives enough transverse momentum to be reconstructed by the ATLAS
electron reconstruction software, the measured electric charge of the electron candidate
is opposite to that of the initial electron in about 50% of the cases. This effect is included
in a more general category of background arising from the misidentification of the elec-
tric charge of reconstructed lepton candidates which is labelled as Charge Flip in plots
for brevity. Detector effects from track mismeasurements or an erroneous determination
of the bending direction for almost straight tracks caused by very high pT particles are
contained in this category as well.
It should be stated that those effects create background contributions only in final
states where at least one electron is present as the conversion from photons into a pair
of muons is largely suppressed.
Non-prompt Lepton Production and Lepton Misidentification
Reconstructed electron and muon candidates can arise from the presence of charged
leptons produced in secondary interactions, e.g. from leptonic decays of hadrons. These
leptons pose a source of background as they do not stem from the hard scattering process
and, therefore, they need to be suppressed by applying appropriate identification criteria.
Further on, the imperfection of charged lepton identification algorithms leads to a
small fraction of detector signatures (mostly coming from hadronic jets, but also noise
in detector components or coincidences) being classified as lepton candidates even if no
charged lepton is interacting with the detector. Despite the small misidentification rates,
lepton misidentification constitutes a relevant source of background owing to the much
larger cross sections for multijet or W± + jets production.
In this background category, all contributions from physics processes/detector effects
are captured where at least one of the reconstructed lepton candidates does not originate
from the primary hard interaction. It is labelled as Fakes in plots for brevity.
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Chapter 6.
Measurement of the W±W±jj Production
Cross Section with ATLAS
Establishing experimental evidence for the existence of electroweakW±W±jj production
is the primary goal of this work. To this end, an observation of the inclusive W±W±jj
production process, including the strong and the interference contribution, is targeted
as a first step. Assuming a significant observation of the W±W±jj production, one can
measure its cross section in a phase space with sizeable contributions from the strong
W±W±jj production component. This region is further used to build confidence in
the theoretical prediction for the strong W±W±jj production by comparing the overall
normalisation as well as distributions of kinematic variables between simulation and data.
If satisfying agreement is found, one may attempt to observe the electroweak W±W±jj
production process significantly by enhancing its contribution through further selection
requirements. Since this is the first analysis performed in ATLAS which focuses on the
observation of this process, emphasis is put on a robust analysis strategy which allows to
study and understand all relevant sources of background contributions to a satisfactory
level of detail. Therefore, results presented in this work are based on simple event
counting experiments. Future analyses may benefit from higher data statistics and the
findings of this work to employ more sophisticated analysis techniques like multivariate
algorithms or results derived from template fits to kinematic distributions in order to
improve the sensitivity to the electroweak W±W±jj production process.
This section is organised as follows. First, the data sample used for this analysis is
introduced and simulated event samples are described. Thereafter, the event selection
is detailed before methods for the estimation of background contributions are explained.
Afterwards, systematic uncertainties are discussed and the statistical procedure for the
interpretation of the experimental observation is reviewed. Finally, the results are pre-
sented and discussed briefly.
6.1. Data Sample
The results reported in this document are based on pp collision data recorded at a centre-
of-mass energy of
√
s = 8 TeV by the ATLAS detector in 2012. After requiring that all
detector components and services were fully operational at run time to ensure a high
quality of the selected event sample, this data corresponds to an integrated luminosity
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of 20.3 fb−1. Due to the expected experimental signature of a charged lepton1, electron
or muon, only events recorded in the physics Egamma or physics Muons stream are
considered in the analysis.
Simulated events are produced for various physics processes by different event gen-
erators2. These predictions are essential for an optimisation of the event selection, the
estimation of background contributions as well as the determination detector efficiency
and resolution effects. Simulated events are scaled to the integrated luminosity L by
weighting each event with
wlumi =
σ · εfilter ·L∑
iwMC,i
(6.1)
where σ is the cross section of the generated event sample. In order to reduce the load on
computing resources and to enhance the sample statistics in certain phase space regions,
only a subsample of the generated events may be processed by the ATLAS detector
simulation which is accounted for by the simulation efficiency εfilter. The denominator is
the sum of the event weights assigned by the generator over all events in the sample. In
the case of unweighted event generation, this sum equals the number of simulated events
in the sample.
Sherpa is used to simulate the electroweak and strong production component of the
signal process pp→ `±`′±νν ′jj as described in Section 5.5. Event generators used to
model the various background processes can be found in Section 6.3. Generated events
are processed by the ATLAS detector simulation, based on the Geant4 framework [138,
139], in order to obtain their expected detector responses which in turn are fed into the
ATLAS reconstruction and identification software. Even though the ATLAS detector
is modelled in the simulation to a great level of detail and complexity, this model can
only provide an approximate description. Furthermore, many operational conditions are
time-dependent and thus only known in retrospect. Examples are the amount of pileup
present in the pp collisions recorded or parameters of detector modules effecting their
detection efficiency (e.g. temperature, gas pressure etc.). As simulated event samples are
usually generated before/at the beginning of a data taking period, some corrections need
to be applied at analysis level to reproduce the actual run conditions. These corrections
are explained in the next paragraphs.
6.1.1. Corrections to Simulated Event Samples
A list of all ATLAS internal software packages used to apply the various corrections is
given in Appendix F.1.
1For ATLAS charged lepton candidates do not comprise tau lepton candidates since the tau lepton
decays before it can interact with the active detector material due to its short lifetime. Thus, charged
lepton candidates refer only to electron and muon candidates in the following unless otherwise stated.
2As event generators rely on Monte Carlo techniques for the simulation of events, these samples are
sometimes briefly referred to as MC samples.
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Figure 6.1.: Normalised distribution of the number of average pp interactions per
bunch crossing (a) and the z position of the primary vertex (b). The simulated distri-
butions (red) are scaled such that the corrected distributions (blue) match the obser-
vation in data (black dots).
Modelling of Pileup Conditions
Since the amount of pileup3 is affecting the object reconstruction and particle identi-
fication performance of ATLAS as well as the energy calibration of the reconstructed
physics objects, a precise modelling of the pileup conditions present during the actual
data taking period is crucial in order to allow for a sensible comparison between the
simulation and the data recorded. Measures for the amount of pileup are the number of
reconstructed vertices and the number of average pp interactions per bunch crossing, µ.
While the former variable is only sensitive to in-time pileup, µ captures effects from
both in-time and out-of-time pileup and is therefore used to describe the overall pileup
environment.
At generation time, the simulation relied on a simple step function for the distribution
of µ covering a range up to µ ≤ 38. Based on the measured distribution of the average
number of pp interactions per bunch crossing in data, a dedicated tool is available to
perform a luminosity weighted reweighting of the simulation as shown in Figure 6.1(a).
The shape of the step function for the initial simulation is chosen to optimise the available
statistics from simulated events by approximating the expected distribution of µ in data4.
Correction of the Beam Spot Position
The spread of the beam spot position along the beam axis was not known exactly at
the time the simulations were run. Thus, an educated guess for the distribution of
the beam spot position based on experiences from previous data taking periods was
3An explanation of pileup is given in Section 3.1.
4The conservative approach of choosing an uniform distribution of µ over some range would result in a
significantly reduced statistical power of the simulated event samples.
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used. The actual distribution of the beam spot during the data taking period in 2012 is
reproduced by reweighting simulated events based on the z position of the reconstructed
primary vertex. This correction is important as the resolution of track parameters, which
influences lepton reconstruction and identification performance as well as the efficiency
of flavour tagging algorithms, depends on the position of the primary vertex along the
beam axis. Figure 6.1(b) shows the distribution of the z position of the reconstructed
primary vertex in simulation, with and without the correction applied, and as it is
measured in data.
Correction of Lepton Identification and Online Event Selection Efficiencies
Electron and muon reconstruction and identification efficiencies can be measured by
studying pp→ Z → e+e−/µ+µ− events as described in [101, 104]. The simulation is
tuned to reproduce the lepton identification performance observed in data by applying
scale factors which depend on the transverse momentum and the pseudorapidity of
the reconstructed lepton candidate. Figure 6.2 illustrates the performance of electron
and muon reconstruction and identification in ATLAS. The differences in identification
efficiencies observed between simulation and data are below 1% for muons and up to 3%
for electrons (for the kinematic region relevant in this work).
Similarly, the efficiency for the online event selection measured in data differs slightly
from the prediction in simulation. Depending on the signature upon which the event is
selected, corresponding correction factors are applied as event weights to the simulation.
Corrections to the Momentum and Energy Scale and Resolution
The energy and momentum of electron and muon candidates can be calibrated by fitting
the dilepton invariant mass spectrum from decays of resonances with precisely known
masses, e.g. J/Ψ→ `+`− or Z → `+`− decays [104, 140]. While the calibration of the
total energy/momentum scale is applied to both the simulation and the data, there is an
additional smearing correction to electron/muon candidates in simulated events which
reproduces the energy/momentum resolution observed in data. Figure 6.3 compares the
agreement of the dilepton invariant mass distribution measured in Z → `+`− events be-
tween data and the simulation which illustrates the improvement obtained by correcting
the simulation.
Similarly, the energy of reconstructed jet candidates is corrected for residual differences
using the methodology detailed in [105].
Correction of the b-Tagging Efficiency
Analogously to the lepton reconstruction/identification efficiencies, the performance of
flavour tagging algorithms is compared between simulation and data. Discrepancies in
the b-tagging efficiency and the misclassification rate are remedied by applying correction
factors to the simulated events. A description of the derivation of those correction factor
can be found in [108].
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Figure 6.2.: Comparison of lepton identification efficiencies in simulation (open sym-
bols) and data (full symbols). The bottom panels show the scale factors, defined
as the ratio of the efficiency measured in data over the efficiency predicted by the
simulation, with their uncertainties. (a) Electron identification efficiency measured
from Z → e+e− events as function of the pseudorapidity of the electron candidate for
various operating points of the identification algorithm [101, Figure 21b]. (b) Muon
reconstruction efficiency determined from Z → µ+µ− events and from J/Ψ decays for
combined muon candidates as a function of their transverse momenta [104, Figure 5a].
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Figure 6.3.: Corrections to the reconstructed lepton energy and momentum. The
top panels show the dilepton invariant mass spectrum for pp→ Z → e+e− (left, [140,
Figure 28]) and pp→ Z → µ+µ− (right, [104, Figure 10]) events as observed in data
compared to the prediction from simulation which is shown with and without the
energy/momentum corrections applied. The bottom panels display the ratio of the
distribution observed in data divided by the prediction from simulation. The error
bands illustrate the systematic uncertainty from the energy/momentum calibration.
6.2. Event Selection
The event selection aims at an efficient selection of pp collision events whose signa-
ture is compatible with the W±W±jj production process. At the same time, it is
designed to reduce the contamination of the selected sample by events from other back-
ground processes. To this end, the event selection relies on the experimental signature
of W±W±jj production for defining a minimal set of requirements imposed upon the
selected event candidates. Afterwards, distinct topological or kinematic differences be-
tween the W±W±jj signal process and other background processes are exploited to
reduce the background contamination further. This optimisation of the event selection
requires the definition of a figure-of-merit which is to be maximised. In high-energy
physics, there are typically two different figures of merit: searches for new phenom-
ena/physics processes maximise the expected discovery significance whereas analyses
targeting the measurement of an observable aim for a minimisation of the expected ex-
perimental uncertainty.
Since the W±W±jj production process has not been observed experimentally so far,
the goal of this analysis is to establish experimental evidence for the presence of the
pp→ `±`′±νν ′jj process for the first time. Therefore, the event selection is optimised
such that the expected discovery significance, which is defined and discussed in more
detail in Section 6.5.1, is maximised. It shall be highlighted that the optimisation pro-
cedure relies solely on expected event yields for the signal and background processes. In
the following, the individual selection criteria defining the signal regions are explained.
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Data Quality Requirements
In order to ensure that the selected event sample is of high data quality, events are only
considered if they were recorded during data taking periods where all detector compo-
nents and services were fully operational5. A list of all data useful for physics analysis
is provided by the ATLAS data quality group and it is based on the data quality defect
database system described in [141]. In addition, some data events were subject to noise
bursts in the liquid argon calorimeter, hardware problems or data corruption during the
detector readout process. These corrupted events are rejected and the technical details
are given in Appendix F.3. The above effects introduce negligible inefficiencies which
are taken into account properly for the calculation of the total integrated luminosity.
Primary Vertex Selection
The primary vertex must be reconstructed from at least three tracks to exclude non-
collision events from cosmic ray muons. Even though the ATLAS detector is installed
about 80 m underground, the flux from muons with pT ≥ 20 GeV created in cosmic ray
showers is about 1.3 s−1m−2 in the ATLAS cavern [142]. These muons leave a track
in the ATLAS detector which, from the point of view of the nominal interaction point,
resembles two outgoing tracks with different bending directions. As a result, those events
triggered by cosmic ray muons can be efficiently rejected with the above criterion.
Online Event Selection
Furthermore, events must pass at least one of the following online event selection criteria:
• EF e24vhi medium1
• EF e60 medium1
• EF mu24i tight
• EF mu36 tight
The first criterion triggers on electron signatures with a transverse energy above 24 GeV
at event filter level. This trigger requires the electron signature to pass the medium++
electron identification definition and the electron candidate must be isolated which is a
twofold requirement. Firstly, the energy deposit of the electron candidate must be con-
tained in the electromagnetic calorimeter, that is the energy leakage into the hadronic
calorimeter must be small. Secondly, the scalar sum of the transverse momenta of all
reconstructed tracks within ∆R ≤ 0.2 around the direction of the electron signature6
must not exceed 10% of the transverse energy of the electron cluster. Both isolation
requirements result in a drop of the selection efficiency for electrons with large trans-
verse momenta. This efficiency loss is recovered by also accepting events selected by
5The good runs list used for this analysis is given in Appendix F.2.
6excluding the track of the electron candidate
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the EF e60 medium1 trigger which has no requirement on the isolation, but instead an
increased threshold of ET ≥ 60 GeV. The last two items trigger on the presence of the
signature of a combined muon candidate. Again, the EF mu24i tight trigger has an
isolation requirement of the scalar sum of the transverse momenta of all reconstructed
tracks within ∆R ≤ 0.2 around the muon candidate7 being less than 12% of the trans-
verse momentum of the muon candidate. Its acceptance threshold on the transverse
momentum of the muon candidate is 24 GeV. The small inefficiency due to the iso-
lation requirement can be further reduced for muons with larger transverse momenta
by additionally selecting events that are accepted by the EF mu36 tight trigger item
which does not contain an isolation criterion but an increase threshold of pT ≥ 36 GeV.
In order to avoid a double-counting of events in data which were written to both the
physics Egamma and physics Muons data stream, the following prescription is applied.
Data events from the physics Egamma stream are only selected if any of the two electron
signature triggers is fired but none of the muon signature triggers is activated. Events
from the physics Muons stream are accepted if there is a positive decision from one
of the two muon signature triggers, regardless of the decision of the electron signature
triggers.
Selection of Reconstructed Charged Lepton Candidates
All events are required to contain exactly two charged lepton candidates. The object
definitions are driven by the geometric acceptance of the tracking detectors and the
transverse momentum/energy thresholds applied during the online event selection. Re-
quirements on the impact parameters of the associated tracks ensure that the considered
objects stem from the primary pp interaction in this bunch crossing. Tight identifica-
tion criteria are supplemented by demanding the charged lepton candidates to be well
separated from other detector signatures in order to suppress background contamination
from non-prompt leptons originating from hadron decays. Depending on the flavour of
the two selected charged lepton candidates, the events are classified into the e±e±, e±µ±,
or µ±µ± channel. The lepton candidate with the larger transverse momentum is referred
to as leading lepton candidate while the second lepton candidate is called the subleading
lepton candidate. In the following the individual object definitions are summarised8.
Electron Candidates
Electron candidates are selected if they are reconstructed by either the standard ATLAS
electron reconstruction algorithm or an optimised algorithm for electrons with low trans-
verse momenta. They must pass the tight++ identification criteria (cf. Section 3.3.1),
be of good object quality, have a calibrated transverse energy of ET ≥ 25 GeV, and fall
inside the acceptance of the inner detector tracking device which is |η| ≤ 2.47. Elec-
tron candidates in the transition region between the barrel and the end cap calorimeter
system at 1.37 ≤ |η| ≤ 1.52 are discarded. The significance of their transverse impact
7excluding the track of the muon candidate
8The technical details on the object candidate selection are given in Table F.1 in Appendix F.4.
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parameter, d0/σd0 , must be smaller than three and the modified longitudinal impact
parameter, |z0 · sin θ|, must be less than 0.5 mm. The modification by sin θ accounts
for the varying resolution of z0 which deteriorates for electrons in the forward regions.
Additionally, electron candidates must be well-separated from other detector signatures
in the tracking and calorimeter systems. The scalar sum of the transverse momenta of
all reconstructed tracks within ∆R ≤ 0.3 around the electron candidate, excluding the
electron candidate’s track, must not exceed 6% of the transverse energy of the electron
candidate (track isolation). Further on, the scalar sum of the transverse energies of all
topological clusters within ∆R ≤ 0.3 around the electron candidate, excluding a rectan-
gle of 5× 7 calorimeter cells in η × φ at the centre to remove the energy deposit from
the electron candidate itself, has to be smaller than 14% of the transverse energy of the
electron candidate (calorimeter isolation). Corrections to the calorimeter isolation are
applied to account for the leakage of the electromagnetic shower outside the excluded
core cells and to subtract energy contributions due to pileup effects [143]. Finally, elec-
tron candidates are discarded if they overlap within ∆R ≤ 0.1 with any selected muon
candidate in order to suppress signatures which arise from a muon emitting a collinear
photon through bremsstrahlung.
Muon Candidates
Muon candidates are accepted if they are combined muon objects reconstructed from
tracks in the inner detector and the muon spectrometer using the STACO algorithm which
performs a statistical combination of the two independent track measurements (cf. Sec-
tion 3.3.2). Their transverse momentum must be larger than 25 GeV and their pseudora-
pidity must satisfy |η| ≤ 2.5. The requirements on the impact parameters are identical to
those in the electron selection, d0/σd0 ≤ 3 and |z0 · sin θ| ≤ 0.5 mm. The associated track
in the inner detector must pass stringent quality criteria detailed in Table F.1(b) and
its electric charge has to be consistent with the electric charged derived from the track
measured in the muon spectrometer. Analogous to the electron candidate selection, the
muon candidates are accepted only if they are well isolated. The isolation requirements
are identical to those for the electron object selection using a cone of ∆R ≤ 0.3 around
the muon candidate and a modified threshold of 7% for both the track and calorimeter
isolation relative to the transverse momentum of the muon candidate.
Matching of Lepton Candidates to Trigger Objects
The calculation of the integrated luminosity considers the triggers used for the event
selection since the acceptance rate of some triggers is reduced artificially in order to
comply with the limited bandwidth available for the online event recording. Therefore,
it is essential that the selected analysis objects are consistent with the detector signatures
which have led to a positive trigger decision. This consistency is enforced by requiring
that at least one of the two selected lepton candidates is matched to the signature used
for the online event selection. The matching procedure relies on the ∆R between the
reconstructed lepton candidate and the trigger signature at event filter level. It must
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be smaller than 0.1/0.15 for muon/electron signatures. Additionally, the calibrated
transverse momentum/energy of the selected muon/electron candidate must exceed the
threshold applied during the online event selection by at least 1 GeV in order to reduce
the sensitivity of the analysis to the modelling of the trigger efficiency very close to the
trigger threshold.
Electric Charge Correlation
A key feature of W±W±jj production is that both charged leptons carry the same
electric charge. This property distinguishes the signal process from most other SM
processes which can produce two charged leptons in the final state. Therefore, events
are accepted only if both lepton candidates carry identical electric charge.
Missing Transverse Energy Requirement
As shown in Figure 5.5(b), the W±W±jj production process is characterised by the
presence of a sizeable amount of missing transverse energy. The related event selection
criterion is chosen to be EmissT ≥ 40 GeV. This requirement maintains a high signal
selection efficiency while at the same time reducing the dependence on the modelling of
the low EmissT spectrum which is subject to many subtle detector and calibration effects
that lead to comparably large systematic uncertainties. Furthermore, this condition
reduces the background contribution from pp→ Z/γ∗ → `+`−, which may enter this
selection due to a misidentification of the electric charge of the lepton candidates, as
those events do not exhibit genuine missing transverse momentum. Figure 6.4(a) shows
the missing transverse energy spectrum observed in data compared to the expected
distribution before the aforementioned selection criterion is applied.
Selection of Jet Candidates
The experimental signature of W±W±jj production is completed by requiring the pres-
ence of at least two reconstructed jet candidates passing the following definition. Jet
candidates are reconstructed using the anti-kt algorithm with a radius parameter of
R = 0.4 and they must fulfil pT ≥ 30 GeV and |η| ≤ 4.5. Jet objects originating from
other than the primary vertex can be suppressed by demanding a high jet vertex frac-
tion as discussed in Section 3.3.3. In this analysis, jet candidates with pT ≤ 50 GeV and
|η| < 2.4 are accepted only if their jet vertex fraction with respect to the primary vertex
exceeds 0.5. Since the jet candidates are based on energy clusters in the calorimeter
systems, energy deposits of electrons in the electromagnetic calorimeter are also recon-
structed as jet candidates. This ambiguity is resolved by rejecting jet candidates which
are within ∆R ≤ 0.3 around any of the selected electron candidates. On the contrary,
muons produced in pp collisions at the LHC are typically minimum ionising and therefore
deposit only a small amount of their energy in the calorimeter system. As a consequence,
there is no inherent ambiguity between muon and jet reconstruction. Nevertheless, jet
candidates can be mimicked from muons in a similar fashion as already described for the
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e±e± e±µ± µ±µ± inclusive
non-prompt leptons 22.2 ± 0.7 47.5 ± 0.9 24.0 ± 0.5 93.7 ± 1.2
charge misidentification 134.0 ± 1.3 38.9 ± 0.7 – 172.9 ± 1.5
W±Z 44.2 ± 1.0 83.8 ± 1.3 31.9 ± 0.8 159.9 ± 1.8
tt̄+W±/Z 6.4 ± 0.2 15.6 ± 0.3 8.6 ± 0.3 30.6 ± 0.5
ZZ 2.5 ± 0.5 3.4 ± 0.5 1.3 ± 0.3 7.2 ± 0.7
W±γ 19.8 ± 1.8 26.3 ± 2.1 0.2 ± 0.2 46.3 ± 2.8
total background 229.1 ± 2.6 215.5 ± 2.8 66.0 ± 1.0 510.6 ± 3.9
W±W±jj 11.9 ± 0.2 30.8 ± 0.4 19.0 ± 0.3 61.7 ± 0.6
S/
√
B 0.8 2.1 2.3 2.7
Table 6.1.: The expected event yields after the preselection are shown for
L = 20.3 fb−1 for the various background processes and the W±W±jj signal process
split up by the three different final states and inclusively. The quoted uncertainties
represent statistical uncertainties only. The last row states the statistical significance
for the observation of the W±W±jj production process.
electron candidates. Photons emitted collinearly from the muon can create energy clus-
ters in the electromagnetic calorimeter which are reconstructed as jet candidates. Those
objects are artefacts of the ATLAS reconstruction software and should be excluded from
the analysis. These jet candidates are characterised by a low jet multiplicity (most of
them have only the muon track associated) and by a large fraction of the jet energy
being located in the electromagnetic calorimeter (cf. Figure F.1 in Appendix F.5). On
the other hand, muon candidates can also originate from heavy hadron decays in which
case one prefers to keep the jet candidate as interesting physics object. That is why
the following modified removal prescription is applied in order to only remove artificial
jet candidates arising from muons in combination with a bremsstrahlung photon. Jet
candidates which are within ∆R ≤ 0.3 around any selected muon candidate are rejected
if they have at most one track associated and their energy fraction in the electromagnetic
calorimeter is above 90%. The two jet candidates with the largest transverse momentum
in the event are referred to as tagging jets. Similarly to the selected lepton candidates,
one distinguishes between the leading and subleading jet candidate based on their trans-
verse momenta. Figure 6.4(b) displays the number of selected jet candidates per event
before applying the requirement njets ≥ 2. The set of all selection criteria defined up to
this point is henceforth referred to as preselection.
Further Selection Criteria for Background Suppression
Table 6.1 summarises the expected event yields for the signal and background processes
after these selection criteria split up by the three different final states. A comparison
between the data observed and the expected distribution for basic kinematic variables
of the selected lepton and jet candidates is shown in Figures 6.5 and 6.6.
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(a) Missing transverse energy.
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(b) Jet multiplicity.
Figure 6.4.: Distributions of discriminating variables summed over all three chan-
nels. The upper panel shows the binned distribution of the variable as observed in
data (black dots) compared to the expected contributions from several physics pro-
cesses (stacked). The hatched blue area indicates the combined statistical and sys-
tematic uncertainty on the total expectation. The last bin contains the overflow bin.
Selection requirements are illustrated by dashed, blue lines with an arrow indicat-
ing the accepted region. The bottom panel shows the distribution observed in data
divided by the total expectation. The coloured bands around the reference line at
one illustrate the relative statistical uncertainty (orange) and the relative combined
statistical and systematic uncertainty (yellow) on the total expectation.
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(a) Transverse momentum of the leading lepton.
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(b) Pseudorapidity of the leading lepton.
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(c) Transverse momentum of the subleading lepton.
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(d) Pseudorapidity of the subleading lepton.
Figure 6.5.: Distributions of kinematic variables of the selected lepton candidates
summed over all three channels. The upper panel shows the binned distribution of
the kinematic variable as observed in data (black dots) compared to the expected
contributions from several physics processes (stacked). The hatched blue area indicates
the combined statistical and systematic uncertainty on the total expectation. The last
bin contains the overflow bin. The bottom panel shows the distribution observed in
data divided by the total expectation. The coloured bands around the reference line
at one illustrate the relative statistical uncertainty (orange) and the relative combined
statistical and systematic uncertainty (yellow) on the total expectation.
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(a) Transverse momentum of the leading jet.
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(b) Pseudorapidity of the leading jet.
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(c) Transverse momentum of the subleading jet.
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(d) Pseudorapidity of the subleading jet.
Figure 6.6.: Distributions of kinematic variables of the selected jet candidates
summed over all three channels. The upper panel shows the binned distribution of
the kinematic variable as observed in data (black dots) compared to the expected con-
tributions from several physics processes (stacked). The hatched blue area indicates
the combined statistical and systematic uncertainty on the total expectation. The last
bin contains the overflow bin. The bottom panel shows the distribution observed in
data divided by the total expectation. The coloured bands around the reference line
at one illustrate the relative statistical uncertainty (orange) and the relative combined
statistical and systematic uncertainty (yellow) on the total expectation.
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At this stage, the event sample is still contaminated by a large number of events from
the W±Z production process. This background contribution can be reduced significantly
by applying a stronger veto on any additional charged lepton candidate. The looser
lepton object definitions9 resemble the nominal lepton definitions but have a reduced
threshold of pT ≥ 6 GeV for muon and ET ≥ 7 GeV for electron candidates. Further-
more, the calorimeter isolation criterion is dropped and the track isolation requirement
is loosened to 15%/13% for muon/electron candidates. Also, loose electron candidates
include electron objects passing the loose++ identification level and the loose muon can-
didates also comprise segment-tagged muon objects. Whereas the signal process does
not exhibit additional lepton candidates passing these loose object selections, a signifi-
cant fraction of events from the W±Z process have one additional loose lepton candidate
as shown in Figure 6.7(a). Therefore, events are rejected if any additional loose lepton
candidate is found.
The e±e± channel is dominated by the background arising from the mismeasurement
of the electric charge of one of the electron candidates. Most of these events stem from
the pp→ Z → e+e− process and, hence, this background can be suppressed efficiently
by excluding events where the invariant mass of the pair of electron candidates is close
the Z mass as illustrated in Figure 6.7(b). Here, events in the e±e± channel are removed
if they exhibit a dielectron invariant mass, mee, between 81 GeV and 101 GeV. In order
to reduce the dependence on the modelling of low mass Drell-Yan processes of the form
pp→ γ∗ → `+`−, events are required to satisfy m`` ≥ 20 GeV in all three final states.
Events entering the selection due to non-prompt leptons or lepton misidentification
also pose a significant background contribution. A major source for this background are
tt̄ events in the semileptonic decay channel, pp→ tt̄→ b`±νb̄qq̄, where a second lepton
candidate may arise from the decay of a heavy hadron produced in the hadronisation
process of the outgoing b-quarks. One can reduce this background component by vetoing
events that contain a jet candidate classified as b-jet. In addition, this requirement helps
to further diminish the tt̄ + W±/Z background contribution. For this analysis, the
ATLAS MV1 b-tagging algorithm with a working point which is 70% efficient on real
b-jets is applied [108]. Events with at least one jet candidate classified as b-jet are
discarded.
Selection of the VBS Topology
Finally, requirements are placed on the kinematics of the tagging jet system to only select
events which show the VBS topology. The threshold on the invariant mass of the tagging
jet pair, mjj , is optimised to yield the maximum expected discovery significance for the
W±W±jj production process, including the electroweak and the strong component as
well as the interference contribution. In Figure 6.8 the expected distributions for the
invariant mass of the tagging jet pair are shown for the three different channels. It also
displays the expected discovery significance for the SM W±W±jj production process,
calculated according to Equation (6.24) and considering both statistical and systematic
9The technical definition for loose electron/muon candidates is given in Tables F.2(a) and F.2(b).
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(a) Number of selected loose lepton candidates.
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Figure 6.7.: Distribution of further discrimination variables. The upper panel shows
the binned distribution of the kinematic variable as observed in data (black dots)
compared to the expected contributions from several physics processes (stacked). The
hatched blue area indicates the combined statistical and systematic uncertainty on the
total expectation. The last bin contains the overflow bin. The bottom panel shows the
distribution observed in data divided by the total expectation. The coloured bands
around the reference line at one illustrate the relative statistical uncertainty (orange)
and the relative combined statistical and systematic uncertainty (yellow) on the total
expectation.
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uncertainties on the background prediction, as a function of a minimal requirement on
dijet invariant mass. One finds that the optimal requirement on mjj is in the range
of 500− 700 GeV for the e±e± and e±µ± channel while in the µ±µ± channel a slightly
looser selection criterion yields the maximum expected discovery significance. Taking
into account that the optima are not well pronounced but rather broad maxima and
that the µ±µ± final state provides the largest sensitivity, the event selection require-
ment mjj ≥ 500 GeV is applied in all channels. Alternative event selection criteria on
the separation of the tagging jets in rapidity or on the lepton centrality as defined in
Equation (5.1) are also checked but they result in a lower sensitivity to the signal. The
corresponding distributions can be found in Appendix F.6. The phase space defined
by all selection criteria up to this point is referred to as inclusive signal region. It is
used to test for the existence of W±W±jj production, and, in the case of a significant
observation, for the measurement of its fiducial cross section.
In order to enhance the sensitivity of this analysis to the electroweak component
in W±W±jj production, one can exploit the kinematic topology of the two tagging
jets to discriminate against the strong W±W±jj production process as discussed in
Section 5.2. Requirements on the invariant mass of the tagging jet pair, the separation
of the two tagging jets in rapidity, and the lepton centrality are considered to provide
the largest separation power between the strong and electroweak W±W±jj production
processes (cf. Figures 5.4(f), 5.5(a), and 5.5(c)). Hence, selection criteria on these
three variables are investigated with respect to the expected discovery significance for
the electroweak production component while treating the strong W±W±jj process as
background. The choice of the lower threshold on the invariant mass of the tagging jet
pair is reconsidered and a two-dimensional scan of the expected discovery significance
for the electroweak production component as a function of the minimal requirements
on the invariant mass of the tagging jets and their separation in rapidity is performed.
The results for the three different channels are shown in Figure 6.9. In general, a
requirement of mjj ≥ 600− 800 GeV and ∆yjj ≥ 1.8 is favoured. However, the optimal
selection criteria do not stand out and, therefore, it is decided to keep the mjj ≥ 500 GeV
requirement of the inclusive signal region definition. With this criterion applied, another
two-dimensional scan of the discovery significance as a function of a lower requirement on
the separation of the two tagging jets in rapidity and the lepton centrality is conducted
and the results are reported in Appendix F.7. As a result of this study, it is found that the
expected discovery of the electroweak production component is maximised by accepting
only events with ∆yjj ≥ 2.4 while an additional requirement on the lepton centrality does
not improve the sensitivity further. As shown in Figure 6.9 this event selection leads to
a expected discovery close to the global optimum. Furthermore, this choice is supported
by looking at a second figure of merit. Anticipating a significant observation of the
electroweak process, one aims for an extraction of its fiducial cross section. To this end,
one wants to minimise
√
s+ b+ ∆b2/s, with s/b being the expected signal/background
yields and ∆b being the background uncertainty, which is an approximation for the
expected relative uncertainty for the cross section measurement. This figure of merit,
calculated from the signal and background yields summed over all three channels, is
shown in Figure 6.9(d) which prefers an optimal selection point close to the chosen one.
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(a) e±e± channel.
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(b) e±µ± channel.
0 100 200 300 400 500 600 700 800 900 1000
E
v
e
n
ts
 /
 5
0
 G
e
V
1
2
3
4
5
6
7
8
9 ±W±W
 + Vt,ZZ,tγ±W
Z±W
Fakes
total uncertainty
-1 = 8 TeV, L = 20.3 fbs
 channel±µ±µ
 [GeV]jjm
0 100 200 300 400 500 600 700 800 900 1000
Z
0.5
1.0
1.5
2.0
2.5
3.0
3.5
(c) µ±µ± channel.
Figure 6.8.: Optimisation of the event selection requirement on the invariant mass
of the tagging jet pair. The top panels show the expected distributions from the
various background contributions stacked on top of each other. The blue hatched area
indicates the total uncertainty, including statistical and systematic uncertainties, on
the background prediction. The expected signal contribution is shown as red hatched
area and stacked on top of the total background prediction. Contributions from outside
the shown variable range are added to the last bin. The bottom panels display the
expected discovery significance for the signal process as a function of the selection
requirement mjj ≥ x.
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Figure 6.9.: Optimisation of the event selection for the observation and extraction
of the electroweak W±W±jj production component. The optimal selection point is
marked with a black star while the actual selection point is visualised by a black circle.
(a) - (c) Expected discovery significance for the electroweak W±W±jj production
process as a function of minimal requirements on the invariant mass of the tagging
jet pair and their separation in rapidity for the three different channels. (d) Expected
relative uncertainty on the fiducial cross section measurement calculated from the sum
over all three channels.
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label process order gw generator PDF µ = µF = µR
W±Z QCD pp→ `+`−`′±ν ′j(3) O
(
g4w
)
Sherpa CT10 default dynamic scale
W±Z EWK pp→ `+`−`′±ν ′jj O
(
g6w
)
Sherpa CT10 default dynamic scale
ZZ QCD pp→ `+`−`′+`′−j(3) O
(
g4w
)
Sherpa CT10 default dynamic scale
ZZ EWK pp→ `+`−`′+`′−jjj(1) O
(
g6w
)
Sherpa CT10 default dynamic scale
tt̄+W± pp→ tt̄W±j(2) O
(
g2w
)
MadGraph CTEQ6L1 mt
tt̄+ Z pp→ tt̄Zj(2) O
(
g2w
)
MadGraph CTEQ6L1 mt
W±γ QCD pp→W±γj(5) O
(
g2w
)
Alpgen CTEQ6L1 m2W + p
2
T,W
W±γ EWK pp→ `±νγjj O
(
g6w
)
Sherpa CT10 default dynamic scale
Table 6.2.: List of background physics processes whose contributions are estimated
from simulation. The event generators, PDF sets, and scale choices are shown for the
different processes. The notation j(n) indicates that matrix element calculations for up
to n outgoing partons are performed and merged with the parton shower simulation.
This event selection defines the VBS signal region and it is used for the extraction of
the electroweak contribution to W±W±jj production.
6.3. Background Estimation
As outlined in Section 5.6, events from physics processes other than W±W±jj produc-
tion may pass the event selection. These contributions must be evaluated accurately
in order to establish a significant observation of the signal process and to allow for a
precise measurement of the signal production cross section. In general, the contamina-
tion by background events is best estimated using data driven methods as those are less
affected by uncertainties on the modelling of the underlying physics process and the de-
tector response. However, limited statistics in data and the difficulty of defining suitable
control regions prevent data driven estimations for some background contributions. In
those cases, the expected background contribution is estimated from simulation which
encodes the current best knowledge on both the theoretical description of the physics
process and the simulation of the ATLAS detector response.
In the following, the different background components and their estimation is de-
scribed. Afterwards, a validation of the background modelling in dedicated phase space
regions is performed.
Table 6.2 gives an overview of the background contributions estimated from simulation
and a complete list of the ATLAS internal simulation data sets used in this work can be
found in Appendix E.
6.3.1. Background from Prompt Lepton Production
Contributions from physics processes, which produce at least two charged leptons of
same electric charge in the final state, are estimated from simulated events that are
processed by the ATLAS detector simulation and reconstruction software.
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Diboson Production Processes
The Sherpa event generator [130] is used to model the diboson production processes10.
Events are generated using the CT10 PDF set [88] and Sherpa’s default dynamic renor-
malisation and factorisation scale. The strong diboson production components are al-
ways calculated with up to three outgoing partons at matrix element level which are then
merged consistently with the Sherpa internal parton shower simulation [131]. Similarly,
the electroweak component of ZZjj production, which already has two partons at LO
QCD, benefits from the ME+PS merging procedure for the description of the third jet.
In contrast to that, the electroweak component of W±Zjj production is only calcu-
lated with two outgoing partons at matrix element level due to limitations in computing
resources. In the absence of available theory tools for a consistent matching of NLO
QCD calculations at parton level with the parton shower simulation, Sherpa’s ME+PS
merged cross section, which is formally of LO accuracy in QCD, is taken for the overall
normalisation of the diboson production processes.
Production of tt̄ + W±/Z
The production of tt̄ pairs in association with a massive electroweak gauge boson is
simulated with MadGraph [144] using the CTEQ6L1 PDF set [145] and a fixed renor-
malisation/factorisation scale set to the top quark mass. Samples are generated sep-
arately for the cases of zero, one, and two or more outgoing partons. The events are
interfaced to Pythia8 [146, 147] for parton shower simulation and underlying event
modelling [148]. While the distribution of kinematic variables is taken from the events
generated by MadGraph, the overall normalisation is adjusted using the NLO QCD
calculations reported in [149, 150].
Double Parton Scattering Processes
The simultaneous interaction of multiple partons of the two colliding protons may be-
come an important background contribution at the energies reached at the LHC. As-
suming that the individual single parton interactions are uncorrelated, the cross section
for a double parton scattering process, σDPS(A+B), can be expressed as a function of the
single parton interaction cross sections, σSPSA and σ
SPS
B , as
σDPS(A+B) =
m
2
σSPSA × σSPSB
σeff
(6.2)
where σeff = 15 mb is the process independent effective area parameter for double parton
scattering [151] and m denotes a symmetry factor which is one for A = B and two for
A 6= B. The contributions from possible combinations of pairs of single parton interac-
tions are studied in detail in [152, Section 7.4]. Their contributions to the signal regions
are found to be negligible and, thus, this background is not considered any further in
this analysis.
10These processes always include the contribution of non-resonant diagrams (cf. Figure 4.2(f)).
110
6.3 Background Estimation
6.3.2. Background from Photon Conversion Processes
Contributions to this category of background events are classified into two groups. The
pp→W±γ + jets production processes with the photon being reconstructed as an elec-
tron candidate due to a conversion process represent the first group. Events with oppo-
sitely charged leptons in the final state can enter the selection if the electric charge of
one of the lepton candidates is measured incorrectly (e.g. pp→ `+`− + jets via Z, tt̄ or
W+W− production). These background events from charge misidentification constitute
the second group.
W±γ Production
Background contributions where a photon is reconstructed as an electron candidate due
to a conversion into an electron-positron pair with an asymmetric energy transfer are
estimated from simulation. The process pp→W±γ with up to five additional partons
in the final state is simulated with the Alpgen event generator [153, 154] using the
CTEQ6L1 PDF set. Generated events are interfaced to Herwig++ for the modelling
of the parton shower which is matched to matrix element calculation using the MLM
scheme [155]. The underlying event modelling is provided by Jimmy. The electroweak
component of the process pp→ `±νγjj at order O
(
g6w
)
is not included in this event
sample but instead simulated with Sherpa employing the CT10 PDF set. A calculation
of the inclusive cross section for strong W±γ production at NLO QCD with Mcfm [156]
yields a k-factor of 1.15 which used for the normalisation of the corresponding simulated
event sample while the electroweak component is normalised to the ME+PS merged
cross section calculated by Sherpa at LO accuracy in QCD. The modelling of photon
conversions in the simulated samples is primarily sensitive to the detailed description
of the ATLAS detector geometry and the material distribution. A dedicated study
of photon conversions with early ATLAS data in 2009 found a reasonable agreement
between simulation and data [157]. Similar studies performed in 2011 by the egamma
combined performance group on the photon identification performance in ATLAS also
underpin a good modelling of photon conversions in the ATLAS detector simulation [158,
e.g. Figures 16 and 18].
Background from Electron Charge Misidentification
A misidentification of the electric charge of a reconstructed lepton candidate can be
caused by several effects. Hereby, the emission of a high-energetic photon which con-
verts into a lepton anti-lepton pair is of major importance. The initial lepton looses
most of its energy which increases the curvature of its trajectory in the magnetic field.
For this reason, further hits created in the tracking system by this particle may not be
found by the track pattern recognition algorithm. Instead, hits created by the charged
daughter particles from the photon conversion can influence the track reconstruction of
the initial particle which may lead to an incorrect measurement of the bending direction.
Consequently, the measurement of the electric charge of the reconstructed lepton candi-
date depends substantially on the kinematics of the photon emission and the subsequent
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photon conversion process. Other source for a mismeasurement of the electric charge
include effects from multiple scattering of the initial lepton in the detector, misalignment
between individual detector components, and the resolution of individual hit positions
plays also an important role for nearly straight tracks of high-energetic charged particles.
The probability for measuring the electric charge of a reconstructed lepton candidate
incorrectly can be determined directly in data using pp→ Z → `+`− events. By requir-
ing that the two lepton candidates are of high quality and their invariant mass is close to
the mass of the Z boson, the event sample selected is dominated by oppositely charged
dilepton events from Z boson production. The electric charge misidentification rate can
be determined in principle by dividing the number of events where both leptons carry
the same electric charge by the total number of events selected.
No indication for a mismeasurement of the electric charge for combined muon objects
as used in this analysis is found [159, Section 4.3.2]. Owing to the two independent
track measurements in the inner tracking detector and the muon spectrometer and the
additional requirement that the measurement of the electric charge from both detector
modules must be consistent, the charge misidentification rate for muon candidates is
rendered negligible. Therefore, only the charge misidentification for electron candidates
is considered in this background category which affects the e±e± and e±µ± final states.
Data events with exactly two electron candidates passing the electron object definition
introduced above are selected if the invariant mass of the electron pair is within a window
of 10 GeV around the mass of the Z boson. This sample is dominated by decays of the
Z boson with a negligible contribution from W±Z production which is subtracted using
simulated events. Two alternative approaches for the extraction of the charge misiden-
tification rate are considered. In a tag-and-probe approach it is assumed that the charge
of one electron candidate, the tag electron, is correctly measured (e.g. by applying addi-
tional quality criteria). Then, the charge misidentification rate is given by the fraction
of events where the second electron candidate, serving as a probe electron, has the same
electric charge as the tag electron. This method has two drawbacks. Firstly, the assump-
tion that the electric charge of the tag electron is reconstructed correctly leads to a bias
in the charge misidentification rate. Secondly, only one electron candidate per event is
used for the determination of the probability of an incorrect charge measurement and,
thus, this method does not exploit the full statistics available. Therefore, this method
is rejected in favour of a likelihood based extraction of the charge misidentification rate
which treats both electron candidates identically. Hence, it benefits from the full statis-
tics and it provides an unbiased determination of the charge misreconstruction rate. A
two-dimensional parametrisation of the charge misidentification rate, ε, as a function
of the transverse momentum and the pseudorapidity of the reconstructed electron can-
didate is chosen. A parametrisation in the pseudorapidity is especially important to
account for the varying amount of material traversed by the electron before entering
the EM calorimeter (cf. Figure 3.5(b)). Provided that the two electron candidates are
reconstructed in (pT, η) bins i and j with the corresponding charge misidentification
rates εi and εj , the probability of both electron candidates carrying identical electric
charges is given by εi + εj . This formula assumes that the charge of exactly one of the
two electron candidates is reconstructed incorrectly. Effects from both electric charges
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being measured wrongly are neglected since the charge misidentification rate is expected
to be small. Therefrom, the chance of finding NSSij events with equally charged electron
candidates in the (pT, η) bins i and j out of a total of Nij events is given by the following
Poisson probability
P
(
NSSij , Nij
)
=
[(εi + εj)Nij ]
NSSij
NSSij !
exp (− (εi + εj)Nij) . (6.3)
The two-dimensional charge misidentification rate is derived in straightforward manner
by minimising the negative logarithm of the corresponding likelihood function
− logL
(
{εi} ,
{
Nij , N
SS
ij
})
= −
∑
i,j
(
NSSij log (εi + εj)−Nij (εi + εj)
)
. (6.4)
It is found that the charge misidentification rate depends strongly on the pseudorapidity
of the electron candidate. While it is below the per mille level in the central region, it
raises to a few percent at |η| ≈ 2.5 as shown in Figure 6.11(a). This figure illustrates
further that the prediction for the charge misidentification rate from simulation differs
substantially (up to 35%) from the actual value measured in data. This observation
emphasises the necessity for using data driven techniques to estimate this background
component.
The contribution from the background due to electron charge misidentification in the
signal region can then be estimated by selecting events with exactly two reconstructed
lepton candidates according to the object selection described in Section 6.2. Opposite
to the nominal selection, the two reconstructed lepton candidates are now required to
carry opposite electric charges. For each electron candidate in these selected events
a candidate event is constructed by keeping the whole event information but invert-
ing the sign of the electric charge of the electron candidate under consideration, the
so-called charge-flip candidate11. These candidates are weighted by the charge misiden-
tification rate depending on η and pT of the charge-flip candidate which is shown in
Figure 6.11(b). Afterwards, they are propagated through the nominal event selection
described in Section 6.2 in order to obtain an estimate for the background from electron
charge misidentification after the individual steps in the event selection.
While the prescription above yields a correct normalisation of the expected background
from electron charge misidentification, it lacks a correct description of the kinematics of
the electron candidate whose charge is mismeasured. In particular, its energy spectrum
is shifted to lower values since the primary reason for such a mismeasurement is the
emission of an high-energetic photon as discussed above. This effect can be observed
when comparing the invariant mass spectrum of electron pairs selected in simulated
pp→ Z → e+e− events split up according to the charge of both electron candidates.
Figure 6.12(a) displays this comparison and it illustrates that the invariant mass spec-
trum in the case of both electron candidates carrying the same electric charge (meaning
11This procedure gives one candidate event in the case of e±µ∓ events and two candidate events for
selected e+e− events.
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Figure 6.11.: Electron charge misidentification rate determined with the likelihood
based approach. (a) The charge misidentification rate as a function of the pseudora-
pidity of the electron candidate, as measured in data (black dots) and as predicted by
simulation (red triangles), is shown in the upper panel. The bottom panel illustrates
the ratio of the two measurements. Error bars indicate statistically uncertainties only.
(b) The charge misidentification rate measured in data is shown as a function of the
pseudorapidity and transverse momentum of the electron candidate.
that the charge of one candidate is reconstructed incorrectly) exhibits a clear shift to
lower values. Therefore, it is not sufficient to weight the candidate events by the charge
misidentification rate. The bias in the reconstructed electron energy of the charge-flip
candidate distorts the selection efficiency for kinematic requirements like the transverse
energy criterion on the electron candidates or the veto on Z event candidates in the
e±e± channel.
In order to overcome this deficiency, the energy of the charge-flip candidate is corrected
to account for the energy loss an electron with an incorrectly identified charge would have
had encountered. The momentum of the charge-flip electron candidate is scaled such
that the four-momentum remains on the electron mass shell. This correction consists
of a shift for the average energy loss and an additional smearing to simulate the worse
resolution of the reconstructed energy. It is given by
Ecorrected = Eoriginal −∆Eshift + ∆Esmear · N (0, 1) (6.5)
with N (0, 1) being a normal-distributed random number. The correction parameters
∆Eshift and ∆Esmear are derived from simulated pp→ Z → e+e− events by comparing
the reconstructed energy of an electron candidate with the actual energy at generation
level as described in more detail in [152, Section 7.1.3]. It is found that these parameters
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Figure 6.12.: Energy correction for electron candidates with incorrectly measured
charge. (a) Normalised invariant mass spectra for pairs of electron objects selected in
simulated pp→ Z → e+e− events. They are compared for the two cases that the recon-
structed electron candidates carry opposite (blue) or identical (red) electric charges.
The mean values of the distribution are given for both cases as annotation. The error
bars indicate statistical uncertainties only. (b) The parameters for the energy correc-
tion as a function of the pseudorapidity of the electron candidate are shown. The blue
squares correspond to the energy scale correction, ∆Eshift, while the red triangles give
the correction to the energy resolution, ∆Esmear.
do not exhibit a significant dependence on the transverse momentum of the electron
candidate. For this reason, they are determined as function of the pseudorapidity of the
charge-flip electron candidate. The values obtained are shown in Figure 6.12(b). The
energy correction is applied to the charge-flip electron candidate before applying the
event selection criteria. In order to capture migration effects close to the ET threshold,
charge-flip electron candidates are selected with a lowered threshold of ET ≥ 15 GeV.
Then, the energy correction/momentum scaling is applied before the nominal condition
of ET ≥ 25 GeV is checked.
6.3.3. Background from Non-prompt Lepton Production
Reconstructed lepton candidates can arise from various sources other than prompt lep-
tons produced in pp interactions. Possible sources for non-prompt lepton candidates,
ordered by occurrence, include
1. lepton candidates originating from hadron decays (secondary leptons),
2. misclassified hadronic jets (fakes),
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3. coincidences of independent detector signatures forming a lepton candidate,
4. artificial signatures due to noise in detector components.
Since secondary leptons are genuine leptons, they are hard to reject at object reconstruc-
tion level. However, the presence of further daughter particles from the hadron decay
allows to suppress those lepton candidates by applying stringent isolation requirements.
This effect is included in the simulation because the decays of unstable hadrons is mod-
elled in parton shower programmes. Nevertheless, predictions for non-prompt lepton
production through secondary interaction rely heavily on the hadronisation model.
The misclassification rate of the lepton identification algorithms depends on the lepton
flavour and the chosen working point. Even though the electron and muon reconstruc-
tion and identification algorithms are very efficient in rejecting detector signatures arising
from hadronic jets, it can not be avoided that a small fraction of these jets is identified
mistakenly as lepton candidates. Apart from requiring lepton candidates of high quality,
the background due to fakes can be further suppressed by dedicated isolation criteria.
Owing to the small misclassification rate, a huge number of simulated events would be
required to populate the selected phase space regions. The associated required comput-
ing resources render a simulation based estimation of the background from fake lepton
candidates unfeasible.
The last two causes occur rarely and manifest themselves in reconstructed lepton ob-
jects of bad quality (e.g. a poor matching of an inner detector track to an energy cluster
for electron candidates). These effects are hard to model accurately in the simulation
due to their complexity. Also, some detector defects occur only during data taking.
As a consequence, the background contribution from non-prompt lepton production
and lepton misidentification can not be estimated from simulated events. Instead, a data
driven method, the fake factor method, is used for the estimation of this background
component. The method is described in detail in [152, Section 7.2] while the discussion
here is restricted to its principle idea and the results.
The fake factor method is suited to estimate the background from non-prompt lepton
production or lepton misidentification in an event sample with n leptons in the final
state. The nominal lepton definition targets the selection of prompt leptons while at
the same time rejecting lepton candidates arising from leptons produced in secondary
interactions, misidentification of hadronic jets or detector effects. The reconstructed
lepton candidates passing the nominal object definitions are referred to as good lepton
candidates which usually are of high quality and well separated from other detector sig-
natures. Opposite to that another lepton definition is introduced which is enriched in
lepton candidates origination from non-prompt leptons or from algorithmic misclassifi-
cations by loosening or inverting the object quality and isolation requirements. Objects
passing these definitions are referred to as bad lepton candidates. Furthermore, a cor-
rection factor f , the so-called fake factor, is defined as the probability that a detector
signature, which does not stem from a prompt lepton produced in the primary pp inter-
action, passes the good lepton object definition divided by the probability that the same
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signature passes the bad lepton object definition, that is
f =
P (non-prompt lepton signature reconstructed as good object)
P (non-prompt lepton signature reconstructed as bad object)
. (6.6)
The background from non-prompt lepton production and lepton misidentification in an
event sample with ngood selected good lepton candidates is estimated as follows. A
control sample in data is defined by selecting events with ngood − 1 lepton candidates
passing the good object definition. In each of these events, bad lepton candidates are
selected and for each bad lepton candidate found a candidate event is built by keeping all
event information but treating this specific bad lepton candidate as it were a good lepton
object. In addition, this candidate event is weighted by the fake factor introduced above.
Afterwards, these candidate events are propagated through the nominal event selection
to estimate the background contribution at different stages in the event selection process.
This procedure ignores contributions from events where two or more lepton candidates
are reconstructed from non-prompt lepton signatures. Since the fake factor is a small
number, these contributions are negligible compared to the overall uncertainty on the
fake factor which is discussed in Section 6.4.3.
Of crucial importance to this method is the definition of bad lepton objects which
must be orthogonal to the good object definition. On the one hand, it ought to suppress
lepton candidates arising from prompt leptons and increase the acceptance for non-
prompt lepton signatures. On the other hand, the good and bad lepton object definitions
shall be similar in the sense that selected objects populate similar kinematic regions.
Furthermore, the bad lepton definition must allow to select a sample of candidate events
of sufficient statistics for the background estimation. Of particular relevance is also the
necessity to determine the correction factor f in data which implies that an online event
trigger must exist which is efficient with respect to the bad lepton object definition. For
this work, the following bad lepton definitions12 are used.
Electron candidates passing the nominal electron object definition described in Sec-
tion 6.2 with the following modifications are selected as bad electron candidates. The
quality requirement is lowered to the loose++ working point and the impact parameter
criteria are loosened to d0/σ (d0) < 10 and |z0 · sin θ| ≤ 5 mm. The track and calorime-
ter isolation conditions are inverted, but an upper limit on the relative isolation of 200%
is kept.
Similarly, muon candidates fulfilling the requirements of the nominal muon object def-
inition with the changes outlined below are considered as bad muon candidates. Again,
the impact parameter criteria are loosened to d0/σ (d0) < 10 and |z0 · sin θ| ≤ 5 mm.
Also, both isolation criteria are reversed while keeping an upper limit on the relative
isolation of 200%.
The fake factor f is determined in control sample selected in data which is dominated
by events from dijet production. Dijet production is characterised by the presence of
two jet candidates which are back-to-back in the transverse plane and by the absence of
prompt leptons. Therefore, one can select an event topology with one high-energetic jet
12The technical details on the bad lepton selections are given in Appendix F.4 in Table F.3.
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Figure 6.13.: Fake factor as function of the transverse momentum of the recon-
structed bad lepton candidate. The total uncertainty on the fake factor is shown as
red error bars while the black error bars indicate the uncertainty component due to
limited statistics in the selected dijet event sample.
candidate which is separated from a second object by ∆φ ≈ π. By requiring that there
are no further reconstructed objects, this event is assumed to stem from dijet production
in which case the second reconstructed object arises from a hadronic jet. The fake factor
can then be calculated as the ratio of the number of events where the second object
passes the good lepton object selection to the number of events where it fulfils the bad
lepton object definition.
The sample of dijet events is selected by requiring the presence of one jet candidate
within |η| ≤ 4.5 and pT ≥ 25 GeV. In addition, a lepton candidate without any quality or
isolation criteria applied must be present in the event with ∆φ (j, `) ≥ 2.8. Furthermore,
the contamination from W + jets production is suppressed by requiring EmissT ≤ 40 GeV.
The fake factor is determined as function of the transverse momentum of the bad electron
or muon object in the range of 25 GeV to 70 GeV. Several corrections are applied as
detailed in [152, Section 7.2.2] to account for the remaining contamination by prompt
lepton production in the selected dijet event sample, for a bias in the measurement of
the fake factor due to the online event selection, and for differences in the kinematics
of the hadronic jet being misclassified as lepton candidate between the region where the
fake factor is measured and the control region to which it is applied. Figure 6.13 shows
the fake factors obtained for electron and muon candidates.
The procedure outlined above assumes that the control sample of events with one
good lepton candidate and one or more reconstructed bad lepton candidates is selected
with the same efficiency as events with two lepton candidates passing the nominal object
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selection. This assumption is broken by the online event selection which is less efficient
for triggering on bad lepton candidates due to the inverted isolation criteria. Let ε1/ε2
denote the efficiencies that an event is triggered due to the presence of the first/second
reconstructed lepton candidate. The probability of not selecting this event at the trigger
level is then given by
P = (1− ε1) (1− ε2) . (6.7)
Furthermore, let Pgood denote the trigger inefficiency for events with two good lepton
candidates, Pbad is the trigger inefficiency for events with one good and one bad lep-
ton candidate, and Ntotal is the total number of events with one prompt lepton and
a non-prompt lepton signature. In the case that the non-prompt lepton signature is
reconstructed as bad lepton object, the number of events selected by the trigger is
Nbad = Ntotal (1− Pbad) (6.8)
while
Ngood = Ntotal (1− Pgood) (6.9)
events would have been selected if the non-prompt lepton signature were reconstructed
as good lepton object. Thus, events in the control sample with one good and one bad
lepton candidate must be scaled by a correction factor of
k =
1− Pgood
1− Pbad
(6.10)
in order to remove the bias from the online event selection. This correction factor is
determined from simulation as a two-dimensional function of the transverse momenta
of the good and bad lepton candidates as described in [152, Section 7.2.4]. Figure 6.14
displays these correction factors. While events with one good electron candidate exhibit
only moderate corrections up to 10%, events where the good lepton candidate is a muon
object show corrections up to 26%. This behaviour can be explained by the fact that
the trigger efficiency for events with a good electron candidate (which is of high quality)
is close to one. Therefore, the gain in efficiency by looking for additional lepton candi-
dates passing either the good or bad lepton object definition is small. On the contrary,
the trigger efficiency for muon signatures depends strongly on the pseudorapidity due
to a limited coverage of the muon trigger system in the forward region and, hence, it
is on average significantly lower than the trigger efficiency for electron signatures13. As
a consequence, the total trigger acceptance is increased if an additional lepton signa-
ture is present in the event. But the enhancement depends on the trigger efficiency for
the second lepton candidate and, thus, on its quality which explains the large correc-
tion factors for events with one good muon candidate and a bad electron candidate (cf.
Figure 6.14(b)). For events with one good and one bad muon candidate, the trigger
efficiency corrections are only large if the bad muon candidate has a transverse momen-
13A qualitative comparison of the trigger efficiency for events with electron or muon signatures is provided
by [160, Figure 7] and [161, Figure 4] which studied the trigger efficiencies using ATLAS data recorded
in 2011 at
√
s = 7 TeV.
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tum below 36 GeV (cf. Figure 6.14(d)) which is an artefact of the online event selection.
Events with muon signatures which have transverse momenta below 36 GeV are selected
in this analysis using the EF mu24i tight trigger which contains a requirement on the
track isolation of the muon candidate. Consequently, the online event selection efficiency
is different for events with a good muon candidate (which is well isolated) and event with
a bad muon candidate (which, by definition, is not isolated). Events with muon signa-
tures with larger transverse momenta of ≥ 36 GeV can be selected with the alternative
EF mu36 tight trigger which is insensitive to the isolation of the muon candidate and,
therefore, has similar efficiencies for events with good or bad muon candidates.
6.3.4. Validation of the Background Modelling
In order to validate the background estimation techniques described above, a set of
control regions (CR) is defined which are depleted of signal events and enriched in
certain background contributions. The following list gives an overview of the control
regions defined (cf. also Figure 6.10) and which background contributions they are
intended to validate.
njets < 2 CR: The low jet multiplicity control region is defined by the preselection ex-
cept for the njets ≥ 2 requirement which is inverted. This region is used to validate
the description of the lepton kinematics of the different background components.
b-tag CR: The b-tag control region is identical to the nominal event selection except
for the b-jet veto which is inverted. Thereby, the contribution from tt̄ production
to the charge misidentification and non-prompt lepton background components
is enhanced. This allows to study the description of event kinematics of those
background processes together with the modelling of the tt̄+W±/Z processes.
Z-tag CR: A dedicated control region for checking the background arising from electron
charge misidentification is defined by selecting e±e± events where the invariant
mass of the electron pair is within 10 GeV around the Z boson mass. This region
allows to test the description of the electron kinematics. By requiring the presence
of at least two jet candidates in addition, one is also able to check the modelling
of jet related variables important for the definition of the VBS topology.
W±Z CR: The simulation-based estimate of the W±Z contribution to the prompt lep-
ton background category is investigated in a control region which requires exactly
three lepton candidates, missing transverse energy above 40 GeV and at least two
reconstructed jet candidates, none of them being tagged as b-jet.
mjj < 500 GeV CR: The low mjj control region is given by the definition of the in-
clusive signal region except that the last criterion is inverted to mjj ≤ 500 GeV.
This region is contaminated by a sizeable fraction of signal events. Nevertheless,
it can be used to check the combined background model for striking deficiencies.
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Figure 6.14.: Correction factors for the bias during the online event selection ap-
plied for the estimation of the background from non-prompt lepton production. The
correction factors are calculated from simulation as two-dimensional function of the
transverse momenta of the good and bad lepton candidate for all possible combinations
of electron and muon signatures.
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njets < 2 b-tag Z-tag W
±Z mjj < 500 GeV
e±e± channel
exp. 1071± 81 37± 4 963± 75 – 72± 10
obs. 1098 46 1016 – 77
e±µ± channel
exp. 351± 56 72± 13 – – 114± 19
obs. 427 81 – – 121
µ±µ± channel
exp. 127± 27 25± 15 – – 34± 9
obs. 141 37 – – 32
all channels
exp. 1549± 133 134± 30 963± 75 187± 38 221± 35
obs. 1666 164 1016 216 230
Table 6.3.: Summary of the expected and observed number of events in the various
control regions. The total event yields are broken down into the contributions in the
three different channels whenever appropriate. The expected number of events are
quoted together with their uncertainty including statistical and systematic uncertain-
ties.
The expected number of events in the different control regions is compared to the actual
number of events observed in data in Table 6.3. A reasonable overall agreement is ob-
served which builds confidence in the background modelling and estimation techniques.
In general, the number of events observed in data tends to be slightly above the expecta-
tion. However, the discrepancy is covered by the uncertainty in all cases. Furthermore,
Figures 6.15 to 6.19 show important kinematic distributions in the various control re-
gions. It is found again that the expected distributions provide a good description of
the data within their uncertainties.
6.4. Systematic Uncertainties
Predictions based on simulated events as well as background estimates relying on data
driven approaches are subject to systematic uncertainties. In this section, these un-
certainties are discussed and their impact on the predicted event yields for the various
processes is evaluated. While predictions derived from simulation share most of their
sources of systematic uncertainties, data driven estimation techniques are affected by
different, method-specific uncertainties.
6.4.1. Uncertainties for Predictions Based on Simulation
The expected number of events for a certain process in the signal region at detector level
is given by
N = L ·σtotal ·A · ε (6.11)
where L denotes the integrated luminosity of the data sample, σtotal is the inclusive
cross section for the process under investigation, A gives the acceptance for the fiducial
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(a) Transverse momentum of the leading lepton.
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(b) Pseudorapidity of the leading lepton.
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(c) Dilepton invariant mass spectrum.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
/1
8
π
E
v
e
n
ts
 /
 
100
200
300
400
500
600
±W±W
 + Vt,ZZ,tγ±W
Z±W
Charge Flip
Fakes
total uncertainty
Data
-1 = 8 TeV, L = 20.3 fbs
 < 2, all channelsjetsn
ll
φ ∆
0.0 0.5 1.0 1.5 2.0 2.5 3.0
E
x
p
e
c
ta
ti
o
n
D
a
ta
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(d) Angular separation in the transverse plane.
Figure 6.15.: Kinematic distributions of the selected lepton candidates in the
njets < 2 control region. The top panels show the distribution observed in data (black
dots) compared to the expectation from various processes (stacked) whereby the blue
hatched area indicates the total uncertainty on the prediction. The outermost bins
contain contributions from outside the shown variable range. The bottom panels dis-
play the ratio of the distribution in data with respect to the expectation. The yellow
band illustrates the total uncertainty on the prediction while the orange band states
the statistical uncertainty only.
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(a) Transverse momentum of the leading lepton.
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(b) Transverse momentum of the subleading lepton.
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(c) Invariant mass spectrum of the tagging jet pair.
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(d) Separation of the tagging jets in rapidity.
Figure 6.16.: Kinematic distributions in the b-tag control region. The top panels
show the distribution observed in data (black dots) compared to the expectation from
various processes (stacked) whereby the blue hatched area indicates the total uncer-
tainty on the prediction. The outermost bins contain contributions from outside the
shown variable range. The bottom panels display the ratio of the distribution in data
with respect to the expectation. The yellow band illustrates the total uncertainty on
the prediction while the orange band states the statistical uncertainty only.
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(b) Number of selected jets.
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(d) Separation of the tagging jets in rapidity.
Figure 6.17.: Kinematic distributions in the Z-tag control region. The top panels
show the distribution observed in data (black dots) compared to the expectation from
various processes (stacked) whereby the blue hatched area indicates the total uncer-
tainty on the prediction. The outermost bins contain contributions from outside the
shown variable range. The bottom panels display the ratio of the distribution in data
with respect to the expectation. The yellow band illustrates the total uncertainty on
the prediction while the orange band states the statistical uncertainty only.
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(c) Invariant mass spectrum of the tagging jet pair.
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(d) Separation of the tagging jets in rapidity.
Figure 6.18.: Kinematic distributions in the W±Z control region. The top panels
show the distribution observed in data (black dots) compared to the expectation from
various processes (stacked) whereby the blue hatched area indicates the total uncer-
tainty on the prediction. The outermost bins contain contributions from outside the
shown variable range. The bottom panels display the ratio of the distribution in data
with respect to the expectation. The yellow band illustrates the total uncertainty on
the prediction while the orange band states the statistical uncertainty only.
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(a) Invariant mass spectrum of the tagging jet pair.
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(b) Separation of the tagging jets in rapidity.
Figure 6.19.: Kinematic distributions in the mjj < 500 GeV control region. The top
panels show the distribution observed in data (black dots) compared to the expectation
from various processes (stacked) whereby the blue hatched area indicates the total
uncertainty on the prediction. The outermost bins contain contributions from outside
the shown variable range. The bottom panels display the ratio of the distribution in
data with respect to the expectation. The yellow band illustrates the total uncertainty
on the prediction while the orange band states the statistical uncertainty only.
phase space at particle level14, and ε describes efficiency and migration effects due to
the limited detector resolution and reconstruction/identification efficiencies.
A common assumption, which is also made for this work, is that the systematic un-
certainties factorise into two categories. Theoretical uncertainties affect the fiducial
particle level cross section σfid ≡ σtotal ·A and experimental uncertainties influence the
efficiency15 ε and the integrated luminosity. The individual contributions to both cate-
gories are described below.
Theoretical Uncertainties
The fiducial cross section σfid is affected by
1. the inaccuracy of the calculation of the hard scattering processes up to a fixed
order in perturbation theory,
2. uncertainties due to the modelling of the proton structure,
14The fiducial phase space at particle level is usually defined by kinematic selection criteria similar to
those requirements applied during the event selection at detector level.
15Even though, ε is referred to as efficiency it is not restricted to the range ε ∈ [0, 1] because it does not
only capture efficiency but also migration effects.
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3. the empirical modelling of the parton shower evolution,
4. uncertainties on the SM parameters.
Since it is notoriously difficult to assign an uncertainty to a result of a fixed order calcu-
lation in perturbation theory without knowing the full result, it is a common practice to
vary the renormalisation scale used in the calculation by a factor of two in both directions
and state the difference as an estimate of the uncertainty on the theory calculation.
Uncertainties on the PDF set used to model the proton structure are provided by the
corresponding groups in form of alternative PDF sets. In addition, the impact of the
choice of the factorisation scale on the final result is conventionally evaluated by varying
the factorisation scale by a factor of two in both directions.
The evaluation of uncertainties due to the parton shower model is difficult owing to dif-
ferent conventions and conceptual approaches in the various parton shower programmes.
Possible approaches for the quantification of systematic effects include the comparison
of results from different parton shower programmes or the variation of individual pa-
rameters governing the fragmentation and hadronisation process in a sensible range.
All theoretical predictions are functions of the SM parameters given in Table 2.3 and,
therefore, carry an intrinsic uncertainty arising from the limited experimental precision
of those input parameters. However, the relative uncertainties on the SM parameters
are typically much smaller than the uncertainties from other sources and, hence, they
are neglected in this work.
In the context of this work, the uncertainties from scale and PDF variations for the
signal process of W±W±jj production and the leading background contribution esti-
mated from simulation, W±Zjj production, are evaluated in a fiducial phase space at
parton level at LO accuracy in QCD using Vbfnlo16. This fiducial phase space mimics
the kinematic requirements on the lepton and jet objects of the inclusive fiducial phase
space defined in Section 5.3 including a requirement of the invariant mass of the tagging
jet pair being greater than 500 GeV. The corresponding Vbfnlo configuration file is
given in Appendix D.2. It is confirmed that the obtained results are also valid in a phase
space with an additional requirement on the separation in rapidity between the tagging
jets of ∆yjj ≥ 2.4 which mirrors the VBS fiducial phase space at particle level. Scale
uncertainties are determined by varying the renormalisation and factorisation scale in-
dependently by a factor of two and adding the relative uncertainties in quadrature. PDF
uncertainties are calculated from the 52 error sets for CT10 PDF set (26 variations in two
16For the W±W±jj production processes, the same configuration as described in Section 5.2 is used.
The Vbfnlo configuration files for the W±Zjj production processes can be found in Appendices D.6
and D.7. In contrast to the electroweak W±W±jj process, the triboson production component
pp→W±ZV → `±ν`′+`′−qq̄ is not added to the calculation of the electroweak W±Zjj production.
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Figure 6.20.: Example diagrams for W±Zjj production with external b-quarks.
direction) whose results are combined into a uncertainty according to [162, Equation 43]
∆σ+ =
√√√√ 26∑
i=1
[
max
(
σ+i − σ0, σ
−
i − σ0, 0
)]2
, (6.12)
∆σ− =
√√√√ 26∑
i=1
[
max
(
σ0 − σ+i , σ0 − σ
−
i , 0
)]2
(6.13)
where σ0 represents the nominal result and σ
+/−
i the result for the i-th variation in
the up-/down-direction. Additionally, the obtained differences ∆σ± are scaled down
by a factor of 1.645 in order to convert the confidence level from 90% as provided by
the CT10 error PDF sets to the conventional 68.3% confidence level. The uncertainties
from the PDF and scale variation are summarised in Table 6.4. One observes that the
dominant uncertainty comes from the scale variation which is about 10-12%/16-19% for
the electroweak/strong W±W±jj production process and of the order of 13-16% for the
inclusive W±Zjj production. Uncertainties due to PDF variations are smaller and of the
size of 2-5% on the inclusive production cross section whereas they can amount up to 7%
when looking at individual final states with leptons carrying a certain electric charge. It
shall be noted that the Vbfnlo implementation for the electroweak W±Zjj production
process does not include diagrams with external b-quarks as mentioned earlier [124].
Therefore, the aforementioned results do not include effects from scale or PDF variations
for the diagrams given in Figure 6.20 (which correspond to tZj production). Lacking
a detailed study of these effects, it is assumed that contributions from diagrams with
external b-quarks exhibit the same relative changes when varying the renormalisation
and factorisation scales or the PDF set. This crude assumption is justified by the reduced
sensitivity of this analysis to contributions with outgoing b-quarks owing to the b-jet veto
applied during the event selection at detector level. Nevertheless, future analyses are
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encouraged to study the effect of scale and PDF variations for the tZj component using
e.g. the Sherpa generator.
Uncertainties arising from the parton shower modelling are studied carefully in the
context of the ATLAS publication [29]. Systematic uncertainties are derived by com-
paring predictions for cross sections in a phase spaces which are similar to the fiducial
regions defined in Section 5.3. Simulated events for the strong and electroweak W±W±jj
and W±Zjj production processes are generated at LO accuracy in QCD with Vbfnlo.
These events are interfaced to the parton shower programmes Pythia8 [147] or Her-
wig++/Jimmy and the relative differences in the predicted fiducial cross sections at
particle level are taken as (symmetric) systematic uncertainties as described in detail
in [152, Section 3.2]. The systematic uncertainties obtained in this study can be adopted
for this work due to the similarity of the fiducial phase space definitions. It turns out
that the systematic uncertainty due to the modelling of the parton shower evolution is
7%− 9% for the electroweak W±W±jj and W±Zjj production components while it is
of the order of 12%− 13% for the strong production.
In the lack of dedicated studies on the theoretical uncertainties of the interference
between the electroweak and strong W±W±jj production processes, a conservative un-
certainty is derived using error propagation based on Equation (5.4) assuming that the
theoretical uncertainties of the strong and electroweak W±W±jj components are fully
correlated. This prescription leads to a total relative uncertainty on the interference
contribution of 18% which is added in quadrature to the relative uncertainties given in
Table 5.2.
Theoretical uncertainties on the normalisation of other simulated processes are taken
from the available literature. For the theoretical uncertainty on the normalisation of the
simulated ZZjj and W±γjj processes, the prescription from [152, Section 3.5] is fol-
lowed. A relative uncertainty of 19% for the ZZjj processes is quoted which is based on
the evaluation of higher order contributions with Mcfm [156], scale and PDF variations,
and a comparison of effects from the parton shower with the W±Zjj and W±W±jj pro-
cesses. Theoretical uncertainties for the strong W±γjj production are studied in [163]
for pp collisions at
√
s = 7 TeV. It is found that the scale, PDF and photon isolation
variations change the inclusive cross section by 10%. Furthermore, the measured differ-
ential jet multiplicity distribution agrees within uncertainties with the prediction from
Alpgen. The relative uncertainty on the measurement of W±γ+ ≥ 2 jets production,
obtained from the cross section weighted uncertainty of the measurement in the 2- and
3-jet bin, amounts to 14%. Here, the total theoretical uncertainty on the strong W±γjj
production is taken as the combination of the relative uncertainty of the measurement
and the theoretical uncertainty due to scale, PDF and photon isolation variations which
yields 17%. Because of the lack of a dedicated study, a conservative relative theoreti-
cal uncertainty of 30% on the electroweak W±γjj production process can be assumed
since its contribution to the signal region is negligible. The inclusive cross section for
tt̄+W± production at NLO QCD is calculated in [149]. The reported uncertainties due
to PDF variations correspond to a 90% confidence level and, therefore, are converted
into a 68% confidence interval by scaling them down by a factor of 1.645. Similarly,
the quoted uncertainties due to scale variations are divided by a factor of two in order
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process σfid [ab] ∆σscale [ab] ∆σPDF [ab]
W
±
W
±
jj
p
ro
d
u
ct
io
n
O
( g6 w)
pp→ e+νeµ+νµjj 415 +47−40
(
+11.3%
−9.6%
)
+10
−10
(
+2.4%
−2.4%
)
pp→ e−ν̄eµ−ν̄µjj 115 +13−11
(
+11.3%
−9.6%
)
+7
−6
(
+6.1%
−5.2%
)
pp→ e±νeµ±νµjj 530 +61−51
(
+11.5%
−9.6%
)
+10
−10
(
+1.9%
−1.9%
)
O
( g2 sg
4 w
) pp→ e+νeµ+νµjj 87 +17−14 (+19.5%−16.1%) +2.0−2.1 (+2.3%−2.3%)
pp→ e−ν̄eµ−ν̄µjj 25.3 +5.1−4.1
(
+20.2%
−16.2%
)
+1.4
−1.3
(
+5.5%
−5.1%
)
pp→ e±νeµ±νµjj 112 +22−18
(
+19.6%
−16.1%
)
+2.0
−1.9
(
+1.8%
−1.7%
)
pp→ e±νeµ±νµjj 642 +74−61
(
+11.5%
−9.5%
)
+12
−12
(
+1.9%
−1.9%
)
W
±
Z
jj
p
ro
d
u
ct
io
n
O
( g6 w)
pp→ e+νeµ+µ−jj 48.5 +5.6−4.8
(
+11.5%
−9.9%
)
+0.7
−1.1
(
+1.4%
−2.3%
)
pp→ e−ν̄eµ+µ−jj 21.0 +2.6−2.1
(
+12.4%
−10.0%
)
+0.9
−0.6
(
+4.3%
−2.9%
)
pp→ e±νeµ+µ−jj 69.5 +8.1−6.9
(
+11.7%
−9.9%
)
+1.1
−1.4
(
+1.6%
−2.0%
)
O
( g2 sg
4 w
) pp→ e+νeµ+µ−jj 95 +20−15 (+21.1%−15.8%) +7.0−2.6 (+7.4%−2.7%)
pp→ e−ν̄eµ+µ−jj 43.1 +8.6−7.7
(
+20.0%
−17.9%
)
+2.3
−3.2
(
+5.3%
−7.4%
)
pp→ e±νeµ+µ−jj 138 +29−23
(
+21.0%
−16.7%
)
+8.1
−4.2
(
+5.9%
−3.0%
)
pp→ e±νeµ+µ−jj 208 +34−28
(
+16.3%
−13.5%
)
+9
−5
(
+4.3%
−2.4%
)
Table 6.4.: Scale and PDF uncertainties for the W±W±jj (top) and W±Zjj (bot-
tom) production evaluated with Vbfnlo at LO in QCD at parton level in the inclusive
fiducial phase space. The effect of scale and PDF variations is shown separately for the
electroweak and strong production processes and possible combinations of the electric
charge of the produced leptons. The seventh/fourteenth row state the result for the
inclusive W±W±jj/W±Zjj production summing the strong and electroweak compo-
nents. Correlations between the individual variations are taken into account correctly
when calculating the sum of multiple processes. The statistical uncertainty due to the
phase space integration is below 0.5%.
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process δscale δPDF δPS δtotal
W±W±jj EWK 11% 2% 7% 13%
W±W±jj QCD 18% 2% 12% 22%
W±W±jj interference – – – 18%
W±Zjj EWK 11% 2% 9% 14%
W±Zjj QCD 19% 4% 13% 23%
tt̄+W± 10% 5% 25% 28%
tt̄+ Z 12% 5% 25% 28%
ZZjj – – – 19%
W±γjj QCD – – – 17%
W±γjj EWK – – – 30%
Table 6.5.: Relative theoretical uncertainties for various processes split up into scale
variations, PDF variations and uncertainties from the parton shower modelling. Since
no significantly asymmetric uncertainties are observed, only symmetric uncertainties
are quoted. The last column gives the combined total theoretical uncertainty. For
processes where no dedicated studies are available only the total uncertainty is given.
to account for the change of the factorisation/renormalisation scale by a factor of four
instead of two. Taking the largest variation as symmetric uncertainty yields a systematic
uncertainty from scale variations of 10% and from PDF variations of 5%. In a similar
fashion, the inclusive cross sections for tt̄+ Z production in pp collisions at
√
s = 8 TeV
at NLO QCD is presented in [150] which quotes an uncertainty from scale variations of
≈ 12%. However, no uncertainties due to PDF variations are given and corresponding
uncertainties from the tt̄+W± calculation are used in their stead. By design, inclusive
cross sections do not depend on the modelling of the parton shower which, nevertheless,
may affect the shape of differential distributions. In the absence of a dedicated study of
this effect, a conservative uncertainty of 25% is assigned for the parton shower modelling.
The impact of this conservative systematic uncertainty on the final result is minuscule
owing to the negligible contribution from the tt̄+W±/Z processes in the signal region.
Table 6.5 provides a summary of the theoretical uncertainties for the various processes
which are estimated based on simulations.
Experimental Uncertainties
Experimental uncertainties enter the analysis through the uncertainty on the integrated
luminosity and the approximation of the detector response by the ATLAS detector sim-
ulation. Using information from a preliminary calibration of the luminosity scale derived
from beam separation scans performed in November 2012, a relative uncertainty on the
integrated luminosity of 2.8% is calculated using the methodology detailed in [96]. Dis-
crepancies in the performance of the ATLAS detector (e.g. reconstruction/identification
efficiencies, energy/momentum resolution, etc.) between the prediction from simula-
tion and the observation in data are corrected for as described in Section 6.1.1. These
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corrections are determined by dedicated ATLAS internal working groups which also rec-
ommend recipes on how to assess the impact of the uncertainties of these corrections on
the analysis. In the context of this work, these recommendations are followed and the
individual contributions to the experimental systematic uncertainties are detailed below.
Efficiency Corrections Differences in lepton reconstruction and identification efficien-
cies as well as in online event selection efficiencies are corrected for by weighting simu-
lated events by correction factors. These correction factors are provided as a function
of the transverse momentum and/or the pseudorapidity of the related reconstructed ob-
ject (e.g. lepton candidate or trigger signature) and they have associated statistical and
systematic uncertainties. The impact of these uncertainties on the predicted event yields
is evaluated by varying the correction factors for each of the following categories:
• electron reconstruction and identification efficiency,
• muon reconstruction and identification efficiency,
• electron trigger efficiency,
• muon trigger efficiency,
• b-tagging efficiency,
by ±1σ in each direction. Since the uncertainties on the correction factors in the trans-
verse momentum range relevant for this analysis are dominated by systematic uncertain-
ties (cf. for instance Figures 5.2(a) and 6.2(b)) which are assumed to be fully correlated,
all factors within one of the categories mentioned above are varied simultaneously in the
same direction. The overall impact on the total background prediction is of the order of
1.5% from the electron efficiency correction factors and below 1% for the other efficiency
corrections.
Lepton Energy and Momentum Corrections The energy measurement for electron
candidates and the momentum measurement for muon candidates are corrected to match
the shift in scale and the broader resolution observed in data. A technical description for
this procedure can be found at [164, 165]. In order to estimate the systematic uncertainty
on the predicted event yields due to these corrections, the shift in the energy/momentum
scale and the width for the additional energy/momentum smearing are varied within
their uncertainties which are provided by the responsible working groups.
Systematic Uncertainty of the Jet Energy Scale and Resolution Similarly to the
energy corrections for electron candidates, the energy of reconstructed jet candidates is
calibrated using information from in-situ measurements of the JES. The uncertainty on
this calibration is parametrised by nuisance parameters which are supposed to capture
effects on the JES from independent sources of systematic uncertainties [166]. In this
analysis a reduced set of 15 nuisance parameters consisting of
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• six parameters describing the uncertainties of the in-situ measurements,
• two parameters modelling the uncertainty arising from the extrapolation of cal-
ibration measurements performed in the central detector region to the forward
regions,
• four parameters associated to the uncertainties due to varying pileup conditions,
• one parameter governing the JES uncertainty for high-energetic jet candidates,
• two parameters describing the dependence of the JES calibration on the jet flavour
is used. An uncertainty on the predicted event yields is obtained by varying each nui-
sance parameter independently by ±1σ when applying the energy calibration to the
reconstructed jet candidates and add the observed differences in quadrature. Hereby,
the systematic uncertainty is dominated by the uncertain |η| extrapolation from in-situ
calibration measurements performed in the central detector region.
The impact of the jet energy resolution (JER) uncertainty is estimated using the
prescription from [167] which applies an additional smearing to the jet energy in order
to account for residual differences observed in the jet energy resolution between data and
simulation. The technique for the extraction of the JER from data is explained in [168].
Systematic Uncertainty of the Missing Transverse Energy Reconstruction Correc-
tions to the energy and the momentum of reconstructed lepton and jet candidates are
propagated to the reconstructed missing transverse energy. Consequently, uncertainties
on the missing transverse energy due to a miscalibration of those objects are already
accounted for by the variations described above. Additional uncertainties owing to a
miscalibration of energy depositions in the calorimeter system, which are not associated
to any object but still impact the reconstructed missing transverse energy, are evaluated
by varying the energy scale and resolution of those energy clusters [169].
Systematic Uncertainty of the Photon Conversion Rate Events from W±γjj pro-
cesses enter the event selection only through the conversion of the photon into an
electron-positron pair. The modelling of the photon conversion probability is directly
sensitive to an accurate description of the material distribution in the ATLAS detector
simulation. That, in turn, is precisely the same reason which drives the difference in
the modelling of the electron charge misidentification between data and simulation (cf.
Figure 6.11(a)). Therefore, the differences observed in the charge misidentification rate
between the simulation and data can be used to assess the uncertainty on the predicted
event yields from simulated W±γjj processes due to a mismodelling of the photon con-
version rate as it was done in [152, Section 8 and Appendix J.3]. Following this study,
an additional relative uncertainty of +22%/-13% on the predicted event yields from the
simulated W±γjj processes is assigned.
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Efficiency of the Veto on Additional Lepton Candidates Since events with an addi-
tional reconstructed third lepton candidate are vetoed, a precise modelling of the third
lepton reconstruction efficiency is important. In [152, Appendix J.4] the effect of the
uncertainties of the lepton reconstruction and identification efficiency corrections are
studied with respect to the efficiency of the event veto based on additional lepton can-
didates. It is concluded that the relative uncertainty for processes with more than two
charged leptons in the final state is 2.7%/1.7%/1.3% for the e±e±/e±µ±/µ±µ± channel,
respectively. For the tt̄ + W±/Z processes, which exhibit a varying number of charged
leptons in the final state depending on the decay channels of the gauge bosons, the
relative change in the predicted event yields is below 1% for all three channels.
Modelling of the Jet Vertex Fraction The uncertainty due to the jet vertex fraction
requirement in the jet object selection is evaluated by varying the jet vertex fraction
threshold using an ATLAS internal tool [170]. This effect is found to be below 1% for
the total background prediction.
6.4.2. Uncertainties on the Electron Charge Misidentification
The systematic uncertainties on the background prediction from electron charge misiden-
tification can be broken down in the following three groups:
1. uncertainties of the electron charge misidentification rate,
2. uncertainties due to the electron energy correction,
3. methodical uncertainties of the extrapolation from the control region to the signal
region
which are investigated in detail in [152, Section 7.1.5]. The uncertainties from the three
different groups are added in quadrature to obtain the full systematic uncertainty of the
predicted background yield arising from the electron charge misidentification.
Uncertainties on the Electron Charge Misidentification Rate
The measured electron charge misidentification rate is determined as function of the
transverse momentum and the pseudorapidity of the electron candidate in data as de-
scribed in Section 6.3.2. Due to the limited amount of data available for this deter-
mination, the derived charge misidentification probabilities have associated statistical
uncertainties.
Furthermore, a closure test for the method of measuring the charge misidentification
rate is performed using simulated pp→ Z → e+e− events. A relative deviation is ob-
served which leads to a change in the predicted event yields of up to 2.6%. Here, this
deviation is considered as systematic uncertainty on the charge misidentification rate.
When measuring the charge misidentification rate in data, remaining contamination
in the selected data sample from other than pp→ Z → e+e− events is subtracted based
on information from side-band fits and simulation. Another systematic uncertainty of
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2% is assigned to the charge misidentification rate in order to account for the uncertainty
of the subtraction of this contamination.
Summing the systematic uncertainties in quadrature yields a total systematic uncer-
tainty on the charge misidentification rate of 3.3% which is assumed to be fully correlated
among all bins in transverse momentum and pseudorapidity. The impact of the statisti-
cal uncertainty component on the predicted event yield is evaluated by varying the charge
misidentification rate in each (pT × η) bin independently by ±1σstat. Additionally, the
effect from the systematic uncertainty component is determined by shifting the charge
misidentification rate in all bins simultaneously by ±1σsys. The resulting changes are
added in quadrature to obtain the full uncertainty of the electron charge misidentification
background prediction arising from the uncertainty of the electron charge misidentifica-
tion rate.
Uncertainties due to the Electron Energy Correction
The energy correction to the electron candidate, which undergoes a charge misidentifi-
cation, is derived by studying the mee spectrum in simulated pp→ Z → e+e− events.
The uncertainty due to this energy correction is assessed by varying the shift, ∆Eshift,
by 35% and the resolution, ∆Esmear, by 25% (cf. Equation (6.5)). These variations
influences the predicted event yields from electron charge misidentification in the signal
regions by 3%-5%.
Methodical Uncertainties
As discussed in Section 6.3.2, the background yield from electron charge misidentifica-
tion relies on the concept of scaling events selected in a control region with two recon-
structed lepton candidates of opposite electric charge by the charge misidentification
rate. Background contributions from W±Zjj, tt̄ + W±/Z processes, and non-prompt
lepton production are estimated in the signal region directly (using simulation or other
data driven techniques). However, they may also contribute to the control region with
two oppositely charged lepton candidates. Hence, there is a potential risk of counting
these background contributions twice. It is found that the contribution to the con-
trol region from processes which are directly estimated in the signal regions is below
3%/5% for the e+e−/µ+µ− final states, respectively. This contamination is dominated
by events from W±Zjj production which is corrected for using simulation and half of
this correction is taken as systematic uncertainty resulting in an additional uncertainty
of 2.5%.
6.4.3. Uncertainties on the Estimate of Non-prompt Lepton Production
Similar to the systematic uncertainty on the predicted background yield due to the
electron charge misidentification, the uncertainty on the background estimate from non-
prompt lepton production and lepton misidentification can be divided into uncertainties
on the fake factors and methodical uncertainties.
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Uncertainties on the Fake Factor
In addition to the statistical uncertainty due to the limited number of data events in the
control sample of dijet events, the following systematic uncertainties of the fake factors
are considered17:
1. The criteria for selecting dijet events are varied to assess the dependence of the
fake factor measurement on the exact definition of the control sample. There-
fore, the requirement on the missing transverse energy, EmissT ≥ 40 GeV, is varied
by ±5 GeV. Furthermore, the selection of the back-to-back topology of the two
selected objects by requiring ∆φ(j, `) ≥ 2.8 is changed by ±0.1.
2. The contamination of the dijet event sample by processes with one or more prompt
leptons is corrected for using information from simulated event samples. These sub-
tractions are varied by 4%/12% for dijet events with an electron/a muon candidate
where the size of the variation is taken from the observed discrepancy between data
and simulation in other dedicated control regions.
3. The requirement on the transverse momentum of the reconstructed jet which is
recoiling against the lepton candidate under investigation is varied by ±5 GeV.
4. An uncertainty due to the different jet flavour composition in the sample, where
the fake factor is measured, and the sample, to which the fake factor is applied, is
assessed following the prescription described in [152, Appendix F.4]
A detailed illustration of the impact from these variations on the fake factor measurement
is given in [152, Figures 25-30] while Figure 6.13 illustrates the contribution from the
systematic uncertainties to the total uncertainty of the fake factors. Analogous to the
uncertainties of the electron charge misidentification rate, the fake factors in the different
pT bins are varied independently by ±1σstat to assess the effect from the statistical
uncertainties, and they are shifted simultaneously by ±1σsys to evaluated the impact
from the systematic uncertainties. In the end, all variations are combined by adding
them in quadrature.
Uncertainties due to the Trigger Efficiency Correction
The trigger efficiencies for events with good and bad lepton candidates are measured in
simulated pp→ Z → `+`− and pp→W± → `±ν events, respectively. Since a significant
contribution from pp→ tt̄→ `±νqq̄bb̄ events is expected in the control region with one
good and one bad lepton candidate, the trigger efficiencies are also determined from a
simulated tt̄ event sample. The observed differences are taken as systematic uncertainties
on the trigger efficiency correction factors. The impact on the background estimate is
derived by varying these correction factors simultaneously by ±1σsys which results in
1%-3% changes in the predicted event yields from non-prompt lepton production and
lepton misidentification.
17For a detailed discussion on the evaluation of these systematic uncertainties the reader is referred
to [152, Section 7.2.2].
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6.4.4. Summary of Systematic Uncertainties
A summary of the impact of the different systematic uncertainties on the predicted event
yields in the inclusive and VBS signal regions for the W±W±jj production processes
and for the various background categories is given in Tables 6.6 and 6.7. For reasons of
clarity, the different sources of systematic uncertainties are grouped into the following
categories by adding them in quadrature:
e± charge reconstruction: summarises the total uncertainty on the data driven esti-
mate of the background due to electron charge misidentification,
non-prompt leptons: represents the total uncertainty on the data driven method for
the estimation of the background from non-prompt lepton production and lepton
misidentification,
efficiency corrections: includes all uncertainties from corrections to the lepton recon-
struction and identification efficiencies, the online event selection efficiencies and
the b-jet identification efficiency,
jet energy: quotes the uncertainties due to the energy calibration and resolution of
reconstructed jet candidates,
lepton energy: comprises the uncertainties due to the calibration and resolution of the
energy/momentum of reconstructed electron/muon candidates,
EmissT : includes the uncertainties on the reconstructed E
miss
T due to the calibration of
energy clusters which are not associated to any reconstructed object,
other: contains the uncertainty on the modelling of the photon conversion rate in the
W±γ simulation, uncertainties from the variation of the jet vertex fraction require-
ment during the jet object selection and the uncertainty of the efficiency for the
veto on additional reconstructed leptons,
luminosity: gives the relative uncertainty on the measurement of the integrated lumi-
nosity,
theory: states the uncertainty resulting from an imperfect knowledge of the normalisa-
tion of processes estimated from simulated event samples.
A more detailed breakdown of the effect of the individual sources of systematic un-
certainties on the individual background contributions can be found in Appendix G in
Tables G.1 to G.6. One finds that the total uncertainty on the background prediction
is dominated by the uncertainty from the jet energy calibration followed by the the-
oretical uncertainty on the normalisation of background contributions estimated from
simulation. In the µ±µ± channel, the uncertainty on the background from non-prompt
lepton production is also significant which is driven by the fact that the fake factor for
reconstructed muon candidates in the region of high transverse momenta is compatible
with zero, but it has a large systematic uncertainty (cf. Figure 6.13(b)). Moreover, the
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uncertainty from limited statistics in the simulated event samples and in the control
regions used for the data driven methods is sizeable and it can not be neglected.
6.5. Statistical Interpretation and Method for the Cross
Section Extraction
Even though the W±W±jj production process is predicted by the SM which has passed
marvellously many electroweak precision tests, it has not been observed experimentally
so far. Therefore, as a first step, the data is interpreted with regard to the question
whether it provides conclusive evidence for the existence of the W±W±jj production
process. The cross section for the signal process is extracted in a second step only if
the signal is observed with sufficient statistical significance. In the following, the profile
likelihood method and its application for the calculation of discovery significances and
confidence intervals is introduced.
The Profile Likelihood Method
When interpreting the outcome of high-energy physics experiments, one has to consider
the statistical character of interactions between elementary particles. A widely used
frequentist method for the interpretation of observations is the profile likelihood method
which generalises the unified approach proposed by Feldman and Cousins [171]. It
also allows to include effects from systematic uncertainties. In the following, the profile
likelhood method shall be explained by taking the example of a simple counting exper-
iment whose background is only known with limited accuracy. This basic example is
simple enough for an illustrative discussion of the method. Still, it can be generalised in
a straightforward manner to more complex statistical models which, for instance, rely
on the shape of (binned) distributions of observables.
Suppose that one is to measure a signal process by counting events which are contam-
inated by a certain number of background events. Let n denote the number of events
observed in data, s the number of signal events and b the number of background events.
The number of background events is constrained by an auxiliary measurement (e.g.
from simulation or extrapolated from a control region) which gives the nominal ex-
pected background yield b0. This information is expressed by the probability density
function (PDF) P (b0|b) which describes the probability of obtaining the auxiliary mea-
surement b0 if the true value of the number of background events is given by b. The
analytical form of the PDF P (b0|b) depends on the nature of the auxiliary measurement.
Here, the discussion shall be restricted to a Gaussian distribution but the reader is re-
minded that other functions (e.g. a Poisson PDF) might be a more appropriate choice
under certain circumstances18. Thus, the PDF for the auxiliary measurement is given
18The best approach is always to include the full likelihood function of the auxiliary measurement if
available. In cases where one has only limited information about the auxiliary measurement at hand,
one should seek for a PDF reflecting the statistical properties of the auxiliary measurement (e.g. a
Poisson PDF for counting experiments in control regions).
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W±W±jj prompt leptons γ conversion non-prompt leptons total bkg
e±e± channel
e± charge reconstruction – – +5.5−5.5 –
+2.7
−2.7
non-prompt leptons – – – +34.4−34.4
+3.7
−3.7
efficiency corrections +2.0−2.0
+2.5
−2.5
+0.8
−0.8 –
+1.4
−1.4
jet energy +4.4−5.6
+12.2
−19.4
+14.7
−14.7 –
+9.6
−11.3
lepton energy +0.6−0.6
+2.4
−4.3
+0.0
−0.0 –
+1.0
−1.8
EmissT
+1.7
−1.2
+0.0
−6.3
+1.2
−0.0 –
+0.0
−2.4
other +0.8−0.8
+3.9
−3.9
+7.7
−4.5
+0.8
−1.4
+3.9
−2.6
luminosity +2.8−2.8
+2.8
−2.8
+1.0
−1.0
+0.2
−0.2
+1.6
−1.6
theory +15.0−15.0
+19.6
−19.6
+5.9
−5.9
+1.1
−1.1
+8.5
−8.5
total +16.1−16.5
+24.0
−29.2
+18.6
−17.4
+34.4
−34.4
+14.4
−15.6
statistical uncertainty ±3.7 ±8.3 ±14.2 ±17.4 ±7.9
e±µ± channel
e± charge reconstruction – – +2.5−2.5 –
+0.7
−0.7
non-prompt leptons – – – +46.2−46.2
+7.5
−7.5
efficiency corrections +1.3−1.3
+2.0
−2.0
+2.2
−2.2 –
+1.7
−1.7
jet energy +5.4−5.2
+16.2
−15.3
+8.1
−10.8 –
+11.0
−10.3
lepton energy +0.2−0.3
+0.9
−2.0
+0.0
−0.0 –
+0.5
−1.1
EmissT
+0.4
−0.1
+0.0
−1.6
+1.5
−0.0 –
+0.0
−0.8
other +0.8−0.8
+3.3
−3.3
+15.2
−9.0
+0.3
−0.6
+4.5
−3.1
luminosity +2.8−2.8
+2.8
−2.8
+1.9
−1.9
+0.1
−0.1
+2.1
−2.1
theory +14.9−14.9
+20.0
−20.0
+11.8
−11.8
+0.4
−0.4
+11.7
−11.7
total +16.2−16.1
+26.2
−25.8
+21.3
−18.8
+46.2
−46.2
+18.5
−17.9
statistical uncertainty ±2.2 ±6.0 ±19.7 ±11.5 ±6.7
µ±µ± channel
non-prompt leptons – – – +95.1−95.1
+9.7
−9.7
efficiency corrections +1.3−1.3
+1.8
−1.8 – –
+1.7
−1.6
jet energy +2.9−4.8
+8.0
−11.2 – –
+7.2
−11.0
lepton energy +0.1−0.2
+0.0
−2.3 – –
+0.0
−2.0
EmissT
+0.1
−0.3
+0.0
−1.9 – –
+0.0
−1.7
other +0.8−0.8
+3.1
−3.1 –
+0.1
−0.2
+2.8
−2.8
luminosity +2.8−2.8
+2.8
−2.8 –
+0.0
−0.0
+2.5
−2.5
theory +15.1−15.1
+19.7
−19.7 –
+0.1
−0.1
+17.7
−17.7
total +15.7−16.2
+21.8
−23.3 –
+95.1
−95.1
+21.8
−23.5
statistical uncertainty ±2.9 ±9.0 – ±18.6 ±8.3
Table 6.6.: Relative systematic uncertainties in % on the predicted event yields in the
three different channels in the inclusive signal region. For comparison, the statistical
uncertainties are also shown. The last column states the impact of the various sources
of uncertainties on the total background prediction.
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W±W±jj
prompt leptons γ conversion non-prompt leptons total bkg
EWK QCD
e±e± channel
e± charge reconstruction – – – +5.7−5.6 –
+2.4
−2.4
non-prompt leptons – – – – +33.4−33.4
+4.1
−4.1
efficiency corrections +2.0−1.9
+2.1
−2.1
+2.4
−2.3
+0.6
−0.6 –
+1.3
−1.3
jet energy +4.0−6.1
+6.6
−13.2
+19.6
−16.5
+22.2
−22.2 –
+14.2
−13.7
lepton energy +1.2−0.5
+1.2
−1.5
+3.6
−4.9
+0.0
−0.0 –
+1.4
−1.8
EmissT
+1.9
−1.4
+2.7
−2.1
+0.0
−4.1
+1.8
−0.0 –
+0.8
−1.7
other +0.8−0.8
+0.8
−0.8
+3.9
−3.9
+7.4
−4.4
+0.9
−1.5
+3.4
−2.4
luminosity +2.8−2.8
+2.8
−2.8
+2.8
−2.8
+0.9
−0.9
+0.2
−0.2
+1.6
−1.6
theory +13.0−13.0
+22.0
−22.0
+20.0
−20.0
+5.7
−5.7
+1.2
−1.2
+8.3
−8.3
total +14.2−14.9
+23.4
−26.0
+28.8
−27.3
+24.9
−24.0
+33.4
−33.4
+17.6
−17.2
statistical uncertainty ±4.7 ±11.2 ±9.6 ±16.0 ±18.9 ±8.1
e±µ± channel
e± charge reconstruction – – – +2.9−2.8 –
+0.7
−0.7
non-prompt leptons – – – – +42.2−42.2
+7.1
−7.1
efficiency corrections +1.2−1.2
+1.4
−1.4
+1.7
−1.7
+1.0
−1.0 –
+1.2
−1.2
jet energy +4.9−4.7
+10.6
−9.3
+17.8
−13.5
+7.6
−15.2 –
+10.9
−9.6
lepton energy +0.2−0.4
+1.3
−0.6
+0.7
−2.9
+0.0
−0.0 –
+0.4
−1.3
EmissT
+0.2
−0.3
+2.7
−0.0
+0.0
−1.9
+2.2
−0.0 –
+0.5
−0.7
other +0.8−0.8
+0.8
−0.8
+3.3
−3.3
+14.4
−8.5
+0.3
−0.6
+3.8
−2.6
luminosity +2.8−2.8
+2.8
−2.8
+2.8
−2.8
+1.8
−1.8
+0.1
−0.1
+2.1
−2.1
theory +13.0−13.0
+22.0
−22.0
+20.2
−20.2
+11.1
−11.1
+0.4
−0.4
+10.4
−10.4
total +14.3−14.2
+24.8
−24.1
+27.3
−24.9
+20.1
−21.0
+42.2
−42.2
+17.3
−16.3
statistical uncertainty ±2.8 ±6.8 ±6.8 ±20.6 ±12.6 ±6.4
µ±µ± channel
non-prompt leptons – – – – +68.1−68.1
+6.1
−6.1
efficiency corrections +1.2−1.2
+1.3
−1.3
+1.4
−1.4 – –
+1.2
−1.2
jet energy +1.9−5.5
+8.7
−9.1
+12.4
−14.6 – –
+10.3
−12.1
lepton energy +0.3−0.3
+0.1
−1.0
+0.0
−3.5 – –
+0.0
−2.6
EmissT
+0.0
−0.4
+0.2
−0.9
+0.0
−2.7 – –
+0.0
−1.9
other +0.8−0.8
+0.8
−0.8
+3.2
−3.2 –
+0.1
−0.2
+2.3
−2.3
luminosity +2.8−2.8
+2.8
−2.8
+2.8
−2.8 –
+0.0
−0.0
+2.5
−2.5
theory +13.0−13.0
+22.0
−22.0
+20.5
−20.5 –
+0.2
−0.2
+14.9
−14.9
total +13.5−14.5
+23.9
−24.1
+24.3
−25.9 –
+68.1
−68.1
+19.4
−20.7
statistical uncertainty ±3.7 ±8.5 ±10.4 – ±20.5 ±7.6
Table 6.7.: Relative systematic uncertainties in % on the predicted event yields in
the three different channels in the VBS signal region. For comparison, the statistical
uncertainties are also shown. The last column states the impact of the various sources
of uncertainties on the total background prediction.
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by19
P (b0|b) = G(b0|b,∆b) (6.14)
with ∆b denoting the standard deviation of this distribution20. The likelihood function
for the complete counting experiment is then given by
L(n|µ, b) = Pois(n|µs+ b)×G(b0|b,∆b) , (6.15)
=
(µs+ b)n
n!
e−(µs+b) × 1√
2π∆b2
e−
1
2
(b0−b)
2
∆b2 , (6.16)
where the signal strength µ is introduced. This parametrisation is convenient as the num-
ber of expected signal events s becomes a constant parameter while the signal strength
is left floating. Hereby, µ = 0 represents the background-only hypothesis whereas µ = 1
corresponds to the nominal signal hypothesis. Furthermore, one should note that b0 and
∆b are constant parameters of the model while the floating parameters are the parameter
of interest µ and the nuisance parameter b.
The crucial point of the profile likelihood method is the definition of a test statistic
as
tµ = −2 log
L(n|µ, ˆ̂bµ)
L(n|µ̂, b̂)
= −2
[
logL(n|µ, ˆ̂bµ)− logL(n|µ̂, b̂)
]
≡ −2∆ logL(µ) (6.17)
with µ̂ and b̂ being the unconditional maximum likelihood estimators (MLEs) which
maximise L(n|µ, b) globally, while ˆ̂bµ denotes the MLE of b under the condition that µ is
fixed. This concept can be generalised to cases with more than one nuisance parameter
in a straightforward way. One shall note the following properties of the test statistic:
• It is valid by definition that L(n|µ, ˆ̂bµ) ≤ L(n|µ̂, b̂) and, therefore, 0 ≤ tµ < +∞.
• If the data is in agreement with the tested hypothesis (µ̂ ≈ µ), the test statistic is
close to zero.
• Increasing values for the test statistic tµ express decreasing compatibility between
the data observed and the tested hypothesis for the value of µ.
Resulting from these properties, the p-value21 is calculated according to
pµ =
∫ +∞
tµ,obs
f(tµ|µ) dtµ (6.18)
19The alert reader will note that there is a crucial conceptual difference between G(b0|b,∆b) and
G(b|b0,∆b). Even though, both formulae are mathematically equivalent, the latter one is incor-
rect from the statistical point of view. The true value of the background yield b is a parameter of the
model while the outcome of the auxiliary measurement b0 is a random variable. Hence, the former
notation must be used.
20The true width of the Gaussian distribution is usually unknown and approximated by the uncertainty
of the auxiliary measurement b0 ±∆b.
21The p-value is defined as the probability of observing data of equal or greater incompatibility with the
hypothesis under investigation.
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where µ represents the hypothesis for the true value of the parameter of interest realised
in nature and tµ,obs is the value of the test statistic observed. Furthermore, f(tµ|µ′)
denotes the sampling distribution22 which describes the probability of observing a value
of the test statistic of tµ if µ
′ is the true value. Under certain conditions, the most
relevant being a sample size of sufficient statistics, the analytical form of the sampling
distribution is known from Wilks theorem [172, 173]. In cases where this asymptotic
approximation fails, the sampling distribution can be estimated using toy experiments
which, in general, requires sizeable computing resources.
Being able to calculate p-values, one is equipped with the necessary tools to calculate
significances and confidence intervals. The significance, Z, corresponding to a given
p-value is defined such that the probability of finding a normal distributed random
variable x with x ≥ Z is equal to p, that is
Z = Φ−1(1− p) (6.19)
where Φ−1(x) stands for the inverse of the cumulative normal distribution (quantile func-
tion of the normal distribution). The confidence interval for µ for a desired confidence
level of (1− α) is given by the set of all values of µ which satisfy pµ ≥ α.
6.5.1. Discovery Significance
In the concrete example of searching for a new physics phenomenon which manifests itself
through an excess in data23, one seeks to reject the background-only hypothesis µ = 0
using the modified test statistic
q0 =
{
−2 log L(n|0,
ˆ̂
b0)
L(n|µ̂,b̂)
for µ̂ ≥ 0
0 for µ̂ < 0
. (6.20)
By defining q0 = 0 for µ̂ < 0, the observation of a deficit in data is not included in the
rejection region (the integration range in (6.18)) and, therefore, it is not considered as
indication of a signal. Assuming the validity of Wilks theorem, one finds that f(q0|0)
is given by half a χ2-distribution with one degree of freedom [173, Section 3.5]. As a
consequence, the p-value for a non-zero observation of q0,obs is equal to
p0 =
∫ +∞
q0,obs
f(q0|0) dq0 = 1− Φ(
√
q0) (6.21)
which leads with the help of (6.19) to
Z =
√
q0 . (6.22)
22In general, the value of µ one is testing for and the hypothetical true value µ′ do not need to coin-
cide (e.g. for the estimation of an expected discovery significance one tests for µ = 0 while assuming
µ′ = 1).
23Situations where the signal manifests itself by a deficit in data (e.g. measurement of neutrino oscilla-
tions) are not covered by this discussion.
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Equation (6.22) holds true independently of the specific form of the likelihood function
as long as the conditions for Wilks theorem are fulfilled.
In the specific example of the simple counting experiment expressed by the likelihood
function (6.15), one calculates easily
q0 = 2
(
n
[
log n− 1− log ˆ̂b0
]
+
ˆ̂
b0
)
+
(
b0 − ˆ̂b0
∆b
)2
for µ̂ ≥ 0 (6.23)
which yields
Z =
√√√√
2
(
n
[
log n− 1− log ˆ̂b0
]
+
ˆ̂
b0
)
+
(
b0 − ˆ̂b0
∆b
)2
(6.24)
with
b̂ = b0 , (6.25)
µ̂ =
n− b0
s
, (6.26)
ˆ̂
b0 =
b0 −∆b2
2
+
√
1
4
(b0 −∆b2)2 + n∆b2 . (6.27)
It is an inherent property of the observed discovery significance that it is independent
of the expected signal yield as it only expresses the compatibility between the data and
the background-only hypothesis. Nevertheless, one can make use of Equation (6.24) to
calculate the expected discovery significance by replacing the number of events observed
in data n with the nominal signal expectation of s+ b0. In the absence of a uncertainty on
the background yield (b = b0 = b̂ =
ˆ̂
b0) and in the approximation s/b 1, one recovers
the well-known expression for the statistical significance
Z ≈ s√
b
. (6.28)
In the presence of a background uncertainty the following formula is sometimes used for
the calculation of the discovery significance,
Z ′ =
n− b0√
b0 + ∆b2
n=s+b0−−−−−→ s√
b0 + ∆b2
. (6.29)
Figure 6.21 shows a comparison of this approximate calculation with the result obtained
from the profile likelihood method. It is found that the approximation always overesti-
mates the discovery significance. The discrepancy is especially large for small expected
background yields. As a conclusion, it is recommended to use formula (6.24) for the
calculation of the discovery significance. Even though this formula is more complicated,
it is still known analytically and can be implemented easily using software tools such as
ROOT [174].
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Figure 6.21.: Approximate calculation of the discovery significance. The discovery
significance Z calculated with the profile likelihood method is shown as a function of
the corresponding approximate calculation of Z ′ for different scenarios of the expected
background yield b0 and its relative uncertainty δb = ∆b/b0. The black dotted line
illustrates the case of agreement between both calculations.
6.5.2. Confidence Interval
The profile likelihood method can also be used to measure parameter values and to
determine their confidence intervals. The measured value for the parameter of interest
is given by the unconditional MLE µ̂ and the confidence interval to a given confidence
level 1− α is given by the set of points {µ} that satisfy pµ ≥ α. While the general
prescription is fixed, variations of the test statistic tµ exist to account for parameters
which are bounded from one or both sides by physical arguments (e.g. cross sections,
branching ratios etc.). Despite the goal of this work being the measurement of fiducial
cross sections, no measures are taken to constrain the signal strength to the physical
valid region of µ ≥ 0. Therefore, the test statistic tµ (6.17) is used for the calculation of
confidence intervals. In the asymptotic regime where Wilks theorem can be applied, the
sampling distribution is a χ2 distribution with one degree of freedom [173, Section 3.3],
f(tµ|µ) = χ2(tµ, 1) . (6.30)
In this approximation, the confidence interval is given by all points µ which satisfy
tµ = −2∆ logL(µ) ≤
(
χ2
)−1
(1− α, 1) (6.31)
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where
(
χ2
)−1
(x, 1), 0 ≤ x ≤ 1 is the quantile function of the χ2 distribution with one
degree of freedom. By convention, the following numerical values are of special interest(
χ2
)−1
(0.950, 1) = 3.84 (corresponding to a 95% confidence level) , (6.32)(
χ2
)−1
(0.683, 1) = 1.00 (corresponding to a 68.3% confidence level) . (6.33)
Even though a measurement of µ̂ < 0 or a confidence interval reaching into the negative
region may only contribute little to the knowledge about the underlying physics, it
remains a valid frequentist statement. This approach is favoured over the alternative
calculation of Feldman-Cousins intervals, which reflect the presence of parameter
boundaries, since confidence intervals based on the likelihood principle facilitate the
combination with other results (e.g. from future analyses or other experiments).
Furthermore, the definition of the confidence interval to a given confidence level is
ambiguous as one may construct the region with the desired confidence level in many
different ways. Common choices include the definition of the shortest interval (common
in Bayesian interpretations), a central interval or one-sided intervals. The latter are
also referred to as upper or lower limits. In the context of this work, the calculation
of upper limits is interesting to give a model-independent bound on contributions from
BSM physics processes. For that purpose, the test statistic
qµ =
−2 log L(n|µ,
ˆ̂
bµ)
L(n|µ̂,b̂)
for µ > µ̂ ,
0 for µ ≤ µ̂
(6.34)
is used. Its sampling distribution is again found to be half a χ2 distribution with one
degree of freedom [173, Section 3.6]. The upper limit on µ to a desired confidence level
of 1− α is given by the largest µ for which
pµ = 1− Φ
(√
qµ
)
≤ α (6.35)
is satisfied. In many cases, in particular for event counting experiments, qµ depends
monotonically on µ. Therefore, one may find the upper limit µUL by solving
qµUL =
[
Φ−1(1− α)
]2
(6.36)
under the assumption that the asymptotic approximation is valid. Thus, the 95% con-
fidence level upper limit on µ is given by qµUL = 1.64
2 ≈ 2.7. It shall be highlighted
that the procedure outlined above yields so-called CLs+b limits. Another common con-
vention for presenting exclusion limits is the CLs method [175] which provides a more
conservative approach leading to less stringent limits.
6.5.3. Definition of the Likelihood Function
With the definition of the method introduced above, only the likelihood function for
this analysis needs to specified. The event yields in the three channels, e±e±, e±µ± and
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µ±µ±, are treated as counting experiments. The total number of expected events in one
channel, c, is given by
νc = µ× σSMfid × L× BRc × εc ×
∏
j
(
1 + αj∆s
c
j
)
︸ ︷︷ ︸
sc(~α)
+
∑
i
bci
∏
j
(
1 + αj∆b
c
ij
)
︸ ︷︷ ︸
bci (~α)
(6.37)
with
• µ being the signal strength modifier,
• σSMfid being the predicted fiducial cross section of the signal process in the SM,
• L being the integrated luminosity,
• BRc being the fraction of events in the fiducial phase space which falls into
the channel c at particle level. Here, lepton universality is assumed with yields
BRee = BRµµ = 0.5× BReµ = 0.25.
• εc being the efficiency for the signal process in channel c which corrects the detector
level to the particle level,
• ∆scj being the relative uncertainty of the signal yield in the channel c due to the
source of a systematic uncertainty j,
• bci being the number of events from the background process i in the channel c,
• ∆bcij being the relative uncertainty of the background yield from the process i in
the channel c due to the source of a systematic uncertainty j,
• αj being a nuisance parameter showing by how many standard deviations a sys-
tematic uncertainty is shifted from its nominal expectation (which is zero).
The likelihood function is then given by
L ({nc}|µ, ~α) =
∏
c∈{ee,eµ,µµ}
Pois
(
nc|µ× sc(~α) +
∑
i
bci (~α)
)
×
∏
j
G
(
α0j |αj , 1
)
(6.38)
where nc gives the number of observed events per channel and α
0
j are global observables
serving as auxiliary measurements which constrain the effects from the different sources
of systematic uncertainties. By the parametrisation chosen for sc(~α) and b
c
i (~α), ~α = ~0
corresponds to the nominal predictions for the signal and background yields. There-
fore, one sets α0j = 0 which expresses the fact that potential biases due to systematic
uncertainties have been corrected for and only the uncertainties of these corrections
pose sources of systematic uncertainties. Since the systematic uncertainties might be
asymmetric, the actual parametrisation is
bci (~α) = b
c
i
∏
j
{
1 + αj∆
+bcij if αj ≥ 0
1 + αj∆
−bcij if αj < 0
(6.39)
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where ∆+bcij/∆
−bcij give the relative changes for variations of the source of the systematic
uncertainty j in both directions24 and analogously for sc(~α).
The reader is reminded that for the extraction of the fiducial cross section σfid of the
signal process, no nuisance parameter for the theoretical uncertainty on the signal cross
section is needed. However, theoretical uncertainties on the normalisation of background
contributions estimated from simulation are included. Obviously, the measured fiducial
cross section of the signal process is independent of the theoretical uncertainties on its
prediction. The latter is only needed to express quantitatively the deviation of the
measurement from the prediction.
6.6. Signal Reconstruction Efficiency
As already mentioned in the last section, one needs to correct for detector efficiency
and resolution effects in order to derive the fiducial cross section at particle level from
the number of events observed at detector level. To this end, the signal efficiency ε is
introduced as
ε =
Ndetector
Nfid
(6.40)
where Ndetector is the expected number of signal events at detector level and, corre-
spondingly, Nfid is the number of expected signal events in the fiducial phase space at
particle level. The signal efficiency is evaluated using simulated events for the W±W±jj
processes for all three channels individually. Furthermore, the efficiency in the inclu-
sive signal region is calculated with respect to the inclusive fiducial phase definition at
particle level while the efficiency in the VBS signal region is defined with respect to
the VBS fiducial phase space at particle level (cf. the fiducial phase space definitions
in Section 5.3). Table 6.8 summarises the signal efficiencies obtained for the two signal
regions and the individual channels. In the inclusive signal region, both the electroweak
and the strong W±W±jj production processes are considered as signal. This proce-
dure is identical to the calculation of the total signal efficiency as the average efficiency
from the two individual processes weighted by their respective fiducial cross sections.
On the contrary, in the VBS signal region only the electroweak W±W±jj production
process is taken as signal which is used to calculate the efficiency. In both regions it
is assumed that the small contribution from the interference between both production
components does not change the derived signal reconstruction efficiencies since the ef-
ficiency for the interference contribution is expected to be within the efficiencies of the
electroweak and strong production processes. An uncertainty due to this assumption is
derived by assuming that the efficiency of the interference contribution is either identical
to that of the strong production process or to that of the electroweak production com-
ponent which results in a 2% uncertainty. In addition, the signal efficiencies are subject
to the experimental uncertainties on the simulation, excluding the uncertainty on the
24Important is the direction of the variation of the source of the systematic uncertainty. It might very
well be that ∆+bcij is negative and ∆
−bcij is positive or vice versa. By doing so, negative correlations
between systematic uncertainties of different processes can be taken into account correctly.
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e±e± channel e±µ± channel µ±µ± channel
inclusive signal region (50.4± 3.0)% (69.4± 4.2)% (84.7± 5.1)%
VBS signal region (47.0± 2.8)% (63.7± 3.8)% (77.6± 4.7)%
Table 6.8.: Signal reconstruction efficiencies in the two signal regions for the three dif-
ferent channels. The quoted uncertainties include the experimental uncertainties and
an uncertainty due to the assumption on the efficiency of the interference contribution.
integrated luminosity measurement, which are discussed in detail in Section 6.4.1 and
they are summarised in the Tables 6.6 and 6.7.
6.7. Results of the Cross Section Measurements
Table 6.9 summarises the predicted and observed event yields in the inclusive and VBS
signal regions defined in Section 6.2. The predicted event yields are split up into the
contributions from the various background categories introduced in Section 6.3 and the
signal contribution. Given the size of the statistical uncertainties, the systematic uncer-
tainties can be considered symmetric and, therefore, they are not split up in the table.
However, for the interpretation of the data and the extraction of the fiducial cross sec-
tions for the W±W±jj processes the exact systematic uncertainties as summarised in
Section 6.4.4 are used. Furthermore, Figure 6.22 displays important kinematic distribu-
tions at the final stages of the event selection.
6.7.1. Inclusive Signal Region
In the inclusive signal region the full W±W±jj production process is considered as sig-
nal. The expected fraction of events arising from the strong production component is
about 22%. One observes 12/26/13 events in data in the e±e±/e±µ±/µ±µ± channel
while expecting only 6.5/9.7/2.6 events from the background processes. Pseudoexper-
iments are used to evaluate the combined significance of this excess as shown in Fig-
ure 6.23(a). The sampling distributions for the background-only hypothesis f(q0|0) and
for the nominal signal hypothesis f(q0|1) are determined from 3× 107 toy experiments.
Given the value of the test statistic observed in data of q0,obs = 23.5, the probability
that the excess arises from a fluctuation of the background is 5.2× 10−7 corresponding
to a significance of Zobs = 4.9. Hereby, the combined significance is driven by the excess
in the µ±µ± and e±µ± channels. Further on, it is observed that despite the low number
of events in the individual channels the asymptotic approximation of f(q0|0) by half a
χ2 distribution (cf. Section 6.5.1) yields consistent numerical results. Therefore, the
following results are derived using the approximate formulae discussed in Section 6.5.
The observed excess is larger than the expectation from the nominal signal hypothesis,
as shown in Figure 6.23(a), which predicts an expected discovery significance for the SM
W±W±jj production process of Zexp = 3.7. Considering that the observed kinematic
distributions agree with the expectation from W±W±jj production within their large
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(a) Invariant mass of the tagging jets before the
requirement of mjj ≥ 500 GeV.
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(b) Separation of tagging jets in rapidity for events
with mjj ≥ 500 GeV.
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(c) Lepton centrality after ∆yjj ≥ 2.4.
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(d) Transverse mass of the W±W± system after
∆y ≥ 2.4.
Figure 6.22.: Kinematic distributions at the final stage of the event selection. The top
panels show the distribution observed in data (black dots) compared to the expectation
from various processes (stacked) whereby the blue hatched area indicates the total
uncertainty on the prediction. The process considered as signal in the respective
region is shown as red hatched area. The outermost bins contain contributions from
outside the shown variable range. Blue dotted lines with arrows indicate event selection
criteria. The bottom panels display the ratio of the distribution in data with respect
to the expectation. The yellow band illustrates the total uncertainty on the prediction
while the orange band states the statistical uncertainty only.
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inclusive signal region
e±e± e±µ± µ±µ±
non-prompt leptons 0.70 ± 0.12 ± 0.24 1.59 ± 0.18 ± 0.73 0.26 ± 0.05 ± 0.25
γ conversion 3.15 ± 0.45 ± 0.57 2.67 ± 0.53 ± 0.53 –
prompt leptons 2.68 ± 0.22 ± 0.71 5.48 ± 0.33 ± 1.42 2.31 ± 0.21 ± 0.52
total background 6.54 ± 0.51 ± 0.98 9.74 ± 0.65 ± 1.77 2.57 ± 0.22 ± 0.58
W±W±jj 3.71 ± 0.14 ± 0.60 10.25 ± 0.23 ± 1.64 6.25 ± 0.18 ± 1.00
data 12 26 13
VBS signal region
e±e± e±µ± µ±µ±
non-prompt leptons 0.59 ± 0.11 ± 0.20 1.31 ± 0.17 ± 0.55 0.22 ± 0.04 ± 0.15
γ conversion 2.08 ± 0.33 ± 0.50 1.90 ± 0.39 ± 0.39 –
prompt leptons 1.90 ± 0.18 ± 0.52 3.79 ± 0.26 ± 0.99 1.65 ± 0.17 ± 0.40
W±W±jj QCD 0.31 ± 0.03 ± 0.08 0.81 ± 0.06 ± 0.20 0.53 ± 0.05 ± 0.13
total background 4.89 ± 0.40 ± 0.85 7.81 ± 0.50 ± 1.31 2.40 ± 0.18 ± 0.48
W±W±jj EWK+INT 2.47 ± 0.12 ± 0.36 6.70 ± 0.19 ± 0.95 4.08 ± 0.15 ± 0.57
data 6 18 11
Table 6.9.: Summary of event yields in the inclusive (top) and VBS (bottom) signal
regions for the three different channels. The quoted errors are the statistical uncer-
tainty (first error) and the systematic uncertainty (second error).
statistical uncertainties (cf. Figure 6.22(b)), the excess is interpreted as evidence for the
existence of the W±W±jj production process and its fiducial cross section is extracted.
The measured fiducial cross section at particle level in the inclusive fiducial phase space
is
σW
±W±jj
fid,incl = 2.34
+0.66
−0.56
fb (6.41)
where the uncertainties correspond to a 68.3% confidence interval derived from the likeli-
hood function as discussed in Section 6.5.2 and shown in Figure 6.23(b). Resulting from
the larger than expected excess the measured fiducial cross section is about 1.1σ above
the SM prediction25 of σSMfid,incl = (1.64± 0.23) fb (cf. Table 5.3). Assuming the signal
reconstruction efficiency of the SM W±W±jj production process given in Table 6.8, one
can exclude processes which predict a particle level cross section in the inclusive fiducial
phase space above 3.46 fb at the 95% confidence level. A detailed summary of the sig-
nificances, fiducial cross sections and upper limits on the cross section in the inclusive
fiducial phase space for the individual channels is given in Table 6.10.
25When calculating the significance of the deviation of the cross section measurement from the SM
prediction, the total uncertainty of the measurement and the theoretical uncertainty on the prediction
are added in quadrature.
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Figure 6.23.: Expected and observed discovery significances and fiducal cross sec-
tion measurements in the inclusive signal region. (a) Sampling distributions for the
background-only hypothesis (blue) and the signal hypothesis (red). The sampling
distribution for the background-only hypothesis is compared to the asymptotic ap-
proximation by half a χ2 distribution (green). Dashed lines indicate values of the
test statistic q0 as observed in data (black) and as expected from the nominal signal
hypothesis (red). (b) Test statistic tµ/2 = −∆ logL(µ) as a function of the signal
strength µ = σfid/σ
SM
fid for the individual channels (coloured lines) and for their combi-
nation (black). Intersections of the curves with horizontal grey lines indicate the end
points of confidence intervals on µ to the given confidence level.
inclusive signal region
significance signal strength σW
±W±jj
fid,incl [fb] 95% CLs+b upper limit on σfid,incl [fb]
e±e± channel 1.7 (1.3) 1.3 +0.9−0.8 (stat.)
+0.4
−0.3 (sys.) 2.14
+1.49
−1.23 (stat.)
+0.70
−0.56 (sys.) 5.02 (4.38)
e±µ± channel 3.4 (2.6) 1.4 +0.5−0.4 (stat.)
+0.3
−0.2 (sys.) 2.31
+0.77
−0.67 (stat.)
+0.43
−0.36 (sys.) 3.82 (3.01)
µ±µ± channel 4.1 (3.0) 1.5 +0.6−0.5 (stat.)
+0.2
−0.1 (sys.) 2.42
+0.92
−0.77 (stat.)
+0.28
−0.20 (sys.) 4.11 (3.11)
combination 4.9 (3.7) 1.4 +0.3−0.3 (stat.)
+0.2
−0.2 (sys.) 2.34
+0.54
−0.47 (stat.)
+0.38
−0.31 (sys.) 3.46 (2.63)
VBS signal region
significance signal strength σW
±W±jj
fid,VBS [fb] 95% CLs+b upper limit on σfid,VBS [fb]
e±e± channel 0.4 (0.9) 0.4 +1.1−0.9 (stat.)
+0.5
−0.5 (sys.) 0.47
+1.17
−0.89 (stat.)
+0.52
−0.47 (sys.) 2.76 (3.52)
e±µ± channel 2.7 (1.9) 1.5 +0.7−0.6 (stat.)
+0.3
−0.3 (sys.) 1.58
+0.71
−0.60 (stat.)
+0.32
−0.28 (sys.) 2.93 (2.26)
µ±µ± channel 3.7 (2.0) 2.1 +0.9−0.7 (stat.)
+0.3
−0.2 (sys.) 2.18
+0.93
−0.76 (stat.)
+0.29
−0.18 (sys.) 3.90 (2.40)
combination 4.1 (2.8) 1.7 +0.5−0.4 (stat.)
+0.3
−0.3 (sys.) 1.71
+0.49
−0.44 (stat.)
+0.31
−0.26 (sys.) 2.70 (1.92)
Table 6.10.: Summary of the results from the cross section measurements in the
inclusive (top) and VBS (bottom) signal region for the individual channels and their
combination. For the significance and the 95% CLs+b upper limit on σfid the expec-
tation for the nominal signal hypothesis is given in parentheses. The signal strength
in the third column is defined with respect to the corresponding SM prediction as
µ = σfid/σ
SM
fid .
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6.7.2. VBS Signal Region
In this region, the strong W±W±jj production process is considered as background
while the contribution from the interference is considered as signal together with the
electroweak production component. Even though one is not particularly interested in
the interference contribution in the context of this work, the reason for including it in
the signal definition is the following. As shown in Section 5.4, the size of the contri-
bution from interference depends on the size of both the strong and the electroweak
W±W±jj production process. If one were to include the interference part into the back-
ground model, the background would become indirectly dependent on the hypothesised
signal strength. By treating the interference component as signal, one circumvents this
problem and the background model is statistically well defined. Lacking a sample of
simulated events which allows to estimate the differential distributions from the inter-
ference contribution on detector level, the event sample for the electroweak W±W±jj
production processes is scaled globally to include the contribution from the interference
for the Figures 6.22(b) to 6.22(d). This simplification has no impact on the final results
as an event counting experiment is performed without relying on the shape of individual
distributions.
In the absence of an independent measurement of the cross section for the strong
production component, it is normalised to its SM prediction which is discussed in Sec-
tion 5.5 with the associated theoretical uncertainties described in Section 6.4.1. In the
VBS signal region 6/18/11 events are observed in data in the e±e±/e±µ±/µ±µ± chan-
nel, respectively, while the expectation from background processes is only 4.9/7.8/2.4
events. Again, the significance of this excess is evaluated using pseudoexperiments for
the background-only hypothesis as shown in Figure 6.24(a). The probability that this
excess originates from a fluctuation of the background is 2.3× 10−5 corresponding to
a significance of Zobs = 4.1. Analogous to the results obtained in the inclusive signal
region, the asymptotic approximation for the sampling distribution is found to provide
an excellent description which is why it is used for all results presented in the following.
Because the events selected in the VBS signal region are a subset of the events in the
inclusive signal region, the results obtained are highly correlated. Therefore, the com-
bined significance is again dominated by the excess in the µ±µ± channel while the e±e±
has the lowest statistical power. The expected significance for the signal process of elec-
troweak W±W±jj production and the interference contribution as predicted in the SM
is Zexp = 2.8 and, hence, 1.3 lower than the observation. Nevertheless, the additional
events show kinematic distributions which behave according to the expectation from the
SM electroweak W±W±jj production (cf. Figures 6.22(c) and 6.22(d)). Consequently,
the excess is interpreted as experimental evidence for the existence of the electroweak
W±W±jj production process and its cross section at particle level in the VBS fiducial
phase space is extracted as
σW
±W±jj EWK+INT
fid,VBS = 1.71
+0.58
−0.51
fb . (6.42)
where the uncertainties correspond to the 68.3% confidence interval derived from the
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Figure 6.24.: Expected and observed discovery significances and fiducal cross sec-
tion measurements in the VBS signal region. (a) Sampling distributions for the
background-only hypothesis (blue) and the signal hypothesis (red). The sampling
distribution for the background-only hypothesis is compared to the asymptotic ap-
proximation by half a χ2 distribution (green). Dashed lines indicate values of the
test statistic q0 as observed in data (black) and as expected from the nominal signal
hypothesis (red). (b) Test statistic tµ/2 = −∆ logL(µ) as a function of the signal
strength µ = σfid/σ
SM
fid for the individual channels (coloured lines) and for their combi-
nation (black). Intersections of the curves with horizontal grey lines indicate the end
points of confidence intervals on µ to the given confidence level.
likelihood function shown in Figure 6.24(b). The measurement is 1.3σ above the SM
prediction of σSMfid,VBS = (1.04± 0.14) fb (cf. Table 5.3) which includes an expected con-
tribution arising from the interference between the strong and electroweak production
components of σINTfid,VBS = (0.07± 0.02) fb. Assuming the signal reconstruction efficiency
of the SM electroweak W±W±jj production process given in Table 6.8, one can exclude
processes which predict cross sections at particle level in the VBS fiducial phase space
above 2.7 fb at the 95% confidence level. Results for the individual channels are also
summarised in Table 6.10.
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Chapter 7.
Constraints on Anomalous Quartic Gauge
Couplings
The measurements of fiducial cross sections discussed in Chapter 6 do not show signifi-
cant deviations from the SM predictions which allows to constrain possible contributions
from BSM physics processes. By quoting observed upper limits on the fiducial cross sec-
tions as it is done in the last chapter, generic and model-independent constraints are
already provided. However, these limits are only valid under the assumption that the
hypothetical new physics processes have the same signal reconstruction efficiency as the
W±W±jj production processes in the SM. Alternatively, one may seek to interpret the
data observed directly as constraints on parameters of specific BSM scenarios. To this
end, events for certain BSM models1 are simulated and processed by the ATLAS detec-
tor simulation to calculate the expected signal reconstruction efficiency. By comparing
the simulation-based predictions for the new physics processes with the data observed
taking into account contributions from background processes, one may exclude certain
BSM models at a given confidence level or constrain the allowed region of their parameter
space. This alternative approach brings the further advantage that it provides a direct
interpretation of the observed data in terms of physics parameters of BSM models (e.g.
masses of new particles, branching ratios or production cross sections).
In the context of this work, the data is interpreted with respect to possible anoma-
lous contributions to the quartic WWWW gauge coupling vertex as discussed in Sec-
tion 2.3.2. The derivation of constraints on the aQGC parameters α4 and α5 is explained
in the remainder of this chapter.
7.1. Simulation of Processes with Anomalous Quartic Gauge
Couplings
Events for different values of the anomalous quartic gauge coupling parameters α4 and
α5, introduced in Section 2.3.2, are simulated with the event generator Whizard
2 [68,
69]. Events are generated for the process pp→ `±ν`′±ν ′qq′ at order O(g6w) using the
CTeq6L1 PDF set [145] for various values of α4 and α5. Thereby, the K-matrix uni-
tarisation scheme, as explained in Section 2.3.3, is used to ensure that the simulated
1Since it is computationally impossible to check the signal reconstruction efficiencies for all potential
BSM scenarios, one is restricted to evaluate the effect for a few benchmark models.
2http://whizard.hepforge.org/, version 2.1.1
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processes preserve unitarity. The factorisation and renormalisation scale are set to the
invariant mass of all outgoing leptons. Furthermore, the following requirements are
imposed on the generated outgoing particles at parton level.
• The generated quarks must have transverse momenta above 15 GeV, lie within
|η| < 5, and they must be separated in ∆R by more than 0.4.
• The generated charged leptons must have a transverse momentum above 8 GeV
and lie within |η| < 5.
An example Whizard configuration file is given in Appendix D.10. The cross section
at LO accuracy in QCD at parton level for the phase space used for the generation of
events is calculated on a fine grid of (∆α4 ×∆α5) = 0.02× 0.02 as shown in Figure 7.1.
It is observed that the contours of same cross section values correspond approximately
to rotated ellipses. The slow rise in cross section in the direction of 2α4 ≈ −α5 indicates
the existence of large cancellations between the contribution from both anomalous cou-
pling parameters in this region of the parameter space. In order to calculate the cross
section at particle level in the VBS fiducial region, events are generated and interfaced
to Pythia8 [146, 147] for the modelling of the parton shower, QED FSR, decays of
tau leptons and the underlying event [148]. Due to the increased demand on computing
resources, events are only generated on a coarser grid of (∆α4 ×∆α5) = 0.05× 0.05.
The acceptance for the VBS fiducial phase space as function of α4 and α5 is shown in
Figure 7.2(a). By multiplying the cross section of the phase space in which the events
are generated with the acceptance, one obtains the particle level cross section in the
VBS fiducial phase space. Hereby, the acceptance values are interpolated bilinearly be-
tween the available aQGC points to obtain the fiducial cross section on the finer grid.
The nominal prediction for the cross section of electroweak W±W±jj production at
the SM point α4 = α5 = 0 from Whizard+Pythia8 is 0.674 fb and, therefore, below
the prediction from Sherpa of σSMfid,VBS = 0.964 fb (cf. Table 5.3). Due to the different
choices of the PDF set, the renormalisation and factorisation scales, the parton shower
modelling as well as the fact that the prediction from Sherpa is based on a calcula-
tion which merges information from both the matrix element (ME) calculation and the
parton shower (PS) approximation, no strict agreement between the two predictions is
expected. For consistency with the measurements of the fiducial cross sections, the pre-
diction from Sherpa is taken as central value and a correction factor ζ for the fiducial
cross sections in the VBS phase space calculated by Whizard+Pythia8 is derived as
ζ =
σSM,EWKfid,VBS (Sherpa)
σSM,EWKfid,VBS (Whizard+Pythia8)
= 1.43 . (7.1)
This correction factor is applied to all fiducial cross sections calculated with Whizard-
+Pythia8 which finally yields the fiducial cross sections for the electroweak W±W±jj
production in the VBS phase space as function of the aQGC parameters α4 and α5 as
shown in Figure 7.2(b).
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Figure 7.1.: Cross section calculated with Whizard at LO QCD in the phase space
used for the event generation as function of the aQGC parameters α4 and α5.
Limited by the high demand for computing resources, event samples for only 19 points
in the (α4 × α5) parameter space are processed by the full ATLAS detector simulation
in order to check the dependence of the signal reconstruction efficiency on the aQGC
parameter values. The expected signal efficiencies for the VBS signal region with respect
to the VBS fiducial phase space as defined in Equation (6.40) are calculated individually
for the three different channels. In Figure 7.3 the results are presented in two alternative
ways. On the left-hand side, the signal reconstruction efficiencies are shown as a function
of the aQGC parameters α4 and α5. On the right-hand side, they are shown as function
of the cross section of the electroweak W±W±jj production process in the VBS fiducial
phase space corresponding to the various (α4, α5) points. One finds that the signal
efficiencies in the µ±µ± channel, given their limited statistical precision, do not exhibit
any dependence on α4 or α5. In the e
±µ± channel, there is a slight trend that parameter
points which correspond to increased fiducial cross sections tend to have marginally
larger signal reconstruction efficiencies. On the contrary, the signal efficiencies in the
e±e± channel show a clear dependence on the aQGC parameters. The cause of this
peculiar behaviour is contained in the definition of the VBS fiducial phase space. At
detector level, the event selection in the e±e± channel differs from the other two channels
by the Z-veto, |mee −mZ | ≥ 10 GeV, which is not included in the definition of the VBS
fiducial phase space at particle level. As a consequence, differences in the shape of
the mee spectrum for different aQGC parameter points manifest themselves directly in
variations of the signal reconstruction efficiency. An illustration of this effect is shown in
Figure 7.4 which displays the mee spectrum for the SM process and for two representative
aQGC parameter points.
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Figure 7.2.: (a) Acceptance for the VBS fiducial phase space as function of the aQGC
parameters α4 and α5 determined from events generated with Whizard and the par-
ton shower modelled with Pythia8. (b) Cross section for the electroweak W±W±jj
production in the VBS fiducial phase space at particle level with LO accuracy in QCD
as function of the aQGC parameters. The cross sections are scaled such that the
prediction for the SM point coincides with the prediction from Sherpa.
In all three channels, the signal reconstruction efficiencies at the SM point estimated
from the Whizard+Pythia8 event samples are consistent within their statistical uncer-
tainties with the results obtained from the Sherpa samples which are given in Table 6.8.
Given the limited number of parameter points at which the signal reconstruction
efficiency is evaluated, one seeks for a parametrisation as a function of α4 and α5. While
no suitable direct parametrisation ε = ε(α4, α5) is found, it is observed that the signal
efficiency can be approximated by a linear function of the fiducial cross section, that is
ε = ε(σEWKfid (α4, α5)). Even though this empirical parametrisation is not derivable from
first principles, it provides a satisfying level of agreement as shown in the images on the
right-hand side of Figure 7.3. Therein, parameter points from the different quadrants of
the parameter space are distinguished by their colours and their marker shapes in order
to illustrate that there is no systematic bias. The results of the linear parametrisation
are given by
εee,VBS = (47.1± 2.5) % + (4.8± 1.1) %×
σEWKfid,VBS
fb
, (7.2)
εeµ,VBS = (65.5± 2.0) % + (1.3± 0.9) %×
σEWKfid,VBS
fb
, (7.3)
εµµ,VBS = (72.3± 2.9) % + (0.2± 1.3) %×
σEWKfid,VBS
fb
(7.4)
where the quoted uncertainties on the parameters of the linear functions are derived
using a χ2 fit. In the following, it is assumed that the relative uncertainty on the signal
reconstruction efficiency due to the experimental uncertainties discussed in Section 6.4.1
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(c) e±µ± channel.
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(e) µ±µ± channel.
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Figure 7.3.: Signal reconstruction efficiencies in the VBS signal region for various
points in the aQGC parameter space as function of α4 and α5 on the left-hand side.
The pictures on the right-hand side show the signal reconstruction efficiencies as func-
tion of the fiducial cross section in the VBS phase space of the corresponding (α4, α5)
parameter point with their statistical uncertainties. The dark grey line with the light
grey error band illustrates the signal efficiency determined from the Sherpa event
sample for the SM point with its statistical and systematic uncertainties. The black
lines display the linear parametrisations stated at the bottom.
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Figure 7.4.: Distributions of the invariant dilepton mass spectrum in the e±e± chan-
nel for the electroweak W±W±jj production process before the application of the
Z-veto for the SM point and two aQGC parameter points. The dashed lines indicate
the vetoed kinematic region.
remains unchanged when varying the aQGC parameter values. Uncertainties on the lin-
ear parametrisations given above are propagated to the signal reconstruction efficiencies
as additional systematic uncertainties.
7.2. Methodology for Setting Limits on aQGC Parameters
With the fiducial cross sections and signal reconstruction efficiencies presented in the last
section, all necessary prerequisites for the derivation of constraints on aQGC parameters
are known. Before the method for the calculation of exclusion contours used in the work
is presented, a few introductory remarks are made.
7.2.1. Introductory Remarks
Numbers of Degrees of Freedom
For likelihood based analyses it is important to know the number of degrees of freedom,
especially, when using the asymptotic approximations discussed in Section 6.5 (and in
more detail in [173]). There it is stated that the sampling distributions for certain
definitions of the test statistic approach a χ2 distribution if Wilks theorem holds true.
In general, a χ2 distribution has a free parameter which is the number of degrees of
freedom. This point is not emphasised in Section 6.5 since in most cases the number of
degrees of freedom corresponds to the number of parameters of interest which is simply
one in the case of a cross section measurement.
However, for the interpretation of the data with regard to constraints on aQGC pa-
rameters one has two parameters of interest: α4 and α5. Nevertheless, in the context
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of this analysis, which is based on the counting of events in a signal region, the number
of degrees of freedom of the likelihood function remains one for the following reason.
Obviously, this analysis is only sensitive to the number of signal events in each channel.
Assuming constant signal reconstruction efficiencies, the model parameters α4 and α5
enter the likelihood function only through the fiducial cross section (cf. Equation (6.37))
sc(α4, α5) = L× εc × BRc × σfid(α4, α5) . (7.5)
Consequently, parameter points (α4, α5) which yield identical fiducial cross sections can
not be distinguished by this analysis, and, thus, the number of degrees of freedom
is reduced effectively to one. While a simple event counting experiment is a special
case, where the rule of thumb “number of degrees of freedom is equal to the number
of parameters of interest” does not hold, it is a frequently used analysis strategy and,
therefore, it is important to keep this feature in mind. As a direct implication, one-
dimensional constraints on either parameter, α4 or α5, can be read off directly from the
intersections of the two-dimensional exclusion contour with the respective parameter
axis3.
As soon as the analysis is extended such that it can distinguish experimentally between
the contributions from different parameters (e.g. through the analysis of the shape of
kinematic distributions or the combination of different signal regions of complementary
sensitivity), the likelihood function depends on the number of distinguishable parame-
ters. Therefore, the rule of thumb should read “The number of degrees of freedom is
given by the number of parameters of interest whose contribution can be distinguished
in the experiment.”. As a concluding remark it is noted that there may even be cases
where an analysis of the shape of a binned distribution is performed, but the overall
sensitivity to the model parameters is dominated by one bin. In principle, one could
distinguish between the contributions from different parameters, but with the limited
statistics at hand the analysis reduces effectively to an event counting experiment in the
most sensitive bin. In those cases it is not clear what is the effective number of degrees
of freedom. To ultimately answer this question, it is recommended to check the sampling
distribution of the test statistic by generating toy experiments.
Search or Measurement
For the calculation of exclusion contours, there exist two approaches which differ only
by a subtle detail but yet they have conceptually very different interpretations. In order
to check whether a certain parameter point (α4, α5) is excluded at a given confidence
level, one can follow either of the following two procedures.
1. One may check each parameter point (α4, α5) independently by adjusting the signal
reconstruction efficiencies εc and the fiducial cross section σfid in Equation (6.37)
using the information from the previous section. The point is excluded if the
3In general, one-dimensional limits on parameters in models with a higher-dimensional parameter space
are more stringent than the intersections of a higher-dimensional exclusion contour with the corre-
sponding parameter axis.
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corresponding upper limit on the signal strength µ is less than one. Assuming
the asymptotic approximation is valid, this condition reduces for a 95% confidence
level to the statement that a point is excluded if4
qµ=1 ≥ 2.7 . (7.6)
In this approach, α4 and α5 are simple parameters which are fixed for each param-
eter point tested, while µ is treated as parameter of interest in the profile likelihood
method.
2. Alternatively, one can decide to treat α4 and α5 directly as parameters of interest
and fix the signal strength µ to one. By using the test statistic
t(α4,α5) = −2 log
L
(
α4, α5,
ˆ̂
~θ
)
L
(
α̂4, α̂5, ~̂θ
) , (7.7)
where ~θ represents the set of nuisance parameters, and assuming the validity of the
asymptotic approximation, parameter points (α4, α5) are excluded at the (1− α)
confidence level if5
t(α4,α5) ≥
(
χ2
)−1
(1− α, 1) (7.8)
for α = 0.05⇒ t(α4,α5) ≥ 3.84 . (7.9)
The main difference between both approaches is that the former allows to potentially
exclude all parameter points in the (α4 × α5) plane whereas the second approach will
always yield a non-empty two-dimensional confidence interval. Thus, the first approach
is suited for searches for new physics processes. On the contrary, the second approach
fits situations where one knows that a true value exists in the given parameter space and
one aims for a measurement of this parameter point.
Technically, the reason for this difference arises from the concept of the profile like-
lihood method. The level of incompatibility of a tested hypothesis with the data is
evaluated by comparing the likelihood function for the parameter point under investiga-
tion with the value of the likelihood function at its maximum in the allowed parameter
range. By restricting the allowed parameter range, one influences directly the level of
compatibility between the tested hypothesis and the data observed. In the context of
this analysis, the maximum of the likelihood function depends on the allowed range of
the number of signal events. While the first approach allows to vary the signal strength µ
without any restriction, it is always possible to find a value for µ̂ which leads to a perfect
agreement with the data observed. On the other hand, in the second approach the fidu-
cial cross section, and thus the number of signal events, is bounded from below by the
4cf. Equation (6.36)
5cf. Equation (6.31), The number of degrees of freedom is set to one for the reason discussed above.
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fiducial cross section for the SM point (aQGC parameter values only increase the fiducial
cross section as shown in Figure 7.2(b)). Therefore, in the case of a downward fluctua-
tion in data which gives a number of observed events below the expectation from the SM
hypothesis, one finds α̂4 = α̂5 = 0 corresponding to the SM point which is not in perfect
agreement with the data observed. As a consequence, one has L(α̂4, α̂5, ~̂θ) ≤ L(µ̂, ~̂θ)
which results in different exclusion contours from both approaches. For a more profound
discussion of this issue the reader is referred to [176].
7.2.2. Method for Limit Calculation
Based on the results from the fiducial cross section measurement, it is believed that
the electroweak W±W±jj production process exists. Furthermore, the extracted cross
section and the observed differential distributions indicate, within their limited accuracy,
that it is in reasonable agreement with the expectation from the SM. Therefore, the
second option of the approaches discussed above is pursued and the aim is to measure
the aQGC parameters α4 and α5. To this end, one needs to evaluate the test statistic
t(α4,α5) = −2 log
L
(
α4, α5,
ˆ̂
~θ, µ = 1
)
L
(
α̂4, α̂5, ~̂θ, µ = 1
) (7.10)
where the dependence of the likelihood function on α4 and α5 enters through the fidu-
cial cross section σfid(α4, α5) and the signal reconstruction efficiencies in the three chan-
nels εc = εc(σ
EWK
fid ). In contrast to the extraction of fiducial cross sections, one needs
to consider the theoretical uncertainty on the signal prediction by introducing another
nuisance parameter (cf. discussion at the end of Section 6.5) when one attempts to
exclude certain parameter points. By doing so, one prevents the exclusion of parameter
points based on predictions which suffer from large theoretical uncertainties. Owing to
the lack of detailed theoretical studies on the uncertainty of the cross section prediction
at particle level for the various aQGC parameter points, the theoretical uncertainty of
the SM electroweak W±W±jj production process of 13% is adopted. This approach is
motivated by the fact that this uncertainty is dominated by effects from the variation of
the renormalisation and factorisation scales (cf. Table 6.5). Since both the evaluation of
the scale variation uncertainties for the SM electroweak W±W±jj production process
with Vbfnlo and the calculation of the fiducial cross sections as function of α4 and
α5 with Whizard are performed using a dynamic scale, it is assumed that the relative
uncertainty from the SM process can be adopted.
In order to perform the maximisation of the likelihood function in the denominator
using standard computer programmes like ROOT or RooFit the analytic form of the
likelihood function L = L(α4, α5) must be known6. Unfortunately, both the fiducial cross
section and the signal reconstruction efficiencies are only known on a grid in the (α4×α5)
6The possibility of a custom implementation of the likelihood function in C++ using the interface of
Minuit [177] is not discussed here.
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parameter space and no satisfying analytic parametrisation is found. However, for the
definition of the test statistic given above it is not necessary to find the unconditional
maximum likelihood estimators α̂4 and α̂5 but it is sufficient to know the value of the
likelihood function at this point. In the simple case of an event counting experiment
this value depends only on the predicted number of signal events in the three channels.
Therefore, one can set σfid and εc to their SM values and let the signal strength µ float
in order to get the value of the denominator in (7.10). Since the parameter range of µ is
not restricted, this approach would correspond to a search and could potentially exclude
all parameter points. In order to account for the fact that the number of predicted signal
events has a lower boundary, one needs to restrict the parameter range of µ to µ ≥ 1.
That is the number of expected events from electroweak W±W±jj production has to
be at least as large as the expectation from the SM. This threshold is concluded from
the following two observations:
• For the fiducial cross section of the electroweak W±W±jj production process one
finds σ
(α4,α5)
fid ≥ σ
SM
fid (cf. Figure 7.2(b)).
• The signal reconstruction efficiencies for non-zero values for the aQGC parameters
are larger than for the SM point (cf. Figure 7.3).
The numerator of Equation (7.10) is evaluated by setting the signal reconstruction ef-
ficiencies in the three individual channels to the values given by the Equations (7.2) to
(7.4). While the fiducial cross section of the electroweak W±W±jj production process
is known on a fine grid in the parameter space, the question about the treatment of the
interference with the strong SM W±W±jj production component remains. Since the
fiducial cross section for the electroweak component is rising, one also expects the inter-
ference contribution to grow. In the absence of dedicated studies and lacking theoretical
literature on this topic, it is assumed that the behaviour found for the interference in
the SM case remains valid even in the presence of aQGC parameters, that is (cf. Equa-
tion (5.4))
σ
(α4,α5),INT
fid = f ×
√
σ
(α4,α5),EWK
fid × σ
SM,QCD
fid with f = 0.23 . (7.11)
Thus, the fiducial signal cross section in the VBS phase space is given by
σ
(α4,α5)
fid,VBS = σ
(α4,α5),EWK
fid,VBS + σ
(α4,α5),INT
fid,VBS (7.12)
= ζ × σ(α4,α5),EWKfid,VBS,Whizard + f ×
√
ζ × σ(α4,α5),EWKfid,VBS,Whizard × σ
SM,QCD
fid,VBS,Sherpa . (7.13)
With these definitions, the test statistic is evaluated on a fine grid of 0.02× 0.02 in
(α4 × α5) and points with t(α4,α5) ≥ 3.84(1.0) are excluded at the 95%(68.3%) confidence
level. Expected exclusion contours are derived by setting the number of events observed
in the individual channels to the sum of the prediction for the electroweak W±W±jj
production process in the SM and the expected contributions from the other background
processes.
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It is important to note that the procedure outlined above does not take into ac-
count any changes in the background prediction due to the presence of non-zero aQGC
parameters. This approach is an approximation as the electroweak W±Zjj and ZZjj
production components are sensitive to anomalous quartic gauge couplings as well. Nev-
ertheless, their contribution is small compared to both the total expected background
yield and the yield from the electroweak W±W±jj production in the SM (cf. Tables F.5,
F.6, and F.7 in the appendix). Thus, this procedure poses a reasonable approximation for
the currently available data statistics. In the future, a combined analysis of effects from
non-zero aQGC parameter values on the electroweak W±W±jj and W±Zjj processes
may help to tighten the constraints on the aQGC parameters.
7.3. Preliminary Limits on aQGC Parameters
Using the prescription outlined above, the required input for the derivation of constraints
on the aQGC parameters α4 and α5 consists of the linear functions parametrising the
signal reconstruction efficiencies in the three channels given by the Equations (7.2), (7.3),
and (7.4), the complete signal cross section in the VBS fiducial phase space depicted in
Figure 7.5(a), and the systematic uncertainties on the background predictions and signal
reconstruction efficiencies7 summarised in Table 6.7. The fiducial cross section for the
signal process includes the contribution from the interference between the electroweak
and strong W±W±jj production processes. In Figure 7.5(b) the relative contribution
from the interference to the total signal cross section is shown as a function of α4 and
α5 which illustrates that its contribution is about 7% at the SM point and decreases for
larger values of the aQGC parameters. Thus, the impact of the assumed parametrisation
of the interference contribution, which is discussed in Section 7.2.2, on the final results
is limited.
The expected two-dimensional confidence intervals for a confidence level of 68% and
95% are shown in Figure 7.6. They are calculated based on the assumption that the
observation is in agreement with the prediction for the electroweak W±W±jj produc-
tion in the SM. For the purpose of comparison, the exclusion contour based on the
expected 95% CLs+b upper limit on σfid,VBS, which is calculated from the number of
expected background events in the VBS signal region and it is given in Table 6.10, is
also marked. This comparison illustrates the potential bias of constraints on model pa-
rameters which are derived from generic upper limits on fiducial cross sections. The
difference is caused by the following two reasons. On the one hand, possible changes
in the signal reconstruction efficiency are not accounted for when calculating exclusion
contours from generic upper limits on fiducial cross sections. Figure 7.3(b) provides a
good example for such a scenario. Depending on the direction of change of the signal
efficiency, exclusion contours derived from upper limits on fiducial cross sections may
be too loose (in cases where the signal efficiency increases) or too tight (in cases where
the signal efficiency decreases). On the other hand, the upper limit on the fiducial cross
7The systematic uncertainties on the signal reconstruction efficiencies include an additional component
arising from the uncertainties of the linear parametrisations given in Equations (7.2) to (7.4).
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Figure 7.5.: (a) Fiducial cross section in the VBS phase space for the signal process
as defined in Equation (7.13) as a function of the aQGC parameters. (b) Relative
contribution from the interference between the electroweak and strong W±W±jj pro-
duction processes to the fiducial signal cross section as a function of α4 and α5.
section is insensitive to theoretical uncertainties on the fiducial cross section prediction
in specific models. This difference leads to exclusion contours calculated for specific
models being weaker than naive translations of upper limits on cross sections.
Based on the expected number of background events in the VBS signal region, the
expected one-dimensional confidence intervals for the aQGC parameters α4 and α5 at
the 95% confidence level are
α4 ∈ [−0.10, 0.12] , (7.14)
α5 ∈ [−0.17, 0.19] . (7.15)
7.4. Optimisation of the Event Selection
So far, only the derivation of constraints on the aQGC parameters α4 and α5 based on
the number of events in the VBS signal region is discussed. However, this region may
not provide the highest sensitivity to anomalous contributions to the quartic WWWW
gauge coupling vertex. The event selection in this region is optimised to enhance the
contribution from the electroweak W±W±jj production process in the SM over the
background from the strong production component and other contributions. In the
context of a search for deviations of the quartic gauge coupling from its SM prediction,
the SM-like contribution to the electroweak W±W±jj production has to be considered as
background and only the enhancement of the electroweak W±W±jj production over the
SM prediction is considered as signal. In this scenario, it is beneficial to exploit further
kinematic selection criteria to suppress the SM contribution in electroweak W±W±jj
production.
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Figure 7.6.: Expected two-dimensional confidence intervals in the (α4×α5) parameter
space for a confidence level of 68% (dashed, blue) and 95% (solid, red) derived from
the expected number of events in the VBS signal region. Parameter points outside the
given curves are excluded at the given confidence level. For comparison, the exclusion
contour based on the expected 95% CLs+b upper limit on σfid,VBS is also shown (dash-
dotted, green). The parameter point corresponding to the SM is denoted by a cross.
By design, anomalous contributions to the quartic gauge coupling vertex in the frame-
work of the electroweak chiral Lagrangian are not characterised by distinct kinematic
features (e.g. heavy resonances). These properties are only included in full BSM theories
which contain a complete description of the physics processes relevant at high energies.
Through the study of effective field theories which parametrise the low-energy behaviour
of full BSM theories, one has the advantage of covering a wide range of possible models
while, at the same time, sacrificing the possibility of exploiting model specific kinematic
properties during the event selection that could help to enhance the sensitivity to new
physics processes.
Nevertheless, the aQGC parameters α4 and α5 have in common that they parametrise
contributions from new physics processes to the WWWW gauge coupling vertex at
higher energies (e.g. the resonant production of an intermediate particle). Therefore,
one can expect the kinematic region with large invariant masses of the diboson system,
mWW , to be of particular sensitivity to these aQGC parameters. Consequently, dis-
tributions of kinematic variables of the produced leptons are deemed to be well-suited
for the search of new physics in this context. Figure 7.7 shows the distribution of few
kinematic variables related to the reconstructed leptons and the missing transverse en-
ergy. It illustrates the expectation from the SM W±W±jj production and the various
other background contributions compared to the additional contribution in electroweak
W±W±jj production for one exemplary aQGC parameter point. It is clearly visible that
contributions from anomalous quartic gauge couplings are expected to show up predom-
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inantly at large values of mWW,T. This variable is highly correlated to the scalar sum
of the transverse momenta of the two reconstructed lepton candidates and the angular
separation of both lepton candidates in the transverse plane which also exhibit a good
discrimination power.
Due to the limited data statistics, the optimisation of the event selection is restricted
to one additional requirement. Future analyses which benefit from a larger amount of
data may attempt an optimisation of the event selection by employing several of the dis-
criminating variables. Both the scalar sum of the transverse momenta of the two lepton
candidates and the transverse mass variable yield a compatible performance in terms of
the expected discovery significance for non-zero aQGC parameter values. Additionally, a
similar level of agreement between the distributions observed in data and the prediction
from all SM background processes is found for both variables in the various control re-
gions defined in Section 6.3.4 as shown in Figures 7.8 and 7.9. For this work it is decided
to focus on an optimisation of the requirement on the transverse mass mWW,T. To this
end, an optimisation of the discovery significance for the six different (α4, α5) parameter
points, (−0.3, 0.6), (−0.1, 0), (0, 0.2), (0,−0.2), (0.1, 0) and (0.3,−0.6) as a function of
the requirement on mWW,T is performed. The choice of these parameter points is mo-
tivated by the fact that they are close to the 95% expected exclusion contour obtained
from the VBS signal region (cf. Figure 7.6) which serves as indicator of the current reach
of sensitivity. Owing to the small number of expected events, the analysis is no longer
split up in three channels according to the flavour of the reconstructed lepton candi-
dates. Instead, a single region is used for the calculation of constraints on the aQGC
parameters α4 and α5 from this point onward. For the calculation of the discovery sig-
nificance, the background is given by the contributions from prompt lepton production,
photon conversion processes, non-prompt lepton production and lepton misidentification
as well as the full SM W±W±jj production process including the electroweak compo-
nent. The signal is given by the excess of the electroweak W±W±jj production over the
SM prediction. Thus, the number of expected signal events at detector level is given by
s(α4, α5) = L× ε×
(
σ
(α4,α5)
fid − σ
SM,EWK
fid
)
(7.16)
which is always positive since σ
(α4,α5)
fid > σ
SM,EWK
fid in the parameter region studied in this
work. The optimisation of the requirement on mWW,T is performed in steps of 50 GeV
over a range from 100 GeV to 1 TeV. Detailed results of this study are reported in
Appendix F.8 and it is found that the optimal requirement on mWW,T is in the range of
(400− 500) GeV depending on the tested aQGC parameter point. Since the maximum
discovery significance is fairly insensitive to the exact threshold in this range, a uniform
selection criterion of mWW,T ≥ 400 GeV is chosen. The event selection defined by the
VBS signal region and this additional requirement is referred to as aQGC signal region.
In Section 5.3 the definition of the corresponding fiducial phase space at particle level is
given.
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Figure 7.7.: Kinematic distributions which are sensitive to aQGC parameters. The
top panels show the expected background distributions (stacked) from all SM processes
including the SM electroweak W±W±jj production process. The outermost bins
contain contributions from outside the shown variable range. The total uncertainty
on the background prediction is indicated by the blue hatched area. An excess in
the electroweak W±W±jj production process over the SM prediction is illustrated for
α4 = 0.1 and α5 = 0 by the red hatched area. The bottom panels show the expected
discovery significances for the chosen aQGC parameter point as a function of a minimal
requirement on the respective kinematic variable.
169
7.4 Optimisation of the Event Selection
0 100 200 300 400 500 600
E
v
e
n
ts
 /
 5
0
 G
e
V
10
20
30
40
50 ±W±SM W
 + Vt,ZZ, tγ±W
Z±W
Charge Flip
Fakes
total uncertainty
Data
-1 = 8 TeV, L = 20.3 fbs
b-tag CR, all channels
 [GeV]
WW,T
m
0 100 200 300 400 500 600
E
x
p
e
c
ta
ti
o
n
D
a
ta
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(a) b-tag control region.
0 100 200 300 400 500 600
E
v
e
n
ts
 /
 5
0
 G
e
V
50
100
150
200
250
±W±SM W
 + Vt,ZZ, tγ±W
Z±W
Charge Flip
Fakes
total uncertainty
Data
-1 = 8 TeV, L = 20.3 fbs
Z-tag CR, all channels
 [GeV]
WW,T
m
0 100 200 300 400 500 600
E
x
p
e
c
ta
ti
o
n
D
a
ta
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(b) Z-tag control region.
0 100 200 300 400 500 600
E
v
e
n
ts
 /
 5
0
 G
e
V
100
200
300
400
500
600
700
800 ±W±SM W
 + Vt,ZZ, tγ±W
Z±W
Charge Flip
Fakes
total uncertainty
Data
-1 = 8 TeV, L = 20.3 fbs
 < 2, all channelsjetsn
 [GeV]
WW,T
m
0 100 200 300 400 500 600
E
x
p
e
c
ta
ti
o
n
D
a
ta
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(c) njets < 2 control region.
0 100 200 300 400 500 600
E
v
e
n
ts
 /
 5
0
 G
e
V
10
20
30
40
50
60
70
80
±W±SM W
 + Vt,ZZ, tγ±W
Z±W
Charge Flip
Fakes
total uncertainty
Data
-1 = 8 TeV, L = 20.3 fbs
 < 500 GeV, all channelsjjm
 [GeV]
WW,T
m
0 100 200 300 400 500 600
E
x
p
e
c
ta
ti
o
n
D
a
ta
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(d) mjj < 500 GeV control region.
Figure 7.8.: Distributions of the transverse mass of the W±W± system in various
control regions. The top panels show the distribution observed in data (black dots)
compared to the expectation from various SM processes (stacked) whereby the blue
hatched area indicates the total uncertainty on the prediction. The outermost bins
contain contributions from outside the shown variable range. The bottom panels
display the ratio of the distribution in data with respect to the expectation. The
yellow band illustrates the total uncertainty on the prediction while the orange band
states the statistical uncertainty only.
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(c) njets < 2 control region.
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(d) mjj < 500 GeV control region.
Figure 7.9.: Distributions of the scalar sum of the transverse momenta of the two
lepton candidates in various control regions. The top panels show the distribution
observed in data (black dots) compared to the expectation from various SM pro-
cesses (stacked) whereby the blue hatched area indicates the total uncertainty on the
prediction. The outermost bins contain contributions from outside the shown variable
range. The bottom panels display the ratio of the distribution in data with respect to
the expectation. The yellow band illustrates the total uncertainty on the prediction
while the orange band states the statistical uncertainty only.
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Figure 7.10.: (a) Acceptance for the aQGC fiducial phase space as function of the
aQGC parameters α4 and α5 determined from events generated with Whizard and
the parton shower modelled with Pythia8. (b) Cross section for the electroweak
W±W±jj production in the aQGC fiducial phase space at particle level with LO
accuracy in QCD as function of the aQGC parameters. The cross sections are scaled
such that the prediction for the SM point coincides with the prediction from Sherpa.
7.5. Results
The derivation of constraints on the aQGC parameters α4 and α5 from the number of
observed events in the aQGC signal region follows the method described in Section 7.2.
The fiducial cross section in the aQGC phase space at particle level for the electroweak
W±W±jj production process is determined as a function of the aQGC parameters us-
ing the simulated Whizard samples described in Section 7.1. Figure 7.10(a) shows
the acceptance for events passing the aQGC fiducial phase space definition as a func-
tion of α4 and α5 which is multiplied by the cross section of the phase space used for
the event generation (cf. Figure 7.1). Thereby, the acceptance values are interpolated
bilinearly to match the finer grid of the cross section in the generation phase space.
Again, the predicted fiducial cross sections in the aQGC phase space calculated with
Whizard+Pythia8 are scaled such that the prediction for the SM point coincides with
the LO QCD, ME + PS merged cross section prediction from Sherpa (cf. discussion to
Equation (7.1)). In the aQGC fiducial phase space, this scaling factor is
ζaQGC =
σSM,EWKfid,aQGC (Sherpa)
σSM,EWKfid,aQGC (Whizard+Pythia8)
=
0.130 fb
0.078 fb
= 1.66 . (7.17)
The resulting fiducial cross section for the electroweak W±W±jj production process in
the aQGC phase space at particle level is given as a function of the aQGC parameters
in Figure 7.10(b).
Analogous to the limit calculation in the VBS signal region, the interference contri-
bution is considered as signal as well and it is calculated using Equation (7.11). Fig-
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Figure 7.11.: (a) Fiducial cross section in the aQGC phase space for the signal
process as a function of the aQGC parameters. (b) Relative contribution from the
interference between the electroweak and strong W±W±jj production processes to
the fiducial signal cross section as a function of α4 and α5.
ure 7.11(a) shows the resulting fiducial cross section for the signal process in the aQGC
fiducial phase space and Figure 7.11(b) gives the relative contribution from the inter-
ference which illustrates the negligible impact of the parametrisation of the interference
contribution on the results.
In order to derive the two-dimensional confidence intervals in the (α4 × α5) plane,
one needs to know the signal reconstruction efficiency and its dependence. Similarly to
the preliminary results based on the VBS signal region, the signal efficiency is derived
from 19 samples of generated events for different aQGC parameter points which are
processed by the ATLAS detector simulation. This time, the efficiency is not split up
by the three different channels, but it is only calculated for their sum. The results are
shown in Figure 7.12 and the signal reconstruction efficiency is found to be 68.7%. In
contrast to the VBS signal region, no strong dependence on α4 or α5 is observed. This
advantage is attributed to the refined definition of the aQGC fiducial phase space at
particle level which includes the Z veto in the e±e± channel and, thus, reduces the
impact on the signal efficiency arising from the dependence of the m`` spectrum on
the aQGC parameters (cf. discussion to Figure 7.4 and Section 5.3). Furthermore,
the signal reconstruction efficiency in the aQGC signal region obtained from the event
samples generated with the Whizard event generator interfaced to Pythia8 for the
parton shower and underlying event modelling is consistent with the value determined
from the Sherpa event sample for the SM electroweak W±W±jj production process as
it can be seen in Figure 7.12(b).
As the last ingredient, the systematic uncertainties on the background prediction and
the signal reconstruction efficiency are reevaluated for the aQGC signal region. Table 7.1
presents the relative uncertainties, grouped according to the categories introduced in
Section 6.4.4, on the predicted event yields from the total SM background prediction
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Figure 7.12.: (a) Signal reconstruction efficiencies in the aQGC signal region for
various points in the aQGC parameter space as function of α4 and α5. (b) Signal
reconstruction efficiencies as function of the fiducial cross section in the aQGC phase
space of the corresponding (α4, α5) parameter point with their statistical uncertain-
ties. The dark grey line with the light grey error band illustrates the signal efficiency
determined from the Sherpa event sample for the SM point with its statistical and
systematic uncertainties.
and the signal yields for various aQGC parameter points. The total uncertainty on
the background prediction is about 14% which is equally dominated by uncertainties
on the jet energy calibration and by uncertainties on the normalisation of background
estimates that are based on simulated events. Furthermore, it is found that the relative
experimental uncertainty on the signal reconstruction efficiency is 8% which is dominated
completely by the uncertainties on the jet energy calibration. No significant dependence
of the uncertainties of the signal reconstruction efficiency on the aQGC parameter values
is observed which allows to use the same systematic uncertainty for all parameter points.
Finally, Table 7.2 summarises the expected and observed event yields in the aQGC
signal region. A total of 3.9± 0.6 events are expected from SM background processes
which is dominated by the prediction of 1.8± 0.3 events arising from the SM electroweak
W±W±jj production process. As an example the expected number of additional events
for the aQGC parameter point α4 = 0.1 and α5 = 0 is 7.8. Eight events are observed in
data which corresponds to an excess with a significance of Zobs = 1.7. Distributions of
important kinematic variables of the lepton system are shown in Figure 7.13. Addition-
ally, Figure 7.16 displays an example for an event display for one of the selected event
candidates while Table F.4 summarises important event information of the selected data
events.
In the absence of a significant deviation from the background-only hypothesis, a CLs+b
upper limit on the fiducial cross section for new physics processes is reported. Assuming
the signal reconstruction efficiency of the SM electroweak W±W±jj production process,
which is in good agreement with the signal efficiencies of the different aQGC parameter
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total SM (0.1, 0) (−0.1, 0) (0, 0.2) (0,−0.2) (−0.3, 0.6) (0.3,−0.6)
e± charge reconstruction +0.8−0.8 – – – – – –
non-prompt leptons +2.4−2.4 – – – – – –
efficiency corrections +1.4−1.4
+1.3
−1.3
+1.3
−1.3
+1.4
−1.4
+1.4
−1.4
+1.4
−1.4
+1.4
−1.4
jet energy +9.8−8.6
+6.3
−7.2
+7.3
−5.7
+5.4
−6.4
+8.0
−5.1
+6.3
−6.4
+5.1
−7.4
lepton energy +1.7−1.8
+2.0
−1.4
+1.5
−1.6
+1.6
−1.5
+0.7
−0.6
+0.9
−0.5
+0.9
−1.2
EmissT
+1.8
−1.3
+1.2
−1.0
+1.3
−0.8
+0.7
−1.2
+0.8
−0.5
+0.4
−0.2
+0.1
−0.6
other +2.0−1.4
+0.2
−0.2
+0.2
−0.2
+0.2
−0.2
+0.1
−0.1
+0.2
−0.2
+0.2
−0.2
luminosity +2.4−2.4
+2.8
−2.8
+2.8
−2.8
+2.8
−2.8
+2.8
−2.8
+2.8
−2.8
+2.8
−2.8
theory +9.7−9.7
+13.0
−13.0
+13.0
−13.0
+13.0
−13.0
+13.0
−13.0
+13.0
−13.0
+13.0
−13.0
total +14.6−13.7
+14.9
−15.2
+15.2
−14.6
+14.5
−14.9
+15.6
−14.3
+14.8
−14.8
+14.3
−15.3
statistical uncertainty ±6.7 ±4.7 ±5.0 ±4.4 ±4.3 ±4.7 ±4.9
Table 7.1.: Summary of relative systematic uncertainties in the aQGC signal region.
The second column gives the relative uncertainties in % for the sum of all SM processes
while the remaining columns show the relative systematic uncertainties for various
(α4, α5) parameter points. For comparison, the relative uncertainty due to limited
number of the simulated events is given in the last row.
points tested (cf. Figure 7.12(b)), BSM models that predict contributions to the aQGC
fiducial phase space at particle level of more than 0.72 fb are excluded at the 95%
confidence level.
Figure 7.14 provides a comparison of the expected exclusion contours at the 95%
confidence level derived from the background-only hypothesis in the VBS and in the
aQGC signal regions. This figure illustrates the increase in sensitivity to the aQGC
parameters gained by the additional requirement on the transverse mass of the lepton
system. The expected and observed one-dimensional confidence intervals for the aQGC
parameters α4 and α5 at the 95% confidence level are
expected: α4 ∈ [−0.06, 0.08] , observed: α4 ∈ [−0.09, 0.10] , (7.18)
expected: α5 ∈ [−0.11, 0.12] , observed: α5 ∈ [−0.15, 0.15] . (7.19)
Thus, the expected intervals are about 35% better than the expected limits derived in
the VBS signal region (cf. Equations (7.14), (7.15)). In Figure 7.15, the observed two-
dimensional confidence intervals in the (α4 × α5) plane are shown for the 68% and 95%
confidence levels. Due to the excess in data, the observed exclusion contours are weaker
than the expected ones.
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(c) Missing transverse energy.
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(d) Transverse mass of the W±W± system.
Figure 7.13.: Distributions of kinematic variables of the lepton system in the aQGC
signal region. The distribution observed in data (black dots) is compared to the
expectation from the SM processes (stacked) whereby the blue hatched area indicates
the total uncertainty on the prediction. The outermost bins contain contributions
from outside the shown variable range. For illustration purposes the expected excess
for the aQGC parameter point α4 = 0.1 and α5 = 0 is stacked on top of the prediction
and it is shown as red hatched area.
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process event yield
non-prompt leptons 0.2 ± 0.1 ± 0.1
γ conversion 0.7 ± 0.2 ± 0.1
prompt leptons 0.7 ± 0.1 ± 0.3
SM W±W±jj 2.3 ± 0.1 ± 0.4
SM background 3.9 ± 0.3 ± 0.5
α4 = 0.1, α5 = 0 7.8 ± 0.4 ± 1.2
data 8
Table 7.2.: Expected and observed event yields in the aQGC signal region. The
quoted errors comprise statistical uncertainties (first error) and systematic uncertain-
ties (second error).
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Figure 7.14.: Comparison of the expected two-dimensional confidence intervals at
the 95% confidence level (red) in the aQGC (solid) and VBS (dashed) signal region.
The area outside the given curves is excluded. The exclusion contours derived from
a naive interpretation of the expected 95% CLs+b upper limit on the fiducial cross
section (green) are shown for illustration purposes as well.
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Figure 7.15.: Observed two-dimensional confidence intervals in the (α4, α5) parame-
ter space derived from the number of data events observed in the aQGC signal region
for the 68% (dark blue) and 95% (light blue) confidence level. The expected exclusion
contour at the 95% confidence level is marked by the red curve. The area outside the
given curve/filled regions is excluded at the respective confidence level.
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Figure 7.16.: Event display for the selected µ+µ+ event candidate 46392072 in run
203353. The top panel shows the ρ− z projection of the ATLAS detector, the bottom
left panel is the x−y projection and the bottom right plot is a lego plot illustrating the
transverse momentum of reconstructed objects in the η−φ plane. The following recon-
structed objects are shown: muon candidates (dark blue), jet objects (red and green),
missing transverse energy (dashed, violet), and tracks in the inner detector (light blue).
Energy depositions in the calorimeter are depicted as yellow points.
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Chapter 8.
Discussion and Outlook
Demonstrating that studies of electroweak gauge boson scattering are feasible at the
LHC is the primary objective of this work. To this end, a comparison of the sensitiv-
ity of different diboson final states to electroweak gauge boson scattering processes is
performed. The production of two W± bosons with identical electric charge in associ-
ation with two hadronic jets is identified as the most promising candidate for such a
study. Several techniques for the estimation of the background contributions from vari-
ous sources are presented. Furthermore, the description of important kinematic variables
by the background model is validated carefully in dedicated control regions. After having
built confidence in the reliability of the background predictions, an optimisation of the
event selection is performed. Despite the limited statistics of the available data, both
signal processes the inclusive W±W±jj production process as well as its electroweak
component could be observed significantly. Therefore, it is concluded that an inves-
tigation of the W±W±jj production process at the LHC provides a viable approach
to study the scattering of massive electroweak gauge bosons. The current results are
dominated by their statistical uncertainties. However, these are expected to be reduced
noticeably by the expected larger statistics of the data sample to be collected during
the forthcoming Run 2 of the LHC. In terms of systematic uncertainties, the analysis
is limited by theoretical uncertainties on the background normalisation and by uncer-
tainties on the energy calibration of the reconstructed jet candidates. An improvement
on the theoretical uncertainties requires input from the theory community, especially on
the topic of a consistent matching of NLO QCD calculations with the parton shower
modelling. In the light of the additional material introduced in the forward region by
the services for the new insertable B-layer in ATLAS, a reduction of the uncertainties
on the jet energy scale will remain a major challenge. Other possible improvements of
the analysis include data-driven background estimates for the W±γ contribution (e.g. a
measurement of the photon to electron conversion rate in data using pp→ Z → µ+µ−γ
events) and the W±Zjj process (e.g. an extrapolation from a trilepton control region)
as well as the usage of multivariate techniques for the event selection.
At the moment, no dedicated measurement of the strong W±W±jj production process
is performed by any experiment. As a consequence, the extraction of the electroweak
contribution relies on the assumption that the strongly mediated production component
is normalised according to its prediction from the SM. In the light of the large uncer-
tainties on the cross section measurement of the inclusive W±W±jj production process
and the expected small contribution from the strong production therein, this assumption
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can be considered as a weak point. Therefore, a conceptual improvement of the analysis
is the simultaneous extraction of the fiducial cross sections for the electroweak and the
strong W±W±jj production processes, e.g. by performing a template fit to the invariant
mass spectrum of the tagging jet pair.
The significant observation of the electroweak W±W±jj production component is
especially interesting since it contains diagrams for the W±W± →W±W± subprocess
which are sensitive to the self-interactions among electroweak gauge bosons and the
coupling of the electroweak gauge bosons to the Higgs boson. Therefore, a study of this
process is beneficial for the understanding of the nature of the electroweak symmetry
breaking mechanism. Besides that it complements the precision measurements of the
properties of the recently discovered Higgs boson, electroweak gauge boson scattering
may also serve as a gateway to new physics which modifies the electroweak gauge sector
of the SM. As a consequence, it is vital to interpret the observation not only in the
context of the SM but also as constraints on parameters of potential contributions from
BSM models.
Under the assumption that contributions from new physics exhibit the same signal
reconstruction efficiency as the electroweak W±W±jj production process in the SM,
one can exclude models which predict a cross section in the VBS fiducial phase space
for the electroweak W±W±jj production process above 3.46 fb at the 95% confidence
level. Additionally, anomalous contributions to the quartic WWWW gauge coupling
vertex are studied in the context of the electroweak chiral Lagrangian and the K-matrix
unitarisation scheme. Selection requirements on discriminating variables are investigated
with the goal to increase the sensitivity of the analysis to the aQGC parameters α4 and
α5. In the absence of a significant excess of the number of data events observed in
an optimised signal region over the background prediction, two-dimensional confidence
intervals in the (α4 × α5)-plane are derived. The observed one-dimensional confidence
intervals at the 95% confidence level are α4 ∈ [−0.09, 0.10] and α5 ∈ [−0.15, 0.15]. Due
to the large correlation between both parameters, these intervals should be interpreted
with care. It is recommended to resort to the full two-dimensional confidence intervals
shown in Figure 7.15 when one wants to interpret these limits as constraints on the
allowed parameter space of BSM models.
Results presented in this thesis make use of the K-matrix unitarisation scheme. It is
argued that the low-energy behaviour of a full theory can be approximated by an effec-
tive field theory and that results obtained in this low-energy regime exhibit negligible
dependence on the chosen unitarisation scheme. However, the predicted fiducial cross
sections for the range of the aQGC parameters under investigation depend strongly on
the chosen unitarisation scheme as it is illustrated in Figure 8.1. This dependence in-
dicates a conceptual problem, namely that the measurements are sensitive to an energy
regime where effects from the high-energy structure of the full theory can not be treated
as perturbations any more. For this reason, an approximation of electroweak gauge bo-
son scattering processes by the electroweak chiral Lagrangian in its current form seems
inappropriate for energies reached in pp collisions at the LHC. Therefore, it is advertised
that future experimental efforts focus on the precise measurement of differential cross
sections, corrected for detector effects, in theoretically well-defined phase spaces. These
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Figure 8.1.: Dependence of the predicted VBS fiducial cross section at parton level
for the process pp→ e+µ+νeνµjj on the chosen unitarisation scheme as a function of
the aQGC parameter α4. The fiducial cross sections are calculated with Whizard at
LO accuracy in QCD. The red line shows the cross section without any unitarisation
scheme applied while the green line illustrates the dependence when applying the K-
matrix unitarisation procedure. The remaining three lines correspond to cross sections
derived with the form factor method for different choices of the form factor parameters.
distributions have the advantages that they serve as model-independent description of
the data, they are not affected by the insufficiency of approximate theoretical models
and this information can be used by theorists for a wide field of applications beyond
constraining the parameter space of certain BSM models (e.g. tuning of heuristic pa-
rameters of event generators). Additionally, one may seek to interpret the observation as
constraints on the parameter space of certain, well-motivated benchmark models which
are of great interest to the particle physics community.
Whereas no significant deviations from the SM are observed in the course of this work,
ongoing efforts on both the experimental and theoretical side together with the increased
data statistics collected at an even higher centre-of-mass energy of
√
s = 13 TeV during
Run 2 of the LHC will help to shed light on the nature of the electroweak symmetry
breaking mechanism. It may also provide first hints of new physics which can guide
the way to a better understanding of the fundamental principles of nature and a more
complete description of the elementary particles of the universe and their interactions.
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Chapter 9.
Summary
In this work, an analysis of the production of two W± bosons of identical electric charge
in association with two hadronic jets, pp→W±W±jj, is reported for the leptonic decay
channels of the W± bosons. Electroweak contributions to this process are particularly
interesting as they contain W±W± →W±W± scattering diagrams. These are directly
sensitive to the mechanism of the electroweak symmetry breaking in the Standard Model
of Particle Physics. Additionally, these contributions include the quartic interaction ver-
tex of massive electroweak gauge bosons. This vertex is one of the last remaining inter-
actions predicted by the Standard Model that are not constrained by direct experimental
measurements so far. For the first time, experimental studies of the rare pp→W±W±jj
process are possible owing to the enormous amount of proton-proton collisions produced
at the Large Hadron Collider at a unprecedented centre-of-mass energy of
√
s = 8 TeV.
The data analysed corresponds to an integrated luminosity of 20.3 fb−1.
The aim of this work, the demonstration of the feasibility of such a study, is achieved.
An optimisation of the event selection and robust techniques for the estimation of back-
ground contributions to the sample of selected data events are presented. Due to the
impressive performance of the Large Hadron Collider and the ATLAS detector, first ex-
perimental evidence for the existence of the process pp→W±W±jj is established. The
chance that the observed excess arises from a statistical fluctuation of the background
is about 1 in 2 million. The extracted cross section for this process in the selected phase
space region is found to be
σW
±W±jj
fid,incl =
(
2.34
+0.54
−0.47
(stat.)
+0.38
−0.31
(sys.)
)
fb (9.1)
which is in good agreement with the prediction from the Standard Model at leading-order
in perturbation theory of σSMfid,incl = (1.64± 0.23) fb.
Notwithstanding the limited statistics of the data at hand, the electroweak compo-
nent of the pp→W±W±jj production process is observed significantly. The probabil-
ity that the data can be explained by a statistical fluctuation of the background is as
small as 2.3× 10−3 %. This observation marks an important milestone for the study of
massive electroweak gauge boson scattering as it is the first time that a process con-
taining these scattering processes has been observed. Therefore, the obtained results
allow the theoretical predictions for the fundamental structure of the electroweak gauge
sector to be tested. The extracted cross section of the electroweak contribution to the
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(a) Inclusive pp→W±W±jj cross section.
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(b) Electroweak pp→W±W±jj cross section.
Figure 9.1.: Summary of the fiducial cross section measurements. The red (outer)
error bars indicate the total uncertainty of the measurement whereas the blue (inner)
error bars represent the statistical uncertainty only. The green lines with yellow bands
illustrate the expectations from the SM with their theoretical uncertainties.
pp→W±W±jj production process of
σW
±W±jj EWK+INT
fid,VBS =
(
1.71
+0.49
−0.44
(stat.)
+0.31
−0.26
(sys.)
)
fb (9.2)
is compatible with the prediction from the Standard Model of σSMfid,VBS = (1.04± 0.14) fb
at leading-order in perturbation theory. Figure 9.1 presents an overview of the measure-
ments of the two fiducial cross sections in the different leptonic final states.
Since the electroweak contributions are sensitive to the quartic WWWW interaction
vertex, direct experimental constraints on anomalous contributions to this vertex are
placed for the first time. In the context of the electroweak chiral Lagrangian effects
from new physics processes are parametrised in terms of the anomalous coupling param-
eters α4 and α5. Two-dimensional exclusion contours in the (α4 × α5) parameter space
are derived which currently represent the most stringent limits on contributions from
physics beyond the Standard Model to the quartic WWWW vertex.
Through a study of electroweak contributions to the pp→W±W±jj production pro-
cess, this work contributes substantially to the efforts of the particle physics community
to understand the nature of the electroweak symmetry breaking. Reliable techniques for
the estimation of background contributions are developed and discriminating variables
for the event selection are identified. The current analysis is dominated by statistical
uncertainties arising from the limited amount of data available. This situation is ex-
pected to improve since more data at an even higher centre-of-mass energy is going to
be collected during the forthcoming Run 2 of the Large Hadron Collider. Future analyses
may therefore benefit from the pioneering studies of this work to ultimately answer the
question about the nature of the electroweak symmetry breaking.
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Appendix A.
Conventions
A.1. Units
In this document the Heaviside-Lorentz units defined in Equations (A.1) and (A.2) are
used
~ = c = kB = 1 , (A.1)
ε0 = µ0 = 1 . (A.2)
Therefore, all quantities have units in terms of (inverse) energy:
[p] = [m] = [E] , (A.3)
[s] = [t] = [E]−1 , (A.4)
[v] = [c] = 1 . (A.5)
The equations needed for conversion from SI units to Heaviside-Lorentz units are given
by
1 J = 1.6 · 1019 eV , (A.6)
~ · c = 0.2 GeV fm = 1 , (A.7)
c = 2.998 · 108 m/s = 1 . (A.8)
A.2. Pauli and γ Matrices
The following set of Pauli matrices is chosen to represent the SU (2) algebra:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (A.9)
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A.2 Pauli and γ Matrices
Their commutation relations and properties are
Tr (σi) = 0 , (A.10)
det (σi) = −1 , (A.11)
[σa, σb] = 2iεabcσc , (A.12)
{σa, σb} = 2δab12 . (A.13)
The γ matrices are defined by the following anticommutation relation
{γµ, γν} = 2gµν14 . (A.14)
A possible choice is stated below, together with the definition of γ5.
γ0 =
(
0 12
12 0
)
, γi =
(
0 σi
−σi 0
)
, γ5 ≡ iγ0γ1γ2γ3 =
(
−12 0
0 12
)
. (A.15)
Some useful properties are summarised in the following lines,
γµ† = γ0γµγ0 , (A.16){
γµ, γ5
}
= 0 , (A.17)
γ5† = γ5 , (A.18)(
γ5
)2
= 14 . (A.19)
The product of γ matrices with a four-vector pµ is denoted as γ
µpµ = /p and fulfils
/p2 = p214. Therefore, /p is invertible if p
2 6= 0 with /p−1 = 1p2 /p and it has the eigenvalues
±
√
p2.
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Appendix B.
The SM Lagrangian and its Feynman Rules
B.1. The SM Lagrangian
The SM Lagrangian before the electroweak symmetry breaking is given by
LSM =
3∑
k=1
L̄kiγ
µDµLk + ēR,kiγ
µDµeR,k (B.1a)
+
3∑
k=1
Q̄kiγ
µDµQk + ūR,kiγ
µDµuR,k + d̄R,kiγ
µDµdR,k (B.1b)
− 1
4
BµνBµν −
1
2
Tr (WµνWµν)−
1
2
Tr (GµνGµν) (B.1c)
+ (DµΦ)
† (DµΦ)− V (Φ) (B.1d)
−
3∑
i,j=1
[
L̄iY
e
ijΦeR,j + Q̄iY
u
ijΦ
cuR,j + Q̄iY
d
ijΦdR,j
]
+ h.c. (B.1e)
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B.2 SM Feynman Rules
with the notation as introduced in Section 2.1.2. After the electroweak symmetry break-
ing, the SM Lagrangian can be written in the unitary gauge equivalently as
LSM =
∑
fermions
ψ̄iiγ
µ∂µψi (B.2a)
− e
∑
fermions
Qiψ̄iγ
µψiAµ (B.2b)
− gw
2 cos θW
∑
fermions
ψ̄i
(
gV,iγ
µ − gA,iγµγ5
)
ψiZµ (B.2c)
− gw
2
√
2
3∑
k=1
ν̄k
(
γµ − γµγ5
)
ekW
+
µ + h.c. (B.2d)
− gw
2
√
2
3∑
i,j=1
ūi
(
γµ − γµγ5
)
(VCKM)ij djW
+
µ + h.c. (B.2e)
− gs
2
∑
quarks
q̄αγ
µ (λa)αβ qβGaµ (B.2f)
−
(
1 +
h
v
) 3∑
k=1
mekēkek +m
u
k ūkuk +m
d
kd̄kdk (B.2g)
+
(
1 +
h
v
)2 [
m2WW
+
µ W
−µ +
1
2
m2ZZµZ
µ
]
(B.2h)
+
1
2
(∂µh)
2 − 1
2
m2hh
2 −
m2h
2v
h3 −
m2h
8v2
h4 (B.2i)
− 1
4
BµνBµν −
1
2
Tr (WµνWµν)−
1
2
Tr (GµνGµν) (B.2j)
with q̄α, qβ denoting the SU(3)C colour triplets of (adjoint) fermion fields for one quark
flavour and me,u,dk denoting the mass of the k-th generation charged lepton, up-type and
down-type fermion field, respectively.
B.2. SM Feynman Rules
The SM Feynman rules for the interaction vertices are summarised on the next pages.
The quantisation of gauge fields requires additional terms in the Lagrangian to fix the
gauge which lead to additional gauge-dependent ghost fields and interactions. In the
following, the U gauge is chosen in which all non-physical fields/vertices disappear at
tree-level.
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B.2 SM Feynman Rules
ψi
ψ̄i
Aµ = −ieQiγµ
ψi
ψ̄i
Zµ = −i gw2 cos θW
(
gV,iγ
µ − gA,iγµγ5
)
`i
ν̄i
W+µ = −i gw2√2
(
γµ − γµγ5
)
νi
¯̀
i
W−µ = −i gw2√2
(
γµ − γµγ5
)
di
ūj
W+µ = −i gw2√2
(
γµ − γµγ5
)
(VCKM)ij
uj
d̄i
W−µ = −i gw2√2
(
γµ − γµγ5
)
(V ∗CKM)ji
Table B.1.: List of Feynman rules for interactions between fermions and electroweak
gauge bosons. All fields are incoming.
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B.2 SM Feynman Rules
W−µ (k1)
W+ν (k2)
Aρ(k3) = ie {(k3 − k2)µ gρν + (k2 − k1)ρ gνµ + (k1 − k3)ν gµρ}
W−µ (k1)
W+ν (k2)
Zρ(k3) = igw cos θW {(k3 − k2)µ gρν + (k2 − k1)ρ gνµ + (k1 − k3)ν gµρ}
W−µ (k1)
W+ν (k2)
Aρ(k3)
Aσ(k4)
= ie2 {gρνgσµ + gρµgσν − 2gρσgµν}
W−µ (k1)
W+ν (k2)
Aρ(k3)
Zσ(k4)
= iegw cos θW {gρνgσµ + gρµgσν − 2gρσgµν}
W−µ (k1)
W+ν (k2)
Zρ(k3)
Zσ(k4)
= ig2w cos
2 θW {gρνgσµ + gρµgσν − 2gρσgµν}
W+µ (k1)
W+ν (k2)
W−ρ (k3)
W−σ (k4)
= ig2w {gρνgσµ + gρµgσν − 2gρσgµν}
Table B.2.: List of Feynman rules for self-interaction vertices of the electroweak gauge
bosons. All fields and momenta are incoming.
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B.2 SM Feynman Rules
ψi
ψ̄i
h = −imiv
W+µ
W−ν
h = igµν
2m2W
v
Zµ
Zν
h = igµν
2m2Z
v
W+µ
W−ν
h
h
= igµν
2m2W
v2
Zµ
Zν
h
h
= igµν
2m2Z
v2
h
h
h = −i3m
2
h
v
h
h
h
h
= −i3m
2
h
v2
Table B.3.: List of Feynman rules for interactions with the Higgs field. All fields are
incoming.
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B.2 SM Feynman Rules
qi
q̄i
Gaµ = −igs λa2 γ
µ
Gaµ(k1)
Gbν(k2)
Gcρ(k3)= −gsfabc {(k1 − k2)ρ gµν + (k2 − k3)µ gνρ + (k3 − k1)ν gρµ}
Gaµ(k1)
Gbν(k2)
Gcρ(k3)
Gdσ(k4)
=
−ig2s [fabefcde (gµρgνσ − gµσgνρ) + fadefbce (gµνgρσ − gµρgνσ)
+facefdbe (g
µσgνρ − gµνgρσ)]
Table B.4.: List of Feynman rules for vertices of the strong interaction. All fields
and momenta are incoming.
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Appendix C.
Fiducial Phase Space Definitions
C.1. Comparison of Electroweak Gauge Boson Scattering
Processes
The phase space used to calculate the fiducial cross sections with Sherpa given in Ta-
ble 4.1 is defined at parton level as follows. Charged leptons must have a transverse
momentum of pT ≥ 25 GeV and lie within |η| ≤ 2.5. All charged leptons must be sep-
arated from each other by ∆R ≥ 0.3 and the minimum invariant mass of all charged
lepton pair combinations must satisfy m`` ≥ 20 GeV. In addition, at least two jets, re-
constructed with the anti-kt algorithm using a radius parameter of 0.4 from all outgoing
partons, with pT ≥ 30 GeV and |η| ≤ 4.5 are required. Leptons and jets must be sepa-
rated in ∆R by more than 0.3. Furthermore, the invariant mass of the two outgoing jets
must satisfy mjj ≥ 500 GeV and they need to be separated in rapidity by more than 2.4.
C.2. Differential Distributions for W±W±jj Production
The loose fiducial phase space used to calculate the differential cross section distributions
at parton level, which are shown in Figures 5.2, 5.3 and 5.4, is defined below. Two
charged leptons with a transverse momentum of pT ≥ 10 GeV are required within |η| ≤ 3.
They must be spatially separated by ∆R ≥ 0.1 and their invariant mass must exceed
5 GeV. In addition, at least two jets, reconstructed with the anti-kt algorithm using a
radius parameter of 0.4 from all outgoing partons, with pT ≥ 20 GeV and |η| ≤ 5 are
required. Charged leptons and jets must be separated in ∆R by more than 0.1. The
corresponding Vbfnlo configuration file specifying these selection criteria is printed in
Appendix D.1.
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Appendix D.
Job Options for Event Generators
D.1. Loose Fiducial Phase Space Definition in VBFNLO
The Vbfnlo cuts.dat configuration file for the loose fiducial phase space is given below.
! Jet cuts
!-------------
RJJ_MIN = 0.4d0 ! min jet-jet R separation
Y_P_MAX = 6.0d0 ! must be higher max pseudorapidity for partons
PGENKTJET = -1.0d0 ! exponent of generalised k_T algorithm
PT_JET_MIN = 20.0d0 ! min jet pT
Y_JET_MAX = 5.0d0 ! max jet rapidity
NJET_MIN = 0 ! minimal number of jets
! Lepton cuts (only applied to charged leptons)
!--------------------------------------------------
Y_L_MAX = 3.0d0 ! max lepton rapidity
PT_L_MIN = 10.0d0 ! min lepton pT
MLL_MIN = 5.0d0 ! min. m_l+l- for any comb. of opposite charged leptons
MLL_MAX = 1d20 ! max. m_l+l- for any comb. of opposite charged leptons
MLL_OSONLY = false ! cut only on opposite sign lepton combinations
RLL_MIN = 0.1d0 ! min lepton-lepton R separation
RLL_MAX = 50.0d0 ! max lepton-lepton R separation
! Photon cuts
!----------------
Y_G_MAX = 5d0 ! max pseudorapidity for photons
PT_G_MIN = 0d0 ! min transverse momentum for photons
RGG_MIN = 0.01d0 ! min photon-photon R separation
RGG_MAX = 50.0d0 ! max photon-photon R separation
PHISOLCUT = 0.01d0 ! photon isolation cut
EFISOLCUT = 1d0 ! efficiency of photon isolation cut
! Additional cuts
!---------------------------------
RJL_MIN = 0.1d0 ! min jet-lepton R separation
RJG_MIN = 0.01d0 ! min jet-photon R separation
RLG_MIN = 0.01d0 ! min lepton-photon R separation
MLG_MIN = 0.0d0 ! min. m_lg for any comb. of charged leptons and photons
MLG_MAX = 1.d20 ! max. m_lg for any comb. of charged leptons and photons
PTMISS_MIN = 0.0d0 ! minimal missing transverse momentum
! Vector boson fusion cuts (only applied to tagging jets in VBF processes)
!----------------------------------------------------------------------------
ETAJJ_MIN = 0.0d0 ! jet-jet rapidity separation
YSIGN = false ! jets #1 and #2 must have opposite sign rapidity
LRAPIDGAP = false ! leptons fall inside rapidity gap
DELY_JL = 0.0d0 ! min y-dist of leptons from tagging jets
GRAPIDGAP = false ! photons fall inside rapidity gap
DELY_JG = 0.0d0 ! min y-dist of photons from tagging jets
MDIJ_MIN = 150.0d0 ! dijet min mass cut on tag jet
MDIJ_MAX = 1d20 ! dijet max mass cut on tag jet
JVETO = false ! veto jet cuts
DELY_JVETO = 0.0d0 ! min veto-tag y-dist
YMAX_VETO = 5d0 ! max |y| for veto jet
PTMIN_VETO = 50.0d0 ! min pT for veto jet
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D.2 Inclusive Fiducial Phase Space Definition in Vbfnlo
D.2. Inclusive Fiducial Phase Space Definition in VBFNLO
The Vbfnlo cuts.dat configuration file for the inclusive fiducial phase space used for
studying uncertainties due to scale and PDF variations for the W±W±jj and W±Zjj
production processes is given below.
! Jet cuts
!-------------
RJJ_MIN = 0.4d0 ! min jet-jet R separation
Y_P_MAX = 6.0d0 ! must be higher max pseudorapidity for partons
PGENKTJET = -1.0d0 ! exponent of generalised k_T algorithm
PT_JET_MIN = 30.0d0 ! min jet pT
Y_JET_MAX = 4.5d0 ! max jet rapidity
NJET_MIN = 0 ! minimal number of jets
! Lepton cuts (only applied to charged leptons)
!--------------------------------------------------
Y_L_MAX = 2.5d0 ! max lepton rapidity
PT_L_MIN = 25.0d0 ! min lepton pT
MLL_MIN = 20.0d0 ! min. m_l+l- for any comb. of opposite charged leptons
MLL_MAX = 1d20 ! max. m_l+l- for any comb. of opposite charged leptons
MLL_OSONLY = false ! cut only on opposite sign lepton combinations
RLL_MIN = 0.3d0 ! min lepton-lepton R separation
RLL_MAX = 50.0d0 ! max lepton-lepton R separation
! Photon cuts
!----------------
Y_G_MAX = 5d0 ! max pseudorapidity for photons
PT_G_MIN = 0d0 ! min transverse momentum for photons
RGG_MIN = 0.01d0 ! min photon-photon R separation
RGG_MAX = 50.0d0 ! max photon-photon R separation
PHISOLCUT = 0.01d0 ! photon isolation cut
EFISOLCUT = 1d0 ! efficiency of photon isolation cut
! Additional cuts
!---------------------------------
RJL_MIN = 0.3d0 ! min jet-lepton R separation
RJG_MIN = 0.01d0 ! min jet-photon R separation
RLG_MIN = 0.01d0 ! min lepton-photon R separation
MLG_MIN = 0.0d0 ! min. m_lg for any comb. of charged leptons and photons
MLG_MAX = 1.d20 ! max. m_lg for any comb. of charged leptons and photons
PTMISS_MIN = 40.0d0 ! minimal missing transverse momentum
! Vector boson fusion cuts (only applied to tagging jets in VBF processes)
!----------------------------------------------------------------------------
ETAJJ_MIN = 0.0d0 ! jet-jet rapidity separation
YSIGN = false ! jets #1 and #2 must have opposite sign rapidity
LRAPIDGAP = false ! leptons fall inside rapidity gap
DELY_JL = 0.0d0 ! min y-dist of leptons from tagging jets
GRAPIDGAP = false ! photons fall inside rapidity gap
DELY_JG = 0.0d0 ! min y-dist of photons from tagging jets
MDIJ_MIN = 500.0d0 ! dijet min mass cut on tag jet
MDIJ_MAX = 1d20 ! dijet max mass cut on tag jet
JVETO = false ! veto jet cuts
DELY_JVETO = 0.0d0 ! min veto-tag y-dist
YMAX_VETO = 5d0 ! max |y| for veto jet
PTMIN_VETO = 50.0d0 ! min pT for veto jet
198
D.3 Electroweak W±W±jj Production with Vbfnlo
D.3. Electroweak W±W±jj Production with VBFNLO
Relevant physics and Vbfnlo run configuration parameters for the electroweakly medi-
ated process pp→W+W+jj → e+µ+νeνµjj are given below. The results for the final
state e−µ−ν̄eν̄µjj are obtained by using PROCESS = 260 and flipping signs for the out-
going leptons.
! General parameters of the calculation
!-------------------------------------------
PROCESS = 250
LOPROCESS_PLUS_JET = false ! switch: LO process with 1 additional jet
LEPTONS = -11 12 -13 14
LO_ITERATIONS = 5 ! number of iterations for LO calculation
NLO_ITERATIONS = 5 ! number of iterations for real-emissions calc.
LO_POINTS = 22
NLO_POINTS = 22 ! number of points for real-emissions calc. (= 2^..)
NLO_SWITCH = true
EWCOR_SWITCH = false ! Whether electroweak corrections are included
FERMIONLOOP = 3 ! Contribution of gluon-induced fermionic loops for diboson processes
ECM = 8000d0 ! collider center-of-mass energy
BEAM1 = 1 ! type of beam 1 (1=proton, -1 = antiproton)
BEAM2 = 1 ! type of beam 2 (1=proton, -1 = antiproton)
ID_MUF = 1 ! ID for factorization scale
ID_MUR = 1 ! ID for renormalization scale
XIF = 1d0 ! scale factor xi for mu_F (not mu^2!!)
XIR = 1d0 ! scale factor xi for mu_R
! Physics parameters
!------------------------
HMASS = 125.7d0 ! Higgs mass
HTYPE = 0 ! SM Higgs
MODEL = 1 ! model: 1 for SM, 2 for MSSM
TOPMASS = 173.21d0 ! Top mass
BOTTOMMASS = 4.855d0 ! Bottom Pole mass
CHARMMASS = 1.65d0 ! Charm Pole mass
TAU_MASS = 0 !1.77705D0 ! Tau mass
ALFA_S = 0 !.118d0 ! Strong coupling constant
EWSCHEME = 3 ! Choose scheme for electroweak parameters (1,2,3,4,5,6)
FERMI_CONST = 1.1663787d-5 ! Fermi Constant
WMASS = 80.385d0 ! W mass
ZMASS = 91.1876d0
ANOM_CPL = false
KK_MOD = false ! Warped Higgsless Model
SPIN2 = false ! Spin-2 model
EW_APPROX = 0 ! Approximation used when calculating electroweak
! PDF set parameters
!------------------------
PDF_SWITCH = 1 ! use LHAPDF
! choose pdfset and pdfmember here. Look at the LHAPDF manual for details.
LO_PDFNAME = CT10.LHgrid
NLO_PDFNAME = CT10.LHgrid
LO_PDFMEMBER = 0
NLO_PDFMEMBER = 0
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D.4 Triboson Production with Vbfnlo
D.4. Triboson Production with VBFNLO
Relevant physics and Vbfnlo run configuration parameters for the triboson production
process, pp→W+W+W− → e+µ+νeνµqq̄, which contributes formally to the electroweak
W±W±jj production, are given below. The results for the final state e−µ−ν̄eν̄µqq̄ are
obtained by using PROCESS = 441 and flipping signs for the outgoing leptons.
! General parameters of the calculation
!-------------------------------------------
PROCESS = 432
LOPROCESS_PLUS_JET = false ! switch: LO process with 1 additional jet
LEPTONS = -11 12 -13 14
DECAY_QUARKS = 93
LO_ITERATIONS = 5 ! number of iterations for LO calculation
NLO_ITERATIONS = 5 ! number of iterations for real-emissions calc.
LO_POINTS = 22
NLO_POINTS = 22 ! number of points for real-emissions calc. (= 2^..)
NLO_SWITCH = true
EWCOR_SWITCH = false ! Whether electroweak corrections are included
FERMIONLOOP = 3 ! Contribution of gluon-induced fermionic loops for diboson processes
ECM = 8000d0 ! collider center-of-mass energy
BEAM1 = 1 ! type of beam 1 (1=proton, -1 = antiproton)
BEAM2 = 1 ! type of beam 2 (1=proton, -1 = antiproton)
ID_MUF = 3 ! ID for factorization scale
ID_MUR = 3 ! ID for renormalization scale
XIF = 1d0 ! scale factor xi for mu_F (not mu^2!!)
XIR = 1d0 ! scale factor xi for mu_R
! Physics parameters
!------------------------
HMASS = 125.7d0 ! Higgs mass
HTYPE = 0 ! SM Higgs
MODEL = 1 ! model: 1 for SM, 2 for MSSM
TOPMASS = 173.21d0 ! Top mass
BOTTOMMASS = 4.855d0 ! Bottom Pole mass
CHARMMASS = 1.65d0 ! Charm Pole mass
TAU_MASS = 0 !1.77705D0 ! Tau mass
ALFA_S = 0 !.118d0 ! Strong coupling constant
EWSCHEME = 3 ! Choose scheme for electroweak parameters (1,2,3,4,5,6)
FERMI_CONST = 1.1663787d-5 ! Fermi Constant
WMASS = 80.385d0 ! W mass
ZMASS = 91.1876d0
ANOM_CPL = false
KK_MOD = false ! Warped Higgsless Model
SPIN2 = false ! Spin-2 model
EW_APPROX = 0 ! Approximation used when calculating electroweak
! PDF set parameters
!------------------------
PDF_SWITCH = 1 ! use LHAPDF
! choose pdfset and pdfmember here. Look at the LHAPDF manual for details.
LO_PDFNAME = CT10.LHgrid
NLO_PDFNAME = CT10.LHgrid
LO_PDFMEMBER = 0
NLO_PDFMEMBER = 0
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D.5. Strong W±W±jj Production with VBFNLO
Relevant physics and Vbfnlo run configuration parameters for the strongly mediated
process pp→W+W+jj → e+µ+νeνµjj are given below. The results for the final state
e−µ−ν̄eν̄µjj are obtained by using PROCESS = 3260 and flipping signs for the outgoing
leptons.
! General parameters of the calculation
!-------------------------------------------
PROCESS = 3250
LOPROCESS_PLUS_JET = false ! switch: LO process with 1 additional jet
LEPTONS = -11 12 -13 14
LO_ITERATIONS = 5 ! number of iterations for LO calculation
NLO_ITERATIONS = 5 ! number of iterations for real-emissions calc.
LO_POINTS = 22
NLO_POINTS = 22 ! number of points for real-emissions calc. (= 2^..)
NLO_SWITCH = true
EWCOR_SWITCH = false ! Whether electroweak corrections are included
FERMIONLOOP = 3 ! Contribution of gluon-induced fermionic loops for diboson processes
ECM = 8000d0 ! collider center-of-mass energy
BEAM1 = 1 ! type of beam 1 (1=proton, -1 = antiproton)
BEAM2 = 1 ! type of beam 2 (1=proton, -1 = antiproton)
ID_MUF = 9 ! ID for factorization scale
ID_MUR = 9 ! ID for renormalization scale
XIF = 1d0 ! scale factor xi for mu_F (not mu^2!!)
XIR = 1d0 ! scale factor xi for mu_R
! Physics parameters
!------------------------
HMASS = 125.7d0 ! Higgs mass
HTYPE = 0 ! SM Higgs
MODEL = 1 ! model: 1 for SM, 2 for MSSM
TOPMASS = 173.21d0 ! Top mass
BOTTOMMASS = 4.855d0 ! Bottom Pole mass
CHARMMASS = 1.65d0 ! Charm Pole mass
TAU_MASS = 0 !1.77705D0 ! Tau mass
ALFA_S = 0 !.118d0 ! Strong coupling constant
EWSCHEME = 3 ! Choose scheme for electroweak parameters (1,2,3,4,5,6)
FERMI_CONST = 1.1663787d-5 ! Fermi Constant
WMASS = 80.385d0 ! W mass
ZMASS = 91.1876d0
ANOM_CPL = false
KK_MOD = false ! Warped Higgsless Model
SPIN2 = false ! Spin-2 model
EW_APPROX = 0 ! Approximation used when calculating electroweak
! PDF set parameters
!------------------------
PDF_SWITCH = 1 ! use LHAPDF
! choose pdfset and pdfmember here. Look at the LHAPDF manual for details.
LO_PDFNAME = CT10.LHgrid
NLO_PDFNAME = CT10.LHgrid
LO_PDFMEMBER = 0
NLO_PDFMEMBER = 0
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D.6. Electroweak W±Zjj Production with VBFNLO
Relevant physics and Vbfnlo run configuration parameters for the electroweakly me-
diated process pp→W±Zjj → e+νeµ+µ−jj are given below. The results for the final
state e−ν̄eµ
+µ−jj are obtained by using PROCESS = 230 and flipping signs for the out-
going leptons.
! General parameters of the calculation
!-------------------------------------------
PROCESS = 220
LOPROCESS_PLUS_JET = false ! switch: LO process with 1 additional jet
LEPTONS = -11 12 -13 13
LO_ITERATIONS = 5 ! number of iterations for LO calculation
NLO_ITERATIONS = 5 ! number of iterations for real-emissions calc.
LO_POINTS = 20
NLO_POINTS = 20 ! number of points for real-emissions calc. (= 2^..)
NLO_SWITCH = true
EWCOR_SWITCH = false ! Whether electroweak corrections are included
FERMIONLOOP = 3 ! Contribution of gluon-induced fermionic loops for diboson processes
ECM = 8000d0 ! collider center-of-mass energy
BEAM1 = 1 ! type of beam 1 (1=proton, -1 = antiproton)
BEAM2 = 1 ! type of beam 2 (1=proton, -1 = antiproton)
ID_MUF = 1 ! ID for factorization scale
ID_MUR = 1 ! ID for renormalization scale
XIF = 1d0 ! scale factor xi for mu_F (not mu^2!!)
XIR = 1d0 ! scale factor xi for mu_R
! Physics parameters
!------------------------
HMASS = 125.7d0 ! Higgs mass
HTYPE = 0 ! Type of Higgs produced:
MODEL = 1 ! model: 1 for SM, 2 for MSSM
TOPMASS = 173.21d0 ! Top mass
BOTTOMMASS = 4.855d0 ! Bottom Pole mass
CHARMMASS = 1.65d0 ! Charm Pole mass
TAU_MASS = 0 !1.77705D0 ! Tau mass
ALFA_S = 0 !.118d0 ! Strong coupling constant
EWSCHEME = 3 ! Choose scheme for electroweak parameters (1,2,3,4,5,6)
FERMI_CONST = 1.1663787d-5 ! Fermi Constant
WMASS = 80.385d0 ! W mass
ZMASS = 91.1876d0
ANOM_CPL = false
KK_MOD = false ! Warped Higgsless Model
SPIN2 = false ! Spin-2 model
EW_APPROX = 0 ! Approximation used when calculating electroweak
! PDF set parameters
!------------------------
PDF_SWITCH = 1 ! use LHAPDF
! choose pdfset and pdfmember here. Look at the LHAPDF manual for details.
LO_PDFNAME = CT10.LHgrid
NLO_PDFNAME = CT10.LHgrid
LO_PDFMEMBER = 0
NLO_PDFMEMBER = 0
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D.7. Strong W±Zjj Production with VBFNLO
Relevant physics and Vbfnlo run configuration parameters for the strongly mediated
process pp→W±Zjj → e+νeµ+µ−jj are given below. The results for the final state
e−ν̄eµ
+µ−jj are obtained by using PROCESS = 3230 and flipping signs for the outgoing
leptons.
! General parameters of the calculation
!-------------------------------------------
PROCESS = 3220
LOPROCESS_PLUS_JET = false ! switch: LO process with 1 additional jet
LEPTONS = -11 12 -13 13
LO_ITERATIONS = 5 ! number of iterations for LO calculation
NLO_ITERATIONS = 5 ! number of iterations for real-emissions calc.
LO_POINTS = 20
NLO_POINTS = 20 ! number of points for real-emissions calc. (= 2^..)
NLO_SWITCH = true
EWCOR_SWITCH = false ! Whether electroweak corrections are included
FERMIONLOOP = 3 ! Contribution of gluon-induced fermionic loops for diboson processes
ECM = 8000d0 ! collider center-of-mass energy
BEAM1 = 1 ! type of beam 1 (1=proton, -1 = antiproton)
BEAM2 = 1 ! type of beam 2 (1=proton, -1 = antiproton)
ID_MUF = 9 ! ID for factorization scale
ID_MUR = 9 ! ID for renormalization scale
XIF = 1d0 ! scale factor xi for mu_F (not mu^2!!)
XIR = 1d0 ! scale factor xi for mu_R
! Physics parameters
!------------------------
HMASS = 125.7d0 ! Higgs mass
HTYPE = 0 ! Type of Higgs produced:
MODEL = 1 ! model: 1 for SM, 2 for MSSM
TOPMASS = 173.21d0 ! Top mass
BOTTOMMASS = 4.855d0 ! Bottom Pole mass
CHARMMASS = 1.65d0 ! Charm Pole mass
TAU_MASS = 0 !1.77705D0 ! Tau mass
ALFA_S = 0 !.118d0 ! Strong coupling constant
EWSCHEME = 3 ! Choose scheme for electroweak parameters (1,2,3,4,5,6)
FERMI_CONST = 1.1663787d-5 ! Fermi Constant
WMASS = 80.385d0 ! W mass
ZMASS = 91.1876d0
ANOM_CPL = false
KK_MOD = false ! Warped Higgsless Model
SPIN2 = false ! Spin-2 model
EW_APPROX = 0 ! Approximation used when calculating electroweak
! PDF set parameters
!------------------------
PDF_SWITCH = 1 ! use LHAPDF
! choose pdfset and pdfmember here. Look at the LHAPDF manual for details.
LO_PDFNAME = CT10.LHgrid
NLO_PDFNAME = CT10.LHgrid
LO_PDFMEMBER = 0
NLO_PDFMEMBER = 0
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D.8. Electroweak W±W±jj Production with Sherpa
Extract of the Sherpa job option used to simulate electroweakly mediated W±W±jj
production with the relevant physics parameters and phase space selection.
(run){
MASSIVE[4] = 1;
MASSIVE[5] = 1;
ACTIVE[25] = 1;
MASS[25] = 126.0;
WIDTH[25] = 0.00418;
PARTICLE_CONTAINER 901 leptons 11 13 15;
PARTICLE_CONTAINER 902 antileptons -11 -13 -15;
PARTICLE_CONTAINER 903 antineutrinos -12 -14 -16;
PARTICLE_CONTAINER 904 neutrinos 12 14 16;
ERROR=0.05;
ME_QED_CLUSTERING_THRESHOLD=5;
}(run)
(model){
EW_SCHEME 3;
}(model)
(beam){
BEAM_1 = 2212; BEAM_ENERGY_1 = 4000;
BEAM_2 = 2212; BEAM_ENERGY_2 = 4000;
}(beam)
(processes){
Process 93 93 -> 4 4 901 901 903 903 93{1};
CKKW sqr(20/E_CMS);
Order_EW 6;
Scales LOOSE_METS{MU_F2}{MU_R2} {6,7};
End process;
... further permutations for incoming and outgoing quark flavours ...
}(processes)
(selector){
PT 90 5 E_CMS;
NJetFinder 2 15. 0. 0.4 -1 100 10;
}(selector)
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D.9. Strong W±W±jj Production with Sherpa
Extract of the Sherpa job option used to simulate strongly mediated W±W±jj pro-
duction with the relevant physics parameters and phase space selection.
(run){
MASSIVE[4] = 1;
MASSIVE[5] = 1;
ACTIVE[25] = 1;
MASS[25] = 126.0;
WIDTH[25] = 0.00418;
PARTICLE_CONTAINER 901 leptons 11 13 15;
PARTICLE_CONTAINER 902 antileptons -11 -13 -15;
PARTICLE_CONTAINER 903 antineutrinos -12 -14 -16;
PARTICLE_CONTAINER 904 neutrinos 12 14 16;
ERROR=0.05;
ME_QED_CLUSTERING_THRESHOLD=5;
}(run)
(model){
EW_SCHEME 3;
}(model)
(beam){
BEAM_1 = 2212; BEAM_ENERGY_1 = 4000;
BEAM_2 = 2212; BEAM_ENERGY_2 = 4000;
}(beam)
(processes){
Process 93 93 -> 4 4 901 901 903 903 93{1};
CKKW sqr(20/E_CMS);
Order_EW 4;
Scales LOOSE_METS{MU_F2}{MU_R2} {6,7};
End process;
... further permutations for incoming and outgoing quark flavours ...
}(processes)
(selector){
PT 90 5 E_CMS;
NJetFinder 2 15. 0. 0.4 -1 100 10;
}(selector)
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D.10. Simulation of Event Samples for aQGC with Whizard
In the following, the sindarin configuration file for the Whizard event generator is
shown which is used to simulate events for anomalous quartic gauge couplings. For the
different samples, the parameter values for a4 and a5 are modified.
model = SM_km
#set alpha_s EW
alphas = 0
# Set up the process
alias nu = n1:n2:n3
alias NU = N1:N2:N3
alias neutrino = n1:n2:n3:N1:N2:N3
alias lep = e1:e2
alias LEP = E1:E2
alias lepton = e1:E1:e2:E2:e3:E3
alias qf = u:d:s:c:U:D:S:C:g
alias all_leptons = lepton:neutrino
process vbs_lplp = qf, qf => qf, qf, LEP, LEP, nu, nu
process vbs_lmlm = qf, qf => qf, qf, lep, lep, NU, NU
process vbs_tplp = qf, qf => qf, qf, E3, LEP, n3, nu
process vbs_tmlm = qf, qf => qf, qf, e3, lep, N3, NU
process vbs_tptp = qf, qf => qf, qf, E3, E3, n3, n3
process vbs_tmtm = qf, qf => qf, qf, e3, e3, N3, N3
# Set up parameters
scale = eval M [collect [all_leptons]]
mH = 126 GeV wH = 0.00418 GeV
me = 0 mmu = 0 mtau = 1.77705
mc = 0 ms = 0
mtop = 172.5
mW = 80.399 wW = 2.085
mZ = 91.1876 wZ = 2.4952
?phs_keep_nonresonant = true
# Model parameters
a4 = 0.000000
a5 = 0.000000
# fiducial volume
cuts = all Dist > 0.4 [qf,qf] and all -5.0 < Eta < 5.0 [qf] and all Pt > 15 GeV [qf]
and all -5.0 < Eta < 5.0 [lepton] and all Pt > 8 GeV [lepton]
compile
# LHC energy
sqrts = 8 TeV
beams = p, p => lhapdf { $lhapdf_file = "cteq6ll.LHpdf" }
integrate (vbs_lplp,vbs_lmlm,vbs_tplp,vbs_tmlm,vbs_tptp,vbs_tmtm) {iterations= 24:80000, 20:100000}
n_events = 5200
sample_format = lhef
simulate (vbs_lplp,vbs_lmlm,vbs_tplp,vbs_tmlm,vbs_tptp,vbs_tmtm) { checkpoint = 500 ?keep_beams = false}
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Appendix E.
List of Simulated Event Samples
Table E.1 presents the list of ATLAS internal simulated event samples used for this anal-
ysis. Along with the exact dataset name all necessary information for the normalisation
of these samples are provided. Simulated events of the individual samples are scaled by
a weight
wL =
L× σ × k × ε∑
iw
MC
i
(E.1)
where L denotes the integrated luminosity of the data sample, σ is the cross section for
the simulated process in the phase space used for the event generation, k is the k-factor
correcting for possible higher order corrections, ε accounts for a possible inefficiency at
the event generation level due to the application of an event filter, and
∑
iw
MC
i is the
sum of the generator weights for all simulated events (which reduces to the total number
of generated events if the sample contains only events of unit weight).
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Appendix F.
Details on the Event Selection
F.1. List of Software Packages
The following list of ATLAS internal software packages is used to either apply the cor-
rections detailed in Section 6.1.1 or for the event selection discussed in Section 6.2.
• GoodRunsLists-00-01-09
• PileupReweighting-00-02-12
• egammaAnalysisUtils-00-04-57
• ElectronEfficiencyCorrection-00-00-49
• CalibrationDataInterface-00-03-06
• MuonIsolationCorrection-01-01
• MuonMomentumCorrections-00-09-23
• MuonEfficiencyCorrections-02-01-19-01
• TrigMuonEfficiency-00-02-48
• ApplyJetCalibration-00-03-20
• JetUncertainties-00-08-07
• JetResolution-02-00-02
• ApplyJetResolutionSmearing-00-01-02
• MissingETUtility-01-02-08
• TileTripReader-00-00-09
F.2. List of Good Runs for Physics Analysis
The results in this work are based on pp collision data recorded by ATLAS during 2012.
Only events included in the following list of physics runs, declared usable for physics
analysis, are considered.
data12 8TeV.periodAllYear DetStatus-v61-pro14-02 DQDefects-00-01-00 PHYS StandardGRL All Good.xml
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F.3 Event Quality Requirements
F.3. Event Quality Requirements
Events affected by noise bursts in the liquid argon calorimeter are rejected by requiring
larError != 2. Similarly, events with an incomplete readout of the information from
the tile calorimeter are discarded by requiring tileError != 2. During data taking the
restart of some ATLAS detector components was occasionally necessary which resulted
in events being written incompletely to permanent storage. These events are rejected
by requiring coreFlags & 0x40000 == 0 [178].
In a few physics runs there was a malfunction of one of the tile calorimeter cells which
had not been masked for the jet reconstructions algorithms. Therefore, events are dis-
carded if they belong to any of the following runs: 202660, 202668, 202712, 202740,
202965, 202987, 202991, 203027, or 203169 and if they contain a reconstructed jet
candidate passing the following criteria. The jet candidate is within η ∈ [−0.2,−0.1]
and φ ∈ [2.65, 2.75], its highest energy deposition is in the second layer of the tile
calorimeter (SamplingMax == 13) and the energy fraction deposited in this layer is sig-
nificant (fracSamplingMax > 0.6) [179].
Occasionally, jet candidates are reconstructed from artefacts arising from hardware
problems, sub-optimal LHC beam conditions, or cosmic ray showers. Since those objects
distort the measurement of the missing transverse energy, affected events are discarded
using the recipe described in [180].
F.4. Object Definitions
The Table F.1 summarises the technical requirements on the nominal electron and muon
candidate selection while Table F.2 states the definition of loose electron/muon candi-
dates which is applied for vetoing events with additional leptons. The bad lepton object
definitions used for the estimation of background from non-prompt lepton production
and lepton misidentification are given in Table F.3.
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ET ≥ 25 GeV
|η| ≤ 2.47 and |η| 6∈ [1.37, 1.52]
el author = 1 || el author = 3
el OQ & 1446 = 0
pass tight++ requirement
d0/σd0 ≤ 3
|z0 · sin θ| ≤ 0.5 mm∑
∆R≤0.3 pT ≤ 0.06× ET(e)∑
∆R≤0.3 ET ≤ 0.14× ET(e)
(a) Electron candidate selection.
pT ≥ 25 GeV
|η| ≤ 2.5
isCombinedMuon = 1
qID = qMS
nPixHits + nPixelDeadSensors ≥ 1
nSCTHits + nSCTDeadSensors ≥ 5
nPixHoles + nSCTHoles < 3
if |η| ∈ [0.1, 1.9] :
nTRTHits + nTRTOutliers > 5
nTRTOutliers < 0.9 · (nTRTHits + nTRTOutliers)
d0/σd0 ≤ 3
|z0 · sin θ| ≤ 0.5 mm∑
∆R≤0.3 pT ≤ 0.07× pT(µ)∑
∆R≤0.3 ET ≤ 0.07× pT(µ)
(b) Muon candidate selection.
Table F.1.: Lepton object definitions.
ET ≥ 7 GeV
|η| ≤ 2.47 and |η| 6∈ [1.37, 1.52]
el author = 1 || el author = 3
el OQ & 1446 = 0
pass loose++ requirement
d0/σd0 ≤ 3
|z0 · sin θ| ≤ 0.5 mm∑
∆R≤0.3 pT ≤ 0.13× ET(e)
(a) Loose electron candidate selection.
pT ≥ 6 GeV
|η| ≤ 2.5
loose = 1
qID = qMS
nPixHits + nPixelDeadSensors ≥ 1
nSCTHits + nSCTDeadSensors ≥ 5
nPixHoles + nSCTHoles < 3
if |η| ∈ [0.1, 1.9] :
nTRTHits + nTRTOutliers > 5
nTRTOutliers < 0.9 · (nTRTHits + nTRTOutliers)
d0/σd0 ≤ 3
|z0 · sin θ| ≤ 0.5 mm∑
∆R≤0.3 pT ≤ 0.15× pT(µ)
(b) Loose muon candidate selection.
Table F.2.: Veto lepton object definitions.
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ET ≥ 25 GeV
|η| ≤ 2.47 and |η| 6∈ [1.37, 1.52]
el author = 1 || el author = 3
el OQ & 1446 = 0
pass loose++ requirement
d0/σd0 ≤ 10
|z0 · sin θ| ≤ 5 mm
0.06× ET(e) ≤
∑
∆R≤0.3 pT ≤ 2× ET(e)
0.14× ET(e) ≤
∑
∆R≤0.3 ET ≤ 2× ET(e)
(a) Bad electron candidate selection.
pT ≥ 25 GeV
|η| ≤ 2.5
isCombinedMuon = 1
qID = qMS
nPixHits + nPixelDeadSensors ≥ 1
nSCTHits + nSCTDeadSensors ≥ 5
nPixHoles + nSCTHoles < 3
if |η| ∈ [0.1, 1.9] :
nTRTHits + nTRTOutliers > 5
nTRTOutliers < 0.9 · (nTRTHits + nTRTOutliers)
d0/σd0 ≤ 10
|z0 · sin θ| ≤ 5 mm
0.07× pT(µ) ≤
∑
∆R≤0.3 pT ≤ 2× pT(µ)
0.07× pT(µ) ≤
∑
∆R≤0.3 ET ≤ 2× pT(µ)
(b) Bad muon candidate selection.
Table F.3.: Bad lepton object definitions.
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Figure F.1.: Ambiguity between reconstructed jet candidates and electron (left) or
muon (right) candidates.
F.5. Overlap between Lepton and Jet Candidates
Figure F.1 illustrates the ambiguity between the lepton and jet reconstruction by plot-
ting for each selected lepton candidate the following quantities: the ∆R to the closest
reconstructed jet object, the number of tracks associated to this jet candidate ntracks,
and the fraction of the total jet energy deposited in the electromagnetic calorimeter fEM.
One observes that almost every electron candidate is also reconstructed as jet candidate
which is indicated by the large amount of events where the nearest jet candidate is very
close in ∆R and this jet object is characterised by a fraction of its energy deposited in
the EM calorimeter close to one and a low number of associated tracks. Therefore, jet
candidates which overlap with a reconstructed electron candidate are removed from the
event for physics analysis. In the case of reconstructed muon candidates, one observes
only a small fraction of events which exhibit a nearby jet with a large electromagnetic
energy fraction and a low track multiplicity. These jet objects originate most likely from
photons emitted collinearly from the muon through bremsstrahlung processes and, thus,
they are also removed from the events during the analysis. However, jet candidates at
larger values of ∆R or a smaller fraction of their energy deposited in the EM calorimeter
are considered as independent physics objects and, hence, they are not discarded.
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F.6. Event Selection for the Inclusive Signal Region
Figure F.2 illustrates the potential gain in discovery significance for the SM W±W±jj
production process, including electroweak, strong contributions as well as their inter-
ference, as a function of a requirement on the separation in rapidity of the two tagging
jets. These distributions are shown after the veto on reconstructed b-jet candidates. The
effect of a possible requirement on the lepton centrality at the same stage in the event
selection is shown in Figure F.3.
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Figure F.2.: Optimisation of the event selection requirement on the separation of
the tagging jets in rapidity. Distributions are shown after the application of the b-jet
veto. The top panels show the expected distributions from the various background
contributions stacked on top of each other. The blue hatched area indicates the total
uncertainty, including statistical and systematic uncertainties, on the background pre-
diction. The expected signal contribution is shown as red hatched area and stacked
on top of the total background prediction. The bottom panels display the expected
discovery significance for the signal process as a function of the selection requirement
∆yjj ≥ x.
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(b) e±µ± channel.
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Figure F.3.: Optimisation of the event selection requirement on the lepton centrality.
Distributions are shown after the application of the b-jet veto in the event selection.
The top panels show the expected distributions from the various background con-
tributions stacked on top of each other. The blue hatched area indicates the total
uncertainty, including statistical and systematic uncertainties, on the background pre-
diction. The expected signal contribution is shown as red hatched area and stacked
on top of the total background prediction. The bottom panels display the expected
discovery significance for the signal process as a function of the selection requirement
ξ ≥ x.
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F.7. Event Selection for the VBS Signal Region
In Figure F.4 two-dimensional scans of the discovery significance of the SM electroweak
W±W±jj production process are shown as a function of the lower thresholds on the
separation in rapidity of the two tagging jets and the lepton centrality defined in Equa-
tion (5.1). Thereby, statistical and systematic uncertainties on the total background
prediction are taken into account.
0.5
1.0
1.5
2.0
jj
 y∆
0 1 2 3 4 5
ξ
-2
-1
0
1
2
(a) e±e± channel.
0.5
1.0
1.5
2.0
jj
 y∆
0 1 2 3 4 5
ξ
-2
-1
0
1
2
(b) e±µ± channel.
0.5
1.0
1.5
2.0
jj
 y∆
0 1 2 3 4 5
ξ
-2
-1
0
1
2
(c) µ±µ± channel.
Figure F.4.: Optimisation of the event selection for the observation and extraction of
the electroweak W±W±jj production component. The expected discovery significance
is shown as a function of the lower thresholds on the separation in rapidity of the two
tagging jets ∆yjj and the lepton centrality ξ.
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F.8. Event Selection for the aQGC Signal Region
In Figures F.5 and F.6 the discovery significance for non-zero values of the aQGC pa-
rameters α4 and α5 is shown as a function of the minimal requirement on the transverse
mass mWW,T. The reader is reminded that the signal is defined as the excess of events
from the electroweak W±W±jj production process at the given aQGC parameter point
over the predicted number of events from the electroweak W±W±jj process in the SM.
In Table F.4 information about the eight data events passing the aQGC signal region
definition is shown.
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Figure F.5.: Optimisation of the event selection for the signal region used to derive
constraints on the aQGC parameters. The top panels show the expected background
distributions (stacked) from all SM processes including the SM electroweak W±W±jj
production process. The total uncertainty on the background prediction is indicated
by the blue hatched area. An excess in the electroweak W±W±jj production process
over the SM prediction is illustrated for different aQGC parameter points by the red
hatched area. The bottom panels show the expected discovery significances for the
chosen aQGC parameter point as a function of a minimal requirement on the respective
kinematic variable.
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Figure F.6.: Optimisation of the event selection for the signal region used to derive
constraints on the aQGC parameters. The top panels show the expected background
distributions (stacked) from all SM processes including the SM electroweak W±W±jj
production process. The total uncertainty on the background prediction is indicated
by the blue hatched area. An excess in the electroweak W±W±jj production process
over the SM prediction is illustrated for different aQGC parameter points by the red
hatched area. The bottom panels show the expected discovery significances for the
chosen aQGC parameter point as a function of a minimal requirement on the respective
kinematic variable.
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F.9. Event Yields at Different Stages of the Event Selection
The Tables F.5 to F.7 summarise the number of expected events from the various physics
processes at different stages of the event selection. Expectations based on simulated
event samples are normalised to an integrated luminosity of L = 20.3 fb−1. The total
sum of the expected number of events is compared the number of events observed in
data. An explanation of the various physics processes and how they are estimated is
given in Sections 5.6 and 6.3.
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Appendix G.
Details on the Systematic Uncertainties
In this appendix, detailed tables are provided which show the impact of various system-
atic uncertainties on the predicted event yields for the signal and background contribu-
tions. For comparison, the statistical uncertainty due to the limited number of events
either in the simulated samples or in the data control regions is given as well. The last
column labelled “total bkg” states the impact of the various sources of uncertainties on
the total predicted event yield from all background processes.
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Abschließend möchte ich noch meiner Familie danken. Insbesondere danke ich meinen
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