Schwarz' P and D surfaces are stable  by Ross, Marty
Differential Geometry and its Applications 2 (1992) 179-195 
North-Holland 
179 
Schwarz’ P and D surfaces are stable 
Marty Ross 
Department of Mathematics, Rice University, Houston, TX 77251, U.S.A. 
Communicated by F. J. Almgren, Jr. 
Received 30 July 1991 
Ross, M., Schwarz’ P and D surfaces are stable, Diff. Geom. Appl. 2 (1992) 179-195. 
Abstract: The triply-periodic minimal P surface of Schwarz is investigated. It is shown that this 
surface is stable under periodic volume-preserving variations. As a consequence, the conjugate 
D surface is also stable. Other notions of stability are discussed. 
Keywords: Minimal surface, stable, triply-periodic, superfluous. 
MS classijication: 53A. 
1. Introduction 
The existence of naturally occuring periodic phenomena is of course well known, 
Recently there have been suggestions that certain periodic behavior, including surface 
interfaces, might be suitably modelled by triply-periodic minimal and constant mean 
curvature surfaces (see [18, p. 2401, [l], [2] and th e references cited there). This is 
not unreasonable as such surfaces are critical points for a simple functional, the area 
functional. However, a naturally occuring surface ipso facto exhibits some form of 
stability, and thus we are led to consider as well the second variation of any candidate 
surface. 
Given an oriented immersed surface M = z(S) 5 Iw3, we can consider a smooth 
variation Mt = z(S,t) of M, and the resulting effect upon the area, A(t). M = MO is 
minimal if A’(0) = 0 for every compactly supported variation which leaves dM fixed. 
If M is minimal we further define M to be stable if A”(0) 2 0 for every such variation. 
We can also restrict ourselves to volume-preserving variations, that is variations such 
that 
(I) 
where V = d/dt (z(., t)) Itzo is th e initial velocity vector field and N is a smooth choice 
of unit normal. In this case the condition that A’(0) = 0 for all such variations implies 
that M has merely constant (rather than zero) mean curvature, and we shall call M 
v.p. stable if A”(0) 2 0 for all such variations. Notice that if M is minimal then it 
makes sense to investigate both the stability and v.p. stability of M, and that stability 
implies v.p. stability but not vice versa. 
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If A4 is connected, complete without boundary, noncompact and nonplanar, then 
M is necessarily unstable in the appropriate sense ([9,20,23,12]). In particular, if A4 
is a connected triply-periodic minimal surface without boundary then A4 is unstable 
and v.p. unstable (see also Section 6). However, if A E Iw3 is the S-dimensional period 
lattice of A4 then we can also consider the associated compact surface MA = M/h in 
the solid torus IW3/R: variations of MA correspond to (necessarily noncompact) periodic 
variations of M. In fact, MA will also be unstable (Section 3), but may or may not be 
v.p. unstable. 
The simplest and most well-known of the triply-periodic minimal surfaces are the 
Schwarz P surface and its conjugate, the D surface. These surfaces, along with their 
constant mean curvature companions (see [ll]), h ave been the focus of much of the 
discussion on the use of periodic surfaces in modelling. The goal of this paper is to 
prove 
Theorem 1. Let P 5 IR3 be the Schwarz P surface with period lattice A. Then PA = 
P/A is v.p. stable. 
For general reasons, the stability of a surface and its conjugate surface are equivalent 
(Section 3), and thus we have 
Corollary 2. Let D c IR3 be the Schwarz D surface with period lattice 0. Then 
Da = P/R is v.p. stable. 
In Section 2 we give the Weierstrass representation of P and use this to display 
its high degree of symmetry. It is this symmetry which enables us to work through 
the details encountered in the proof of Theorem 1 (undoubtedly there are many, less 
symmetric, periodic surfaces which are stable in the above sense. See, for instance, 
Section 5). In particular, we obtain workable expressions for the Gauss curvature of P 
(Lemmas 3,4). Finally, in Section 2 we define a l-parameter family of P-type surfaces 
(including P as a special case). These are needed as comparison surfaces in Section 4. 
In Section 3 we give the standard characterization of stability in terms of test func- 
tions on the underlying Riemann surface S, (18), enabling a simple deduction of Corol- 
lary 2 from Theorem 1. In our case S is naturally a branched double cover of S2, and 
we can consider separately test functions which are odd or even with respect to the 
sheet-changing involution (Lemma 6). In the former case the constraint (1) is automat- 
ically satisfied, and we have left to make a standard eigenvalue estimate (Section 4). 
By assuming further symmetry of the test function the proof of this estimate is divided 
into three subcases (Lemma 7), each of which can be handled. In the latter case we are 
dealing with test functions defined directly on S2, and the desired result follows by a 
long but straightforward calculation involving expansion of a test function in terms of 
spherical harmonics (Section 5). 
Finally, in Section 6, we briefly consider other notions of stability for the P and 
D surfaces, and we consider the relevance of these notions to the applicability of the 
P surface as a model for physical phenomena. 
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2. Schwarz’ P and D surfaces 
Let S be the Riemann surface defined by the equation 
w2 = 2s + 1424 + 1. (2) 
S is a hyperelliptic Riemann surface of genus 3, z is a degree 2 function on S and w is 
a degree 8 function ([7, Section 111.71). S can be considered as a branched double cover 
of the complex z-plane, the branching occuring at the 8 points uekxi14 and cr-1ek?ri/4, 
where a = (1 + fi)/~& and k E {1,3,5,7}. Identifying the z-plane with S2 via stere- 
ographic projection, these branch points are the corners (fl/&,fl/fi,fl/&) of a 
cube inscribed inside S2. It is clear that S is highly symmetric. For future reference, 
we list the following automorphisms: 
So(G w) = (t, -w), 
!I&, W> = (i% q, 
g&z, w) = (4, ti), 
L73h4= ;,; , ( > (3) 
g‘&,w) = (. “‘,“‘,“, -4w > (Z-l)” ’ 
go is the hyperelliptic involution, and the other automorphisms project to standard 
isometries on S2(z): in particular, g4 is the rotation (51, Q, 2s) H (22,53, ~1). 
We define Schwarz’ P surface P = s(S) as the minimal immersion of S using Weier- 
strass data ([19, Section 81) 
Thus 
9 = d, 
dz 
(Y= -. 
W 
(4 
(5) 
(Compare 111, 3.61). @ is a holomorphic differential without zeroes, and so (5) gives a 
regular immersion of S. However, there are periods associated to the immersion due to 
the homology of S; the period lattice is A = ((H, O,O), (0, H, 0), (O,O, H)) where 
(6) 
(See the calculation of the periods of the generalized P surfaces, later in this section). 
Thus P = z(S) is a triply-periodic minimal immersion with cubic periodic lattice. 
P is in fact an embedded surface: a fundamental piece of P can be obtained by 
solving the Plateau problem for the polygonal boundary formed by following the vectors 
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G, -& + $?z + :fiZs,, -iZr + 3:~ - !##?Zs, -ZZ. By continual reflection over the 
boundary, we obtain a complete minimal surface without boundary which agrees with 
(5), up to a rotation of n/4 and a scale factor of H/(2fi). Alternatively P can be 
seen to be made up of “square catenoids”, the square boundaries being of sidelength 
H/(2&‘) and separated by a distance H/2. Such a catenoid is obtained from (5) by 
immersing a sheet of the z-plane sliced along the radial segments [O,~-le”“~/~] and 
[u@~~/~,,] for Ic = 1,3,5,7. See [ll] and [21] for diagrams and details. 
The Schwarz D surface is conjugate to P. This amounts to replacing a! by ia! in (4), 
and thus D is given by the immersion 
P 
X(p) = Im 
J 
@, p E s. (8) 
D = s(S) is triply-periodic with period lattice R = ((J, J, 0), (J, -J, 0), (J, 0, J)) where 
Again, D is embedded. A fundamental piece for D can be obtained by solving the 
Plateau problem with polygonal boundary Zr, Zz, Z!s, -&, -Zz, -Ea. (Alternatively, for 
a different fundamental piece, take the l-skeleton of a regular tetrahedron with two 
(opposite) edges removed). See [21], [ll, Sections 1.6.2, 5.1.11 and [18, cover, Sections 
84, 157, 276-2791. 
The metric g;j = X26ij on S induced from P (or D) is given by ([19, Section 81) 
x = (1 + b12) = 1 + ItI 
I4 128 + 14Z4 + 11’ 
It follows that the automorphisms in (3) are isometries on S. (It is also easy to show 
directly that the induced functions on P and D are restrictions of isometries on R3.) 
Of course, being conjugate surfaces, P and D are locally isometric. 
By [19, Section 91 the Gauss curvature of P and D is given by 
-4lwl2 
‘+Yw) = (1 + ,@)4 = 
-4128 + 14z4 + 11 
(1 t lz12>” * 
(11) 
We see IC is a function of z alone and thus we can think of K as a function on 
S2, identifying the z-plane with S2 via stereographic projection. If (X1,X2,X3) are 
coordinates for S2 c R3 and n : S2 - C is stereographic projection then 
Z = A(Xl,X2,X3) = 
51 t ix2 
X3 * 
(12) 
Combining (11) and (12) we get an expression for K(zr,~,za), which simplifies to 
Lemma 3. 
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Proof. Since 1 + l.Q = 2/( 1 - Q), we can use (11) to write K2 as a polynomial in 21, 
52, ~3. Using the relation xt + 2: + xs - 2 1 we can then write K2 as a homogeneous , 
polynomial, 
K2 = 16 xx! + 32 cx”x; + 24 czfx; - 64 c x;xjzx;, 
i ;#j i#j ;#j#k 
which simplifies to (13). 0 
(13) displays the cubic symmetry of Ii’, which of course follows from the symmetry 
of P. It also follows from (13) that K has zeros at the points (&l/&,fl/&,fl/&). 
In Section 5 we shall need to know the behavior of A’ near these zeros. To do this, we 
introduce spherical coordinates (0,4) centered at the point (l/d, l/A, l/A): thus 
the point (l/d, l/d, l/d) is the North Pole (4 = 0) and we take 0 = 0 to contain 
the shorter geodesic arc connecting the points (l/A, l/&, fl/&). 
Lemma 4. If (0, 4) are the spherical coordinates described above then 
K = -a4 - sin #J 
3 
+ sin64 & - 
( 
Proof. Let u, v, w be rectangular coordinates 
u = cos8sin4, 
2, = sin 8 sin f$, 
w = cos+. 
u, v, w are related to x, y, z by 
1 
1 
3 
Is 
cos2 30 
corresponding to 9 and 4: 
Xl 
0 ( 
l/A -l/x& l/d 
x2 = l/A l/Jz l/d 
x3 -a/v% 0 l/d 
Thus 
( 121t $u > 
2 
x +x,2=2 & : +v2, 
2x152=2 ~u+$u 
( > 
2 
-v2. 
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Direct calculation then gives 
i,4,2 + L,2,4 2 u3w3 2 -u3w2w + 2 _ _ - - - 
9 6 9&x 3J18 3& 
uv2w3 l - -uv4w. 
Jls 
Converting to 8 and 4, and plugging into (13) gives the result. Cl 
We now want to give a generalization of the P-surfaces, a subfamily of the surfaces 
introduced by Meeks [13]. W e e in with the Riemann surface SA defined by b g’ 
w2 = t8 + (16A- 2)z4 + 1, A> a, (2)’ 
and as before we choose Weierstrass data given by (4). Ag ain, (5) gives a triply-periodic 
minimal immersion, but this time the period lattice is A = (( Hr , 0, O)(O, HI, O)(O, 0, Hz)) 
where 
00 
*l= o &g&z7 J 
03 
H2 = 
dt 
A - (2A - l)t2 + At4 ’ 
(6)’ 
(We can similarly obtain a l-parameter family of D-surfaces, but we shall not need to 
consider these.) Of course A = 1 gives the classical Schwarz surface, and (6)’ reduces 
to (6) in this case. 
To see (6)‘(and (6) ’ p t’ 1 ) m ar KU ar , we begin with the closed curves y1 u y2, y3 u y4 C_ 
SA. 
p(t) = (z(t),w(t)) = (-&w(t)) where t E [-co,01 and w(t) > 0, 
72(t) = (t, w(t)) where t E [0, oa] and w(t) > 0, 
73(t) = (-ti, w(t)) where t E [-1, l] and w(t) > 0, 
74(t) = (e” ,w(t)) where t E -- 
[ 1 9,; andw(O)>O. 
It is essentially enough to calculate the periods of @ on yr u 72, 73 u 74: a homology 
basis for S_.J can be obtained by applying the rotation (z, w) + (iz, w) to ylUy2, y3Uy4, 
and the integrals over the transformed curves are easily calculated. To calculate the 
periods of + = (&,42,+ 3 we follow [lS, Section 851 and apply the transformations 71, ) 
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772, 773 respectively to 41, 42, 4s where 
i(1+ z2) 
rl1= 2= 7 
2z 
?Q= I__2 
1 - z2 
q3 = i(1+ z2)’ 
With these transformations it is straightforward to derive 
Re 
J 
@ = (ww2), 
Re 
J 
@ = (O,Hl,O), 
Yl w3 
and (6’) follows. 
The point of introducing these new P surfaces is to find a comparison surface for 
the classical Schwarz P surface, which we shall need in Section 4. To be precise, recall 
that the classical P surface can be constructed of square catenoids of side-length X&H 
and width %H. In exactly the same way, a generalized P surface is made of square 
catenoids of side-length &HI and width iH2, Thus, if H2/H1 = 1, we can scale this 
new catenoid to have the same boundary as the original catenoid. We are therefore led 
to consider T = Hz/HI as a function of A. 
Lemma 5. Let r = Hz/H1 where HI, H2 are given by (6)‘. Then, letting B = 
l&W, 
(15) 
where K(k) is the complete elliptic integral of the first kind. 
Proof. (15) f 11 o ows easily by making the substitution t = A1i4u in H2, and applying 
the general identity ([4, Section 225.001) 
J lm&3=2 ‘A-(~), -2<1<2. q 
By direct calculation from (15) it is possible to show r(B) is monotonically increasing 
up to a critical value 2 NN .36, after which r(B) is monotonically decreasing ([21]). This 
will also follow from the work of Meeks and White [16], which we apply in Section 4. 
As well, we have 
,‘irn_ 7(B) = ,ti?+ 7(B) = 0. (16) 4 4 
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The limit as B approaches 1 is immediate from (15), and the other limit follows easily 
from the estimate ([4, Section 9001) 
K(lc) < 5 - iln(l- k2). 
Now B = 3 gives the classical P-surface, and of course r( $) = 1. The behavior of r(B) 
tells us that there is a unique value B* # 3 of B with T(B*) = 1, thus giving (after 
suitable scaling) a square catenoid with the same boundary as the classical Schwarz 
catenoid. We can estimate B* M .25. The important point for us is that the value B* 
corresponds to branch points a*eknii4 and (u*)-lekTii4 on SA with a* FZ 2.8: we note 
that a* > (1 +fi)/fi and thus the cuts we need to make on the z-plane of SA to obtain 
a catenoid are smaller than those needed for the classical Schwarz surface (A = 1). 
Observe that (16) implies that we can squash a square catenoid as much as desired. 
On the other ha_d, there is a maximum width, corresponding to g. We can estimate 
g FZ .36 and r(B) z 1.02. Thus the classical Schwarz catenoid can only be marginally 
widened. 
3. 2nd variation formula 
If M = X(S) c Iw3 is a minimal immersion then A4 is stable (v.p. stable) iff M 
is stable (v.p. stable) with respect to all normal variations ([24,3]). Thus if A4 is 
orientable then we need only consider initial velocity vector fields of the form 
V= fN, f:S+R 
in which case the 2nd variation of area is given by ([25]) 
(17) 
A” = A”(f) = 
J 
]V”f12 + 2Kf2. 
S 
(18) 
(The metric on S is the one induced from A4 by the immersion z.) Restricting to 
volume-preserving variations, the requirement on f is 
J f = 0. 
S 
(1)’ 
If A4 is properly immersed and triply periodic with period lattice A then MA = M/A = 
z(S) is an immersion of a compact Riemann surface S ([19, Sections 4,6]). If M is not 
flat then K < 0 except for isolated points. Thus, choosing f 3 1, we see that for any 
such M, MA will be unstable. 
We now restrict our attention to the Schwarz P and D surfaces. The underlying 
Riemann surface S is identical for P and D, given by (a), and the metric X is given by 
(10) in either case. Thus, framed in terms of (18) and (l)‘, the v.p. stability of P and 
D are equivalent. Corollary 2 therefore immediately follows from Theorem 1, and we 
may concentrate solely upon P. 
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Recalling the hyperelliptic involution go from (3), we define a test function f to be 
odd (even) if 
f090=-f, (fog0 = f). 
Lemma 6. PA is v.p. stable iff PA is v.p. stable for every odd and every even test 
function. 
Proof. Given an arbitrary test function f satisfying (l)‘, define 
fe = $(f +f 090) 
fo = i(f -f 090). 
Since go is an isometry, fe and f. also satisfy (1)‘. Applying (18) to fe and fo, and 
using the fact that K o go = Ii, we have 
0 Q 
I 
IVPfe12 t 2Kf,2 t 
J 
lVPfo12 + 2Kf, 
S S 
= J lVPf12 +21if2. cl 
S 
4. Odd test functions 
In this section we show PA is stable with respect to every odd variation, noting we 
need not concern ourselves with the constraint (1)‘. We begin by dividing this case into 
three subcases. Recalling the isometries 91 and g2 in (3), we have 
Lemma 7. PA is v.p. stable iff PA is v.p. stable for every variation which is odd or 
is even with respect to each of the isometries go, gl, 92. 
Proof. Because go, 91, g2 commute, we can successively symmetrize a test function f, 
as in the proof of Lemma 6. Cl 
We first consider the case of a test function f which is even with respect to g2 
and odd with respect to 91 (and go). (The case where f is g2-odd and gl-even can be 
handled similarly). The zero set for such an f must include the five radial segments 
[-a- 1 eAi/4 , a-1e”i/4], f [aenii4, co] and f [a-1e3ri/4, ae3ni/4], and f satisfies a Neu- 
mann condition on the complementary segments. Thus the zero set of f cuts S into 
two copies of the a-plane, and this suggests we transform the stability question to a 
problem on S2 via the Gauss map N (see [8, Section 31): restricting f to one of these 
z-planes we define F : S2 + R by f = F o N. Since the Jacobian of the Gauss map is 
the Gauss curvature K ([19, Section 9]), we have 
A”(F) E ;A”( f) = JJ pq2 - 2F2, ( 18)’ 
s2 
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where V is the gradient on S 2. F satisfies corresponding Dirichlet and Neumann con- 
ditions on longitudinal arcs, and in particular 
F=O for o=:,~E [O,%]U[%,~] andB=-i,dE [:,%I 
Fe=0 for r?=%, 4~ (t,?) and 8= -:,4~ (0,:) u (:,T) (lg) 
(Here 0 and 4 are standard spherical coordinates on S2, in contrast to our notation in 
Section 2 and Section 5). 
By symmetry it is enough to consider F on the domain R cut off by the arcs 8 = &n/4. 
We want to estimate 
Lemma 8. Suppose p E C1([O, T]) vlith p(0) = p(n) = 0. Then 
7T 7r 
J( Lp2 t (p’)” sin2 4 > sin+ d4> 2 J p2sin$ d4. 
0 0 
Proof, Assuming the lemma is false, with ~(4) satisfying the reverse inequality in 
define Q(B,~) = sin BP(#) on the hemisphere R’ = { (0,+) ) 0 < 0 < n}. Evaluating 
(20) gives 
JlVWJ8. 
cl’ 52’ 
(21) 
(21)T 
as in 
(22) 
However, considering (22) to be a Rayleigh quotient estimate, this implies that the 
first eigenvalue X of A on R’ is strictly less than 2. Since in fact X = 2 ([5, pp. 20, 35]), 
this is a contradiction and the lemma follows. El 
Returning to F, we note that for each 4 either f(-n/4,$) = 0 or f(~/4,$) = 0, 
and thus a l-dimensional eigenvalue estimate gives 
1I 
4 
i J 
F; de 2 ’ f2 de. 
-2 -2 
Combining (20), (21) and (23) we find 
(23) 
Jw2 3 21~~7 
n cl 
and it follows that PA is stable for f. 
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As our second subcase we consider f which are odd with respect to gr and 92. Here 
the zero set of f necessarily includes the radial segments [0, a-lekni14] and [uekxii4, ~1 
for L = 1, 3, 5, 7. Again, the zero set of f cuts 5’ into two copies of the z-plane, and 
by the discussion in Section 2 each copy is immersed as a square catenoid C. Thus 
f also tests the stability of C, and we just need to show C is stable. By Section 2 
(or [IS]), dC b ounds another square catenoid C*, corresponding to the choice a*. By 
[16], one and only one of these catenoids is stable: our task is to determine which 
one. For each catenoid we can use (18’) to transform the question of stability to an 
eigenvalue problem on S2, as was done in the previous subcase. For each catenoid the 
resulting domain is S2 minus four longitudinal arcs, forming crosses at the North and 
South Poles. By Section 2, the crosses for C* are smaller than those for C, implying 
the associated eigenvalue is smaller (the space of test functions F is larger). Thus C* 
is less stable than C, and C must be the stable catenoid. 
Finally, we consider f which are even with respect to gr and gs. Choosing f to 
minimize A”(f) subject to the constraint ss f2 = 1, we show A”(f) 2 0. f will not be 
unique, but any such f will be an eigenfunction of Ap - 2K. So 
APf - 2Kf + Af = 0, (24) 
and by (18), 
A”(f) = X. 
Now define 
fl =f094-fO942. 
Since g4 is an isometry, fi also satisfies (24) and consequently 
A”(fi) = x 
J 
f;. 
But fl is odd with respect to gr (because g4 ogr = gr ogi), and thus A”( fl) 2 0 by the 
previous subcases. Therefore either X 3 0, implying A”(f) 2 0, or fl E 0. In the latter 
case the zero set of f is extensive, dividing S into (at least) 12 regions: each region is 
mapped into a hemisphere by the Gauss map and thus, arguing with (18)’ as in the 
first subcase, we again have A”(f) > 0. 
5. Even test functions 
Finally, we have to show PA is stable with respect to all even test functions. In this 
case any test function f is a function of t alone, and thus, as in the previous section, 
we can transform the problem to a problem on S2. We have left to prove A”(F) > 0 
where 
A”(F) = JJ IVF12 - 2F2 (IS)’ 
52 
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and where F is subject to the constraint 
J F 17 = 0. 
‘72 
Here we view the Gauss curvature K as a function on S2, as given by (13) and (14). 
We shall accomplish this by expanding F in terms of spherical harmonics ([17, pp. 
40-441) :
F=gcihi (26) 
j=O 
where hi E Hi is an eigenfunction of the jth eigenvalue of the Laplacian on S2, 
Ahj = -Xjhj = -j(j + l)hj. (27) 
Integrating by parts in (18’) we see that only ho encourages instability, and the question 
of stability becomes a competition between CO and ci for j 2 1 (with (25) acting as 
referee). This is made precise by 
Lemma 9. PA is stable for even functions ifl 
where 
Mi = max h E Hi, llhllL2 = 1 * 
‘92 
(29) 
Remark. Later we prove (28) does in fact hold by showing 
and 
M2”j ~ 18n for jb2. (31) 
Proof. By an approximation argument it is sufficient to consider finite expansions 
in (26) (If F is C1 then the sum in (26) converges in the H1t2 Sobolev norm ([26, 
Proposition 34.2]), and the corresponding Abel sum converges uniformly ([17, Theo- 
rem 91)). Next, to make the 2nd variation as small as possible, at each stage we choose 
J(hj/K) = Mi t o b e as large as possible. However, by the symmetry of K, Mi = 0 for 
j odd and j = 2 (hi(-2) = -hi(z) for j odd and (x1x2,xlx3,x223,xf - xz, X$ - xg) is 
a basis for Hz ([22, Section III.lS])). Thus we take F = ho - x:=2 Ckh2k and we then 
have to consider the minimum of 
4~1,. **,‘&I.)= ~c~&,-2)-2 
k=2 
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subject to the constraint 
By Good 
72 
c ckM2k = MO. 
k=2 
01’ Lagrange Multipliers, 
A min= n 
M? 
c Mik -2’ 
k=2 @2k - 2, 
and it is clear that Ah, > 0 iff (28) holds. Cl 
It remains to prove (30) and (31), f or which we need good estimates on K. By 
symmetry, it is enough to consider Ii’ in the first octant 
R = {z E As2 I 21, z2,23 a O}, (32) 
or even in the fundamental region 
01 = {a: E s2 ( 53 2 0, 0 < f9 < n/3}. 
Here we use the spherical coordinates (8,4) introduced in Section 2. 
(33) 
Lemma 10. On R 
Proof. IA’1 < 4 follows easily from (13), and JKJ < yfisin 4 follows easily from (14). 
We now want to prove (35) on 01. Following the change of coordinates in the proof 
of Lemma 4, we see that 2s > 0 implies 
tan4 G AOSB 
on Szr. (36) 
We consider separately the regions 0 < 0 < n/6 and n/6 < 0 < n/3. 
If 0 Q 8 < ?r/6 then by (36), sin 4 Q a/G and sin 4cos 4 6 &/5. By (14), 
Ilil 2 $&sin 4dm, and (35) easily follows. 
If n/6 < 8 < n/3 then cos38 < 0, and (14) g ives lK\ >, yfisin4(1- $sin24). By 
(36), sin4 < a/d, and (35) again follows. q 
(30) follows easily from this lemma: since he = 1/(2,/T) we just need a lower bound 
for j l/[iYl, h h w ic can be obtained from (34). We divide the region of integration into 
eight geodesic discs of radius sin-r (g&), one centered at each zero of Ii’, together 
with the area left over). 0 
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Remark. It also follows from (34) that 
area = 2 
J 
J- > 9.7. ,IC, , 
s2 
On the other hand, the area of the base of the torus R3/h is 
H2 = (I( (9)’ <4*7 
(see the proof of Lemma 5). Thus the area of PA is greater than twice the area of 
the base. This shows that PA is not area-minimizing amongst all A-periodic surfaces 
for which the translation by (+H, ;H, &H) is an orientation-reversing isometry. The 
above estimates also appear to invalidate an argument of Meeks ([13, pp. 67-67a]) for 
the existence of certain periodic surfaces. (Such surfaces can now be obtained by other 
methods. See [14, Section 41 and [15]). 
Our final task is to prove (31). We begin by decomposing l/]Kj: 
1 
3?= +; (Pl+ Pzt p3tp4)tg (37) 
where pj = l/sinqi in terms of spherical coordinates with the North Pole at (&l/A, 
fl/&, l/&), and g is the smooth error term. If h E H2k, k > 2, is a spherical 
harmonic and c E IR, then 
lJ~l=lJh(i=+c)I 
s2 9 
%h I/ 1 hxpj t 2J;TsuP I9 + c I ‘llhllL2, 
s2 
(38) 
where we have used the Schwarz inequality on the 2nd term. It is sufficient to es- 
timate the 2nd term on R, choosing c = Cci with cr = $ and for j # 1, cj = 
&JZ(sUPnpj t inf npj)_ A calculation with (34), (35) and (37) gives 
sup 1 g + c )= sup 1 g + c 16 .37. (39) 
s2 R 
We can estimate the 1st term in (38) by noting 
pj = AZj t qj (40) 
where Zj are the zonal harmonics of degree (21c) with poles at (fl/a,fl/fi, l/A), 
and each qi is orthogonal to H,I, ([lo, pp. 129-1331). Normalized to have L2 norm 1, 
zj(4, e, = J- ~P&os 4, (41) 
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where Pzk is the 2kth Legendre polynomial. Then, by [22, p. 1701, 
a! = 2x v-1 y “P,k(cosd)d~= 7rQ%iTi l ;“;.(2;2;)1) . ( . . . . > 
2 
(42) 
0 
For h E Hzk, we can now estimate ([lo, p. 131]), 
=(Y 4 4 + 12f’2k (;) llhll~~. 
Now (P4 (;)I< &,, and in general lP2k (;)I< 1. Thus, from (38), (39), (42) and the 
above, 
lJ42/$ < .74fi+ 3 -7r+ 4/c+1 
16~& -( 
This gives (31), completing the proof. Cl 
Remark. Having proved the v.p. stability of the classical P surface, we briefly discuss 
the situation for the other P surfaces, introduced in Section 2. It is clear that if the 
parameter A in (2’) is very large or too close to f then the corresponding P surface will 
be unstable: either the odd-odd or the even-even case in Section 4 will give a negative 
eigenvalue. However, if A is close to 1 (the classical value), then the surface will in 
fact be stable. This is because a small change in A can only effect a small change 
in the eigenvalues of A - 2K (the Rayleigh quotient estimates are almost identical). 
Consequently, strictly positive eigenvalues (which we have in Section 4), will remain 
positive. Of course we also need to check that the “even” calculations above are not 
crucially disturbed, and in fact we must concern ourselves with zero eigenvalues here 
(corresponding to the space Hr on S2). These eigenvalues will still correspond to linear 
functions on S2, and thus will remain zero. As well, K will still have enough symmetry 
to ensure Mr = 0: this is the only touchy part of the proof in Lemma 9, and for 
A m 1 the remaining estimates will change only slightly. Similar arguments hold for the 
larger class of P surfaces introduced in [13, p. 561 and for the constant mean curvature 
companions in [ll, Section 2.41. 
6. Other notions of stability 
In Section 1 it was remarked that the complete surface P c R3 is unstable. The next 
result indicates that even small pieces of P are unstable. 
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Proposition 11. Let A* = ((H,O,O),(O,H,O),(0,0,2H)). Then PA* = P/A* is v.p. 
unstable. 
Proof. We can think of PA* as two copies of PA, joined along a horizontal curve 7, 
with the Gauss map N horizontal on this curve. Define a test-function f on PA. by 
f = x3 o N on one copy of PA and f = -23 o N on the other copy. f is Lipschitz (but 
not C’), satisfies (l’), and (by (18’)) A”(f) = 0. By the symmetry of P, f is even when 
reflected over 7 and odd when reflected over yf (0, 0, &H). Now consider eigenfunctions 
of Ap-2K on PA* with the same symmetries: Letting 1 be an eigenfunction with lowest 
possible eigenvalue, we know 7 # f ( since f is smooth). Thus, thinking of A”(f) as a 
Rayleigh quotient estimate, we find A”(j) < A”(f) = 0. 0 
We can also consider the surface P C [0, H] x [0, H] x [0, H] obtained from (5) after 
first slicing 5’ along one copy each of {Rez = 0}, {Imz = 0) and (1~1 = 1). dH consists 
of six curves, one in each face of the cube, and P meets these faces orthogonally. P can 
be thought of as having either free boundary or fixed boundary. As a surface with free 
boundary, P 1s unstable, as can be seen by taking F s 1 in (18’). On the other hand, by 
arguing with Lemma 8 it is easy to show P is stable as a surface with fixed boundary 
(in fact the whole infinite tower U, P+ (0, 0, nH) is stable). However, almost any piece 
of P slightly larger than P will be unstable. For instance, by setting F s 1 on P and 
letting F die out linearly on neighboring copies, it follows that P n [-H/4,5H/413 is 
unstable. By considering two such variations on nearby pieces of P, we then have, for 
instance, that P n([-H,4H]x [-H,2H] x [-H,2H]) is v.p. unstable. 
The preceeding results indicate that, in any reasonable sense, relatively small pieces 
of P c Iw3 are unstable for the area functional. It is also clear that a similar analysis can 
be carried out on D, and presumably on any concretely presented minimal or constant 
mean curvature surface. This presents one with the question of how to interpret the 
intriguing electronmicroscope photographs in [l] and the related literature. 
There are two approaches if we want to argue for a precise connection between the 
naturally occuring periodic surfaces and their mathematical counterparts: either (1) we 
argue that the chemical forces involved only (or mainly) result in periodic variations, 
or; (2) we argue that the exact functional to be considered is a suitable modification 
of the area functional. If (l), then the stability Theorems 1 & 2 apply. Case (2) is 
of course very open ended: it is not even clear that the P and D surfaces would be 
critical points for a suitably modified functional. We do not know which of these two 
approaches is likely to be more faithful to the physical situations being modelled. 
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