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ABSTRACT

Phenotypic plasticity and genetic diversity are theorized to contribute to species’
successful colonization and range expansion; however, there is a lack of consensus in the
invasion biology literature about their role in predicting invasion success. Much of the
existing empirical research suffers from a lack of knowledge regarding failed or
unsuccessful invasions. This reflects the scientific community’s priority for
understanding the worst invaders. To address these gaps in knowledge, I used a novel
comparative approach of taxonomically and geographically paired invasive species,
representing successful and less-successful invaders, to investigate the potential of
phenotypic plasticity for gene transcription and genetic diversity at both neutral and
functional genetic markers to predict invasion success (Chapters 2, 4 and 5). I also
addressed genetic and environmental underpinnings of phenotypic plasticity for gene
transcription (Chapter 3) to improve the use of transcriptional variation to predict
invasion success and range expansion.
A highly successful biological invader was more transcriptionally plastic to
temperature change, with a stronger transcriptional response and wider range of
biological functions, than a comparatively less successful invader (Chapter 2).
Transcriptional variation for core metabolic and stress response genes is primarily driven
by the environment (Chapter 3) suggesting that, while transcription for potential invaders
must be assayed under a range of conditions, knowledge of these responses will allow
prediction of transcriptional profiles and thus an organism’s potential performance in, as
yet, un-invaded areas.
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Low relative invasion success was associated with decreased levels of within- but
elevated levels of among-population genetic diversity for two of four species pairs
(Chapter 4). These results imply that genetic diversity is limiting for some invasive
species’ range expansions and highlight the role that intraspecific hybridization may play
in promoting invasion success. Compared to native range populations, tubenose goby
have experienced a loss of genetic diversity while round goby have not. Round goby
exhibit more adaptive divergence within the invaded range indicating that tubenose goby
range expansion may be limited by its inability to evolve to facilitate range expansion
(Chapter 5). Thus, both phenotypic plasticity and genetic diversity are important for
successful range expansion and predicting colonization potential.
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CHAPTER 1 – GENERAL INTRODUCTION
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Colonization is a fundamental biological process that involves the movement of
organisms to an area they do not currently occupy followed by the establishment of a
self-sustaining population. Colonization can occur via the introduction of organisms into
environments devoid of life (e.g. lichen colonizing a bare rock face) or into existing
biological communities. Contemporary colonists that have established viable populations
in areas outside their historical geographic ranges are referred to as non-indigenous
species (NIS; Colautti & MacIsaac 2004). The numbers of NIS identified in ecosystems
around the world have increased exponentially over the last two centuries, largely as the
result of intentional or unintentional introduction due to human activities (e.g. Ricciardi
2006). Certain NIS, more commonly known as invasive species, exhibit widespread
ecological or economic impacts in the non-native regions they have colonized and these
species are considered one of the leading threats to global biodiversity (Baillie et al.
2004). Despite the large number of NIS present in ecosystems not all become classified
as invasive. Prediction of future species invasions and prevention of the transport and
introduction of these future invaders are critical components of the management of
invasive species (Kolar & Lodge 2001). To better predict which species may be of
greatest risk to invade and have detrimental effects on the ecology of recipient
ecosystems we require an understanding of the biological attributes of species that
promote successful colonization.
NIS often encounter dramatic environmental changes both during transportation
and following introduction into novel non-native environments (Mack et al. 2000). To
survive these conditions and thrive in novel environments, several types of responses may
facilitate the successful establishment of NIS. First, individuals may possess

!

2

!
physiological or behavioral responses (activational plasticity; Snell-Rood 2013) that
allow them to maintain homeostasis in the face of environmental change. Second,
developmental phenotypic plasticity may allow a single genotype to express different
phenotypes depending on the environment it was exposed to during development (WestEberhard 2003) providing scope for phenotypic changes that are alternatively suited to
different environments. Finally, species may undergo adaptive evolution if sufficient
genetic variation is present for traits that confer a fitness advantage in the novel
environment (Fisher 1930) allowing species to adapt to conditions experienced in their
new environment. These mechanisms are not mutually exclusive and may all contribute
to successful colonization (Figure 1.1).
Introduction

No Plasticity

Plasticity

No Evolutionary Evolutionary No Evolutionary Evolutionary
Potential
Potential
Potential
Potential
Invasion
Failure
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Success

Invasion
Success

Invasion
Success

Figure 1.1: Conceptual diagram of the interacting effects of plasticity and evolutionary
potential for the colonization success and range expansion of species in novel
environments.
The role of plasticity in providing fitness advantages to organisms experiencing
novel environments has generated interest in whether successful invaders are more plastic
than unsuccessful invaders. Based on meta-analyses of phenotypically plastic invaders,
mostly plants, there is inconsistent support for the hypothesis that invaders are more
plastic than non-invaders (Davidson et al. 2011; Palacio-López and Gianoli 2011; Godoy
et al. 2011). In animals, phenotypic plasticity is known to underlie many aspects of
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thermal tolerance (Kassahn et al. 2009) and capacity for thermal tolerance has been
implicated in the performance of invasive species (Bates et al. 2013). Gene
transcriptional changes in response to the environment (plasticity) are important features
of both acute and long-term acclimation to temperature (Podrabsky & Somero 2004;
Logan & Somero 2011) and may provide insight into the role of plasticity in facilitating
successful invasion. Only recently it has been recognized that plasticity may rapidly
evolve during species invasions (Lande 2015). Thus the relative importance of plasticity
(important during early stages and then diminishing over time) and its state of evolution
at different stages of invasion (different time since invasion for multiple species) may
explain the lack of consistent support in meta-analyses. It is clear that improved
experimental controls for isolating and testing plasticity as a mechanism influencing
invasion success are required as well as an understanding of the genetic mechanisms
governing plasticity to better predict the evolutionary response of plasticity during
invasion.
Plasticity may not be sufficient for species to successfully expand their range
following introduction. Populations may need to adapt to novel environmental conditions
via natural selection for successful range expansion; however, this requires genetic
variation (Fisher 1930). In addition to evolutionary potential, genetic diversity provides
species with protection from the negative effects of inbreeding (Charlesworth &
Charlesworth 1987). Indeed, heterozygosity has been positively correlated with
population size and fitness (Frankham 1996; Reed & Frankham 2003) thus genetic
diversity provides populations and species with two key features that promote their
persistence. Demographic events such as colonization or range expansion associated with
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species invasions are expected to result in founder effects that cause the loss of genetic
diversity through genetic drift (Nei et al. 1975). While these effects were traditionally
expected to limit the invasion potential of species through immediate effects of
inbreeding depression and long-term effects of reduced evolutionary potential, the
magnitude of diversity lost due to colonization processes tends to be modest (Dlugosch &
Parker 2008). There is limited support for genetic diversity limiting species invasion
success (Uller & Leimu 2011), although studies specifically incorporating measures of
“success” are lacking and those that do are severely biased to highly successful invasive
species (Uller & Leimu 2011). Finally, there is evidence of adaptation in biological
invasions (Whitney & Gabler 2008) suggesting that adaptive variation may not be limited
by the stochastic reductions in genetic diversity resulting from the process of
colonization.
A key limitation of existing management approaches to invasive species is the
lack of recognition of the role of plastic responses and the evolutionary potential of these
species (Whitney & Gabler 2008; Lee & Gelembiuk 2008). A primary issue limiting our
ability to identify factors influencing invasion success is knowledge of attributes of
unsuccessful invaders (Zenni & Nuñez 2013). It is clear for the role of both phenotypic
plasticity and genetic diversity in invasion success that appropriate experimental controls
are lacking. While such data is often impossible to obtain, there are many instances of
invasions that establish themselves but fail to spread far beyond the initial introduction
site. These examples provide us with opportunities to study less-successful colonization
and compare species attributes to highly successful colonization that may explain the
differences in success.
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The aim of my dissertation was to investigate the role of phenotypic plasticity and
genetic diversity in promoting or restricting the success of species invasions while
explicitly controlling for the success of invasion. To accomplish this, I used a
comparative approach that considered pairs of successful and less-successful invasive
species to Canada: round goby (Neogobius melanostomus) / tubenose goby
(Proterorhinus semilunaris), violet tunicate (Botrylloides violaceus) / golden star tunicate
(Botryllus schlosseri), Pacific oyster (Crassostrea gigas) / Eastern oyster (Crassostrea
virginica) and spiny waterflea (Bythotrephes longimanus) / fishhook waterflea
(Cercopagis pengoi). Species pairs were chosen to represent both the broad taxonomic
(fish, tunicates, oysters and crustaceans) and geographic range (Pacific coast, Atlantic
coast and Great Lakes) of aquatic invasive species while controlling for differences in
morphology, life history and phylogeny. Success of invasion was determined by a
combination of the extent and speed of range expansion as well as population density
exhibited by the species following introduction. Successful species have exhibited rapid
and extensive range expansion and reached higher densities with more widespread effects
on the ecosystem while less-successful species generally have failed to expand far from
the site of their initial introduction and remain at lower densities. I used this comparative
approach throughout my dissertation to examine the association of neutral genetic
diversity, functional protein coding gene diversity and transcriptional plasticity with
invasion success and consider their use as informative biomarkers for predicating
invasion success.
Rapid transcriptional responses are a critical component of organismal response to
acute challenges (Richter et al. 2010) and hence an important part of tolerance and range
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expansion (Bates et al. 2013). Recent advances in technology now allow de novo
characterization of transcriptomes from non-model organisms without pre-existing
genomic resources. This provides a method for rapidly assaying organism performance
for prediction of invasion potential (Chown et al. 2015). In Chapter 2 I test the hypothesis
that more successful invasive species would have a stronger (higher magnitude) and more
coordinated (biological functions relevant to maintain homeostasis) transcriptional
response to an acute thermal challenge. I characterized liver transcriptomes for round and
tubenose goby exposed to acute increases and decreases of temperature. I measured the
magnitude of transcriptional changes for each species and compared the biological
functions altered by both species. This chapter links rapid transcriptional responses to the
invasion performance of species and indicates transcriptional profiling may be a useful
tool for predicting invasion risk.
For transcriptional plasticity to be useful as a risk assessment and management
tool we must be able to both predict its response across environments and its capacity to
evolve during invasion. For Chapter 3, I hypothesized that transcriptional plasticity would
show additive inheritance patterns but the rapid transcriptional response to a stress
challenge would reflect environmental context-dependent acclimation. To address these
predictions I used a quantitative genetic breeding design and common garden / splitclutch experiment in Chinook salmon (Oncorhynchus tchawytsha), a known successful
invader throughout South America, New Zealand and the Laurentian Great Lakes. I used
a candidate gene, quantitative PCR approach to characterize the genetic architecture,
plasticity and genotype-by-environment interaction for transcription of known-function,
metabolically relevant genes to assess the effects of heritability and different rearing
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environment on gene transcription at rest and in response to an acute challenge. This
chapter addresses the important drivers of variability in transcription and provides
recommendations for the use of transcriptional response to stressors in invasion risk
assessments and for the assessment of evolutionary potential of transcriptional response.
The vast majority of studies investigating genetic diversity in invasive species
have relied on neutral genetic markers such as microsatellites and mitochondrial DNA
(Dlugosch & Parker 2008). While these markers may be imperfect proxies for genomewide nucleotide diversity (Hedrick 2001), they are accessible and easily assayed for nonmodel organisms. In Chapter 4 I first address the association of neutral genetic diversity
with invasion success by characterizing genetic diversity, based on microsatellite loci, for
all four species pairs described above. I genotyped several (where available) invaded
range populations for each species of interest. I explicitly test the hypothesis that
successful species are more genetically diverse than less-successful species by calculating
differences of within-population measures of genetic diversity (allelic richness,
heterozygosity, effective population size) and among-population measures of genetic
diversity (pairwise FST, proportion of migrants) between successful and less-successful
species within each species pair. This chapter will allow me to assess what influence, if
any, genetic diversity (inferred from neutral loci) has on the success of invasion for these
particular species and allow me to make inferences about the generality of the role neutral
diversity in the prediction of invasion success.
I then extend the work on neutral genetic variation to compare functional proteincoding gene variation between successful and less-successful species of goby in Chapter
5. I restricted my analysis to the goby species pair for this work because it represents the
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best-controlled species pair in terms of invasion history and geographic origins of
invasion as well as the availability of genomic resources for these species. To compare
functional genetic diversity of round and tubenose goby I characterized single nucleotide
polymorphisms (SNPs) across the transcriptome for both species of goby, selected SNPs
in known-function protein-coding genes and genotyped these SNP markers in multiple
invaded populations of both species as well as the population from the European native
range believed to be the source of the North American invasions. I compare nucleotide
diversity and evidence of adaptive divergence at these functional markers to investigate
whether tubenose goby have experienced a reduction in diversity as a result of the
colonization process and whether this reduced genetic diversity has influenced adaptive
divergence associated with invasion range expansion. This chapter will highlight the
relationship between diversity at neutral and functional genetic markers. It will more
accurately address the role of genetic diversity in conferring colonization and invasion
success and the whether either goby species has experienced reductions in diversity at
functional genes following invasion.
The work presented in this dissertation provides evidence of the important role
that phenotypic plasticity and genetic diversity play in the successful colonization and
range expansion of invasive species. It provides guidance for better genetic
characterization of biological invaders and the incorporation of this information into risk
management frameworks.
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Summary
Phenotypic plasticity buffers organisms from environmental change and is
hypothesized to aid the initial establishment of non-indigenous species in novel
environments and post-establishment range expansion. The genetic mechanisms that
underpin phenotypically plastic traits are generally poorly characterized; however, there
is strong evidence that modulation of gene transcription is an important component of
these responses. Here we use RNA sequencing to examine the transcriptional basis of
temperature tolerance for round and tubenose goby, two non-indigenous fish species that
differ dramatically in the extent of their Great Lakes invasions despite similar invasion
dates. We used generalized linear models of read count data to compare gene
transcription responses of organisms exposed to increased and decreased water
temperature from those at ambient conditions. We identify greater response in the
magnitude of transcriptional changes for the more successful round goby compared with
the less successful tubenose goby. Round goby transcriptional responses reflect alteration
of biological function consistent with adaptive responses to maintain or regain
homeostatic function in other species. In contrast, tubenose goby transcription patterns
indicate a response to stressful conditions, but the pattern of change in biological
functions do not match those expected for a return to homeostatic status. Transcriptional
plasticity plays an important role in the acute thermal tolerance for these species;
however, the impaired response to stress we demonstrate in the tubenose goby may
contribute to their limited invasion success relative to the round goby. Transcriptional
profiling allows the simultaneous assessment of the magnitude of transcriptional response
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as well as the biological functions involved in the response to environmental stress and is
thus a valuable approach for evaluating invasion potential.

Introduction
In recent decades there has been renewed interest in phenotypic plasticity as a
mechanism that facilitates species persistence in novel and changing environments
(Ghalambor et al., 2007). Phenotypic plasticity is defined as the ability of organisms with
identical genotypes to alter a specific aspect of their phenotype, either transiently or
permanently, in response to environmental factors (West-Eberhard, 2003). Traditionally
regarded as a source of unpredictable phenotypic variance (e.g. Wright 1931), plasticity
was believed to retard evolution by natural selection by obscuring adaptive genetic
variation from selective pressures. However, the ability to alter phenotype in an
environmentally dependent manner may be advantageous for organisms experiencing
variable environments if the phenotypic changes provide a fitness advantage (Schlichting
& Smith, 2002). Not surprisingly, both empirical and theoretical considerations of
plasticity have demonstrated conditions where plasticity is adaptive (provides a fitness
advantage; Price et al. 2003), demonstrated plasticity’s role in facilitating genetic
adaptation through genetic accommodation (West-Eberhard, 2003) and distinguished
between plasticity that is adaptive (beneficial for an organism’s fitness but not a product
of selection) and plasticity that is an adaptation (beneficial for an organism’s fitness and
has been shaped by natural selection; Gotthard and Nylin 1995). Plasticity that improves
an organism’s fitness is clearly an important trait for organisms experiencing
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environmental challenges such as those experienced when organisms colonize novel
environments.
Biological invasions expose organisms to novel environments and provide an
excellent opportunity to study the role of adaptive plasticity in population establishment,
persistence and expansion. Blackburn et al. (2011) developed a conceptual model to
describe the invasion process as a series of barriers and stages that a species must pass
through to be classified as invasive. Thus, a highly successful invasive species is not just
one that survives and establishes in a non-native region but one that expands its range
throughout the non-native region (Blackburn et al., 2011). Plasticity certainly plays a role
in the survival of non-indigenous species during the ‘transport’ and ‘establishment’ stages
of an introduction when environmental changes will be rapid and before evolutionary
responses can occur; however, plasticity may also be critically important for the postestablishment range expansion that characterizes highly successful invasions. Species
may rapidly evolve elevated plasticity to produce an optimal, yet responsive, phenotype
during the range expansion phases of an invasion (Lande, 2015). This rapid increase in
plasticity is then followed by assimilation of these traits by selection on standing genetic
variation and relaxed selection for plasticity as populations stabilize (Lande, 2015). The
role of plasticity in providing fitness advantages to organisms experiencing novel
environments has generated interest in whether successful invaders are more plastic than
unsuccessful invaders; however, support for the hypothesis that invaders are more plastic
than non-invaders is inconsistent (Davidson et al. 2011; Palacio-López and Gianoli 2011;
Godoy et al. 2011). Phenotypic plasticity is expected to change through the stages of an
invasion and the inconsistent support for plasticity as an important mechanism driving
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invasion success is likely a result of the varied amount of time since invasion for species
included in these studies (Lande, 2015). As a result, direct tests of the hypothesis that
more successful invaders have greater plasticity must compare species with similar
invasion timing and histories.
There is a growing body of literature implicating gene expression variation as a
mechanism that facilitates plastic phenotypic responses to environmental change (AubinHorth & Renn, 2009; Schlichting & Smith, 2002). Gene expression is a phenotype that
responds to environmental cues and is the mechanistic basis for different phenotypes
expressed by different types of cells, tissues and organisms (Wray et al., 2003). Gene
transcription, the initial step in gene expression, has shown the capacity to evolve both
changes in constitutive expression (Whitehead & Crawford, 2006) and altered responses
to environmental cues (Aykanat et al. 2011). As a key regulator of the physiological
status of organisms, there has been an increased focus on the role of gene transcription as
a mechanism underlying plastic traits in wild populations, examples include; salinity
tolerance (Lockwood & Somero, 2011; Whitehead et al., 2012), immune function (Stutz
et al., 2015), long-term thermal acclimation (Dayan et al. 2015) and acute thermal
tolerance (Fangue et al. 2006; Quinn et al. 2011). Increased thermal tolerance has been
linked to invasion success (Bates et al., 2013). Widespread transcriptional changes in
response to both acute exposure and long-term acclimation to thermal stress have been
documented in a diverse array of taxa including plants, yeast, invertebrates, fish and
mammals (Sonna et al. 2002; Swindell et al. 2007; Smith and Kruglyak 2008; Logan and
Somero 2011; Sørensen et al. 2005) indicating that transcriptional plasticity plays an
important and evolutionary conserved role in both short- and long-term responses to
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altered temperature (López-Maury et al. 2008). Given the important role of
transcriptional plasticity in mediating physiological changes associated with thermal
stress, the question arises: Do successful invasive species exhibit higher transcriptional
plasticity in response to thermal stress? Indeed there is some evidence that transcriptional
plasticity may be a feature of successful biological invasions as an increased capacity for
transcriptional response to temperature exposure has also been observed in a highly
successful marine invader Mytilus galloprovincialis compared to its native conger
Mytilus trossulus on the west coast of North America (Lockwood et al., 2010).
Understanding attributes that make invaders successful is a critical aspect of the
management of invasive species (Kolar & Lodge, 2001). Ideally, experiments testing the
importance of invasive traits should compare congeners exhibiting a successful and failed
invasion in the same environment (Kolar & Lodge, 2001); however, this presents the
logistical challenge of studying organisms that do not exist (failed invader). In this study,
we take advantage of a nearly analogous instance of a highly successful invasion (as
determined by extent of range expansion) and a less successful invasion between two
phylogenetically and invasion history paired species in the Laurentian Great Lakes of
North America to test the hypothesis that more successful invasive species are more
transcriptionally plastic than less-successful invasive species.
Round goby (Neogobius melanostomus, Pallas) and tubenose goby (Proterorhinus
semilunaris, Heckel) are two species of fish from the family Gobiidae that possess
overlapping geographic ranges and habitat in their native Ponto-Caspian region of
Eastern Europe. These species were both first detected in North America in the St. Clair
River in 1990 (Jude et al. 1992), presumably introduced via ballast water carried by cargo
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ships originating from the Black Sea (Brown & Stepien, 2009). Since introduction, round
goby have spread throughout the entire Great Lakes basin and reached high population
densities in many areas, while tubenose goby have mostly remained geographically
restricted to the Huron-Erie corridor near the site of initial introduction and occur at low
population densities (Figure 2.1). There is limited information about factors that may
have differentially restricted range expansion for these species. Round goby have small
home ranges (~5 m2; Ray & Corkum, 2001) and typically do not disperse more than
500m on their own (Lynch & Mensinger, 2012; Wolfe & Marsden, 1998). Similar
information is unavailable for tubenose goby in the Great Lakes; however, it is difficult to
imagine that the dispersal attributes described above would provide round goby with an
advantage that would explain the differential range expansion and impact. The presence
of both species in Lake Superior (Figure 2.1) suggests that differences in secondary
transport due to shipping vectors within the Great Lakes are unlikely to explain the
differential range expansion. Tubenose goby are slightly smaller on average than round
goby (maximum total length in the Great Lakes: TNG ~ 130mm, RG ~ 180mm; Fuller et
al. 2017a,b) but this does not appear to result in large differences in fecundity (MacInnis
& Corkum, 2000b; Valová et al., 2015).
Differences in phenotypic plasticity may explain the difference in invasion
performance of round and tubenose goby. Round goby exhibit greater dietary plasticity
compared to tubenose goby (Pettitt-Wade et al., 2015). Thermal performance curves
suggest that round goby has a broad thermal tolerance (Lee & Johnson, 2005). While
similar curves are unavailable for tubenose goby, they have similar standard and resting
metabolic rates at near optimum temperatures (O’Neil, 2013; Xin, 2016) but reduced
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performance at temperature extremes. Tubenose goby have a decreased upper critical
thermal limit (31.9 °C) compared with round goby (33.4 °C; Xin, 2016) and exhibit
higher standard metabolic rates at elevated temperatures (O’Neil, 2013) that may indicate
a narrower range of temperature tolerance than round goby. In addition to the difference
in performance at elevated temperatures, the expansion and impact of invasive fish
species in the Great Lakes is also typically limited by cold temperature tolerance (Kolar
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& Lodge, 2002); however, specific critical limits are unavailable for these species.
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Figure 2.1: Map of the Laurentian Great Lakes contrasting the post-invasion dispersal and
distribution of round and tubenose gobies. Round goby are widespread throughout Lakes
Michigan, Huron, Erie and Ontario with local populations in Lake Superior (open
circles). Local established populations of tubenose goby indicated by black circles.
Distribution data from U.S. Geological Survey (2016).

Changes in gene transcription underpin many putatively adaptive responses to
acute and long-term temperature exposure (e.g. Logan & Somero, 2011). To investigate
the genetic mechanisms that underlie apparent differences in thermal tolerance, we use
RNA sequencing (RNAseq) to characterize the liver transcriptomes of round and
tubenose goby in response to acute exposure to increased and decreased temperatures.
Liver tissue is a key regulator of a fish’s metabolic processes and is known to play an
important role in molecular reprogramming of metabolism in response to acute stressors
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(Wiseman et al., 2007). We predict that: 1) the round goby will show generally higher
transcriptional plasticity (more genes responding and at higher magnitudes of
transcriptional change) across the liver transcriptome and 2) the observed transcriptional
variation will have greater functional relevance for maintaining homeostatic function in
the round goby relative to the tubenose goby. Transcriptional profiling has enormous
potential for applications in conservation biology (e.g. He et al., 2015; Miller et al., 2011)
and a characterization of the evolutionary processes driving variation in transcription in
invasive species may extend that utility to invasion biology.

Methods
Sample collection and Experimental Design
Round and tubenose gobies were collected in the first week of October 2014 from
the Detroit River using a 10 m beach seine net. Although we did not directly age the fish,
they ranged in size from 48 – 69 mm total length, indicating that most were age-1 with
possibly some age-2 for the larger round goby, although they are typically absent in
samples by October (MacInnis & Corkum, 2000a). No individuals were reproductively
mature as determined by the absence of developed gonads during tissue dissection, all
fish appeared healthy and no fish died during the experimental procedures. Gobies were
immediately transferred to the aquatics facility at the Great Lakes Institute for
Environmental Research in aerated coolers where they were immediately placed into one
of three different water temperature tanks (5 fish per tank). Each temperature treatment
consisted of paired 10 L tanks (one for round goby and one for tubenose goby) connected
to a recirculation system that aerated the water and controlled water temperature. The
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three temperature conditions were: 1) Control: ambient water conditions in the aquatics
facility (18 °C) that was drawn from the Detroit River immediately upstream from the
sampling site (<100m) and reflects the temperature both species were exposed to prior to
sampling, 2) High Temperature Challenge: increasing the water temperature 2°C per hour
from ambient to 25 °C and 3) Low Temperature Challenge: decreasing the water
temperature 3°C per hour from ambient to 5 °C. Temperatures were chosen to represent a
range of temperatures potentially experienced during range expansion from the St. Clair
River throughout the extent of the North American range expansion of round goby but
less extreme than known critical thermal limits for these species (round goby: 33.4 °C
and tubenose goby 31.9 °C, Xin 2016). Once the treatment temperature was reached, fish
were held in these conditions for 24 hours after which they were humanely euthanized in
an overdose solution of tricaine methylsulfonate (200 mg/L MS-222, Finquel, Argent
Laboratories, Redmond, WA). All fish (5 per treatment, per species) were weighed and
measured and liver tissue was immediately dissected, preserved in a high salt solution
(700 g/L Ammonium Sulfate, 25 mM Sodium Citrate, 20 mM Ethylenediaminetetraacetic
acid, pH 5.2) and stored at -20 °C.
RNA sequencing and de-novo transcriptome assembly
RNA was extracted from liver tissue using TRIzol® reagent (Life Technologies,
Mississauga, ON) following the manufacturers protocol. RNA was dissolved in sterile
water and treated with TURBO™ DNase (Life Technologies, Mississauga, ON) to
remove genomic DNA contamination. RNA quality was assessed using the Eukaryotic
RNA 6000 Nano assay on a 2100 Bioanalyzer (Agilent, Mississauga, ON). Only samples
with an RIN >7 and a 28S:18S rRNA ratio >1.0 were used to prepare sequencing
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libraries. RNA sequencing libraries (1 library per fish, 3 fish per treatment per species;
total of 18 samples or libraries) were prepared and sequenced at the McGill University
and Genome Quebec Innovation Centre (McGill University, Montreal, QC) using the
TruSeq stranded mRNA library protocol and 100 bp paired-end sequencing in two lanes
of an Illumina HiSeq 2000 sequencer (Illumina Inc., San Diego, CA).
Raw reads were pooled by species and de-novo transcriptome assemblies were
created for each species of goby using Trinity v3.0.3 (Grabherr et al., 2011). De-novo
assemblies were created using the default parameters and included a quality-filtering step
using default Trimmomatic v0.32 (Bolger et al. 2014) and in-silico normalization
methods as implemented in Trinity. Raw reads for each sample were then individually
quality filtered using Trimmomatic v0.32. Cleaned reads were multi-mapped to the
reference transcriptome generated by Trinity for that species using Bowtie2 (Langmead
& Salzberg, 2012) to report all valid mappings using the ‘—a’ method. Further details of
the specific parameters used for each software program are available in the supplemental
information in the form of a custom unix shell script used to perform quality trimming
and read mapping. Aligned reads for all samples of each species were processed using the
program Corset v1.0.1 (Davidson and Oshlack 2014), which uses information from the
shared multi-mapping of sequence reads to hierarchically cluster the transcript contigs
produced by de novo assembly into ‘genes’ while using information about the treatment
groups of individuals to split grouping of contigs when the relative expression difference
between the contigs is not constant across treatments groups. Thus Corset simultaneously
clusters gene fragments generated during de novo assembly while separating paralogous
genes and finally enumerates read counts for each of these genes (Davidson and Oshlack
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2014). This method performs as well or better than other current methods for clustering
transcripts generated during de novo assembly (Davidson and Oshlack 2014). To focus on
biologically relevant transcriptional changes and avoid statistical issues for genes with
low numbers of counts, we removed genes that did not meet a minimum expression level
of at least one count per million reads in at least three samples (within one treatment)
prior to analysis. To assess the consistency of our data and visually validate the use of
three biological replicates per treatment we conducted principal components analysis on
centered and scaled count data as implemented in the ‘ade4’ v1.7-4 package (Dray &
Dufour, 2007) in R v3.1.3 (R Core Team 2016) for each species individually and then the
two species combined for putative orthologous genes (see below).
To test the hypothesis that round goby have an increased capacity for
transcriptional response we conducted two sets of complimentary analyses. The first set
of analyses focused on the quantification of the ability of gobies to alter transcriptomewide gene expression in response to environmental perturbation (temperature treatments).
The second set of analyses focused on the function of responding genes, and whether
genes with plastic responses to environmental perturbations represented relevant and
coordinated biological functions for dealing with the temperature stress or random
transcriptional changes lacking directed biological function.
Transcriptome-wide plasticity
We used univariate generalized linear models (GLM) to identify differentially
expressed genes in response to each temperature challenge for each species of goby
separately. Negative binomial GLMs were implemented using the ‘edgeR’ v3.8.6
package (Robinson et al. 2010) in R v3.1.3 (R Core Team 2016) using a false discovery
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rate of 0.05 to correct p-values for multiple comparisons (Benjamini & Hochberg, 1995).
Briefly, the ‘edgeR’ approach normalizes count data using trimmed mean of M-values
(Robinson & Oshlack, 2010) that accounts for differences in library size among
individuals. Negative-binomial models are then fitted to the normalized count data for
individuals, gene by gene, using gene-specific dispersion parameters estimated from the
data using an empirical Bayes approach (McCarthy et al. 2012). Statistical significance of
model terms are then tested using a likelihood ratio test. Genes identified as being
differentially expressed in response to temperature represent gene transcription that is
responding plastically to environmental cues.
To assess differences between round and tubenose goby for transcriptome-wide
scope (magnitude of transcriptional change) for response, we first compared the
distribution of Log2 fold changes in transcription response to temperature challenges for
all genes irrespective of statistical significance. We tested for differences in the rank
order of fold change between species for up-regulated (positive Log2 fold change) and
down-regulated (negative Log2 fold change) genes separately in each treatment using
non-parametric Wilcoxon Rank-Sum tests in R v3.1.3 (R Core Team 2016). This analysis
provides an estimate of transcriptional variability not explicitly influenced by
temperature. We then considered the specific difference between species in the scope of
transcriptional response for genes that were identified as statistically significantly
responding to temperature challenge. For this analysis we considered only Log2 fold
changes from the genes that were identified as being significantly differentially expressed
individually by each species in the GLMs above. Non-parametric Wilcoxon Rank-Sum
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tests were again used to compare the rank order of fold change between species for upregulated and down-regulated genes separately in each treatment.
To further facilitate comparison of gene transcription variation between species
and allow combining the species-specific datasets, we identified putative orthologous
genes using reciprocal best blast hits for round goby and tubenose goby transcripts using
the blastn algorithm from BLAST+ v2.19 (Camacho et al., 2009). We retained valid
putative orthologs only where both transcripts were each other’s best matches. While this
is a simple approach to identifying gene orthologs, it has been shown to out-perform
many more sophisticated algorithms (Altenhoff & Dessimoz, 2009). We recognize the
need for further phylogenetic assessment to verify our putative gene pairs are in fact
orthologs and not extra-paralogs and so we refer to our orthologs throughout as
“putative” to reinforce their preliminary designation. We used the putative orthologous
gene information to analyze paired comparisons of species-specific Log2 fold changes to
temperature in each challenge (Log2 fold change from species specific one-way GLMs
above). We included only orthologous genes identified as statistically significantly
responding to temperature challenge based on the two-factor GLMs (see below). Here we
analyzed the paired comparison of Log2 fold changes between the two species of goby for
up-regulated and down-regulated genes separately in each treatment with Wilcoxon
Signed-Rank tests, a non-parametric analogue of a paired t-test.
We then combined the raw gene transcription count data from both species for
genes that were putatively orthologous and tested for species differences in transcription
at the shared expressed genes using two-factor GLMs for each temperature challenge.
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The two-factor negative-binomial GLMs were implemented in ‘edgeR,’ with genespecific dispersion parameters estimated as described above, using the following model:
Xijk = Ti + Sj + Iij + eijk

(2.1)

where Ti represents the effect of temperature treatment (control versus treatment), Sj
represents the effect of species, Iij the species x temperature interaction and eijk the
residual error. Genes exhibiting a species-by-treatment interaction could reflect
transcriptional response capacity possessed or utilized by one species but not the other,
and may thus be the basis of differential invasion success. Additionally, maintenance of
biological function may be more transcriptionally demanding and the scope for response
may be limited due to higher levels of constitutive transcription for genes in one species.
To assess this, we identified orthologous genes that were statistically significantly
differentially transcribed between species based on the likelihood ratio test for the species
term from the two-factor GLMs. We then used the Log2 fold change associated with
statistically significant genes to assess the magnitude that one species over transcribed a
gene relative to the other. In this context, positive fold changes indicated genes
consistently transcribed higher by tubenose goby irrespective of temperature treatment
and negative fold changes indicated genes consistently transcribed higher by round goby.
Wilcoxon Rank-Sum tests were used to test for a difference between round and tubenose
goby in the magnitude of over transcription between the two species. For this analysis we
only considered genes significantly differently transcribed between species and not
exhibiting an interaction effect.
Plasticity in gene function
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The second set of analyses investigated differences in regulation of gene function
between round and tubenose goby. We annotated our sequences with Gene Ontology
(GO; Ashburner et al. 2000) information using Blast2GO v3.1 (Conesa et al., 2005).
Briefly, transcript sequences were compared for sequence homology to records in the
non-redundant (nr) protein database of the National Center for Biotechnology
Information (http://www.ncbi.nlm.nih.gov) using the blastx algorithm from BLAST+
v2.19 (Camacho et al., 2009) with an e-value cutoff of 0.001. Goby transcripts were then
associated with GO terms based on the GO annotations for the transcripts’ top BLAST
hits using the GO association database from 2015-09-15 (The Gene Ontology
Consortium, 2015). To account for transcript length biases in the ability to detect
differential expression from RNAseq data, we tested for over-representation of GO
categories present in our contrasts of interest using the ‘goseq’ v1.18 package (Young et
al., 2010) in R v3.1.3 (R Core Team 2016). Specifically, we tested for functional
enrichment (over-representation) for all GO categories represented by a minimum of 5
annotated genes. We tested up- and down-regulation of biological processes to increased
or decreased temperature relative to all genes with annotation for each species separately.
We corrected for multiple comparisons using a false discovery rate of 0.05 (Benjamini &
Hochberg, 1995). Additionally, we identified the genes that exhibited the strongest
response to temperature challenge for each species (top 5% of fold increase or decrease in
transcription in each temperature treatment). We tested for functional enrichment of GO
biological processes represented by those genes in the same manner as above to discover
the most plastic functions in each species that might be important for explaining the
difference in performance between them.
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Results
RNA sequencing and de-novo transcriptome assembly
We generated 214.9 million 100 bp paired end reads for round goby and 214.2
million 100 bp paired end reads for tubenose goby with an even distribution of data
among samples (Table S1). The Trinity assembly software re-constructed 213 329
transcript clusters for round goby and 188 405 transcript clusters for tubenose goby.
Quality filtering of individual sample read sets using Trimmomatic retained 93-95% of
read pairs (Appendix A1). Of these, a large proportion of high quality read pairs (9194%) were mapped to the respective species de novo transcript reference (Appendix A1).
Corset transcript clustering reduced the number of unique ‘genes’, or transcript clusters,
to 63 231 for round goby and 57 468 for tubenose goby and of these, 26 215 genes for
round goby and 23 648 genes for tubenose goby were retained following filtering for
minimum expression level (>1 count per million reads, e.g. approximately 20 – 25 reads
across at least 3 fish). Principal component (PC) bi-plots of the two largest PCs indicate
good consistency among samples from each treatment (Figure 2.2). The first PC axis for
both species describes approximately 40% of the transcriptional variation and is driven
by the difference in expression of the cold treatment and likely reflects the magnitude of
temperature change for the cold treatment relative to the warm treatment. The second PC
axis for both species explains approximately 15% of the transcriptional variation and
generally separates the warm treatment from the control treatment (Figure 2.2), although
it does capture some within group variation especially for the cold treatment tubenose
goby (Figure 2.2B). This within-group variation is unlikely to be due to age differences
and all fish appeared to be in good condition prior to experimentation; however, it could
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reflect a sex difference, as we were unable to obtain sex information for these fish. The
PCA combining round and tubenose goby for the putative orthologous genes identified
similar patterns; however, species differences appear to explain as much or more of
variance in transcription than the temperature challenge (Figure 2.2C).

PC 1 (41.1%)

PC 2 (24.1%)

C

PC 2 (16.6%)

B

PC 2 (14.1%)

A

PC 1 (40.6%)

PC 1 (34.4%)

Figure 2.2: Principle component bi-plots of the first two principle components derived
from gene transcription count data between samples for all genes for round goby (A),
tubenose goby (B) and putative orthologous genes for both species combined (C) from
three acute temperature treatments: control – 18 °C (squares), cold treatment – 5 °C
(circles) and warm treatment – 25 °C (triangles). Round goby are represented by the solid
symbols and tubenose goby by the open symbols in panel C.
Transcriptome-wide plasticity
To first characterize transcriptome-wide patterns of plasticity we identified
differentially expressed genes using univariate GLMs for each species and temperature
treatment. Results from the individual species GLMs indicate that only a minority of
genes in both species responded plastically to temperature challenge (high temperature:
~2%; low temperature: ~22%; Table 2.1). The patterns of differential transcription in
terms of the proportions of differentially expressed genes are similar between the two
species (Table 2.1). In contrast, Log2 fold changes were on average greater in magnitude
for round goby in all comparisons except for genes up-regulated in response to cold,
where there was no significant difference (Table 2.1; Figure 2.3). This indicates that
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round goby have an increased scope for transcriptional plasticity compared with tubenose
goby. When considering only the putative orthologous genes, the pattern remains the
same, except for genes down-regulated in response to high temperature where the pattern
of greater average fold change is higher for tubenose goby (Table 2.1; Figure 2.4).
The two-factor GLMs with species and temperature as factors identified 76
(0.7%) gene orthologs with a significant species-by-temperature interaction effect in the
high temperature treatment and 823 (7.3%) gene orthologs in the cold temperature
Table 2.1: Gene transcriptional response of all genes and for paired putative orthologous
genes from round and tubenose goby exposed to cold and hot temperature challenges (N:
number of genes in category for RG: round goby or TNG: tubenose goby, Mean (SD):
average (standard deviation) of Log2 fold change in response to temperature challenge,
Wilcoxon W: W statistic for Wilcoxon test, P value: p-value for Wilcoxon test).
RG
N

Mean (SD)

TNG
N

Mean (SD)

Wilcoxon
W

P value

0.417 (0.46)

2.96 x 108

<2.2 x 10-16

8

All Genes
Increased Temperature
Decreased Temperature

26215
26215

0.423 (0.58)

23648

0.771 (0.82)

23648

0.726 (0.77)

3.20 x 10

2.55 (1.50)

225

2.29 (1.32)

3.85 x 104

-2.01 (1.24)

4.64 x 10

4

1.83 (1.04)

4.02 x 106

-1.67 (0.91)

6

9.6 x 10-11

Differentially Expressed Genes
Increased Temperature
Up-regulated
Down-regulated
Not DE

308
334

-2.83 (1.56)

25573

199

0.029
1.6 x 10-14

23224

Decreased Temperature
Up-regulated
Down-regulated
Not DE

2922
2941

1.84 (1.09)
-1.80 (0.99)

20352

2806
2264

3.68 x 10

0.21
1.1 x 10-10

18578

Orthologous Genes
Increased Temperature
Up-regulated
Down-regulated
Not DE

345
338

1.11 (0.90)
-0.98 (0.99)

10481

345
338

0.75 (0.81)

3.9 x 104

4.6 x 10-7

-1.01 (0.49)

2.1 x 10

4

2.1 x 10-5

1.00 (0.78)

1.4 x 106

-0.93 (0.60)

6

10481

Decreased Temperature
Up-regulated

2313

Down-regulated

2418

Not DE

6433

!

0.99 (0.77)
-1.01 (0.67)

2313
2418

1.59 x 10

0.70
6.9 x 10-5

6433
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Figure 2.3: Differences between round and tubenose goby in the distribution of Log2 fold
changes of gene transcription in response to increased temperature challenge (A, B, C)
and decreased temperature challenge (D, E, F). Lines represent the relative density
(amount) of genes corresponding to the fold change indicated on the x-axis for round
goby (solid lines) and tubenose goby (dashed lines). Panels present genes with
statistically significant down-regulation of transcription (A, D), no transcriptional
plasticity (B, E) and statistically significant up-regulation of transcription (C, F) as
determined for each species using negative-binomial generalized linear models (FDR <
0.05, see Methods). The generally higher density of genes for tubenose goby at lower
magnitude fold changes indicates reduced scope for transcriptional plasticity. The shift of
the distribution between species is statistically significant for comparisons A, C and D
based on Wilcoxon Rank-Sum tests (Table 2.1).
treatment. Functional annotation was available for 44 gene orthologs demonstrating a
significant interaction in the high temperature treatment and 560 gene orthologs in the
cold temperature treatment. The only biological process significantly over-represented by
any of these responses was present in response to cold temperature challenge and was for
genes involved in steroid hormone mediated signaling (GO:0043401, 11 differentially
expressed genes, 35 total genes with this GO annotation, FDR = 0.0097, Appendix A2).
These genes, and the other genes demonstrating an interaction between species and
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Figure 2.4: Differences between round and tubenose goby in the distribution of Log2 fold
changes of transcription for identified putative orthologous genes in response to increased
temperature challenge (A, B, C) and decreased temperature challenge (D, E, F). Lines
represent the relative density (amount) of genes corresponding to the fold change
indicated on the x-axis for round goby (solid lines) and tubenose goby (dashed lines).
Panels present genes with statistically significant down-regulation of transcription (A, D),
no transcriptional plasticity (B, E) and statistically significant up-regulation of
transcription (C, F) as determined for each species using negative-binomial generalized
linear models (FDR < 0.05, see Methods). The generally higher density of genes for
tubenose goby at lower magnitude fold changes indicates reduced scope for
transcriptional plasticity. The shift of the distribution between species is statistically
significant for comparisons A, C and D based on Wilcoxon Rank-Sum tests (Table 2.1).
temperature challenge (Appendix A3), may represent the transcriptomic basis of the
differential performance of these species and are candidates for further study.
Of the 10 265 putative orthologs not exhibiting an interaction effect between
species in either treatment, 6 782 (66.1%) of them are significantly differently transcribed
between the two species. These represent 3 346 genes (49.3%) transcribed at a higher
level in tubenose goby (mean Log2 fold difference: 1.23) and 3 441 genes (50.7%)
transcribed at a higher level in round goby (mean Log2 fold difference: 1.08). There is a
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significant difference in the magnitude of differential transcription between goby species
(W = 6.04 x 106, p = 1.8 x 10-15). The genes that tubenose goby over transcribes relative
to round goby are over transcribed to a greater degree than the genes that round goby
over transcribes relative to tubenose goby (Figure 2.5). This difference corresponds to
tubenose goby having, on average, 11% higher transcription of orthologous genes
compared to round goby. This pattern of higher average transcription in tubenose goby is
largely driven by differences in constitutive expression of genes not responding
plastically to temperature challenge (Table 2.2), although there is a significant difference
in the magnitude of transcription between species for genes up-regulated in response to
decreased temperature.

0.8

Density

0.6
0.4
0.2
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Figure 2.5: Distribution of Log2 fold changes of transcription for putative orthologous
genes differentially transcribed (FDR < 0.05) between round and tubenose goby. Lines
represent the relative density (amount) of genes corresponding to the magnitude of fold
change indicated on the x-axis for orthologous genes one species over-transcribes relative
to the other. Genes transcribed higher in round goby are represented by the solid lines and
genes transcribed higher in tubenose goby are represented by the dashed lines. Tubenose
goby over-transcribes genes to a greater magnitude than round goby based on a Wilcoxon
Rank-Sum test (p < 0.0001).
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Table 2.2: Magnitude of Log2 fold difference between round and tubenose gobies for
genes plastically responding to increased or decreased temperature and those not
responding to temperature (N: number of genes in category higher for RG: round goby or
TNG: tubenose goby, Mean (SD): average (standard deviation) of Log2 fold increase over
the other species, Wilcoxon W: W statistic for Wilcoxon rank-sum test for rank order of
RG versus TNG for that category of genes, P value: p-value for Wilcoxon rank-sum test).
RG
N

Mean (SD)

TNG
N

Mean (SD)

Wilcoxon
W

P value

Increased Temperature
Up-regulated

51

Down-regulated

1.33 (0.90)

92

1.37 (0.87)

2.25 x 103

0.712

3

0.232

95

1.02 (0.85)

43

1.16 (0.77)

1.78 x 10

Up-regulated

639

1.01 (0.75)

538

1.18 (0.78)

1.43 x 105

8.28 x 10-7

Down-regulated

693

1.02 (0.67)

700

1.13 (0.71)

2.18 x 105

0.001

1.11 (0.83)

1825

1.27 (0.94)

1.48 x 106

1.43 x 10-7

Decreased Temperature

No Temperature Response
No difference

1806

Plasticity in gene function
The second set of analyses investigated biological function associated with
transcriptional changes in response to temperature challenge. Functional annotation was
possible for 10 777 genes in round goby and 10 695 genes in tubenose goby. We
characterized biological processes categories in the Gene Ontology framework that were
overrepresented by genes either up or down-regulated in response to increased and
decreased temperature for each species separately.
Round goby did not exhibit over-representation of up-regulated transcription for
any biological processes in response to increased temperature but did exhibit overrepresentation of down-regulation for a variety of biological processes (N = 89), most of
which were related to cell cycle, DNA replication and cell division (Figure 2.6, Appendix
A4). The round goby also exhibited over-representation of down-regulated genes
involved in the repression of ubiquitin-mediated proteolysis, which should result in the
up-regulation of this function. In contrast, tubenose goby exhibited over-representation of
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up-regulated transcription of five biological processes, all involved in humoral immunity
and activation of the immune response. Tubenose goby exhibited over-representation of
down-regulated transcription of biological processes (N = 7) mostly involved in rRNA
and tRNA metabolic processes and tRNA activation (Figure 2.6, Appendix A4)
suggesting a general reduction in gene translational activity in response to increased
temperature.
In response to decreased temperature, round goby exhibited over-representation of
many up-regulated biological processes (N = 81), including carboxylic acid metabolic
processes typical of phospholipid membrane alterations, transport of basic amino acids
(arginine and lysine) and biosynthesis of carbohydrates typical of antifreeze functions,
negative regulation of apoptosis, and proteosomal activity characteristic of targeted
degradation or turnover of proteins (Figure 2.6, Appendix A4). Tubenose goby also
exhibited over-representation of many up-regulated biological processes (N = 57) in
response to decreased temperature, but with very different functional implications. The
majority of up-regulated processes were response to stimulus processes indicative of
detection of stimulus, cell signaling cascades, regulation of gene expression and immune
system processes (Figure 2.6, Appendix A4). Neither species of goby exhibited any overrepresentation of down-regulated biological processes in response to reduced
temperature, after correction for multiple tests. Interestingly, round and tubenose goby
shared 14 biological processes that were over-represented by genes up-regulated in
response to decreased temperature (Figure 2.6, Appendix A4). All of these processes
were for response to stimulus suggesting that these species were both able to detect the
changes in their environment and produce signaling cascades to direct biological
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functions as a result. The lack of many other processes regulated by tubenose goby could
suggest either they lack specific mechanisms to deal with the stress they experienced or
that there may be a difference in the timing of the onset of the response.
To characterize the most plastic biological functions for each species in response
to temperature challenge, we identified genes with the largest Log2 fold changes (top 5%)
within the significantly up and down-regulated genes separately in each temperature
treatment (Table 2.3). Significantly over-represented biological processes represented by
these highly plastic genes were only evident for up-regulated genes in response to the
cold temperature treatment for both species. Round goby demonstrated overrepresentation of 28 biological processes where in contrast tubenose goby only
demonstrated over-representation of 5 biological processes (Appendix A5). Two
processes were shared between both species relating to alcohol and polyol biosynthesis
that may be related to anti-freeze capacity and cold tolerance. Round goby exhibited
extreme plasticity for additional processes related to oxygen binding and carbohydrate
metabolism while tubenose goby exhibited plasticity for ceramide metabolic process
potentially related to signaling cellular stress.

Table 2.3: Magnitudes of most plastic gene transcription (top 5% of Log2 fold change) for
round goby (RG) and tubenose goby (TNG) in response to acute temperature challenge.
N = number of genes in top 5% of fold change, R = range of Log2 fold changes for genes.
RG
TNG
N
R
N
R
Increased Temperature
Up-regulated
6 4.1 - 8.2
4 3.9 - 10.1
Down-regulated
8 5.2 - 8.1
6
2.6 - 8.3
Decreased Temperature
Up-regulated
67 3.1 - 8.1
60
3.1 - 9.5
Down-regulated
56 3.1 - 7.8
50
2.8 - 7.4
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RG TNG

RG TNG

GO:0098657
GO:0098739
GO:0015819
GO:1902022
GO:0015802
GO:0015809
GO:1903826
GO:1902765
GO:0043091
GO:0090467
GO:1902023
GO:1903400
GO:0015822
GO:1902475
GO:0043090
GO:0043092
GO:0089718
GO:1902837
GO:1902253
GO:2001234
GO:0043069
GO:0060548
GO:0051252
GO:1903506
GO:0010468
GO:0031323
GO:0019222
GO:0060255
GO:0010955
GO:1903318
GO:0070613
GO:1903317
GO:1904666
GO:1904667
GO:0031397
GO:0051439
GO:0065007
GO:0050789
GO:0050794
GO:0048519
GO:0051436
GO:0051352
GO:0051444
GO:0009987
GO:0007623
GO:0048511
GO:0007165
GO:0023052
GO:0044700
GO:0016051
GO:0009396
GO:0044283
GO:0044710
GO:0009119
GO:1901657
GO:0055086
GO:0006165
GO:0009135
GO:0009179
GO:0009185
GO:0006757
GO:0046031
GO:0006418
GO:0043038
GO:0043039
GO:0009063
GO:0006520
GO:1901605
GO:0006090
GO:0044281
GO:0032787
GO:0019752
GO:0006082
GO:0043436
GO:0006259
GO:0045005
GO:0006260
GO:0006261
GO:0016072
GO:0006399
GO:0034660
GO:0072521
GO:0072524
GO:0051187
GO:0006733
GO:0006732
GO:0051186
GO:0006787
GO:0033015
GO:0031330
GO:0042177
GO:1903051
GO:1903363
GO:0032435
GO:1901799
GO:0044248
GO:0009056
GO:1901575
GO:0030163
GO:0044257
GO:0051603
GO:0044265
GO:0019941
GO:0043632
GO:0031145
GO:0010498
GO:0032434
GO:0061136
GO:0006959
GO:0002252
GO:0002684
GO:0002253
GO:0050778
GO:0009611
GO:1903034
GO:0006952
GO:0006954
GO:0009628
GO:0050896
GO:0051716
GO:0002237
GO:0009607
GO:0043207
GO:0051707
GO:0030509
GO:0009725
GO:0032870
GO:0009719
GO:0071495
GO:0007584
GO:0009605
GO:0046683
GO:0014074
GO:0071375
GO:1901653
GO:0043434
GO:1901652
GO:0071417
GO:1901699
GO:0010243
GO:1901698
GO:0033993
GO:1901700
GO:1901701
GO:0070887
GO:0071310
GO:0010033
GO:0042221
GO:0030261
GO:0032392
GO:0006323
GO:0071103
GO:0007010
GO:0007098
GO:0051297
GO:0007067
GO:0000280
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Figure 2.6: Heatmap of gene ontology (GO) biological process categories over-represented by genes either up regulated (green) or
down regulated (purple) in round goby (RG) and tubenose goby (TNG) liver tissue in response to two acute thermal challenges. GO
biological process over-representation tests were performed using the ‘goseq’ v1.18 package in R v3.1.3 (Young et al., 2010; R Core
Team 2016). Statistically significant processes after false discovery rate correction (Benjamini & Hochberg, 1995) were grouped
across species and treatment and clustered based on semantic similarity criterion of Schlicker et al. (2006) as implemented in the
‘GOSemSim’ v1.99.4 package (Yu et al., 2010) in R and ‘complete’ hierarchical clustering as implemented in the ‘hclust’ function in
R. Full GO over-representation results are available in Table S3.
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Discussion
We demonstrated liver tissue transcriptional differences between round and
tubenose gobies in response to acute temperature challenges that may contribute to the
dramatic differences in the geographical extent of invasion of these two species. Round
goby possessed a greater scope for transcriptional response to altered temperature
compared with tubenose goby. The two species exhibited a similar number of genes with
significantly altered transcriptional state; however, the transcriptional changes by
tubenose goby failed to represent the same biological processes altered by round goby.
Furthermore, the functions of the genes that responded to the challenges in round goby,
but did not in tubenose goby, were consistent with adaptive responses to maintain or
regain homeostasis following rapid changes in temperature. The capacity for
transcriptional plasticity to environmental stressors has potential as an important
predictor of the physiological tolerances of organisms (López-Maury et al., 2008;
Whitehead, 2012). Physiological tolerances ultimately define species’ distributions,
capacity for range expansion and, therefore, potential for invasion success.
The response of round goby to thermal stress suggests that it can transcriptionally
respond to maintain biological function over a broader range of temperatures than
tubenose goby. This result is consistent with round goby having a higher thermal limit
than tubenose goby (Xin, 2016). Given the more dramatic differences we observed in
transcriptional response to cold treatment between species and the role of cold tolerance
in determining invasion success in the Great Lakes (Kolar & Lodge, 2002) we suggest
further investigation of the thermal performance curves for tubenose goby and
determination of lower thermal limits for these species would be worthwhile. Broad
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thermal tolerance has been previously associated with higher invasion success (Bates et
al., 2013) and our transcriptional results suggest that capacity for transcriptional response
is a potential mechanism that explains the differential invasion success between goby
species in our study.
Reduced scope of gene transcription response to specific environmental
challenges (in our case, temperature) implies a reduced capacity to acclimate to a broad
range of environments and may have limited the range expansion of tubenose goby.
Indeed, Antarctic fishes that have evolved in very stable environments have completely
lost a heat shock response (for a review see: Logan and Buckley 2015). Reduced
transcriptional capacity to respond to heat stress has also been documented for fish
species that only have a moderate temperature tolerance range (Hypomesus
transpacificus, Komoroske et al. 2015) compared to the transcriptional responses of fish
species that are known to tolerate a broader range of temperatures (e.g. Gillichthys
miribilis, Logan and Somero 2011). The evolution of plasticity is thought to be
constrained by the relative cost of having a plastic phenotype compared with exhibiting a
canalized phenotype (Agrawal, 2001). It is possible that tubenose goby have experienced
a greater cost to being transcriptionally plastic in its native range than round goby that
resulted in their evolving a reduced transcriptional response to acute thermal challenge;
however, we cannot rule out genetic drift as a mechanism explaining the difference either
(Whitehead, 2012). Alternatively, increased transcriptional response may not always be
indicative of tolerance; for example: if a stressor is mild, a highly tolerant species may
not respond transcriptionally at all, and there are examples of pollutant tolerant fish that
have evolve muted transcriptional response to pollution exposure (Whitehead et al.,
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2010). In our case, the combination of the species-level performance (invasion range
expansion and impact) and physiological differences (thermal limits and metabolic rates)
makes it unlikely that tubenose goby were able to maintain homeostasis despite a reduced
transcriptional responses to temperature challenge.
In addition to increased capacity for transcriptional plasticity, the transcriptional
changes exhibited by round goby are more consistent with adaptive responses to thermal
challenge than those observed in the tubenose goby. Round goby altered biological
processes that are characteristic of acute responses to temperature reported in other
species with broad thermal tolerance (e.g. ubiquitin-dependent protein degradation and
negative regulation of apoptosis; Logan and Somero 2011) and are believed to help
organisms survive and recover from acute stress events (Wiseman et al., 2007). In
contrast, tubenose goby responded to the challenge by altering a similar number of genes;
however, with the exception of innate immune response to tissue damage, tubenose goby
did not respond with the same biological processes as round goby. This highlights an
important difference between adaptive and maladaptive phenotypic plasticity. That is,
phenotypic plasticity is only beneficial for an organism when it alters phenotype
(partially or fully) in the direction of a peak on a fitness landscape (increases fitness;
Ghalambor et al., 2007). If plasticity alters a phenotype in a direction other than toward a
fitness peak, as it does for tubenose goby where a similar number of transcriptional
changes as round goby do not represent a similar functional response, these plastic
changes may result in no or even negative fitness consequences for the organism.
Variation in the timing of transcriptional response to a stressor (e.g. Whitehead et al.,
2012) could explain the observed difference between species; however, delayed induction
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of biological responses by tubenose goby would likely also be maladaptive, especially if
it resulted in delayed compensatory responses that are necessary for short-term survival.
The reduced scope of transcriptional response of tubenose goby suggests either
that it lacked the biological mechanisms to respond to acute thermal stress or that
tubenose goby found the handling procedures stressful and thus suffered reduced capacity
to respond to the heat stress. While we could have conducted a laboratory acclimation
experiment to isolate temperature as the sole factor driving transcriptional changes in our
gobies, temperature is not the only environmental stressor encountered by these
organisms. We provide a comparison of transcriptional response to temperature stressors
that reflects the organisms’ ecological context while controlling for prior environmental
exposure by sampling these organisms from the same habitat at the same time.
Presumably, sensitivity to the synergistic effects of multiple stressors expressed as a
reduction in a potential aquatic invader’s transcriptional capacity would not be adaptive
for the invading species. Our use of three biological replicates has the potential to result
in inflated variance estimates that inhibit our ability to detect more subtle differential
expression, thus our list of differentially transcribed genes should be considered
conservative. Despite this limitation we have characterized hundreds to thousands of
differentially transcribed genes in each treatment (Table 1) and our treatments are well
separated in multivariate space suggesting within group error is not a limiting factor (Fig.
2). The proportions of differentially responding genes we report are comparable to other
studies of acute thermal stress (Logan & Somero, 2011; Quinn et al., 2011) suggesting
that despite the lack of laboratory acclimation we still captured important biological
responses in an ecological context.

!

41

!
The process of invasion or range expansion often results in genetic founder effects
and bottlenecks (Dlugosch & Parker, 2008) and the resulting reductions in genetic
diversity have potential consequences for adaptive capacity. Phenotypic plasticity, when
adaptive, is widely believed to help buffer species from the selective forces of novel
environments (Ghalambor et al., 2007; Lande, 2015); however, plasticity itself can
evolve. The evolution of increased plasticity is expected to be favored early in the process
of invasion, while selection in the invaded range is expected to eventually reduce
plasticity (Lande, 2015). One of the key issues regarding empirical assessment of the role
of plasticity in invasions is controlling for the time since invasion (Lande, 2015). The
goby species presented here have similar invasion histories (both first detected in St.
Clair River in 1990, Jude et al. 1992) and have similar ages at maturity (females at age 1;
round goby: MacInnis and Corkum 2000, tubenose goby: Valová et al. 2015) indicating
that a similar number of generations since invasion have occurred for both species. It is
therefore unlikely that tubenose goby has had enough time to evolve a loss of plasticity in
North America, while the round goby has not. Alternatively, the stochastic processes
associated with founder effects may have prevented tubenose gobies bearing the full
range of plastic phenotypes in the native range from becoming established in the first
place. There is no evidence that tubenose goby have experienced greater founder or
bottleneck effects during their North American invasion than round goby (Stepien &
Tumeo, 2006) making differences in genetic diversity an unlikely explanation for the
observed differences in transcriptional plasticity.
The lower transcriptional plasticity we found in the tubenose goby may reflect
source population characteristics if selection pressures among assemblages of tubenose
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goby in their native range resulted in local adaptation, while the round goby in their
native range are one broadly tolerant species. Round goby is known to exhibit broad
environmental tolerance to other abiotic stressors, including salinity (Karsiotis et al.,
2012) and contaminants (McCallum et al., 2014). While less is known about the specific
physiological tolerances of tubenose goby, the two species are found in similar habitats in
both their native (Kottelat & Freyhof, 2007) and invaded ranges (Jude & DeBoe, 1996)
suggesting they have evolved under similar conditions for at least the past several
thousand years. The phylogeny of tubenose goby in the northern Black Sea is represented
by multiple divergent lineages (Neilson & Stepien, 2009; Sorokin et al., 2011) only one
of which has invaded North America (Neilson & Stepien, 2009). In contrast, round goby
from this same region form one monophyletic group (Brown & Stepien, 2008).
There has been a tendency for invasion biologists to treat organisms as static
entities and ignore the role of plasticity and evolution in determining invasion risk
(Whitney & Gabler, 2008). Plasticity may confer invasion success by either increasing
fitness in both unfavorable and favorable environments (Richards et al., 2006). Broad
thermal tolerance should increase fitness in unfavorable environments and has been
associated with range expansions (Bates et al., 2013). The role of transcriptional plasticity
in determining thermal tolerance suggests that assessment of transcriptional profiles
under thermal stress may be a valuable tool to assess invasion risk. Our results
demonstrate the power of using measures of transcriptional variation to detect meaningful
biological responses to thermal stress in an ecological context that would be directly
relevant to a species’ ability to survive, uptake transport and establishment in a novel
environment. Comparative genomics has enormous potential to identify the mechanistic
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basis of variable acclimation capacity among groups of organisms (Whitehead, 2012).
We have used a comparative approach to further demonstrate that differences in
transcriptional response to acute temperature challenge may underlie the difference in
invasion success between our two study species. Conservation biologists have embraced
the use of transcriptomic profiles to identify and select more plastic source populations to
maximize the success of species reintroductions (He et al., 2016). Managing invasive
species is simply applying this approach in reverse, where managers would want to
prioritize prevention of transport and establishment of the most plastic invaders.
Assessing transcriptional plasticity in response to acute stressors, such as temperature,
combined with knowledge of the relationship between transcription and physiology (e.g.
high transcriptional response is beneficial for thermal acclimation but may be
maladaptive for pollution tolerance) would provide managers with objective measures of
the plastic capacity of potential invasive species. Such data are critical for effective
invasion risk assessment and the incorporation of quantitative approaches into invasion
risk assessment will change how invasive species are managed and their impacts
minimized.
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CHAPTER 3 - ENVIRONMENTAL AND GENETIC DETERMINANTS OF
TRANSCRIPTIONAL PLASTICITY IN CHINOOK SALMON

Submitted: Wellband KW, Heath JW, Heath DD (2017) Environmental and genetic
determinants of transcriptional plasticity in Chinook salmon. Heredity
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Summary
Variation in gene transcription is widely believed to be the genetic basis of
phenotypic plasticity. For transcriptional plasticity to be useful in the risk assessment of
invasive species it must have a level of predictability. Little is known about the
inheritance patterns of transcriptional variation that would allow us to predict its response
to selection and for use in risk assessment of invasive species. In addition, acclimation to
different environmental conditions influences acute transcriptional responses to stress and
it is unclear if these effects have a genetic basis. To address these gaps in knowledge, we
assayed gene transcription at rest and in response to a 24-hour confinement stress for 72
half-sib families of Chinook salmon reared in two different environments (hatchery and
semi-natural stream channel). We characterize widespread plasticity in transcription of
candidate metabolic and stress response genes and demonstrate a heritable, but generally
non-additive basis for the observed transcriptional variation. We identified extensive nonadditive genetic by environment interactions for transcriptional response indicating that
dominance or epistatic interactions are important in determining the environmental
specific transcriptional responses to stress. Our results have important implications for
the use of transcriptional variation in the assessment of populations for use in
conservation strategies and for the risk assessment of invasion potential. Our results also
provide directions for future work in characterizing the genetic basis of transcriptional
variation and its capacity to respond to selection.

!

52

!
Introduction
Phenotypic plasticity has been subject to renewed interest in the past few decades
for its role in adaptive responses to changing environmental conditions (Agrawal 2001;
Schlichting & Smith 2002; Price et al. 2003; de Jong 2005; Pigliucci 2005; Pfennig et al.
2010). It is broadly represented by two categories of traits: those that result in different
development trajectories (non-labile traits; e.g. metamorphosis) and those that fluctuate
throughout an organism’s life (labile traits; e.g. physiological traits). Plasticity can
represent an adaptive response to environmental changes if it provide a fitness advantage
to that organism in its new or changing environmental context (Ghalambor et al. 2007).
Phenotypic plasticity is typically visualized using a reaction norm showing that the shape
of the phenotypic response to a particular environmental condition is a property of the
genotype (Gotthard & Nylin 1995). There is abundant among-individual variation in the
shape of reaction norms for plastic traits (Scheiner 1993), this variation is heritable
(Scheiner & Lyman 1989) and the scope for plasticity can indeed evolve through
response to selection (Via & Lande 1985; Gotthard & Nylin 1995; Lande 2015). These
factors have led to the understanding that plastic phenotypes can represent adaptive
responses to environmental change but that they may also be favored by selection and
thus considered an adaptation for coping with predictable or frequent environmental
change (Gotthard & Nylin 1995).
The role of phenotypic plasticity in organisms’ responses to environmental
change has generated interest in the importance of plasticity for determining the success
of biological invasions (Richards et al. 2006). Invasive species arguably experience some
of the most dramatic changes in environments of any organisms on the planet, often
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transported (intentionally or unintentionally) to novel environments across continents and
oceans (Mack et al. 2000). The prediction of species that will exhibit rapid range
expansion and have ecological or economic impacts is a critical component of the
management of invasive species (Kolar & Lodge 2001). Tolerance to a broad range of
environmental conditions has been associated with wide geographic range expansion
during species invasions (e.g. Bates et al. 2013). Tolerance is a complex physiological
phenotype that involves two types of phenotypic plasticity: acute responses to stressful
conditions and longer-term acclimation processes. A key limitation of existing
management approaches is their failure to incorporate the possibility of plastic responses
and hence the evolutionary potential of plasticity that may facilitate establishment outside
environmental conditions experienced in native ranges (Whitney & Gabler 2008; Lee &
Gelembiuk 2008). In addition, rapid evolution of plasticity has been predicted during the
early stages of a species’ invasion which may lead to a temporary increase in the plastic
ability of invasive populations that would facilitate rapid range expansion (Lande 2015).
Therefore, predicting the contribution of plasticity (and the potential for the evolution of
increased plasticity) to successful invasion requires an understanding of the genetic and
environmental contribution to plastic trait variation.
Alteration of gene expression profiles is believed to be the mechanism underlying
many plasticity phenotypes (Schlichting & Smith 2002; Aubin-Horth & Renn 2009).
Gene transcription is widely used as a proxy for gene expression because it is the initial
rate-limiting stage of gene expression, is easy to quantify, and is a reasonable, if coarse,
predictor of protein expression (Liu et al. 2016). Transcription itself is a phenotype that
represents the cellular concentration of messenger RNA molecules with important
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influences on organisms’ physiology. For example, plastic traits associated with
organismal tolerance are mediated by transcriptional changes including rapid responses
such as the ‘heat shock response’ (Richter et al. 2010) as well as long-term acclimation
processes to different temperatures (e.g. Logan & Somero 2011) and salinities
(Lockwood & Somero 2011). In addition to known environmental influences on
transcriptional profiles, transcription evolves in response to selection (Whitehead &
Crawford 2006). It may thus facilitate the rapid evolution of plastic traits. Transcription
based approaches have been used to characterize specific plastic responses (e.g. Gunter et
al. 2013; Chapter 2) and hold great promise for characterizing the molecular basis of
many types of phenotypic plasticity. There are relatively few estimates for the heritability
of transcription (e.g. Gibson & Weir 2005; Aykanat et al. 2012b; Leder et al. 2015) and
our ability to predict the contribution of transcriptional plasticity to invasion success
requires a more detailed understanding of the genetic architecture and environmental
contributions to transcriptional variation.
Chinook salmon are an excellent model system to investigate the genetic
architecture of transcription and the influence of prior environmental conditioning on
transcriptional profiles. Chinook salmon exhibit extensive transcriptional variation in
response to environmental alterations (Aykanat et al. 2011, 2012b; Tomalty et al. 2015)
and heritability of transcription has been demonstrated for immune function genes
(Aykanat et al. 2012b). There is also evidence for the rapid evolution of transcriptionally
controlled traits in divergent populations of a closely related species (Oncorhynchus
mykiss; Aykanat et al. 2011). The native range of Chinook salmon extends from the
Sacramento River in Southern California north throughout coastal Alaska and Russia and
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south to Japan in the Eastern Pacific. In addition to a wide native range, Chinook Salmon
have been transported around the world to establish non-native fisheries in New Zealand,
Chile and the North American Great Lakes (McDowall 1994; Correa & Gross 2008). In
contrast to some salmonid species (e.g. Atlantic Salmon), their successful establishment
of self-sustaining populations in multiple locations globally suggests they possess
mechanisms that facilitate colonization and range expansion similar to other highly
successful aquatic invasive species.
To address questions about the genetic architecture of transcription, the effect of
environment on transcription and the importance of genotype-by-environment
interactions for transcription, we analyze a large number of half-sib families of Chinook
salmon that were split and reared in two different environments: standard hatchery
conditions and a semi-natural stream channel. We assay transcription at rest and in
response to a confinement stress in each environment for a variety of core metabolic
function genes in the primary tissue controlling metabolism in fish, the liver (Wiseman et
al. 2007). We partition transcriptional variance into additive genetic, non-additive
genetic, maternal effects and environment effects plus the interactions of the genetic and
environmental effects to assess the nature of genotype-by-environment interactions as a
proxy for the evolutionary potential of transcriptional plasticity. We then characterize the
genetic architecture and environmental effects for transcriptional response to confinement
stress to assess the influence of prior environmental exposure on transcriptional response
and the presence of genetic variance by environment interaction that would allow rapid
transcriptional response to evolve. Our results provide insight into the quantitative
genetic basis of transcription and the influence of environment on resting transcription
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and acute transcriptional response with the ultimate goal of assessing invasion risk and
range expansion capacity.

Methods
Breeding, rearing and sampling
We used a domesticated line of Chinook salmon from Yellow Island Aquaculture
Ltd. to perform two replicate full factorial breeding crosses of six males (sires) crossed by
six females (dams) for a total of 72 half-sib families. Fertilized eggs for each family were
divided and incubated in replicated cells of modified incubation trays (4x4 subdivided) in
a flow-through system fed by well water. When eggs hatched and fish reached the stage
of first feeding, individuals from replicated incubation tray cells were pooled together by
family and then subdivided into four groups. Two of these groups (~ 50 fish each) were
placed in 200 L tanks in a standard hatchery environment (16:8 hour light-dark cycle).
The other two groups were placed into replicated enclosures in a semi-natural spawning
channel. These enclosures were constructed using an aluminum frame (120 × 60 × 60
cm) and bottom pan from which netting was suspended and secured to all sides. The
bottom of these enclosures contained coarse gravel. These enclosures were placed in a
semi-natural outdoor spawning channel with continuous flow through of well water from
the same source as the hatchery but with exposure to ambient temperature fluctuations
and natural light-dark cycles in addition to the enriched environment relative to the
hatchery. Water level was adjusted prior to adding the fish to allow for a comparable
density of fish between the hatchery and channel environments. We combined fish from
nine families (10 fish per each family) in each replicated enclosure in the semi-natural
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environment and subsequently performed parentage analysis to assign individual fish
back to their family of origin at the end of the experiment (see below). Fish in both
environments were fed ad libitum and reared under the two conditions for approximately
10 weeks.
When the fish reached approximately 2 grams in weight we randomly sampled
five fish from each replicate tank in the hatchery and applied a confinement stress that
consisted of holding the fish in perforated buoyant containers (140 x 60 x 75 mm) to
simulate high density of fish (~16 kg/m3, over 3X the normal density maintained on the
farm). The same challenge procedure was carried out for fish in the semi-natural
enclosures except approximately half of all the fish in the enclosure were collected and
randomly placed into the confinement stress in groups of five. The remaining
unchallenged fish in both treatments served as a control for the resting state of
transcription prior to challenge. These fish were humanely euthanized in an overdose
solution of clove oil (eugenol, Sigma-Aldrich, Inc., Oakville, ON), their body cavity
exposed through dissection and immediately preserved whole in a high salt solution (700
g/L Ammonium Sulfate, 25 mM Sodium Citrate, 20 mM Ethylenediaminetetraacetic acid,
pH 5.2). After 24 hours at 4 °C to allow the preservative to penetrate all tissues, the
samples were frozen and stored at -20 °C until further analysis. The duration of the
confinement stress was 24 hours after which the challenged fish were also humanely
euthanized and preserved as above.
Parentage analysis
Because we combined multiple families in each semi-natural enclosure we used
microsatellite genotypes to assign parentage for all the fish sampled from the semi-
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natural enclosures. DNA was extracted from a small piece of fin tissue (parents and
offspring) using a silica binding-column procedure (Elphinstone et al. 2003). We
genotyped all individuals at five microsatellite loci: OtsG68 and OtsG432 (Williamson et
al. 2002), Ots208, Ots209 and Ots211 (Greig et al. 2003). PCR reactions consisted of 20
mM Tris-HCl pH 8.75, 10 mM KCl, 10 mM (NH4)2SO4, 0.1% Triton X-100, 0.1 mg/mL
BSA, 200 µM each dNTP, 200 nM forward and reverse primers, 2.0 mM MgSO4, 0.5 U
of taq polymerase (Bio Basic Canada Inc., Markham, ON) and approximately 50 ng of
DNA. Conditions for thermal cycling were 95 °C for 2 minutes, 35 cycles of 95 °C for
15s, locus specific annealing temperature (52 °C – OtsG68, 56 °C – OtsG432, 58 °C –
Ots208, 60 °C – Ots209, Ots211) for 15s and 72 °C for 30s, followed by 72 °C for 5
minutes. Microsatellite PCR products were characterized using a Licor 4300 DNA
Analyzer (Licor Biosciences Inc.) and Gene ImagR software (Scanalytics Inc.). Allele
sizes were binned by hand based on possible parental allele sizes. The program Cervus
v3.0.7 (Kalinowski et al. 2007) was used to perform parentage analysis using the module
for known parental pairs. Parentage was assigned using the relaxed 80% confidence
threshold but preference was given to fish assigned at the 95% threshold when choosing
individuals for gene expression analysis.
Assay selection and design
Candidate genes (Table 3.1) were chosen to represent biological functional categories of
metabolism, growth and response to stress that are believed to be important in the early
life and development of Chinook salmon. It is important to note that while we grouped
these genes into putative functional categories to simplify interpretation, many genes
perform multiple functions and may be involved in more than just our stated process.
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This pleiotropy will have consequences for the interpretation of results. Chinook salmon
mRNA sequence for these genes was obtained by mining GenBank and, where necessary,
using either rainbow trout Oncorhynchus mykiss or Atlantic salmon Salmo salar mRNA
sequence. mRNA sequence for these genes was aligned to genomic scaffolds for Atlantic
salmon to identify exon-exon boundaries. TaqMan MGB qPCR assays were designed to
overlap these boundaries using PrimerExpress 2.0 software (Applied Biosystems Inc.,
Streetsville, ON). Potential assays were tested and validated by amplifying Chinook
salmon cDNA (see below) using SYBR Green based qPCR in a 20 uL reaction that
contained 10 uL of SYBRSelect Master Mix, 200 nM each forward and reverse primers
and approximately 25 ng of cDNA reverse-transcribed from total RNA. Melt-curve
analysis and gel electrophoresis were used to verify the lack of primer-dimer and the
expected size of the amplicon.
RNA Extraction, reverse transcription and quantitative real-time PCR
Total RNA was extracted from liver tissue using RNAzol (Sigma-Aldrich, Inc.,
Oakville, ON) following the manufacturers recommended protocol. RNA concentration
and purity were assessed using a NanoVue spectrophotometer (GE Life Sciences Inc.,
Mississauga, ON) and integrity of RNA was assessed using electrophoresis. Only RNA
samples with intact 28S and 18S rRNA bands and A260/A280 ratios above 1.9 were used
for gene expression analysis. Total RNA (500 ng) was treated with DNase I (New
England Biolabs Ltd., Whitby, ON) following the manufacturers recommendations and
then reverse transcribed using a High Capacity cDNA Reverse Transcription kit
(Thermo-Fisher Scientific, Inc., Streetsville, ON). cDNA was diluted by combining 4.8
uL with 5.2 uL of ddH2O. Diluted cDNA (2.5 uL) was combined with an equal amount of
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Table 3.1: Quantitative real-time PCR assays for transcription of Chinook salmon genes including codes and full gene names, NCBI
GenBank accession numbers for sequences used to design the assays, the primer (F = forward, R = reverse) and probe (P) sequences
and the empirically estimated PCR efficiency.
Gene Name
!
Reference Genes
BACTIN
β-Actin
!
!
! EF1A
Elongation Factor 1α
!
!
!Growth Genes
GHR

61
!

Primer/Probe Sequences

FJ890357.1

F: GACCCAGATCATGTTTGAGACCTT
R: TCCATGACGATACCGGTGGTA
P: CAGGCCGTGTTGTC
F: AATACCCTCCTCTTGGTCGTTTC
R: CTTGTCGACGGCCTTGATG
P: TGCGTGACATGAGGC

AF498320.1

Growth hormone receptor

NM_001124731.1

Insulin-like growth factor binding protein 2b

HM358881.1

Insulin-like growth factor 1

U14536.1

Thyroid hormone receptor β

AB303988.1

CAL

calmodulin

BT074280.1

MHCIIB

Major histocompatibility complex class 2

U34718.1

!
!
! IGFBP2B
!
!
! IGFI
!
!
! THR-B
!
!
!Immune Genes
!
!
!
!
!

GenBank Accession

PCR
efficiency
!

2.013

1.983

F: CCCCACTAAAGAGTCCCGATT
R: CTAAACCCAAGGCAGCAAAGA
P: CCAGTTACTGTCCTGCTT
F: CAACTGTCCCGAGGAACCTAAG
R: CTCCAGCTCCTGTGCACAAG
P: CCCAGCAGCCCATGA
F: ATTTCAGTAAACCAACGGGCTATG
R: CGTCCACAATACCACGGTTATG
P: CCAGTTCACGACGGTC
F: GCTCTGCTACAGGCCGTCAT
R: GTTCAAAGGCCAGAAGGAACTC
P: TCCTCCGACCGTCCG

!
1.927

F: CAGACAGCGAGGAGGAGATCA
R: TAACCGTTCCCATCCTTGTCA
P: AGAAGCGTTCCGTGTCT
F: GCCATACTGGACAAGACAGTTGAG
R: TCATAGGCGCTGCACATCAG

!
1.807

1.780

1.873

1.876

1.911

!

! NKEF
Natural killer enhancing factor
!
!
!Metabolic Genes
PEPCK
!
!
! COI
!
!
! FAS
!
!
! CYP1A
!
!
! CPT1
!
!
!Stress Genes
GR2
!
!
! HSP70
!
!
! META
!
!!!
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AF250193.1

Phosphoenolpyruvate carboxykinase

AF246149.1

Cytochrome C oxidase subunit 1

KP720599.1

Fatty acid synthase

XM_014179800.1

Cytochrome p450 1A

M21310.1

Carnitine palmytol transferase 1

AJ620357.1

Glucocorticoid receptor 2

AY495372.1

Heat shock protein 70

U35064.1

Metallothionein A

DQ139342.1

P: CCCATGTCAGACTGAG
F: TGAGGTCATTGGTGCCTCTGT
R: GAGGTGTGTTGGTCCAAGCA
P: ATTCCCACTTCTGCCATC

1.991

F: ACAAAGGCAAGGTTATCATGCA
R: ACCGAAGTTGTAGCCGAAGAAG
P: ACCCCTTCGCCATGC
F: GGCAGCAGGCATTACTATGTTACTC
R: GCCTGCCGGGTCAAAGA
P: CGGACCGAAATCTA
F: CCAGGTCTGTACGGTCTTCCA
R: CGAACCGGCTGATGTCCTT
P: AGAGGAACGGCAAGCT
F: TCTTCCTTCCTGCCGTTCAC
R: GAAGTAGCCATTGAGGGATGTGT
P: CCACACTGCACGATC
F: GAAGGGCCTGATCAAAAAGTGT
R: TCCCCTTGTCCCTGAAGTGA
P: CTTCATCCAGATCGC

!
1.940

F: AGCACCGTGCCAAAAGATG
R: GCCTTCCCCAACTCCTTGA
P: CTCATCAAACACTGCCTG
F: TCAACGATCAGGTCGTGCAA
R: CGTCGCTGACCACCTTGAA
P: CCGACATGAAGCACTG
F: GCTCCAAACTGGATCTTGCAA
R: TGGTGCATGCGCAGTTG
P: TGCGGTGGATCCTG

!
1.756

1.911

1.840

2.339

1.886

1.910

1.889

!
TaqMan OpenArray Real-Time Master Mix (Thermo-Fisher Scientific, Inc., Streetsville,
ON), loaded onto custom designed OpenArray plates and run using the default settings
for the OpenArray technology on a QuantStudio 12K Flex Real-Time PCR system
(Thermo-Fisher Scientific, Inc., Streetsville, ON). Assays that failed to amplify were
removed from the dataset and CRT (fractional PCR cycle at which fluorescence reached
threshold for quantification) values for valid assays were obtained from the QuantStudio
software. Due the stochastic nature of conducting nano volume PCRs, we subsequently
excluded any assays that amplified in more than 30 cycles (CRT > 30) as these represent
approximately 1 copy of DNA present in the 33 nL assay volume and variation beyond
this threshold reflects technically induced stochasticity and not biological variation.
We calculated amplification efficiency empirically for each gene using a subset of
the data (144 individuals) and the program LinRegPCR (Ramakers et al. 2003). This
program estimated the amplification efficiency from the slope of the line of best fit for
the linear phase of amplification on the log-transformed data. Technical replicate assays
were then averaged for each gene in each individual and we calculated starting
concentrations of DNA for each gene in each individual following the methodology of
Tuomi et al. (2010) to correct for the accumulation of fluorescence due to the use of
TaqMan probes and efficiency biases that can influence relative quantitation studies. We
then calculated a normalization factor for each individual in our data by taking the
geometric mean of the expression of two endogenous control genes (β-actin and EF-1α)
for each individual. All genes of interest were normalized to this mean value for each
individual. This method is analogous to producing a ΔCT.
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For this experiment we were interested in the genetic architecture of both resting
transcription and transcriptional response to confinement challenge, the influence of
rearing environment (plasticity) on transcription and transcriptional response and
genotype-by-environment interactions for resting transcription and transcriptional
response. We began by characterizing the transcriptional response to confinement
challenge and then used the full-sib families from our breeding design to test for
genotype-by-environment interactions for both resting transcription and transcriptional
response to confinement challenge. We then break down the genetic architecture and
environment influences on resting transcription and transcriptional response to
confinement challenge.
Transcriptional response to challenge
To first confirm the confinement challenge resulted in meaningfully altered
transcriptional state we tested for transcriptional response within each environment using
linear mixed-effects models. We fit these models to log transformed relative transcription
of each gene using restricted maximum likelihood as implemented in the ‘lme4’ v1.1-12
package in R (R Core Team 2016). These models had a fixed effect of treatment and
random effects of sire, dam, sire × dam interaction, sire × treatment interaction, dam ×
treatment interaction, the three-way interaction between sire × dam × treatment as well as
a random effect for replicate tanks/enclosures. Statistical significance of the fixed effect
of treatment was determined using approximate F-tests with models fit with maximum
likelihood and degrees of freedom estimated based on the Kenward-Rogers approach
(Kenward & Roger 1997) as implemented in the pbkrtest v0.4-6 package in R (Halekoh
& Højsgaard 2014). As most of our genes exhibited significant responses to confinement
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challenge, we calculated the response to confinement challenge for all genes by
normalizing to the control (resting) transcription value. We did this by subtracting the
average control transcription value for a gene within each family within each
environment from the individual transcription values for challenged fish in that family in
that environment. This normalization thus generates a change in transcription that is the
transcriptional response of the fish to the confinement challenge.
Genotype-by-environment interaction
To identify genotype-by-environment interactions for both resting transcription
and transcriptional response we used linear mixed-effects models that contained a fixed
effect of environment, a random effect representing the full-sib families (diagonals of the
full-factorial cross, N = 12) and a random effect of the interaction between family and
environment. We used the full-sibs as our proxy for genotype because they satisfy the
assumption of independence from one another and most closely represent a single
genotype in our study. We tested the significance of random effect terms in the model
using likelihood ratio tests where the term of interest was dropped from the model and the
change in the log-likelihood of the reduced model compared to the full model was
compared to a !2 distribution with one degree of freedom. To test the statistical
significance of the fixed effect of environment we used approximate F-tests on models fit
with maximum likelihood with degrees of freedom estimated based on the KenwardRogers approach as described above.
Plasticity and genetic architecture of transcription
To investigate the nature of genetic architecture-environment interactions, the
genetic architecture of transcription and the influence of environment on resting
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transcription we used linear mixed-effect models to both partition the variance in resting
transcription and transcriptional response to confinement challenge that were attributable
to environment and genetic factors and test the statistical significance of these variance
components. We first characterized variance components for resting transcription across
rearing environments where we again fit models to log transformed relative transcription
of each gene using restricted maximum likelihood as implemented in the ‘lme4’ v1.1-12
package in R (R Core Team 2016). The model was of the form:
Yijklm = Ei + Sj + Dk + SDjk + ESij + EDik + ESDijk + Tm + eijklm

(3.1)

Where Ei was a fixed effect for rearing environment and Sj, Dk, SDjk, ESij, EDik, ESDijk
and Tm were random-effect terms for sire, dam, sire × dam interaction, sire ×
environment interaction, dam × environment interaction, the three-way interaction
between sire × dam × environment and replicate tanks/enclosures respectively. We tested
the significance of random effect terms in the model using likelihood ratio tests where
one term at a time was dropped from the model and the change in the log-likelihood of
the reduced model compared to the full model was compared to a !2 distribution with one
degree of freedom. To test the statistical significance of the fixed effect of environment
we used approximate F-tests on models fit with maximum likelihood with degrees of
freedom estimated based on the Kenward-Rogers approach as described above.
Several genes exhibited significant dam × environment and or sire × dam ×
environment interactions suggesting that the genetic architecture of transcription depends
on the environment. Thus we then analyzed the genetic architecture of resting
transcription in each environment separately. We used random-effect models to partition
variance in resting transcription due to sire, dam, sire × dam interaction as well as
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replicate tanks/enclosures. The significance of each term in the model was tested using
likelihood ratio tests. We used the variance components provided by these models to
calculate, in each environment separately, additive genetic variance (VA: 4 × sire
variance), maternal effects (VM: dam variance – sire variance) and non-additive genetic
variance (VNA: 4 × sire:dam interaction variance) for a full factorial breeding cross
(Lynch & Walsh 1998).

Results
We obtained quantitative PCR data for 15 candidate genes involved in
metabolism, growth, stress response and two reference genes (Table 3.1) for 1041
Chinook salmon individuals. There were two families in the hatchery environment that
we were unable to perform the confinement challenge on due to poor survival. Otherwise
data was obtained for a minimum of 68 / 72 families in both treatments in the hatchery
environment. While the dataset for the semi-natural channel had more missing families,
all but one gene in the control treatment and six genes in the confinement challenge for
channel acclimated fish were represented by >65/72 families. The greater level of
missing data was related to a reduced number of fish available for the confinement
challenge and a loss of fish due to low confidence with which parentage could be
assigned for these fish. Overall, 1092/2399 fish were assigned with >80% assignment
confidence.
Transcriptional response to challenge
We identified significant gene transcription changes for 12 of the 15 genes in
response to confinement stress across both environments (Figure 3.1). Although we did
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not explicitly test for a significant interaction between environment and response to
confinement challenge, the difference between the channel and hatchery environments
clearly had an impact on the transcriptional response to confinement. Indeed, 7/12 genes
that demonstrated a transcriptional response to confinement stress showed a significant
effect of environment on the calculated transcriptional response (Appendix B1).
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Figure 3.1: Mean (+/- SE) transcriptional response to 24 hours of confinement stress for
15 genes (grouped by designated biological function) in the liver of 72 half-sib Chinook
salmon families reared in semi-natural (white bars) and hatchery (grey bars)
environments. Bars represent relative transcriptional change from unchallenged fish
(positive value = up-regulation, negative values = down-regulation).
Genotype-by-environment interaction
We identified significant genotype-by-environment interactions for transcription
of three genes at rest and three genes in response to confinement challenge for the full-sib
families (Figure 3.2, Figure 3.3). We further broke the genotype-by-environment
interaction down by including the half-sibs and additional terms for sire, dam and all the
interactions. Resting transcription of four genes and transcriptional response of three
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genes exhibited significant dam × environment interactions (Appendix B1). In addition,
transcriptional response to confinement challenge of 12 genes exhibited significant sire ×
dam × environment interactions. These both represent genetic architecture-environment
interactions and indicate that environment influences genetic architecture of transcription
at multiple levels.
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Figure 3.2: Reaction norms for the difference in resting transcription of 15 genes in the
liver of Chinook salmon reared in hatchery and semi-natural environments. Genes are
grouped by designated biological function: top row = stress response, second row =
growth, third row = immune response, bottom row = metabolic function. Each line
represents the trajectory of transcriptional difference between environments for the mean
transcription of up to 12 full-sib families (diagonals of full factorial breeding cross) and
asterisks indicate significant genotype-by-environment interactions.
Plasticity of transcription
Fourteen of 15 genes demonstrated a significant difference in resting transcription
between environments (Figure 3.2, Appendix B1), indicative of plasticity. For
transcriptional response to confinement challenge, seven genes exhibited a significant
environmental effect on transcriptional response (Figure 3.3, Appendix B1). The
magnitude of the variance components indicated that environmental effects (plasticity)
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were most important for explaining variation in resting transcription (Appendix B1) but
became less important for transcriptional response to confinement stress.
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Figure 3.3: Reaction norms for the difference in the transcriptional response to 24 hours
of confinement stress of 15 genes in the liver of Chinook salmon reared in hatchery and
semi-natural environments. Genes are grouped by designated biological function: top row
= stress response, second row = growth, third row = immune response, bottom row =
metabolic function. Each line represents the trajectory of transcriptional difference
between environments for the mean transcription of up to 12 full-sib families (diagonals
of full factorial breeding cross) and asterisks indicate significant genotype-byenvironment interactions. Response was calculated as the difference of mean expression
under control and confinement challenge conditions for each family in each acclimation
environment.
Genetic architecture of transcription
To obtain environment-specific estimates of the genetic architecture of
transcription, we separated the data and characterized genetic architecture in each
environment. There was very little statistically significant additive genetic variance for
either resting transcription or transcriptional response to confinement (Appendix B1,
Appendix B2). The estimates of additive genetic variance for both transcriptional
measures were uncorrelated between environments (Figure 3.4) and tended to represent a
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higher proportion of variation in the hatchery environment (Figure 3.5, Figure 3.6). A
similar pattern was observed for both dam variance and non-additive genetic variance and
reflected a consistently higher level of phenotypic variance in the channel environment
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Figure 3.4: Comparison of additive (VA), non-additive (VNA) genetic variance and
maternal (VM) effects for resting transcription (A, B, C) and transcriptional response to
confinement challenge (D, E, F) for 72 Chinook salmon families reared in hatchery or
semi-natural channel environments. Each symbol represents a different functional
category of gene identified in Table 1 where: triangle = stress response genes, cross =
growth genes, X = immune function genes and diamond = metabolic genes.
Discussion
Phenotypic plasticity can result in organisms adopting different phenotypes that
may facilitate successful invasion and range expansion (Richards et al. 2006); however,
this environmentally induced variation will only be adaptive (and hence facilitate
invasion) if it provides a fitness advantage in the new environment (Ghalambor et al.
2007). Phenotypic plasticity must have a level of predictability for it to be useful in the
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Figure 3.5: Distribution of proportion of variance explained by additive genetic (VA),
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risk assessment of invasive species. Genotype-by-environment interactions, where
genotypes’ responses to changes in the environment are different, will complicate the
prediction of plastic responses in new environments. Furthermore, this variation in
phenotypic plastic would allow plasticity to evolve (Via & Lande 1985) meaning that
plasticity present in a species’ native range may not reflect its capacity for phenotypic
plasticity in newly colonized environments. To address these issues relating to the
prediction of transcriptional plasticity we investigated the genetic architecture,
environmental effects and genotype-by-environment interaction for gene transcription for
core metabolic and stress response genes critical for range expansion.
We demonstrated significant environmental effects on gene transcription between
hatchery and semi-natural channel rearing environments for both resting transcription and
transcriptional response to confinement challenge in Chinook salmon. These results
reflect phenotypic plasticity for gene transcription and are consistent with putative
adaptive responses to compensate for different metabolic demands between the two
environments by optimizing the investment of energy (López-Maury et al. 2008). For
example, the fish in semi-natural conditions in our study exhibited higher resting
transcription at CPT1 (β oxidation of fatty acids) and PEPCK (gluconeogenesis) but
lower resting transcription at FAS (fatty acid synthesis), suggesting that metabolism of
fatty acids and production of glucose are favored in the semi-natural channel over the
storage of energy in triglycerides which appear to be favored in the conditions in the
hatchery. These transcriptional differences are consistent with a greater energetic demand
(McCue 2010) in the semi-natural environment compared to the hatchery. The higher
transcription of COI also suggests an increased demand for ATP (Enriquez et al. 1996) in
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the semi-natural channel. While we did not explicitly measure the energetic costs of
living in either environment, the transcriptional differences we observed are consistent
with putative adaptive differences for dealing with altered energetic demands (Wiseman
et al. 2007).
We also demonstrated environmental effects on the transcriptional response to
confinement challenge. Transcriptional response to an environmental challenge is
associated with an organism’s ability to alter biological functions to maintain homeostasis
in the face of rapid environmental change (Kassahn et al. 2009) and an increased ability
for these types of responses have been associated with higher invasion success and range
expansion (Bates et al. 2013; Chapter 2). Increased densities (simulated by our
confinement challenge) in salmonid aquaculture are known to have a negative influence
on growth (Ewing et al. 1998) and although the physiological stress response to increased
density is transient (Wedemeyer 1976) the control of metabolic processes underlying long
term changes in performance are likely mediated through transcriptional alterations in the
liver (Wiseman et al. 2007). The responses we observed reflected reductions in energy
allocation to growth (down-regulation of IGF-I, IGFBP2b and THR-B) and a switch from
energy storage (down-regulation of FAS) to mobilization of energy through up-regulation
of gluconeogenesis (PEPCK). We also identified signatures of the cellular stress response
with the up-regulation of GR2 and HSP70. These transcriptional responses are consistent
with putative adaptive plastic responses to recover homeostatic function and the
metabolic rearrangements necessary to meet changing energy demands (Wendelaar
Bonga 1997; Kassahn et al. 2009). More important than the specific transcriptional
responses to confinement challenge are the effects of rearing environment on response to
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challenge for certain genes. These effects suggest that the use of transcriptional response
as a biomarker of invasion success depends on the environment in which transcription is
assayed. This is not really surprising given the extensive evidence for acclimation effects
on the acute transcriptional response to stressors in a variety of fish species (Dietz &
Somero 1992; Fangue et al. 2006; Logan & Somero 2011; Hori et al. 2012; Komoroske
et al. 2015). Improved assays of transcriptional response to acute stressors will need to
include multiple acclimation treatments relevant to the conditions organisms may
experience in new environments (e.g. temperatures, densities, etc.) to provide estimates
of transcriptional variability that are relevant to the environmental context where they
will be introduced. Given the importance of the environment for determining
transcriptional response, this information may in itself be useful for predicting periods of
time or spatial locations where environmental conditions may impair or limit organisms’
transcriptional response to stressors and thus result in reduced invasion risk.
Our ability to predict gene transcription in novel environments depends not only
on the environmental parameters but also the genetic architecture of gene transcription.
Compared to the widespread environmental effects, we observed only a small number of
genes with additive genetic variance for transcription at rest or in response to
confinement challenge. Our results stand in contrast to some studies that have
demonstrated extensive additive inheritance for transcription (Kim & Gibson 2010; Leder
et al. 2015), as we only detected significant additive variance for one gene in the hatchery
and two in the semi-natural channel for resting transcription and one gene in the hatchery
for transcriptional response. The narrow-sense heritabilities for these genes (h2; Hatchery
at rest: MHCIIB = 0.254; Hatchery response: CYP1A = 0.476; Channel at rest: GHR =
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0.350, CYP1A = 0.272) are comparable to estimates for genome-wide heritability of
transcription for stickleback (Leder et al. 2015) and cytokine transcription in Chinook
salmon (Aykanat et al. 2012b). The limited additive genetic variance in transcription may
reflect evolutionarily canalized transcriptional responses to environments. The core
metabolic genes we studied are critical for life and it may be that additive genetic
variation in these traits has been reduced or lost through past selection on transcription of
these genes (Lynch & Walsh 1998). The general lack of additive genetic variation for
resting transcription and transcriptional response will limit the classical directional
evolutionary response to selection of resting transcription and transcriptional response.
Similar to Aykanat et al. (2012b), we found significant maternal effects for both
resting gene transcription (12/15 genes in the hatchery and one gene in the semi-natural
channel) and transcriptional response to a challenge (6/15 genes in the hatchery but none
in the semi-natural channel). These results are consistent with the extensive evidence for
maternal effects in early life-history traits of Chinook salmon (Evans et al. 2010; Aykanat
et al. 2012a). It is interesting that maternal effects are important in one environment but
not in the other. These results hint at the important role that maternal effects can play
facilitating adaptive responses to different environments (Mousseau & Fox 1998).
Indeed, context-dependent maternal effects (e.g. Plaistow & Benton 2009) suggest that
maternal contributions to phenotypic variance may support the extensive local adaptation
believed to be present in salmonids (Taylor 1991; Aykanat et al. 2012a). The mechanism
(maternal genetic vs. maternal environment) underlying these maternal effects is unclear,
though the maternal-by-environment interaction, like all genotype-by-environment
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interactions (discussed further below), will complicate the prediction of transcriptional
profiles in novel environments.
Our analyses revealed significant non-additive genetic variation for resting
transcription and transcriptional response to confinement stress. The non-additive
variation we detected reflects the complex genomic mechanisms that underlie
transcriptional variation and likely reflect primarily dominance and epistatic effects
(Lynch & Walsh 1998). Epistasis has been frequently suggested to explain the extensive
non-additive variation observed for transcriptional traits (Gibson & Weir 2005; Gilad et
al. 2008) and is a logical assumption given the complex interactions involved in
regulation of transcription (Wittkopp & Kalay 2012). Widespread dominance effects have
also been demonstrated for genome-wide transcription in stickleback (Leder et al. 2015)
and reversal of dominance for expression traits has been implicated in explaining the
success of a copepod that has repeatedly invaded fresh water (Posavi et al. 2014). These
effects would allow transcription to evolve in response to selection (e.g. Bourguet 1999);
however, predicting the transcriptional profile will require knowledge of the specific loci
underlying regulation of the gene’s transcription and the interactive effects of their
alleles.
Genotype-by-environment interactions are a common occurrence for plastic
phenotypes (Scheiner 1993); however, few studies have looked at the quantitative genetic
basis of these interactions. Genotype-by-environment interactions will complicate the
prediction of trait expression during invasion or range expansion because the phenotype
expressed by a genotype in the native range may not consistently reflect the variation
expressed in introduced ranges. We identified genotype-by-environment effects as dam-
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by-environment interactions for resting transcription and both dam-by-environment and
non-additive-by-environment interactions for transcriptional response to confinement
stress. These interactions were further obvious when comparing the distribution of
variance components from the hatchery and channel separately. The statistical
significance and magnitudes of dam and non-additive variance components were larger in
the hatchery partially as a result of the lower phenotypic variance for transcription;
however, even controlling for these effects did not change the overall patterns of
interactions among environments. Genes that demonstrate genotype-by-environment
interactions have disproportionally longer and more complex promoter regions compared
with the average gene in C. elegans suggesting that their expression is regulated by a
larger number of interacting transcription factors (Grishkevich & Yanai 2013). These
observations further support the importance of epistatic interactions for explaining
variation in plasticity for gene transcription. Expression quantitative trait loci (eQTL)
approaches hold promise for identifying the specific genes involved in regulating
transcription of genes (Gibson & Weir 2005) and would provide a means for better
predicting transcriptional profiles and identifying epistatic interactions underlying
genotype-by-environment interactions for transcription.
Gene transcription shows great potential to characterize the genetic basis of
plastic traits (Aubin-Horth & Renn 2009) and transcriptional response to stressors has
shown potential to improve risk assessment of invasion potential (Chapter 2). We have
demonstrated transcriptional plasticity as a result of rearing in hatchery and semi-natural
environments for Chinook salmon both at rest and in response to a confinement stress.
Our results confirm a heritable basis of transcriptional plasticity; however, they highlight
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the complex inheritance of transcriptional traits. Transcriptional response to stress
depends on both non-additive genetic variation (dominance and epistasis effects) and the
environment to which the organism is acclimated. Our results also provide guidance for
the use of transcriptional plasticity in the assessment of populations and species for
invasion risk (e.g. the need to assay transcription across a range of environmental
conditions). Despite its complexities, transcriptional plasticity is clearly an important
mechanism governing biological traits and useful tool to assess the response of organisms
to environmental perturbations and deserves further study.
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CHAPTER 4 – DIFFERENTIAL INVASION SUCCESS IN AQUATIC INVASIVE
SPECIES: THE ROLE OF WITHIN- AND AMONG-POPULATION GENETIC
DIVERSITY

Submitted: Wellband KW, Pettitt-Wade H, Fisk AT, Heath DD (2017) Differential
invasion success in aquatic invasive species: the role of within- and among-population
genetic diversity. Biological Invasions
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Summary
Despite a well-developed theoretical basis for the role of genetic diversity in the
colonization process, contemporary investigations of genetic diversity in biological
invasions have downplayed its importance. Observed reductions in genetic diversity have
been argued to have a limited effect on the success of establishment and impact based on
empirical studies; however, those studies rarely include assessment of failed or
comparatively less-successful biological invasions. We address this gap by comparing
genetic diversity at microsatellite loci for taxonomically and geographically paired
aquatic invasive species. Our four species pairs contain one highly successful and one
less-successful invasive species (Gobies: Neogobius melanostomus, Proterorhinus
semilunaris; waterfleas: Bythotrephes longimanus, Cercopagis pengoi; oysters:
Crassostrea gigas, Crassostrea virginica; tunicates: Bortylloides violaceous, Botryllus
schlosseri). We genotyped 2717 individuals across all species from multiple locations in
multiple years and explicitly test whether genetic diversity is lower for less-successful
biological invaders within each species pair. We demonstrate that, for gobies and
tunicates, reduced allelic richness and heterozygosity may be limiting the success of
invasion for the less-successful species. We also found that less-successful invasive
species tend to have greater divergence among populations. This suggests that
intraspecific hybridization may be acting to convert among-population variation to
within-population variation for highly successful invasive species and buffering any loss
of diversity. While our findings highlight the species-specific nature of the effects of
genetic diversity on invasion success, they do support the use of genetic diversity
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information in the management of current species invasions and in the risk assessment of
potential future invaders.

Introduction
There has long been an interest in the impact of colonization processes on genetic
diversity of species and in turn how levels and patterns of genetic diversity influence
species’ colonization potential (Baker & Stebbins 1965; Barrett 2015). There is a wellestablished theoretical basis for the role of genetic diversity in promoting both the
evolutionary potential of populations (Fisher 1930) and the viability of populations
through the maintenance of heterozygosity (Charlesworth & Charlesworth 1987), both of
which may be critical components of the successful colonization of novel environments.
Theory also predicts that founder effects and bottlenecks associated with colonization
events should lead to stochastic reductions in diversity as a result of genetic drift (Nei et
al. 1975). The predicted loss of diversity is expected to have the potential to compromise
the ability of species to establish, either by reducing standing genetic variation that
inhibits evolutionary potential, or by exposing populations to the negative effects of
inbreeding (Sakai et al. 2001). Biological invasions are human mediated examples of
colonization that often result in ecological or economic harm in introduced ranges. In an
effort to predict and minimize the risk of future invasions and mitigate the impacts of
currently established invaders, there has been considerable interest in quantifying the role
genetic diversity plays in determining invasion success or impact.
The advent of molecular genetic tools has facilitated the characterization of
genetic diversity of biological invaders. Quantitative meta-analyses of over 80 studies
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across a diverse range of taxa have identified that modest genetic bottlenecks at
molecular genetic markers are indeed a common feature of invasions (Dlugosch & Parker
2008; Uller & Leimu 2011). In contrast, biological invasions do not appear to cause
reductions in phenotypic variation (Dlugosch & Parker 2008). Reductions of molecular
genetic diversity do not appear to broadly limit evolutionary potential as adaptation
during invasions also appears to be common (Bock et al. 2015; Colautti & Lau 2015) and
has been demonstrated even in the face of severe founder effects (Kolbe et al. 2012). It
appears the relationship between genetic diversity and invasion success is more complex
than a simple correlation. The importance of genetic diversity for the viability of invasive
populations will depend on the number of genes that underlie ecologically relevant traits,
the fitness contributions of alleles for these genes in different environments, and the
interaction of alleles among these loci (Dlugosch et al. 2015). These factors will
determine whether the effects of genetic drift (i.e. loss of genetic diversity) during the
invasion process are important for the variability of traits in introduced regions, and in
turn, viability of invasive populations (Dlugosch et al. 2015).
While reduced genetic diversity does not appear to universally prevent invasion
success, low genetic diversity may increase the probability of invasion failure. Despite a
number of studies quantifying genetic diversity in invasive species, research on failed
invasions is generally lacking (Zenni & Nuñez 2013). Furthermore, there is little data
regarding the role of genetic diversity in failed invasions (Dlugosch & Parker 2008).
There is only one quantitative review of genetic diversity in invasive species that
incorporates metrics of invasion success (Uller & Leimu 2011); however, that metaanalysis was skewed toward examples of highly successful invasions. This bias almost
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certainly reflects the greater interest in the most ecologically and economically impactful
species, not to mention the difficulties associated with collecting data on species that do
not exist (failed to establish), or those with low population density and restricted
distributions. As a result, there is a general deficit of studies on the factors associated
with failed invasions. Studies of that sort would provide crucial data on the process of
successful colonization and the establishment of invasive populations.
To address this knowledge gap, we investigate the relationship between neutral
genetic diversity and invasion success for four pairs of invasive species. We chose pairs
of species to represent the broad taxonomic (mollusc, crustacean, tunicate, fish) and
geographic (Atlantic and Pacific Oceans and Laurentian Great Lakes) ranges of aquatic
invasive species (AIS) in North America. Species pairs were selected to compare a highly
successful invader (stage 5: widespread and dominant; Colautti & MacIsaac 2004) to a
less-successful invader (stage 3: established or stage 4a: widespread but not dominant;
Colautti & MacIsaac 2004), while controlling for differences in morphology, taxonomy,
and geography of the invasions. Species pairs (successful / less-successful) include: from
the Laurentian Great Lakes, round goby Neogobius melanostomus / tubenose goby
Proterorhinus semilunaris and spiny waterflea Bythotrephes longimanus / fishhook
waterflea Cercopagis pengoi; from the Northeast Pacific Ocean, Pacific oyster
Crassostrea gigas / Eastern oyster Crassostrea virginica and from the Northwest Atlantic
Ocean, violet tunicate Bortylloides violaceous / golden star tunicate Botryllus schlosseri.
Both species of gobies were introduced in the early 1990s to the St. Clair River
(Jude et al. 1992). Since then, N. melanostomus has rapidly spread throughout all the
Laurentian Great Lakes and many of their tributaries and become a dominant member of

!

89

!
the ecosystem. In contrast P. semilunaris has subsequently been transported to other sites
but only occurs at low density in isolated sites (Kocovsky et al. 2011; Grant et al. 2012).
B. longimanus was introduced in the late 1980s (Johannsson et al. 1991) and has spread
throughout the Laurentian Great Lakes and into over 150 smaller inland lakes (Yan et al.
2011). C. pengoi were introduced in 1998 (MacIsaac et al. 1999) and are present
primarily in nearshore areas of the Great Lakes and in the Finger Lakes of New York
State (Therriault et al. 2002). On the east coast of North America, B. schlosseri have been
present since at least the early 1900s and is considered generally rare in Canadian waters
(Carver et al. 2006). In contrast, B. violaceous was first detected in Canada in 2001 and
has rapidly spread throughout the Atlantic Provinces (Carver et al. 2006). On the west
coast of Canada, both C. gigas and C. virginica were introduced in the late 1800s;
however, C. gigas has established self-sustaining populations throughout the Strait of
Georgia whereas C. virginica has remained isolated to one site at the mouth of the
Serpentine River in Boundary Bay (Ruesink et al. 2005; Gillespie 2007).
With the exception of C. virginica, whose invasive distribution is restricted to one
site, we sampled multiple locations throughout the invasive range of all species over
multiple years. If genetic diversity is indeed a factor limiting successful range expansion
we predict that reduced genetic diversity within populations (α diversity) will be
associated with the less-successful invader in each pair. In contrast, we expect that
diversity among populations (β diversity) will be higher for less-successful species
reflecting lower connectivity among populations. The results of this study will help
clarify the role of genetic diversity in contributing to colonization or invasion failure of
species. The results will inform the specific measures of genetic diversity that are useful

!

90

!
for the management and risk assessment of current and potential future species invasions.
This research also provides insights on the broader conservation of organisms. In
particular, understanding how molecular genetic diversity is organized among and within
populations and organisms and how that relates to marginal population viability.

Methods
Samples for each species of AIS were collected throughout their introduced
ranges in Canada from a variety of sites and across three years (Table 4.1). Collection
methods were species-pair specific. Briefly, oysters were collected from the intertidal
zone at low tide and a small piece of gill tissue was dissected and preserved in a
homemade high salt solution (5.3 M Ammonium Sulfate, 25 mM Sodium Citrate, 20 mM
Ethylenediaminetetraacetic acid, pH 5.2). Individual tunicate colonies that were isolated
and not in contact with any other colony were collected by divers and preserved in high
salt solution. Waterfleas were collected using vertical hauls with an 80 µm plankton net.
Plankton samples were concentrated and preserved at a ratio of 1:10 in high salt solution.
Individuals were later isolated and identified to species under a dissection microscope.
Gobies were collected using a combination of angling, seine netting and baited minnow
traps. Fish were euthanized in an overdose solution of MS-222 (Finquel, Argent
Laboratories, Redmond, WA) and a fin clip was preserved in high salt solution.
DNA was extracted from collected tissue using a modified binding column
protocol (Elphinstone et al. 2003). We genotyped organisms at 7-10 species-specific
microsatellite loci (Table 4.2) using the following PCR conditions: 20 mM Tris-HCl pH
8.75, 10 mM KCl, 10 mM (NH4)2SO4, 0.1% Triton X-100, 0.1 mg/mL BSA, 200 µM
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each dNTP, 200 nM forward and reverse primers, locus specific MgSO4 concentrations
(see Table 4.2), 0.5 U of Taq polymerase (Bio Basic Canada Inc., Markham, ON) and 1020 ng of gDNA. Themocycling conditions were 95 °C for 2 minutes, 35 cycles of 95 °C
for 15s, locus specific annealing temperature (see Table 4.2) for 15s and 72 °C for 30s,
followed by 72 °C for 5 minutes. PCR products were electrophoresed using a Licor 4300
DNA Analyzer (Licor Biosciences Inc.) and fragment sizes determined using Gene
ImagR software (Scanalytics Inc.).
Table 4.1: Sampling location and number of individuals collected for eight invasive
species from 2011 to 2013. N. Loci = number of microsatellite loci genotyped, Lat. =
latitude, Long. = longitude.
Taxa

N. Loci

Site

Lat.

Long.

2011

2012

2013

Collingwood

44.515

-80.228

49

Detroit River

42.307

-83.075

Hamilton Harbour

43.301

-79.795

48

49

Lake Superior

46.772

-92.087

44

49

Nanticoke

42.797

-80.066

49

50

Port Elgin

44.446

-81.405

48

50

Tobermory

45.257

-81.662

Seymour Lake

44.387

-77.804

48

Lake St. Clair

42.474

-82.413

23

Thunder Bay

48.375

-89.212

Chester Harbour

44.536

-64.242

39

39

Dingwall

46.903

-60.460

43

43

Lockeport

43.701

-65.111

43

47

Lunenburg

44.375

-64.310

40

44

North Sydney

46.191

-60.268

38

34

Petit de Grat

45.506

-60.961

34

39

Yarmouth Bar

43.816

-66.149

44

20

Halifax Yacht Club

44.622

-63.581

30

22

Little Harbour

44.709

-62.842

39

25

Lockeport

43.701

-65.111

33

17

Little River

44.444

-66.129

32

25

Petit de Grat

45.506

-60.961

19

22

Gobies
N. melanostomus

P. semilunaris

9

9

49
50

43

49

46
44

28
47

Tunicates
B. violaceous

B. schlosseri

10

7

Oysters
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C. gigas

8

C. virginica

Buckley Bay

49.526

-124.848

42

41

Quadra Island

50.103

-125.211

33

46

Stanley Park

49.298

-123.121

15

17

Thetis Island

48.983

-123.670

56

73

9

Serpentine River

49.087

-122.819

34

30

9

Collingwood

44.523

-80.230

45

47

Erieau

42.166

-81.806

25

16

Lake Kashawakamak

44.865

-77.046

47

46

Lake Simcoe

44.463

-79.461

50

28

Port Elgin

44.444

-81.422

48

48

Upper Stoney Lake

44.574

-78.061

43

44

Bay of Quinte

44.235

-76.906

44

44

Nanticoke

42.796

-80.059

34

47

Waterfleas
B. longimanus

C. pengoi

8

Table 4.2: Microsatellite markers used to assess genetic diversity of eight invasive
species with repeat motif, magnesium concentrations (MgSO4) and annealing
temperatures (Tm) used for PCR amplification. Where markers are previously
unpublished we provide sequences in the citation column.
Marker

Repeat

Tm
(°C)

MgSO4
(mM)

Citation

N. melanostomus
Nme2

CA

55

25

(Dufour et al. 2007)

Nme3

AGAC

50

25

(Dufour et al. 2007)

Nme4

TCTG

55

25

(Dufour et al. 2007)

Nme5

CA

50

25

(Dufour et al. 2007)

Nme6

TCTG

59

25

(Dufour et al. 2007)

Nme7

AGAC

50

25

(Dufour et al. 2007)

Nme8

TG

55

25

(Dufour et al. 2007)

Nme9

ATCC

59

25

(Dufour et al. 2007)

Nme10

AC

50

25

(Dufour et al. 2007)

Pse15

AG

54

20

Pse24

AAG

54

20

Pse28

ATG

54

20

Pse29

AAAC

54

20

Pse39

ATCC

54

20

Pse50

AC

54

20

Pse51

AC

54

20

F/R: TTGGTCCATTGCAGAATC /
CAATTGAACCAATAGTTTTCC
F/R: CGACAGTGGCTCTGAAGGAA /
CGCAGGTAAGTGAGGCAAGA
F/R: GTCGTGCTTTGCTTCAAGGT /
GCATGTCACTTCGATGACGC
F/R: GATTGGACCTGACAGGCTGG /
AGAGGACAAATTTCCCTACGGG
F/R: TGGTGCAATGTGATTTGGCA /
CGAGACCTATCGGATATCAAGGA
F/R: ATTGACGTCACGCTACCCAG /
ACTAGACTCTAATTTCACCATTAAGCT
F/R: CAGACACGGAGCAGGTGATT /
AACAGCGCTACAACACAAGA

P. semilunaris
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Pse59

AC

54

20

F/R: CAGCCTTGCAATCAGAACCG /
CGGAGAATTGTGGAGTAGAAGGT
F/R: GGTGAGCATGACGAGTCAGA /
GCCTTTGACTTTCTCCTCACG

Pse61

AC

54

20

Bv2

TGA

50

15

(MER Primer Development Consortium et al. 2010)

Bv4

TC

50

15

(MER Primer Development Consortium et al. 2010)

Bv5

TC

50

15

(MER Primer Development Consortium et al. 2010)

Bv6

TC

50

15

(MER Primer Development Consortium et al. 2010)

Bv9

CA

50

15

(MER Primer Development Consortium et al. 2010)

Bv12

CT

50

15

(MER Primer Development Consortium et al. 2010)

Bv13

GA

50

15

(MER Primer Development Consortium et al. 2010)

Bv15

GA

50

15

(MER Primer Development Consortium et al. 2010)

Bv16

TAG

50

15

(MER Primer Development Consortium et al. 2010)

Bv18

GT

50

15

(MER Primer Development Consortium et al. 2010)

Bs1

AC

54

15

(MER Primer Development Consortium et al. 2010)

Bs2

AAC

54

15

(MER Primer Development Consortium et al. 2010)

Bs4

GA

54

15

(MER Primer Development Consortium et al. 2010)

Bs6

TG

54

15

(MER Primer Development Consortium et al. 2010)

Bs7

CA

54

15

(MER Primer Development Consortium et al. 2010)

Bs8

TG

50

15

(MER Primer Development Consortium et al. 2010)

Bs9

TGA

50

15

(MER Primer Development Consortium et al. 2010)

Cg109

CAT

54

15

(Li et al. 2003)

Cg126

TCTA

50

25

(Li et al. 2003)

Cg147

TATC

54

25

(Li et al. 2003)

Cg162

TTCA

54

25

(Li et al. 2003)

Cg180

GT

54

15

(Li et al. 2003)

Cg196

GAC

54

15

(Li et al. 2003)

Cg199

CAT

54

15

(Li et al. 2003)

Cg202

GATA

54

25

(Li et al. 2003)

Cv2i4

GATT

50

20

(Reece et al. 2004)

Cvi13

CAAA

54

20

(Brown et al. 2000)

RUCV027

GA

52

20

(Wang & Guo 2007)

RUCV045

GA

54

20

(Wang & Guo 2007)

RUCV060

GT

56

20

(Wang & Guo 2007)

RUCV063

GA

52

20

(Wang & Guo 2007)

RUCV074

GAT

54

20

(Wang & Guo 2007)

RUCV114

ATTG

56

20

(Wang & Guo 2007)

RUCV424

?

52

20

(Wang & Guo 2007)

TG

56

15

(Colautti et al. 2005)

B. violaceous

B. schlosseri

C. gigas

C. virginica

B. longimanus
Blo4
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Blo5

TGTC

56

25

Blo8

TGTC

56

25

Blo14

CA

56

15

F/R: CAGCCTACGGTTCTTTGTT /
CACCGGTATTAATGATGAAAG
F/R: GGAAATCTTTTGCTTTTCTGT /
GTTTCGAGTCTCGTATTTGTG
(Colautti et al. 2005)

Blo20

GTCT

58

15

(Colautti et al. 2005)

Blo35

CAGA

58

15

(Colautti et al. 2005)

Blo45

AAT

54

20

Blo82

AC

54

20

Blo158

GTT

58

15

F/R: TGCAGCTTGTACTCGCACTT /
AAAGTTACTGAATCCTGGATCCTT
F/R: ACACATTATTTCATCGTGTGCGT /
CGACGTAGGAACAGAATGGTCA
(Colautti et al. 2005)

Cpe2

CTGT

56

15

Cpe4

CTGT

54

15

Cpe5

AGAC

58

15

Cpe6

CAGA

56

15

Cpe7

CCAT

58

15

Cpe8

GACA

58

15

Cpe9

ATCC

54

15

Cpe37

AC

60

15

C. pengoi
F/R: GAAGAGGACTCCTTCAATCAG /
TGGAAATAATCTGGTCAGAGA
F/R: AAAAGTGAAGACAAATGGTGA /
ACATTCCCCGGCTGAAAT
F/R: AAGGAAGGAAGATGAACAGAC /
TACATCAATGGAATTTTCTCG
F/R: TGTTCATTACGCCTTAAATTG /
TTGGAGAATATAAATGTCATCG
F/R: GAAAAGATTCTAGTCGGCAAC /
ATTGTGCAGTCATTGTATTCC
F/R: ATGATGATGATGATGACAACC /
CCTTGCCTTTTATTTCTTCTC
F/R: TATATGTGTGTGCGGGTGT /
AAGGGGACAATTGGATAAAT
F/R: CCCGCCGTGTTTAATATGCC /
GGTGGCACGATTCCATGCTA

We characterized multiple metrics of genetic diversity. These metrics were
broadly grouped as measures of within-population diversity (α diversity) or measures of
among population diversity (β diversity). For α diversity, basic summary statistics of
allelic data were generated for each microsatellite locus for each population in each year.
We characterized the number of alleles and observed heterozygosity using the ‘adegenet’
v2.0.1 package (Jombart 2008) and allelic richness (rarefied number of alleles per 15
individuals) using the ‘hierfstat’ v0.04-22 package (Goudet and Jombart 2015) in R
v3.3.1 (R Core Team 2016). We also determined effective population sizes of invasive
populations using the linkage-disequilibrium method of Waples and Do (2008) as
implemented in NeEstimator v2.01 (Do et al. 2014).
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For β diversity, we determined the genetic homogeneity of invasive populations
using the global FST across all samples per locus using Wier and Cockerham’s theta
(1984) as implemented in ‘pegas’ v0.9 (Paradis 2010). We also calculated the average
pairwise FST using the same estimator for each population in each year using ‘hierfstat’
v0.04-22 (Goudet and Jombart 2015). We characterized first generation migrants based
on the L_home/L_max ratio of Paetkau et al. (2004) and the likelihood criteria of Rannala
and Mountain (1997). The probability of an individual’s assignment to the population
from which it was sampled was determined using a Monte Carlo resampling procedure
(10000 simulated individuals, Paetkau et al. 2004). Individuals that had less than a 5%
probability of originating from the population where they were sampled were identified
as first generation migrants. Due to differences in sample size among populations and
species, we expressed the number of first generation migrants as a proportion of migrants
per individuals sampled for each population.
Statistical Analyses
To assess the role of genetic diversity in determining invasion success we first
analyzed each species-pair separately for each measure of genetic diversity. For measures
of α diversity that are available at the level of individual loci within populations (number
of alleles, observed heterozygosity and allelic richness) we used general linear mixed
models as implemented in the ‘lme4’ v1.1-12 package (Bates et al. 2015) in R. Models
were fit with a random-factor for locus and fixed effects for year and relative invasion
success (highly successful species versus less-successful species in each of the paired
species comparisons) with population as replicates. We tested for the significance of
effects in the model using likelihood ratio tests to compare the fit of the full model to a
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reduced one without the term of interest. For measures of α and β genetic diversity that
provide measures of diversity that are either averaged over loci (average pairwise FST,
proportion of first generation migrants, effective population size) or populations (Global
FST) we analyzed the effect of relative invasion success on genetic diversity using
ANOVA as implemented in R v3.3.1 (R Core Team 2016). Global FST estimates include
both spatial and temporal variation and ANOVAs were performed using independent loci
as replicates while average pairwise FST, proportion of first generation migrants, effective
population size estimates are averaged over loci for each population and the spatial and
temporal population are used as replicates in the ANOVAs. To account for multiple tests
we assessed statistical significance using false discovery rate corrected p values at α =
0.05 within each taxa (Benjamini & Hochberg 1995).
To graphically investigate patterns of genetic diversity and invasion success
across taxa we conducted principle components analysis on the mean diversity values for
measures of α and β diversity separately for all species. Finally, we also fit a mixedeffects model for all species-pairs combined for all measures of genetic variability. These
mixed-effects models were fit as above for each genetic diversity measure with the
addition of a random effect for taxa.

Results
We successfully genotyped 2717 individuals from eight AIS differing in their
invasion success (Table 4.1). Genetic diversity was characterized using a variety of
summary and population genetic statistics (Table 4.3). There was strong statistical

!

97

!
support for the inclusion of the random effect of locus for all tests (α diversity) that
included it. Sample year had no impact on diversity of any species (results not shown).
Statistically significant differences of α genetic diversity between the successful
and less-successful species within each species pair were observed for the number of
alleles for goby and tunicate species pairs and for allelic richness for the goby and oyster
species pairs (Figure 4.2, Table 4.3). Three of the species pairs (tunicates, gobies and
waterfleas) approached statistically significant differences (p<0.1) for observed
heterozygosity (Table 4.3). The directions of the differences were consistent across
measures of α diversity with reduced diversity in the less-successful species for gobies,
tunicates and oysters and increased diversity for the less-successful waterflea.
Only one measure of β diversity, the average pairwise FST, was different between
species in all species pairs (Table 4.3). This measure of diversity was higher (indicating
more isolation and less gene flow) in the less-successful species for goby, tunicate and
oyster species pairs and lower for the less-successful waterflea species pair. The waterflea
species pair also demonstrated the same pattern of higher global FST in the more
successful species where there were no statistical differences for global FST for any of the
other species pairs. There was no statistical support for differences between successful
and less-successful species in the proportion of first generation migrants detected (Table
4.3).
When we considered all species together in a mixed effect model with taxa as a
random factor, statistically significant differences were identified for the number of
alleles where less-successful species were found to have fewer alleles (Table 4.3). All
measures of α genetic diversity tended toward having reduced diversity in the less
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successful species (Figure 4.2, Table 4.3); while measures of β diversity tended to be
lower in the more successful species. The lack of statistical significance for most genetic
diversity measures overall is likely explained by the interaction of species-pair and
relative invasion success. Based on the species-specific results we presented above, the
waterflea species pair exhibits the opposite pattern of the tunicates and gobies. Indeed
this interaction is visible in the PCA where the orientation of the successful / lesssuccessful waterflea (diamonds) is opposite to all other species for the axes loaded with
number of alleles and allelic richness (Figure 4.2A; PC1) and pairwise FST (Figure 4.2B;
PC1).

Observed
Allelic
Number
heterozygosity
richness
of alleles
0.0 0.4 0.8 0 5 10 15 20 0 1 2 3 4

Gobies

Oysters

*

*

*

-

High

Tunicates

Waterfleas

*

-

-

Low

High
Low
High
Low
Relative invasion success

-

High

Low

Figure 4.1: Genetic diversity as characterized by number of alleles, allelic richness and
observed heterozygosity (mean +/- 95% CI) between successful (high) and lesssuccessful (low) invasive species.
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Table 4.3: Genetic diversity for successful (High) and less-successful (Low) invasive species across four diverse taxa. Mean (95% CI)
estimates for measures of genetic diversity over populations and years. α genetic diversity: number of alleles (Na), allelic richness
(Ar), observed heterozygosity (Obs. Het.) and effective population size (Ne) and β genetic diversity: global FST (G FST), pairwise FST
(PW FST) and proportion of first generation migrants (Prop. Mig.). The statistical significance (P) of the linear models used to test
statistical significance of the difference between High and Low success. We present the actual p-values from the test but assessed
significance after false discovery rate (Benjamini & Hochberg 1995) correction indicated by bold p-values.
Ne

G FST

PW FST

Prop. Mig.

0.58 (0.46-0.70)

239.2 (62-416.4)

0.08 (0.03-0.12)

0.07 (0.06-0.08)

0.13 (0.09-0.16)

0.42 (0.29-0.55)

38.1 (-330.7-406.9)

0.12 (0.07-0.16)

0.13 (0.10-0.15)

0.2 (0.11-0.29)

0.011

0.092

0.310

0.196

0.001

0.118

1.9 (1.7-2.1)

5.8 (4.7-6.9)

0.42 (0.30-0.55)

121.6 (25.2-218)

0.08 (0.05-0.11)

0.08 (0.07-0.09)

0.19 (0.15-0.22)

1.3 (1.1-1.6)

4.2 (2.9-5.5)

0.25 (0.10-0.40)

77.9 (-49.6-205.4)

0.09 (0.06-0.13)

0.12 (0.11-0.13)

0.17 (0.12-0.21)

0.004

0.053

0.061

0.575

0.579

< 0.001

0.418

High

2.8 (2.5-3.0)

17.0 (13.7-20.4)

0.55 (0.38-0.71)

190.1 (-7.1-387.2)

0.01 (-0.02-0.04)

0.01 (0.00-0.01)

0.31 (0.23-0.4)

Low

2.5 (2.2-2.8)

10.4 (6.0-14.8)

0.60 (0.44-0.76)

24.1 (-254.7-302.8)

0.03 (0.01-0.06)

0.03 (0.03-0.04)

0.19 (0.02-0.36)

0.397

0.020

0.683

0.248

0.214

< 0.001

0.165

High

0.7 (0.4-1.0)

2.0 (1.3-2.8)

0.15 (0.03-0.28)

20.6 (4.5-36.7)

0.22 (0.15-0.29)

0.26 (0.20-0.31)

0.20 (0.14-0.27)

Low

1.1 (0.8-1.5)

3.0 (2.1-3.8)

0.32 (0.18-0.46)

35.6 (11-60.2)

0.05 (-0.02-0.12)

0.05 (-0.04-0.15)

0.13 (0.02-0.24)

P

0.083

0.104

0.068

0.274

0.002

0.002

0.234
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!

!

!

!

!

!

!

!

Overall

High

1.8 (1.2-2.4)

7.4 (1.7-13.2)

0.42 (0.29-0.56)

147.2 (71.1-223.2)

0.098 (0.05-0.15)

0.10 (0.02-0.18)

0.20 (0.14-0.26)

!

Low

1.5 (0.9-2.2)

6.5 (0.7-12.3)

0.35(0.21-0.50)

57.2 (-50.3-164.7)

0.072 (0.02-0.12)

0.09 (0.01-0.17)

0.17 (0.10-0.24)

!!

P

0.022

0.169

0.220

0.123

0.163

0.474

0.242

Taxa

Na

Ar

Obs. Het.

High

1.9 (1.6-2.1)

5.5 (4.5-6.5)

Low

1.3 (1.0-1.6)

3.5 (2.4-4.6)

0.003

High
Low

Success

Gobies
N. melanostomus
P. semilunaris

P
Tunicates
B. violaceous
B. schlosseri

P
Oysters
C. gigas
C. virginica

P
Waterfleas
B. longimanus
C. pengoi
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−4
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−2

0
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Figure 4.2: Principle component biplots of successful (solid symbols) and less-successful
(open symbols) invasive species from four taxa (circles = goby fish, squares = oysters,
triangles = tunicates, diamonds = waterflea crustaceans) based on mean genetic diversity
for four measures of within-population genetic diversity (A): number of alleles (Na),
allelic richness (Ar), observed heterozygosity (Ho), effective population size (Ne), and
three measures of among-population genetic diversity (B): global FST and pairwise FST
(FST), proportion of first generation migrants (Pmig).
Discussion
We have demonstrated that genetic diversity is associated with invasion outcomes
by controlling for differences in taxonomy and geography among aquatic invasive species
(AIS). Generally, less-successful AIS were characterized by reduced α diversity. While β
diversity effects were less common, elevated among-population diversity was observed in
the less-successful AIS. This indicates that in addition to exhibiting reduced allelic
diversity, the less-successful invaders in our study also experience reduced gene flow and
hence lower connectivity. These results taken together suggest that genetic diversity is
limiting the success of the less-successful AIS in our study. The significant effects of
genetic diversity on invasion success were species-specific, making generalizations
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concerning the role of neutral marker genetic diversity and connectivity in the success of
biological invasions difficult.
There are two possible explanations for why low within-population genetic
diversity would result in less successful invasions: inbreeding depression and loss of
evolutionary potential. These mechanisms differ in the timing of their effects on invasion
success. Inbreeding depression should affect invasive populations in the early stages of
establishment when population sizes are at their smallest (Charlesworth & Charlesworth
1987). Given that all of the species we studied have been successfully established for
over 10 generations, and we observed no obvious loss of heterozygosity, inbreeding
depression is an unlikely explanation for the reduced invasion success observed for the
less-successful AIS we studied. In contrast, evolutionary potential is expected to
influence the long-term success of biological invasions (Sakai et al. 2001). The loss of
allelic diversity we observed for goby and tunicate species pairs suggest that reduced
evolutionary potential is the more likely explanation for the reduced invasion success of
the less-successful AIS. Loss of allelic diversity is expected to have the largest impact on
traits controlled by loci of large effect (Dlugosch et al. 2015). There are important
examples of ecologically relevant traits controlled by a single locus that play a critical
role in the colonization of novel habitats (e.g. evolution of reduced armour for
sticklebacks colonizing fresh water, Colosimo et al. 2004); however there has been
limited success in demonstrating the widespread nature of this phenomenon.
The differences between successful and less-successful goby and tunicate species
reflect approximately 20% reduction in allelic richness for both of the less-successful
species. These reductions are similar to published estimates for the average intraspecific
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reduction of diversity (15-20%) for introduced populations compared to native
populations (Dlugosch & Parker 2008). The results we present could be due to either the
less-successful species having experienced a more substantial founder effect during their
invasions, or that the source populations from which their invasions originated were
initially of lower diversity than those of the highly successful invader. Propagule pressure
is believed to be a key determinant of invasion success (Lockwood et al. 2005; Blackburn
et al. 2015) and there is a positive, albeit complicated, relationship between propagule
pressure and genetic diversity (Bock et al. 2015; Colautti & Lau 2015; Dlugosch et al.
2015). However, we do not believe that differences in propagule pressure (e.g. founder
effects) explain the difference in genetic diversity observed here for the goby and tunicate
species pairs.
In the case of the gobies, both species’ invasions are derived from the northern
Black Sea, arrived in North America at the same time and are believed to have originated
from the Dneiper River, Ukraine in ballast water (Jude et al. 1992; Stepien & Tumeo
2006; Brown & Stepien 2009). Without further information regarding the likelihood of
these organisms becoming entrained into transport vectors it would appear they
experienced similar opportunity to be introduced to North America by the same transport
vector with similar timing of introduction. Indeed, Stepian and Tumeo (2006)
characterize the P. semilunaris invasion as having similar genetic diversity to populations
from its native range, suggesting little or no founder effects. The two tunicate invasions
on the Atlantic coast of North America have very different histories. B. schlosseri has
been present for over a century while B. violaceous was first detected in Canada in 2001
and the invasions originated from very different source locations: the Mediterranean and
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Japan respectively (Carver et al. 2006). Founder effect differences are also unlikely to
explain the observed difference in genetic diversity between tunicate species. The
geographic proximity of the Mediterranean and the history of frequent ship travel across
the Atlantic Ocean, a major vector for the spread of tunicates (Dijkstra et al. 2007), seem
unlikely to have resulted in reduced propagule pressure relative to the more recent and
geographically distant tunicate invader from the Pacific Ocean. While a clear
demographic explanation for the reduced genetic diversity of these invaders is lacking, a
systematic investigation comparing native and non-native populations of these species is
required to discriminate between the possibilities that the less-successful species
experienced a more severe founder effect or simply are more genetically depauperate
compared to their highly successful congeners.
In contrast to the tunicates and gobies we studied, there is a stark difference in the
propagule pressure experienced by the species of oyster we studied, that still failed to
result in a significant effect on genetic diversity. Both species were introduced to the
North American west coast for aquaculture purposes during the last century (Ruesink et
al. 2005). While C. virginica was introduced earlier, its failure to spawn naturally and the
faster growth rate of C. gigas made C. gigas the preferred species for aquaculture
purposes. As a result, introductions of C. gigas continued over a span of many more years
almost certainly resulting in higher propagule pressure than C. virginica (Carlton 1992;
Ruesink et al. 2005). The greater propagule pressure and its extensive use in aquaculture
have facilitated the C. gigas expansion throughout the Strait of Georgia. The reasons for
the unsuccessful wide establishment of C. virginica are unclear but may relate to the lack
of a suitable combination of temperatures and salinity for spawning and larval survival

!

104

!
(Calabrese & Davis 1970), or perhaps the widespread availability of suitable substrate
and hydrographic conditions for the development of self-sustaining reefs (Lenihan 1999).
Despite high levels of neutral genetic diversity, this species may still lack sufficient
genetic variation at functional loci to evolve around its physiological impediments to
range expansion. These results highlight the difficulties of using non-coding regions of
DNA to assess genetic diversity, although new promising techniques (De Wit et al. 2012)
now allow characterization of functional protein coding for non-model organisms that
may help address these limitations.
In addition to reduced allelic richness, we observed higher population
differentiation for the less-successful invaders in all AIS species pairs except the
waterflea species pair. There are many examples of secondary contact and hybridization
resulting from the interbreeding of AIS from distinct genetic groups from a species’
native range that leads to highly successful invasions (e.g. Kolbe et al. 2004). The boost
in fitness that intraspecific hybridization provides during invasions may result from an
increase in standing genetic variation, the creation of novel genotypes and heterosis
(Bock et al. 2015; Dlugosch et al. 2015). The higher level of genetic differentiation
among populations for the less-successful species indicates there is less gene flow among
populations, and thus a reduced opportunity for intraspecific hybridization for those
species. This reduced level of intraspecific hybridization for the less-successful invaders
may have limited the opportunities for heterosis or for unique combinations of alleles to
facilitate increased evolutionary potential for these species.
The lack of consistency in our results for the waterflea species may be due to an
effect of intraspecific hybridization causing the conversion of β diversity into α diversity.
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Owing to their preference for generally cooler waters (Cavaletto et al. 2010) and the
longer history of their invasion, B. longimanus are found in many smaller inland lakes (3
of 6 sites in our study). Here, secondary bottlenecks and smaller population sizes are
expected to result in reduced genetic diversity of B. longimanus compared with C.
pengoi, which is predominantly found (exclusively in our study) in the much larger Great
Lakes (Ontario and Erie). The large size of these lakes facilitates much larger population
sizes, as evidenced by the larger effective population sizes observed for C. pengoi, and
higher connectivity of populations that can convert diversity among populations (β) to
diversity within populations (α). The role of intraspecific hybridization in determining
invasion success is an important but understudied aspect of the genetics of invading
species (Dlugosch et al. 2015) and our results highlight the need for a better
understanding of the nuanced relationship between among-population (!) diversity and
invasion success.
We have demonstrated a role for both within- and among-population genetic
diversity in limiting the success of specific invasive species in North America. Our use of
a novel comparative approach involving congeneric invaders of differing success has
revealed differences that may not have been revealed by comparing native and invasive
populations. This has relevance for not only the risk assessment of invasive species, but
also the conservation of genetic diversity of species in general. Our results show that both
α and β genetic diversity play important roles in determining invasion success, and that
the conflicting results reported in the literature may be driven by methodological
limitations and species-specific life history or invasion history differences. Like other
recent authors (Dlugosch et al. 2015), we call for more robust and detailed
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characterization of the role of genetic diversity in invasions that accounts for life history
and invasion history of organisms while including measures of both within populations
diversity (α diversity) as well as the distribution of genetic diversity among invasive
populations (β diversity). Advances in sequencing technology (De Wit et al. 2012;
Ellegren 2014) now provide the opportunity to bypass the limitations of neutral
microsatellites for non-model organisms and assess functional protein-coding gene
variation to better reveal the role of genetic diversity in promoting evolution in biological
invasions and the consequences this has for predicting invasion success. Our study
provides a framework for understanding the species-specific nature of genetic diversity
reductions during invasion and provides a point of reference for future studies to assess
the importance of evolutionary processes in determining invasion success.
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CHAPTER 5 - SELECTION AND STANDING GENETIC DIVERSITY AT
FUNCTIONAL GENE LOCI ARE DRIVERS OF THE DIFFERENTIAL
PERFORMANCE OF TWO INVASIVE FISH SPECIES

Submitted: Wellband KW, Pettitt-Wade H, Fisk AT, Heath DD (2017) Selection and
standing genetic diversity at functional gene loci are drivers of the differential
performance of two invasive fish species. Molecular Ecology
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Summary
Invasive species are expected to experience a unique combination of high levels
of genetic drift due to demographic factors while also experiencing strong selective
pressures. The paradigm that reduced genetic diversity should limit the evolutionary
potential of invasive species and thus minimize their potential for range expansion has
received little empirical support. However, most studies testing this hypothesis have used
neutral genetic markers to assess genetic diversity and population structure for invasive
species; approaches that were accessible but imperfect proxies for functional genetic
variation. Our goal is to test for the effects of genetic diversity and selection at functional
genetic markers on the invasion success of two invasive fish species, one widespread
(successful) and one with a limited invaded range (less successful). To this end, we
genotyped fish using two types of genetic markers: single nucleotide polymorphisms
(SNPs) in known-function, protein-coding gene regions and microsatellite markers to
contrast the effects of neutral genetic processes. We identified reduced genetic variation
in the invaded range at both marker types for the less-successful tubenose goby. Patterns
of population structure differed between marker types within both species and SNPs
putatively under selection were responsible for the observed differences. We found a
higher proportion of functional loci experiencing divergent selection for the more
successful round goby suggesting an increased evolutionary potential in invaded ranges is
associated with higher probability of invasion success. Our results highlight the need to
incorporate functional genetic markers in studies of invasive species to better assess
evolutionary potential of invasive species. We advocate the use of genomic approaches to
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quantify genetic diversity of potentially invasive species and their use in improved risk
assessment and management of invasive species.

Introduction
Human activities have altered the global distribution of species. For example, we
have transported numerous species from their native ranges and introduced them into
novel areas where, without the aid of humans, they would never have dispersed (e.g.
Ricciardi, 2006). Many non-indigenous species have little impact on the communities to
which they were introduced. However, some species can have wide-spread and damaging
effects on the ecosystem or to economic activities in the introduced range, and hence
become defined as “invasive” (Colautti & MacIsaac 2004). An important component of
the management of non-indigenous species is identifying which ones may become
invasive to direct limited management resources where they will have the most impact;
by preventing the establishment or mitigating the effects of the worst invaders while it is
still feasible (Kolar & Lodge 2001). Unfortunately, a major failing of existing risk
assessment frameworks is they do not consider the evolutionary potential of invaders nor
the role selection may play in the invasion process (Strayer et al. 2006; Whitney &
Gabler 2008).
Biological invasions expose species to a unique combination of evolutionary
forces. The stochastic demographic processes (founder effects and bottlenecks)
associated with colonization suggest that genetic diversity of invasive populations should
be reduced by strong genetic drift effects (Nei et al. 1975) while at the same time
organisms are exposed to novel environmental conditions that should result in strong
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natural selection (Sakai et al. 2001). This combination of evolutionary forces has
generated predictions that invaders should experience limited evolutionary potential as a
result of the loss of genetic diversity due to drift and directional selection. However,
empirical assessments have demonstrated that reductions in genetic diversity due to drift
during invasion are not severe (Dlugosch & Parker 2008) and putative adaptive evolution
of species during invasion is a common occurrence (Whitney & Gabler 2008). The
apparent disconnect between theory and empirical evidence may be a result of limitations
in the approach to measuring genetic diversity and the invasive organisms available for
study.
The vast majority of studies of genetic diversity in invasive species to date have
used classically neutral genetic markers such as microsatellites or mitochondrial DNA.
These markers are only a proxy for genome-wide variation and even substantial changes
in neutral microsatellite diversity may not be reflective of meaningful change in diversity
at protein-coding loci, depending on their frequency in the native populations (Liu et al.
2005). Indeed, correlations between microsatellite diversity and quantitative trait
variation are weak (Reed & Frankham 2001) and quantitative trait variation does not
exhibit the same decrease during invasion that neutral diversity does (Dlugosch & Parker
2008). In contrast, protein-coding gene polymorphisms are expected to evolve in
response to selection in addition to the stochastic effects of drift. Such genetic markers
are relevant to predicting the evolutionary potential of invasive species and the
consequences of changes in diversity at these loci likely impact long-term invasion
success. Methods to measure genome scale functional variation in nucleotide diversity
have become widely accessible in the past decade (Ellegren 2014). Furthermore, genomic
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resources for non-model organisms now facilitate the characterization of protein-coding
gene variation for invasive species with the goal of identifying the genomic basis of
adaptive invasive phenotypes (Ellegren 2014; Chown et al. 2015; Rius et al. 2015).
An important component in determining the role of genetic diversity in predicting
invasion success is the availability of “unsuccessful invasions” for comparison (Zenni &
Nuñez 2013). Failed invasions are difficult to study for the obvious reasons that the
organisms simply do not exist or occur at low enough densities to make replicated
collections a serious challenge. We have previously demonstrated the utility of a
comparative approach, using taxonomically and geographically paired non-indigenous
species that differ in the success of their invasions (extent of range expansion), to
investigate the role of neutral genetic diversity (Wellband et al., 2017) and dietary niche
breadth (Pettitt-Wade et al. 2015) in predicting invasion success. We use the same
approach here to compare standing genetic variation and population structure at
functional genetic loci for two invasive species that differ in their extent of postestablishment range expansion. Round and tubenose goby are gobiid fish species native
to the Black and Caspian Seas of Eastern Europe (Kottelat & Freyhof 2007). Both species
were first discovered in the St. Clair River in the North American Great Lakes basin in
1990 (Jude et al. 1992). The source populations for both these invasions have been traced
back to the same northern tributary rivers of the Black Sea suggesting ballast water
mediated introductions (Stepien & Tumeo 2006; Brown & Stepien 2009). Despite the
similar amount of time since invasion these species have markedly different extent of
range expansion and impact. Round goby have rapidly spread throughout the entire Great
Lakes basin and reached high population densities with detrimental effects on other
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species (Corkum et al. 2004) while tubenose goby have remain relatively restricted in
distribution and at low population densities where they occur (Kocovsky et al. 2011;
Grant et al. 2012).
To investigate the role of functional genetic variation in predicting the differential
success of these species invasions, we characterized genetic diversity and population
structure based on neutral (microsatellite) and functional protein-coding single nucleotide
polymorphism (SNP) genetic markers for round and tubenose goby. Specifically we test
the hypotheses that; 1) successful invasive species have higher standing functional
genetic diversity and 2) selection plays a greater role in explaining population divergence
at functional genetic markers among invasive populations for the highly successful
invasive species but less so for the less successful species. We develop species-specific
protein-coding SNP markers from a transcriptome previously generated using RNA
sequencing data for the two target species. We use the SNP and previously described
microsatellite markers to genotype individuals from several invasive populations for both
species, as well as fish from their putative source populations. We compare genetic
diversity and patterns of genetic structure produced by functional SNPs and neutral
microsatellite markers to identify the evolutionary forces driving the scope of invasion
between these two related, but ecologically divergent species. Our results highlight the
value in screening functional genetic diversity for increased accuracy in the prediction of
invasion success.
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Methods
Sample Collection
To test for the effects of genetic drift and natural selection, as well as the loss of
standing genetic variation as a result of colonization, we collected gobies from multiple
sites in North America and one site in Europe. Round goby and tubenose goby were
collected in 2012 and 2013 using a combination of seine netting and angling from six
sites in North America (Figure 5.1) and one site from the port city of Kherson, Ukraine in
Europe. Sites were chosen to represent the geographic extent of range expansion in North
America and the putative source population for these invasions in Ukraine (Neilson &
Stepien 2009; Brown & Stepien 2009). Gobies were euthanized in accordance with the
law and a fin clip was removed and preserved in a saturated salt solution (700 g/L
Ammonium Sulfate, 25 mM Sodium Citrate, 20 mM Ethylenediaminetetraacetic acid, pH
5.2). DNA was extracted from fin clips using a binding-column procedure (Elphinstone et
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Figure 5.1: Map of the North American sampling sites for invasive populations of round
goby (RG; grey stars) and tubenose goby (TNG; black stars). Round goby sites: DU =
Duluth Harbor, MN; CO = Collingwood, ON; DR = Detroit River, ON; NA = Nanticoke,
ON; HH = Hamilton Harbour, ON; TS = Lake Seymour, ON and tubenose goby sites: TB
= Thunder Bay, ON; MB = Mitchell’s Bay, ON.
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SNP characterization
Previously generated RNA sequencing (RNAseq) data for round goby Neogobius
melanostomus and tubenose goby Proterorhinus semilunaris designed to investigate
transcriptional plasticity (Wellband and Heath 2017) were used to develop functional
gene locus single nucleotide polymorphisms (SNPs) markers for those two species.
Briefly, nine individuals from each species were sequenced on two lanes of an Illumina
HiSeq2000 using 100 bp pair-end sequencing and TruSeq stranded cDNA library
construction that generated approximately 25 million paired-end reads per individual. We
performed de novo transcriptome assembly for each species separately using Trinity
v3.0.3 (Grabherr et al. 2011). For complete bioinformatics details regarding the
transcriptome assemblies please refer to Chapter 2. We used these RNAseq datasets to
characterize variable SNPs in protein-coding genes for both species. We followed the
Broad Institute’s Genome Analysis Tool Kit (GATK) best practices methodology to
characterize nucleotide variation among individuals (DePristo et al. 2011; Van der
Auwera et al. 2013). First, we used BWA v0.7.12 (Li & Durbin 2009) to align
sequencing libraries for each individual to the transcriptome. We then removed PCR
duplicates using Picard Tools (http://broadinstitute.github.io/picard). We performed base
quality recalibration, indel realignment and variant discovery using GATK v3.6
(McKenna et al. 2010). We filtered detected variants using standard hard filtering
parameters recommended for RNAseq experiments (DePristo et al. 2011; Van der
Auwera et al. 2013). The specific parameters we used for each step are available in the
supplementary material as a Unix shell script. To compare levels of standing genetic
variation between round and tubenose goby we used a Fisher’s Exact Test implemented
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in R v3.3.1 (R Core Team 2016) to test for a difference in the proportion of variable sites
detected for each species.
Following variant characterization, we annotated SNPs. We characterized open
reading frames of the assembled transcripts using GeneMarkS-T v5.1 (Besemer et al.
2001) and then used SnpEff v4.2 (Cingolani et al. 2012) to characterize the functional
relevance of each SNP (e.g. coding or 5’ / 3’ UTR, synonymous or nonsynonymous). We
then used LEMONS (Levin et al. 2015) to predict exon – exon boundaries in assembled
transcripts. We used this information to target SNPs that were far enough from exon –
exon boundaries that we could design primers from the available transcript sequence to
amplify genomic DNA without interference from introns. Additionally, we used gene
function information for these transcripts generated during the annotation of the RNAseq
project (Chapter 2) to select genes involved in potentially adaptive processes (e.g.
oxidative stress, immune system processes, metabolism) that reasonably may be expected
to have experienced selection. We selected 96 transcripts with SNP variants for each
species and designed ‘SNP flanking primers’ to target a 175 - 225 bp region around the
SNP using the default settings with BatchPrimer3 v1.0 (You et al., 2008; accessed online
at: http://probes.pw.usda.gov/batchprimer3/index.html). Forward-specific and reversespecific universal adaptors were added to the 5’ end of the primers to facilitate addition of
sequencing adaptors and individual barcodes. We used each primer set in 12.5 uL PCR
reactions that contained: 20 mM Tris-HCl pH 8.75, 10 mM KCl, 10 mM (NH4)2SO4, 2
mM MgSO4, 0.1% Triton X-100, 0.1 mg/mL BSA, 200 µM each dNTP, 200 nM forward
and reverse primers, 0.5 U of taq polymerase (Bio Basic Canada Inc., Markham, ON) and
10-20 ng of gDNA. Themocycling conditions were 95 °C for 2 minutes, 35 cycles of 95
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°C for 15s, 60 °C for 15s and 72 °C for 30s, followed by 72 °C for 5 minutes. Primer sets
that failed to amplify or exhibited larger than expected fragments were excluded from
library preparation.
Genotyping
SNP genotyping
We amplified the SNP markers designed above following the GTseq methodology
of Campbell et al. (2015). This method uses a nested PCR approach to first amplify the
targeted loci in a multiplex PCR reaction and a second round of PCR to add sequencing
adaptors and individual barcodes to samples. All primers for each species were combined
and diluted to an individual primer concentration of 200 nM. Multiplex PCRs were
performed in 7 uL volumes for each individual that contained 3.5 uL of 2X Multiplex
Plus MasterMix (Qiagen, Inc., Toronto, Canada), 1.5 uL of mutilplex primer pool and 2
uL of genomic DNA. Themocycling conditions were 95 °C for 15 minutes, 15 cycles of
95 °C for 30s, 60 °C for 30s and 72 °C for 1 min, followed by 72 °C for 2 minutes. PCR
products were diluted 20-fold by adding 133 uL of ddH2O. We added sequencing
adaptors and identifying barcodes to each individual with a second 10 uL PCR reaction
that contained 5 uL of 2X Multiplex Plus MasterMix (Qiagen, Inc., Toronto, Canada), 1
uL of 10 uM Ion-A - barcoded primer, 1 uL of 10 uM Ion-P1 primer and 3 uL of diluted
PCR product from the first reaction. Themocycling conditions for the second PCR were
95 °C for 15 minutes, 10 cycles of 95 °C for 30s, 60 °C for 30s and 72 °C for 30s,
followed by 72 °C for 5 minutes. We combined 5 uL of library from each individual,
performed an isopropanol precipitation and a gel extraction of the desired library
fragment but cutting the region from 150 bp to 300 bp and recovering the DNA using a
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commercial gel extraction binding column kit following the manufacturers directions
(Epoch Life Science, Inc., Sugar Land, TX). The final library was quantified using a
DNA High Sensitivity Assay on a Bioanalyzer 2100 (Agilent Technologies Canada Inc.,
Mississauga, Canada). The library was diluted to 50 pM and prepared for sequencing
(emulsion PCR, clean-up and chip loading) using Ion PGM Hi-Q chemistry in an Ion
Chef System (Thermo Fisher Scientific, Inc., Streetsville, Canada). The library was
sequenced using 850 nucleotide flows (400 bp run) in an Ion 318 Chip v2 on an Ion PGM
Sequencer (Thermo Fisher Scientific, Inc., Streetsville, Canada).
The sequencing output was split by individual barcode using the Torrent Suite
Software v5.0.4 (Thermo Fisher Scientific, Inc., Streetsville, Canada) producing a fastq
file for each individual. Individual libraries were then trimmed of adaptors using cutadapt
v1.11 (Martin 2011) and mapped to the transcriptomic reference sequences using BWA
v0.7.12 (Li & Durbin 2009). Data processing followed the GATK best practices for base
recalibration, indel realignment and variant calling (DePristo et al. 2011; Van der Auwera
et al. 2013). We performed joint genotyping on all samples together as recommended and
then applied standard hard filtering parameters on the variant set (specific parameters
used available in the supplemental material as a Unix shell script). We extracted all SNPs
that were variable, and called in at least 80% of individuals. We also excluded individuals
that were missing more than 10% of their genotypes. We used PGDSpider v2.0 (Lischer
& Excoffier 2012) to convert the variant call files into other formats for subsequent
analysis. We used plink v1.07 (Purcell et al. 2007) to remove loci with a minor allele
frequency less than 0.01 and to calculate linkage disequilibrium between pairs of loci in
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each population. Some amplicons we designed contained more than one SNP and so to
not bias our data we removed linked SNPs to retain only one SNP per amplicon.
Microsatellite genotyping
To provide a control for the functional SNP markers and assess divergence and
population structure that result from genetic drift alone we genotyped both goby species
at neutral microsatellite markers. We used nine microsatellite markers (see Chapter 4) for
each species to genotype all invasive and native populations.
Population genetic analyses
If genetic drift associated with the colonization process has resulted in the loss of
genetic diversity in invaded range populations of goby we would expect to see reductions
in heterozygosity for both microsatellite and SNP markers, a reduction in microsatellite
allelic richness and large changes in the allele frequencies of SNPs relative to the Ukraine
source population. To quantify these effects and to assess whether drift has
disproportionately affected tubenose goby we calculated observed heterozygosity for all
loci (SNP and microsatellite) using the ‘adegenet’ v2.0.1 package (Jombart 2008) in R
v3.3.1 (R Core Team 2016). We also calculated microsatellite allelic richness using the
‘hierfstat’ v0.04-22 package (Goudet & Jombart, 2015). We then used linear mixed
effects models implemented in the ‘lme4’ v1.1-12 package (Bates et al., 2014) in R
v3.3.1 (R Core Team 2016) to test for an overall effect of population on variation in
observed heterozygosity and allelic richness. Models included a fixed effect of
population, a random effect for locus and we tested significance of the fixed effect of
population using a likelihood ratio test of the full model compared with a reduced model
without the population term. For any significant effects of population we then used Tukey
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post-hoc testing to investigate specific differences between populations. These
comparisons investigated whether differences in diversity were due to the initial invasion
(Ukraine population vs. invaded population) or secondary range expansion (Core invaded
population vs. invaded range edge population). We quantified statistically significant
shifts in SNP allele frequency from the native population to each invaded population
using Fisher Exact tests in R v3.3.1 (R Core Team 2016). Finally, we compared the
relative number of significant shifts observed for round and tubenose goby using a !2
test.
If genetic drift were the most important evolutionary force for explaining genetic
diversity of biological invaders we would expect our microsatellite and SNP markers to
demonstrate similar patterns of genetic structure among invaded populations.
Alternatively, if selection were also important we would expect our functional SNPs to
exhibit different patterns of divergence among groups that reflect the effects of selection
due to site-specific environmental conditions. To characterize potential differences in the
patterns of population structure between neutral and functional marker types in both
species invaded range we used a naïve clustering approach that does not make
assumptions about idealized populations, called discriminant analysis of principal
components (DAPC, Jombart et al., 2010), to explain allelic variation among individuals.
The lack of assumptions about genetic equilibrium made by this approach are an
important consideration for invasive populations due to their inherently non-equilibrium
nature (Fitzpatrick et al. 2011).
Briefly, DAPC uses k-means clustering on the allelic datasets after they have been
transformed using principal components analysis. We tested a range of possible genetic
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groupings (one to ten clusters) for both species while retaining all allelic principal
components (PCs). The number of clusters was selected based on the profile of the
Bayesian Information Criterion (BIC) for each k-cluster as recommended (Jombart et al.
2010). Discriminant function analysis was then performed to maximize the difference
among groups based on the chosen number of clusters. To avoid over-fitting and ensure
reproducibility of the analysis, we used a resampling and cross validation routine to
determine the optimal number of allelic PCs to be included in the discriminant function
analysis. A stratified random sampling of 90% of the dataset was selected as a training set
and DAPC was performed over a range of retained PCs (5 – 40 PCs). The remaining 10%
of the dataset was used to validate the analysis. This procedure was replicated 100 times
and we chose the number of PCs to retain in the final analysis based on the number of
PCs demonstrating the highest mean assignment success and the lowest variability of
assignment success as recommended (Jombart et al. 2010). We identified the alleles
responsible for discriminating groups on the first discriminant function by examining the
loadings of the PCs. To control for the influence of loci under selection and contrast
patterns of populations structure due to drift with putative adaptive divergence we
subsequently removed SNP loci identified as FST outliers (see below) and reran the
DAPC with only the putatively neutral SNPs as well.
To test for evidence of selection driving differences in SNP markers among
invaded populations of gobies we conducted FST outlier tests. To account for the nonisland model nature of our sampled populations we used the extended Lewontin-Krakauer
method of Bonhomme et al. (2010). This method calculates an FST analogue (TF-LK) while
controlling for co-ancestry using a phylogenetic tree based on Reynold’s co-ancestry
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coefficient (Reynolds et al. 1983). Under the assumption that all of our microsatellite
markers are selectively neutral and unlinked to any genes under selection we calculated
Reynold’s co-ancestry coefficient among populations with the Ukraine population as the
out-group based on the microsatellite datasets for each species using the ‘adegenet’
v2.0.1 package (Jombart 2008) in R. We then used FLK as implemented in R by
Bonhomme et al. (2010) and available online at https://qgsp.jouy.inra.fr (accessed on 19
October 2016) to calculate TF-LK and associated p-values for the outlier test.

Results
SNP characterization
We characterized 46 092 SNPs in a total of 49.1 million base pairs (Mb) of round
goby transcriptome sequence and 28 217 SNPs in total of 50.2 Mb of tubenose goby
transcriptome sequence (Table 5.1). This equated to an average of one variable site every
1065 bp for round goby and 1779 bp for tubenose goby or an average of 1.8 variable sites
per transcript for round goby and 1.2 variable sites per transcript for tubenose goby. The
difference in standing genetic variation for functional SNPs between goby species was
highly significant (Fisher’s Exact Test, p < 0.001) and reflected over 60% more variable
sites in round goby than tubenose goby. To select SNP markers we removed variants
from the dataset that came from transcripts that did not possess a valid start codon
(incomplete or non-coding transcripts) which resulted in 39 408 available SNPs for round
goby and 23 591 available SNPs for tubenose goby (Table 5.1). We selected 96 different
transcripts with SNPs from each species to assay. Of the markers we designed, 73
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markers for round goby and 80 markers for tubenose goby amplified, were of the
expected size and were included in our multiplex assay (Appendix C1).

Table 5.1: Summary statistics for characterization of single nucleotide polymorphism
(SNP) in transcriptome data from nine individuals each of round goby (RG) and tubenose
goby (TNG). Open reading frames for transcripts determined by GeneMarkS-T v5.1
(Besemer et al. 2001) and variant types for transcripts with a valid open reading frame
identified by SnpEff v4.2 (Cingolani et al. 2012).
Statistic
RG
TNG
Number of transcripts
26 215
23 648
Total bp of transcriptome
49 102 157
50 184 832
Number of SNPs characterized
46 092
28 217
SNP with valid start codon
39 408
23 591
Variant type
5' UTR variant
2 813
2 180
missense variant
3 806
2 990
synonymous_variant
10 660
4 963
3' UTR variant
10 435
7 086
intergenic region
11 660
6 342
other
34
30
Population genetic analyses
We collected 30 to 50 individuals from each site for all sites except for tubenose
goby at Mitchell’s Bay where we were only able to collect 25 individuals. We amplified
SNPs for 30 individuals from each population; however, we had inconsistent
amplification that resulted in approximately half of the samples for the round goby
population from Hamilton Harbour and the tubenose goby population from Kherson,
Ukraine and approximately one third of the samples for round goby populations from
Detroit River and Trent-Severn Waterway sites being represented in the sequencing
library (Table 5.2). The distribution of reads was not uniform across SNP markers for
either species (Appendix C1). This resulted from the over-representation of a few loci
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and the loss of several loci for both species. After all quality filters were applied to the
data we analyzed data for 48 SNPs for round goby and 34 SNPs for tubenose goby.

Table 5.2: Sample sizes and population sites codes for round goby and tubenose goby
collected throughout their invaded North American range and from the putative source of
the invasion in Ukraine. N. microst = sample size for microsatellite genotyping, N. SNP =
sample size for single nucleotide polymorphism genotyping.
Population
Code
N. microsat
N. SNP
Round Goby
Duluth, MN
DU
32
30
Collingwood
CO
50
28
Detroit River
DR
50
13
Nanticoke
NA
50
30
Hamilton Harbour
HH
50
17
Lake Seymour
TS
45
12
Kherson, Ukraine
KH
35
29
Tubenose Goby
Thunder Bay
TB
47
28
Mitchell's Bay
MB
25
18
Kherson, Ukraine
KH
46
16
There was limited evidence for a reduction in observed heterozygosity as a result
of the invasion process for either marker type in either species (Figure 5.2). The only
statistical difference for observed heterozygosity was of SNP markers in tubenose goby
(Figure 5.2; RG SNP: !2 = 8.3, df = 6, p = 0.21; RG usat: !2 = 10.8, df = 6, p = 0.09;
TNG SNP: !2 = 16.5, df = 2, p < 0.001; TNG usat: !2 = 2.5, df = 2, p = 0.28). This
difference resulted from approximately 10% higher heterozygosity in the introduced
Mitchell’s Bay population compared with both the putative invasion source population
from Kherson, Ukraine and the other invaded population of Thunder Bay (Figure 5.2;
Tukey Test: MB-KH p < 0.001, MB-TB p = 0.006). In contrast, tubenose goby exhibited
a significant loss of microsatellite allelic richness in invaded populations compared with
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the native range population (Figure 5.2; Tukey Test: TB-KH p < 0.001, MB-KH p =
0.001). Similarly there were on average more significant allele frequency shifts observed
for tubenose goby (mean of 41.2% of SNPs per population, range 10 – 18 / 34 SNPs)
than round goby (mean of 11.9% of SNPs per population, range: 0 – 15 / 48 SNPs; !2 =
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2
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Allelic Richness

Observed Het.

66.8, df = 7, p < 0.001).
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Figure 5.2: Observed heterozygosity (mean +/- 95 CI) for single nucleotide
polymorphism (squares) and microsatellite (circles) markers and microsatellite allelic
richness in populations of round goby (filled symbols) and tubenose goby (open
symbols). Estimates from liner mixed-effect model implemented in R with a random
effect for loci and a fixed effect for population. The only statistical differences among
populations are for heterozygosity of SNP markers in Mitchell’s Bay (MB) tubenose
goby population that shows higher diversity than either other population (Tukey Test:
MB-KH p < 0.001, MB-TB p = 0.006) and for microsatellite allelic richness of both
invaded range populations of tubenose goby relative to the native range (Tukey Test:
MB-KH p = 0.001, TB-KH p < 0.001).
Divergent patterns of population structure were identified between marker types
for both species. For round goby, DAPC based on microsatellites identified sampling
sites that contained organisms from different genetic groups where in contrast SNP
markers identified these populations as representing a single group (e.g. Collingwood and
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Nanticoke; Figure 5.3). The SNP principal component loadings that contributed to the
discriminant function separating groups indicated allelic differences at SNPs 1, 14, 39,
46, 55, 60, 62, 75, 91, 93, 98 and 111 were responsible for discriminating the two groups.
When SNPs putatively under selection (see below) were excluded from the DAPC the
remaining SNP markers demonstrated population structure that was more similar to the
microsatellites (Figure 5.3). A similar pattern was observed for tubenose goby where the
patterns of inferred group membership differed between marker types. Microsatellite
markers separated tubenose goby into two genetic groups that were present in both
sampling sites whereas SNP markers generally grouped organisms by sampling site. The
loadings of the principal components included in the discriminant function indicated
allelic differences at SNPs 24, 45, 46, 51, 57, 60, 67 and 80 drove the difference. The
differences in population structure following removal of the outlier SNPs were less
dramatic for tubenose goby (Figure 5.4) likely due to the small number of outliers for this
species.
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Figure 5.3: Discriminant analysis of principal components barplots of the group
membership probabilities for round goby individuals based on microsatellite (A), all
single nucleotide polymorphism markers (B) and only the putatively neutral SNPs (C).
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Figure 5.4: Discriminant analysis of principal components barplots of the group
membership probabilities for tubenose goby individuals based on microsatellite (A), all
single nucleotide polymorphism markers (B) and only the putatively neutral SNPs (C).
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Figure 5.5: FST outlier tests based on the TF-LK statistic of Bonhomme et al. (2010).
Labeled single nucleotide polymorphisms (SNPs) indicate significance based on the !2
distribution for round goby (A) and tubenose goby (B). Stars indicate significance
following false discovery rate (Benjamini & Hochberg 1995) correction for multiple
tests. The solid and dashed lines represent smoothed splines of the 95% and 99%
intervals of 10 000 permutations of the data simulated under the null model and the
dotted line indicates the median.
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We identified 14 SNPs that were FST outliers for round goby and three SNPs that
were FST outliers for tubenose goby (Figure 5.5). Following false discovery rate
(Benjamini & Hochberg 1995) correction for multiple tests, five FST outlier SNPs for
round goby (SNPs 1, 14, 15, 22 and 109) remained significantly more divergent among
populations than expected based on evolution due to genetic drift alone. Four of the SNPs
(SNPs 1, 14, 39, 62) were also important for discriminating genetic clusters from the
DAPC analysis. None of the three FST outliers for tubenose goby (SNPs 45, 60 and 80)
were significant following false discovery rate correction; however, all of them were
identified as being important for discriminating genetic clusters by the DAPC analysis.
The proportion of outlier loci differed significantly between species (!2 = 4.2, p = 0.04)
where round goby exhibited a higher proportion of divergent loci (13/48) than tubenose
goby (3/34). The biological functions of the outliers primarily reflected genes involved in
the heat-shock and oxidative stress responses for round goby and genes involved in
steroid signaling pathways and xenobiotic processing for tubenose goby (Table 5.3).

Discussion
Biological invasions are expected to suffer from significantly reduced genetic
diversity due to genetic drift associated with colonization; however, this has been difficult
to demonstrate empirically (Dlugosch & Parker 2008; Uller & Leimu 2011). This loss of
genetic diversity may result in reduced evolutionary potential; however, adaptation too
appears to be common in biological invasions (Whitney & Gabler 2008). A critical
missing component of these existing studies is a lack of knowledge about less-successful
or failed invasions (Zenni & Nuñez 2013). Here we have used a comparative approach to
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contrast functional and neutral genetic variation for two species of goby with similar
invasions histories that differ dramatically in the extent of their post-establishment range
expansion. We have demonstrated that tubenose goby exhibits evidence of reduced
genetic diversity due to drift associated with colonization as evidenced by only half the
allelic richness of the native range for microsatellites and significant allele frequency
shifts for approximately 40% of SNP markers. Tubenose goby also appears to have
suffered reduced capacity for adaptive divergence in its North American invaded range.
Table 5.3: Details of single nucleotide polymorphisms (SNPs) showing elevated
divergence compared with the demographic patterns of population structure based on
microsatellites as detected using the TF-LK of Bonhomme et al. (2010). Nucl. Variant =
nucleotide allele variants, Prot. Variant = amino acid variants.
Nucl.
Prot.
Variant Variant Gene Description
Round goby
SNP_1
T/A
S/T
Growth arrest-specific protein 1
SNP_10
T/G
S/A
DNA repair protein XRCC2
SNP_14
T/C
N/N
Heat shock protein HSP 90-beta
SNP_15
A/G
N/D
Superoxide dismutase Cu-Zn 2
SNP_20
C/T
P/L
Growth hormone receptor
SNP_22
G/A
G/S
Heat shock factor-binding protein 1
SNP_39
T/C
F/F
Glucose-6-phosphatase
SNP_62
G/T
L/L
Heat shock cognate 71 kDa protein
SNP_75
C/T
Y/Y
Actin cytoplasmic 1
SNP_84
G/A
G/E
Group XIIB secretory phospholipase A2-like
protein
SNP_105
T/C
I/I
Methyltransferase-like protein 16
SNP_106
C/A
G/K
Caspase-8
SNP_109
T/A
T/T
Serine/threonine-protein phosphatase 4
regulatory subunit 3
Tubenose goby
SNP_45
G/A
A/T
Deleted in malignant brain tumors 1 protein
SNP_60
C/A
A/A
Membrane-associated progesterone receptor
component 2
SNP_80
G/C
R/S
Aryl hydrocarbon receptor
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Modest reductions in genetic diversity of approximately 10 – 20% for
heterozygosity and allelic richness from native regions to invaded ones are the norm for
most invasive species (Dlugosch & Parker 2008). We observed no obvious reductions in
diversity for round goby but much larger magnitude reductions for tubenose goby
(approximately 50% for allelic richness). These results are consistent with previous work
on round goby that have identified no reductions in diversity (Brown & Stepien 2009) but
they stand in contrast to the conclusions of Stepien and Tumeo (2006) who observed no
reductions in diversity for tubenose goby. However, their work had limited sample sizes
and used a single mitochondrial DNA marker that is not as sensitive as the markers we
used in the present study. The selection of our functional SNPs (initially characterized as
variable in invasive populations) made it difficult to identify losses of allelic diversity at
these markers but drift effects should still be evident in the form of significant allele
shifts. Indeed, we have observed these effects and they are much stronger for tubenose
goby compared to round goby. In characterizing functional SNPs, we observed that round
goby have a higher level of nucleotide diversity in coding regions across the whole
transcriptome, relative to the tubenose goby. A higher level of nucleotide diversity for
functional genes should provide an increased capacity for adaptive evolution when
experiencing novel environments.
We have demonstrated divergent patterns of population structure between neutral
and functional gene loci for both species of goby. The same functional SNP loci that were
most important for determining population structure were also identified as being FST
outliers implying that divergent selection may be acting to drive differences in allele
frequency for certain populations. When these loci are removed, the patterns of
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population structure based on neutral SNPs resemble the results of microsatellites in
terms of the mixture of ancestries observed. While both species of goby show evidence of
divergent selection at SNP loci, round goby demonstrated a larger proportion of SNPs
(13/48 = 27.1%) potentially under divergent selection compared with tubenose goby
(3/34 = 8.8%). Rapid evolution is known to be common in biological invasions (Whitney
& Gabler 2008) and can lead to higher fitness for local populations of organisms in the
invaded range (Kinnison et al. 2008; e.g. Colautti & Barrett 2013). Furthermore, the
ability for adaptive evolution is known to influence the rate of range expansion (GarcíaRamos & Rodríguez 2002) suggesting our results indicate the limited expansion of
tubenose goby in the Great Lakes basin is the result of reduced evolutionary potential
driven by a lack of genetic diversity. It would be interesting to contrast functional genetic
variation of the North American invasion of tubenose goby with invasions of the
tubenose goby throughout Europe where it has been much more successful (e.g. Naseka
et al. 2005; Vašek et al. 2011).
FST outlier approaches have a tendency to generate false positive results when the
demographic history of the biological system does not match that assumed by the model
to which data is fitted (Lotterhos & Whitlock 2014). Biological invasion are characterized
by complicated demographic histories due to multiple introduction events and subsequent
hybridization between these groups (Dlugosch & Parker 2008; Dlugosch et al. 2015). We
used an approach to detect FST outliers that accounts for the demographic relationship
among populations and explicitly uses it as the null model to test for outliers (Bonhomme
et al. 2010) thus controlling for the effects of drift among populations. This approach has
been recommended for use with expanding populations (Lotterhos & Whitlock 2014) and
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provides confidence that our results reflect divergence among populations due to natural
selection. It is also possible that the outlier results we have obtained resulted solely from
genetic drift associated with range expansion through a process known as gene surfing
(Klopfstein et al. 2006). Here, variants can rise to high frequency at the leading edge of
the range expansion and can mimic a selective sweep (Currat et al. 2006). This process
should lead to the accumulation of deleterious variants in expanding populations and is
expected to result in decreased fitness across broad areas of the expanding range as a
result of reduced heterozygosity (Peischl & Excoffier 2015). We did not observe
consistent reductions in heterozygosity for SNP markers suggesting that while gene
surfing is a possible explanation for some of SNP divergence it is unlikely to explain all
of the outliers we characterized.
Functional genetic markers, like the ones used in this study, reveal important
genetic differences among populations that may not be evident based solely on neutral
genetic markers. For example, putatively adaptive SNPs have revealed population
structure patterns that were not evident for neutral loci in salmonid fish (Ackerman et al.
2013; O’Malley et al. 2013; Hand et al. 2016) and invasive invertebrates (Rohfritsch et
al. 2013). More importantly, the functions of these genes can reveal important
information about the environmental or ecological forces driving genetic differences
among populations. Several of the genes that we identified as being FST outliers for round
goby are involved in heat shock and oxidative stress responses (Table 3) suggesting that
the dramatic range expansion of round goby throughout the Great Lakes basin may have
resulted from adaptive evolution for these traits. These genes are involved in responses to
maintain or regain homeostasis in the face of dramatically altered temperature (Richter et
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al. 2010) and are key components of the thermal tolerance of species (Kassahn et al.
2009). Although our study does not test the same suite of loci in both species, tubenose
goby did not show divergence at the one heat shock related gene that we assayed. The
functions of these outlier loci provide confidence that the divergence we observed reflects
putative adaptive changes. Thermal tolerance has previously been implicated in the
differential range expansion of these two species (O’Neil, 2013; Xin, 2016; Wellband and
Heath 2017), for range expansion of other invasive fish in the Great Lakes (Kolar &
Lodge 2002) and for successful invasion and range expansion of aquatic species in
general (Bates et al., 2013). Further work should explicitly test the adaptive divergence of
thermal tolerance related markers for these two species. This type of functional genetic
information may thus be useful for the improved management of these goby species and
for risk assessment of other potential future invaders (Chown et al. 2015) given the
important role thermal tolerance appears to play in the range expansion of invasive
species (Bates et al., 2013).
We have used a comparative approach to explicitly demonstrate that reduced
genetic variation can be associated with less-successful biological invasion (Wellband et
al. 2017) and extended that work here to show that for tubenose goby the reduction may
be due to losses as a result of the demographic process associated with colonization.
Furthermore, the effects of drift associated with tubenose goby colonization are
observable at functional genetic markers and this may have consequences for the ability
of the species to adapt to and expand their range following establishment in a novel
environment. We used a demographically sensitive approach to detect FST outliers and
identified functional protein-coding SNPs putatively under selection that explain
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population structure for these species. Our results suggest that a combination of genetic
drift and natural selection are acting to structure invasive populations of gobies and that
functional genetic markers are critical for understanding processes influencing the range
expansion of invasive species. Our results further implicate putatively adaptive evolution
of genes related to thermal tolerance in the extensive range expansion of round goby
consistent with hypotheses regarding the range expansion of invasive fishes in the Great
Lakes (Kolar & Lodge 2002). Our results highlight the need to incorporate functional
genetic markers in the assessment of genetic diversity and evolutionary potential of
invasive species for improved risk assessment and management. For example, species
with low levels of diversity at functional genetic loci may be less likely to rapidly evolve
following invasions and this may limit their risk of range expansion potential. We
advocate the use of genomic approaches to improve the resolution of both demographic
and evolutionary process effecting biological invasions.
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CHAPTER 6 - GENERAL DISCUSSION
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Colonization and range expansion are processes that ultimately determine the
distribution of species. Some of the best examples of contemporary colonization and
range expansion are of species that have been intentionally or unintentionally transported
across impermeable geographic barriers by humans where they have then rapidly spread
and dramatically altered the ecosystems where they established (Mack et al. 2000). These
invasive species are one of the leading causes of global biodiversity loss (Baillie et al.
2004) due to the profound ecological effects some species have on recipient ecosystems.
Mitigation of the detrimental effects of invasive species by both managing existing
invasions and preventing future invasions requires better knowledge of the attributes of
invaders that promote colonization success and range expansion (Kolar & Lodge 2001).
As a primarily ecological field, invasion biology has relied on the use of demographic
models of invaders and characteristics of recipient ecosystems to identify risk and
manage invaders (Lockwood et al. 2005); however, these approaches treat organisms as
static entities and neglect their ability to change in response to the environment. As a
result, the information about invaders’ phenotypic plasticity and evolutionary potential
included in existing invasion risk prediction frameworks is limited (Whitney & Gabler
2008; Lee & Gelembiuk 2008). The aim of this dissertation was to investigate attributes
of organisms (phenotypic plasticity) and populations (standing genetic diversity and
evolutionary potential) to improve our knowledge of factors that improve a species’
chance for range expansion during invasions.
The probability of colonization success will be, in part, a function of species’
adaptive potential. Adaptive potential is a more encompassing concept than evolutionary
potential. While genetic diversity underlies evolutionary potential and allows populations
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to evolve, adaptive potential extends to include any mechanism, inherited or not, that
improves organisms’ fitness and it is this quantity that will ultimately be responsible for
the successful colonization and range expansion of species. In the simplest quantitative
genetic model (VP = VG + VE + VGxE) there are three primary sources of phenotypic
variation (VP): variation due to organisms’ genes (VG), variation due to environment (VE)
and variation due to interactions of genes and environments (VGxE). Throughout this
dissertation I have demonstrated the importance of all three sources of variation to the
adaptive potential of populations in the context of species colonizing novel environments.
Organisms experiencing a change in environment may exhibit changes in phenotype in
response to the environment (phenotypic plasticity, VE) that may provide adaptive value
for coping with the environmental change. These environmental effects will be most
important for predicting establishment success in the initial stages of colonization, before
populations have an opportunity to evolve, but may also continue to be relevant to
population’s long-term persistence if populations have insufficient genetic diversity (VG)
to allow adaptive evolutionary response over generations. Genotype-by-environment
interactions (VGxE) imply that different individuals may respond to environmental
changes differently. These effects have two consequences for predicting colonization
success: 1) some individuals may be better suited to particular recipient environments
(greater risk to colonize) than others and 2) genotype-by-environment interactions allow
plasticity to evolve. Knowledge of adaptive plasticity in native ranges of species may
improve our ability to predict risk by identifying specific populations of organisms with
high-risk plastic responses for a particular recipient environment compared to those with
lower likelihood of having plasticity compatible with a particular recipient environment.
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The caveat being that variability for plasticity within a population provides the potential
for rapid evolution of plasticity in a recipient environment that may exceed that of any
native range population. Underlying both VGxE and VG variation are the specific genes
that control these traits. Assessing variation for these genes provides an estimate of the
evolutionary potential of populations that will be most important for predicting the longterm persistence and range expansion of these species in novel environments. In general,
species that pose the greatest risk of successful colonization will be those with high levels
of plasticity and/or genetic diversity.
Not only does this work provide a basis for understanding the differential success
of invasive species but it also provides insight for issues relevant to conservation biology,
in particular reintroduction biology. The biological concepts of colonization, population
persistence and range expansion are common themes in both conservation biology and
invasion biology (Allendorf & Lundquist 2003). The primary difference between these
fields is in the application of knowledge to management. For invasive species,
practitioners are attempting to minimize factors that contribute to establishment success
and range expansion to limit the spread and impact of invaders (Kolar & Lodge 2001). In
contrast, for species of conservation concern, practitioners are interested in maximizing
these same factors to promote persistence of existing imperiled populations and improve
the chances of success for reintroduction efforts (Lande 1998). Invasion and conservation
biology fields could benefit from a unified theory of population persistence in the face of
environmental change. An integration of knowledge between these fields, representing
opposite ends of a spectrum of colonization and range expansion potential, may provide

!

147

!
better insight into factors that both enhance and limit species’ probability of persistence
in the face of environmental change.
Phenotypic plasticity
Phenotypic plasticity has long been identified as a potentially important attribute
for the colonization success and range expansion of species (Baker 1965). Although it is
conceptually simple to describe situations where plasticity will be beneficial to organisms
experiencing new environments (Ghalambor et al. 2007), demonstrating the adaptive
value of specific physiological responses to stress can be challenging. Transcriptomic
approaches to characterize invasive species (Chown et al. 2015; Chapter 2) and species of
conservation concern (He et al. 2016) provide an opportunity to simultaneously assesses
the magnitude of physiological responses but also identify the specific biological
functions that were altered to address the adaptive value of transcriptional responses.
Care must be used when interpreting physiological responses, such as gene transcription,
as adaptive for coping with environmental change and stress. A higher magnitude of
transcriptional response to a stressor could indicate increased capacity for responding, as
I have demonstrated for response to temperature in Chapter 2, but it could also indicate
sensitivity to a particular stressor. For example, transcriptional adaptation to contaminant
exposure in killifish (Fundulus heteroclitus) has resulted in tolerant populations with a
muted transcriptional response compared with sensitive populations (Whitehead et al.
2010). While transcriptional profiling has great potential for rapidly identifying important
adaptive plasticity, further work is needed to link transcription with measures of
performance. Comparative physiology (Whitehead 2012) that incorporates measures of
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organism performance, as I have presented in Chapter 2, is a promising approach to
resolve these issues.
Thermal tolerance is emerging as an important predictor of range expansion
capability for aquatic organisms (Bates et al. 2013); for example, the northward
expansion of fishes in the Laurentian Great Lakes appears to be limited by cold tolerance
(Kolar & Lodge 2002). There is an interesting parallel between transcriptional plasticity
(Chapter 2) and adaptive divergence (Chapter 5) in the importance of temperature
tolerance and stress response genes for the success of the round goby. This work
represents substantial progress to a better understanding of the linkages between heat and
cold tolerance as well as the genetic basis of these phenotypes and their relation
performance across a range of temperatures. Identifying the genetic basis of
transcriptional profiles that underlie physiological and metabolic performance, and more
fully integrating these metrics with the limits of organisms environmental tolerance will
improve our predictive ability of colonization success and range expansion. These goals
have broad relevance not only for the understanding of colonization and range expansion
but the capacity for species’ range shifts in the face of climate change (Huey et al. 2012).
The importance of phenotypic plasticity to successful colonization and range
expansion depends on the differences in the mean, variability and predictability of the
source and destination environments (Lande 2015). Adaptive plasticity likely reflects past
fluctuating selection on traits (Ghalambor et al. 2007), thus knowledge about the
evolutionary history and plastic abilities of organisms in their native environments will be
relevant for the prediction of performance in the invaded habitat(s). I identified
environment as a primary determinant of transcriptional profiles for core metabolic genes
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(Chapter 3), further suggesting that plasticity should be characterized for a range of
native and potential colonized environments. The cost of expressing or maintaining labile
phenotypes, such as transcriptional traits (Chapter 2; Chapter 3), is important for
determining the evolutionary maintenance of plasticity (Lande 2014).Thus the study of
plasticity across native ranges will provide opportunities to not only understand the role
of plasticity in predicting colonization success and range expansion but also advance our
knowledge of the conditions promoting the evolution of plasticity.
Genetic diversity
Genetic diversity has a long history of association with population viability,
including its role in providing protection from inbreeding (Charlesworth & Charlesworth
1987), evolutionary potential (Fisher 1930) and empirical associations with fitness (Reed
& Frankham 2001). As Dlugosch et al. (2015) point out however, the absolute amount of
genetic diversity present in a population is less likely to be relevant to invasion success
than the organization of the genetic variation within the genomes. There is considerable
evidence for multiple introductions contributing to specific invasions (Roman & Darling
2007). However, while multiple introductions do not necessarily completely compensate
for genetic diversity lost during transport (e.g. founder effects: Dlugosch & Parker 2008),
it provides invaders with something perhaps more powerful: intraspecific hybridization.
Several authors have recently reviewed the role of intraspecific hybridization in providing
evolutionary genetic novelty and heterosis effects to invasive organisms (e.g. Bock et al.
2015; Dlugosch et al. 2015). My results regarding the genetic diversity of paired
successful and less-successful invaders (Chapter 4) are unique in that they simultaneously
demonstrate high within-population and low among-population genetic diversity for the
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successful species, while demonstrating the opposite for the less-successful species.
Indeed, the conversion of among-population genetic diversity to within-population
genetic diversity may be an important feature of biological invasions, but still needs to be
explored with additional empirical evidence.
An important question remains whether the lack of intraspecific hybridization in
less successful invaders is a result of demographic or ecological effects that prevented
populations of these species from mixing and hybridizing. Alternatively, it may reflect
incompatibility between differentiated groups. The results I presented in Chapter 5
suggest that, for the goby species pair, tubenose goby experienced a reduction in diversity
during invasion. This implies that the difference in genetic diversity between the round
and tubenose gobies could simply result from less opportunity for the tubenose goby to
hybridize in the invaded range due to limited dispersal ability of individuals and the
stochastic sampling of organisms from the native range. Alternatively, tubenose goby
show more differentiation among native range populations than round goby (Brown &
Stepien 2008; Neilson & Stepien 2009) suggesting local adaptation may be stronger for
native range tubenose goby populations and thus among-clade hybrids produced in the
invaded range may have reduced fitness through genetic incompatibilities (e.g. Orr &
Turelli 2001). Indeed, reduced fitness of hybrids supports reinforcement for species
undergoing ecological speciation (Rundle & Nosil 2005). The potential for intraspecific
hybridization (Chapter 4) to occur and the largely non-additive genetic variation for
transcriptional profiles (Chapter 3) suggest that substantial phenotypic novelty could be
created by intraspecific hybridization (e.g. a kind of “hopeful monster” from the
reorganization of standing genetic variation for transcriptional profiles) allowing

!

151

!
selection to favor optimal combinations of transcriptional profiles in the invaded range.
An interesting question for intraspecific hybridization in both invasion biology and
reintroduction biology is if there is an optimal level of differentiation that allows for
hybrid vigor (Ellstrand & Schierenbeck 2000) while not causing outbreeding depression
(Figure 6.1). Our ability to rapidly generate massive amounts of genetic data with
recently developed technologies (Ellegren 2014) combined with comprehensive sampling
of known successful and less-successful invasive species’ native ranges will not only
allow dissection of invasion histories (Cristescu 2015) but also provide insight into the
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Figure 6.1: Hypothetical fitness landscape for the offspring produced by intraspecific
hybridization as a function of the level of divergence among locally adapted native range
populations.
The work presented in this dissertation represents a scratch in the surface of an
ambitious, but necessary, goal of identifying the genetic determinants of organism
performance and their interaction with the environment to determine species’ ranges. An
ideal situation would be to link specific genetic variants to transcriptional profiles and
phenotypes that have known associations with organism’s performance in an
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environmentally explicit context. This would enable cataloging genetic variation and
improved predictions about the invasive or reintroduction performance of specific
populations and the consequences (invasion) or benefits (reintroduction) of combining
specific populations to produce high performance individuals.

!

153

!
Literature Cited
Allendorf FW, Lundquist L (2003) Introduction: Population biology, evolution and
control of invasive species. Conservation Biology, 17, 24–30.
Baillie JEM, Hilton-Taylor C, Stuart SN (Eds.) (2004) 2004 IUCN Red List of
Threatened Species. A Global Species Assessment. IUCN, Gland, Switzerland and
Cambridge, UK.
Baker HG (1965) Characteristics and modes of origin of weeds. In: The Genetics of
Colonizing Species (eds Baker HG, Stebbins GL), pp. 147–168. Academic Press,
New York, NY.
Bates AE, McKelvie CM, Sorte CJB et al. (2013) Geographical range, heat tolerance and
invasion success in aquatic species. Proceedings of the Royal Society B: Biological
Sciences, 280, 1958–1958.
Bock DG, Caseys C, Cousens RD et al. (2015) What we still don’t know about invasion
genetics. Molecular Ecology, 24, 2277–2297.
Brown JE, Stepien CA (2008) Ancient divisions, recent expansions: phylogeography and
population genetics of the round goby Apollonia melanostoma. Molecular Ecology,
17, 2598–2615.
Charlesworth D, Charlesworth B (1987) Inbreeding Depression And Its Evolutionary
Consequences. Annual Review of Ecology and Systematics, 18, 237–268.
Chown SL, Hodgins KA, Griffin PC et al. (2015) Biological invasions, climate change
and genomics. Evolutionary Applications, 8, 23–46.
Cristescu ME (2015) Genetic reconstructions of invasion history. Molecular Ecology, 24,
2212–2225.
Dlugosch KM, Anderson SR, Braasch J, Cang FA, Gillette HD (2015) The devil is in the
details: genetic variation in introduced populations and its contributions to invasion.
Molecular Ecology, 24, 2095–2111.
Dlugosch KM, Parker I (2008) Founding events in species invasions: genetic variation,
adaptive evolution, and the role of multiple introductions. Molecular Ecology, 17,
431–449.
Ellegren H (2014) Genome sequencing and population genomics in non-model
organisms. Trends in Ecology and Evolution, 29, 51–63.
Ellstrand NC, Schierenbeck K a (2000) Hybridization as a stimulus for the evolution of
invasiveness in plants? Proceedings of the National Academy of Sciences, 97, 7043–
7050.
Fisher R (1930) The Genetical Theory of Natural Selection. Clarendon Press, Oxford,
UK.
Ghalambor CK, McKay JK, Carroll SP, Reznick DN (2007) Adaptive versus nonadaptive phenotypic plasticity and the potential for contemporary adaptation in new
environments. Functional Ecology, 21, 394–407.

!

154

!
He X, Johansson ML, Heath DD (2016) Role of genomics and transcriptomics in
selection of reintroduction source populations. Conservation Biology, 30, 1010–
1018.
Huey RB, Kearney MR, Krockenberger A et al. (2012) Predicting organismal
vulnerability to climate warming: roles of behaviour, physiology and adaptation.
Philosophical Transactions of the Royal Society B: Biological Sciences, 367, 1665–
1679.
Kolar CS, Lodge DM (2001) Progress in invasion biology: Predicting invaders. Trends in
Ecology and Evolution, 16, 199–204.
Kolar CS, Lodge DM (2002) Ecological Predictions and Risk Assessment for Alien
Fishes in North America. Science, 298, 1233–1236.
Lande R (1998) Anthropogenic, ecological and genetic factors in extinction and
conservation. Researches on Population Ecology, 40, 259–269.
Lande R (2014) Evolution of phenotypic plasticity and environmental tolerance of a
labile quantitative character in a fluctuating environment. Journal of Evolutionary
Biology, 27, 866–875.
Lande R (2015) Evolution of phenotypic plasticity in colonizing species. Molecular
Ecology, 24, 2038–2045.
Lee CE, Gelembiuk GW (2008) Evolutionary origins of invasive populations.
Evolutionary Applications, 1, 427–448.
Lockwood JL, Cassey P, Blackburn T (2005) The role of propagule pressure in
explaining species invasions. Trends in Ecology & Evolution, 20, 223–228.
Mack RN, Simberloff D, Mark Lonsdale W et al. (2000) Biotic invasions: causes,
epidemiology, global consequences, and control. Ecological Applications, 10, 689–
710.
Neilson ME, Stepien CA (2009) Evolution and phylogeography of the tubenose goby
genus Proterorhinus (Gobiidae: Teleostei): evidence for new cryptic species.
Biological Journal of the Linnean Society, 96, 664–684.
Orr HA, Turelli M (2001) The evolution of postzygotic isolation: accumulating
Dobzhansky-Muller incompatibilities. Evolution, 55, 1085–1094.
Reed DH, Frankham R (2001) How closely correlated are molecular and quantitative
measures of genetic variation? A meta-analysis. Evolution, 55, 1095–1103.
Roman J, Darling JA (2007) Paradox lost: genetic diversity and the success of aquatic
invasions. Trends in ecology & evolution, 22, 454–64.
Rundle HD, Nosil P (2005) Ecological speciation. Ecology Letters, 8, 336–352.
Whitehead A (2012) Comparative genomics in ecological physiology: toward a more
nuanced understanding of acclimation and adaptation. Journal of Experimental
Biology, 215, 884–891.
Whitehead A, Triant DA, Champlin D, Nacci D (2010) Comparative transcriptomics
implicates mechanisms of evolved pollution tolerance in a killifish population.
!

155

!
Molecular Ecology, 19, 5186–5203.
Whitney KD, Gabler CA (2008) Rapid evolution in introduced species, “invasive traits”
and recipient communities: challenges for predicting invasive potential. Diversity
and Distributions, 14, 569–580.

!

156

!

APPENDICES

!

157

!
APPENDIX A: SUPPLEMENTAL MATERIAL FOR CHAPTER 2
Appendix A1: RNA sequencing and read mapping summary statistics for round and tubenose
goby. Read mapping statistics refer to mapping of the sample with bowtie2 to the respective
species-specific de novo assembled transcriptomes.
Read pairs
Read pairs
Sample
Number
Number Average
%
Reads pairs
mapping
mapping
Name
of Reads
of Bases Quality Duplicate passing QC
more than
once
once
Tubenose goby
L04
2.58E+07 5.16E+09
35
40.971
2.46E+07
3.65E+06
1.95E+07
L03
2.41E+07 4.83E+09
35
40.418
2.29E+07
3.31E+06
1.83E+07
L02
2.29E+07 4.57E+09
35
36.974
2.17E+07
3.38E+06
1.70E+07
H04
2.38E+07 4.76E+09
35
36.203
2.24E+07
3.48E+06
1.74E+07
H02
2.35E+07 4.70E+09
35
37.81
2.23E+07
3.40E+06
1.75E+07
H01
2.22E+07 4.43E+09
35
34.87
2.09E+07
3.19E+06
1.64E+07
C04
2.44E+07 4.87E+09
35
36.23
2.32E+07
3.62E+06
1.82E+07
C03
2.32E+07 4.65E+09
35
38.046
2.20E+07
3.41E+06
1.73E+07
C02
2.50E+07 5.01E+09
35
37.935
2.34E+07
3.39E+06
1.84E+07
Total
2.15E+08 4.30E+10
Round goby
C02
2.40E+07
C03
2.54E+07
L01
2.16E+07
L02
2.46E+07
L03
2.53E+07
C04
2.46E+07
H01
2.27E+07
H03
2.28E+07
H04
2.32E+07
Total
2.14E+08

!

4.81E+09
5.08E+09
4.31E+09
4.93E+09
5.05E+09
4.92E+09
4.54E+09
4.55E+09
4.64E+09
4.28E+10

35
35
35
35
35
35
35
35
35

34.535
36.03
34.253
34.946
37.027
36.129
35.434
32.718
32.846

2.24E+07
2.35E+07
2.01E+07
2.28E+07
2.34E+07
2.30E+07
2.15E+07
2.14E+07
2.19E+07

4.07E+06
4.45E+06
3.63E+06
4.16E+06
4.40E+06
4.13E+06
4.25E+06
4.19E+06
4.33E+06

1.63E+07
1.69E+07
1.47E+07
1.66E+07
1.69E+07
1.68E+07
1.55E+07
1.54E+07
1.58E+07
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Appendix A2: Reaction norms for genes involved in the biological process of steroid hormone
mediated signaling (GO:0043401) that demonstrated a significant interaction between species for
response to cold temperature exposure.
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Appendix A3: Annotated genes demonstrating an interaction between species and response to temperature challenge. RG = Round
goby, TNG = Tubenose goby, LogFC = species specific Log2 fold change in response to high or low temperature challenge (bold
values indicate statistical significance at FDR < 0.05) and gene IDs refer to the assembled transcripts for each species.
RG
LogFC

TNG
LogFC

-0.78

1.57

Cluster-12194.0

Cluster-9309.0

antizyme inhibitor 1-like

0.95

-0.51

Cluster-12916.1

Cluster-28903.0

c-c motif chemokine 20-like

-0.42

3.90

Cluster-15579.0

Cluster-16837.0

growth arrest and dna damage-inducible protein gadd45 alpha-like

0.89

-1.62

Cluster-17200.0

Cluster-9886.0

solute carrier family 23 member 1

-2.27

0.72

Cluster-19130.0

Cluster-1785.7830

collagen alpha-1 chain-like

-4.22

0.80

Cluster-19832.0

Cluster-15883.0

splicing factor 3b subunit 2 isoform x2

-0.28

-1.56

Cluster-21305.0

Cluster-28631.0

class e basic helix-loop-helix protein 41

0.62

-1.74

Cluster-22485.0

Cluster-21169.0

forkhead box protein o1-a-like

-0.94

0.39

Cluster-23671.2

Cluster-27976.0

traf3-interacting protein 1 isoform x2

-0.98

0.96

Cluster-23777.1

Cluster-16286.1

mast cell protease 3-like

1.40

-1.01

Cluster-24092.0

Cluster-15286.0

phenylalanine--trna ligase beta subunit

0.26

-1.39

Cluster-24759.2

Cluster-1785.12932

erythrocyte band 7 integral membrane

2.01

-0.11

Cluster-28795.0

Cluster-15918.0

deoxyribonuclease-1-like 2

-1.26

0.69

Cluster-29355.0

Cluster-1785.12596

cd151 antigen-like

0.47

-1.08

Cluster-29884.0

Cluster-14117.0

granulocyte colony-stimulating factor receptor

2.47

0.19

Cluster-30338.0

Cluster-1785.12697

zinc finger protein dzip1 isoform x1

-3.68

0.02

Cluster-30375.0

Cluster-24831.0

receptor-type tyrosine-protein phosphatase gamma

-0.76

0.80

Cluster-31819.0

Cluster-10325.0

atp-binding cassette sub-family f member 2

-0.62

-2.62

Cluster-33215.0

Cluster-25534.0

mitochondrial ornithine transporter 1-like

0.64

-1.79

Cluster-33625.1

Cluster-12977.0

chromosome-associated kinesin kif4a

-2.17

0.73

Cluster-34189.2

Cluster-1785.11754

ras-related protein rab-33b-like

2.36

0.01

Cluster-34304.0

Cluster-13260.0

secretagogin-like

-0.56

3.94

Cluster-34969.0

Cluster-1785.2823

Gene Name
High Temperature Challenge
cytochrome c oxidase subunit mitochondrial
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RG gene ID

TNG gene ID
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band 3 anion transport protein

-1.58

-0.07

Cluster-35412.0

Cluster-1785.4781

n-acetylmuramoyl-l-alanine amidase-like

-1.39

1.34

Cluster-35821.0

Cluster-34754.0

acid trehalase-like protein 1

-2.53

-0.17

Cluster-35883.0

Cluster-35094.1

calcium-activated potassium channel subunit alpha-1 isoform x15

0.30

-4.30

Cluster-36233.1

Cluster-1785.5185

armadillo repeat-containing protein 1-like

-4.79

-0.54

Cluster-36654.0

Cluster-34227.0

calcium-binding mitochondrial carrier protein s -2

1.24

-0.99

Cluster-36691.10176

Cluster-36070.0

e3 ubiquitin-protein ligase rnf38-like

-0.20

1.25

Cluster-36691.12059

Cluster-1785.2073

serine threonine-protein kinase sgk1 isoform x2

1.81

-0.23

Cluster-36691.12300

Cluster-19699.0

vang-like protein 1 isoform x1

-0.62

1.65

Cluster-36691.13553

Cluster-1785.13804

eosinophil peroxidase-like

1.96

-0.34

Cluster-36691.13924

Cluster-35546.0

opsin- partial

5.39

-0.03

Cluster-36691.15708

Cluster-31586.0

phosphatidylserine decarboxylase proenzyme isoform x3

-0.17

-2.36

Cluster-36691.1605

Cluster-30331.2

c-type lysozyme

-0.83

2.81

Cluster-36691.16696

Cluster-35516.1

dimethylglycine mitochondrial

-1.71

0.66

Cluster-36691.2366

Cluster-1785.13445

amp deaminase 3-like isoform x1

-3.53

0.25

Cluster-36691.4404

Cluster-32372.0

protein sprouty homolog 4

0.70

-1.06

Cluster-36691.5982

Cluster-21080.0

mhc class ia antigen

-2.37

0.65

Cluster-36691.6532

Cluster-1785.6660

solute carrier family 25 member 33

0.41

-1.50

Cluster-36691.9006

Cluster-1785.7150

uridine-cytidine kinase 1

-0.37

0.92

Cluster-36691.9453

Cluster-20927.0

cyclin-dependent kinase 2-associated protein 1 isoform x1

0.48

-1.88

Cluster-7535.0

Cluster-20778.0

histone h2a

-1.32

0.08

Cluster-7915.6

Cluster-1785.5498

1.22

-0.26

Cluster-10173.0

Cluster-30410.2

ras-related protein rab-5a

0.03

-0.98

Cluster-10208.3

Cluster-16032.1

calcineurin b homologous protein 2-like

-0.94

0.60

Cluster-10385.1

Cluster-35742.0

metastasis-associated protein mta2

-1.02

0.35

Cluster-10764.0

Cluster-23257.0

testis-expressed sequence 2 protein

-0.42

0.80

Cluster-11213.0

Cluster-28494.0

Low Temperature Challenge
guanine nucleotide-binding protein g subunit alpha isoform x1
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transmembrane protein 53-like

3.54

0.16

Cluster-11398.0

Cluster-1785.13892

lim domain transcription factor lmo4-b-like

0.76

-0.27

Cluster-11820.0

Cluster-21470.1

ubiquitin carboxyl-terminal hydrolase 12-like

2.84

1.51

Cluster-11842.1

Cluster-1785.10732

immediate early response gene 2

0.44

2.44

Cluster-12027.0

Cluster-32585.0

lysine-specific demethylase phf2 isoform x2

-0.96

0.69

Cluster-1254.1

Cluster-36533.0

glutamate-rich wd repeat-containing protein 1

-0.52

1.26

Cluster-12729.0

Cluster-34133.0

leucyl-cystinyl aminopeptidase

0.26

-1.08

Cluster-13162.0

Cluster-31732.0

ferm domain-containing protein 4a isoform x1

1.47

-0.54

Cluster-13414.0

Cluster-20874.0

endophilin-a2-like isoform x2

0.91

-0.25

Cluster-13467.0

Cluster-14175.0

at-rich interactive domain-containing protein 2

0.49

-1.01

Cluster-13496.0

Cluster-17191.0

transcriptional regulator myc-a-like

0.70

3.06

Cluster-13546.2

Cluster-28076.0

krueppel-like factor 8 isoform x1

0.78

2.10

Cluster-13611.1

Cluster-24212.0

cysteine-rich secretory protein lccl domain-containing 2

-0.93

1.21

Cluster-13630.0

Cluster-22947.0

ectoderm-neural cortex protein 1

-2.21

-0.64

Cluster-13752.0

Cluster-1785.8094

mki67 fha domain-interacting nucleolar phosphoprotein

-0.27

1.16

Cluster-13775.0

Cluster-1785.9261

krueppel-like factor 9

-0.25

1.38

Cluster-13863.0

Cluster-16642.0

ornithine mitochondrial

3.59

0.77

Cluster-13940.0

Cluster-1785.13718

transcriptional adapter 2-beta

-1.28

-0.17

Cluster-13988.1

Cluster-17730.1

maltase- intestinal-like

-3.04

0.28

Cluster-14084.0

Cluster-18400.0

sodium-dependent neutral amino acid transporter b at2-like

-1.53

0.15

Cluster-14310.0

Cluster-36230.0

cyclin-g2-like isoform x1

1.18

0.27

Cluster-14349.0

Cluster-28385.0

receptor-type tyrosine-protein phosphatase epsilon-like isoform x1

-1.50

1.07

Cluster-14431.0

Cluster-23363.0

serine palmitoyltransferase 2-like

0.99

-0.24

Cluster-14498.0

Cluster-28193.2

myotubularin-related protein 6

0.59

-0.65

Cluster-14501.0

Cluster-23335.0

lipid phosphate phosphohydrolase 3-like

-0.59

1.08

Cluster-14503.0

Cluster-1785.6367

protein cyr61-like

-0.82

2.09

Cluster-14547.0

Cluster-11381.0

oxysterol-binding protein 3-like

-0.21

0.87

Cluster-14695.0

Cluster-15714.0

histone h4 transcription factor-like

2.15

0.61

Cluster-14892.1

Cluster-35475.0
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glypican-5-like isoform x1

-2.04

-0.33

Cluster-14941.2

Cluster-19413.0

ring finger protein unkempt homolog

0.17

-0.80

Cluster-15462.0

Cluster-1785.7034

epoxide hydrolase 1

1.07

-0.05

Cluster-156.3

Cluster-25871.0

xyloside xylosyltransferase 1

-1.10

-2.72

Cluster-15684.1

Cluster-22129.0

protein lifeguard 4

0.73

-0.38

Cluster-15753.0

Cluster-1785.1941

gsk3-beta interaction protein

0.76

-0.75

Cluster-15857.0

Cluster-11326.0

udp-xylose and udp-n-acetylglucosamine transporter

1.44

0.06

Cluster-16156.0

Cluster-32599.1

ekc keops complex subunit tprkb

-2.37

-0.03

Cluster-16302.0

Cluster-1785.14132

secreted frizzled-related protein 5

-3.17

0.23

Cluster-16442.0

Cluster-1785.9712

succinate dehydrogenase

3.10

1.69

Cluster-16597.0

Cluster-29875.0

vesicle transport protein sft2a

0.37

-0.83

Cluster-16613.2

Cluster-35402.2

parvalbumin beta-like

-7.80

-0.44

Cluster-17118.1

Cluster-27211.2

rho guanine nucleotide exchange factor 26

1.75

-0.14

Cluster-17261.1

Cluster-1785.11482

ras-related protein rab-3a

1.96

-0.90

Cluster-17301.2

Cluster-36434.0

lanosterol synthase

2.98

-1.47

Cluster-17331.2

Cluster-1785.12841

wd repeat-containing protein 82

-1.93

-0.42

Cluster-17573.0

Cluster-36060.0

ankyrin repeat and socs box protein 6

-1.24

-0.05

Cluster-17617.1

Cluster-35159.0

glutamine synthetase

1.51

-0.02

Cluster-17923.3

Cluster-1785.2370

retinoic acid receptor alpha-b-like

-0.69

0.72

Cluster-17991.1

Cluster-23294.3

estrogen receptor beta

0.81

-0.93

Cluster-18017.2

Cluster-1785.10259

estrogen receptor beta-like isoform x2

1.30

-1.06

Cluster-18017.3

Cluster-1785.2267

mothers against decapentaplegic homolog 2 isoform x1

-0.12

1.61

Cluster-18253.0

Cluster-29785.0

kelch-like ech-associated protein 1

1.64

-0.92

Cluster-18314.1

Cluster-28987.0

non-canonical poly rna polymerase papd7-like

0.94

-0.44

Cluster-18336.0

Cluster-20557.0

trinucleotide repeat-containing gene 18 protein isoform x1

1.08

4.07

Cluster-18351.2

Cluster-13748.0

protein fam69a-like

-1.87

0.00

Cluster-18360.0

Cluster-26577.0

protein phosphatase slingshot homolog 2-like isoform x1

0.58

1.78

Cluster-18461.0

Cluster-30172.0

atp-dependent rna helicase ddx24

-0.74

0.47

Cluster-18482.1

Cluster-1785.5244
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2.00

0.16

Cluster-18576.0

Cluster-1785.9681

cyclin-dependent kinase inhibitor 1-like isoform x2

2.04

0.87

Cluster-18654.0

Cluster-1785.5851

alpha beta hydrolase domain-containing protein 17b

0.39

-0.64

Cluster-18770.1

Cluster-34576.0

bromodomain-containing protein 1-like isoform x1

3.04

0.74

Cluster-18851.0

Cluster-21813.0

atp-binding cassette sub-family g member 2

2.31

-0.91

Cluster-1893.3

Cluster-31517.1

protein phosphatase slingshot homolog 2-like isoform x2

-0.87

0.42

Cluster-18952.0

Cluster-8734.1

g-protein-signaling modulator 2 isoform x1

0.28

-1.09

Cluster-18996.1

Cluster-25742.0

xk-related protein 2

0.85

-0.61

Cluster-19082.0

Cluster-29624.1

mitochondrial ubiquitin ligase activator of nfkb 1-a-like

-0.24

-1.51

Cluster-19185.0

Cluster-26966.0

rho gtpase-activating protein syde2

-0.95

0.16

Cluster-19291.0

Cluster-10032.0

hyaluronidase-2-like

-1.14

1.11

Cluster-19343.0

Cluster-35305.0

cyclic amp-dependent transcription factor atf-4-like

-0.52

0.50

Cluster-19382.0

Cluster-18223.0

zinc transporter 4

1.17

-0.06

Cluster-19438.3

Cluster-1785.8764

zinc-binding protein a33-like

-0.67

-1.66

Cluster-19625.1

Cluster-34993.0

stonustoxin subunit alpha-like

2.44

-1.40

Cluster-19632.0

Cluster-28696.1

long-chain fatty acid transport protein 4

-2.39

0.78

Cluster-19648.0

Cluster-15603.0

catenin delta-1-like isoform x3

0.00

-1.39

Cluster-19662.1

Cluster-1785.6008

7-methylguanosine phosphate-specific 5 -nucleotidase

2.63

0.63

Cluster-19726.0

Cluster-26833.1

recombining binding protein suppressor of hairless isoform x1

-1.11

2.56

Cluster-19957.0

Cluster-21204.0

pleiotropic regulator 1

-0.31

1.77

Cluster-20079.1

Cluster-1785.10672

e3 ubiquitin-protein ligase rnf170-like

1.38

-1.16

Cluster-20124.1

Cluster-33440.0

3-hydroxyisobutyrate mitochondrial-like

-0.57

-1.55

Cluster-20186.0

Cluster-13995.0

apelin

1.17

-0.23

Cluster-20211.0

Cluster-18302.0

phd finger protein 20 isoform x1

0.18

1.39

Cluster-20266.0

Cluster-19301.0

transcriptional regulator myc-like

-1.93

0.54

Cluster-20279.0

Cluster-22873.0

enolase-phosphatase e1-like isoform x3

-1.39

0.34

Cluster-20406.0

Cluster-1785.13261

signal-induced proliferation-associated 1-like protein 1

0.46

-1.15

Cluster-20433.1

Cluster-21695.0

ubiquitin thioesterase zranb1

-1.05

0.30

Cluster-20447.1

Cluster-1785.11066
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transcription factor ap-1-like

-0.03

2.17

Cluster-20474.0

Cluster-26786.0

atrial natriuretic peptide receptor 3

1.34

-0.29

Cluster-20499.0

Cluster-12609.0

frizzled-8

-2.32

-0.55

Cluster-20508.0

Cluster-30599.2

cyclin-l1 isoform x2

0.43

1.70

Cluster-20848.0

Cluster-1785.574

transforming growth factor-beta-induced protein ig-h3

-1.26

0.94

Cluster-20853.0

Cluster-16306.0

phd finger protein 12

-0.64

-1.64

Cluster-20925.0

Cluster-36631.0

glia-derived nexin

0.90

2.89

Cluster-20934.0

Cluster-33939.0

monocyte to macrophage differentiation factor 2-like

-0.25

-2.41

Cluster-20941.0

Cluster-23809.0

cyclin-j-like protein

0.23

-1.43

Cluster-20977.0

Cluster-1785.3993

group xiib secretory phospholipase a2-like protein isoform x2

1.07

-0.60

Cluster-21003.1

Cluster-1785.5199

matrix metalloproteinase-15-like

0.53

-0.98

Cluster-21036.0

Cluster-19908.0

ran gtpase-activating protein 1-like

-0.29

1.23

Cluster-21047.0

Cluster-18756.0

translocator protein

0.96

0.02

Cluster-21088.0

Cluster-20619.0

cyclin-dependent kinase inhibitor 1-like isoform x1

-0.52

1.15

Cluster-21112.0

Cluster-25110.2

high affinity cationic amino acid transporter 1-like isoform x1

1.72

-0.52

Cluster-21116.1

Cluster-1785.1348

histone -b

1.58

-0.37

Cluster-21123.0

Cluster-26432.0

rna pseudouridylate synthase domain-containing protein 4-like

0.17

-1.11

Cluster-21135.0

Cluster-15587.3

neuronal acetylcholine receptor subunit alpha-7

-3.10

-0.74

Cluster-21151.0

Cluster-15438.0

mitochondrial

1.06

-0.45

Cluster-21218.1

Cluster-8009.0

arf-gap with ank repeat and ph domain-containing protein 3 isoform
x1

0.93

-0.55

Cluster-21225.1

Cluster-19642.0

transposon ty3-i gag-pol polyprotein

-2.95

0.35

Cluster-2125.4

Cluster-5076.1

phosphatidylinositol 3-kinase regulatory subunit gamma-like isoform
x2

-2.00

-0.31

Cluster-21255.0

Cluster-20853.0

egl nine homolog 1

0.80

-0.32

Cluster-21263.0

Cluster-31878.0

solute carrier family 25 member 38-a-like

0.30

2.94

Cluster-21386.0

Cluster-1785.5390

chromobox protein homolog 3-like

0.09

1.24

Cluster-21422.0

Cluster-10704.0
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protein-l-isoaspartate o-methyltransferase domain-containing protein 1

-1.00

0.78

Cluster-21485.0

Cluster-1785.3696

rho guanine nucleotide exchange factor 17

0.80

-0.62

Cluster-21520.0

Cluster-1785.9343

ap-3 complex subunit sigma-1 isoform x1

-0.26

1.11

Cluster-21526.0

Cluster-19119.0

u11 u12 small nuclear ribonucleoprotein 35 kda protein

-1.32

1.17

Cluster-21550.0

Cluster-21628.0

choline transporter-like protein 2 isoform x2

0.10

-1.01

Cluster-21576.0

Cluster-35467.0

ectonucleoside triphosphate diphosphohydrolase 1 isoform x1

-0.52

0.65

Cluster-21653.0

Cluster-1785.1670

protein ndrg2

-0.36

0.99

Cluster-21673.0

Cluster-15266.0

pseudouridylate synthase 7 homolog isoform x2

0.09

1.08

Cluster-21714.0

Cluster-27890.2

ras-related protein rab-9b-like

-0.30

0.94

Cluster-21727.0

Cluster-31377.0

5-aminolevulinate erythroid- mitochondrial

-0.80

0.58

Cluster-21730.0

Cluster-20041.1

dynein light chain axonemal

-1.01

-2.71

Cluster-21772.0

Cluster-21920.0

nicotinamide nicotinic acid mononucleotide adenylyltransferase 1

0.62

-0.72

Cluster-21807.0

Cluster-32631.0

large neutral amino acids transporter small subunit 2-like

-0.29

2.56

Cluster-21834.1

Cluster-24554.0

b-cell cll lymphoma 7 protein family member a isoform x1

4.57

-1.30

Cluster-21865.0

Cluster-35658.0

phospholipase d1-like

0.13

-0.92

Cluster-21920.2

Cluster-1785.12293

probable atp-dependent rna helicase ddx10

0.24

1.65

Cluster-21988.0

Cluster-22541.0

uncharacterized oxidoreductase -like

-0.17

-1.36

Cluster-22155.0

Cluster-35517.0

microphthalmia-associated transcription factor isoform x2

-0.02

-1.79

Cluster-22209.1

Cluster-23618.0

syntaxin-3 isoform x3

-0.25

-1.64

Cluster-22221.0

Cluster-18608.0

ankyrin repeat domain-containing protein 50

-1.41

0.04

Cluster-22312.0

Cluster-26562.0

39s ribosomal protein mitochondrial isoform x2

0.94

-1.53

Cluster-22316.0

Cluster-24574.1

poly

-0.99

3.60

Cluster-22335.0

Cluster-12239.8

proto-oncogene serine threonine-protein kinase mos

-2.72

-0.03

Cluster-22461.0

Cluster-22251.0

transcriptional coactivator yap1

-0.03

1.18

Cluster-22465.0

Cluster-29526.0

arf-gap with rho-gap ank repeat and ph domain-containing protein 2

-1.15

0.38

Cluster-22505.0

Cluster-35420.0

at-rich interactive domain-containing protein 4b isoform x1

0.95

-0.51

Cluster-22508.0

Cluster-13735.1
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enhancer of mrna-decapping protein 3

-1.71

-3.02

Cluster-22531.0

Cluster-23776.0

map kinase-interacting serine threonine-protein kinase 2

2.39

0.61

Cluster-22591.0

Cluster-1785.13803

aprataxin isoform x1

-1.74

-0.22

Cluster-22688.0

Cluster-21931.0

transmembrane protein 222-like

0.32

-0.82

Cluster-22703.0

Cluster-20633.0

peroxisome proliferator-activated receptor alpha-like

1.85

-0.61

Cluster-22754.0

Cluster-1785.3119

transmembrane protein 53

-0.19

-1.88

Cluster-22795.0

Cluster-8255.0

forkhead box protein k2-like

-1.78

0.44

Cluster-228.5

Cluster-14483.0

solute carrier family 12 member 7-like isoform x1

0.44

-1.03

Cluster-22815.3

Cluster-1785.4467

peroxisomal leader peptide-processing protease

-1.81

0.33

Cluster-22994.1

Cluster-14443.0

transmembrane protein 60-like

-0.07

1.18

Cluster-23018.0

Cluster-26003.0

ets domain-containing protein elk-3-like

0.72

-0.20

Cluster-23055.0

Cluster-29239.0

e3 ubiquitin-protein ligase nedd4 isoform x1

0.79

2.45

Cluster-23071.0

Cluster-15577.1

sperm-specific antigen 2 isoform x1

0.55

1.66

Cluster-23120.0

Cluster-1785.4595

g-protein coupled receptor 39

0.74

-0.71

Cluster-23126.1

Cluster-9923.0

alpha-actinin-1 isoform x3

0.56

-0.60

Cluster-23195.10

Cluster-1785.7641

28s ribosomal protein mitochondrial

0.86

-0.11

Cluster-23224.0

Cluster-25173.0

iron-sulfur cluster assembly enzyme mitochondrial

-1.83

-0.30

Cluster-23247.0

Cluster-10031.0

afg3-like protein 1 isoform x1

0.96

-0.35

Cluster-23577.0

Cluster-7121.0

pdz and lim domain protein 1

2.24

0.22

Cluster-23600.0

Cluster-33817.0

reticulon-4 receptor

-1.03

-3.05

Cluster-23653.0

Cluster-11119.0

homeobox protein meis1

-1.57

-0.18

Cluster-23756.0

Cluster-34284.0

lysophosphatidic acid receptor 2

1.52

-1.49

Cluster-23768.1

Cluster-1785.718

protein phosphatase 1 regulatory subunit 3c

1.00

-1.09

Cluster-23938.0

Cluster-1785.13116

solute carrier family 12 member 4

1.69

0.30

Cluster-23971.1

Cluster-5117.0

short-chain dehydrogenase reductase 3

-1.08

0.76

Cluster-24045.0

Cluster-25586.0

endophilin-a2-like isoform x2

-1.29

-0.28

Cluster-24049.0

Cluster-35516.2

tumor necrosis factor ligand superfamily member 11

-2.68

-1.26

Cluster-24105.2

Cluster-34534.0

proprotein convertase subtilisin kexin type 7

0.65

-0.59

Cluster-24126.0

Cluster-1785.9615
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dna-directed rna polymerase i subunit rpa12

-0.28

1.37

Cluster-24146.0

Cluster-1785.5783

lecithin retinol acyltransferase-like

-2.09

0.01

Cluster-24164.1

Cluster-34012.3

ribokinase

-1.16

0.51

Cluster-24218.2

Cluster-11908.0

coiled-coil domain-containing protein 94

0.26

-2.90

Cluster-24229.0

Cluster-27737.0

transcription factor jun-b-like

1.12

3.09

Cluster-24271.0

Cluster-19790.0

disintegrin and metalloproteinase domain-containing protein 10-like

0.62

-0.84

Cluster-24320.0

Cluster-1785.13486

hepatic leukemia factor-like

1.42

-0.22

Cluster-24407.0

Cluster-23406.0

disks large-associated protein 1 isoform x1

-2.25

0.61

Cluster-24527.0

Cluster-24282.0

cell death activator cide-3-like

0.86

2.23

Cluster-24550.2

Cluster-24615.2

2-aminoethanethiol dioxygenase-like

-0.32

-2.16

Cluster-24558.1

Cluster-31495.0

sphingosine kinase 2-like

0.90

2.70

Cluster-24649.1

Cluster-1785.46

receptor-type tyrosine-protein phosphatase mu-like

-0.35

2.14

Cluster-24673.0

Cluster-1785.8785

growth arrest and dna damage-inducible proteins-interacting protein 1

-1.31

0.82

Cluster-24910.0

Cluster-1785.13516

cell division cycle-associated 7-like protein

1.40

-0.12

Cluster-25048.0

Cluster-27361.1

heterogeneous nuclear ribonucleoprotein c-like isoform x1

-1.02

-2.60

Cluster-2506.1

Cluster-1785.11350

eukaryotic translation initiation factor 4 gamma 3 isoform x3

-1.28

0.08

Cluster-25193.0

Cluster-33144.0

PREDICTED: uncharacterized protein K02A2.6-like

-1.37

0.28

Cluster-25274.3

Cluster-1785.886

ubiquitin-fold modifier-conjugating enzyme 1

-0.47

0.87

Cluster-25275.0

Cluster-35260.0

adp-ribosylation factor-like protein 5b

-0.02

-1.24

Cluster-25287.0

Cluster-1785.10917

pre-mrna-splicing factor spf27

0.10

1.16

Cluster-25395.0

Cluster-2931.1

dna-directed rna polymerase iii subunit rpc5

-0.30

0.85

Cluster-25446.0

Cluster-1785.5038

cationic amino acid transporter 2 isoform x1

1.74

-0.30

Cluster-25449.4

Cluster-1785.4912

rap guanine nucleotide exchange factor 5-like

3.65

1.56

Cluster-25550.1

Cluster-33340.1

beta-sarcoglycan

0.59

-0.35

Cluster-25594.0

Cluster-19111.0

transcription initiation factor tfiid subunit 5

-1.49

-2.93

Cluster-25642.1

Cluster-2529.1

phosphatidylinositol n-acetylglucosaminyltransferase subunit a

0.08

-1.43

Cluster-25697.1

Cluster-27289.0
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rho gtpase-activating protein 6-like isoform x2

-1.73

-0.09

Cluster-25746.0

Cluster-29632.0

dehydrogenase reductase sdr family member 11

2.60

0.77

Cluster-25764.0

Cluster-30921.0

vesicle-associated membrane protein 7

0.89

2.46

Cluster-25789.0

Cluster-24657.0

g1 s-specific cyclin-e1

-0.26

1.56

Cluster-25840.1

Cluster-35221.0

pleckstrin homology-like domain family a member 2

2.91

0.16

Cluster-25903.0

Cluster-35996.0

septin-10-like isoform x2

0.63

-0.33

Cluster-25924.1

Cluster-1785.5410

probable dimethyladenosine transferase

0.30

1.38

Cluster-25944.0

Cluster-19482.1

transgelin-like

0.03

1.04

Cluster-25986.0

Cluster-36302.1

dnaj homolog subfamily a member 4

-0.59

1.98

Cluster-26023.0

Cluster-23282.0

h(+) cl(-) exchange transporter 5 isoform x1

2.16

-0.10

Cluster-26025.0

Cluster-27823.0

vegetative incompatibility protein het-e-1-like

-0.98

0.34

Cluster-26039.2

Cluster-1785.11592

protein aatf

-0.59

1.22

Cluster-26175.0

Cluster-1785.1590

eukaryotic translation initiation factor 4e-like

-0.24

2.82

Cluster-26191.1

Cluster-12129.1

gamma-glutamylaminecyclotransferase b-like

0.86

-0.52

Cluster-26214.0

Cluster-18363.0

water dikinase 1

1.19

-0.40

Cluster-26293.0

Cluster-33761.1

vitamin d3 receptor a

2.54

-0.86

Cluster-26308.1

Cluster-1785.8360

sodium potassium-transporting atpase subunit beta-1

1.93

0.21

Cluster-26346.1

Cluster-25067.0

e3 ubiquitin-protein ligase rad18

-1.02

0.76

Cluster-26465.0

Cluster-9478.0

fatty acid 2-hydroxylase

-0.04

-1.30

Cluster-26470.0

Cluster-25313.0

aminoacylase-1

-0.66

0.31

Cluster-26543.1

Cluster-26549.0

meckelin isoform x2

-1.66

-0.11

Cluster-26571.0

Cluster-19092.0

heparan sulfate glucosamine 3-o-sulfotransferase 6-like

0.77

-1.28

Cluster-26715.0

Cluster-23590.4

triosephosphate isomerase

1.49

-0.32

Cluster-26751.0

Cluster-25097.0

suppressor of cytokine signaling 2

-1.84

0.70

Cluster-26807.1

Cluster-1785.13520

venom phosphodiesterase 1-like

0.55

-1.24

Cluster-26898.0

Cluster-1785.5434

protein tex261

-0.41

-1.75

Cluster-26957.0

Cluster-14893.0

aspartate beta-hydroxylase domain-containing protein 2

-0.01

-0.98

Cluster-26994.0

Cluster-25476.0

u3 small nucleolar rna-associated protein 14 homolog a-like

-0.69

0.78

Cluster-27032.0

Cluster-30861.0
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methylmalonyl- mitochondrial

0.16

-1.06

Cluster-27042.0

Cluster-1785.11094

tom1-like protein 2 isoform x1

0.36

-0.76

Cluster-27094.0

Cluster-1785.9309

long-chain-fatty-acid-- ligase acsbg2-like

1.04

-1.00

Cluster-27220.3

Cluster-34903.1

membrane protein fam174b-like

-0.75

0.38

Cluster-27239.1

Cluster-17846.0

acetyl-coenzyme a cytoplasmic isoform x2

-0.29

-1.47

Cluster-27245.2

Cluster-1785.10843

tubulin beta chain-like

-1.36

-0.02

Cluster-27271.1

Cluster-6091.2

ubiquitin-like protein 3

1.33

0.15

Cluster-27391.0

Cluster-33496.0

2-hydroxyacylsphingosine 1-beta-galactosyltransferase

0.44

-1.46

Cluster-27399.0

Cluster-32904.1

rna-binding protein mex3b-like

0.30

1.63

Cluster-27412.1

Cluster-21370.0

class e basic helix-loop-helix protein 40-like

1.71

0.64

Cluster-27449.0

Cluster-21705.0

forkhead box protein j3-like

0.91

-0.75

Cluster-27534.0

Cluster-1785.13256

selenocysteine-specific elongation factor

-0.66

-1.91

Cluster-27573.0

Cluster-17061.0

ras-related protein rab-17-like

-0.76

1.04

Cluster-27574.0

Cluster-12848.0

n-acetylglucosamine-1-phosphotransferase subunits alpha beta

-0.40

0.58

Cluster-27643.0

Cluster-22489.0

endoplasmic reticulum aminopeptidase 1

0.61

-0.45

Cluster-27789.0

Cluster-22492.0

plasma alpha-l-fucosidase

-0.22

1.16

Cluster-27908.0

Cluster-19552.0

tp53-regulating kinase

-1.31

-0.10

Cluster-27912.0

Cluster-25840.0

protein cyr61

-0.26

3.26

Cluster-27915.0

Cluster-26134.0

lysozyme g-like

-0.07

1.59

Cluster-27976.0

Cluster-29549.0

aspartate cytoplasmic-like

1.74

0.20

Cluster-28059.0

Cluster-33193.0

muscarinic acetylcholine receptor m5-like

-3.64

-0.77

Cluster-28141.0

Cluster-26038.0

coronin-7-like isoform x1

-0.35

1.07

Cluster-28156.0

Cluster-5744.0

endothelial pas domain-containing protein 1

1.44

-0.35

Cluster-28187.0

Cluster-1944.0

syndecan-4-like isoform x1

0.68

2.52

Cluster-28454.0

Cluster-19806.0

elmo domain-containing protein 2

1.00

-0.17

Cluster-28456.1

Cluster-19780.0

suppressor of cytokine signaling 3

1.61

3.83

Cluster-28495.0

Cluster-23254.0

eukaryotic translation initiation factor 5

-0.54

0.73

Cluster-28549.0

Cluster-35353.0

dna damage-inducible transcript 3 protein

1.07

3.63

Cluster-28552.1

Cluster-26108.0
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e3 ubiquitin-protein ligase cbl-b

1.25

-0.73

Cluster-28565.2

Cluster-21960.2

olfactory receptor 13c8-like

-1.93

0.64

Cluster-28572.0

Cluster-34158.1

oxysterols receptor lxr-alpha

0.61

-0.99

Cluster-28577.0

Cluster-28354.0

at-rich interactive domain-containing protein 5b-like

-1.39

2.12

Cluster-28625.0

Cluster-17279.0

adp atp translocase 2

1.24

-1.57

Cluster-28654.1

Cluster-25582.2

cytochrome p450 1a

0.75

-1.30

Cluster-28668.0

Cluster-22612.0

bag family molecular chaperone regulator 4

0.41

-0.94

Cluster-28696.0

Cluster-20039.0

60s ribosomal protein l7-like 1

-0.21

0.92

Cluster-28711.0

Cluster-28737.0

serine threonine-protein kinase kist

-0.35

-1.76

Cluster-28766.1

Cluster-33389.1

erythrocyte band 7 integral membrane

2.56

-0.13

Cluster-28795.0

Cluster-15918.0

pseudouridylate synthase 7 homolog-like protein

-0.49

1.69

Cluster-28855.0

Cluster-1695.0

wd repeat-containing protein 55

-0.82

1.14

Cluster-28883.0

Cluster-1785.6005

tropomyosin alpha-4 chain isoform x3

0.88

-0.10

Cluster-29023.0

Cluster-4004.4

cytosolic 10-formyltetrahydrofolate dehydrogenase-like

2.02

-0.59

Cluster-29055.1

Cluster-18746.4

xk-related protein 8-like

-0.67

1.28

Cluster-29193.1

Cluster-30373.2

cmp-n-acetylneuraminate-beta-galactosamide-alpha- -sialyltransferase
1-like

0.69

-1.38

Cluster-29322.0

Cluster-1785.11359

mitochondrial basic amino acids transporter-like

2.44

0.80

Cluster-29447.0

Cluster-1785.803

chondroitin sulfate n-acetylgalactosaminyltransferase 2

-1.05

-2.42

Cluster-29452.0

Cluster-30701.1

probable phospholipid-transporting atpase ih isoform x1

-1.36

0.47

Cluster-29474.0

Cluster-32017.0

exosome complex component rrp41

-0.53

-1.59

Cluster-29488.0

Cluster-24768.0

plexin-b1-like isoform x1

-1.05

0.32

Cluster-29605.1

Cluster-3448.1

bile acid- :amino acid n-acyltransferase-like isoform x2

-1.53

2.42

Cluster-29636.0

Cluster-1785.4530

ligand of numb protein x 2-like

0.18

-0.97

Cluster-29704.2

Cluster-1785.8535

serine threonine-protein kinase sbk2-like

0.33

-2.54

Cluster-29746.0

Cluster-36095.0

phosphoglycerate mutase 1-like

0.94

-0.54

Cluster-29846.0

Cluster-23100.0

hand2 protein

0.37

-1.14

Cluster-29954.0

Cluster-22667.0

serine threonine-protein kinase 35-like

1.34

-0.04

Cluster-29993.0

Cluster-16280.2
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aspartate cytoplasmic

1.82

-0.04

Cluster-30008.2

Cluster-1785.8552

yrdc domain-containing mitochondrial

-1.40

1.17

Cluster-30123.0

Cluster-6284.0

p53-induced death domain-containing protein 1

0.96

-0.30

Cluster-30131.0

Cluster-30556.0

sestrin-3-like isoform x1

0.67

-0.47

Cluster-30248.1

Cluster-1785.6884

low quality protein: nodal modulator 1-like

1.82

0.31

Cluster-30356.1

Cluster-19584.0

disintegrin and metalloproteinase domain-containing protein 9-like

-0.52

1.39

Cluster-30544.1

Cluster-27511.0

catechol o-methyltransferase domain-containing protein 1 isoform x1

1.67

-0.35

Cluster-30545.0

Cluster-1785.11596

msx2-interacting protein

-0.30

-1.82

Cluster-30566.0

Cluster-34514.0

uncharacterized family 31 glucosidase kiaa1161-like

1.09

-0.78

Cluster-30578.0

Cluster-26514.0

cytochrome b-245 light chain

0.01

1.58

Cluster-30693.1

Cluster-25499.0

alpha- -mannosyl-glycoprotein 4-beta-n-acetylglucosaminyltransferase
a

0.71

-0.41

Cluster-30802.1

Cluster-33369.0

paraspeckle component 1 isoform x3

0.67

-1.03

Cluster-30814.0

Cluster-16296.0

myosin heavy fast skeletal muscle-like

-6.69

0.56

Cluster-3098.15

Cluster-17611.2

zinc finger protein pegasus-like isoform x2

0.45

-0.59

Cluster-30999.0

Cluster-18887.0

glycogen debranching enzyme isoform x1

1.74

-0.14

Cluster-31115.0

Cluster-1785.12334

trna-dihydrouridine synthase

-0.72

0.18

Cluster-31171.0

Cluster-19645.0

anthrax toxin receptor 1-like

2.19

-0.32

Cluster-31176.1

Cluster-12493.2

leucine-rich repeat transmembrane protein flrt3

-0.50

-3.39

Cluster-31191.0

Cluster-19439.0

acetoacetyl- synthetase

2.94

0.32

Cluster-31401.0

Cluster-30907.0

protein transport protein sec61 subunit alpha-like 1

-1.51

0.18

Cluster-31673.1

Cluster-31045.2

protein l-myc

2.71

1.29

Cluster-31681.0

Cluster-23196.0

nuclear receptor ror-alpha isoform x1

3.46

1.39

Cluster-31730.0

Cluster-31939.0

erythropoietin receptor-like

-0.62

1.11

Cluster-31747.0

Cluster-1785.2748

utp--glucose-1-phosphate uridylyltransferase-like isoform x1

1.42

-0.43

Cluster-31877.0

Cluster-1785.2355

star-related lipid transfer protein mitochondrial

0.44

-0.40

Cluster-31918.0

Cluster-25362.0

tir domain-containing adapter molecule 1-like

-1.47

0.14

Cluster-31975.0

Cluster-12120.0
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nucleoporin p54 isoform x1

-0.69

0.31

Cluster-31991.0

Cluster-1785.1371

39s ribosomal protein mitochondrial

0.16

1.20

Cluster-31992.0

Cluster-18597.0

proto-oncogene c-fos-like

-1.42

3.39

Cluster-32096.0

Cluster-24797.0

glutaryl- mitochondrial-like

2.54

-1.38

Cluster-32121.0

Cluster-24073.0

hmg box-containing protein 1

0.88

-0.14

Cluster-32273.0

Cluster-20367.0

e3 ubiquitin-protein ligase rnf8 isoform x2

0.41

-2.34

Cluster-32381.1

Cluster-12737.1

zdhhc-type palmitoyltransferase 6 isoform x1

-1.72

0.27

Cluster-32422.0

Cluster-15442.0

lix1-like protein

1.73

0.28

Cluster-32479.0

Cluster-27534.1

vesicle-associated membrane protein 8-like isoform x1

-0.70

0.25

Cluster-32679.3

Cluster-1785.3813

ceramide synthase 1

0.58

-1.53

Cluster-32699.1

Cluster-19443.0

fibroblast growth factor 1 isoform x2

0.42

-0.75

Cluster-32724.0

Cluster-26047.0

lysophospholipid acyltransferase 5 isoform x1

-0.05

-1.35

Cluster-32750.0

Cluster-25219.0

s-adenosyl-l-methionine-dependent trna 4-demethylwyosine synthase

-0.87

-2.11

Cluster-32769.0

Cluster-33867.0

protein phosphatase 1 regulatory subunit 3b

-3.76

-0.64

Cluster-32770.0

Cluster-1785.13903

male-specific lethal 1 homolog isoform x1

-0.31

-1.30

Cluster-32828.1

Cluster-30914.1

guanine nucleotide exchange factor dbs isoform x2

-0.70

0.73

Cluster-32880.0

Cluster-30115.0

fos-related antigen 2

0.95

3.59

Cluster-32953.0

Cluster-18130.0

ring finger and chy zinc finger domain-containing protein1

0.41

-1.17

Cluster-32958.0

Cluster-1785.12076

ubiquitin-protein ligase e3a

1.31

2.77

Cluster-33080.1

Cluster-33941.1

plasmalemma vesicle-associated protein

-0.78

0.75

Cluster-33262.1

Cluster-1785.7302

e3 ubiquitin-protein ligase pellino homolog 2

2.33

0.93

Cluster-33295.0

Cluster-12504.1

zinc finger and btb domain-containing protein 21

0.16

1.45

Cluster-33310.0

Cluster-33592.1

diphthamide biosynthesis protein 2

-0.31

1.15

Cluster-33336.0

Cluster-30745.0

pol polyprotein

-3.62

0.83

Cluster-3349.0

Cluster-1785.12284

cyclic amp-dependent transcription factor atf-3

2.50

5.94

Cluster-33505.0

Cluster-26463.0

hepatocyte nuclear factor 3-beta-like

0.41

-0.67

Cluster-33549.0

Cluster-25507.0

fidgetin-like

-1.31

0.44

Cluster-33658.0

Cluster-21898.0
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sulfhydryl oxidase 1

0.14

-1.51

Cluster-33695.0

Cluster-34883.0

flavin-containing monooxygenase fmo gs-ox5-like

0.15

-1.37

Cluster-33725.1

Cluster-1785.3256

large neutral amino acids transporter small subunit 3-like

2.12

-0.16

Cluster-33888.0

Cluster-31372.1

transforming growth factor-beta receptor-associated protein 1

0.37

-0.89

Cluster-33942.1

Cluster-23929.1

probable atp-dependent rna helicase ddx5 isoform x1

0.14

1.55

Cluster-33955.3

Cluster-28476.1

solute carrier family 12 member 6 isoform x1

1.00

-0.29

Cluster-3397.12

Cluster-1785.7059

nad-dependent protein deacetylase sirtuin-1

-0.15

0.94

Cluster-34021.0

Cluster-27701.0

rho-related btb domain-containing protein 2-like isoform x2

0.47

-1.55

Cluster-34065.1

Cluster-21190.1

sulfate transporter

0.68

-1.67

Cluster-34107.0

Cluster-1785.2624

transcription factor ap-4 isoform x1

-0.75

0.66

Cluster-34152.1

Cluster-29297.0

swi snf-related matrix-associated actin-dependent regulator of
chromatin subfamily a member 5

0.73

2.15

Cluster-34219.0

Cluster-30630.0

ankyrin repeat and socs box protein 13-like

0.36

-1.03

Cluster-34279.0

Cluster-1785.13215

methyltransferase ddb_g0268948

-1.08

1.01

Cluster-34309.2

Cluster-31200.0

growth factor receptor-bound protein 14 isoform x1

1.53

-0.58

Cluster-34327.0

Cluster-24456.0

eukaryotic initiation factor 4a-ii isoform x3

-1.07

-0.13

Cluster-34335.0

Cluster-26881.1

inhibin alpha chain

-4.39

0.19

Cluster-34370.0

Cluster-1785.2487

alpha-catulin isoform x1

-0.84

0.09

Cluster-34415.0

Cluster-24911.0

atp-dependent rna helicase dhx33

0.48

1.66

Cluster-34422.0

Cluster-36520.0

phospholipid-transporting atpase ib isoform x3

0.48

-0.77

Cluster-34447.1

Cluster-25875.0

plakophilin-1-like

-1.60

-0.29

Cluster-34553.0

Cluster-25077.1

vinexin-like isoform x1

0.33

-1.31

Cluster-34586.0

Cluster-30547.0

platelet-derived growth factor receptor beta

0.54

-0.58

Cluster-34616.0

Cluster-1785.3108

myotubularin-related protein 14 isoform x1

0.67

-0.42

Cluster-34649.0

Cluster-23359.1

cdk5 and abl1 enzyme substrate 1 isoform x1

-0.32

-1.64

Cluster-34759.0

Cluster-31184.0

potassium voltage-gated channel subfamily kqt member 1-like

1.77

-1.05

Cluster-34896.1

Cluster-17945.0

troponin slow skeletal muscle-like isoform x1

-2.97

0.77

Cluster-34906.1

Cluster-1785.1948
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btb poz domain-containing adapter for cul3-mediated degradation
protein 1

0.37

-0.71

Cluster-34936.0

Cluster-22576.0

mpv17-like protein 2

0.89

-0.17

Cluster-34980.0

Cluster-14994.0

inhibin beta b chain-like

-4.21

3.48

Cluster-34994.0

Cluster-23161.0

syntaxin-6

0.31

-1.13

Cluster-35045.0

Cluster-1785.2674

probable crossover junction endonuclease eme2 isoform x1

-2.19

-0.76

Cluster-35076.0

Cluster-22215.0

mediator of rna polymerase ii transcription subunit 17

-0.93

0.03

Cluster-35100.2

Cluster-1785.13812

transcription factor e2f1

0.82

2.52

Cluster-35209.0

Cluster-35522.0

protein-methionine sulfoxide oxidase mical2 isoform x5

-1.48

-2.86

Cluster-35301.0

Cluster-1785.444

tyrosine-protein kinase fes fps

-1.52

1.62

Cluster-35452.0

Cluster-35872.1

e3 ubiquitin-protein ligase trim39-like

-0.95

-4.10

Cluster-35477.0

Cluster-11471.0

myocardial zonula adherens isoform x1

-0.30

1.05

Cluster-35638.0

Cluster-33540.0

ras-related protein rab-9a-like

1.26

-0.33

Cluster-35693.0

Cluster-36503.3

sorting nexin-24

-1.14

0.08

Cluster-35703.1

Cluster-1785.1322

heterogeneous nuclear ribonucleoprotein q isoform x1

0.00

1.17

Cluster-35791.1

Cluster-11321.1

acid trehalase-like protein 1

0.70

-0.38

Cluster-35883.0

Cluster-35094.1

bmp and activin membrane-bound inhibitor homolog

0.46

-1.84

Cluster-35900.3

Cluster-34871.0

endonuclease iii-like protein 1

-1.91

0.07

Cluster-35922.0

Cluster-24289.1

otu domain-containing protein 4

0.48

-0.91

Cluster-35947.0

Cluster-35175.0

mbt domain-containing protein 1 isoform x1

-0.70

-2.18

Cluster-35961.0

Cluster-24281.0

protein enabled homolog isoform x2

-0.58

1.13

Cluster-35978.1

Cluster-21661.0

xk-related protein 9

3.93

-1.13

Cluster-36044.0

Cluster-18948.0

period circadian protein homolog 1

3.88

1.30

Cluster-36073.0

Cluster-17766.0

little elongation complex subunit 2

-0.26

1.38

Cluster-36093.0

Cluster-35194.0

transmembrane protein 161b

-0.35

-1.61

Cluster-36142.0

Cluster-19074.0

ctp synthase 1-like

0.69

-0.56

Cluster-36241.0

Cluster-30221.0

transmembrane and coiled-coil domains protein 1-like isoform x1

0.02

-1.01

Cluster-36344.0

Cluster-14481.0

rab11 family-interacting protein 3 isoform x2

0.52

-1.41

Cluster-36392.0

Cluster-22622.0
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integrin-linked kinase-associated serine threonine phosphatase 2c

-1.31

0.46

Cluster-36407.3

Cluster-1785.4490

lactation elevated protein 1

-2.14

-0.67

Cluster-36437.1

Cluster-25395.0

alkaline ceramidase 2

-0.40

1.84

Cluster-36495.0

Cluster-14106.0

polycystic kidney disease protein 1-like 2

0.80

-1.46

Cluster-36509.0

Cluster-27256.0

glycine dehydrogenase mitochondrial

1.58

-0.64

Cluster-36522.1

Cluster-1785.10977

adenylate cyclase type 6-like

1.82

-0.33

Cluster-36535.2

Cluster-1785.4646

vascular endothelial zinc finger 1-like isoform x2

0.48

-0.47

Cluster-36583.0

Cluster-28134.0

ceramide kinase-like isoform x2

-1.53

-0.27

Cluster-36590.0

Cluster-22027.0

beta- -galactosyltransferase 2-like

-0.98

0.66

Cluster-36601.0

Cluster-17819.0

glycogenin-1-like isoform x1

-0.19

1.50

Cluster-36691.10348

Cluster-34545.0

serine threonine-protein kinase ulk1-like isoform x2

0.38

-0.86

Cluster-36691.10384

Cluster-36371.0

histidine ammonia-lyase

1.59

-0.31

Cluster-36691.10454

Cluster-30154.0

fas-associated death domain protein

0.60

2.06

Cluster-36691.10539

Cluster-1785.6919

tumor protein p53-inducible nuclear protein 1

4.02

2.53

Cluster-36691.11000

Cluster-1785.3864

beta-galactoside-binding lectin-like

-0.81

1.14

Cluster-36691.1106

Cluster-17437.1

cytochrome p450 1b1

0.25

3.08

Cluster-36691.1110

Cluster-7930.0

nad-dependent protein deacylase sirtuin- mitochondrial-like

-0.18

-1.27

Cluster-36691.11161

Cluster-1785.1225

hedgehog-interacting protein

-0.36

-1.48

Cluster-36691.11433

Cluster-19743.0

sodium-dependent phosphate transporter 1-b-like

1.00

-0.16

Cluster-36691.11727

Cluster-35319.0

e3 ubiquitin-protein ligase trim21-like

0.15

-1.42

Cluster-36691.11847

Cluster-1785.12987

epidermal retinol dehydrogenase 2

1.24

-0.06

Cluster-36691.12028

Cluster-1785.13284

nucleolar protein of 40 kda

0.21

-1.32

Cluster-36691.12246

Cluster-20072.0

circadian locomoter output cycles protein kaput-like

-0.67

-1.69

Cluster-36691.12293

Cluster-24148.0

serine threonine-protein kinase sgk1 isoform x2

3.80

0.11

Cluster-36691.12300

Cluster-19699.0

11-cis retinol dehydrogenase

2.16

0.03

Cluster-36691.1246

Cluster-36475.1

delta-1-pyrroline-5-carboxylate mitochondrial

1.27

-0.54

Cluster-36691.12565

Cluster-1785.12211

inhibitor of growth protein 1

-0.05

-1.16

Cluster-36691.12810

Cluster-19718.0

acyl- synthetase family member mitochondrial-like

-1.76

1.22

Cluster-36691.12912

Cluster-1785.4149
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receptor-interacting serine threonine-protein kinase 4

-0.93

1.34

Cluster-36691.13123

Cluster-23935.0

sodium-coupled neutral amino acid transporter 2

4.00

2.30

Cluster-36691.13153

Cluster-1785.13238

vesicle transport protein sec20-like

0.31

-0.93

Cluster-36691.13237

Cluster-15760.0

d-amino-acid oxidase

1.37

-0.65

Cluster-36691.13276

Cluster-14427.4

patatin-like phospholipase domain-containing protein 2

0.34

2.48

Cluster-36691.13455

Cluster-1785.12483

vang-like protein 1 isoform x1

-0.55

0.76

Cluster-36691.13553

Cluster-1785.13804

beta- -n-acetylglucosaminyltransferase radical fringe

1.05

-0.30

Cluster-36691.13827

Cluster-1785.7988

beta- n-acetylgalactosaminyltransferase 1-like

0.77

-1.03

Cluster-36691.14105

Cluster-29121.2

methyltransferase-like protein 7a

-0.02

-1.30

Cluster-36691.14196

Cluster-25156.0

heparan sulfate glucosamine 3-o-sulfotransferase 3b1-like

-1.67

-0.16

Cluster-36691.14389

Cluster-32991.0

methylthioribose-1-phosphate isomerase

-0.98

0.66

Cluster-36691.14438

Cluster-19602.0

zinc finger protein zic 4-like

-1.70

-0.04

Cluster-36691.14445

Cluster-17319.0

jmjc domain-containing protein 8

-2.61

-0.69

Cluster-36691.14463

Cluster-17600.1

dis3-like exonuclease 1

-0.95

0.19

Cluster-36691.14502

Cluster-32908.0

nuclear receptor subfamily 0 group b member 2

0.46

-2.63

Cluster-36691.14517

Cluster-24279.0

adp-ribosylation factor-like protein 5b

1.46

3.16

Cluster-36691.14606

Cluster-17516.1

morc family cw-type zinc finger protein 3

-0.74

0.26

Cluster-36691.14617

Cluster-1785.12307

phosphatidylinositol 4-phosphate 5-kinase type-1 beta-like

0.41

2.36

Cluster-36691.14674

Cluster-1785.2005

fibroblast growth factor receptor 4-like

0.14

-1.71

Cluster-36691.14774

Cluster-33705.0

unconventional myosin-xix isoform x1

1.11

-0.73

Cluster-36691.15182

Cluster-32548.0

px domain-containing protein 1

-0.04

-1.35

Cluster-36691.1545

Cluster-19800.0

protein yippee-like 3

-2.75

-1.18

Cluster-36691.15611

Cluster-1785.12745

opsin- partial

4.28

-0.60

Cluster-36691.15708

Cluster-31586.0

tnf receptor-associated factor 6

-1.28

0.25

Cluster-36691.15826

Cluster-34680.0

formin-binding protein 1-like isoform x1

0.48

-0.63

Cluster-36691.1590

Cluster-1785.13005

metastasis-associated protein mta3

-1.12

0.05

Cluster-36691.15922

Cluster-29668.0

bis(5 -adenosyl)-triphosphatase enpp4

1.29

-0.30

Cluster-36691.16083

Cluster-1785.10337

presenilins-associated rhomboid-like mitochondrial

-1.55

-0.21

Cluster-36691.16162

Cluster-1785.13865
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serine arginine repetitive matrix protein 1

-0.88

1.52

Cluster-36691.16208

Cluster-15304.2

excitatory amino acid transporter 1-like

-1.67

-0.11

Cluster-36691.16266

Cluster-1785.10367

heparan-alpha-glucosaminide n-acetyltransferase-like

-2.53

-0.51

Cluster-36691.16563

Cluster-5948.0

acyl- synthetase family member mitochondrial-like

-1.39

0.93

Cluster-36691.17030

Cluster-1785.4151

solute carrier family 13 member 5-like

0.80

-1.01

Cluster-36691.17386

Cluster-1785.11515

b-cell lymphoma 6 protein isoform x1

1.91

-0.81

Cluster-36691.17445

Cluster-18618.0

inositol-3-phosphate synthase 1

3.22

1.54

Cluster-36691.17576

Cluster-1785.2297

serine cytosolic

0.96

-0.68

Cluster-36691.17742

Cluster-29275.0

wd repeat and fyve domain-containing protein 1

0.20

-1.64

Cluster-36691.17827

Cluster-1785.8476

serine threonine tyrosine-interacting protein

-0.10

1.18

Cluster-36691.1788

Cluster-22011.0

prkc apoptosis wt1 regulator protein

0.63

-0.43

Cluster-36691.18057

Cluster-35278.0

canalicular multispecific organic anion transporter 1

0.78

-0.51

Cluster-36691.18091

Cluster-1785.13287

paired amphipathic helix protein sin3a-like

-3.28

-1.94

Cluster-36691.18270

Cluster-1785.9425

peroxisome proliferator-activated receptor delta

0.87

-0.54

Cluster-36691.18457

Cluster-28971.0

vacuolar fusion protein mon1 homolog a

-0.21

-1.60

Cluster-36691.18521

Cluster-33378.0

monocarboxylate transporter 2-like

-0.16

-1.35

Cluster-36691.18523

Cluster-30258.1

sulfotransferase 1c1-like

-1.95

1.13

Cluster-36691.18534

Cluster-29327.1

activating signal cointegrator 1 complex subunit 1

0.46

-0.95

Cluster-36691.208

Cluster-1785.13631

phd finger protein 21b isoform x2

-0.52

-1.85

Cluster-36691.2273

Cluster-30736.1

atp-dependent rna helicase ddx19b

1.28

0.16

Cluster-36691.2288

Cluster-10494.0

dimethylglycine mitochondrial

0.80

-0.98

Cluster-36691.2366

Cluster-1785.13445

indian hedgehog b

-0.36

-1.33

Cluster-36691.2431

Cluster-32290.0

glutaminase kidney mitochondrial-like

1.70

-1.43

Cluster-36691.2499

Cluster-1785.6185

procollagen c-endopeptidase enhancer 2

1.14

-0.40

Cluster-36691.2519

Cluster-1785.7076

nadph:adrenodoxin mitochondrial

-1.13

-0.09

Cluster-36691.2761

Cluster-1785.10787

probable c-mannosyltransferase dpy19l1

1.23

-0.53

Cluster-36691.2889

Cluster-32396.0

lysine-specific demethylase 4b-like

-0.17

-1.46

Cluster-36691.291

Cluster-23023.0

sarcosine mitochondrial

1.75

-0.35

Cluster-36691.3074

Cluster-1785.7620
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wd repeat and socs box-containing protein 2

-0.20

2.00

Cluster-36691.3079

Cluster-1785.13773

f-box-like wd repeat-containing protein tbl1x

1.82

0.62

Cluster-36691.3152

Cluster-20385.0

sulfite mitochondrial

0.37

2.33

Cluster-36691.3209

Cluster-1785.3071

uridine phosphorylase 2

1.87

0.17

Cluster-36691.3381

Cluster-22485.1

trna (uracil-5-)-methyltransferase homolog a

1.09

-0.04

Cluster-36691.3611

Cluster-17518.0

phosphatidylinositol 4-phosphate 5-kinase type-1 alpha-like

-1.02

0.12

Cluster-36691.3687

Cluster-15562.0

cingulin isoform x3

1.04

-0.13

Cluster-36691.3785

Cluster-32587.0

arsenite methyltransferase-like

1.08

-0.70

Cluster-36691.394

Cluster-1842.2

ras association domain-containing protein 6

0.56

-0.64

Cluster-36691.3945

Cluster-16186.2

glucoside xylosyltransferase 1-like isoform x1

-0.97

-2.55

Cluster-36691.4075

Cluster-24087.0

transmembrane protein 56-b-like

-1.96

-0.02

Cluster-36691.4150

Cluster-33335.1

transmembrane protein 56-b-like

-1.15

0.35

Cluster-36691.4151

Cluster-33335.0

rab-like protein 2b

-0.26

1.43

Cluster-36691.418

Cluster-35601.0

l _3

-4.95

-0.65

Cluster-36691.4232

Cluster-1785.9337

e3 ubiquitin-protein ligase xiap-like

2.19

0.90

Cluster-36691.4275

Cluster-31084.0

eukaryotic translation initiation factor 3 subunit e-b

0.14

1.46

Cluster-36691.4622

Cluster-25005.1

protein farnesyltransferase geranylgeranyltransferase type-1 subunit
alpha

0.01

-1.26

Cluster-36691.463

Cluster-1785.8528

a disintegrin and metalloproteinase with thrombospondin motifs 6

-1.13

1.19

Cluster-36691.4640

Cluster-21266.0

gap junction alpha-4 protein

1.08

-0.26

Cluster-36691.4892

Cluster-32705.0

serine threonine-protein kinase rio3

2.04

0.49

Cluster-36691.4914

Cluster-1785.13233

run and fyve domain-containing protein 2 isoform x1

0.40

-0.87

Cluster-36691.5029

Cluster-1785.8009

krueppel-like factor 11

-0.19

2.02

Cluster-36691.5060

Cluster-1785.1179

krueppel-like factor 11

0.56

2.94

Cluster-36691.5061

Cluster-1785.1159

gtp-binding protein 1 isoform x1

-0.26

-1.17

Cluster-36691.5285

Cluster-29601.0

3-hydroxyacyl- dehydrogenase type-2

0.81

-0.23

Cluster-36691.5365

Cluster-1785.11084

rna-directed dna polymerase from mobile element jockey-like

-1.01

1.18

Cluster-36691.5403

Cluster-1785.779

solute carrier family 35 member f5

-0.80

0.62

Cluster-36691.553

Cluster-1785.1577
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acidic leucine-rich nuclear phosphoprotein 32 family member b

-0.97

0.31

Cluster-36691.5596

Cluster-1785.2703

abhydrolase domain-containing protein 4

1.46

-1.25

Cluster-36691.5642

Cluster-23153.0

dna helicase ino80 isoform x1

-0.50

1.06

Cluster-36691.5916

Cluster-19790.1

protein sprouty homolog 4

2.75

0.24

Cluster-36691.5982

Cluster-21080.0

beta-galactosidase

0.77

-0.24

Cluster-36691.6205

Cluster-1785.13178

long-chain fatty acid transport protein 6

-0.90

0.66

Cluster-36691.6218

Cluster-1785.10191

mitochondrial 2-oxodicarboxylate carrier

-1.56

0.45

Cluster-36691.6425

Cluster-31448.0

lon peptidase n-terminal domain and ring finger protein 1-like

1.15

-0.01

Cluster-36691.6473

Cluster-23356.0

dual specificity protein phosphatase 13 isoform a-like

-3.88

0.29

Cluster-36691.6494

Cluster-28610.0

induced myeloid leukemia cell differentiation protein mcl-1 homolog

1.08

2.72

Cluster-36691.6689

Cluster-1785.7457

stromal cell-derived factor 2-like

1.11

-0.84

Cluster-36691.6751

Cluster-10772.0

phosphoserine phosphatase

-0.50

1.52

Cluster-36691.7152

Cluster-10303.1

neurocalcin-delta b

-1.26

1.37

Cluster-36691.7319

Cluster-28798.2

glycerol-3-phosphate acyltransferase 3-like

2.26

-0.11

Cluster-36691.7479

Cluster-1785.416

ubiquitin-conjugating enzyme e2 variant 3-like

0.80

-0.79

Cluster-36691.7797

Cluster-1785.10124

c-type lysozyme

0.17

3.07

Cluster-36691.8098

Cluster-16553.0

cyclin-dependent kinase 18

0.86

-0.70

Cluster-36691.8307

Cluster-1785.11714

protein tob1-like

3.08

1.47

Cluster-36691.8317

Cluster-1785.10229

-dihydroxyvitamin d 24- mitochondrial

2.85

0.00

Cluster-36691.8422

Cluster-1785.11481

3-hydroxy-3-methylglutaryl-coenzyme a reductase

1.19

-0.92

Cluster-36691.8589

Cluster-31593.0

lysoplasmalogenase-like

-0.99

0.15

Cluster-36691.8599

Cluster-1785.14059

polyhomeotic-like protein 2 isoform x1

0.16

-0.79

Cluster-36691.8722

Cluster-8991.0

dna-directed dna rna polymerase mu

-0.31

-2.06

Cluster-36691.8744

Cluster-34889.0

rna-directed dna polymerase from transposon bs

0.31

2.03

Cluster-36691.8838

Cluster-28372.0

high mobility group protein b1-like

3.69

1.25

Cluster-36691.891

Cluster-21053.0

tsc22 domain family protein 3 isoform x1

1.07

-0.39

Cluster-36691.8926

Cluster-14345.0

5 -amp-activated protein kinase catalytic subunit alpha-1

-0.30

0.72

Cluster-36691.9094

Cluster-35802.2
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b-cell lymphoma 6 protein homolog isoform x2

1.85

-1.24

Cluster-36691.914

Cluster-8717.1

maspardin

0.44

-0.80

Cluster-36691.9367

Cluster-1785.8085

myosin light chain smooth muscle-like isoform x1

0.90

-0.49

Cluster-36691.964

Cluster-1785.13163

4-aminobutyrate mitochondrial

1.29

-0.14

Cluster-36691.9720

Cluster-21652.0

integrator complex subunit 10 isoform x2

0.46

-1.31

Cluster-36691.9768

Cluster-27080.0

solute carrier family 12 member 9

1.31

-0.42

Cluster-36691.9812

Cluster-33946.1

guanylate kinase isoform x2

-0.53

0.62

Cluster-36880.0

Cluster-28391.0

cytosolic 5 -nucleotidase 3a isoform x1

2.57

0.34

Cluster-36981.1

Cluster-32404.0

krueppel-like factor 1

-1.06

0.91

Cluster-37055.0

Cluster-12637.0

ectonucleoside triphosphate diphosphohydrolase 4 isoform x1

-0.05

0.91

Cluster-37097.0

Cluster-20421.0

alkylated dna repair protein alkb homolog 1

-1.79

-0.26

Cluster-37222.1

Cluster-33504.1

ccaat enhancer-binding protein alpha

0.03

2.06

Cluster-5453.0

Cluster-24172.0

coiled-coil domain-containing protein 39

-0.72

1.96

Cluster-5521.1

Cluster-1785.11743

dihydropyrimidinase-related protein 2 isoform x1

-1.43

1.31

Cluster-5673.1

Cluster-26894.0

probable atp-dependent rna helicase ddx41

-0.70

2.20

Cluster-5811.0

Cluster-26295.0

von willebrand factor

-2.81

0.58

Cluster-5814.0

Cluster-28546.0

cgmp-inhibited 3 -cyclic phosphodiesterase b

0.79

-0.18

Cluster-6135.0

Cluster-1785.7540

e3 sumo-protein ligase nse2

1.37

-1.01

Cluster-6242.0

Cluster-34293.0

deoxyribonuclease gamma-like

4.22

-0.09

Cluster-6529.0

Cluster-33772.0

sphingosine-1-phosphate phosphatase 1-like

-0.50

-2.07

Cluster-6829.0

Cluster-17923.0

beta- -galactosyltransferase 6

-1.90

-0.01

Cluster-6866.0

Cluster-1785.9393

myoferlin-like isoform x1

-0.83

0.89

Cluster-7026.0

Cluster-18153.0

palmitoyltransferase zdhhc3-like isoform x2

-0.04

-1.65

Cluster-7127.1

Cluster-1785.11605

popeye domain-containing protein 2 isoform x1

0.32

-1.50

Cluster-7400.0

Cluster-8449.1

cyclin-dependent kinase 2-associated protein 1 isoform x1

-2.06

-0.45

Cluster-7535.0

Cluster-20778.0

creatine kinase m-type

-6.19

0.64

Cluster-7774.2

Cluster-27377.6

histone h2a

4.31

2.47

Cluster-7915.6

Cluster-1785.5498

protein dispatched homolog 1

2.02

0.91

Cluster-8090.0

Cluster-24651.0

!
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!

nuclear receptor subfamily 1 group d member 2

2.86

0.86

Cluster-8263.0

Cluster-36141.1

huntingtin-interacting protein 1-related protein

1.48

-0.58

Cluster-8538.0

Cluster-31849.0

retinol-binding protein 1-like

2.03

0.05

Cluster-8749.0

Cluster-1785.12595

ras-related protein rab-8b

0.48

1.80

Cluster-8850.0

Cluster-29133.0

tfiih basal transcription factor complex helicase xpd subunit

1.01

-0.19

Cluster-8856.2

Cluster-1785.166

transcription factor -like isoform x2

-0.48

-1.53

Cluster-9754.0

Cluster-21746.0

b-cell cll lymphoma 7 protein family member a isoform x1

8.27

-0.69

Cluster-978.0

Cluster-1785.6797

sideroflexin-1

0.20

-1.33

Cluster-9790.0

Cluster-1785.10193

phosphatidate phosphatase lpin2-like isoform x2

1.60

-0.40

Cluster-9852.0

Cluster-34285.2

ets translocation variant 5 isoform x1

3.04

0.90

Cluster-9864.5

Cluster-30082.0

csc1-like protein 2 isoform x1

1.57

0.13

Cluster-9906.0

Cluster-35876.0

!

Appendix A4: Gene Ontology biological process categories that are over-represented by genes differentially transcribed in round goby
(RG) and tubenose goby (TNG) liver tissue in response to high and low temperature challenges. Categories are grouped by those
represented by genes that are either up or down regulated to indicate turning on or off of biological function. (GO ID: Gene Ontology
accession number, DE: number of differentially expressed genes with that GO annotation, Total: total number of genes with that GO
annotation, p-value: uncorrected p-value from exact test performed by goseq software, FDR: false discovery rate adjusted p-value).
GO ID

Description

DE

Total

p-value

FDR

High Temperature
Up regulated
RG
TNG

GO:0002252

immune effector process

5

49

1.50E-05

2.86E-02

GO:0002684

positive regulation of immune system process

6

80

1.21E-05

2.86E-02

GO:0002253

activation of immune response

5

59

3.78E-05

4.57E-02

GO:0050778

positive regulation of immune response

5

62

4.80E-05

4.57E-02

GO:0006959

humoral immune response

3

13

7.02E-05

4.86E-02

Down regulated
RG

183
!

GO:0022402

cell cycle process

32

249

4.59E-23

1.14E-19

GO:1903047

mitotic cell cycle process

27

157

5.76E-23

1.14E-19

GO:0007049

cell cycle

35

349

1.36E-21

1.80E-18

GO:0000278

mitotic cell cycle

27

190

1.08E-20

1.07E-17

GO:0048285

organelle fission

21

126

1.04E-17

8.22E-15

GO:0000280

nuclear division

20

111

1.27E-17

8.39E-15

GO:0007017

microtubule-based process

18

170

7.79E-12

4.41E-09

GO:0007067

mitotic nuclear division

11

45

1.03E-11

5.10E-09

GO:0006996

organelle organization

39

957

7.90E-11

3.47E-08

GO:1902589

single-organism organelle organization

30

668

2.64E-09

7.46E-07

GO:0000819

sister chromatid segregation

7

20

4.36E-09

1.01E-06

GO:0000070

mitotic sister chromatid segregation

7

20

4.36E-09

1.01E-06

!
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GO:0006261

DNA-dependent DNA replication

8

32

6.31E-09

1.39E-06

GO:0098813

nuclear chromosome segregation

7

26

3.44E-08

6.48E-06

GO:0006259

DNA metabolic process

21

388

3.84E-08

6.61E-06

GO:0051301

cell division

10

74

4.20E-08

6.93E-06

GO:0051276

chromosome organization

18

295

6.45E-08

9.83E-06

GO:0007059

chromosome segregation

7

29

7.82E-08

1.15E-05

GO:0071103

DNA conformation change

9

61

9.25E-08

1.31E-05

GO:0000226

microtubule cytoskeleton organization

10

85

1.62E-07

2.14E-05

GO:0030261

chromosome condensation

5

12

3.01E-07

3.73E-05

GO:0007051

spindle organization

7

37

4.70E-07

5.17E-05

GO:0016043

cellular component organization

42

1479

7.82E-07

8.15E-05

GO:0007346

regulation of mitotic cell cycle

8

58

8.33E-07

8.46E-05

GO:0051726

regulation of cell cycle

12

154

8.57E-07

8.48E-05

GO:1901990

regulation of mitotic cell cycle phase transition

7

41

9.27E-07

8.95E-05

GO:1901987

regulation of cell cycle phase transition

7

42

1.08E-06

1.02E-04

GO:0010564

regulation of cell cycle process

9

85

1.64E-06

1.51E-04

GO:0006260

DNA replication

9

92

3.41E-06

2.93E-04

GO:0071840

cellular component organization or biogenesis

42

1575

4.10E-06

3.45E-04

GO:0007010

cytoskeleton organization

15

288

6.22E-06

4.92E-04

GO:0044772

mitotic cell cycle phase transition

7

58

1.01E-05

7.81E-04

GO:0044770

cell cycle phase transition

GO:0044699

single-organism process

GO:0010639

negative regulation of organelle organization

GO:0044763

single-organism cellular process

GO:0033044
GO:0010965

7

60

1.27E-05

9.31E-04

98

5487

1.37E-05

9.85E-04

6

44

2.18E-05

1.54E-03

83

4413

2.56E-05

1.78E-03

regulation of chromosome organization

6

46

2.96E-05

2.02E-03

regulation of mitotic sister chromatid separation

4

15

3.53E-05

2.22E-03

GO:0033045

regulation of sister chromatid segregation

4

15

3.53E-05

2.22E-03

GO:0033047

regulation of mitotic sister chromatid segregation

4

15

3.53E-05

2.22E-03

!

185
!

GO:1902099

regulation of metaphase/anaphase transition of cell cycle

4

15

3.53E-05

2.22E-03

GO:0071173

spindle assembly checkpoint

3

6

4.44E-05

2.63E-03

GO:0071174

mitotic spindle checkpoint

3

6

4.44E-05

2.63E-03

GO:1904667

negative regulation of ubiquitin protein ligase activity

3

6

4.44E-05

2.63E-03

GO:1904666

regulation of ubiquitin protein ligase activity

3

6

4.44E-05

2.63E-03

GO:0006323
GO:0051436

DNA packaging
negative regulation of ubiquitin-protein ligase activity involved in
mitotic cell cycle

5
3

33
7

6.85E-05
7.54E-05

3.96E-03
3.96E-03

GO:0033046

negative regulation of sister chromatid segregation

3

7

7.70E-05

3.96E-03

GO:0033048

negative regulation of mitotic sister chromatid segregation

3

7

7.70E-05

3.96E-03

GO:0045839

negative regulation of mitotic nuclear division

3

7

7.70E-05

3.96E-03

GO:0045841

negative regulation of mitotic metaphase/anaphase transition

3

7

7.70E-05

3.96E-03

GO:0051983

regulation of chromosome segregation

4

18

7.63E-05

3.96E-03

GO:0051985
GO:1902100

negative regulation of chromosome segregation
negative regulation of metaphase/anaphase transition of cell cycle

3
3

7
7

7.70E-05
7.70E-05

3.96E-03
3.96E-03

GO:2000816

negative regulation of mitotic sister chromatid separation

3

7

7.70E-05

3.96E-03

GO:0007088

regulation of mitotic nuclear division

4

19

9.76E-05

4.47E-03

GO:0033043

regulation of organelle organization

11

209

1.04E-04

4.67E-03

GO:0031577

3

8

1.21E-04

5.11E-03

GO:0032435

spindle checkpoint
negative regulation of proteasomal ubiquitin-dependent protein catabolic
process

3

8

1.20E-04

5.11E-03

GO:0051782

negative regulation of cell division

3

8

1.23E-04

5.11E-03

GO:0051784

negative regulation of nuclear division

3

8

1.23E-04

5.11E-03

GO:1901799

negative regulation of proteasomal protein catabolic process

3

8

1.20E-04

5.11E-03

GO:0032392

DNA geometric change

4

21

1.46E-04

5.95E-03

GO:0000075
GO:1903051

cell cycle checkpoint
negative regulation of proteolysis involved in cellular protein catabolic
process

5
3

40
9

1.69E-04
1.78E-04

6.77E-03
6.93E-03

GO:1903363

negative regulation of cellular protein catabolic process

3

9

1.78E-04

6.93E-03

GO:0030071

regulation of mitotic metaphase/anaphase transition

3

10

2.56E-04

9.40E-03

!
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GO:0032434

regulation of proteasomal ubiquitin-dependent protein catabolic process

4

25

3.01E-04

1.08E-02

GO:0051783

regulation of nuclear division

4

26

3.44E-04

1.23E-02

GO:0042177

negative regulation of protein catabolic process

3

11

3.47E-04

1.23E-02

GO:0051129

negative regulation of cellular component organization

6

73

3.89E-04

1.35E-02

GO:0007091

metaphase/anaphase transition of mitotic cell cycle

3

12

4.48E-04

1.50E-02

GO:0044784

metaphase/anaphase transition of cell cycle

3

12

4.48E-04

1.50E-02

GO:0051302
GO:0031145

regulation of cell division
anaphase-promoting complex-dependent proteasomal ubiquitindependent protein catabolic process

5
3

51
13

5.41E-04
5.71E-04

1.79E-02
1.86E-02

GO:0051444

negative regulation of ubiquitin-protein transferase activity

3

13

5.88E-04

1.86E-02

GO:0031397

negative regulation of protein ubiquitination

3

13

5.88E-04

1.86E-02

GO:0051352
GO:0051439

negative regulation of ligase activity
regulation of ubiquitin-protein ligase activity involved in mitotic cell
cycle

3
3

13
13

5.88E-04
5.88E-04

1.86E-02
1.86E-02

GO:0031109

microtubule polymerization or depolymerization

GO:0009987

cellular process

GO:0010948

3

14

7.30E-04

2.30E-02

106

6632

9.72E-04

3.03E-02

negative regulation of cell cycle process

4

34

1.02E-03

3.14E-02

GO:2001251

negative regulation of chromosome organization

3

16

1.15E-03

3.52E-02

GO:0070507

regulation of microtubule cytoskeleton organization

3

17

1.31E-03

3.96E-02

GO:0007098

centrosome cycle

3

17

1.35E-03

4.02E-02

GO:0051297

centrosome organization

3

17

1.35E-03

4.02E-02

GO:0061136

regulation of proteasomal protein catabolic process

4

37

1.40E-03

4.14E-02

GO:0031330

negative regulation of cellular catabolic process

3

18

1.63E-03

4.79E-02

GO:0045005

DNA-dependent DNA replication maintenance of fidelity

2

5

1.71E-03

4.97E-02

GO:0034660

ncRNA metabolic process

12

191

1.48E-07

5.65E-04

GO:0006418

tRNA aminoacylation for protein translation

6

38

1.09E-06

1.08E-03

GO:0043038

amino acid activation

6

41

1.72E-06

1.08E-03

GO:0043039

tRNA aminoacylation

6

39

1.27E-06

1.08E-03

!

GO:0006399

tRNA metabolic process

7

94

2.23E-05

9.46E-03

GO:0016072

rRNA metabolic process

6

78

7.31E-05

2.78E-02

GO:0006520

cellular amino acid metabolic process

9

213

1.34E-04

4.64E-02

Low Temperature
Up regulated
RG

187
!

GO:0019752

carboxylic acid metabolic process

86

398

3.48E-08

6.88E-05

GO:0006082

organic acid metabolic process

88

424

1.57E-07

2.07E-04

GO:0043436

oxoacid metabolic process

87

423

2.72E-07

2.69E-04

GO:0044281

small molecule metabolic process

148

836

5.23E-07

4.14E-04

GO:1901575

organic substance catabolic process

114

610

1.15E-06

7.59E-04

GO:0009056

catabolic process

125

695

3.15E-06

1.78E-03

GO:0006787

porphyrin-containing compound catabolic process

6

7

2.09E-05

5.17E-03

GO:0033015

tetrapyrrole catabolic process

6

7

2.09E-05

5.17E-03

GO:0051186

cofactor metabolic process

42

178

1.73E-05

5.17E-03

GO:0051187

cofactor catabolic process

8

12

1.61E-05

5.17E-03

GO:0044257

cellular protein catabolic process

54

251

2.30E-05

5.36E-03

GO:0030163

protein catabolic process

56

270

4.80E-05

1.00E-02

GO:0044248

cellular catabolic process

106

602

5.51E-05

1.09E-02

GO:0006732

coenzyme metabolic process

36

152

6.21E-05

1.17E-02

GO:0015809

arginine transport

5

6

1.49E-04

1.34E-02

GO:0015819

lysine transport

5

6

1.49E-04

1.34E-02

GO:0043090

amino acid import

5

6

1.49E-04

1.34E-02

GO:0043091

L-arginine import

5

6

1.49E-04

1.34E-02

GO:0043092

L-amino acid import

5

6

1.49E-04

1.34E-02

GO:0050896

response to stimulus

332

2276

1.15E-04

1.34E-02

GO:0051603

proteolysis involved in cellular protein catabolic process

48

230

1.39E-04

1.34E-02

GO:0089718

amino acid import across plasma membrane

5

6

1.49E-04

1.34E-02

!
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GO:0090467

arginine import

5

6

1.49E-04

1.34E-02

GO:0098739

import across plasma membrane

5

6

1.49E-04

1.34E-02

GO:1902022

L-lysine transport

5

6

1.49E-04

1.34E-02

GO:1902023

L-arginine transport

5

6

1.49E-04

1.34E-02

GO:1902475

L-alpha-amino acid transmembrane transport

5

6

1.49E-04

1.34E-02

GO:1902765

L-arginine import into cell

5

6

1.49E-04

1.34E-02

GO:1902837

amino acid import into cell

5

6

1.49E-04

1.34E-02

GO:1903400

L-arginine transmembrane transport

5

6

1.49E-04

1.34E-02

GO:1903826

arginine transmembrane transport

5

6

1.49E-04

1.34E-02

GO:2001234

negative regulation of apoptotic signaling pathway

8

15

1.36E-04

1.34E-02

GO:0006165

nucleoside diphosphate phosphorylation

12

31

1.69E-04

1.43E-02

GO:0006757

ATP generation from ADP

12

31

1.69E-04

1.43E-02

GO:0044283

small molecule biosynthetic process

GO:0042221

response to chemical

GO:0009719

35

153

1.69E-04

1.43E-02

104

605

1.73E-04

1.43E-02

response to endogenous stimulus

56

284

1.88E-04

1.47E-02

GO:0019941

modification-dependent protein catabolic process

46

220

1.83E-04

1.47E-02

GO:0051707

response to other organism

28

114

2.13E-04

1.62E-02

GO:0009607

response to biotic stimulus

28

115

2.49E-04

1.79E-02

GO:0043207

response to external biotic stimulus

28

115

2.49E-04

1.79E-02

GO:0043632

modification-dependent macromolecule catabolic process

46

223

2.53E-04

1.79E-02

GO:0072521

purine-containing compound metabolic process

42

198

2.48E-04

1.79E-02

GO:0071103

DNA conformation change

18

61

2.64E-04

1.84E-02

GO:1901605

alpha-amino acid metabolic process

33

146

3.20E-04

2.11E-02

GO:0010033

response to organic substance

79

444

3.53E-04

2.22E-02

GO:0060548

negative regulation of cell death

26

106

3.53E-04

2.22E-02

GO:1901657

glycosyl compound metabolic process

37

171

3.68E-04

2.24E-02

GO:0044710

single-organism metabolic process

319

2214

3.74E-04

2.24E-02

GO:0009628

response to abiotic stimulus

35

159

3.81E-04

2.25E-02

!
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!

GO:0006090

pyruvate metabolic process

12

34

4.56E-04

2.52E-02

GO:0006520

cellular amino acid metabolic process

43

210

4.48E-04

2.52E-02

GO:0015802

basic amino acid transport

5

7

4.66E-04

2.52E-02

GO:0098657

import into cell

5

7

4.62E-04

2.52E-02

GO:0007623

circadian rhythm

9

21

4.77E-04

2.55E-02

GO:0070887

cellular response to chemical stimulus

77

437

5.68E-04

3.00E-02

GO:0033993

response to lipid

24

98

5.97E-04

3.11E-02

GO:0009119

ribonucleoside metabolic process

33

151

6.21E-04

3.14E-02

GO:0043069

negative regulation of programmed cell death

25

104

6.28E-04

3.14E-02

GO:0071495

cellular response to endogenous stimulus

48

245

6.15E-04

3.14E-02

GO:0006733

oxidoreduction coenzyme metabolic process

19

71

6.78E-04

3.31E-02

GO:0009063

cellular amino acid catabolic process

16

56

7.87E-04

3.76E-02

GO:0009135

purine nucleoside diphosphate metabolic process

12

36

8.16E-04

3.76E-02

GO:0009179

purine ribonucleoside diphosphate metabolic process

12

36

8.16E-04

3.76E-02

GO:0009185

ribonucleoside diphosphate metabolic process

12

36

8.16E-04

3.76E-02

GO:0046031

ADP metabolic process

12

36

8.16E-04

3.76E-02

GO:0044265

cellular macromolecule catabolic process

GO:0044699

single-organism process

GO:0016051

61

334

8.63E-04

3.88E-02

727

5487

8.54E-04

3.88E-02

carbohydrate biosynthetic process

14

46

8.78E-04

3.91E-02

GO:0055086

nucleobase-containing small molecule metabolic process

60

328

9.07E-04

3.95E-02

GO:0015822
GO:1902253

ornithine transport
regulation of intrinsic apoptotic signaling pathway by p53 class mediator

4
4

5
5

9.55E-04
9.93E-04

4.07E-02
4.14E-02

GO:0009396

folic acid-containing compound biosynthetic process

4

5

1.02E-03

4.22E-02

GO:0006261

DNA-dependent DNA replication

11

32

1.04E-03

4.23E-02

GO:0006334

nucleosome assembly

GO:0065004

protein-DNA complex assembly

GO:0002237

response to molecule of bacterial origin

GO:0006952

defense response

5

8

1.05E-03

4.23E-02

13

42

1.07E-03

4.27E-02

5

8

1.10E-03

4.36E-02

34

163

1.28E-03

4.89E-02
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GO:0032787

monocarboxylic acid metabolic process

31

145

1.27E-03

4.89E-02

GO:0072524

pyridine-containing compound metabolic process

18

69

1.29E-03

4.89E-02

GO:0010498

proteasomal protein catabolic process

28

127

1.31E-03

4.94E-02

GO:0050896

response to stimulus

324

2185

3.34E-10

1.27E-06

GO:0009719

response to endogenous stimulus

63

275

6.64E-09

8.74E-06

GO:0050789

regulation of biological process

415

3006

7.63E-09

8.74E-06

GO:1901700

response to oxygen-containing compound

42

151

9.18E-09

8.74E-06

GO:0009725

response to hormone

44

167

2.48E-08

1.82E-05

GO:0010033

response to organic substance

82

410

2.86E-08

1.82E-05

GO:0065007

biological regulation

437

3231

3.58E-08

1.95E-05

GO:0071495

cellular response to endogenous stimulus

55

242

7.49E-08

3.57E-05

GO:0050794

regulation of cellular process

385

2810

8.52E-08

3.61E-05

GO:0042221

response to chemical

103

575

1.72E-07

6.55E-05

GO:0032870

cellular response to hormone stimulus

34

129

9.38E-07

2.98E-04

GO:0006954

inflammatory response

13

28

2.63E-06

6.26E-04

GO:0010243

response to organonitrogen compound

GO:0051716

cellular response to stimulus

GO:1901652

26

89

2.20E-06

6.26E-04

261

1837

2.52E-06

6.26E-04

response to peptide

20

59

2.61E-06

6.26E-04

GO:1901698

response to nitrogen compound

27

98

4.86E-06

1.09E-03

GO:0070887

cellular response to chemical stimulus

75

414

9.52E-06

2.01E-03

GO:0070613

regulation of protein processing

6

7

1.19E-05

2.27E-03

GO:1903318

negative regulation of protein maturation

6

7

1.19E-05

2.27E-03

GO:0071310

cellular response to organic substance

63

334

1.36E-05

2.47E-03

GO:0043434

response to peptide hormone

17

51

1.86E-05

3.09E-03

GO:1901701

cellular response to oxygen-containing compound

26

101

2.68E-05

4.26E-03

GO:1903317

regulation of protein maturation

6

8

4.33E-05

6.60E-03

GO:0033993

response to lipid

27

112

6.93E-05

1.02E-02

!

191
!

GO:0007623

circadian rhythm

GO:0009987

cellular process

9

19

8.11E-05

1.07E-02

783

6523

8.29E-05

1.07E-02

GO:0010955

negative regulation of protein processing

5

6

9.25E-05

1.07E-02

GO:0023052

signaling

216

1546

8.54E-05

1.07E-02

GO:0044700

single organism signaling

215

1543

1.05E-04

1.18E-02

GO:0048519

negative regulation of biological process

103

658

1.48E-04

1.61E-02

GO:0007154

cell communication

218

1577

1.53E-04

1.62E-02

GO:0009605

response to external stimulus

61

347

1.62E-04

1.67E-02

GO:0071375

cellular response to peptide hormone stimulus

14

44

1.81E-04

1.82E-02

GO:0009611

response to wounding

31

144

2.03E-04

1.93E-02

GO:0007584

response to nutrient

6

10

2.53E-04

2.30E-02

GO:0006952

defense response

33

160

2.82E-04

2.44E-02

GO:0032196

transposition

19

73

2.88E-04

2.44E-02

GO:0071417

cellular response to organonitrogen compound

18

68

3.09E-04

2.56E-02

GO:0009607

response to biotic stimulus

24

104

3.48E-04

2.65E-02

GO:0009628

response to abiotic stimulus

33

161

3.38E-04

2.65E-02

GO:0043207

response to external biotic stimulus

24

104

3.48E-04

2.65E-02

GO:0051707

response to other organism

24

104

3.48E-04

2.65E-02

GO:0019222

regulation of metabolic process

219

1609

3.68E-04

2.70E-02

GO:0044699

single-organism process

661

5473

4.73E-04

3.33E-02

GO:1901653

cellular response to peptide

14

48

4.89E-04

3.33E-02

GO:1901699

cellular response to nitrogen compound

19

76

4.70E-04

3.33E-02

GO:1903506

regulation of nucleic acid-templated transcription

123

836

4.86E-04

3.33E-02

GO:0030509

BMP signaling pathway

8

19

5.46E-04

3.59E-02

GO:0048511

rhythmic process

10

28

5.44E-04

3.59E-02

GO:0007165

signal transduction

182

1316

5.72E-04

3.70E-02

GO:0051252

regulation of RNA metabolic process

127

872

5.92E-04

3.72E-02

GO:0060255

regulation of macromolecule metabolic process

180

1301

6.05E-04

3.72E-02

!

GO:0014074

response to purine-containing compound

5

8

6.87E-04

4.09E-02

GO:0046683

response to organophosphorus

5

8

6.87E-04

4.09E-02

GO:0010468

regulation of gene expression

139

972

7.05E-04

4.14E-02

GO:1903034

regulation of response to wounding

10

29

7.26E-04

4.19E-02

GO:0031323

regulation of cellular metabolic process

185

1349

7.93E-04

4.51E-02

Down regulated
RG
TNG

Appendix A5: Gene Ontology biological process categories that are over-represented by the most plastic genes (largest 5% of Log2
fold change) up regulated by round goby (RG) and tubenose goby (TNG) liver tissue in response to low temperature challenges. (GO
ID: Gene Ontology accession number, DE: number of differentially expressed genes with that GO annotation, Total: total number of
genes with that GO annotation, p-value: uncorrected p-value from exact test performed by goseq software, FDR: false discovery rate
adjusted p-value).

RG

192
!

GO ID

Description

DE

Total

GO:0006787

porphyrin-containing compound catabolic process

4

GO:0033015

tetrapyrrole catabolic process

GO:0051187

cofactor catabolic process

GO:0009628

p value

FDR

7

4.66E-08

9.09E-05

4

7

4.66E-08

9.09E-05

4

12

6.22E-07

8.10E-04

response to abiotic stimulus

8

159

5.76E-06

4.08E-03

GO:0042168

heme metabolic process

4

20

6.28E-06

4.08E-03

GO:0046173

polyol biosynthetic process

3

7

9.05E-06

4.87E-03

GO:0016051

carbohydrate biosynthetic process

5

46

9.98E-06

4.87E-03

GO:0009755

hormone-mediated signaling pathway

5

50

1.40E-05

6.08E-03

GO:0034637

cellular carbohydrate biosynthetic process

4

25

1.71E-05

6.11E-03

!

TNG

193
!

GO:0006778

porphyrin-containing compound metabolic process

4

26

1.88E-05

6.11E-03

GO:0033013

tetrapyrrole metabolic process

4

29

2.89E-05

8.05E-03

GO:0006020

inositol metabolic process

3

11

3.80E-05

9.90E-03

GO:0042440

pigment metabolic process

4

34

5.66E-05

1.38E-02

GO:0071383

cellular response to steroid hormone stimulus

5

71

7.64E-05

1.75E-02

GO:0036293

response to decreased oxygen levels

4

42

1.25E-04

2.68E-02

GO:0070482

response to oxygen levels

4

43

1.38E-04

2.68E-02

GO:0071396

cellular response to lipid

5

81

1.44E-04

2.68E-02

GO:0048545

response to steroid hormone

5

81

1.44E-04

2.68E-02

GO:0071407

cellular response to organic cyclic compound

5

83

1.61E-04

2.86E-02

GO:0046483

heterocycle metabolic process

26

2115

2.09E-04

3.40E-02

GO:0046700

heterocycle catabolic process

6

149

3.08E-04

4.42E-02

GO:0007623

circadian rhythm

3

21

3.09E-04

4.42E-02

GO:0044262

cellular carbohydrate metabolic process

5

96

3.34E-04

4.42E-02

GO:1901360

organic cyclic compound metabolic process

26

2174

3.34E-04

4.42E-02

GO:0046165

alcohol biosynthetic process

3

22

3.45E-04

4.42E-02

GO:0034641

cellular nitrogen compound metabolic process

26

2180

3.48E-04

4.42E-02

GO:0033993

response to lipid

5

98

3.51E-04

4.42E-02

GO:0006006

glucose metabolic process

3

23

4.01E-04

4.89E-02

GO:0046173

polyol biosynthetic process

3

6

3.33E-06

1.26E-02

GO:0030148

sphingolipid biosynthetic process

3

10

1.98E-05

2.14E-02

GO:0097164

ammonium ion metabolic process

4

30

2.27E-05

2.14E-02

GO:0006672

ceramide metabolic process

3

14

5.85E-05

3.69E-02

GO:0046165

alcohol biosynthetic process

3

14

5.88E-05

3.69E-02

!

APPENDIX B: SUPPLEMENTAL MATERIAL FOR CHAPTER 3
Appendix B1: Environmental and genetic contributions to the variance of resting gene transcription (Control) and transcriptional
response to confinement stress (Response) of 15 genes in liver tissue of juvenile Chinook salmon liver reared in standard hatchery and
semi-natural spawning channel environments. P-values for the significance of variance components from likelihood ratio tests are in
parentheses. Variance (σ2) estimates for: E = Rearing environment effect, D = Dam, S = Sire, I = Sire × Dam interaction, E×D =
Environment × Dam interaction, E×S = Environment × Sire interaction, E×I = Environment × Sire × Dam interaction, e = residual
variance, T = total variance.
σ 2E

σ 2D

σ 2S

σ 2I

σ2E×D

σ2E×S

σ2E×I

σ 2e

σ 2T

0.011 (0.393)

0.212

0.298

Control
CAL

0.052 (<0.001)

0.009 (0.292)

0.002 (0.666)

0.011 (1.000)

<0.001 (0.839)

COI

0.920 (<0.001)

CPT1

0.071 (<0.001)

CYP1A

0.025 (0.295)

0.028 (0.043)

<0.001 (1.000)

<0.001 (0.419)

0.013 (1.000)

0.050 (1.000)

0.565

1.601

0.011 (0.117)

<0.001 (1.000)

0.009 (0.920)

0.001 (0.941)

<0.001 (0.743)

<0.001 (0.516)

0.165

0.258

0.158 (<0.001)

0.092 (0.059)

0.004 (0.726)

0.039 (0.688)

0.008 (0.040)

0.039 (0.520)

0.033 (0.147)

0.297

0.679

FAS

0.214 (<0.001)

0.029 (0.728)

<0.001 (1.000)

0.061 (0.979)

0.001 (0.032)

0.124 (1.000)

0.193 (0.361)

0.879

1.501

GHR

0.107 (<0.001)

0.033 (0.049)

0.008 (0.282)

0.013 (1.000)

<0.001 (0.077)

0.014 (0.324)

0.011 (0.266)

0.168

0.361

GR2

0.072 (<0.001)

0.008 (0.475)

0.007 (0.461)

<0.001 (1.000)

<0.001 (0.849)

0.002 (0.810)

0.020 (1.000)

0.227

0.338

HSP70

0.130 (<0.001)

0.005 (0.826)

<0.001 (1.000)

0.023 (0.316)

0.020 (0.022)

0.040 (1.000)

0.023 (0.380)

0.291

0.532

IGFBP2B

0.039 (<0.001)

0.009 (0.073)

0.002 (0.283)

<0.001 (1.000)

<0.001 (0.972)

<0.001 (1.000)

0.011 (1.000)

0.118

0.179

IGFI

0.060 (<0.001)

0.014 (0.384)

<0.001 (1.000)

0.019 (0.467)

0.008 (0.019)

0.023 (1.000)

0.017 (0.191)

0.166

0.307

0.004 (0.135)

<0.001 (1.000)

0.001 (0.828)

0.010 (0.822)

0.003 (0.251)

0.009 (0.666)

0.035 (0.548)

0.243

0.308

0.088 (<0.001)

0.041 (0.040)

0.002 (0.830)

<0.001 (0.422)

0.009 (0.322)

0.010 (0.283)

0.008 (1.000)

0.243

0.411

NKEF

0.005 (0.002)

<0.001 (1.000)

<0.001 (1.000)

0.009 (1.000)

<0.001 (1.000)

<0.001 (1.000)

0.015 (0.185)

0.122

0.151

PEPCK

0.277 (<0.001)

0.029 (0.024)

<0.001 (1.000)

0.004 (0.831)

0.002 (0.294)

0.007 (1.000)

0.009 (0.733)

0.215

0.542

THR-B

0.066 (<0.001)

0.019 (0.039)

<0.001 (1.000)

0.003 (0.986)

<0.001 (0.199)

0.006 (1.000)

<0.001 (0.793)

0.159

0.253

CAL

0.006 (0.034)

<0.001 (1.000)

<0.001 (1.000)

0.064 (0.998)

<0.001 (0.998)

<0.001 (1.000)

0.024 (0.003)

0.178

0.272

COI

0.002 (0.421)

0.042 (0.361)

0.007 (0.728)

0.115 (1.000)

<0.001 (0.163)

0.040 (0.883)

0.028 (0.001)

0.478

0.715

CPT1

0.001 (0.485)

0.009 (0.425)

<0.001 (1.000)

0.031 (0.626)

0.007 (0.504)

0.008 (1.000)

0.018 (0.129)

0.156

0.229

META
MHCIIB

0.001 (1.000)

Response

194
!

!

CYP1A

195
!

0.026 (0.015)

<0.001 (1.000)

0.016 (0.427)

0.092 (0.557)

0.025 (0.090)

0.046 (1.000)

<0.001 (0.062)

0.690

0.894

FAS

0.091 (<0.001)

<0.001 (1.000)

<0.001 (1.000)

0.202 (0.698)

0.023 (1.000)

<0.001 (0.628)

0.150 (0.002)

0.598

1.076

GHR

0.007 (0.061)

<0.001 (1.000)

<0.001 (1.000)

0.053 (1.000)

<0.001 (0.007)

0.030 (1.000)

<0.001 (0.001)

0.146

0.236

GR2

0.001 (0.484)

<0.001 (1.000)

<0.001 (1.000)

0.049 (0.700)

0.020 (0.173)

0.029 (1.000)

0.011 (0.346)

0.183

0.292

HSP70

0.003 (0.457)

<0.001 (1.000)

0.002 (0.883)

0.237 (1.000)

<0.001 (0.020)

0.067 (1.000)

<0.001 (<0.001)

0.318

0.626

IGFBP2B

0.002 (0.128)

0.010 (0.201)

<0.001 (1.000)

0.029 (1.000)

<0.001 (0.439)

0.005 (0.904)

0.002 (<0.001)

0.088

0.135

IGFI

0.011 (0.001)

0.011 (0.250)

<0.001 (1.000)

0.039 (0.316)

0.020 (1.000)

<0.001 (1.000)

<0.001 (0.036)

0.150

0.232

META

0.026 (0.001)

0.009 (0.528)

<0.001 (1.000)

0.052 (0.781)

0.005 (0.379)

0.011 (1.000)

0.007 (0.015)

0.288

0.398

MHCIIB

0.001 (0.522)

0.002 (0.869)

<0.001 (1.000)

0.102 (0.701)

0.011 (1.000)

<0.001 (1.000)

0.010 (0.002)

0.187

0.313

NKEF

0.002 (0.092)

<0.001 (0.921)

<0.001 (1.000)

0.032 (0.824)

0.002 (1.000)

<0.001 (1.000)

0.015 (<0.001)

0.101

0.152

PEPCK

0.022 (0.008)

<0.001 (1.000)

<0.001 (1.000)

0.040 (1.000)

<0.001 (0.002)

0.039 (0.168)

0.014 (0.007)

0.183

0.310

THR-B

0.008 (0.003)

0.002 (0.801)

<0.001 (1.000)

0.043 (0.884)

0.002 (0.782)

0.002 (1.000)

<0.001 (0.001)

0.130

0.186

!

Appendix B2: Genetic variance components (σ, 95% confidence intervals in parentheses) estimated for resting transcription and
transcriptional response to confinement challenge of 15 genes in hatchery and semi-natural channel environments.
Var.
comp.
Control
Hatchery
Sire
Dam
Sire:Dam
Tank
Residual
Channel
Sire
Dam
Sire:Dam
Tank
Residual
Response
Hatchery
Sire
Dam
Sire:Dam
Tank
Residual
Channel
Sire
Dam
Sire:Dam
Tank
Residual

GR2

IGFBP2B

CAL

FAS

IGFI

THR-B

CPT1

META

0.11 (0.00-0.21)
0.11 (0.00-0.22)
0.00 (0.00-0.15)
0.19 (0.00-0.29)
0.42

0.05 (0.00-0.12)
0.12 (0.07-0.20)
0.00 (0.00-0.10)
0.10 (0.00-0.17)
0.27

0.00 (0.00-0.13)
0.14 (0.04-0.24)
0.16 (0.03-0.24)
0.12 (0.00-0.22)
0.35

0.00 (0.00-0.31)
0.54 (0.28-0.89)
0.53 (0.33-0.71)
0.00 (0.00-0.44)
0.92

0.00 (0.00-0.13)
0.25 (0.14-0.41)
0.23 (0.14-0.31)
0.00 (0.00-0.19)
0.42

0.03 (0.00-0.15)
0.18 (0.09-0.30)
0.09 (0.00-0.17)
0.00 (0.00-0.14)
0.35

0.09 (0.00-0.19)
0.13 (0.05-0.23)
0.09 (0.00-0.17)
0.07 (0.00-0.18)
0.30

0.00 (0.00-0.12)
0.11 (0.00-0.22)
0.17 (0.00-0.27)
0.16 (0.00-0.28)
0.43

0.00 (0.00-0.24)
0.00 (0.00-0.24)
0.16 (0.00-0.36)
0.07 (0.00-0.33)
0.56

0.00 (0.00-0.11)
0.00 (0.00-0.12)
0.17 (0.08-0.26)
0.00 (0.00-0.13)
0.41

0.00 (0.00-0.12)
0.00 (0.00-0.13)
0.17 (0.00-0.30)
0.00 (0.00-0.17)
0.55

0.00 (0.00-0.19)
0.00 (0.00-0.27)
0.49 (0.30-0.75)
0.00 (0.00-0.28)
0.97

0.00 (0.00-0.10)
0.03 (0.00-0.15)
0.17 (0.07-0.28)
0.06 (0.00-0.18)
0.41

0.00 (0.00-0.12)
0.12 (0.00-0.21)
0.00 (0.00-0.14)
0.00 (0.00-0.16)
0.44

0.00 (0.00-0.10)
0.00 (0.00-0.13)
0.05 (0.00-0.18)
0.00 (0.00-0.20)
0.52

0.11 (0.00-0.22)
0.09 (0.00-0.21)
0.23 (0.13-0.36)
0.00 (0.00-0.20)
0.54

0.00 (0.00-0.13)
0.12 (0.00-0.26)
0.26 (0.14-0.37)
0.10 (0.00-0.27)
0.43

0.06 (0.00-0.14)
0.13 (0.06-0.22)
0.16 (0.11-0.22)
0.00 (0.00-0.11)
0.24

0.00 (0.00-0.13)
0.02 (0.00-0.16)
0.22 (0.10-0.30)
0.17 (0.00-0.28)
0.38

0.00 (0.00-0.34)
0.00 (0.00-0.26)
0.54 (0.32-0.73)
0.42 (0.10-0.64)
0.80

0.00 (0.00-0.11)
0.10 (0.00-0.22)
0.26 (0.16-0.35)
0.10 (0.00-0.23)
0.39

0.00 (0.00-0.11)
0.11 (0.00-0.21)
0.19 (0.13-0.26)
0.00 (0.00-0.15)
0.32

0.00 (0.00-0.11)
0.12 (0.00-0.23)
0.20 (0.13-0.27)
0.00 (0.00-0.12)
0.34

0.00 (0.00-0.13)
0.14 (0.00-0.26)
0.21 (0.09-0.31)
0.04 (0.00-0.22)
0.44

0.00 (0.00-0.58)
0.38 (0.00-0.71)
0.00 (0.00-0.52)
0.31 (0.00-0.63)
0.39

0.00 (0.00-0.14)
0.06 (0.00-0.20)
0.12 (0.00-0.25)
0.14 (0.00-0.25)
0.39

0.11 (0.00-0.33)
0.07 (0.00-0.31)
0.21 (0.00-0.41)
0.23 (0.00-0.45)
0.52

0.19 (0.00-0.42)
0.00 (0.00-0.30)
0.25 (0.04-0.45)
0.39 (0.17-0.58)
0.74

0.13 (0.00-0.31)
0.06 (0.00-0.27)
0.00 (0.00-0.15)
0.07 (0.00-0.34)
0.38

0.00 (0.00-0.16)
0.00 (0.00-0.12)
0.00 (0.00-0.11)
0.19 (0.00-0.30)
0.44

0.00 (0.00-0.22)
0.14 (0.00-0.34)
0.26 (0.11-0.44)
0.00 (0.00-0.33)
0.53

0.08 (0.00-0.25)
0.14 (0.00-0.30)
0.13 (0.00-0.28)
0.24 (0.00-0.40)
0.63
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Appendix B2 (continued).
Var.
comp.
Control
Hatchery
Sire
Dam
Sire:Dam
Tank
Residual
Channel
Sire
Dam
Sire:Dam
Tank
Residual
Response
Hatchery
Sire
Dam
Sire:Dam
Tank
Residual
Channel
Sire
Dam
Sire:Dam
Tank
Residual

197
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HSP70

MHCIIB

COI

GHR

PEPCK

NKEF

CYP1A

0.07 (0.00-0.18)
0.24 (0.14-0.39)
0.10 (0.00-0.23)
0.14 (0.00-0.26)
0.43

0.14 (0.02-0.26)
0.22 (0.12-0.37)
0.04 (0.00-0.21)
0.17 (0.00-0.29)
0.45

0.16 (0.00-0.34)
0.26 (0.11-0.45)
0.00 (0.00-0.29)
0.19 (0.00-0.37)
0.69

0.06 (0.00-0.16)
0.24 (0.15-0.38)
0.11 (0.00-0.20)
0.11 (0.00-0.22)
0.36

0.06 (0.00-0.17)
0.19 (0.10-0.32)
0.09 (0.00-0.20)
0.08 (0.00-0.22)
0.42

0.00 (0.00-0.06)
0.09 (0.03-0.15)
0.10 (0.04-0.15)
0.00 (0.00-0.10)
0.23

0.06 (0.00-0.31)
0.46 (0.25-0.73)
0.33 (0.21-0.46)
0.00 (0.00-0.25)
0.59

0.00 (0.00-0.18)
0.08 (0.00-0.33)
0.25 (0.09-0.43)
0.29 (0.00-0.47)
0.65

0.00 (0.00-0.19)
0.24 (0.12-0.41)
0.06 (0.00-0.25)
0.00 (0.00-0.26)
0.55

0.10 (0.00-0.29)
0.11 (0.00-0.32)
0.33 (0.16-0.53)
0.00 (0.00-0.30)
0.81

0.16 (0.05-0.30)
0.16 (0.00-0.31)
0.15 (0.00-0.29)
0.12 (0.00-0.24)
0.46

0.00 (0.00-0.14)
0.12 (0.00-0.27)
0.18 (0.00-0.31)
0.00 (0.00-0.18)
0.51

0.00 (0.00-0.11)
0.00 (0.00-0.09)
0.21 (0.13-0.32)
0.04 (0.00-0.16)
0.43

0.16 (0.04-0.31)
0.15 (0.00-0.34)
0.23 (0.09-0.39)
0.03 (0.00-0.21)
0.52

0.00 (0.00-0.19)
0.28 (0.15-0.46)
0.24 (0.09-0.35)
0.08 (0.00-0.26)
0.47

0.00 (0.00-0.18)
0.11 (0.00-0.25)
0.28 (0.19-0.38)
0.00 (0.00-0.21)
0.40

0.00 (0.00-0.26)
0.37 (0.19-0.62)
0.42 (0.30-0.55)
0.00 (0.00-0.27)
0.56

0.00 (0.00-0.13)
0.19 (0.09-0.31)
0.20 (0.13-0.27)
0.00 (0.00-0.15)
0.33

0.08 (0.00-0.21)
0.25 (0.14-0.40)
0.22 (0.13-0.31)
0.11 (0.00-0.22)
0.33

0.00 (0.00-0.07)
0.00 (0.00-0.08)
0.09 (0.00-0.14)
0.09 (0.00-0.16)
0.23

0.28 (0.00-0.48)
0.00 (0.00-0.28)
0.30 (0.05-0.46)
0.12 (0.00-0.38)
0.69

0.00 (0.00-0.39)
0.19 (0.00-0.50)
0.10 (0.00-0.38)
0.68 (0.49-0.88)
0.68

0.07 (0.00-0.34)
0.00 (0.00-0.26)
0.19 (0.00-0.40)
0.36 (0.00-0.58)
0.53

0.20 (0.00-0.42)
0.08 (0.00-0.33)
0.23 (0.00-0.43)
0.20 (0.00-0.42)
0.82

0.00 (0.00-0.21)
0.14 (0.00-0.30)
0.00 (0.00-0.15)
0.25 (0.10-0.38)
0.46

0.11 (0.00-0.25)
0.00 (0.00-0.22)
0.21 (0.08-0.34)
0.16 (0.00-0.29)
0.52

0.00 (0.00-0.12)
0.00 (0.00-0.16)
0.21 (0.12-0.33)
0.23 (0.15-0.32)
0.39

0.00 (0.00-0.24)
0.26 (0.00-0.50)
0.00 (0.00-0.28)
0.33 (0.00-0.57)
0.97
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APPENDIX C: SUPPLEMENTAL MATERIAL FOR CHAPTER 5
Appendix C1: Description, read distribution and primers for genes included in the multiplex single nucleotide polymorphism (SNP)
assays for round goby and tubenose goby. N. reads = the total number of reads across all individuals that mapped to that gene.
Transcript
Round Goby
Cluster-12671.0

198
!

N. Reads

SNP

Description

Primers

13733

SNP_1

Growth arrest-specific protein 1

SNP_4

Phosphoenolpyruvate carboxykinase cytosolic GTP

ACCGCACTCAGCAAACTAGC /
ATAGCCTGCCAGCAGATGAG
CAACTTCGGCCAGTACCTGT /
GTTGACTCTGCGGAAGATCC
CGCTGAAGCTAGTGCTAACG /
TGGTCGATCGGAGGAAGTAG
CGACAACGAAAATGGACTCA /
TCCATAATGAACTCGCCACA
AAAGTCAGAGCCCTGGAGTG /
CCACTCGCAAAATGTCACAG
GTTTCTACCACGACGCACCT /
TGTGCTGGAAACAGATGGAG
TTGACCTGCTCCAAAAGTGA /
AGAATCAGGCGGTGATGAAC
GTTGAGACCTTTGCCTTCCA /
GCCAGAGTCCAACTTTGAGG
GTTACGGGACAGGTGCAGTT /
CAGGGTTAGCGGTGAAGTTG
AATGTCCTTAAGGGCCTGCT /
CAAGTACCTTCGGCAGGTGT
TTGTTGGTCCTGATGGTGAA /
TTCGAGGGATAGTCTGTCTGG
TCGCAGACCTGTCTGTGTTC /
GCTGTTATGGCTCCATTTCG
CATCCCTTGCCAACAGAAAT /
GCTCTGGTCTTCCACAGGTT
GCTAAAGCAAAACGGCACTC /
TGTCCACTTCCTGCACTACG
ACCATCAACAAACTGCGTGA /
GCTGCTGATTCTGCACTGAG

Cluster-14386.0

7770

Cluster-15600.2

21283

Cluster-19300.0

31976

Cluster-19477.0

24491

Cluster-20098.0

48161

SNP_8

CLOCK-interacting pacemaker

Cluster-20533.0

17662

SNP_10

DNA repair protein XRCC2

Cluster-20772.2

30692

Cluster-23836.0

27697

Cluster-25218.0

3848

Cluster-25294.0

39561

Cluster-25831.0

0

Cluster-26728.1

34837

Cluster-27474.0

31413

Cluster-28146.2

10770

E3 ubiquitin-protein ligase RNF169
SNP_7

DnaJ homolog subfamily C member 30
DnaJ homolog subfamily C member 12

Heat shock protein HSP 90-beta
SNP_14

Superoxide dismutase Cu-Zn 2
Carnitine O-palmitoyltransferase 1 liver isoform

SNP_18

Glutathione peroxidase 2
Prostaglandin E synthase 2
Dynamin-1-like protein

SNP_19

Growth hormone receptor
Fatty acid synthase

!
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Cluster-28457.1

17737

SNP_21

Heat shock factor-binding protein 1

Cluster-28953.0

24273

SNP_25

Glucocorticoid receptor

Cluster-30616.0

39697

SNP_27

Oxidation resistance protein 1

Cluster-31115.0

29746

Glycogen debranching enzyme

Cluster-33369.1

12616

Apoptosis-inducing factor 1 mitochondrial

Cluster-33405.1

0

Cluster-36157.1

1911

Cluster-36691.14097

9335

SNP_31

Cytochrome P450 2A10

Cluster-36691.14167

46010

SNP_34

Toll-like receptor 5

Cluster-36691.14357

35077

SNP_35

Glucose-6-phosphatase

Cluster-36691.15503

34095

SNP_37

Tumor suppressor p53-binding protein 1

Cluster-36691.15956

37309

SNP_44

H-2 class I histocompatibility antigen L-D alpha chain

Cluster-36691.18266

9604

Insulin receptor

Cluster-36691.4804

12734

Transferrin receptor protein 1

Cluster-36691.6138

0

Cluster-36691.9080

29975

SNP_49

Aryl hydrocarbon receptor nuclear translocator

Cluster-36691.9091

18026

SNP_54

Heme oxygenase

Cluster-7915.7

20743

SNP_56

Heat shock cognate 71 kDa protein

Cluster-14580.0

6

Hemoglobin subunit beta-1
Death ligand signal enhancer

Hepatocyte growth factor

Cathepsin F

TGGTGCTGATTTCTGTTGGA /
CTTGTGGCAGTAACGGTGAA
CAACGGAAAGCACTGTTCAA /
GTCGTCCTCCTTCTCCTCCT
GAGGACGTCTTCACCGAATC /
CACCACCCTGAGAATCTGCT
GAAGCCACCAACAAGCTCAT /
CTCCTTTTCCCCGCTGAT
TACTTTCAGCCGCCTTCATT /
ACCTGTGGCAATCAAGCATT
AAGGCTCTGTGCAGGTGTCT /
GGCCTTGATGTTGTCCATGT
AAATTTTGTCTCGCCGTGAT /
GACCTCTGGTGGTCGTGAAT
AGGGCATGTGTTGGAGAATC /
GGTGTGGCAACGACATCATA
GGACCACAGCCTCTTTACCA /
ATTTACCAAGTGCGGGAAGA
CGAGTGGGTGTACCTGGACT /
AGCAAGACCAACGAGCTGAC
CCTACCGGATCCGTAACAAA /
CATTCTCGCTGTTTGCACTC
ACCCTCCTGACATCATCCTG /
ACGACCTCGCAGCTGTAGAC
CCCTGAGGGAGATGATTCAG /
GTCTCTGGTCATGCCGAAGT
TTGGCAAAAATGCCTTTACC /
CCCGGATCATTTCTTTCAGA
GAACGAGGGAGTGTGTGAGC /
TCGGGTAGTGCTTGAAGACC
CATGTTCAGATTTCGCTCCA /
AGCAGCTTTGGTGATTTGCT
GCGGTCAGAGCTTTTGAGTT /
CAGACTTATTCCGTTGCTCTCA
AAGATGGACAAGGCAGCAAT /
TTGTCCCCACTGAGGATAGC
TCTGAGCAAGAGCTGGTTGA /

!
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Cluster-14785.1

36085

SNP_59

Semaphorin-4E

Cluster-14895.5

5477

Serine/threonine-protein kinase PRP4 homolog

Cluster-14960.0

3763

CCR4-NOT transcription complex subunit 11

Cluster-17496.0

51654

SNP_60

H2.0-like homeobox protein

Cluster-17655.0

9407

SNP_62

Cluster-17977.0

20128

SNP_64

O-acetyl-ADP-ribose deacetylase MACROD1
(Fragment)
Netrin-4

Cluster-19348.16

27145

SNP_66

Actin cytoplasmic 1

Cluster-19873.0

45885

Cluster-20471.0

24829

SNP_67

Elongation of very long chain fatty acids protein 6

Cluster-20499.0

6720

SNP_69

Atrial natriuretic peptide receptor 3

Cluster-20504.0

19534

SNP_70

Rap1 GTPase-GDP dissociation stimulator 1-A

Cluster-20615.0

21136

SNP_73

Histone-lysine N-methyltransferase PRDM9

Cluster-21003.1

20138

SNP_75

Group XIIB secretory phospholipase A2-like protein

Cluster-22148.0

16061

SNP_77

Cluster-22728.0

18365

SNP_81

Vacuolar protein sorting-associated protein 18
homolog
PR domain zinc finger protein 2

Cluster-23016.0

4171

Ribonuclease H2 subunit A

Cluster-23086.0

28205

Translocating chain-associated membrane protein 1

Cluster-23404.1

47303

Testis-expressed sequence 10 protein homolog

SNP_82

Gastrula zinc finger protein XlCGF17.1 (Fragment)

TAGGCGACCACTTTTCCACT
ACGACCACGCTAGAAATTGG /
GCGCTATTTTCAAGCACTCC
GGACAAAAGACCCACCAAGT /
CTGGAGGGGGAAGTCTGTTT
GCAACATGCCTCAGTCCATA /
ACCAGGGACTCGATGATCTG
GCCAACAACAACAACCACAC /
ACACTTTTGAGCGCCATTGT
CCCAGCGCAGTTTTCTACAT /
GGCCAATGTCCCTGTAAAGA
GGGAGCCATGTCTGATTCAT /
AAATCTTGTGACCGCTCCAG
GGGAAATTGTCCGTGACATC /
ATGGCTGGAAGAGGGATTCT
CTGACAATGCCACAAACACC /
AACCAAGCAAGGCACTGTGT
CATCACGGTGCTGCTGTACT /
GGATCTGCATGGTTGTGATG
AGCGACAAGAGCTCCGAGTA /
CCGCTCATCAGGTGGTAAAC
CCCTCCACAAAGAAGTCCAG /
TGTGTGTGGAGGTGGTATGG
ATTGCGGGAAAGGGTTTAGT /
GTGCACAGGTAGGGCTTCTC
AGTTGAAGCTTCGGATGGAA /
GCCACAGGGGTATCTTCATT
ATATAATCGCCTGCGAGTGC /
GCCGTTTTAACTCCCGTAGTC
TGGAAACGTCGTCAGACAAT /
ATTTTTCAGCGTGGTCTGGT
GCCAAAGTTGCATGACACAA /
GCAGCAGTCTTCCTCTAGGC
CCGGTTATCAACAAGGGAAA /
GAGGCACACCACAGTCTTGA
GAGGACTCATTCGGGTGAAA /
AATCTCATGAGGGCTGCTGT

!
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Cluster-23667.0

43213

Cluster-24943.0

16231

Cluster-25095.0

50965

Cluster-25986.0

19856

Cluster-28144.0

SNP_84

Poly ADP-ribose polymerase 10
FH2 domain-containing protein 1

SNP_86

Dolichyl-diphosphooligosaccharide--protein
glycosyltransferase subunit DAD1
Transgelin

39871

SNP_87

rRNA methyltransferase 3 mitochondrial

Cluster-29370.0

8180

SNP_89

Zinc finger and BTB domain-containing protein 38

Cluster-29751.0

10081

Nicastrin

Cluster-30675.1

31281

Methyltransferase-like protein 16

Cluster-30914.1

24213

Caspase-8

Cluster-31200.1

11541

Cluster-32579.0

1

Serine/threonine-protein phosphatase 4 regulatory
subunit 3
Cytochrome b5 reductase 4

Cluster-33370.0

6993

Cluster-36691.3156

86217

Cluster-19095.0

1167

Cluster-36691.8458

3111252

Cluster-36691.16982

29065

Cluster-27472.0

38684

Cluster-31649.0

59972

Cluster-27533.0

21

Exosome complex component RRP42
SNP_92

2' 5'-phosphodiesterase 12
TraB domain-containing protein

SNP_97

Insulin-like growth factor-binding protein 1

SNP_99

Sorbitol dehydrogenase
Transmembrane protein 201

AAGAAGCTTCACCCTCACCA /
GCATTAGCCACAATCGGAGA
GAGATGAAGCGGCACCAC /
AAGTGCCGTGAGTGGAGAAC
TTCCCGGTTCCTAGAGGAGT /
AATGACCCCACACACGAGAT
TGGCTGCAGTTCAGAGGAC /
GTGCCCATTTGAAGACCAAT
TCGCCTTCCTCTCTATTCCA /
TCCGAACCAGCCATAGTCTC
CGAGGCTAAGGCTCAGAGAA /
CCCTGCTACATTTTCCACCT
TCGCTGTTATTGAGCCAAAC /
GGGAAGTCGAACTCCTCGTA
ATGCCAAGAAAAACGTGGAG /
CCTTGGCTTCCATCTGATTT
TGACGAAGACCTGCGAAGTA /
CACAGGGCAAACTGACTCAA
CCTGTCATAAATGCCCTGCT /
GGCCCTTAAAGGTTTGAACA
ACGTCCAAACCATCAGGTGT /
CCACCTCAAACCTCTCCTCA
CGAAGGAAGCAAAGAGATCG /
TCACTGCGATCAGGAGACTG
GTGTGAGCTCCTGACCCACT /
ATAGTCCAAGCAGCCCTTGA
GATGGAGAAGCCATGGAACT /
GATGGTAGCAGCCACATCCT
ATTGCCTGAATGGTGCTTCT /
GATGTTCCTGTGGAGGGAAG
GACACTGGGGGAAGAGTTCA /
CTGTTGACAGTCTCCGAGCA
AGGCCTTTCCACTTCCAGAT /
GCACAGCGGATAGTAGTCCA
CCCATTGGATTGGTCAGTCT /
CCAACATGTCTGCCACATTC
GCCTTCATAAAGCGAGCCTA /

!

Cluster-36691.7886
Cluster-31517.0

479

Disheveled-associated activator of morphogenesis 1

1

Glycerol-3-phosphate dehydrogenase NAD( )
cytoplasmic

324

Cluster-12120.0

3183

Cluster-1785.6909

1435

Cluster-1785.9111

98640

SNP_7

Tubulin alpha-1D chain

Cluster-23008.0

5342

SNP_8

Angiopoietin-related protein 3

Cluster-26535.0

148

Cluster-27187.0

0

Cluster-28235.0

12123

SNP_11

Rho GTPase-activating protein 21

Cluster-31566.1

3921

SNP_13

Baculoviral IAP repeat-containing protein 6

Cluster-33650.0

9207

SNP_14

Transcription factor Sox-9-B

Cluster-33765.0

829

Tripeptidyl-peptidase 2

Cluster-34739.1

3418

Polycomb protein SCMH1

Cluster-11357.0

161

Zinc finger CCHC domain-containing protein 7

Cluster-13479.1

5434

SNP_15

Nuclear pore glycoprotein p62

Cluster-13526.0

9130

SNP_16

Uncharacterized protein KIAA1522 homolog

202

Tubenose Goby
Cluster-11308.0

!

WD40 repeat-containing protein SMU1
SNP_1

TIR domain-containing adapter molecule 1
Serine/threonine-protein kinase PINK1 mitochondrial

F-box only protein 34
UDP-N-acetylhexosamine pyrophosphorylase

GGGGCAGATTTGTTGTCAGT
ATTCGGCAGGTGATTCTGAC /
TGCATTACCTGCTCATGTCG
CGTCTGGGTCTGATGGAGAT /
TCAATTGTTTTTCCCGTTTTG
ACCCAGATGGCAGCAGTAAG /
CTTTTCCTCGGAACAAATCG
CTTCCCCATGGTGCTTAAAA /
GCTGCTGGTTGGAGAGTGTT
AGCGGAGGTGGAGTTAGTGA /
ACTGACACAGGAGCCAGTCC
GGGGTCAGAGGGAGAGAGTT /
CACCGAGAGCCCACAGTATC
TGAATGGACGGTACATGTGG /
TTAACCTGGCGTCCTGAGAG
CTCACTCATCACCGTGGAAA /
TTGGTCGTTTCCTCCACTCT
AAGGGGCATTGAGTGCATAC /
CACCTGATAATGACCGTCCA
CCAAACTCCTTCAGCATTCC /
CCTCCCGTGTACAATCCTGT
CAGTAACAGCGGTGTGTTGG /
CTGGCCACATAATCCAGGAG
GACGTGGATGAGTTTGACCA /
CTGGGTGGTCCTCTGTTGTT
GCCTCTCTCTCAGGATGGTG /
CCAATGCGTGCTTGTATGAA
CCTCTGGACAACGCTACCAT /
GCCTGGACACACTGCTGTAG
GACTGAGGTTCCCATCAGGA /
TGCCATCATAGTGGCAAACA
TCTGCAGCACCAGCTACATT /
CGGAGAGGGAGAACAGTGAT
CCCTGTAGAAGTGCCGTCAG /
TCTTCAATCGCCTGAGGTTC

!
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Cluster-13843.0

0

TBC domain-containing protein kinase-like protein

Cluster-14037.0

1824

Cluster-14595.0

2

Cluster-16381.0

11752

SNP_17

Frizzled-9

Cluster-17842.0

715

SNP_18

UBA-like domain-containing protein 1

U7 snRNA-associated Sm-like protein LSm11
Enoyl-CoA hydratase mitochondrial

Cluster-1785.10574

0

Alpha-2-macroglobulin

Cluster-1785.12186

7483

SNP_22

V-set domain-containing T-cell activation inhibitor 1

Cluster-1785.12489

2894

SNP_27

Interferon regulatory factor 2-binding protein 1

Cluster-1785.14085

0

Protein OS-9

Cluster-1785.188

1

Vesicle transport protein GOT1B

Cluster-1785.2147

0

Interferon-induced GTP-binding protein Mx

Cluster-1785.4141

5

Cluster-1785.4949

1418

Store-operated calcium entry-associated regulatory
factor
Importin subunit alpha-1

Cluster-1785.5197

2

Cluster-1785.8077

1388

Cluster-18429.1

2454

Cluster-18546.1

0

Cluster-19255.0

8638

Cluster-19403.0

658

Interleukin-5 receptor subunit alpha
SNP_29

Protein FAM131A
Protein PBDC1
E3 ubiquitin-protein ligase TRIM39
E3 ubiquitin-protein ligase RNF6

SNP_30

A-kinase anchor protein 2

CAAAAAGCGCCACATACAGA /
TCTGGGAGACACCTCAGCTT
GAGCGAATCCGAGTCAAAGT /
AGCGCCTTCTCGTGATAGAA
TGCAGCTCAGGTGGAAAGTA /
ACAATAGCTCCAACGCCACT
GGACAAGGACTTTGCCTTCA /
GGATGATGAAGGCCACTGAG
ACTTCCCAGATGCTCTGACC /
GTTGCCCCTGAGTCCAGAGT
GGTTACTGGTACGGGAGCAA /
GAGAGTCACCCCAGTTCCAA
TTGTGGAATGTGGACCAGTG /
CTCTGAGTGGGCTCCAAAAG
ACAGTGGGGAGCGGAGTCT /
TCCTGCGGCTCACTCTTAAT
CGTCTCTCGAGTGGATGAGC /
TTTGTGTCCGAGACTTGTGC
TCATCAGGAGGATCCCAGTC /
TGAAAGCCCAGAAAGTGTCC
GGGGTTCAGTGACTTCCAGA /
TTTGCACGCTCTGCTTTAGA
TGACGTAACCCGGAAGTCTC /
AAACACTCCCGTCATTCCAG
CTGGAGGACAAGGAGGTGTT /
CTGCTCATCAGTACCCGTCA
CTCAACTGCTCTTGGCCATT /
TGTTGAAGTGCAGGATCACA
GTCCCAGACCGTTTCACCTA /
CAGGAGTCAAAGCGGCTACT
GGACCCCAAATTCCTGAAAC /
AACGAAGAAGGGTGCCATAA
AATATTGCAGGCCCACAGAG /
GCCTTGAAGACGACACTGGT
GGGAGTAGTGGTGAGGGTGA /
CGCCAAGTTTGATTTCCACT
AACAAATCGTCCCCGAAAAT /

!
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Cluster-196.0

19448

SNP_33

LINE-1 reverse transcriptase homolog

Cluster-19824.0

14181

SNP_34

28S ribosomal protein S2 mitochondrial

Cluster-20202.0

9079

SNP_37

Deleted in malignant brain tumors 1 protein

Cluster-20226.0

5787

SNP_38

Cluster-20247.1

150

Histone-lysine N-methyltransferase H3 lysine-36 and
H4 lysine-20 specific
Transmembrane protein 131

Cluster-20497.0

1244

Uncharacterized protein C7orf26 homolog

Cluster-20694.0

287

Beta-ureidopropionase

Cluster-22458.0

4161

Zinc finger protein 16

Cluster-22492.0

301

Endoplasmic reticulum aminopeptidase 1

Cluster-23409.0

9904

Cluster-24563.0

14

B-cell receptor CD22

Cluster-25201.0

0

Prolyl 4-hydroxylase subunit alpha-1

Cluster-25362.0

4475

SNP_43

StAR-related lipid transfer protein 7 mitochondrial

Cluster-26276.0

3484

SNP_45

Cluster-26619.0

3306

Ectonucleotide pyrophosphatase/phosphodiesterase
family member 1
Triple functional domain protein

Cluster-26950.0

0

Zinc finger and BTB domain-containing protein 48

Cluster-30931.1

2320

SNP_47

Probable ATP-dependent RNA helicase DDX31

Cluster-32461.3

3278

SNP_50

Membrane-associated progesterone receptor
component 2

SNP_39

Kelch-like protein 21

GGCGACTGCAATCGTTTTAT
TGGGTTAAAGGAACAATGGAA /
GCTGCCCAATATGGACAAGT
TCTGATCACTTTCCCCATCC /
ATGATGACCGGAGTTTCCTG
GTTCGGTACATTCGCGCTAT /
TGTTGAGCCCATAGATGCAG
GGCACCAATCTTTCTCCAAA /
GAAATCGACCTCCGTTCTTG
CGACGTGGAGACCAACATAA /
TGGTGTATGGCAACTCCAGA
TTCTGCTGCCAGTTCATCAC /
CCAACGGAGTGACATCAAGA
GCTCCAGACGGTAGTCGAAC /
AATCAGGAGAAACGGCTTTG
GACCACAGCCATGGAGAACT /
GGTCTGTTCCACTGCCTGAT
CTGTCAACAGCCATTTGTGG /
AGGGTCCATGTGTCCATGAT
CTGCCGTTCTTTGACACATC /
AGTGAACATCGCCCTGAAAT
GTCCAATATTCGCCGAGAAA /
CACAGCAGAGTTTCCGATCA
GCTTGCCATAGACCCAGAAC /
GGAATTCAGCCTTTGCAGAC
ATTGCACCACAACGCAGTTA /
TGGCCAGTTACAAAACCACA
CAGTGGACGAGACGCTACAA /
AGGGGAACAAATCCTGCAAT
TGACCCCTGCAAATTTATCC /
TGGTACTCAGTCGGGGATGT
GGCAAAATTACCACGACCAC /
ACTTGCTGTTGGGACTCAGC
GATCCAGTCACGATCCAGGT /
GATGAAAGTGGCGAGGAGAA
TGGGTGAAAGTGGAAGTTTG /
CCGCTGGTTGTGGAAGTTAT
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Cluster-32583.0

2286

Centrosomal protein of 164 kDa

Cluster-33953.1

514

Katanin p60 ATPase-containing subunit A1

Cluster-33987.0

0

E3 ubiquitin-protein ligase RNF169

Cluster-34219.1

0

SH3 domain-binding protein 2

Cluster-34420.2

41

T-lymphocyte surface antigen Ly-9

Cluster-12647.0

0

Apoptogenic protein 1 mitochondrial

Cluster-15196.0

205

Low-density lipoprotein receptor-related protein 10

Cluster-15619.0

1911

Hepatoma-derived growth factor

Cluster-17787.0

1500

Calmodulin-regulated spectrin-associated protein 1-B

Cluster-17801.0

6449

SNP_51

Cluster-1785.10843

0

Cluster-1785.13516

12736

SNP_53

Cluster-1785.4507

21133

SNP_58

Cluster-1785.6191

83

Cluster-1785.8601

8529

Cell cycle control protein 50A
Acetyl-coenzyme A synthetase cytoplasmic
Growth arrest and DNA damage-inducible proteinsinteracting protein 1
Cholesterol 24-hydroxylase
Aquaporin-12B

SNP_63

Cluster-18654.0

0

Basic immunoglobulin-like variable motif-containing
protein
HLA class II histocompatibility antigen gamma chain

Cluster-20770.0

14

Ferritin heavy chain

Cluster-21600.0

10033

Cluster-21830.0

4472

SNP_64

Aryl hydrocarbon receptor
NF-kappa-B inhibitor alpha

AGAGGGACCGGATGATTTCT /
CAACTCCAGCTCATTGGACA
AACGCTCACGTCCAAGTACC /
GGAGCTCAGCCTTGACTCTG
GAATAAAAGTCCCCGCCATC /
GTGTCCGCTACAGGGGTTAG
GAGCTTCCAGCAGACCTCAG /
GTAGAGCCCGTCAGGACAGT
AAGGCTCCAGAACAAGCTGA /
CTCCATGTGGATCCTTGTCC
ACATTCGGCTTCATTTGTCC /
CTGGATGGACGTCTTCACCT
TCAGCCTGGAACCTTTCATT /
ATAACCAGCAGAAGCCCACA
TGGATTCGAAAGGAGATGGA /
ATTCCCACAGAAAAGCACCA
CAGGAAGCCGAAATCACAGT /
GACTTTGCCCGCTAAACAAC
TGGATTACTACGCCCGAATC /
GCTGGGAGTCTCTGCTGTTT
ACGTCCACGAGAAGAACCTG /
GGCATGTAGATGGACACACG
CCCCAAACCTTTGACTCTGA /
ATCTTGTCCAGCTCCTCGTG
GGATGTGGCACAGAAAGGTT /
ACTTTGGCCTCCATCTGTGA
CGTGGTCCTCCTGTGTGAG /
GCGTACAGCAGCGAGAGG
ACGACTTCCACGCACAGAC /
ATCATGTCCTCCACCAGGTC
TCCTGGACGAGTTTGGAATC /
AATTGCCCTCCTCATCACAC
CATGAGAGGAGGACGCATTT /
TCACACAGGTGTGGGTCACT
GAAGTACCTCCATGGCCAAA /
GACGCCACTGGGTGTAAAGT
TGAAGATATTCGGCAACAGC /

!
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Cluster-22940.0

24150

SNP_65

Vitellogenin-1

Cluster-23658.0

2235
SNP_66

Interferon-induced double-stranded RNA-activated
protein kinase
Heat shock factor protein 2

Cluster-29993.0

8564

Cluster-32808.0

0

Cluster-33989.0

6114

Cluster-34007.1

7779

Cluster-34169.0

0

Cluster-34656.1

2093

Apoptosis-stimulating of p53 protein 1

Cluster-34764.0

5994

Cytochrome b-c1 complex subunit 2 mitochondrial

Interferon regulatory factor 2
SNP_68

Interleukin-1 receptor accessory protein
Palmitoyltransferase ZDHHC5
Glutathione S-transferase 3

CATGTAATCGCCACTCCTCA
CAACCATTTGAATTTGGAGGA /
AGGATGAGGAGGAGGAGGAG
GAGGGAGGAACACTCAGACG /
TGACATTCCCATCTTGTCCA
GAGGAGAAGCTGCCTTCAGA /
CACCTCCGTGGAGTCTGTCT
AAAGCTGCCAAAGACGAAAA /
TGTGTCCTGATCTGCCACTG
GGGACAAGTCCAAAGAGCTG /
TGTGAGATGAGTCCGGTTTG
GGGCCTCCAGAAGCTCAT /
CCTGTGTGGAACTGGGACTT
TGTTTGAAAAGGCACTGTCG /
ACCTGCAACAGCTGGAATCT
GATTCTCAGGGCAAGAGTTCC /
CCTTTCGTCTGTCCAAGGAG
GGAGGAGATTGGGACACAGA /
CCACGAATGGTGTATTGACG
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