I. INTRODUCTION
Fundamental differences exist between Antarctic and Arctic seaice with respect to its spatial and temporal variability in response to seasonal atmospheric and oceanographic forcing. In summer, the Arctic Ocean basin remains populated by old, multiyear ice, surviving each melt season by way of its thickness, to subsequently thicken under autumn cooling and winter growth. Antarctica, however, has no widespread multiyear ice counterpart, and for the most part non-landfast sea ice experiences only one summer melt period before drifting into high oceanic heat-flux regimes and melting. Sea-ice dynamics regulate the maximum age of the ice cover, particularly in the Weddell and Ross Seas, where cyclonic ocean gyre circulations sweep sea ice northwards. The relative age and thickness of the residual autumn ice cover maintained in these gyres is a critical variable to the stability of the upper ocean in and around Antarctica. Summer sea-ice melt helps to freshen and stabilize the mixed layer. This provides a thermal barrier and prevents upward mixing of heat from beneath [1] . Furthermore, insulation afforded by a snow cover, found on summer sea-ice, prevents complete seasonal removal of the seasonal ice cover.
Around Antarctica, summer air temperatures rise only sporadically above 0°C. Consequently, classical surface melt ponds have rarely been observed on field experiments and the sea-ice surface typically retains a snow cover year-round. Conversely, Arctic summer surface melting results in the expression of melt ponds over up to 60% of the surface as the snow cover disappears completely. Meltwater infiltrates the warm, porous sea ice, flushing out its salt content to leave it relatively brine-free. The fact that the Antarctic snow cover is retained throughout summer helps to insulate the ice, to maintain a relatively higher mean salinity in thicker ice, and to protect the sea ice from temporarily warm air temperatures [2] . This paper addresses whether surface melting plays a significant role in the decay and retreat of the Antarctic sea-ice cover during the summer months. A previous effort to monitor Antarctic ice-shelf surface melting applied passive microwave radiometer data [3] . Athough summer melt duration has been estimated for Arctic sea ice using similar data [4] , passive microwave algorithms often suffer in the high atmospheric water-vapor conditions frequently found over the Antarctic seaice cover. Thus, satellite microwave radar data are used here to estimate the timing of austral summer melt onset and the extent and duration of the melt season. These data were generated from two series of wind scatterometer measurements spanning several years. With continuous night and day operation, coupled with the all-weather imaging capability, scatterometer backscatter images are demonstrated to be an effective means of monitoring seasonal characteristics of the global sea-ice cover [5, 6] . No other long-term, global radar time series presently exists nor is there other suitable proxy climate data available that could help characterize the spatial and temporal variability of Antarctic surface melting.
II. BACKGROUND
The first in-situ field observations of Antarctic austral summer sea-ice surface melt were made in the Bellingshausen Sea by Arctowski on Belgica in 1899 [7] , and later by Wordie [8] during the ill-fated drift of Endurance in the Weddell Sea from 1914 to 1916. It has been 100 years since these pioneering ship drift experiments, yet little more is known about the spatial extent, duration, frequency of Antarctic seasonal surface melting of sea ice during the austral summer, or its interannual variability. Early explorers and modern-era surveys of the Weddell Sea alike [8A,9] have explicitly reported the absence of widespread, vigorous surface melt, as characterized by the formation of extensive melt ponds in midsummer in the Arctic [10] . Although bordered by a relatively warm ocean surface, energy balance calculations by [2] suggest that net surface heat fluxes over the Weddell Sea pack ice are insufficient to induce widespread, protracted surface melting. The appearance of melting on sea ice is particularly important as it modifies the albedo of the surface of the remaining ice and thus has a large impact on the radiative component of the energy balance during summer. With a winter to summer retreat in areal extent of the Southern Ocean sea-ice cover from 20x10 6 to 3x10 6 km 2 , observed by SSM/I [11] and Scatterometer [6] , the Antarctic sea-ice cover has a significant impact on the net albedo of the Southern Hemisphere.
The so-called "albedo-feedback" effect [12] results in Arctic melt ponds and ultimate removal of a large fraction of sea-ice during the summer months. This feedback operates when snow surface melting reduces the mean spectral albedo of the surface from ~0.9 to 0.7 or less (via thermal alteration of snow grains and reduced reflectivity, and appearance of water in liquid phase) [13] . Increased absorption of short-wave and trapped long-wave radiation results in larger amounts of energy expended in melting of the snow and sea-ice surface and a further reduction in the spectral albedo. This positive feedback accelerates the removal of large expanses of Arctic ice too thin to survive an extended summer period of combined surface, lateral and bottom melt. In Antarctica, sea ice is completely surrounded at lower latitudes by ocean. Intuitively, therefore, summer storms are expected to be capable of delivering significant quantities of heat to the austral summer ice pack. Yet large regions of sea ice manage to survive the austral summer in spite of this and the relatively high ocean heat flux environment [1] .
Previous work using microwave radar data have characterized Arctic summer ice melt at a variety of frequencies [10, 14, 15, 16] . Based upon these observations, Winebrenner et al. recently reviewed observations of melting in Arctic satellite radar data [17] . Previous research dedicated to automated recognition of the expression of melting in radar data has primarily focused on the summer decrease in perennial ice backscatter evident in Arctic high-resolution SAR data. Since the early Seasat satellite radar observations of summer melting [14, 15] , no attempts have been made to exploit scatterometer data for this purpose. In their summary of the state-of-art Winebrenner et al. [17] concluded that "much work on automated recognition and mapping of seasonal transitions on sea-ice remains to be done".
It was the objective of this work, therefore, to develop a methodology for exploiting the long-term scatterometer microwave image time series for deriving melt information. The primary criteria were (i) that the derived products must be of practical value to the current generation of General Circulation Models (GCMs), and (ii) that they contain sufficient spatial and temporal information with which to interpret the seasonal progression of melting and the duration of melt season. Importantly, the resulting gridded data products must be applicable to prescribing seasonal changes in the albedo boundary conditions presently used in GCMs. Without such information it is impossible to correctly predict the response of the climate system to these sea-ice feedbacks.
The following sections describe first the satellite, in-situ, and meteorological data sets which were used in the study. Second, an error modeling study is undertaken to quantify the effects and impact of wind speed variability during low summer ice concentrations. Third, a description of the algorithm and methods employed in melt detection are provided. Fourth, results of measuring the seasonal and interannual variations in surface melting are discussed, together with the conclusions of this study.
III. DATA SETS
Both active and passive satellite microwave remote sensing data were used in this melt study together with in-situ field measurements and meteorological data. Data were collected through a number of carefully coordinated, simultaneous field and satellite data acquisitions between 1992 and 1997. As the most suitable overlapping in-situ and remote sensing data sets exist for the Weddell Sea, we restrict our description of direct surface observations of melting to this region. Figure 1 shows the area of focus in the northwest Weddell Sea where a variety of data samples were selected to provide radar and radiometer characterizations of surface melting.
A. Satellite Data

Wind Scatterometer
The ERS wind scatterometer (EScat) is a sub-system of the active microwave instrument (AMI) flown on the ERS-1 and 2 series of satellites since 1991. This instrument measures VVpolarized, C-band (5.3 GHz) normalized backscatter (σ o ) along a single 500 km-wide swath, with an absolute accuracy of 0.2 -0.3 dB [18, 19] . On August 16, 1996 , the NASA scatterometer (NSCAT) was launched. In contrast to EScat, it measured Kuband (13.995 GHz) backscatter at VV and HH polarizations along a 600 km-wide swath on each side of the satellite. NSCAT σ o measurements are estimated to be of comparable accuracy to the ERS instrument [20] . Unfortunately, due to failure of the ADEOS platform, data were only acquired until June, 1997. Both EScat and NSCAT swath data were processed using the scatterometer image-reconstruction with filtering (SIRF) algorithm [21] . Enhanced resolution image data were produced with a 6-day temporal window, and resampled onto a polar stereographic grid. The final products comprise Antarctic 6-day mean images at 3-day intervals having a pixel spacing of 8.8 km and 4 km, for EScat and NSCAT respectively. Images span the period since 1992.
Time series were derived of the mean 40 o incidence-anglenormalized backscatter coefficient, σ o (40 o ) (hereafter A) from each of the numbered boxes in Figure 1 . These data are used to illustrate the seasonal and interannual variability of sea ice in the northwestern Weddell Sea and to characterize the typical backscatter transitions taking place as the ice undergoes seasonal surface melt. Later, the image data are exploited to extrapolate these regional melt characteristics in an Antarctic-wide melt detection algorithm.
Synthetic Aperture Radar High-resolution synthetic aperture radar (SAR) snapshot images are also used in this study to identify ice-surface characteristics, to evaluate open-water wind conditions, and to make estimates of local ice concentration. Summer ERS-1 data acquisitions from February and March 1992 have previously been analyzed and published [22] . These data were collected during the drift of Ice Station Weddell [23] and illustrate the end of the summer melt and freeze-up transition period in 1992 (see Figure 2 ). Further pairs of overlapping, ascending and descending ERS-1 SAR orbit data were acquired on February 11 and 14 (shown in Figure  1 and Figure 3a) and February, 12 and 15, 1995, each spanning several hundred kilometer long swaths. Figure 1 shows two descending ERS-1 SAR mosaics (dashed) from February 11 and 14 on a polar stereographic grid projection. These crossed the open ocean limit of the marginal ice zone (MIZ) at around 65° S into high concentration (> 95 %) perennial ice south of 67° S (in Figure 3a) Additional RADARSAT ScanSAR images were acquired throughout December, 1996 and January, 1997. The location of the wide-swath mosaic on January 12 and 13, 1997 is shown in Figure 1 . [24] were also obtained at a pixel spacing of 25 km. For comparison, we reprocessed the data into 6-day average images at 3-day intervals in a similar manner to EScat images.
B. Meteorological Data
Meteorological data are useful to interpreting the microwave data and to understand the ice surface melting mechanisms. Daily heat flux and air temperature data were extracted from the NCEP/NCAR reanalysis data for the period from 1992-1997. These data are gridded products projected on a Gaussian grid, with a zonal 1.875 o interval and a varying meridional interval of around 1.9 o in the region shown in Figure 1 . Data were extracted from grid points closest to the regions of interest, and averaged with a 6-day moving window at a sampling interval of 3 days.
Meteorological data recorded by various local Antarctic Peninsula (hereafter AP) stations and an automatic weather station (AWS) were acquired for the purposes of comparison with the image data and validation of the timing of melt onset (identified by labeled triangles in Figure 1 ). Air temperature datasets are shown in Figure 2 
C. In-situ Data
Field measurements were made during the drift of Ice Station Weddell [23] during the period from February until June, 1992. Although this coincided with the early part of the 3-day ice-orbit phase of the ERS-1 time series, in-situ measurements were made between February and March which were coincident with both SAR and EScat data. Results of in-situ observations are described in greater detail in [25, 26] and discussed in comparison with the remote sensing data in [22] .
Further field measurements were acquired between 10-15 February, 1995 from H.M.S. Endurance [27] . The British Royal Navy icebreaker positioned herself to collect simultaneous insitu data during the ERS-1 overpasses described in the previous section. One helicopter facilitated surface data collection while another was equipped for aerial photography. The 11th and 14th February descending pair of SAR swaths were acquired during daylight (09:25hrs local time), thereby enabling detailed airphoto comparisons [28, 29] .
IV. ENVIRONMENTAL CONDITIONS
A. Seasonal Air Temperatures
Meteorological time series data from the peninsula stations in Figure 2 show the typical seasonal cycle in air temperatures. Marambio and the Larsen AWS indicate air temperatures rising from early October, typically through mid-November before the first appearance of positive values. Air temperatures typically quickly fall again during the months of February or March. The onset of the freeze-up varies considerably, with significant interannual variation.
On the western side of the AP, Faraday typically experiences warmer and longer summers and less intense winters than stations on the eastern side. Marambio, which has the most consistent long-term record on the eastern side, shows brief periods with summer air temperatures exceeding zero degrees, and longer spells of positive or melting degree days in 1993 and 1995. The Larsen AWS consistently experienced problems with calibration of air temperatures during the summer months. Nevertheless, the Larsen AWS helps to define the seasonal cycle in temperatures, particularly in 1995 when the Endurance field data were obtained. In these data the freeze-up occurs rapidly with air temperatures dropping below - 
B. Summer Ice Conditions
Summer ice conditions typical of the north west Weddell Sea are described by two SAR mosaics in Figure 3a and 3b. In February 1995 the mosaic shows an embayment in the ice margin with the outermost edge aligned east west at around 65 o South. Box 15 remained partially covered by sea ice of low concentration (< 50%) up until freeze-up, due to a northward extension in the ice edge (dashed line) off James Ross Island. This extension in the ice margin was delineated in the ascending orbit ERS-1 SAR mosaic obtained on February 12 and 15, 1995. Helicopter transects and aerial photographs along the white lines in Figure  3a (from [27] ) indicate ice concentrations rapidly increased to over 85% within ~75 km of the ice edge. Sea Figure  3c shows a vignette of an ERS-1 SAR scene obtained coincident to aerial photographs made from Endurance (centered on white spots). The air photograph indicates large melt ponds (up to 50m across) on the lower left edge of the large perennial ice floe [27] . Until this experiment, such melt ponds had never before been observed on Antarctic sea ice. Similar melt ponds are also observed on smaller ice floes (15-200m in diameter) seawards to within 2-3 km of the ice edge before floes became too small to support them. Measurements also indicated that such perennial floes were typically 2.5-4m thick with a 2-15 cm deep snow cover [27] .
Melt ponds do not appear to have a significant enough response at 23° incidence that they stand out in the highresolution, SAR images. Nonetheless, due to the melt pond areal coverage in the photograph it is apparent that the average calibrated ice-floe backscatter coefficient is depressed from cold, winter values typical of old ice [30] . By the same token regional ice signatures in low-resolution, higher incidence-angle EScat data are expected to reflect this depression of typical sea-ice backscatter values as a function of the extent of ice floe surface melting. Figure 3b shows contrasting ice conditions on January 12 and 13, 1997, with a distinctive coastal polynya and lower concentrations along the coast. In late December 1997 the ice margin retreated, leaving box 15 outside the ice margin. SAR images acquired two weeks earlier indicate marginal ice zone conditions with ice concentrations of about 15% in this box. The central sea-ice region around box 16 has an ice concentration of around 50%, while further to the south box 13 has a concentration exceeding 95%. In Figure 1 , and to the lower left side of Figure 3b , box 1 indicates a control sample box on what was originally the northernmost piece of the Larsen Ice Shelf (LIS) or LIS-A. LIS-A disintegrated in 1992 and subsequently fast ice formed which remained in place until the end of December, 1995 [31] . The mosaic in Figure 3b successfully shows the situation just after break out of this fast ice. Box 1 was chosen because the time series data are effective in defining the melt period expressed on thick snow-covered sea ice. Furthermore, this sample region is close to Marambio, from which the air temperature record is plotted in Figure 2 . Figure 3b indicates the expression of melting on the Larsen B portion of the ice shelf (lower left image) as dark pixels. Further offshore, dark sea-ice floes surrounded by relatively brighter, deformed ice confirm the expression of surface melting. EScat and NSCAT images illustrate the progression of seasonal ice-shelf melting and its interannual variability [6] . Local ice-shelf melting is important as a means of confirming the effects of regional air temperatures along the peninsula.
V. REGIONAL SCATTEROMETER SIGNATURES
When interpreting the seasonal variations in EScat backscatter time series derived from the sample boxes in Figure 1 , it is important to be able to quantify the effects of ice concentration, and fluctuating wind speed and air temperatures. Each may have an impact upon the regional mean backscatter measured by a scatterometer instrument.
A. Impact of Air Temperature
Previous work has demonstrated that at ice concentrations exceeding 95%, the modulation of the backscattering coefficient by wind speed and direction is negligible [22] . In this study, the relationship between EScat A values, the high-resolution SAR backscatter coefficient measurements of sea-ice, and in-situ wind and air temperature conditions were recorded at Ice Station Weddell (at around 71 o S, 53 o W). No correlation was observed between the satellite-measured backscattering coefficients and wind, implying that the fetch-limited, wind-induced roughening effect on small leads was insufficient to cause significant bias in regional mean A values. The observed variability in SAR backscatter and EScat A values was instead highly correlated with air temperatures measured by the meteorological station at Ice Station Weddell and buoys surrounding the ice camp [22] . Furthermore, in-situ measurements by thermistors embedded within the sea ice [26] showed that the thermal gradient within the snow and sea ice determines the magnitude of the snow-ice interface reflection coefficient. In this manner, seasonal air temperatures regulate the regional backscatter of the summer sea-ice pack.
B. Modeling of Wind Impact
At relatively lower ice concentrations (< 90%) the wind can have a non-negligible contribution to the regional averaged A values. Here we use a simple model to demonstrate the effects of wind on the weighted mean backscatter coefficient at varying concentrations of typical perennial and seasonal sea ice. The intention is to quantify wind effects in ice conditions more typical of the summer ice margin in Figure 3 , where ice concentrations vary between 15 and 90 %, and where summer surface melting is experienced. The model is based on the following equation:
where A i is fractional coverage of ice, σ Figure 4a shows the wind speed influence upon backscatter coefficient for typical winter perennial sea ice (where σ o ice = -8 dB after [30] ). In the austral winter, typical wind speeds of 0 -15 ms -1 are observed [22] . In this range, the modeled regional mean backscatter coefficient increases and tends to σ -1 , regional mean backscatter values remain depressed below typical mean A values of the surrounding sea ice. However, the wind-speed threshold at which mean backscatter may be biased high is lower for seasonal or melting ice. High wind speeds (> 15 ms -1 ) can cause increases in the effective regional mean backscatter exceeding +5 dB at low ice concentrations (< 0.4). This is particularly important when considering surface melting in marginal ice zones with low summer concentrations (such as box 15 in Figure 3a) . Nevertheless, since the impacts of limited fetch and stable boundary-layers are disregarded here, the modeled extrema in σ o tot may be considered upper bounds to the effect of wind upon EScat-observed A values.
VI. MELT DETECTION ALGORITHM
As stated in the previous sections, the effect of summer melt is observed as a spatial and temporally varying reduction in scatterometer A values. The spatial pattern of this reduction is expressed in two EScat A sub-images in Figure 5 , in the northwest Weddell Sea, in the vicinity of the AP. Figure 5a indicates a mean 6-day image for the peak melt period in 1995, between February 5 and 10. The color table values were optimized in Figure 5 to indicate the melt-front. Melting ice surfaces are observed to have values below -20 dB, at the boundary between light blue and dark green colors. The pattern of melting is relatively coherent, extending approximately east west, with a finger of values below -25 dB extending to the southwest onto the southern portion of the LIS. In some locations, the impact of surface melting upon the backscatter is patchy with a large 100 x 100 km isolated patch of perennial ice (beneath the descending SAR swath on February 14, 1995) which until 10 February appears to have survived the effects of melting. As snow-depth has a large impact upon insulating the surface of the sea-ice [33, 34] , areas with large fractions of thick snow-covered perennial ice react slowest during brief periods of warming. This effect can be exaggerated by the layered snowcover found on perennial sea-ice floes in the Weddell Sea [35] . Deep, low thermal conductivity snow can support a strong negative temperature gradient [34] , that effectively conducts heat away from the snow/air boundary under brief periods of net positive (downward) heat fluxes. Figure 5b indicates the period of simultaneous SAR and insitu measurements from HMS Endurance. By 14 February the residual patch of perennial ice sampled in-situ by helicopter, had begun to melt, with a reduction in regional A values of ~8 dB. According to observations in Figure 3c , the appearance of surface melting and of extensive melt ponds resulted in the reduction of typical perennial ice A values (~ -8dB) to values below -16dB. Meanwhile, the general northward movement of the melt front in other areas indicates that the southernmost air temperatures are slowly cooling. LIS A values in the vicinity of the Larsen AWS are observed to have increased by over 10 dB, while cooling of perennial sea-ice areas to the south of Marambio restores local signatures back to their former A values. Figure 6 shows the 1994-95 melt transition in box 15 data. Melt onset is characterized by an abrupt decline in backscatter of several decibels over a contiguous time period exceeding a week. This decline occurred at a time when the ice margin was far north of this box location and ice concentration was at its highest. In 1994/95 a reduction in backscatter of 7 dB occurred over a period of 21 days (or seven images spaced at intervals of 3 days) in the region observed to be melting in Figure 3a . The accompanying plot of δA/δt in Figure 6b indicates that the time derivative of A remains negative for a period of 8 consecutive images, or 24 days. The combination of these two criteria has the advantage of filtering out small rapid fluctuations occurring as a result of the combination of oscillating spring air temperatures, variable ice concentrations and mid-winter storms.
Machine-automated algorithms have been developed for estimation of melt onset dates in the Arctic using low-resolution (100m) ERS-1 SAR imagery [16, 17] . Here, an equivalent meltdetection algorithm is developed to detect the onset of melting and the number of cumulative melting days using EScat and NSCAT scatterometer images of Antarctic ice. For easy comparison, higher resolution NSCAT data were resampled into the same grid as EScat. A 15 x 15 pixel two-dimensional spatial Gaussian filter (~130 x 130 km) was first applied to the images to reduce orbit swath noise. Noise is manifested particularly in EScat data of the Weddell and Ross Seas as a result of large spatial and temporal variability in sampling due to conflicting SAR operation of the ERS-1/2 AMI instrument within direct broadcast range of the O'Higgins (in Figure 1) and McMurdo SAR receiving stations.
For this study, data processing was limited to pixels in the EScat image between the sea-ice margin (determined by the SSM/I-derived 15% ice-concentration contour) and the Antarctic coastal mask. The backscatter change between two consecutive images was iteratively computed at each pixel location and stored. At each time step temporal pixel differences were computed and stored in memory for 7 contiguous floating point images (spanning an 18 day period for EScat and NSCAT data), requiring approximately 60 mB dynamic memory. For each pixel, the melt onset date was determined when the following criteria were met. In the case of Antarctic sea ice, the A value decrease from one image to the next must exceed 0.5 dB, and the total decrease within the 7 consecutive images window was no less than -3 dB. After each sea ice pixel was searched and checked for melting, the array is shifted to the next image, another set of 7 consecutive images is loaded and the process repeated.
To test and validate the approach, the algorithm was applied to a series of examples. Firstly the melt-detection criteria were applied to the time series at the location 64 o S 56 o W in Figure 6 . The algorithm automatically selected November 15, 1994 (day 319 or 1994.87) as the date of melt onset. Figure 2 suggests that this date coincides with air temperatures increasing and remaining for the first time consistently above -5 o C at the Marambio coastal station. To further validate the expression of melt onset in the regional sea-ice signatures of the northwest Weddell Sea we selected data from "control" boxes on the nearby LIS. Ice-shelf signatures offer the advantage of ruling out possible effects due to sea-ice concentration variability or advection of varying ice types (with different backscatter) through the boxes. [6, 28] . Figure 7a indicates the sharp definition of the melt onset in boxes 1-4 as an initial 10 dB drop in A values. For comparison, the algorithmretrieved melt onset is shown as a cross for each of the boxes. The algorithm correctly recognizes identical onset dates in each of the time series despite the different mean backscatter values of ice-shelf and fast-ice regions. False identification of initial brief periods of melt (due to strong cyclonic activity prior to onset of ice shelf melting), such as that observed in northernmost boxes 1 and 2, was avoided by adjusting the temporalwindowing method described earlier. The different intensity of the melt signal observed on the ice shelves is likely due to differences in the intensity of melting as a consequence of different boundary layer and energy balance conditions [36] . Figure 3b .
In contrast, box 20 shows a different characteristic seasonal trend (Figure 7b ) with a summer increase in A. This box is beyond the southernmost point of penetration of the NCEP seasonal 0 o C isotherm in the western Weddell Sea. Similar distinctive summer increase in backscatter in February 1992 accompanied seawater flooding of the snow-ice interface of many perennial snow-covered ice found in this region [26] . Snow-covered perennial ice floes surrounding Ice Station Weddell (ISW) increased their σ vv o values in austral summer as a result of ice-surface flooding at the base of the snow [22] . Since air temperatures at this latitude are too cold for snowsurface melting, the snow must insulate the ice sufficiently for it to be warmed by heat supplied from beneath. At temperatures above a threshold of approximately -5 o C [37] the ice becomes permeable. If the snow cover is deep enough for an isostatic imbalance [33] then it may flood with seawater through open brine drainage channels, causing a widespread increase in σ vv o [28] .
In-situ data from ISW in 1992 [26] confirm that summer increases in A values are not caused by atmospherically induced surface melting. Box 20 results in Figure 7b and other such sample boxes in Figure 1 are similarly interpreted as experiencing no melting. Support for this conclusion is provided in Figure 4b , where low ice concentrations and sustained high wind speeds are necessary throughout the summer season to cause the observed increase (Figure 7b ) from -17 to -10dB. Importantly, seasonal increases in backscatter are consistently observed in each of the sample time series south of box 9 (i.e. boxes 10, 11, 12, 18, 19, and 20) , implying that the effects of surface melting rarely penetrate south of 67 o S on the sea ice during the period shown. Though contrary to box 3 and 4 iceshelf observations of melting in Figure 7a , patterns of low backscatter values in EScat images ( Figure 5 ) clearly show localized regions of surface melting fringing the Antarctic Peninsula, rather than extending out large distances into the Weddell Sea ice pack.
VII. RESULTS
A. Melt Onset Patterns from EScat and NSCAT
The melt algorithm was first applied to map the spatial pattern of seasonal melt onset for the entire image time series between 1992 and 1997. To check the consistency of melt onset retrieval between frequencies and instruments we first compared results from simultaneous EScat and NSCAT observations. Figure 8 shows a comparison of results from each instrument for the 1996-97 austral summer. Blues and greens represent melt onset during November and December, while browns, reds, oranges and yellows highlight successively later melt onset during January, February or March, respectively. The SSM/I-derived 15% ice concentration contour is indicated for November 8, 1996 (day 313) to delineate the ice extent prior to melt onset. An inner line delineates the 15% ice concentration contour at the end of the algorithm run on March 14, 1997 (day 73). Figure 8 indicates that the frequency difference between NSCAT and EScat has little impact upon the detection of melt onset, and that the melt process causes a similar spatial response at both wavelengths. The algorithm is relatively robust, sensing regionally consistent dates of melt onset throughout the ice cover. The primary difference is that Ku-band data have a higher spatial resolution and capture a larger dynamic range, and thus are more sensitive to the appearance of melting signatures. This sensitivity leads to more widespread NSCAT recognition of melt onset in parts of the central Ross Sea, particularly in locations experiencing only brief bouts of surface melt, or mixed pixel effects.
To validate the spatial patterns we have compared the timetagged colored patches in Figure 8 (indicating contiguous regions of detected melt onset) with gridded NCEP data (described in section 3.2). NCEP reanalysis products were used exclusively in the peninsula region, as these data are expected to have the largest number of station meteorological data assimilated into the products. Figure 9 shows the contoured net surface heat flux field, and the shaded region corresponds to It has previously been demonstrated that for melting to occur in Antarctica surface air temperatures must be substantially higher than in the Arctic [2] . This condition is true because the air is typically drier under the influence of dry continental winds [38] . Under typical springtime relative humidities of ~80%, the surface can tolerate higher temperatures without melting provided that advective heat loss by sublimation balances the large net radiation input at the surface. For melting, surface-layer temperatures must be substantially higher than in the Arctic, and at or above 0 o C for the typical Bowen ratios (i.e. the ratio of sensible to latent heat flux), wind speeds and humidities observed in-situ. Clearly it is rare for summer melting to occur even with a positive net heat flux. It occurs mostly near the ice margin where a source of warm, moisture-laden air exists. NCEP data also appear to indicate that the general conditions required are therefore a combination of large positive radiation balance, a combination of both positive sensible and latent turbulent heat fluxes (i.e. from the atmosphere to the surface), and air temperatures close to or above 0 o C. Figure 8 indicates a roughly poleward melt onset progression as seasonal air temperature increase. Surface melt, however, is neither widespread nor spatially contiguous at any given instant of time during the summer, as is supported by in-situ observations of episodic warming [39] . Locations of melt patches appear linked to the locations of storm tracks supplying warm air masses and sufficient heat to induce only temporary surface melting. The pre-melt ice margin location and the ice margin corresponding to the end of the melt transition period, indicate the distance of sea-ice margin recession during the melt season. Large portions of the sea-ice cover experience little or no surface melt during ice-edge recession, suggesting that the combination of episodic warm air advection and positive net heat fluxes play only a small role in removing sea ice from these regions in summer. Instead, ice extent in the northwestern Weddell Sea appears governed by ice advection. Despite early melt onset the ice edge shows minimal recession due to ice replenishment from the south.
B. Seasonal Pattern of Melt Onset
The melt algorithm identifies what seem to be several false melt signatures. Indications of melt onset are observed, for instance, late in the summer of 1996-97, and in particular along the Ronne-Filchner ice-shelf front in the southern Weddell Sea. Although an automatic weather station on the Ronne ice shelf ("Limbert" at 72.42 o S) reported some temperatures above zero, these did not appear to have been sustained long enough for melt onset. Instead, it is more likely that surface warming causes brine-volume increases and significant permittivity changes in the relatively young, high-salinity ice forming in that active iceshelf polynya location [40] . The result would be a summer decline in thin-ice backscatter which mimicks that of melting, particularly on newly-formed expanses of undeformed, level ice.
C. Spatial Pattern in Cumulative Melt Days
The cumulative number of days of melt are recorded by the algorithm for a given pixel from melt onset onwards. Since fluctuations in A values are common, periods of positive time derivatives (i.e. inferred cooling), such as in Figure 6b , are rejected. Figure 10 shows comparative results for the number of cumulative melt days recorded in each scatterometer data set. Notably, in order to obtain similar results for C-and Ku-band frequencies, the melt criteria had to be relaxed for EScat data (from -3 to -1 dB drop). This is partially attributable to increased noise, reduced resolution, and lower sensitivity of the C-band A values to the appearance of moisture in the snow (i.e. reduced dynamic range).
Protracted summer surface melting in a specific region is rare and typically short-lived. Instead of long periods with depressed backscatter coefficients, the summer is characterized by large fluctuations in backscatter indicating melting and freezing cycles [28] . This behavior is not unique to the sea ice, but is also observed on neighbouring ice shelves, where meteorological station data (Figure 2 ) confirm such temperature fluctuations. The total cumulative melt days recorded by both instruments confirm that the only sea-ice locations experiencing protracted vigorous melting (exceeding 30 days) in 1996-97 were regions bordering the Antarctic Peninsula, in the Weddell and Bellingshausen Seas, and East Antarctic coastal regions. The southernmost melting region is observed in the Ross Sea, while the anomalous point in the Amundsen Sea (with values exceeding 20 days) is discovered to correspond with the top surface of the large, drifting Thwaites iceberg (B10A).
D. Characteristics of the Annual Cycle
Time series of the mean A values were extracted from EScat pixels falling within each of the sea-ice boxes in Figure 1 , using a similar method to [28, 29] . Figure 11 shows values from boxes of two different sizes, and distances from the AP. These were selected to show variability indicative of seasonal and interannual changes in the characteristics of the snow and ice floe surfaces, together with the proportions of ice types advected through each region. In each plot the upper panel shows the mean A values (solid line) and one standard deviation bounds. Generally, box 9 in Figure 11a indicates slightly larger variance than box 22 in Figure 11b , since the larger the box the greater the variance in ice conditions. The middle panel of each plot indicates the annual cycle, and the anomaly cycle in the lower panel shows the residuals after removing the smoothed 5-year mean.
The two examples indicate differences in the mean annual cycle as a consequence of the varying impact of melting, combined with the advection of varying fractions of seasonal or perennial ice through each box. Figure 11a shows a characteristic dip in October as summer approaches, and as the concentration of perennial ice dwindles as it is advected northwards out of the western Weddell Sea. The anomaly time series indicates that melting had a large impact on the summer signatures in 1992/93, 1994/95, and 1996/97, and summer oscillations in A in these time series indicate melt/freeze cycling. In the intervening years (1992, 1994 , and 1995), a strong February-March peak in A indicates that larger than normal quantities of perennial ice were advected through the region. Corroborative field evidence was collected during the WWGS '92 shipborne field experiment, for instance, when swarms of large floes of thick perennial ice with > 1 m deep snow, were observed exiting the western Weddell Sea [35] .
The time series from box 22 shows a large contrast to box 9. It was selected because it experiences only brief periods of summer melting and is covered by high concentrations of sea ice throughout the period shown. This box is too far to the east to experience varying mixtures of perennial and seasonal sea ice, and this reflected in the lack of a consistent pattern to the seasonal cycle. The long-term mean backscatter value reflected by the stable mean annual value of -14.5dB in the central panel of Figure 11b is typical of deformed first-year ice [30, 40] . Because of the flat-line characteristic of its annual cycle, box 22 serves as a unique indicator of small dynamic anomalies in this part of the Weddell Sea, as well as highlighting the anomalies resulting from periodic melt events such as occurred at the end of February, 1996.
E. Interannual Melt Patterns
Figures 12 and 13 compare the interannual variability in melt patterns deduced from the EScat data record. Each have five panels indicating a single melt season, with areas of color-coded melt and white regions signifying no melt. Figure 12 shows that most years generally exhibit a southward melt-onset progression (from blue to red, to orange and then yellow). This causes early melt onset detection around the tip of the Antarctic Peninsula (i.e. at the lowest latitude ice margin) and melting extending eastwards along the sea-ice margin in the northern Weddell Sea, and westwards along the coast into the Bellingshausen Sea. The combination of melt algorithm results and SSM/I ice concentrations also indicate that the retrievals in the Weddell Sea occurring later in January and early February are indeed surface melting.
More southern sea ice regions tend to experience later melt onset, as the sea-ice margin recedes southward. However, there is an exception to this rule, with early season melting consistently experienced in the Ross Sea. The melt onset algorithm also identifies isolated patches of late-season melt in the southern Weddell Sea (in February-March, 1997). Though this ice is clearly not melting from above, such circumstances could occur in smooth, thin ice regions when ocean heat fluxes warm the ice significantly enough to increase the permittivity of the ice surface. The result would be to increase the reflectivity and to cause reductions in the A values, and possibly false melt onset detection. Sea ice around East Antarctica demonstrates extremely rapid recession, with the result that melt onset is detected on the narrow annulus of remaining sea ice. In all years except 1993-94, coherent bands of similar melt onset may be traced around the ice margin in Figure 12 . The cumulative melt days results shown in Figure 13 help to visualize the regions where seasonal melting has the largest impact. Consistent surface melting occurs between 30 o E to 120 o E, for around 12 days except during the anomalous 1993-94 summer. Some of this anomaly may result from a number of regions of missing data during the first half month of January in 1994 such that no cumulative melting was detected. However, that alone does not appear to explain some of the large differences in melt onset, for instance.
The cumulative melt summary demonstrates that although there is significant interannual variation in melting, there are a number of locations around Antarctica which experience a consistently larger number of melt days (> 15) in a summer season. Results imply consistent summer melting around the Antarctic Peninsula, with a more southern extension of melting on the western flank around into the Bellingshausen Sea. Coastal sea-ice regions of East Antarctica with more than 15 cumulative melt days are less frequent or extensive. The only extended melting is observed in the Amery basin in 1992/93 and 1996/97.
VIII. CONCLUSIONS
Our results indicate that ERS-1/2 (C-band) and NSCAT (Kuband) scatterometer image data are applicable to monitoring the large-scale surface characteristics of Antarctic sea ice. The radar backscatter coefficient A at 40 o is sensitive to changes in reflectivity resulting from austral summer melting, and thus A values can be exploited in mapping surface melt. In May 1999 the QuikScat scatterometer was successfully launched. This instrument has no conflict with SAR data and recent data acquisitions indicate that it can be used for future Ku-band retrievals of sea-ice melt A melt detection algorithm was developed and applied to scatterometer images collected over the period 1992-99, spanning both ERS and NSCAT missions. Resulting data provide valuable information about the interannual variability in Antarctic surface melt and insight into the contribution of the atmosphere to the austral summer ice retreat. Patterns appear to exist from year-to-year in atmospherically induced ice-floe surface melt. Coincident NCEP surface fluxes indicate that algorithm identified melt regions correspond with locations where a surplus of energy at the surface coincides with air temperatures close to or above -5 o C. Such cases imply that heat delivered by the atmosphere and solar radiation is expended in surface melting, by the transformation of snow from solid to liquid phase.
Seasonal trends in EScat σ o time series are explained primarily by a combination of variations in air temperature and advection of different ice types and concentrations into or out of the study boxes. Results indicate significant interannual variability occurs in the duration and intensity of the melt season, particularly in the northwest Weddell Sea. The austral summers of 1992/93 and 1994/95 were relatively warm, each with earlier and more extended melt seasons. The 1995 appearance of melt ponds coincided with the rapid disintegration of northern sections of the LIS and landfast ice between James Ross Island and the peninsula [31] , and the calving of a spectacular iceberg from LIS close to box 2. Though February 1995 field observation of Antarctic melt ponds coincided with these occurrences, the appearance of similar melt periods in other years suggest that melt ponds may have been more widespread in the Antarctic Peninsula region in recent years. Continued warming presently occurring in this area is expected to have the most significant impact by increasing the frequency of melt ponds, thus leading to albedo feedback and potentially dramatic changes in the patterns of decay of the summer sea-ice margin in this region.
Summer-season surface processes are demonstrated to influence microwave radar data in consistent yet distinctive ways depending on whether the sea ice lies north or south of the seasonal isotherm corresponding to snow melting. Observations of increases in backscatter in many of the southern Weddell Sea sample boxes indicate the widespread nature of summer flooding processes leading to upward meteoric ice growth, more commonly known as snow-ice [22, 28] . Since most thermodynamic models do not adequately represent this process, our results are expected also to shed new light on the seasonality and regionality of this unique Antarctic summer upward-icegrowth process. Further studies will optimize the present algorithm to track widespread increases in backscatter as a function of surface flooding.
Antarctic sea-ice responds quite differently from its Arctic counterpart during the summer season. Atmospherically led austral summer surface melting appears far less extensive in time or space than is experienced in the Arctic. Our results reiterate that atmospherically induced surface melting and resulting albedo feedback is not the dominant sea-ice removal mechanism. Instead, a combination of ocean heat flux and summer shortwave radiation absorbed by the ocean surface (in small lead fractions) rapidly disposes of most of the sea-ice cover. This confirms previous observational and numerical findings which suggested that the retreat of the Antarctic summer ice margin is not simply regulated by the atmosphere, but rather by a balance between ocean heat flux, atmosphere, and sea-ice dynamics [8] .
The Thwaites iceberg (B-10A) drifting in the Amundsen Sea in 1996/97 provides an intriguing example of surface melt. The iceberg's top surface apparently experienced over 15 more days melt than surrounding sea ice at sea-level, thereby highlighting the existence of a strong temperature gradient in the lower atmosphere. Due to a fairly ubiquitous summer Antarctic inversion, cold stable air near the surface normally inhibits downward mixing of warmer air aloft. Icebergs stand higher in the inversion layer. As a result they encourage turbulent downward mixing of warm air and are therefore more susceptible to summer surface melt. Unlike the surrounding sea ice, the iceberg surfaces do not deteriorate rapidly to the point where the signature of melt is erased. Future studies should identify the general circulation patterns and atmospheric boundary layer conditions that lead to some ice areas being more susceptible than others to surface melt.
Future studies will combine large-scale satellite-tracked seaice kinematics data with these interannual melt time series (e.g.
[42]). Dynamical information such as opening/closing are essential to quantifying advective and dynamic influences upon the backscatter variability. On this basis, smart algorithms can be developed to more accurately extract thermodynamically regulated sea-ice characteristics from such radar time-series data. Figure 1 shows the locations of these stations as solid triangles. Shaded regions indicate periods of in-situ data, and triangular symbols indicate when RadarSat SAR image acquisitions began (shown in Fig. 3 ). 
