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Abstract
Let fλ be a family of holomorphic functions in the unit disk D ⊂ C,
holomorphic in parameter λ ∈ U ⊂ Cn. We estimate the number of zeros of
fλ in a smaller disk via some characteristic of the ideal generated by Taylor
coefficients of fλ. Our estimate is locally sharp and improve the previous
estimate obtained in [RY].
1. Introduction.
1.1. In what follows Dr := {z ∈ C : |z| < r}, Dr is the closure of Dr and D := D1.
Let U ⊂⊂ V ⊂ Cn be open connected sets, and
fλ(z) =
∞∑
k=0
ak(λ)z
k, ak ∈ O(V ), (1.1)
be a family of holomorphic functions in D depending holomorphically on λ ∈ V . Let
I(f ;U) be the ideal in O(U) generated by all ak(λ). Following the pioneering work
of Bautin [B], we refer to I(f ;U) as the Bautin ideal of fλ in U . Further,
C(f ;U) := {λ ∈ U : fλ ≡ 0}
is called the central set of fλ in U . The Hilbert finiteness theorem states that I(f ;U)
is generated by a finite number of coefficients. The Bautin index of f in U is the
minimal number df(U) such that a0, ..., adf (U) generate I(f ;U). Usually computing
I(f ;U) and df(U) is not easy. The number of zeros (counted with multiplicities)
which fλ can have near 0 for λ close to some λ0 ∈ C(f ;U) is called cyclicity ,
following [R]. The next result was established by Yomdin [Y, Th. 3.1]:
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Assume that for any λ ∈ V either fλ ≡ 0, or the multiplicity of zero of fλ at
0 ∈ C is at most N . Let IN be the ideal in O(U) generated by the first N Taylor
coefficients a0(λ), . . . , aN(λ). Assume that IN is radical (i.e. g
s ∈ IN for some s ≥ 1
implies that g ∈ IN). Then the cyclicity of fλ, λ ∈ U , is at most N .
This result follows from some theorems of [FY] based on the fact that df(U) ≤ N .
In particular, the required conditions are satisfied if fλ depends linearly on λ. The
main purpose of the present paper is to extend the above result to a general situation.
In [RY] it was shown that one can obtain a local upper bound on the number of
zeros of fλ just in terms of df(U). More precisely, there is some small positive r < 1
depending on df(U) and I(f ;U) such that each function fλ(z) has at most df(U)
complex zeros in the disk Dr. In our paper we will improve this estimate and will
show that another algebraic characteristic of I(f ;U) is responsible to the estimate
of the number of zeros of fλ. Moreover, our local estimate is sharp.
1.2. To formulate the results, let K ⊂⊂ V be a compact. For any open W by
Oc(D;W ) we denote the set of maps D 7→ W holomorphic in open neighbourhoods
of D. Assume that W ⊂ V . For any φ ∈ Oc(D;W ) consider the function
fφ(w)(z) =
∞∑
k=0
ak(φ(w))z
k, w, z ∈ D .
Let d(φ) be the Bautin index of the Bautin ideal of fφ(w) in D. Further, we fix a
sequence of open sets {Oj}, Oj+1 ⊂⊂ Oj ⊂⊂ V for any j, such that ∩jOj = K.
Definition 1.1 The integer number
µf(K) := lim
j→∞
sup
φ∈Oc(D;Oj)
d(φ)
will be called the maximal multiplicity on K of zero of fλ at 0 ∈ C.
Obviously, µf(K) ≤ df(Oj), the Bautin index of I(f ;Oj) in Oj (for any j). There-
fore the definition is correct and µf(K) < ∞. Also, µf(K) does not depend of the
choice of {Oj}.
Below we give another characterization of µf(K). First we choose an open set
U such that Oj ⊂⊂ U ⊂⊂ V for any j. Let Nj be minimum of integers N for which
there is c(N) > 0 so that
|ak(λ)| ≤ c(N) ·max
U
|ak| · max
i=0,...,N
|ai(λ)| for k > N, λ ∈ Oj . (1.2)
Theorem 1.2
µf(K) = lim
j→∞
Nj .
We will show that one can take the Bautin index df (U) of I(f ;U) as one of such N
in (1.2). Let c(Nj) be the best constant in (1.2) for N = Nj. We set
cµf (K) = limj→∞
c(Nj) . (1.3)
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The definition is correct because there is i0 such that for any i ≥ i0, Ni = lim
j→∞
Nj.
Also, cµf (K) does not depend of the choice of {Oi}. In fact, as follows from the proof
of the theorem cµf (K) depends only on K and a0, . . . , aµf (K). In general cµf (K)
cannot be estimated effectively. However, in many cases if the maximal multiplicity
µf(K) is known, cµf (K) can be found by a finite computation (which involves a
resolution of singularities type algorithm for the central set of fλ).
Further, for R < 1 and λ /∈ C(f ;V ), λ ∈ V , we set
mfλ(R) := sup
DR
log |fλ| and µf(λ,R) := mfλ(R)−mfλ(R/e) . (1.4)
Theorem 1.3 Let
µi := lim sup
R→0
sup
λ∈Oi\C(f ;Oi)
µf(λ,R).
Then
µf(K) = lim
i→∞
µi .
1.3. Next we formulate some simple corollaries from Theorems 1.2 and 1.3.
(1) There is i0 such that the central set C(f ;Oi0) is defined as the set of common
zeros of the first µf(K) + 1 Taylor coefficients a0(λ), . . . , aµf (K)(λ) of fλ (λ ∈ Oi0).
(2) Let fλ and gλ be families of holomorphic functions in D, holomorphic in λ ∈ V ,
and let f ′, ef be the families f ′λ(z) =
dfλ(z)
dz
and efλ , respectively. Then
µf(K) ≤ µf ′(K) + 1 ; µef (K) = 0 ; µfg(K) ≤ µf (K) + µg(K) .
(3) Let S ⊂ V be a compact and K(S) be the space of all compact subsets of
S equipped with the Hausdorff metric. Then the function µf : K(S) → Z+ is
upper-semicontinuous, i.e., if {Ki} is a sequence of compacts in S converging in the
Hausdorff metric to K ⊂ S, then
lim sup
i→∞
µf(Ki) ≤ µf(K) .
(4) For any family of compacts {Ki}i∈I in V such that ∪i∈IKi is a compact
µf (∪i∈IKi) = max
i∈I
µf(Ki) .
(Here the maximum is taken because by (3) µf is upper-semicontinuous onK(∪iKi).)
For x ∈ V being a point the number µf(x) will be called the generalized multiplicity
of zero of fx at 0 ∈ C. From Theorem 1.3 it follows that for x 6∈ C(f ;V ) the
number µf(x) coincides with the usual multiplicity of zero of fx at 0 ∈ C. Also, for
a compact K from the above identity we have
µf(K) = max
x∈K
µf(x) .
We leave proofs of these simple properties as an exercise for the reader.
1.4. According to Theorem 1.2 there is i0 such that
Ni = µf (K) and c(Ni) ≤ 2cµf (K) for any i ≥ i0 .
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Assume that
M := sup
k>µf (K),λ∈U
|ak(λ)| <∞ (1.5)
with U as in Theorem 1.2, and set
R :=
1
4cµf (K) ·M · 2
30µf (K) + 2
.
Let Pλ be the Taylor polynomial of fλ of degree µf(K). Let Nr(fλ) and Nr(Pλ),
λ ∈ V , be the number of zeros of fλ and Pλ in Dr.
Theorem 1.4 (Cyclicity Theorem)
(1) Nr/2(Pλ) ≤ Nr(fλ) ≤ N2r(Pλ) for any r < R, λ ∈ Oi, i ≥ i0.
(2) For any r < R, i ≥ i0 there is some λ ∈ Oi such that Nr(fλ) = µf(K).
In particular, from (1) we have NR(fλ) ≤ µf (K) for any λ ∈ Oi, i ≥ i0.
Remark 1.5 The straightforward application of Lemma 2.2.3 of [RY] gives also the
following global estimate
N1/4(fλ) < 4µf(K) + log5/4(2 + 2cµf (K) ·M) for λ ∈ Oi, i ≥ i0 .
Example 1.6 (1) Let B ⊂ C3 be a complex ball centered at 0 and
fλ(z) = λ
2
1 + λ
2
2z + λ
2
3z
2 + λ1λ2z
4 + λ1λ3z
5 + λ2λ3z
6, (λ, z) ∈ B × D .
It is easy to see that the Bautin ideal in O(B) is generated by all coefficients of the
function. Therefore the Bautin index is 5 and according to [RY] the number of zeros
of any fλ is ≤ 5 in a small neighbourhood of 0 ∈ C. However, from the inequalities
|λiλj| ≤ max{|λ1|
2, |λ2|
2, |λ3|
2}, 1 ≤ i, j ≤ 3,
it follows that µf(B) = 2. Thus according to the above theorems, the number of
zeros of fλ in Dr with r small enough is ≤ 2. Moreover, for any λ = (0, 0, λ3) ∈ B,
λ3 6= 0, the number of zeros (counted with multiplicities) of fλ in Dr is exactly 2.
(2) Let fλ(z) = λ(z
10 − λ), λ ∈ D. In this case the Bautin ideal is not radical and
the result of Yomdin do not apply (see [Y, page 363]). However, it is easy to see
that µf (λ) = 0, λ 6= 0, and µf(0) = µf(D) = df(D) = 10. Thus the cyclicity is 10.
(3) Assume that for any λ ∈ V ⊂ Cn the function fλ satisfies
f
(r)
λ (z) + pr−1λ(z)f
(r−1)
λ (z) + . . .+ p1λ(z)fλ(z) = 0, z ∈ D . (1.6)
Here each piλ(z) is holomorphic in (λ, z) ∈ V × D. Then [RY, Corollary 4.2] and
Theorem 1.2 above imply that µf(K) ≤ r − 1 for any compact K ⊂ V . Let
Fλ(z) =
∑m
k=1 Pk(z)e
Qk(z) where Pk, Qk are holomorphic polynomials of maximal
degree p and q, respectively, and λ ∈ Cm(p+q+2) is the vector of coefficients of all
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Pk, Qk (k = 1, . . . , m). First consider q = 1 (usual exponential polynomials). Then
Fλ satisfies (1.6) with r = m(p+ 1). Hence µF (K) ≤ m(p+ 1)− 1 for any compact
K ⊂ Cm(p+3). Assume now that q ≥ 2. It is easy to check (see e.g. [VPT]) that Fλ
satisfies (1.6) with r = (p+1)(q
m−1)
q−1
, and so µF (K) ≤
(p+1)(qm−1)
q−1
− 1. However, one
obtains a better estimate using [Br, Lemma 8]. This result says that there is r0 > 0
such that for any r ≤ r0 the number of zeros in Dr of any Fλ is ≤ 3 ·2
m−1(p+ q−1).
Then by Theorem 1.4, µF (K) ≤ 3 · 2m−1(p+ q − 1).
2. Proofs of Theorems 1.2 and 1.3.
2.1. Resolution Theorem. Our main tool is a version of Hironaka’s theorem on
resolution of singularities proved in Theorem 4.4 and Lemma 4.7 of Bierstone and
Milman [BM]. As usual, if z = (z1, . . . , zn) ∈ Cn and α = (α1, . . . , αn) is a multi-
index (αj ∈ Z+ ), zα := z
α1
1 . . . z
αn
n and |α| :=
∑
1≤j≤n αj . If α and β are multi-indices
we write α ≺ β to mean that there is a multi-index γ such that β = α + γ.
Fix λ0 ∈ W , an open subset of Cn. A dominating family for W at λ0 is a finite
collection (Wα, Kα, φα)1≤α≤A where, for each α, Kα ⊂⊂ Wα, Wα is an open set in
Cn containing 0, φα :Wα −→W is a holomorphic map satisfying the two conditions
(1) detφ′α 6= 0 outside a complex analytic variety of codimension ≥ 1, and
(2) The images φα(Kα) (α = 1, . . . , A) cover a neighbourhood of λ0 in C
n.
BM Theorem. Let f1, . . . , fN be holomorphic functions defined on a neighbourhood
of λ0 ∈ Cn. Suppose that none of the fj vanishes identically in any neighbourhood
of λ0. Then there exists a dominating family (Wα, Kα, φα)1≤α≤A for W at λ0, such
that for each α we can find multi-indices γ1α, . . . , γNα and functions h1α, . . . , hNα on
Wα with the following properties
(A) Each hjα is a nowhere-vanishing holomorphic function on Wα.
(B) fj ◦ φα(z) = hjα(z) · zγjα for all z ∈ Wα, 1 ≤ j ≤ N , 1 ≤ α ≤ A.
(C) For each α, the multi-indices γ1α, . . . , γNα are totally ordered under ≺ (i.e.
given 1 ≤ i, j ≤ N , we either have γiα ≺ γjα or γjα ≺ γiα).
2.2. Proof of Theorem 1.2. Let fλ(z) =
∑∞
k=0 ak(λ)z
k, ak ∈ O(V ), and K ⊂⊂
U ⊂⊂ V where K is compact and U is open. Let df(U) be the Bautin index of
I(f ;U) in U . Let λ0 ∈ U and W ⊂ U be an open neighbourhood of λ0. Assume
that (Wα, Kα, φα)1≤α≤A is the dominating family forW at λ0 for which a0, . . . , adf (U)
satisfy BM Theorem. Here aj ◦ φα(z) = hjα(z) · zγjα for all z ∈ Wα, 1 ≤ j ≤ df(U),
1 ≤ α ≤ A. Then from (C) it follows that one can find an index j0(α) and multi-
indices γ˜jα so that γjα = γj0(α)α+ γ˜jα, with γj0(α)α = 0. The minimal j0(α) satisfying
this condition will be denoted j(Wα).
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Lemma 2.1 For any k ≥ 0 the function gkα(z) :=
ak ◦ φα(z)
zγj(Wα)α
is holomorphic on
Wα. There is a constant C(Wα) > 0 such that
|ak ◦ φα(z)| ≤ C(Wα) ·max
W
|ak| · max
i=0,...,j(Wα)
|ai ◦ φα(z)| , z ∈ Kα. (2.1)
Proof. For the first statement it suffices to consider k > df(U). Then ak belongs to
the ideal generated by a0, . . . , adf (U) on U . So there are bj ∈ O(U), 1 ≤ j ≤ df(U),
such that ak =
∑df (U)
j=1 bj · aj . This implies the first part of the lemma. Further, let
us cover the compact Kα by a finite number of closed polydisks ∆l := {z ∈ C
n :
max1≤i≤n |zi − ξil| ≤ al}, ∆l ⊂ Wα, min1≤i≤n ||ξil| − |al|| := rl > 0 (l = 1, . . . , s).
Assume that zγj(Wα)α = zγ11 . . . z
γn
n with |γj(Wα)α| =
∑n
i=1 γi. Then on the boundary
torus Snl ⊂ ∆l we have
min
Sn
l
|zγj(Wα)α| ≥ r
|γj(Wα)α|
l := rl(Wα) .
Also, for z ∈ ∆l by the definition we have
|zγj(Wα)α | ≤ |aj(Wα) ◦ φα(z)| ·max
Sn
l
1
|hj(Wα)α|
≤ kl(Wα) · max
i=0,...,j(Wα)
|ai ◦ φα(z)| .
Combining these inequalities we obtain (for z ∈ ∆l)
|ak ◦ φα(z)| = |gkα(z)| · |z
γj(Wα)α| ≤ kl(Wα) ·max
Sn
l
|gkα| · max
i=0,...,j(Wα)
|ai ◦ φα(z)| ≤
kl(Wα) ·max
Sn
l
|ak ◦ φα(z)| ·max
Sn
l
1
|zγj(Wα)α|
· max
i=0,...,j(Wα)
|ai ◦ φα(z)| ≤
kl(Wα)
rl(Wα)
·max
W
|ak| · max
i=0,...,j(Wα)
|ai ◦ φα(z)| .
From here it follows the required inequality (2.1) with
C(Wα) := max
1≤l≤s
kl(Wα)
rl(Wα)
. ✷
Set j(W ) = maxα j(Wα). Consider the family {Oi} as in Theorem 1.2, i.e., K ⊂ Oi,
Oi+1 ⊂⊂ Oi ⊂⊂ U for any i. Let i0 be such that lim
j→∞
Nj = Ni for any i ≥ i0.
Lemma 2.2 For any i ≥ i0 there are finite number of points λli ∈ Oi+1, open sets
Wli ⊂ Oi, λli ∈ Wli, and dominating families (Wα,li, Kα,li, φα,li)1≤α≤Ali for Wli at
λli, satisfying BM Theorem for the functions a0, . . . , adf (U) (1 ≤ l ≤ ti), such that
Oi+1 ⊂
ti⋃
l=1
Ali⋃
α=1
φα,li(Kα,li) .
Proof. The proof follows from the fact that the closure Oi+1 is compact. ✷
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Let Wi = (Wli)
ti
l=1 be the corresponding open cover of Oi+1. Then we set
U(Wi) =
ti⋃
l=1
Wli and j(Wi) = max
1≤l≤ti
j(Wli) .
Clearly, U(Wi) ⊂ Oi, U(Wi+1) ⊂⊂ U(Wi), and j(Wi) ≤ df(U). Now inequality
(2.1) applied to the elements of dominating families of a cover Wi as above implies
Lemma 2.3 There is Ci > 0 such that
|ak(λ)| ≤ Ci ·max
U
|aj| · max
i=0,...,j(Wi)
|ai(λ)| for k ≥ 0, λ ∈ Oi+1 . ✷
Next we will prove
Lemma 2.4 For any i ≥ i0,
lim
j→∞
Nj = j(Wi).
Proof. By definition, Oi+1 ⊂⊂ Oi0. Thus from Lemma 2.3 and from the definition
of Ni+1 we have L := lim
j→∞
Nj ≤ j(Wi). Assume, to the contrary, that L < j(Wi).
By definition, there is an element (Wα, Kα, φα) of one of the dominating families for
Wi (as in Lemma 2.2) such that j(Wα) = j(Wi). Since U(Wi) ⊂⊂ Oi ⊂⊂ Oi0, we
have from our assumption
|aj(Wi) ◦ φα(z)| ≤ c(L) ·max
U
|aj(Wi)| · max
j=0,...,L
|aj ◦ φα(z)| , z ∈ Wα . (2.2)
But by BM Theorem, aj ◦φα(z) = hjα(z) · zγjα where each hjα is nowhere-vanishing
onWα, and j(Wi) is the minimal number such that γj(Wi)α ≺ γjα (j = 1, . . . , df(U)).
Then (2.2) gives a contradiction with minimality of j(Wi) (since 0 ∈ Wα). ✷
We set j(K) := j(Wi) (i ≥ i0). It remains to prove that µf(K) = j(K). Assume
also that the above i0 is so big that for any i ≥ i0,
µf(K) = sup
φ∈Oc(D;Oi)
d(φ) .
Let φ ∈ Oc(D;Oi0) be such that d(φ) = µf(K). By definition φ maps some Dr,
r > 1, into Oi0 . Then the definition of Ni0 = j(K) implies that
|ak ◦ φ(z)| ≤ c(j(K)) ·max
U
|ak| · max
j=0,...,j(K)
|aj ◦ φ(z)| , k > j(K), z ∈ Dr .
Let Z ⊂ Dr be the set of common zeros of aj ◦ φ, 0 ≤ j ≤ j(K), counted with
multiplicities, and BZ be the Blashke product in Dr whose set of zeros is Z. For any
i ≥ 0 we set hi :=
ai◦φ
BZ
. From the above inequality it follows that hi is holomorphic
on Dr. Then for some r1, 1 < r1 < r,
max
j=0,...,j(K)
|hj(z)| ≥ C > 0, z ∈ Dr1 .
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Hence, by the corona theorem, there are bounded holomorphic on Dr1 functions
g0, . . . , gj(K) such that
j(K)∑
i=0
gi · hj ≡ 1 on Dr1 .
From here it follows (for any k)
ak ◦ φ ≡
j(K)∑
i=0
(ai ◦ φ) · (hk · gi) on D .
This means that the Bautin index d(φ) (= µf(K)) is ≤ j(K).
Conversely, let Wi and Wα, Kα, φα be the same as in the proof of Lemma 2.4.
Here j(Wα) = j(K). Then from BM Theorem we have aj ◦ φα(z) = hjα(z) · zγjα ,
z ∈ Wα, with a nowhere-vanishing hjα (1 ≤ j ≤ df(U)). Let us consider the
closed disk Ds := {(z, . . . , z) ∈ Cn : z ∈ C, |z| ≤ s} with s so small that
Ds ⊂Wα. Then by the definition of j(K), the multiplicity of zero of each (ak◦φα)|Ds,
0 ≤ k < j(K), at (0, . . . , 0) ∈ Ds is greater than |γj(K)α|, but the multiplicity of
zero of (aj(K) ◦ φα)|Ds at (0, . . . , 0) ∈ Ds equals |γj(K)α|. Now, for some r > 1 we
still have τ(w) := (sw, . . . , sw) ∈ Wα for w ∈ Dr. Let us define φ ∈ Oc(D;Oi0) as
φ := φα ◦ τ . According to the above argument for multiplicities, the Bautin index
d(φ) of fφ(w) in D is ≥ j(K). This shows that µf(K) = j(K) .
The proof of the theorem is complete. ✷
2.3. Proof of Theorem 1.3. Let i0 be the same as in the proof of Theorem 1.2.
We will prove that for any i ≥ i0 + 1, µi = µf(K).
Let Wi−1 be a cover from Lemma 2.2. Here U(Wi−1) ⊂ Oi−1 ⊂ Oi0 and
j(Wi−1) = µf(K). By definition there are a sequence of points ws ∈ Oi \ C(f ;Oi)
and numbers Rs > 0, lim
s→∞
Rs = 0, such that µi = lim
s→∞
µf(ws, Rs). Without loss of
generality we may assume that lim
s→∞
ws = w ∈ Oi. Then from Lemma 2.2 it follows
that there is a dominating family (Wα, Kα, φα)1≤α≤A for one of the open sets of the
cover Wi−1 such that images φα(Kα) (1 ≤ α ≤ A) cover a neighbourhood of w. In
particular, we can find some α and a sequence {w˜k} ⊂ Kα such that φα(w˜k) = wsk
for some subsequence {wsk} ⊂ {ws} and limk→∞
w˜k := w˜ ∈ Wα. Now, according to
BM Theorem and Lemma 2.1 the function
hz(y) :=
fφα(z)(y)
zγj(Wα)α
, z ∈ Wα, y ∈ D,
is holomorphic and its central set in Wα is empty. Let µ be the multiplicity of
zero of hw˜ at 0. Then the function gz(y) :=
hz(y)
yµ
is nowhere-vanishing in a small
neighbourhood O of (w˜, 0) ∈ Wα × D. Without loss of generality we may assume
that all pairs (w˜k, y), y ∈ DRsk , belong to O. Then we have
µi = lim
k→∞
µf(wsk , Rsk) = limk→∞
µh(w˜k, Rsk) = limk→∞
µg(w˜k, Rsk) + µ = µ . (2.3)
But in Wα the maximal multiplicity of zero of hz at 0 is j(Wα) because by BM
Theorem the Taylor coefficient of hz whose number is j(Wα)+1 is nowhere-vanishing
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and the previous coefficients have common zero at 0 ∈ Wα. This shows that
µi ≤ j(Wi−1) = µf(K) .
Let us prove the opposite inequality. Recall that from Theorem 1.2 applied to
the cover Wi it follows that there is an element (Wα, Kα, φα) of a dominating family
of the cover Wi (with U(Wi) ⊂ Oi) such that j(Wα) = µf(K). In particular, there
is a point z0 ∈ Wα such that the multiplicity µ of zero of hz0 (defined as above) at
0 is j(Wα). Then from (2.3) with lim
k→∞
w˜k = z0 and from maximality of µi we have
µi ≥ µ = j(Wα) = µf(K) .
Combining these inequalities we get
µi = µf(K) and lim
i→∞
µi = µf(K)
which completes the proof of the theorem. ✷
3. Proof of the Cyclicity Theorem.
3.1. Cartan’s Lemma. In the proof we use a version of the Cartan Lemma proved
in Levin’s book [L, p.21].
Cartan’s Lemma. Let f(z) be a holomorphic function on D2eR, f(0) = 1, and η
be a positive number ≤ 3e
2
. Then there is a set of disks {Dj} with
∑
j rj ≤ 4ηR,
where rj is radius of Dj such that
log |f(z)| > −H(η) logmax
D2eR
|f |
for any z ∈ DR \ (∪jDj). Here H(η) = 2 + log
3e
2η
.
Let g(z) be a holomorphic function on D(6e+1)r/2. Let m1 := maxDr/2 |g| and
m2 := maxD(6e+1)r/2 |g|. In what follows St := {z ∈ C : |z| = t}. From Cartan’s
Lemma we have
Lemma 3.1 There is a number tr, r/2 ≤ tr ≤ r, such that
min
Str
log |g| > logm1 − 7 · log
m2
m1
.
Proof. Let w ∈ Sr/2 be such that |g(w)| = m1. We set f(z) :=
g(z+w)
g(w)
. Then
f is defined on D2eR with R =
3r
2
, and f(0) = 1, maxD2eR |f | ≤
m2
m1
. For any t,
r/2 ≤ t ≤ r, we set
Kt := {z ∈ St : |f(z)| = min
St
|f |} and K = ∪tKt .
Clearly one cannot cover K by a set of disks {Dj} with
∑
j rj < 4ηR where η = 1/24.
In particular, by Cartan’s lemma there is tr ∈ [r/2, r] such that
min
Str
log |f | ≥ −(2 + log 36e) log
m2
m1
> −7 log
m2
m1
.
Going back to g gives the required inequality. ✷
Assume that g as above is a polynomial of degree d. Then we have
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Corollary 3.2 There is a number tr, r/2 ≤ tr ≤ r, such that
min
Str
|g| >
1
(6e+ 1)7d
·max
Dr/2
|g| >
1
229d
·max
Dr/2
|g| .
Proof. The Bernstein Doubling inequality for polynomials implies m2
m1
≤ (6e+ 1)d.
Then we apply Lemma 3.1. ✷
3.2. Proof of the Cyclicity Theorem. (1) The definition of i0, estimate (1.5)
and Theorem 1.2 imply for i ≥ i0,
|ak(λ)| ≤ 2cµf (K) ·M · max
j=0,...,µf(K)
|aj(λ)|, k > µf(K), λ ∈ Oi .
Then in a disk DR with R < 1 for λ ∈ Oi we have
|fλ(z)−Pλ(z)| = |
∑
i>µf (K)
ai(λ)·z
i| ≤ 2cµf (K)·M ·
Rµf (K)+1
1− R
· max
j=0,...,µf(K)
|aj(λ)| . (3.1)
Also, by the Cauchy inequality we have
max
j=0,...,µf(K)
|aj(λ)| ≤ max
D
|Pλ| .
The last inequality, Corollary 3.2 and the Bernstein Doubling inequality imply that
there is tR, R/2 ≤ tR ≤ R, such that
min
StR
|Pλ| >
maxDR/2 |Pλ|
229µf (K)
≥
Rµf (K) ·maxD |Pλ|
230µf (K)
≥
Rµf (K)
230µf (K)
· max
j=0,...,µf(K)
|aj(λ)| . (3.2)
We set
R0 =
1
2cµf (K) ·M · 2
30µf (K) + 1
.
Combining (3.1) and (3.2) we have for any R < R0, z ∈ StR , λ ∈ Oi,
|fλ(z)− Pλ(z)| ≤ 2cµf (K) ·M ·
Rµf (K)+1
1− R
· max
j=0,...,µf(K)
|aj(λ)| <
Rµf (K)
230µf (K)
· max
j=0,...,µf(K)
|aj(λ)| < min
StR
|Pλ| ≤ |Pλ(z)| .
From here by the Rouche´ theorem it follows that fλ and Pλ have the same number
of zeros in DtR . If we apply the last statement to any R < R0/2 we obtain
NR/2(Pλ) ≤ NtR(Pλ) = NtR(fλ) ≤ NR(fλ) ≤ Nt2R(fλ) = Nt2R(Pλ) ≤ N2R(Pλ) .
This proves the first part of the theorem.
(2) Let r < R0/2 and i ≥ i0 with R0 and i0 as above. From the proof of Theorem
1.3 we know that there is a point λ ∈ Oi, an open set W ⊂ Oi, λ ∈ W , and an
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element (Wα, Kα, φα) of the dominating family forW at λ such that j(Wα) = µf(K).
Moreover from (2.3) it follows that for the function
hz(y) :=
fφα(z)(y)
zγj(Wα)α
, z ∈ Wα, y ∈ D ,
there is z0 ∈ Wα such that the multiplicity of zero of hz0 at 0 equals µf(K). Further,
we can find r′, r ≤ r′ < R0/2, such that hz0 |Sr′ is nowhere-vanishing. In particular,
there is an open connected neighbourhood O ⊂ Wα of z0 such that for any z ∈ O
we still have that hz is nowhere-vanishing on Sr′. For z ∈ O consider the integral
Nr′(hz) =
1
2pii
∫
Sr′
∂
∂y
hz(y)
hz(y)
dy
which counts the number of zeros of hz in Dr′ . Clearly the function Nr′(hz), z ∈ O,
is continuous and integer-valued. Thus it is constant on O. From here by the
definition of the dominating family it follows that there is a point w ∈ O such that
λ0 := φα(w) ∈ Oi \ C(f ;Oi) and
Nr′(fλ0) = Nr′(hw) = Nr′(hz0) ≥ µf(K) .
But according to part (1) of the Cyclicity Theorem, for any λ ∈ Oi
NR0/2(fλ) ≤ µf(K) .
These inequalities imply
Nr(fλ0) = µf(K) .
The proof of the theorem is complete. ✷
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