Abstract-Under the information and knowledge economy era, strengthening the enterprise strategic management can realize its sustained development in the intense market competition environment, increase its ability of adapting environment, and enhance the competitive strength and the competitive advantage. To evaluate the enterprise strategic management performance (ESMP) scientifically and accurately, this paper overcomes the shortcoming of tradition linear ESMP evaluation method, proposes a evaluation method which unifies the improved BP neural network (BPNN) algorithm and the multistage dynamic fuzzy judgment (MDFJ), takes the multistage dynamic fuzzy judgment as the sampling foundation, uses the BP neural network principle to establish evaluation model. This method not only can exert the unique advantages of BP neural network, but also overcome the difficulty of seeking the high grade training sample data. The ESMP evaluation of 14 enterprises indicates that the method to evaluate the ESMP is stable and reliable.
I. INTRODUCTION
In 1972, Ansoff published the paper named "the strategy management concept" in the magazine of "Enterprise Operational Policy", officially proposed the concept of "strategic management". In 1979, he specially wrote the monograph of "Strategic Management theory". Ansoff believed that the enterprise strategy management, is refers to a series of management business which unifies the daily business decision-making with the long-term plan decision-making. The development of enterprise strategy management theory may divide into four stages: The first stage is the early strategic concept stage; the second stage is the traditional strategy theory stage; the third stage is the competitive strategy theory stage; the fourth stage is the dynamic strategic theory stage. In today's information and knowledge economy era, the competition among enterprises has been extended in space and strengthened in time. In order to obtain longterm survival and sustainable development, the enterprises must pay more attention to their development strategy management. Therefore, enterprises need to construct a whole set of comprehensive and objective overall performance evaluation system. We may test and amend the enterprises' development strategy after considering the evaluation results, and evaluate the implementation effect about the enterprises' development strategy, then provide the basis for the adjustment of the development strategies and business strategies.
The enterprise strategic management performance (ESMP) evaluation is a systematic evaluation process, and a scientific and quantitative argumentation. There are many methods about the performance evaluation have been widely applied, such as: the analytic hierarchy process, the gray systematic evaluation, fuzzy comprehensive evaluation method, etc. However, these methods are subject to stochastic factors in the evaluation, and the evaluation results are influenced by subjective experience and knowledge limitations easily, which often with personal bias and one-sidedness. In recent years, the multi-goals and multi-level fuzzy synthesis evaluation method based on the fuzzy collection theory has already obtained the certain effect, but this method lacks the selflearning ability, and could not get rid of the randomness in the decision-making process and the evaluation experts' subjective uncertainty. How to establish an evaluating method that not only can reflect the different situation's non-linear rule, but avoid the subjective judgement uncertainty, is the urgent question for ESMP [1] [2] . This paper designs a set of index system that is fit for the ESMP evaluation, and constructs an evaluation method base on the combination of improved BP neural network (BPNN) and multistage dynamic fuzzy judgment (MDFJ), carries on the scientific evaluation to the enterprise strategic management performance.
II. THE BASIC PRINCIPLE OF BP NEURAL NETWORK
In 1943, American psychologist W McCulloch and mathematician W Pitts presented a simple neurons mathematical model, namely MP model, which created the theoretical research about the artificial neural network model. In 1980s, American physicist J. J. Hopfield proposed the feedback interlinkage network and defined the energy function, it is the function about the neuron state and connection weights, which can be used to solve optimization problems and associative memory. In 1986, D. E. Rumelhart and J. L. McClelland brought forward the back-propagation algorithm of multilayer feedforward network, called BP network or BP algorithm. This algorithm is used to solve the problems that perceptron cannot settle, and it is the most widely used algorithm presently.
BP neural network is consisting of neurons and the connection between neurons, it can be divided into input layer, hidden layer and output layer, and it belongs to the learning algorithm with mentor. BP neural network is composed of positive propagation and the back propagation. In the positive propagation phase, the state of every layer neurons will only affect the neurons state in the next layer; if the expected output cannot be gotten in the output layer, the network enters into the error's back propagation phase. According to the error signal of back propagation, the network changes the networkconnecting of all layers, to find out the best weight set and realize the correct network output. The output of the input layer neuron is equivalent to the input values.
For the p(p=1,2,…,P) sample, if the output of k(k=1,2,…,K) node (the node is on the output layer of BP neural network) is O kp , the connection weight values between hidden layer and output layer, input layer and hidden layer are w kj and v ji , and the hidden layer and output layer neurons use the bipolar compression function as the output function, then the error function E on output layer can be defined as a square function, namely
(1) In the formula, d k denotes corresponding desired output value.
BP algorithm is the guided learning, and the essential of learning is to revise the weight value constantly so as to the error function to zero, therefore, in accordance with the principle of error gradient decline, and the adjustment of w kj and v ji can be expressed as: The evaluation method that unifies the BP neural network and the expert fuzzy judgement divides into 3 stages. First, we use the expert fuzzy judgement to evaluate, and obtain the massive samples; then establish the BP neural network model through the training samples; finally, use the BP neural network system to carry on the evaluation.
A. The Improved BPNN Algorithm a) The parameters determination of improved BP neural network
The BP neural network algorithm proposed by D. E. Rumelhart and J. L. McClelland makes the neural network to have the more practical and effective training methods. However, the BP neural network application in the complex system is restricted because the initial BP algorithm has the defects of the low efficiency and the slow convergence speed owing to the highly non-linear system. At present, most advanced researches have focused on the algorithm improvements, and this paper imports the adjustable activation function and the Levenberg-Marquardt optimization algorithm to enhance the learning accuracy and the algorithm convergence speed.
The input vector in the input layer is: X R n , X=(x 0 ,x 1 ,x 2 …,x n-1 )
T ; the input vector in the first hidden layer is: X' R n 1 , X'=(x' 0 ,x' 1 ,x' 2 …,x' n-1 )
T , output vector is:
T ; the input vector in the second hidden layer is:
the input vector in the output layer is:
T . The weight value between the input layer and the first hidden layer is denoted with ij , the threshold value is j , the weight value between the first hidden layer and the second hidden layer is denoted with ' jk , the threshold value is ' k , the weight value between the second hidden layer and the final output layer is denoted with '' kl , the threshold value is '' l , then the input and output in every layer neurons are met:
The activation function f (u) is a nonlinear function. We normally choose sigrnoid function,
b) The learning process of the improved BP neural network The study process of the BP neural network can be divided into two stages: the first stage is toward pass, namely input sample data from the input layer, transmit signal forward, and calculate the corresponding output neuron of every layer according to the above formula that is not feedback and connected among the layers. The second stage, namely the back pass, If the error between the actual output of the output layer and the goal output doesn't fall into the scheduled precision range, the error signal returns along the original pathway to amend the weight value and threshold value. By the two iterative processes, we make the network to achieve convergence at last. At this time, the error reaches the scheduled range. In the multilayer BP neural network, given a set of sample data (x,t), X R n , t R (12) To all samples, the total network error: (13) We enter into the second stage of the learning process, namely adjustment reversely the weight value and the threshold value, and revise every weight value nq :
is the learning rate. The learning process of the neural network is the process to seek the smallest of error E, but the traditional BP algorithm to complex networks, it very likely falls into local minimum value. This paper introduces the Levenberg-Marquardt optimization algorithm which can enhance the network convergence speed and reach the error range rapidly [7] - [10] .
B. The Basic Principle of Multistage Dynamic Fuzzy Judgement
The practical thing has many kinds of attributes frequently or is influenced by many kinds of factors, the people need to carry on the comprehensive evaluation to these many kinds of attribute factors, and this is the comprehensive judgment. In the most situations, these attributes or the factors have the fuzziness, make the comprehensive evaluation to this kind of fuzziness factors, and this is the fuzzy comprehensive judgment. The basic principle and the step of the multi-factor fuzzy comprehensive judgment method are as follows:
(1) Carry on the classification to the factor sets, X={x 1 , x 2 … x n }, according to certain attributes, and form s subset.
In the formula:
(2) Make the comprehensive decision separately to each sub-factor X i .
Suppose Y i ={y i1 , y i2 , …, y in }, is the evaluation sets of subset X i , the evaluation sets denote all levels of remark from high to low, weigh the certain sub-factor performance in the multi-layer structure model. For example, when m=5, Y i ={y i1 , y i2 , …, y in } may express that superior, good, medium, ordinary, bad, and give certain scores separately.
The weighted distribution of the various factors in X i is A i ={a i1 , a i2 , …, a in }.
(16) In the formula:
If R i is the single factor matrix, then we can gain the first-level judgment vector:
(3) Regard each X i as a factor, record X={x 1 , x 2 … x s }, and X is also a factor set, the single factor decisionmaking matrix of X is: If the first-level factor set X i (i=1,2,…, s) still contained many factors, we can carry on the subdivision to the Xi again, therefore has the third-level, four-level models, and so on.
C. Integration of Improved BP Neural Network and Multistage Dynamic Fuzzy Judgement
Although the BP neural network may obtain the complex non-linearity handling ability for ESMP evaluation system, but it obtains this ability through the self-learning process of feed forward neural network. Then, how obtains the high grade evaluation data is very difficult, uses the union method of BP neural network evaluation method and the multistage dynamic fuzzy synthesis judgement is a good means to solve the difficulty. Therefore, we should invite the experts to apply the multistage dynamic fuzzy synthesis judgement method to carry on the evaluation, absorb the experts' knowledge and the rich experience; then we unify the two methods, realize predominance complementarity each other, and make the overall system to achieve the higher intelligent level.
The evaluation method that unifies the BP neural network with the multistage dynamic fuzzy judgement may be divided into 3 stages. Firstly, use the expert fuzzy evaluation method to carry on the evaluation, and obtain the massive samples; then carry on the study using the BP nerve network method, and construct the BP nerve network through training sample; finally, carry on the evaluation using the BP neural network system.
The key of the evaluation method lies in: First, the experts carry on fuzzy synthesis judgment, and select the sample, and the following must pay attention to: (1)The evaluation system is applied for a long time and confirmatory, therefore cannot add and modify at will; (2)Judges each evaluation system weight to use the analytic hierarchy process and the gray relevancy method; (3)Chooses the expert, executes the eschewal system strictly; (4)The various samples data result must strictly be preserve after the fuzzy synthesis judgment. Next, the sample selection must be met: (1)All kinds of sample (superior, good, general, bad) distributes evenly; (2)The quantity is enough; (3)The sample has the representation; (4)The sample data must carry on the standardized pretreatment. Once more, the system provides multilayer BP neural network model of the momentum training method and the self-adapted study speed training method, enables the user to be allowed to select the training method and the neural network model level structure according to the special details, and establishes the evaluation model according to the sample [11] - [17] .
IV. THE EVALUATING MODEL BASED ON IMPROVED BPNN ALGORITHM AND MULTISTAGE DYNAMIC FUZZY JUDGEMENT

A. The Indices System Construction
When evaluating the enterprise strategic performance, we should keep to the ideas and methods of system engineering, follow the principle of comprehensive, value correlation, scientific pragmatism, unity and cost-benefit, and construct the multi-objective comprehensive strategic performance evaluation system. The following factors are taken into account when we evaluate the enterprise strategy performance.
a) The strategic performance evaluation index systems about the employee lay
The enterprise strategy management is to emphasize the future development. The investments for the future enable enterprises to maintain their core competitiveness and form strategic competitive advantage. In the formation process of these advantages people is the key, because all the work need people to operation, so it is important of the staff study and training, quality improvement and mobilizing their work enthusiasm, which has a direct impact on the enterprise development potential. For this reason, it is proposed to establish the following indicators: (1) The percentage of graduates (U 1 ); (2) The staff keeping rate (U 2 ); (3) The staff training costs ratio (U 3 ).
b) The strategic performance evaluation index systems about the organizational system and process lay
Organizational system and process performance evaluation are mainly on the production efficiency of machinery equipment (or product) and the information system capability. The production efficiency of the product is mainly related to the production cycle, product quality and cost. Machinery and equipment production efficiency is to reflect machinery and equipment utilization. The information system capability is the capability to gain the financial and non-financial information about the internal management and decisionmaking in time. Therefore, the information system capability is the essential element of the enterprise performance evaluation. (1) Organization and management efficiency (U 4 ); (2) Information system capability (U 5 ); (3) The production capacity utilization ratio (U 6 ); (4) Product certified ratio (U 7 ).
c) The strategic performance evaluation index systems about the innovation and technology lay
The enterprise innovation and technology lay is related with the investment scale and utilization efficiency of research and development expenses, the innovate ability of new products and new technology etc. According to the above analysis, the evaluation indicator systems of the innovation and technology lay are as follows: (1) The research and development expenses ratio; (2) The new product development ability (U 9 ); (3) The investment return rate of new products (U 10 ); (4) Technology yield ratio (U 11 ).
d) The strategic performance evaluation index systems about the customer lay
Carrying through the customer relation management, we may improve customer satisfaction continuously, expanding market share and achieve as much as possible value so as to achieve strategic objectives of the enterprise. So the strategic performance evaluation indicator systems about the customer lay are as follows: (1) Market Share (U 12 ); (2) The relative market share (U 13 ); (3) The client retention rate (U 14 ); (4) The customer profitability (U 15 ).
e) The strategic performance evaluation index systems about the strategic alliance lay
The strategic alliance aimed at improving the relations with other business enterprises (such as suppliers), realizing the relation change between enterprises from competition to partnership, which aim to achieve a winwin situation. The strategic performance evaluation indicator systems about the strategic alliance lay are as follows: (1) The delivery rate on time (U 16 ); (2) Strategic synergy (U 17 ); (3) Orders satisfaction rate (U 18 ).
f) The strategic performance evaluation index systems about the social responsibility lay
The strategic performance evaluation of the social responsibility lay is mainly about the enterprise' social responsibility and the contributions to the community and society and so on. These mainly include: (1) Social and ecological environment indicators (U 19 ); (2) Social contribution rate indicator (U 20 ).
B. BP Neural Network Principle of Enterprise Strategic Performance Evaluation
We take the 20 indicator numerical values of describing the enterprise strategic performance as the input vector, and take the corresponding comprehensive testing results as the network expectation output. We take enough samples to train the network, make the relative error to meet the scheduled accuracy after ceaseless learning process. At this time the weight value and the threshold value hold by the neural network is the correct internal denotation acquired by the self-adaptive learning. Once the network has been trained, it could serve as an effective tool to evaluate the enterprise strategic performance.
C. The Improved BP Neural Network Model Construction
(1) S.K.Doherty and other scholars' studies have shown that three-layer feedforward neural network, namely the neural network only contains one hidden layer can approximate any nonlinear function relation with any accuracy. So we set up a three-tier feedforward neural network, the input layer neuron number is the above 20 indicators, the determination of the hidden layer neuron number has not to reach a unified theory yet. According to the experience, the node number of the hidden lay should meet 2n>m (m denotes the input layer node number). Therefore, we select 7 network neurons for the hidden layer, and the neuron in the output layer is only one, namely the power enterprise financial risk comprehensive value.
(2) Network parameters initialized: we endow with the link weight value ij and the threshold value j between the input layer and the hidden layer, the link weight value ' jk and the threshold value ' k between the hidden layer and the output layer.
(3) Select a tier model randomly as the input signal. (4) Calculate the input x' j and the output y' j of the hidden layer neurons.
(5) Calculate the input x'' k and the output y k of the output layer neurons.
(6) Calculate the general error u k of the output layer neurons, judge u k whether to meet demands, if met to step (9) and not met to step (7) . (7) Calculate the general ion errors of the hidden layer neurons: (18) (8) The amending weight value and the threshold value:
(9) We take the next tier model as the input signal so as to all the training models train a circumference, until the total error reaches the scheduled accuracy. The learn process is terminated; otherwise we update the study frequency, and then return to training again [18] - [23] .
In this paper, we take the performance evaluation based on the improved BP neural network of 14 enterprises in Hebei Province as an example, which are shown in table . We use the MatLab to realize the software program, establish the three-layer BP neural network structure of enterprise performance evaluation, the given study accuracy =0.0001, and we select 7 network neurons for the hidden layer. We take 1-10 group enterprise performance evaluation data and evaluation results in table as the training set, train the network, and carry through the simulation evaluation using the performance evaluation indicators data of the four residual groups and the trained network. In the  table and table show that not only all the training samples is very close to the actual evaluation value, but the results of the four simulation test sets is also very close to the actual evaluation. The figure 1 can reflect that the coupling degree between the evaluation results and the simulation results is quite high. Actual evaluation results
Network training results
Actual evaluation results taxis 
V. CONCLUSION
The enterprise strategic performance evaluation is associated with many factors, it needs large numbers of statistical calculation, and the factitious factors can be mixed into easily, which make the performance evaluation work is difficult. In this paper, we build the improved BP neural network model based on the analysis of the performance evaluation factors. It can not only overcome the limitations of the traditional evaluation methods and avoid the human errors in the evaluation process, but also enhance the learning accuracy and the algorithm convergence speed greatly. To the comprehensive evaluation problems of presenting the non-linear relation among the factors, it gives a more ideal outcome.
