The problem of multi-area interchange scheduling under system uncertainty is considered in this paper. A new scheduling technique is proposed for a multi-proxy bus system based on stochastic optimization that captures uncertainty in renewable generation and stochastic load. In particular, the proposed algorithm iteratively optimizes interface flows using multidimensional demand and supply functions. Optimality and convergence are guaranteed for both synchronous and asynchronous scheduling under nominal assumptions.
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I. INTRODUCTION
A. Motivation
T HE power grid of the U.S. is operated by balancing authorities (BAs), each having its own operating region. The power systems in these independently operated regions are physically connected by tie lines through which a BA can import from or export to its neighboring BAs. Some of the largest BAs are independent system operators 1 (ISOs). They routinely schedule power flow through interfaces among themselves with the goal of minimizing their operating costs. The total amount of cross-border power flow can be substantial. For example, 17% of energy needs of ISO New England was satisfied by imports in 2016 [2] . In 2015, roughly 30% of the demand on Long Island was met by imports [3] .
The mechanism of transferring power across boundaries of ISOs is a two-stage process referred to as interchange scheduling. For each interface between two neighboring ISOs, the interchange schedule, typically set at least 75 minutes prior to the actual power delivery, specifies the total amount of power across the interface. Once interchange schedules are determined, each ISO optimizes its own internal resources to meet its demand subject to interchange constraints on cross-border power transfer.
Because ISOs typically cannot trade directly with each other, an industry practice is through a market mechanism in which external market participants bid to buy at a proxy bus in one operating region and offer to sell the same amount at a proxy bus in the other region. Without tight coordination, the interchange quantity is determined by ad hoc clearing processes.
Whether interchange is set optimally can have a significant impact on overall operation efficiency. It was estimated in [4] that the market mechanism used to schedule interchange between New York ISO and ISO New England caused economic loss valued at $784 million from 2006-2010.
An improved mechanism has been approved recently by FERC and is being implemented by ISO New England, New York ISO, PJM, and MISO [5]- [7] . Referred to as Coordinated Transaction Scheduling (CTS), the new mechanism incorporates forecasts of ISOs' demand and supply functions into market clearing and interchange scheduling processes. However, preliminary results seem to suggest that only modest improvement has been achieved [3] . One of the main reasons of unrealized savings, as pointed out in [3] , is that price forecasts used by CTS in interchange scheduling are not sufficiently accurate. Thus uncertainty in load and generation (renewable resources) plays an important role.
B. Summary of Contributions
This paper focuses on two limitations of the state of the art interchange scheduling. First, we consider interchange scheduling in the presence of operation uncertainty. This paper deals specifically with uncertainty associated with stochastic net load. 2 With 75 minutes ahead scheduling of interchange, other forms of uncertainty such as topology changes and unscheduled outages are less likely, although these types of uncertainty can also be incorporated following the approach in [8] . Second, we consider interchange scheduling involving multiple interfaces. Currently, there is no technique in the literature that achieves optimal interchange scheduling involving multiple ISOs. We note that, although the present paper focuses on interchange scheduling amongst ISOs, the framework presented here applies also to interchange scheduling problems involving microgrids that trade excess generation among themselves.
The main contribution of this work is a stochastic interchange scheduling algorithm for two types of interchange scheduling: (1) the synchronous scheduling where all interfaces are scheduled at the same time; (2) the asynchronous scheduling where each interface is scheduled independent of others. In practice, the former appeals to cooperating ISOs who agree on a single scheduling clock, whereas the latter may be suitable to microgrids operating asynchronously.
We formulate the multi-area interchange scheduling as a stochastic optimization that minimizes the expected total system cost. While it is not tractable to solve the general stochastic program involving multiple ISOs with possibly continuously distributed net load, we exploit the fact that the single interface solution can be obtained easily because the stochasticity in net load is completely captured by the expected locational marginal prices (LMPs) at proxy buses. This means that the single interface problem can be solved by the same solver used in CTS with the only change being using the expected demand and supply functions [9] . This special property naturally leads to a coordinate descent type of algorithm that sets one interface at a time.
A key contribution of this work is to establish the convergence and the optimality of this approach for both synchronous and asynchronous schedulings.
C. Related Work
Techniques aimed at improving interchange efficiency can be classified into two categories. The first aims to optimize the overall interconnected system cost in a decentralized fashion. In particular, the optimal interchange schedules are obtained from the multi-area optimal power flow (OPF) problem [10] - [17] . Among existing prior work, the authors of [15] - [17] consider the multi-area economic dispatch under wind uncertainty. In [15] , a two-stage stochastic market clearing model is formulated for the multi-area energy and reserve dispatch problem whose solution is obtained based on scenario enumerations. In [16] , the dayahead tie-flow scheduling is formulated as a two-stage adaptive robust optimization minimizing the cost of the worst-case wind production. In [17] , an adjustable interval robust scheduling of wind power for day-ahead multi-area energy and reserve market clearing is proposed. The uncertainty of wind farms is represented by predefined intervals and the clearing model is formulated as a mixed integer quadratic programming problem. For deterministic multi-area economic dispatch approaches, see [10] - [14] and reference therein.
The main issue of this category approaches is the elimination of arbitrage opportunities for external market participants. Since operators cannot trade with each other directly, market participants play an essential role of facilitating trades between ISOs. The multi-area economic dispatch approach thus cannot be implemented within regulatory framework.
The second category includes the current industrial practice based on the so-called proxy bus approximation [4] , [9] , [18] . A proxy bus is a trading location at which market participants can buy and sell electricity. In [18] , a coordinated interchange scheduling scheme is proposed for the co-optimization of energy and ancillary services. The proposal of CTS in [4] is a state of the art scheduling technique based on an economic argument using supply and demand functions exchanged by neighboring operators. When there is only a single interface in a two-area system, such functions can be succinctly characterized, and the exchange is only made once; the need of iterations among operators is eliminated. Built upon the idea of CTS, a stochastic CTS for the two-area single-interface scheduling problem is proposed in [9] .
A shortcoming of existing techniques based on proxy bus approximations is the difficulty of generalizing it for multi-area interconnected systems where multiple scheduling interfaces have to be optimized simultaneously. The challenge arises from the fact that interface flows cannot be succinctly characterized by a pair of expected demand and supply functions -an essential property underlying the approach in [9] for the single interface scheduling. When multiple interfaces are involved, the simple idea of equating expected demand and supply functions is not applicable and there is no simple notion that the intersection of demand and supply curves gives the social welfare optimizing interchange.
II. INTER-REGIONAL TRADING SYSTEM Inter-regional energy trades are driven by interface price differentials, facilitated by market participants and administrated by operators. In the current inter-regional trading system, operators use two sets of market-based offers to determine interface schedules: (1) market participants' external transaction offers to buy and sell across the interface, and (2) the real-time generation supply curve at the proxy bus in each control area. In the following, we will present the proxy bus approximation and the economic clearing of theses two sets of offers in CTS.
A. Proxy Bus Representation
Operators use proxy bus system to clear and settle external transactions and schedule the interchange between neighboring areas. For inter-regional trading, a proxy bus is a physical or virtual location where market participants can trade energy between areas. For interchange scheduling, a proxy bus is the location where generation in the neighboring area is assumed to be dispatched up and down in response to the change of interchange schedule. In this paper, we focus on the multiple proxy bus system where more than one proxy buses are used to represent the transmission network of adjacent systems.
We use an example to illustrate the multi-proxy bus system. Fig. 1 depicts a multi-proxy bus representation 3 for a 3-area 2-interface interconnected system in which proxy buses are indicated by square boxes. The interchange vector q consists of two interface flows, q(1) and q(2), with fixed directions indicated by associated arrows in Fig. 1 . Area n maintains a regional interchange vector q n representing its own interface flows. For convenience, we assume the direction of each interface flow in the regional interchange vector being outbound. In this example, the interchange vector for area 1 is q 1 = −q(1), area 2 q 2 = (q(1), q(2)) and area 3 q 3 = −q (2) .
We note that the interchange is defined on scheduling interfaces but not tie lines or control areas. The concept of interchange, i.e., interface flow, should be distinguished with tie line flow and net interchange which is defined as the algebraic sum of power flows over all tie lines connected to a particular area. It should also be noticed that interchange scheduling determines the total amount of power flow across each interface; it does not in general assign the specific power flow to each tie line. In practice, the specific tie-line flows are set, sometimes heuristically, as the solution of real-time internal economic dispatch subject to the scheduled interchange quantity.
The interchange scheduling problem is to optimize the interchange vector q for which the overall operating cost is mini- 3 In this system, only the operator of area 2 uses a multi-proxy bus system because it has two separate interfaces. For area 1 and area 3, the approximation is called the single-proxy bus system. mized under the proxy bus model. This should be distinguished with the problem of multi-area economic dispatch in which the optimal tie line flows and regional generation dispatch are optimized without network approximation.
B. Coordinated Transaction Scheduling
We describe in this section the CTS model in [4] upon which the proposed stochastic interchange scheduling is based.
CTS is an interchange scheduling mechanism for external transactions between control areas. It involves the following four components.
1) Market participants make CTS interface bids which consist of requests to schedule coordinated buy-sell transactions across the interface when the projected price difference between two areas is greater than the amount specified in the bid. 2) Operators evaluate CTS interface bids and schedule transactions based on the projected, i.e., forecasted, price difference between two areas. 3) Each operator dispatches internal resources such that the total physical power flow between two areas matches the aggregate quantity of accepted bids. 4) Market participants with accepted bids pay, or are paid by, the difference in real-time LMPs between two areas. Interchange scheduling starts with market participants' bids/offers. Market participants first select interfaces where expected price differential exists and then place external transaction requests with buy and sell prices and a transact volume. In traditional external transaction bid, the market participant needs to submit buy price to one area and sell price to the other. In CTS interface bid, there is only a single price indicating the minimum expected price difference between two areas that the participant is willing to accept. This new format eliminates requirement for separate buy and sell transactions in real time and facilitates coordinated economic clearing between two areas.
Coordinated clearing of CTS interface bids is based on an economic argument of demand and supply functions of interchange. By demand/supply curve we mean the incremental generation cost of each area at different interchange levels. Each point on the demand/supply curve is essentially the LMP at the proxy bus at a given interchange level.
We use the graphical representation in [4] to illustrate the clearing principle of CTS between area 1 and area 2. As shown in Fig. 2 , curve π n (q) represents the incremental cost of generation of area n and Q is the interface capacity. In this example, the direction of the interface flow 4 is assumed to be from area 1 to area 2, so π 1 (q) and π 2 (q) serve as supply and demand functions respectively. The aggregated interface bid curve π bid (q) is created by stacking all interface bids from lowest to highest prices. The dashed curve π 2 (q) − π bid (q) is the adjusted demand curve 5 Fig. 2 . Economic clearing and optimal schedule under CTS mechanism. by subtracting π bid (q) from π 2 (q). The CTS schedule q CTS is set at the intersection of π 1 (q) and π 2 (q) − π bid (q) in the absence of interface limit. All CTS interface bids with the price difference less than Δπ = π bid (q CTS ) are accepted.
To implement the coordinated economic clearing, one operator submits its own price curve to the other who conducts the clearing procedure described above. Since interchange price is not confidential information, no coordinator is needed. Take the interconnected system of New York ISO, PJM and ISO New England as an example. New York ISO collects price curves from PJM and ISO New England and clears CTS bids on both scheduling interfaces [3] .
In the proposed stochastic interchange scheduling, we maintain the format of CTS interface bid and the economic clearing process using supply and demand curves. In this way, market participants can always be incorporated into the interchange scheduling procedure by adjusting the supply or demand curve given the aggregated interface bid curve. For simplicity, we will leave the details of the supply or demand curve adjustment in stochastic interchange scheduling.
III. SINGLE INTERFACE SCHEDULING
In this section, we consider the single interface scheduling between area 1 and area 2. If the two areas are also physically connected with other areas, we assume that tie line flows on those areas are fixed, thus not part of the decision process.
A. Problem Formulation
The single interface scheduling is a two-stage stochastic optimization: the first stage optimizes the interface flow q 12 from area 1 to area 2 to minimize the expected overall cost as in (1); the second stage dispatches internal resources g * 1 (q 12 , d 1 ) and g * 2 (q 12 , d 2 ) in the least cost manner to balance the interchange q 12 and internal net loads d 1 and d 2 as in (2) and (3).
The first stage optimization is given by
where d 1 and d 2 are random internal net loads following distribution F 1 and F 2 , and Q 12 is the transfer capacity of the interface between area 1 and area 2. We note that the expectation is taking over the randomness of net loads at the delivery time conditioning on the realization of net loads and system state at the time of scheduling. For brevity, we drop the conditioning and time index in (1) . Given the interface schedule q 12 , and the realized d 1 and d 2 , the optimal generation dispatch g * 1 (q 12 , d 1 ) and g * 2 (q 12 , d 2 ) are obtained from the second stage problems:
and min
where b n , n ∈ {1, 2}, is the shift factor vector of all transmission lines in area n with respect to the single proxy bus in its neighbor, 1 is a vector of ones with the compatible dimension, and the superscript " " denotes the transpose operation. From the regional dispatch problem, the demand and supply price for the interchange q 12 is defined by the cost increase in the individual area with respect to the interchange quantity increase. By the Envelop Theorem, the LMP π n (q 12 , d n ) at the proxy bus of area n is given by
where λ * n (q 12 , d n ) and μ * n (q 12 , d n ) are the Lagrangian multipliers associated with g * n (q 12 , d n ) given q 12 and d n for area n, n ∈ {1, 2}.
B. Solution Approach
In general, the two-stage stochastic problem is intractable using standard optimization techniques when d 1 and d 2 follow continuous distributions. Fortunately, for this particular problem (1)-(3), there is an indirect approach developed in [9] by solving the following stochastic social welfare maximization problem:
whereπ n (q 12 ) E d n [π n (q 12 , d n )] is the expected LMP-a function of the interchange q 12 -at the proxy bus of area n, n ∈ {1, 2}.
The solution of the stochastic optimization for the single interface scheduling is given in the following theorem.
Theorem 1 ([9] ). If problems (2) and (3) are not degenerate for all d 1 and d 2 , then problems (1) and (5) have the same optimizer q * 12 satisfyinḡ π 1 (q * 12 ) =π 2 (q * 12 ) if q * 12 < Q 12 and Q 12 otherwise. Theorem 1 generalizes the tie optimization solution in [4] to the stochastic setting. Its significance lies in that the optimal interchange is the intersection of expected demand and supply functions rather than the expectation of intersections of demand and supply curves or the intersection of demand and supply functions using expected generations and demands.
C. Computation of Expected LMP
One of the main technical difficulty in the proposed algorithm is the computation of expected price curves. Here we briefly discuss three different approaches to estimate expected LMPs.
First, the expected demand and supply curves can be computed using probabilistic LMP forecasting methods. By probabilistic forecasting, we mean the forecast provides the distribution of LMP instead of a nominal value. For example, the technique developed in [8] treats net loads as parameters and estimates conditional distribution of LMPs via a multiparametric programming approach. In the context of this paper, we can treat both net loads and interchange as parameters and use the forecasting technique in [8] to compute the expected LMP at each level of interchange.
A second approach is to obtain expected demand and supply curves based on an interpolation of sampled expected demands and supplies. In general, the expected price function may not have analytical forms; a set of interchange-price pairs is sufficient for the scheduling purpose. For example, operators may only compute the expected LMP at a few interchange levels and then use the interpolation technique to approximate the entire supply/demand curve.
Yet another approach is based on the use of historical data. Given historical data of price and interchange, regression models can be used to estimate the relationship between interchange quantities and expected prices, which can be treated as the expected supply and demand functions.
In the following, we generalize the single interface scheduling algorithm to the multi-area system setting where multiple interface flows are involved. In particular, the proposed interfaceby-interface scheduling (IBIS) algorithm is specialized for the synchronous scenario in Section IV and the asynchronous scenario in Section V.
IV. SYNCHRONOUS INTERCHANGE SCHEDULING
The first scenario we consider is the synchronous interchange scheduling in which all operators in the interconnected system have a unified timetable, i.e., all interface flows are optimized simultaneously at each scheduling time.
A. Problem Formulation
Consider an interconnected system with N independently operated areas (of an arbitrary network topology) and I separate scheduling interfaces. The multi-area synchronous interchange scheduling problem, analogous to the single interface scheduling problem, is also a two-stage stochastic optimization: the first stage is to set values of all interface flows by minimizing the expected overall cost; the second stage is to minimize the cost of individual areas given the fixed interchange and realized random generation and demand.
As a generalization of (1) for the single interface scheduling problem, the first stage optimization for the multi-area system is given by
where q is a real vector in dimension I,C(·) is the expected overall system cost function, and g * n (q n , d n ) is the optimal regional dispatch in area n, given the interchange level q n over interfaces associated with area n and the realized net load d n . We note again that the expectation is taking over the randomness of net loads at the delivery time conditioning on the realization of net loads and system state at the time of scheduling. For brevity, we drop the conditioning and time index in (6).
In the second stage, each operator dispatches internal resources to meet the interchange schedule q n and the internal net load d n in the least cost manner subject to generation and transmission constraints. The optimization problem for area n, n = 1, 2, · · · , N, is specified as
Given the first stage decision q n and the realization of net load d n , the second stage problems are naturally decoupled and thus can be solved by their own operators. The LMP vector π n at proxy buses of area n is calculated from Lagrangian multipliers of (7):
where λ * n (q n , d n ) and μ * n (q n , d n ) are functions of the first stage decision q n and the regional net load d n .
The expected multidimensional LMP functionπ n (q n ) of area n is given bȳ π n (q n ) = E d n [1λ * n (q n , d n ) + B n μ * n (q n , d n )]
where the expectation is taking over all randomness of the net load d n ∼ F n .
B. Interface-by-Interface Scheduling
The idea of the proposed scheduling algorithm is to iteratively optimize the interchange vector, one interface at a time, until the termination criterion satisfied. Specifically, at iteration k, the ith interface flow is given by
where q (k ) (−i) is the vector of up-to-date values of the other interfaces, i.e.,
By Theorem 1, the optimal solution q (k ) (i) can be obtained by searching the intersection of the expected supply and demand function of the ith interface flow q(i), as defined in (9), using the fixed value q (k ) (−i) of the other interfaces. If the intersection exceeds the interface limit, then the optimal flow q (k ) (i) is set as the capacity Q(i).
The detailed synchronous interface-by-interface scheduling (SIBIS) algorithm is given in Algorithm 1.
Algorithm 1: Synchronous Interface-by-Interface Scheduling.
1: given a feasible initial point q (0) , expected LMP functionπ n (q n ) of area n, n = 1, · · · , N, and a tolerance ≥ 0. 2: repeat 3:
4:
for i = 1, 2, · · · , I do 5:
Obtain q (k ) (i) in (10) by intersecting the corresponding expected supply and demand functions for the ith interface. 6: end for
In practice, a positive value is chosen for to ensure a finite termination of SIBIS. When is set to zero, the optimality and convergence behavior of SIBIS can be proved (the proof of Theorem 2 is given in Appendix A).
Theorem 2: Let {q (k ) } ∞ k =0 be the sequence generated by Algorithm 1 with = 0. Then, every limit point of {q (k ) } ∞ k =0 is optimal to (6).
It should be noted that SIBIS is a form of cyclic coordinate descent method in which one cyclically iterates through the directions, one at a time, minimizing the objective function with respect to each coordinate direction. Although SIBIS updates interfaces in a cyclic fashion, other updating orders can also be adopted as long as all interfaces are updated infinitely many times until convergence.
The early study of the coordinate descent method dates back to 1950s [19] . The convergence of the method has been extensively studied in the literature [19] - [21] under various assumptions. Given the strict convex assumption of the regional cost function C n (g n ), the objective functionC(q) is a continuously differentiable convex function. This is an immediate result from Lemma 1 which is given in Appendix A and its proof can be found in [9] . IfC(q) has local strict convexity in the feasible region of (6), linear rate of convergence can be established as the case in [20] .
V. ASYNCHRONOUS INTERCHANGE SCHEDULING
The second scenario we consider is the asynchronous scheduling in which an operator determines interface flow one at a time. For such cases, the multi-interface scheduling problem is effectively reduced to a sequential single interface flow optimization. Specifically, at a given time t, only one element of the interchange vector q t is updated from the interchange vector q t−1 at time t − 1.
Mathematically, given the interface flow vector q t−1 (−i), i.e., the vector of q t−1 after removing the ith element, the schedule of the ith interface q t (i) at time t is given by
where the regional dispatch g * n (q n , d t n ) of area n is the optimal solution to (7), given the interchange schedule q n and the real-Algorithm 2: Asynchronous Interface-by-Interface Schedul ing. 1: given a feasible initial point q 0 , expected LMP functionπ t n (q n ) of area n, n = 1, · · · , N, at time t, a termination time T , and an interface scheduling order 6 {i t } T t=1 . 2: repeat 3: t = t + 1. 4: Obtain q t (i t ) given in (12) by intersecting the corresponding expected supply and demand functions for the i t th interface at time t. 5: until t = T . ization of net load d t n . We note that the expectation is taking over the randomness of net load d t n with respect to the distribution F t n at time t conditioning on the realization of d t−1 n . For brevity, we drop the conditioning in (12) .
Since the interface flow q(i) is the only decision, the objective function in (12) only involves two areas connected by the ith interface. Therefore, the optimal interface flow q t (i) at time t can be obtained by intersecting the expected supply and demand function associated with the ith interface flow q(i) given the distribution F t n of the random net load d t n . Note that the expected LMP functionπ t n (q n ) depends on time through the distribution F t n . The distinction between synchronous and asynchronous scheduling lies in the decision at each scheduling time. For synchronous scheduling, the entire interchange vector is optimized via the iterative process given in Algorithm 1 at each scheduling time t. For asynchronous scheduling, on the other hand, only one element of the interchange vector is optimized at time t. Therefore, the solution of the asynchronous scheduling algorithm at time t is suboptimal in terms of minimizing the expected overall system cost.
Algorithm 2 is the description of the asynchronous interfaceby-interface scheduling (AIBIS) algorithm where the iterative process is carried out over time which should be distinguished with that in Algorithm 1.
We note that if the net load process d t n is independent in time, the optimal interchange depends only on the marginal distribution of the random load at the time of delivery. If in addition, the process is stationary, i.e., d t n is independent and identically distributed (i.i.d.), then the optimal interchange is constant. In this case, AIBIS is essentially a coordinate decent spread over time. In comparison with SIBIS, SIBIS achieves optimal interchange at every scheduling time whereas AIBIS achieves the optimality over time. The following theorem, whose proof is given in Appendix B, formalizes this argument.
Theorem 3: Let {q t } ∞ t=0 be the sequence generated by Algorithm 2 with T = ∞. If the net load d t n i.i.d ∼ F n for all n, then every limit point of {q t } ∞ t=0 is optimal to (6). When d t n is not i.i.d., the interchange sequence generated by AIBIS does not converge to that by SIBIS. The performance (averaged over time) of AIBIS algorithm does not in general converge to that of SIBIS; the lack of synchronization translates to a performance loss. When the load process is a finite state Markov chain, however, a modification of AIBIS that separately adapts the interchange for different load state will have the same time-averaged performance as that of SIBIS. See [22] for details about the modified algorithm and its convergence behavior.
We conclude this section with the comparison of SIBIS and AIBIS and their (potential) practical applications. From the perspective of convergence, SIBIS achieves optimal interchange at every scheduling time whereas AIBIS can only achieve the optimality over time under the i.i.d. assumption of the regional net load. Therefore, the overall efficiency of AIBIS is suboptimal compared with SIBIS. When it comes to the computational time, at each scheduling time, AIBIS only solves one optimization problem while SIBIS conducts an iterative process with each iteration solving an optimization. This means the convergence time of SIBIS may not meet the requirement of computational time if the scheduling frequency reaches to a certain level.
For the practical application, SIBIS can be immediately applied to the interconnected system of New York ISO, PJM and ISO New England. Instead of using CTS scheduling mechanism, New York ISO can perform SIBIS algorithm to schedule the two interfaces because all three ISOs follow the same operating clock -interface flows are scheduled on every quarter-hour.
Since AIBIS does not require synchronization of operation, it can be applied to multi-area systems with asynchronous operations. For example, with the emergence of microgrids, owners of microgirds may trade excessive renewable generation with each other or with the wholesale market. Unlike large ISOs, microgrids may not have the same scheduling/trading frequency or operating clock. In this case, SIBIS is difficult to implement due to synchronization requirement.
VI. EVALUATION
In this section, we present numerical results of the proposed scheduling algorithm on the IEEE 118-bus system. The performance of the proposed SIBIS algorithm is compared with the certainty equivalence (CE) technique, 7 which uses the mean value of random net load to schedule interchange. The comparison of SIBIS and AIBIS is then presented for both an i.i.d. net load process and a general time varying process.
A. IEEE 3-Area 118-Bus System
The topology and area partition of the IEEE 118-bus system are given in Fig. 3 . The interchange vector q includes two interface flows where q(1) and q(2) are flows from area 1 to area 2 and from area 3 to area 2 respectively. The load profile, generator capacities, cost functions, transmission coefficients, and line and bus labels were set as their default values given in "case118" in [24] . We imposed the maximum capacity of 100 7 The CE method also adopts the iterative procedure given in Algorithm 1. The only difference lies in the price functions to obtain the single interface flow. Instead of using the expected supply/demand function E d n [π n (q n , d n )], the CE method uses the supply/demand function π n (q n , E d n [d n ]) by substituting the random variable by its the expected value. MW on transmission line 8, 126 and 155, and 1200 MW on both interfaces. Bus 31, 66 and 92 were selected as proxy buses for area 1, 2, and 3 respectively.
The system uncertainty arose from 12 wind generators (roughly 10% the number of buses) located at bus 25, 26, 90, 91, 100, 103, 104, 105, 107, 110, 111, and 112, as indicated by red boxes in Fig. 3 . The selection of these locations was intended to simulate two wind farms; the small one has 2 wind generators in area 1, and the large one has 10 wind generators in area 3 concentrated on a few neighboring buses. All wind generators were assumed to be identical and follow a two-mode Gaussian mixture distribution whose probability density function is given by
where the Gaussian distribution N (μ h , σ 2 h ) represents the high wind scenario and N (μ l , σ 2 l ) the low wind scenario. We note that the two-mode Gaussian mixture in (13) is not Gaussian distribution. This mixture distribution is designed to describe wind power generation in a probabilistic way. More complicated distributions can be used for the proposed algorithm as long as we can sample from such distribution to estimate expected LMPs.
For simplicity, loads were assumed to be deterministic in the numerical studies. Since wind generation is treated as a negative load, there is no issue in incorporating the uncertainty of load in the proposed scheduling algorithm.
B. Synchronous Interchange Scheduling
In this section, we show the optimality and convergence behaviour of the proposed SIBIS algorithm and the two most common symptoms of inefficient schedule. We note that an efficient schedule leads to price convergence and least overall operating cost.
The distribution (13) was used as the probabilistic wind production forecast with parameter values μ h = 150, σ h = 12, μ l = 50, and σ l = 4. Note that the difference between the proposed algorithm and the benchmark technique is the use of wind production forecast. SIBIS uses the forecasted distribution while CE only uses the mean valuew = 0.5μ h + 0.5μ l = 100. The initial interchange vector was set at q (0) = (0, 1000) for both methods. Termination rule given in Algorithm 1 was used for both methods with tolerance = 0.001. 1) Simulation 1: Tie Line Utilization: In this simulation, we examine the utilization of tie lines. Ideally, tie line should be fully utilized to the extent that power flows from a low price proxy bus to a high price proxy bus. All bus loads were set at their default values given in "case118" [24] .
From the results shown in Table I , we observed that the interface flows scheduled by CE and SIBIS had same directions but different volumes. The CE schedule of transferring 703.32 MW from area 3 to area 2 resulted in disparity of the expected prices: the expected price in exporting area was $31.33 while that in the importing area was $32.94. Note that there was adequate transmission capacity meaning that more power could have flew from low-priced to high-priced areas and the overall cost could have been further reduced. This phenomenon is called interface under-utilization, which means transferring more power across the interface can further reduce the overall system cost. The economic benefit from SIBIS can be observed in the expected overall system cost reduction in the SIBIS schedule. By increasing the interface flow from area 3 to area 2 to 800.16 MW, the expected supply and demand prices converged to $32.44. Because there was no interface congestion, the expected prices in all three areas converged, implying that the SIBIS schedule was efficient.
The convergence behavior of SIBIS is presented in Fig. 4 (a) where the expected overall cost was reasonably close to the optimum after the first two iterations. To demonstrate the optimality of the SIBIS schedule, we computed the expected costs in the neighborhood of SIBIS and CE schedules shown in Fig. 4(b) where the SIBIS schedule is indicated by the cursor at the bottom right and the CE schedule at the top left. Note that the SIBIS schedule is located at the darkest point in this expected cost contour verifying that the SIBIS schedule converges to the globally optimal solution.
2) Simulation 2: Direction of Tie-line Flow: In this simulation, we examined interface flow directions. The same setting in Simulation 1 was used except that all loads in area 2 were increased by 20%.
From the results presented in Table II , interface flows scheduled by CE and SIBIS were different in both directions and volumes. Note that CE scheduled 56.56 MW from area 1 to area 2: power flowed from higher-to lower-priced areas. This is economically counter-intuitive. In contrast, the SIBIS schedule resulted in price convergence between proxy buses, thus fundamentally eliminated counter-intuitive flows.
The convergence behavior shown in Fig. 5 (a) was similar to that in Simulation 1. The optimality of SIBIS was also verified as shown in Fig. 5(b) where the expected cost of SIBIS schedule is located at the bottom right -the darkest point in the cost contour.
C. Asynchronous Interchange Scheduling
We have established theoretical results for AIBIS in Theorem 3 under the i.i.d. assumption of the net load process. In reality, however, the operating condition of the power grid is constantly changing. So we first verify the optimality of AIBIS in the i.i.d. case and then compare the performance of SIBIS and AIBIS in a more general setting.
To verify the optimality of AIBIS for the i.i.d. wind generation process, the generation w t (i) of wind farm i at time t was assumed to follow N (100, 10 2 ) for all i and t. The scheduling horizon T was set to 20 for AIBIS and the tolerance was set to 0.001 for SIBIS. The initial interface flows were set at (500, 500) for both algorithms. As shown in Fig. 6 , SIBIS achieved the optimal interchange at every scheduling time whereas AIBIS achieved the optimality over time. Specifically, interface flows and the expected cost of SIBIS were optimal and remained constant over time. AIBIS generated a sequence that converged to the optimal interchange and expected cost around time 7. It should be noted that the convergence rate is highly dependent on the initial point. The convergence time of AIBIS is simply the adaptation of the cyclic coordinate descent method.
The behavior of the proposed AIBIS algorithm was then investigated using a time varying process of wind generation. Specifically, we varied the mean value of wind generation starting from 100 MW and ending at 140 MW with a constant increment 2 MW. Except for the varying mean, the rest of the setting remained the same.
From Fig. 7(a) , the difference between SIBIS and AIBIS was clearly observed in the scheduled interface flows. Since there were only two interfaces, the interface flows scheduled by AIBIS were alternatively constant during a scheduling time slot. With time increasing, the difference of flow schedules decreased and so did the expected overall cost, as shown in Fig. 7(b) .
VII. CONCLUSION
This paper presents a new interchange scheduling technique with the consideration of load and generation uncertainties in multi-area systems. The stochastic scheduling is specialized for both synchronous and asynchronous scheduling scenarios. Built upon the idea of coordinate descent method, the interchange vector is iteratively optimized, one at a time, with the goal of minimizing the expected overall system cost. Under nominal assumptions, optimality and convergence are proved for both scheduling types.
APPENDIX A PROOF OF THEOREM 2
Proof. We first present the properties of the objective func-tionC(q) in (6) and then establish the optimality and convergence of the algorithm. Lemma 1 ([9] ). If problem (7) is not degenerate for all d n , then the optimal value function C * n (q n , d n ) C n (g * n (q n , d n )) is convex, continuously differentiable and piece-wise quadratic in both q n and d n .
As summarized in Lemma 1, the expected overall costC(·) is a convex function, which means the Karush-Kuhn-Tucker (KKT) conditions for (17) are both sufficient and necessary. We will establish the optimality based upon the KKT conditions. Let q (k i ) = q (k ) (i), q (k ) (−i) where q (k ) (−i) is defined in (11) . Using the updating rule (10), we havē C q (k ) ≤C q (k I −1 ) ≤· · ·≤C q (k 1 ) ≤C q (k −1) , ∀k.
(14) Let q * be a limit point of the sequence {q (k ) } ∞ k =1 . Note that q * ∈ Q = {q|q ≤ Q} because Q is closed. SinceC(·) is a continuous function, the monotonicity of the expected cost values (14) implies that the sequence {C(q (k ) )} ∞ k =1 converges toC(q * ). Let {q (k ) } k ∈K , where K is an index set, be a subsequence of {q (k ) } ∞ k =1 that converges to q * . The updating rule (10) and the monotonic property (14) implies: for any interface i, C q (k ) ≤C q (k i ) ≤C q(i), q (k ) (−i) , ∀q(i) ≤ Q(i).
(15) Because of the continuity ofC(·), taking the limit as k ∈ K tends to infinity on both sides of (15), we havē C(q * ) ≤C (q(i), q * (−i)) , ∀q(i) ≤ Q(i) (16) which means q * (i) is an optimal solution of the following optimization min q (i)≤Q (i)C (q(i), q * (−i)) .
Therefore, q * (i) satisfies the KKT conditions for (17), i.e. ∇ iC (q * (i), q * (−i)) + λ * (i)(q * (i) − Q(i)) = 0 (18) q * (i) ≤ Q(i) (19) λ * (i) ≥ 0
where ∇ iC (q) is the partial derivative ofC(q) with respective to q(i) and λ(i) the associated Lagrangian multiplier. Note that conditions (18)- (20) hold for all i at q * , i.e., ∇C(q * ) + λ * (q * − Q) = 0 (21)
λ * ≥ 0.
Since (21)-(23) are the KKT conditions for (6), i.e., the necessary and sufficient conditions for the optimal solution, q * is optimal to (6).
APPENDIX B PROOF OF THEOREM 3
Proof. Without loss of generality, we assume the given scheduling order {i t } T t=1 in Theorem 3 is cyclic, i.e., i t = t mod I. Since d t n i.i.d ∼ F n for all area n, (12) is equivalent to q t (i) = argmin q (i)≤Q (i)C q(i), q t−1 (−i)
which impliesC (q t ) ≤C(q t−1 ), ∀t.
(25)
Letq be a limit point of the sequence {q t } ∞ t=1 . The monotonicity ofC(q t ) in (25) implies that the sequence {C(q t )} ∞ t=1 converges toC(q).
Let {q t } t∈T , where T is an index set, be a subsequence of {q t } ∞ t=1 that converges toq. From the updating rule (24) and the monotonicity ofC(q t ), we havē C q t ≤C q(i), q t−1 (−i) , ∀t, ∀i, ∀q(i) ≤ Q(i). (26) SinceC(q) is continuous, implied by Lemma 1, taking the limit as t ∈ T tends to infinity on both sides of (26), we havē C(q) ≤C (q(i),q(−i)) , ∀q(i) ≤ Q(i)
which means thatq(i) is an optimal solution of the following optimization min q (i)≤Q (i)C (q(i),q(−i)) .
Therefore,q(i) satisfies the KKT conditions (18)-(20) for (28).
Since (18)-(20) hold for all interface i atq, the interchange vectorq satisfies the KKT conditions (21)-(23). By the convexity ofC(q), the KKT conditions are sufficient and necessary for optimality. Therefore,q is optimal to (6).
