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Resumen
El modo ma´s habitual de entrenar ma´quinas de clasificacio´n es minimizar
mediante bu´squeda anal´ıtica una funcio´n de coste que depende de los valores
de blancos y de salidas. Ello impone abandonar las salidas duras, no derivables.
Adema´s, el cara´cter discreto de los blancos no permite obtener buenos disen˜os
considerando salidas lineales.
De lo anterior surge la conveniencia de emplear las cla´sicas activaciones sig-
moidales; ahora bien, su presencia no puede considerarse “natural” para cuales-
quiera problemas.
Por otra parte, la ponderacio´n de los errores entre blanco y salida de la ma´qui-
na es una te´cnica bien conocida que permite conceder ma´s atencio´n a aquellos
ejemplos que resulten ma´s importantes para un buen aprendizaje. Esa importan-
cia t´ıpicamente es funcio´n creciente del correspondiente error y de la proximidad
a la frontera de decisio´n de las muestras, aunque en forma dependiente del pro-
blema y no conocida “a priori”.
Lo dicho conduce a concebir la posibilidad de construir y aplicar blancos
blandos enfatizados (“Emphasized Soft Targets”, ESTs): valores modificados de
los blancos, en principio distintos para distintos ejemplos, establecidos segu´n la
relevancia de cada ejemplo para el aprendizaje. Con ello, cabe la posibilidad de
prescindir de la activacio´n, aprovechando el cara´cter “continuo” de los ESTs, al
tiempo que el e´nfasis facilita obtener disen˜os de buenas prestaciones. Debe resal-
tarse que la supresio´n de la activacio´n permite utilizar para clasificacio´n formula-
ciones que son propias de la estimacio´n, como es el caso del modelado directo de
las muestras mediante mezcla de gaussianas (“Gaussian Mixture Models”, GMM)
y, sobre todo, de los llamados procesos gaussianos (“Gaussian Processes”, GP),
versio´n generalizada del filtro de Wiener y que presenta numerosas ventajas de
manejo e interpretacio´n frente a me´todos alternativos de regresio´n no lineal.
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La presente Tesis explora la utilizacio´n de ESTs para resolver problemas de
clasificacio´n, considerando tanto esquemas tradicionales -perceptrones multicapa
(“Multi-Layer Perceptrons”, MLPs) entre los discriminativos, GMMs entre los
generativos- como los ya mencionados GPs. Se presenta y aplica una poderosa
forma de ESTs, consistente en una combinacio´n convexa local del blanco original
y la salida de un clasificador auxiliar o gu´ıa, siendo el para´metro funcional de
combinacio´n dependiente del error y la proximidad a la frontera de cada muestra
tratada por la gu´ıa. Los resultados obtenidos indican que estos ESTs permiten
frecuentemente alcanzar mejores (y muy altas) prestaciones, si bien a cambio de
un sensible inconveniente de carga computacional debido a la necesidad de deter-
minar mediante validacio´n cruzada (“Cross Validation”, CV) los valores de los
para´metros de la forma de los ESTs. Versiones simplificadas llevan a situaciones
intermedias.
Una sostenida reflexio´n sobre el desarrollo del trabajo y los resultados de e´ste
condujo a determinar una semejanza funcional inmediata entre ponderaciones
de errores y ESTs, as´ı como a una interpretacio´n del papel de las activaciones
desde la perspectiva de regulacio´n de la atencio´n que se dedica a las diferentes
muestras. Ello abre la posibilidad de recurrir a conversiones de ponderaciones a
ESTs y de ESTs a ponderaciones en una serie de situaciones en que cabe esperar
ventajas -mejora de prestaciones o simplificacio´n de arquitecturas-, as´ı como de
disponer de orientacio´n para elegir formas de las activaciones. Tales posibilidades
se examinan y discuten en el Cap´ıtulo 6, y las ma´s atractivas se incluyen como
sugerencia de l´ıneas futuras, junto con otras y la revisio´n de las aportaciones de
la Tesis, en el u´ltimo cap´ıtulo.
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Abstract
The most frequent training of classification machines consists on minimizing,
by means of an analytical search, a cost function which depends on targets and
output values. It does not allow the use of hard outputs, that are not derivable.
Furthermore, the discrete character of the classification targets does not permit to
get good designs with linear outputs. The importance of introducing the classical
sigmoidal activations emerges from the above facts; but it is clear that these
activations cannot be considered as “natural” for all the classification problems.
On the other hand, weighting output errors is a well known technique that
serves to pay more attention to those examples that are more relevant for a good
learning. This relevance is usually related with the corresponding error and with
the proximity to the decision border of each sample, although in a previously
unknown and problem dependent manner.
The previous facts suggest the possibility of constructing and applying Emp-
hasized Soft Targets (ESTs): Modified values for the targets, basically different
for different examples, and defined according to the relevance of each labeled sam-
ple for the learning process. In this way, it is possible to avoid the presence of the
nonlinear activation, because the ESTs are “continuous”, and, simultaneously,
the effect of the emphasis helps to obtain a good performance. We remark that
suppressing the nonlinear activation permits to develop classifier designs that are
based on regression models, such as the direct form of Gaussian Mixture Models
(GMMs), and, mainly, the so-called Gaussian Processes (GPs), a generalized ver-
sion of the famous Wiener filter, which offers many working and interpretation
advantages in comparison with alternative nonlinear regression methods.
This Thesis explores the use of ESTs to solve classification problems, consi-
dering both traditional machines -Multi-Layer Perceptrons (MLPs) among the
discriminative family, GMMs among the generative schemes- and GPs. A po-
werful form of ESTs is introduced and applied; it consists on a local convex
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combination of the original target and the output of an auxiliary classifier, or
“guide”. The functional combination parameter depends on each sample’s error
and its proximity to the border according to the auxiliary classifier. A lot of ex-
perimental results support the hypothesis of that ESTs frequently allow to get a
better (and very high) performance, although paying a significant increase of the
training computational effort, due to the need of carrying out Cross Validation
(CV) processes to establish the values of ESTs parameters. Simplified versions
of the proposed EST forms offer intermediate levels of compromise.
Thinking all the time on the work being developed and its results led to find
an immediate functional similarity between error weighting and ESTs, as well
as to an interpretation of the role of nonlinear activations from the perspective
of controlling the degree of attention to different examples. This opens the way
to converting sample weighting methods to ESTs and viceversa in a series of
situations that promise advantages when doing so (better performance or even
simpler architectures). Also, the said perspective on the role of the nonlinear
activations gives a guide to select their forms. All these possibilities are considered
and discussed in Chapter 6, and the most promising of them are included as
suggestions of new research lines, along with other opportunities and a resume
of contributions, in the final chapter.
viii
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo revisamos algunos conceptos fundamentales del aprendizaje
ma´quina, haciendo especial hincapie´ sobre decisio´n y clasificacio´n. Citamos las
principales dificultades para la obtencio´n de la debida generalizacio´n en el disen˜o
de las ma´quinas de aprendizaje, destacando los me´todos de Seleccio´n y Edicio´n de
Muestras como posibilidades para resolverlas. Cerramos el cap´ıtulo presentando
los objetivos y un resumen del contenido de esta Tesis.
1.1. Los problemas de clasificacio´n
En un problema de clasificacio´n, el objetivo es dividir el espacio de entrada
en regiones, cada una asociada a una determinada clase. La tarea de clasificacio´n
se realiza mediante funciones discriminantes gj(x) que asignan la muestra x a la
j∗-e´sima clase Cj∗ si
j∗ = arg ma´x
j
gj(x) (1.1)
Existen dos perspectivas para abordar un problema de clasificacio´n: la anal´ıti-
ca y la aproximacio´n ma´quina.
La anal´ıtica, de base estad´ıstica, conduce a las teor´ıas bayesiana y frecuen-
tista de decisio´n [Van Trees1968]. Se utiliza cuando se dispone de informacio´n
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estad´ıstica (verosimilitudes p(x|Hi), para´metros de coste Cji = C(Dj, Hi) con
0 < Cii < Cji ∀ j 6= i; para el caso bayesiano, tambie´n las probabilidades a
priori P (Hi)) (ve´ase Fig 1.1).
Relacio´n
estad´ıstica
Dato
x
Hipo´tesis
H0 ×
H1 × Fw( )
Decisor
Espacio de observacio´n
Decisio´n
D0
D1
Figura 1.1: Visio´n anal´ıtica de la decisio´n para un problema binario.
Bajo la formulacio´n bayesiana, el objetivo es disen˜ar un clasificador de o´ptimas
prestaciones, es decir, obtener una decisio´n Dj∗ que minimiza el coste medio a la
vista de x,
j∗ = arg mı´n
j
C(Dj|x) (1.2)
con
C(Dj|x) =
I∑
i=1
CjiP (Ci|x) (1.3)
siendo P (Ci|x) la probabilidad a posteriori de la clase Ci condicionada a x, que
se calcula a partir del teorema de Bayes
P (Ci|x) = P (Ci) p(x|Ci)I∑
i=1
P (Ci) p(x|Ci)
(1.4)
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donde I es el nu´mero de clases.
En muchos casos se pueden elegir los para´metros de coste Cji (i, j = 1, . . . , I)
como sigue: Cii = 0 (no hay coste asociado a una clasificacio´n correcta) y Cji = c,
j 6= i; c (> 0) es una constante; todos los errores de clasificacio´n tienen el mismo
coste c asociado; en este caso, C(Dj|x) se simplifica a
C(Dj|x) = c
∑
j 6=i
P (Ci|x) = c(1− P (Cj|x)). (1.5)
En este caso, el clasificador o´ptimo que minimiza C(Dj|x) lleva a maximizar la
probabilidad a posteriori P (Cj|x):
j∗ = arg ma´x
j
P (Cj|x) (1.6)
que se denomina clasificador MAP (“Maximum A Posteriori”) con gj(x)
= P (Cj|x) como funcio´n discriminante. Dicho clasificador proporciona la mı´nima
probabilidad de error.
En la pra´ctica, no es habitual disponer de esta informacio´n estad´ıstica. Es
posible recurrir a disen˜os semianal´ıticos que estiman esa informacio´n a partir
de los datos disponibles. En lo que se refiere a la estimacio´n de densidades de
probabilidad (ddps), hay tres tipos de aproximaciones:
Parame´tricas: se asume una forma anal´ıtica de la funcio´n de ddp y se es-
timan sus para´metros partiendo de los datos disponibles. De los me´todos
de estimacio´n parame´trica destacan el de ma´xima verosimilitud (ML, “Ma-
ximum Likelihood”)(una discusio´n formal sobre el origen de la idea ML
se encuentra en [Akaike1973]; ve´ase tambie´n [Bishop2006]) y los me´to-
dos basados en la inferencia Bayesiana (estos me´todos se pueden revisar
en [MacKay1991, MacKay2003]). La estimacio´n ML considera los para´me-
tros como valores fijos pero desconocidos, y la mejor estimacio´n de cada
para´metro corresponde al valor que maximiza la verosimilitud de todos los
datos de entrenamiento. Por el contrario, la estimacio´n bayesiana ve cada
para´metro de la ddp como una variable aleatoria que tiene una forma cono-
cida de distribucio´n a priori, y se calcula su densidad a posteriori dado el
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conjunto de datos con la fo´rmula de Bayes. Naturalmente, el conocimiento
de la forma de las ddps no es usual, y adoptar una forma erro´nea se paga
en disen˜os de bajas prestaciones.
No parame´tricas: se aplica un modelo general capaz de aproximar la dis-
tribucio´n de acuerdo con las observaciones sin necesidad de hacer ninguna
asuncio´n sobre la forma de la ddp de los datos. Los k vecinos ma´s pro´ximos
(k-NN, “k-Nearest Neighbours”) y las Ventanas de Parzen [Duda2001] son
las te´cnicas ma´s utilizadas. Desafortunadamente, estas te´cnicas demandan
muchos recursos computacionales en memoria y ca´lculo.
Semiparame´tricas: son modelos flexibles, t´ıpicamente combinaciones con-
vexas de ddps, que, tras ajustar los para´metros, permiten reducir el cos-
te computacional de las te´cnicas no parame´tricas. Destacan los Mode-
los de Mezcla de Gaussianas (GMMs, “Gaussian Mixture Models”), cu-
yos para´metros se optimizan empleando el algoritmo EM, “Expectation-
Maximization” [Dempster1977].
Amplias discusiones de todos estosme´todos se encuentran en [Fukunaga1990,
Duda2001].
Una segunda posibilidad de proceder a partir de observaciones es la apro-
ximacio´n ma´quina, consistente en parametrizar una funcio´n discreta Fw(x) con
datos etiquetados, dividiendo segu´n los valores de Fw el espacio de entrada en
regiones que se asocian a una determinada clase. Entre otras ma´quinas, cabe
sen˜alar: las Redes Neuronales, NNs, “Neural Networks” (MLP, “Multi-Layer
Perceptron”, RBFNN, “Radial Basis Function Neural Network”) [Haykin1999,
Duda2001, Bishop2006]; los me´todos basados en nu´cleos [Scho¨lkopf2002](Procesos
Gaussianos, GPs, “Gaussian Processes” [Rasmussen2006], Ma´quinas de Vectores
Soporte, SVMs, “Support Vector Machines” [Vapnik1995, Burges1998]); los Sis-
temas Expertos [Michalsky1980] y los A´rboles de Decisio´n [Breiman1984]; y los
modelos gra´ficos, como, por ejemplo, las Redes Bayesianas [Buntine1994].
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1.2. Disen˜o y generalizacio´n
Los algoritmos convencionales de entrenamiento de una ma´quina de decisio´n
minimizan funciones de coste para aproximar la probabilidad de error teo´rica,
ya que no hay una correspondencia directa entre las fo´rmulas teo´ricas para clasi-
ficacio´n y posibles implementaciones ma´quina que se pueden entrenar mediante
bu´squeda local. Aunque hay algoritmos que aproximan la tasa de error emp´ırica,
como la Regla del Perceptro´n [Rosenblatt1958], ofrecen una mala generalizacio´n y
presentan dificultades de convergencia. Fisher propuso formulaciones [Fisher1936]
que usan medidas de separacio´n para disen˜ar decisores lineales. Los Algoritmos
Basados en Decisio´n (“Decision Based Algorithms” [Kung1995]) son una apro-
ximacio´n con ciertas semejanzas a la Regla del Perceptro´n, as´ı como el uso de
Funciones de Energ´ıa (“Energy Functions” [Telfer1994]). Persiguiendo el mismo
objetivo de minimizar la probabilidad de error, se han propuesto los me´todos
de Ma´ximo Margen (MM, “Maximum Margin”), que conducen al disen˜o de las
SVMs [Boser1992, Cortes1995, Scho¨lkopf1995, Mu¨ller2001].
Estas aproximaciones esta´n estrechamente relacionadas con la capacidad de
generalizacio´n de las ma´quinas. Se dice que una ma´quina generaliza bien cuando
acierta en el ca´lculo de la relacio´n entrada-salida para muestras no vistas en
la fase de entrenamiento. Para conseguirlo, resulta leg´ıtimo que las ma´quinas de
aprendizaje incorporen, durante el proceso de disen˜o, mecanismos que favorezcan
la capacidad de generalizacio´n.
En ese sentido, es interesante la idea de modificar los algoritmos convencio-
nales de entrenamiento para que la ma´quina preste ma´s atencio´n a las muestras
que son importantes para reducir la probabilidad de error de clasificacio´n y, as´ı,
proporcione una definicio´n apropiada de la frontera de decisio´n; esto es el obje-
tivo de las te´cnicas de Gestio´n de Muestras (GM). Los me´todos de GM ofrecen
varias ventajas: permiten, entre otras cosas, acelerar la convergencia, reducir el
coste computacional, y asegurar una buena generalizacio´n. La filosof´ıa en que se
fundamentan estos me´todos es diferenciar la contribucio´n de los datos durante el
proceso de entrenamiento segu´n convenga para una buena clasificacio´n, mediante
mecanismos que focalicen el entrenamiento en las muestras ma´s importantes. En
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el segundo cap´ıtulo revisamos algunos de los principales trabajos desarrollados
en este a´mbito.
Las te´cnicas de GM sirven para compensar el cara´cter subo´ptimo de los me´to-
dos convencionales de entrenar clasificadores ma´quina. El primer trabajo en esta
l´ınea de investigacio´n aparecio´ a finales de los an˜os 60 [Hart1968], y fue seguido
por varios esquemas y te´cnicas propuestas para enfatizar el entrenamiento en
las muestras de acuerdo a su cercan´ıa a la frontera de decisio´n [Sklansky1980,
Plutowski1993, Choi2002] o en funcio´n de la medida del error [Munro1992,
Cachin1994]. Otros trabajos propusieron nuevos criterios de GM, pero con el
objetivo de determinar los centros de ma´quinas RBF [Lyhyaoui1999]. La for-
mulacio´n original de los algoritmos de Boosting [Freund1996a, Freund1996b,
Schapire1999] minimiza una funcio´n de coste exponencial basada en el margen, y
en cada ronda las muestras erro´neas se enfatizan de acuerdo con una funcio´n de
error de ese tipo. En [Go´mez-Verdejo2006, Go´mez-Verdejo2008] se demuestra que
la funcio´n de e´nfasis del Real AdaBoost se puede descomponer en el producto de
dos te´rminos, uno relacionado con el error cuadra´tico de las muestras y otro aso-
ciado a su proximidad a la frontera; esto permite introducir un para´metro para
regular la combinacio´n de los dos criterios. En general, no esta´ claro cua´l de los
dos tipos de muestras es ma´s importante para obtener un buen disen˜o, aunque
la respuesta parece depender del problema que se considere [Franco2000].
Una alternativa interesante consiste en reemplazar la clasificacio´n basa´ndose
en las etiquetas originales por otra que use una versio´n blanda, porque eso permite
introducir e´nfasis sobre las muestras por medio del disen˜o de los blancos blandos,
al tiempo que puede ponerse en transformar el problema en uno de estimacio´n
(regresio´n), para el que los costes t´ıpicos resultan naturales. Hay varias maneras
de generar etiquetas blandas, por ejemplo el suavizado convolucional [Reed1992,
Reed1995] o la reduccio´n selectiva de las etiquetas [Mora-Jime´nez2009]; pero
parece sensato potenciar las ventajas ofrecidas por los me´todos de e´nfasis. Esta
es la orientacio´n de [Gorse1997] y de nuestros trabajos: en [El Jelali2008a] se ha
presentado una nueva propuesta basada en una combinacio´n convexa entre las
etiquetas originales y la salida de una gu´ıa auxiliar tipo MLP. En dicho art´ıculo
se propone una forma de e´nfasis aplicada sobre los blancos que:
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- Presenta una estructura suficientemente general (y, consiguientemente, de
alto potencial), en el sentido de que permite enfatizar parcialmente y teniendo en
cuenta la distancia a la frontera y el taman˜o del error indicados por un clasificador
auxiliar;
- Incluye tres para´metros ajustables, lo que le dota de la posibilidad de adaptar
su forma concreta al problema que se esta´ considerando; si bien hace necesario
recurrir a la Validacio´n Cruzada (CV, “Cross Validation”), que supone un notable
incremento de la carga computacional necesaria para llevar a cabo el aprendizaje;
- Mantiene los valores del blanco blando resultante entre -1 y 1, lo que permite
observar si se produce degradacio´n al pasar de la formulacio´n de decisio´n (clasi-
ficacio´n) a la de estimacio´n (regresio´n), comparando los resultados obtenidos sin
insertar e insertando una activacio´n convencional.
Los resultados obtenidos en [El Jelali2008a] acreditan que, manejando la for-
ma de e´nfasis propuesta -que se presentara´ en detalle ma´s adelante-, no hay
diferencias relevantes entre utilizar una activacio´n o no: lo que sirve para vali-
dar la posibilidad de utilizar formulaciones para estimacio´n cuando se aplique
dicho e´nfasis (u otros ana´logos) a los blancos. En [El Jelali2008b, El Jelali2009]
se ampl´ıan dichos resultados, al tiempo que se aplica el procedimiento a otras
formulaciones, como los GMMs y, de manera preliminar, a los GPs.
1.3. Objetivos y organizacio´n de la Tesis
1.3.1. Objetivos
En la presente Tesis se propone la construccio´n de blancos blandos enfatizados
(EST, “Emphasized Soft Targets”) para reemplazar la etiqueta (dura) deseada
y, adicionalmente, formular y resolver los problemas de decisio´n (clasificacio´n)
como problemas asociados de estimacio´n (regresio´n).
Se examinan los casos convencionales de disen˜os MLP y GMM, por su valor
intr´ınseco y como ana´lisis preliminares a la aplicacio´n de dicho procedimiento a
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la clasificacio´n mediante GPs; lo que constituye el objetivo principal de la Tesis.
La razo´n para fijar ese objetivo radica en las ventajosas caracter´ısticas de los
GPs empleados para estimacio´n (regresio´n):
- La posibilidad de recurrir a versiones que incluyen pocos para´metros en-
trenables y, adema´s, la de entrenar e´stos mediante Ma´xima Verosimilitud (ML,
“Maximum Likelihood”), lleva a disen˜os altamente resistentes al sobreajuste (sin
tener que recurrir a te´cnicas complementarias);
- Los estimadores GP proporcionan tambie´n de forma inmediata una medida
de la fiabilidad de los resultados obtenidos.
Cuando se desea disen˜ar un clasificador GP, se hace necesario, si no se desea
caer en el alto coste computacional que implica emplear procedimientos Monte-
Carlo, introducir una variable latente, a trave´s de la cual y el uso de una activacio´n
sigmoidal se puede derivar la probabilidad “a posteriori” de una de las hipo´tesis
y, por tanto, resolver el problema de decisio´n (clasificacio´n). Sin embargo, los
me´todos correspondientes han de recurrir a algoritmos que permitan parametri-
zar el modelo GP subyacente mediante la aproximacio´n de integrales intratables;
ello supone un no despreciable aumento de la carga computacional necesaria para
el disen˜o. Aunque cabe la posibilidad de incorporar procedimientos de e´nfasis en
estos procesos, la complejidad resultante puede resultar prohibitiva -salvo para
esquemas de e´nfasis muy simples-, ya que an˜adira´ la necesidad de CV para buscar
los para´metros del e´nfasis sobre una ya elevada carga computacional. Por ello, y
a la vista de la ya mencionada posibilidad de convertir los problemas de decisio´n
(clasificacio´n) en otros de estimacio´n (regresio´n) mediante la creacio´n de blancos
blandos con un e´nfasis convenientemente flexible y potente, obteniendo buenas
prestaciones, la exploracio´n de su empleo para GPs tiene suficiente importancia
como para dedicarle un ana´lisis detallado.
Adema´s de lo anterior, durante el desarrollo de los trabajos de la Tesis se
evidencio´ la existencia de sencillas relaciones directas entre las te´cnicas de GM
y los procedimientos EST. Esas relaciones, que abren nuevas perspectivas de
ambos tipos de procesos, se exponen y discuten en el cap´ıtulo que precede a las
conclusiones de la Tesis.
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1.3.2. Organizacio´n de la Tesis
El resto de los cap´ıtulos de esta Tesis se organiza segu´n se dice a continuacio´n.
El segundo cap´ıtulo se divide en dos partes: en la primera se revisan algunos
trabajos relevantes de GM. La segunda parte se dedica a presentar la propues-
ta de e´nfasis llamada “Blancos Blandos Enfatizados” (ESTs, “Emphasized Soft
Targets”) o “Etiquetas Blandas Enfatizadas”.
En el tercer cap´ıtulo, tras un breve recordatorio de los MLPs, se presenta el
disen˜o de clasificadores MLPs con ESTs mediante la eleccio´n de una razonable
forma para el para´metro de la combinacio´n convexa; corroborando la calidad de
los disen˜os mediante una serie de experimentos.
La extensio´n a los GMMs del procedimiento anterior se hace en el Cap´ıtulo 4
utilizando la formulacio´n discriminativa para estimar las etiquetas blandas bajo
modelado conjunto de e´stas y los datos. Una serie de experimentos avalan los
buenos resultados de este me´todo.
En el quinto cap´ıtulo se extiende el me´todo de e´nfasis a los GPs, como al-
ternativa a las aproximaciones que son necesarias para llevar a cabo la tarea de
clasificacio´n con ellos y su elevado coste computacional. El cap´ıtulo incluye una
parte experimental que demuestra el potencial del uso de los ESTs.
En el sexto cap´ıtulo se formaliza la relacio´n de los ESTs con los ya tradiciona-
les procedimientos de ponderacio´n de te´rminos de errores muestrales, discutiendo
desde esta nueva perspectiva los resultados obtenidos y exponiendo las posibili-
dades que queden abiertas.
Finalmente, en el cap´ıtulo de Conclusiones se exponen e´stas y se indican l´ıneas
futuras de I+D para extender estos trabajos.
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Cap´ıtulo 2
Blancos Blandos
2.1. Introduccio´n
Los me´todos de GM se basan en modificar los algoritmos convencionales pres-
tando ma´s atencio´n a las muestras relevantes para el proceso de aprendizaje, a
fin de que aporten la informacio´n ma´s influyente en la determinacio´n de la fron-
tera de decisio´n. En el algoritmo esta´ndar el entrenamiento se efectu´a dando la
misma importancia a todas las muestras de entrenamiento; pero la contribucio´n
de las observaciones en el aprendizaje no debe ser igual: algunos ejemplos pueden
resultar redundantes o bien no ayudan a definir las fronteras de clasificacio´n; al
contrario, otros pueden ser decisivos para obtener una buena solucio´n. Entre las
ventajas que ofrecen las te´cnicas de GM podemos citar la reduccio´n del coste
computacional del entrenamiento, adema´s de facilitar una buena generalizacio´n.
En lo que sigue, no se pretende revisar todos los trabajos realizados sobre la
GM, sino centrarse en aque´llos que han inspirado aspectos de esta Tesis, o bien
que puedan servir para ampliar lo que aqu´ı se propone.
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2.2. Gestio´n de Muestras
El trabajo de Hart [Hart1968] fue el punto de partida para desarrollar otros
me´todos de GM con distintos criterios y diferentes objetivos. Hart considera que
las muestras erro´neas y cercanas a la frontera de decisio´n son importantes para
el aprendizaje. Su algoritmo, CNN (“Condensed Nearest Neighbor”), es como
sigue:
1. Dividir el conjunto de entrenamiento original en dos subconjuntos, “Sto-
re” y “Grabbag”. En principio, se mete la primera muestra en el primer
subconjunto, y el resto de las muestras en el segundo.
2. Clasificar cada muestra en “Grabbag” mediante un algoritmo 1-NN usan-
do el subconjunto “Store” como conjunto de entrenamiento. Si la muestra
resulta mal clasificada, se mete en “Store”.
3. Repetir la etapa 2 hasta que “Grabbag” quede vac´ıo o no haya muestras a
meter en “Store”.
4. Devolver el subconjunto “Store” como resultado de la seleccio´n.
[Cachin1994] adopto´ diversas estrategias para la seleccio´n de patrones basadas
en la medida del error. Las ma´quinas DBNN (“Decision Based Neural Networks”)
de Kung y Taur [Kung1995] consideran solamente muestras erro´neas durante el
entrenamiento. En [Zhang1994a] se presento´ un procedimiento para seleccionar
las muestras altamente erro´neas durante el entrenamiento. Munro [Munro1992]
propuso repetir el entrenamiento de las muestras erro´neas hasta la convergencia.
[Strand1992] es otro ejemplo de esta clase de procedimientos que focalizan el
entrenamiento en un subconjunto formado por muestras dif´ıciles de aprender.
Incluso la formulacio´n ba´sica de los esquemas de Boosting parece basarse en el
error de todas las muestras [Freund1996a, Freund1996b, Schapire1999].
Por otra parte, Sklansky et al. [Sklansky1980] postulan que la proximidad a
la frontera es un aspecto esencial para seleccionar las muestras relevantes, pro-
poniendo un me´todo para construir una frontera lineal a tramos, empleando
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discriminantes lineales, mediante la identificacio´n de los pares opuestos ma´s cer-
canos. En [Lyhyaoui1999] se presentan ma´s esquemas que seleccionan muestras
pro´ximas a la frontera aplicados al disen˜o de RBFNNs. Otros autores siguieron
la misma l´ınea en sus trabajos [Cheung1992, Plutowski1993, Choi2002].
Las formulaciones originales de los esquemas de Boosting para construir con-
juntos de ma´quinas [Freund1996a, Freund1996b, Schapire1999] se basan en dar
importancia a las muestras erro´neas, aunque se ha demostrado que el Real Ada-
Boost enfatiza las muestras erro´neas y tambie´n aque´llas que esta´n cerca de la
frontera [Go´mez-Verdejo2006, Go´mez-Verdejo2008]; la u´ltima referencia presen-
ta algunas generalizaciones. El algoritmo de Ma´ximo Margen usado para entre-
nar las SVMs [Boser1992, Cortes1995, Mu¨ller2001] puede considerarse como un
procedimiento que presta atencio´n a los dos tipos de muestras. No esta´ claro
que´ tipo de muestras es importante para el aprendizaje, salvo para cada proble-
ma [Franco2000].
A continuacio´n, revisamos varios me´todos importantes de GM aplicados a los
MLPs.
2.2.1. GM para entrenamiento de MLPs
A finales de los an˜os 80, en varios trabajos [Denker1987, Huyser1988] se de-
mostro´, para un MLP entrenado con el algoritmo BP (“Back Propagation”) bajo
error cuadra´tico medio (MSE, “Mean Square Error”) como funcio´n de coste, que
emplear un conjunto formado por muestras localizadas cerca de la frontera de
decisio´n puede suponer una buena generalizacio´n.
Te´cnicas basadas en muestras confusas
Wann [Wann1990] demostro´ que no se garantiza buena generalizacio´n usando
un conjunto de entrenamiento de gran taman˜o, sino mediante un subconjunto
formado por muestras cercanas a la frontera de clasificacio´n, seleccionado de
modo adecuado. Para ello, Wann utiliza el criterio del vecino ma´s pro´ximo para
distinguir entre dos tipos de muestras:
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Tı´picas: lejos de la frontera de decisio´n, que no dan lugar a confusio´n.
Muestras cerca de la frontera y que generan confusio´n: si una muestra per-
teneciente a una clase tiene al menos un vecino pro´ximo de la otra clase
de entre un cierto nu´mero -bajo- de vecinos ma´s pro´ximos, es probable que
dicha muestra este´ localizada al borde de la frontera.
Para determinar estos dos tipos de muestras, la cercan´ıa de una muestra del
conjunto original de datos a la frontera de decisio´n se mide de acuerdo al nu´mero
de vecinos ma´s pro´ximos de la clase contraria. De acuerdo con la idea de Wann, el
conjunto original de datos se divide en cuatro subconjuntos A, B, C, y D, segu´n
el nu´mero de vecinos ma´s pro´ximos de la clase contraria: A no tiene ninguno
(subconjunto de muestras t´ıpicas), B uno, C dos, y finalmente, D tres, de entre
los tres vecinos ma´s proximos.
Wann construyo´ el conjunto de entrenamiento con 14 combinaciones de estos
subconjuntos para estudiar la influencia de e´stos sobre la capacidad de generali-
zacio´n del MLP, y concluyo´ que la ma´quina puede generalizar bien si se entrena
solamente con las muestras cercanas a la frontera de clasificacio´n, y la presencia
de los subconjuntos C y D en el conjunto de entrenamiento es suficiente para que
la red generalice bien. Adema´s, las redes entrenadas con subconjuntos de mues-
tras cercanas a la frontera de decisio´n excluyendo los subconjuntos C o D o los
dos a la vez no ofrecen una mejora con respecto a redes entrenadas con muestras
t´ıpicas.
Continuando con la misma idea de muestras t´ıpicas y confusas, Ohnis-
hi [Ohnishi1991] introdujo cuatro me´todos de presentacio´n de las muestras para
aumentar la eficacia del aprendizaje de un MLP. Examino´ cuatro estrategias
diferentes para acelerar la convergencia:
1. Presentacio´n de las muestras t´ıpicas y luego de las muestras confusas.
2. Presentacio´n alternada de muestras t´ıpicas y confusas de una en una.
3. Presentacio´n solamente de las muestras t´ıpicas.
4. Presentacio´n solamente de las muestras confusas.
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Los resultados demuestran que las tres primeras estrategias dan mejores re-
sultados; por otro lado, la cuarta da peores resultados con respecto al me´todo
convencional (entrenar con todo el conjunto de entrenamiento en orden aleatorio).
Parece una contradiccio´n con los dos trabajos citados anteriormente, a pesar de
seguir la misma filosof´ıa: pero el disen˜o del MLP y los problemas de clasificacio´n
tratados en los trabajos son diferentes, y eso lleva a concluir que esta te´cnica es
sensible a las caracter´ısticas del problema.
Muestras dif´ıciles de aprender
En el an˜o 1992, algunos trabajos [Cheung1992, Munro1992, Strand1992] es-
tudiaron el entrenamiento de un MLP empleando muestras dif´ıciles de aprender.
En [Cheung1992] se divide el aprendizaje en tres fases en funcio´n del com-
portamiento del error cuadra´tico medio a lo largo de las iteraciones del entrena-
miento. Las tres etapas del proceso de aprendizaje son las siguientes:
1. Fase de convergencia del error: el error cuadra´tico de las muestras del
conjunto de entrenamiento tiende a un valor estable; esto ocurre al principio
del proceso de aprendizaje.
2. Fase de competencia: inmediatamente despue´s, el entrenamiento glo-
bal obedece a las muestras que cumplen la condicio´n ∇TE∇Ek > 0;
∇E = ∑k∇Ek y ∇Ek son el gradiente del error cuadra´tico de todas las
muestras y de la k-e´sima muestra, respectivamente.
3. Fase de dominacio´n: en esta etapa, algunas muestras dominan el entre-
namiento, es decir, sus errores decrecen ma´s ra´pidamente (“dominantes”)
con respecto a las otras (“no dominantes”): las muestras “dominantes” par-
ticipan ma´s que las “no dominantes” en la determinacio´n de la frontera de
clasificacio´n; la informacio´n que aportan las muestras “no dominantes” se
capta al principio del aprendizaje. Esa dominacio´n desaparece tras un cier-
to nu´mero determinado de iteraciones; si no, el error cuadra´tico de todas
las muestras queda atrapado en un mı´nimo local.
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De la discusio´n anterior se concluye que el tiempo de aprendizaje y la variacio´n
del error dependen del comportamiento de las muestras durante el aprendizaje.
No todas se comportan de la misma manera: algunas son fa´ciles de aprender,
mientras que otras ponen dificultades al aprendizaje; esto puede conducir a una
degradacio´n en la capacidad de generalizacio´n y desacelerar la convergencia del
proceso de aprendizaje. Cheung propuso dos variantes del algoritmo BP conven-
cional fijando la atencio´n en las muestras que presentan dificultades de aprendi-
zaje durante la etapa de dominacio´n; as´ı se consigue reducir el error y mejorar
las prestaciones. Dichas variantes son:
Conjunto Dina´mico de Entrenamiento (CDE)
Se trata de una solucio´n que pretende aumentar la frecuencia de presen-
tacio´n de las muestras con dificultades de ser aprendidas. Se aumenta el
conjunto de entrenamiento dina´micamente con ejemplos que dan lugar a
un error cuadra´tico mayor que el error cuadra´tico medio del conjunto de
entrenamiento, con el fin de aportar una nueva informacio´n al aprendizaje;
este nuevo conjunto de entrenamiento se denomina CDE.
Sea P el conjunto de entrenamiento original. El procedimiento CDE queda
descrito del siguiente modo:
1. Entrenar la red con P y determinar T , el conjunto de muestras con
mayor error.
2. Construir el conjunto CDE incluyendo P y re´plicas de todas las mues-
tras en T hasta alcanzar un taman˜o prefijado.
3. Entrenar la red con el conjunto CDE.
4. Actualizar el CDE: Considerando los errores de la u´ltima clasificacio´n,
buscar en P la muestra i que tiene el ma´ximo error. Buscar en T la
muestra j que tiene el mı´nimo error. Si j = i an˜adimos una re´plica de
la muestra i a CDE; si no, reemplazamos una re´plica de la muestra j
por la i.
5. Repetir los pasos 3 y 4 hasta alcanzar un criterio de parada.
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Factor de Ponderacio´n (FP)
Este me´todo modifica la direccio´n del algoritmo de bu´squeda BP en cada
iteracio´n en funcio´n del error cuadra´tico de las muestras durante el entre-
namiento, con el fin de evitar que el error cuadra´tico se quede atrapado en
un mı´nimo local.
Sea g la direccio´n de bu´squeda de un BP bloque convencional,
g = −∑k∇Ek, siendo Ek el error cuadra´tico de la k-e´sima muestra x(k).
El me´todo FP modifica el termino g introduciendo un factor de pondera-
cio´n fk proporcional a Ek; la nueva expresio´n de la direccio´n de bu´squeda
es: gnueva = −
∑
k fk∇Ek. El funcionamiento del me´todo se describe como
sigue: si una muestra x(k) presenta dificultades de aprendizaje, entonces
gnueva∇Ek < 0; por supuesto, Ek es grande, por tanto fk tomara´ un valor
grande hasta que el producto gnueva∇Ek se vuelva positivo y Ek disminuya.
Parece que las dos variantes de Cheung introducen un coste computacional
adicional debido al crecimiento del conjunto de entrenamiento en el me´todo CDE
y al aumento de las operaciones a efectuar sobre la direccio´n de bu´squeda del BP
convencional en el me´todo FP. No obstante, logran aumentar la velocidad del
aprendizaje con respecto al algoritmo convencional y que el coste computacional
neto no sea mayor.
Strand [Strand1992] siguio´ la misma idea de enfocar el entrenamiento en las
muestras con dificultades de aprendizaje, pero su criterio es diferente: en este
caso, el me´todo es decremental y consiste en formar un conjunto de entrenamiento
activo con las muestras que no han sido aprendidas por la red; las otras muestras
aprendidas al principio del proceso de aprendizaje se excluyen despue´s de un
cierto tiempo del conjunto activo para evitar la redundancia de la informacio´n.
Se eliminan del conjunto activo aquellas muestras que satisfacen la condicio´n
Ek < ma´x (J,K) E/K
2, siendo Ek, E, J y K el error cuadra´tico de la muestra
x(k), el error total del conjunto original de entrenamiento, la J-e´sima e´poca y
el nu´mero de muestras de entrenamiento, respectivamente. Por otra parte, las
muestras descartadas en la e´poca J se meten en una cola y vuelven para refrescar
el entrenamiento en la e´poca J +1. A veces no resulta tan fa´cil descartar algunas
muestras que pueden ser imprescindibles para el aprendizaje, lo que llevar´ıa a
17
pensar en otro criterio para detectar las muestras cr´ıticas. Tambie´n conviene
sen˜alar que es conveniente conservar las ddps condicionales de las clases a la
hora de eliminar muestras y as´ı tener estabilidad estad´ıstica.
Munro [Munro1992] sigue la misma estrategia de aprendizaje que Cheung y
Strand, aumentando la frecuencia de presentacio´n de las muestras en cada e´poca
hasta que el error es menor que un cierto umbral β. La inco´gnita de esta propuesta
es que no se puede saber si el tiempo de convergencia aumentara´ o disminuira´,
dependiendo del problema de clasificacio´n. Adema´s, el algoritmo es muy sensible
al valor del umbral β y a la complejidad del problema a tratar.
Me´todo de seleccio´n incremental
Zhang publico´ varios trabajos de GM [Zhang1991a, Zhang1991b, Zhang1993a,
Zhang1993b, Zhang1994a, Zhang1994b]. Las dos u´ltimas contribuciones engloban
los trabajos anteriores, en los cuales define un me´todo incremental de GM que
parte de un subconjunto DK0 (de K0 muestras) del conjunto de entrenamiento
original DK = {(x(k), t(k))}Kk=1 (K0 < K), y a lo largo del entrenamiento se
an˜aden poco a poco nuevas muestras que tienen error cuadra´tico relativamente
grande.
Al principio, el me´todo divide el conjunto de entrenamiento original DK en
dos subconjuntos: DK0 , un subconjunto de entrenamiento formado por un nu´mero
pequen˜oK0 de muestras escogidas deDK de manera aleatoria, y C, un subconjun-
to de muestras candidatas, formado por las muestras restantes. El procedimiento
incremental es el siguiente:
1. Entrenar la red con el conjunto D.
2. Calcular la salida de la red correspondiente a las muestras de C y seleccionar
un cierto nu´mero de muestras {(x(k), t(k))} del subconjunto C que tienen
los mayores errores cuadra´ticos.
3. Actualizar los subconjuntos C y D:
Dnuevo ⇐ Dantiguo ∪ {(x(k), t(k))}, Cnuevo ⇐ Cantiguo − {(x(k), t(k))}.
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4. Repetir los pasos de 1 a 3 hasta alcanzar un criterio de parada o que el
subconjunto C se quede vac´ıo.
El propio Zhang [Zhang1994b] modifica el algoritmo anterior, aplicando pro-
cesos incrementales sobre el conjunto de entrenamiento y el taman˜o de la red
simulta´neamente. El algoritmo determina de manera constructiva el taman˜o o´pti-
mo de la red; as´ı, por un lado, evita los problemas de convergencia por escasez
de unidades en las capas ocultas, y por otro lado, no cae en el problema de
sobre-entrenamiento por exceso de las mismas. Plutowski et al. [Plutowski1993]
propusieron un me´todo similar orientado a resolver problemas de regresio´n.
Trabajos relacionados con la anterior te´cnica son [Fukumizu1994,
Ishibuchi1994, Marchand1993, Yamasaki1994].
Estrategias pedago´gicas de Cachin
Cachin [Cachin1994] propuso varias estrategias para la GM que denomino´ Es-
trategias Pedago´gicas de Seleccio´n de Patrones (“Pedagogical Pattern Selection
Strategies”). Las ideas ba´sicas de dichas estrategias son, por una parte, centrar
el entrenamiento en las observaciones que generan un gran error, y por otra, re-
frescar el entrenamiento de vez en cuando con las muestras que son fa´ciles de
aprender. Cachin definio´ las siguientes estrategias:
Probabilidad de presentacio´n dependiendo del error (“Error-
Dependent Presentation Probability” -EDPP):
La presentacio´n de las muestras es aleatoria; sin embargo, la distribucio´n
de probabilidad de presentacio´n al entrenamiento de las muestras no es
uniforme. Cada ejemplo x(k) se presenta con una probabilidad Pk que es
proporcional al valor absoluto del error ek; con lo cual se seleccionan con
alta frecuencia las observaciones que tienen un error grande. A medida que
se actualizan los pesos de la red, se actualizan tambie´n las probabilidades
de presentacio´n.
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Repeticio´n dependiendo del error (“Error-Dependent Repetition”
-EDR):
En este caso las muestras se seleccionan de manera determinista como sigue:
1. Se presenta el conjunto de entrenamiento completo.
2. Se calcula el valor absoluto del error de las muestras del entrenamiento
y su ma´ximo emax.
3. Durante un determinado nu´mero de e´pocas1 W se hace una seleccio´n
de muestras, escogiendo en la i-e´sima e´poca aque´llas cuyo error es
superior a i emax/W .
4. Se repiten los pasos desde 1 a 3 hasta alcanzar un criterio de parada.
Sistema de Carpetas (“Card-File System” -CFS):
Se hace una particio´n del conjunto de entrenamiento en N particiones. Sean
{f1, f2, . . . , fN} (con f1 < f2 < . . . < fN) las frecuencias de presentacio´n
de los ejemplos a la red, que se van asignar a cada particio´n. En cada
e´poca, se asigna una frecuencia de presentacio´n a cada particio´n del modo
que se da frecuencia ma´s alta a particiones cuyas muestras suponen un
error cuadra´tico medio mayor. El entrenamiento con dichas particiones se
realiza de modo determinista o aleatorio (es decir, ponderando con {fn} o
presentando las muestras con esas frecuencias).
Particio´n del conjunto de entrenamiento (“Training Set Parti-
tion” -PART):
Se divide el conjunto de entrenamiento en N partes, S1, S2, . . . , SN . El en-
trenamiento comienza con S1 y despue´s de un cierto nu´mero de e´pocas se
an˜aden las muestras de S2, etc. La presentacio´n de muestras es uniforme.
Hay dos formas de an˜adir el nuevo subconjunto Si al conjunto de entrena-
miento:
1El autor lo fijo´ en 100; se puede determinar por validacio´n cruzada.
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a) Entrenar exclusivamente con la parte nueva Si, y luego continuar el
entrenamiento con las muestras de S1 ∪ S2 ∪ . . . ∪ Si.
b) Continuar inmediatamente el entrenamiento con las muestras de S1 ∪
S2 ∪ . . . ∪ Si.
Repetir hasta aprender (“Repeat Until Learned” -RUL):
En realidad esta estrategia fue inventada por Munro [Munro1992], pero el
para´metro β hace que las prestaciones dependan de las caracter´ısticas del
problema. Cachin adapto´ el para´metro β para que su valor tenga la forma
de cE, siendo E el error cuadra´tico medio para el conjunto de entrena-
miento y c una constante (en [Cachin1994] c se fijo´ en 1.5 porque valores
de c superiores a 1 resultan u´tiles). As´ı, se produce una repeticio´n de las
muestras que provocan un error mayor que el medio.
En cuanto a resultados, las estrategias de tipo determinista son ma´s eficaces
que las tipo aleatorio; estas u´ltimas ofrecen malas prestaciones porque hay depen-
dencia del problema de clasificacio´n que se considere. Adema´s, los experimentos
de [Cachin1994] demuestran que el me´todo EDR es ventajoso en comparacio´n
con las dema´s.
Validacio´n Cruzada (CV, “Cross Validation”) y GM
En la pra´ctica, para realizar el entrenamiento de una red neuronal el conjunto
de datos disponibles debe dividirse en tres:
Conjunto de entrenamiento, para realizar la bu´squeda que parametriza el
modelo.
Conjunto de validacio´n, para observar co´mo evoluciona la generalizacio´n.
Conjunto de prueba, para medir las prestaciones de la ma´quina final.
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Los dos primeros conjuntos constituyen el llamado conjunto de disen˜o.
La CV es un procedimiento de entrenamiento que permite obtener una buena
generalizacio´n. El conjunto de disen˜o se divide en F partes: F -1 se usan para el
entrenamiento y el subconjunto restante se reserva para la validacio´n del modelo,
es decir, medir sus prestaciones y seleccionar de acuerdo con ello valores para
los para´metros no entrenables (dimensionales, por ejemplo). El procedimiento se
repite F veces, cada vez con un conjunto de validacio´n distinto.
A veces se dispone de un nu´mero escaso de datos; por lo tanto es arries-
gado recurrir a la CV por dos motivos: primero, porque hace falta un nu´mero
relativamente alto de datos, y segundo, por la pe´rdida de representatividad de
la distribucio´n de los subconjuntos de datos. En este caso se recurre al me´todo
“Leave One Out”, en el cual cada vez se entrena el modelo con todo el conjunto
de entrenamiento dejando fuera una muestra para la validacio´n. El inconveniente
de este me´todo es su alto coste computacional.
En [Leisch1998] se propone un me´todo de GM que determina el subconjunto
del conjunto de entrenamiento sobre el que se aplica la CV. Este subconjunto
contiene las muestras erro´neas y las cercanas a la frontera de decisio´n, que son
la ma´s representativas dentro del conjunto de entrenamiento.
2.2.2. Disen˜o de redes RBF con GM
Las te´cnicas de GM sirven tambie´n para la configuracio´n de la estructura
de una red RBF; concretamente, para determinar los centroides. Generalmente,
el disen˜o de una red RBF se enfrenta a un compromiso entre tres aspectos:
la complejidad del problema, la complejidad de la arquitectura de la red y las
prestaciones de la misma. Para un problema determinado la pregunta que se
formula durante la construccio´n de una red RBF es: ¿Cua´l es el nu´mero adecuado
de centroides para obtener buenas prestaciones?
Una mala eleccio´n del nu´mero de centroides llevar´ıa a una degradacio´n en
las prestaciones de la red. Lowe [Lowe1989] determino´ heur´ısticamente un nu´me-
ro cr´ıtico de centroides por encima del cual la generalizacio´n se deteriora.
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[Moody1992, Niyogi1996] son trabajos que han estudiado el compromiso entre la
complejidad y la capacidad de generalizacio´n de la red.
[Chang1993] construye progresivamente la red RBF utilizando como centroi-
des las muestras localizadas en los bordes de la frontera de clasificacio´n. Los pesos
de la red son los u´nicos para´metros a ajustar. El procedimiento es como sigue:
1. Se construye una red RBF con un solo centroide. La determinacio´n de dicho
centroide se realiza por eleccio´n al azar de entre los obtenidos mediante k-
medias sobre las muestras de entrenamiento de una de las clases elegida
aleatoriamente.
2. Se entrena la red RBF con el conjunto de entrenamiento.
3. Se determinan las muestras erro´neas mediante la comparacio´n de los signos
de las salidas del clasificador RBF y las etiquetas correspondientes a las
muestras del conjunto de entrenamiento.
4. De entre estas muestras erro´neas, se seleccionan las muestras cercanas a la
frontera de decisio´n, que tienen una salida del clasificador RBF inferior a
un umbral definido por el autor.
5. Se aplica el proceso de agrupamiento mediante k-medias a las muestras
seleccionadas para cada clase y se obtienen nuevos centroides.
6. Se construye el nuevo clasificador an˜adiendo estos centroides a los existentes
en la red, y se vuelve al paso 2 hasta alcanzar un criterio de parada.
Lyhyaoui et al. [Lyhyaoui1999] ofrecen una alternativa para construir clasifi-
cadores RBF, desarrollando un nuevo concepto de GM basado en agrupamiento
para determinar los centroides cr´ıticos y tambie´n las muestras cr´ıticas. Se propo-
nen dos modos de GM:
1. Actuando sobre el resultado de una cuantificacio´n vectorial para determinar
los centroides correspondientes a cada clase, y de entre estos centroides se
seleccionan los que van a ser los centroides de la red RBF del siguiente modo:
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se determinan los pares de los centroides de clases opuestas ma´s cercanos
entre s´ı como en [Sklansky1980] y se construye un conjunto de estos pares de
centroides ma´s cercanos, A1 (como conjunto de centroides cr´ıticos); estos
pares determinan directamente la frontera al tener que pasar e´sta entre
ellos. Si estos pares son suficientes para clasificar los otros centroides con
kNN, no se seleccionan ma´s centroides. Si no (en el caso en que resulten
centroides mal clasificados), se construye un conjunto A2 donde se incluye
el centroide mal clasificado ma´s pro´ximo a un centroide cr´ıtico de la clase
contraria. Se itera el proceso hasta que no haya centroides mal clasificados.
El conjunto final de los centroides cr´ıticos es A1 ∪ A2, cuyos elementos se
utilizan como centroides de la red RBF final.
2. An˜adiendo una seleccio´n local, escogiendo las muestras cr´ıticas pertene-
cientes a los agrupamientos representados por los centroides cr´ıticos como
centroides de la RBF. Este modo de seleccio´n construye clasificadores RBF
tipo SVM. Las muestras cr´ıticas se seleccionan como sigue: se consideran
muestras correspondientes a cada centroide cr´ıtico y se eligen las ma´s cer-
canas a la frontera de clasificacio´n (proximidad a la frontera) y ma´s t´ıpicas
dentro de la distribucio´n de la agrupacio´n correspondiente al centroide que
pertenecen (se asume que una muestra es ma´s t´ıpica si esta´ ma´s cerca del
punto correspondiente a la proyeccio´n de dicho centroide sobre la frontera
de decisio´n en el espacio de caracter´ısticas), para lo cual Lyhyaoui et al. usan
una funcio´n indicadora (ve´ase el detalle de esta funcio´n en [Lyhyaoui1999])
que incluye la proximidad a la frontera y la tipicidad.
Adema´s, se utilizan los centroides cr´ıticos o las muestras cr´ıticas para preesti-
mar las varianzas de las gaussianas de las RBFs; para los dos casos, las varianzas
son proporcionales a la semidistancia d o d′ multiplicada por un factor de pro-
porcionalidad2 δ, siendo d y d′ la mitad de la distancia eucl´ıdea entre los dos
centroides cr´ıticos de clases contrarias que esta´n ma´s cercanos entre s´ı y la mitad
de la distancia eucl´ıdea entre las dos muestras cr´ıticas de clases contrarias que
esta´n ma´s cercanas entre s´ı, respectivamente.
2En [Lyhyaoui1999] se comprueba que, para el caso de los centroides cr´ıticos, δ vale
√
2, y
para el caso de las muestras cr´ıticas, que δ es igual a 3
√
3/2.
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2.2.3. Aplicacio´n de GM para SVMs
Una serie de trabajos [Almeida2000, Shin2002, Shin2003a, Shin2003b,
Shin2007] proponen la GM para mejorar el disen˜o de SVMs y reducir la comple-
jidad computacional que requieren dichas ma´quinas cuando se dispone de bases
de datos masivas.
Almeida et al. [Almeida2000] desarrollaron un procedimiento de GM, “SVM
KM”, basado en el agrupamiento k-medias para acelerar el entrenamiento de
las SVMs. Se descartan agrupamientos formados solamente por muestras que
pertenecen a la misma clase y se usan u´nicamente sus centroides para entrenar
las SVMs, y se emplean adema´s todas las muestras de los agrupamientos que
contienen muestras de diferentes clases para dicho entrenamiento.
En [Shin2002] se propuso un me´todo de GM tambie´n basado en el algoritmo
kNN. El me´todo selecciona las muestras cercanas a los bordes de decisio´n y bien
clasificadas. Dichas muestras se emplean como vectores soporte. Se utilizan dos
medidas, “proximidad” y “correccio´n”:
Proximidad: un patro´n cerca de la frontera de decisio´n tiende a tener
vecinos de diferentes clases. Una medida entro´pica sobre los kNN sirve
para medir la proximidad.
Correccio´n: se define como la “probabilidad” de pertenencia a la clase
correcta segu´n el voto de los kNN.
Se utilizan muestras pro´ximas a la frontera y suficientemente correctas para
la arquitectura inicial de la SVM, descartando las dema´s.
El algoritmo es como sigue:
1. Encontrar los kNN a cada muestra x.
2. Para cada muestra x, calcular los votos de los kNN de las J clases
Pj(x) =
∑k
i=1 1 si Fi(x) = j
k
, i = 1, . . . , n, j = 1, . . . , J. (2.1)
Fi(x) es la etiqueta del i-esimo vecino ma´s pro´ximo a x, Fi(.) ∈ {1, . . . , J}.
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3. Calcular la proximidad de x a la frontera de decisio´n
proximidad(x) =
J∑
j=1
Pj(x) logJ
1
Pj(x)
(2.2)
(se toma 0 log 0 como 0).
4. Calcular la correccio´n de x:
correccio´n(x) = Pj∗(x), (2.3)
donde j∗ es la etiqueta de la muestra x.
5. Seleccionar los patrones que satisfacen
proximidad(x)> 0 y correccio´n(x) ≥ 1/J .
Este me´todo ofrece varias ventajas: en [Shin2002] se demuestra que el algo-
ritmo anterior descarta las muestras mal clasificadas, con lo cual se convierte un
problema no separable en un problema separable y as´ı no es necesario buscar un
valor o´ptimo del para´metro de regularizacio´n; y se reduce el tiempo de disen˜o
de las SVMs sin perder la precisio´n en la tarea de clasificacio´n. La dificultad del
me´todo radica en la determinacio´n de k.
El mismo autor, en [Shin2003a], ha propuesto una variante del algoritmo
anterior aplicando el procedimiento “Selective kNN Spanning” que reduce el coste
computacional de ejecucio´n. La idea consiste en aplicar el kNN sobre las muestras
que esta´n cerca de la frontera, y no a todo el conjunto de entrenamiento. Para
completar ese algoritmo, Shin et al. [Shin2003b, Shin2007] han propuesto un
me´todo para determinar k, el nu´mero de vecinos. El procedimiento es del siguiente
modo:
1. Aplicar 1NN sobre el conjunto de entrenamiento.
2. Calcular la tasa de error de entrenamiento Perror.
3. Calcular v = 2K Perror, siendo K el taman˜o del conjunto de entrenamiento.
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4. Hallar el k∗ o´ptimo como k∗ = mı´n{k|bk ≥ v, k = 2, . . . , K − 1}, donde bk
es el nu´mero de muestras seleccionadas por el u´ltimo algoritmo que hemos
expuesto previamente en estas pa´ginas.
Cabe destacar que la mayor´ıa de los trabajos mencionados previamente han
considerado dos aspectos esenciales para determinar las muestras relevantes:
criterios de distancia, que permiten determinar las muestras cercanas a la
frontera de clasificacio´n;
criterios de error, para determinar las muestras que generan un error grande.
2.2.4. Me´todo de e´nfasis para Boosting
En [Go´mez-Verdejo2006, Go´mez-Verdejo2008] se ha propuesto un me´todo de
e´nfasis que presta atencio´n a las muestras que producen un error grande y a las
que esta´n cerca de la frontera, con el fin de mejorar las prestaciones del disen˜o
Real AdaBoost.
Sea Dn+1(x
(k)) la funcio´n de e´nfasis del algoritmo Real AdaBoost, que se
define en la forma:
Dn+1(x
(k)) = Dn(x
(k))
exp (−αn on(x(k))t(k))
Zn
(2.4)
siendo t(k) = t(x(k)), on(x
(k)), αn, y Zn =
∑K
k=1 Dn(x
(k)) exp (−αnon(x(k))t(k)), la
etiqueta que corresponde a la muestra x(k), la salida de la ma´quina base en la ron-
da n, el peso correspondiente a la ma´quina parcial n y el factor de normalizacio´n
(que debe garantizar
K∑
k=1
Dn+1(x
(k)) = 1 ∀n), respectivamente.
Dn+1(x
(k)) se puede descomponer como sigue:
Dn+1(x
(k)) =
exp (
(fn(x
(k))− t(k))2
2
) exp (−(fn(x
(k)))2
2
)
Z˜n
(2.5)
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donde fn(x
(k)) y Z˜n son la salida de la ma´quina parcial correspondiente a la
ronda n y el factor de normalizacio´n, respectivamente. Se observa que Dn+1(x
(k))
es la combinacio´n fija de dos factores, representando cada uno de ellos un tipo
diferente de e´nfasis:
1. Segu´n el error cuadra´tico, correspondiente a exp (
(fn(x
(k))− t(k))2
2
), que es
proporcional al error producido por cada muestra;
2. Segu´n la proximidad a la frontera de clasificacio´n, da-
da por exp (−(fn(x
(k)))2
2
);
Go´mez-Verdejo et al. definieron una nueva funcio´n de e´nfasis mixta mediante
una combinacio´n convexa entre los dos te´rminos de e´nfasis, con la forma siguiente:
Dλ, n+1(x
(k)) =
1
Zλ, n
exp [λ(fn(x
(k))− t(k))2 + (1− λ)fn(x(k))2] (2.6)
siendo λ (0 ≤ λ ≤ 1) el para´metro de ponderacio´n. Dλ, n+1(x(k)) permite controlar
la atencio´n concedida a los distintos tipos de datos segu´n el valor del para´metro λ.
Destacan tres casos particulares asociados con los valores de λ: los clasificadores
centran su atencio´n en las muestras cr´ıticas (λ = 0), en ambos te´rminos de e´nfasis
(funcio´n del Real AdaBoost esta´ndar) (λ = 0.5), y en las muestras que generan
un mayor error cuadra´tico (λ = 1).
En [Garc´ıa-Pedrajas2009] se desarrollo´ un me´todo de Boosting basado en las
te´cnicas de GM, en el que se construyen ma´quinas conjuntas como en AdaBoost
usando como clasificadores base kNNs, SVMs y a´rboles de decisio´n basados en
el algoritmo C4.5 [Quinlan1979]. La idea general del me´todo es como sigue. En
primer lugar, se entrena un primer clasificador base, de salida o0(x), con todas
las muestras del conjunto de entrenamiento. Para entrenar el n-e´simo clasificador
base, se obtiene la distribucio´n de las ponderaciones como en AdaBoost, D′n(x).
Despue´s se obtiene un subconjunto Sn (a partir del conjunto original de entrena-
miento) seleccionando muestras que presentan dificultades al aprendizaje y que
minimizan el error ponderado3 ǫn = E{D′n(x)[t(x)6=fn−1(x)]}, siendo fn−1(x) y t(x)
3D′n+1(x) = D
′
n(x)β
1−[t(x)=on(x)]
n con βn =
ǫn
1− ǫn .
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la salida parcial del sistema en la (n − 1)-e´sima ronda4 y la etiqueta correspon-
diente a la muestra x, respectivamente. Finalmente, el n-e´simo clasificador base
se entrena solamente con Sn.
La propuesta de Garc´ıa-Pedrajas pretende que cada clasificador del conjunto
se entrene con muestras que sean relevantes para el proceso de aprendizaje, mejo-
rando las prestaciones, y tambie´n reducir el conjunto de entrenamiento (reducir la
complejidad del espacio de caracter´ısticas) durante el entrenamiento. Los resulta-
dos experimentales muestran una mejora en las prestaciones del disen˜o propuesto
con respecto a los clasificadores esta´ndares kNN, SVM y C4.5.
En lo que sigue presentamos una alternativa a las te´cnicas de GM, que reem-
plaza las etiquetas duras por una versio´n blanda, aprovechando para introducir
un e´nfasis que considere tanto el error como la proximidad a la frontera.
2.3. Blancos Blandos
2.3.1. Precedentes
Entre los trabajos que se interesaron por la idea de blancos blandos, cabe
sen˜alar [Reed1992, Reed1995], en los que se verifico´ que ablandar las etiquetas
an˜adiendo ruido v´ıa convolucio´n ofrece buenos resultados. En [Mora-Jime´nez2009]
se propone una forma esta´tica y otra iterativa de reduccio´n selectiva de las etique-
tas, SRTL (“Selective Reduction Target Level”), para mejorar las prestaciones
de clasificadores RBFNNs. Consiste en reducir las etiquetas originales de acuerdo
con la proximidad de las muestras a la frontera de decisio´n. El algoritmo esta´ti-
co aplica un clasificador auxiliar para estimar la proximidad de las muestras de
entrenamiento al borde de decisio´n, y se usa la salida de la gu´ıa auxiliar para
reducir la etiqueta correspondiente a cada muestra. As´ı obliga a que el proceso
de entrenamiento preste atencio´n a las muestras que presentan dificultades de
aprendizaje. La versio´n iterativa del SRTL ofrece ventajas en varios problemas
4fn−1(x) = arg ma´x
t(x)
n−1∑
n′=1
αn′ [on′(x) = t(x)] con αn′ = log
1
βn′
.
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reales de clasificacio´n con respecto a ma´quinas convencionales. Dichas ventajas
se pueden resumir en la reduccio´n del tiempo de ca´lculo durante el aprendizaje,
la reduccio´n del taman˜o de los disen˜os y, finalmente, el aumento de la tasa de
acierto.
2.3.2. Propuesta: Blancos Blandos Enfatizados (ESTs,
“Emphasized Soft Targets”)
Siguiendo con la idea de actuar sobre las etiquetas para enfatizar el entrena-
miento con las muestras importantes, proponemos en esta Tesis un procedimiento
de creacio´n de blancos blandos que incluye e´nfasis.
Como se ha anticipado, se trata de crear ESTs mediante un procedimiento
suficientemente general y flexible como para que resulte posible obtener buenas
prestaciones renunciando a la inclusio´n de activaciones en la formulacio´n transfor-
mada; en decir, aplicando directamente procedimientos de estimacio´n (regresio´n).
Por ello, se ha elegido construir los blancos blandos mediante una combinacio´n
convexa local de las etiquetas (duras) originales con las salidas de una gu´ıa (cla-
sificador) auxiliar (que puede ser cualquier ma´quina de aprendizaje). A su vez,
el para´metro de combinacio´n lineal se hace depender del taman˜o del error segu´n
una expresio´n multiparame´trica que permite tener en cuenta la proximidad a
la frontera y el taman˜o del error de manera muy flexible. Concretamente, las
etiquetas blandas se construyen segu´n:
ts(x) = λ(|e(x)|) t(x) + ( 1− λ(|e(x)|) ) oaux(x) (2.7)
donde oaux(x), t(x), y e(x) son la salida de la ma´quina auxiliar, la etiqueta original
y el error de la ma´quina auxiliar correspondiente al dato x, respectivamente;
λ(|e(x)|) es el peso de la combinacio´n convexa que focaliza el entrenamiento
de la segunda ma´quina (ma´quina final) sobre las muestras importantes (mal
clasificadas y cercanas a la frontera de clasificacio´n). El efecto del e´nfasis que
se incluye en la etiqueta blanda sobre el comportamiento de la ma´quina final es
tal que so´lo las muestras cr´ıticas tienen una contribucio´n importante durante el
aprendizaje; las muestras bien clasificadas y los “outliers” intervienen poco al
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aprendizaje de la ma´quina.
Para poder conseguir lo anterior, entre muchas posibilidades teo´ricas, una
forma adecuada para el para´metro de ponderacio´n λ(|e(x)|) es
λ(|e(x)|) =

exp(−(|e(x)| − µ)
2
α1
) para |e(x)| ≤ µ,
exp(−(|e(x)| − µ)
2
α2
) para µ < |e(x)| ≤ 2.
(2.8)
µ, α1 y α2 son los para´metros libres de las campanas de Gauss, que pueden ser
determinados por CV, y e(x) es el error de clasificacio´n de la gu´ıa auxiliar. La ex-
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Figura 2.1: Forma de λ(|e(x)|) para µ = 0.6 , α1 = 0.05 y α2 = 1.
presio´n (2.8) permite obtener el comportamiento deseado de la ma´quina final; su
forma, compuesta por dos Gaussianas, concede importancia en el entrenamiento
de la ma´quina final a las muestras segu´n el valor producido por su error en la
clasificacio´n preliminar (ve´ase la Fig. 2.1).
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El para´metro µ determina el valor del error |e(x)| donde la etiqueta blanda
alcanza su ma´ximo valor absoluto (la unidad), ya que λ(|e(x)| = µ) = 1
y ts(x) = t(x); y los para´metros α1 y α2 controlan el decaimiento a partir de
este valor hacia las muestras con |e(x)| → 0 (muestras bien clasificadas) o con
|e(x)| → 2 (muestras altamente erro´neas). Se puede seleccionar el punto µ en el
cual se aplica mayor e´nfasis, y se puede controlar independientemente el e´nfasis
de las muestras con menor y con mayor error absoluto. Cuando µ = 1, la ecuacio´n
(2.8) presta ma´s atencio´n a las muestras localizadas alrededor de la frontera que a
las muestras erro´neas; lo que es razonable si consideramos que se desea clasificar
correctamente las muestras que no esta´n lejos de la frontera de decisio´n, pero no
vale la pena mover la frontera para atender muestras lejanas de la frontera y mal
clasificadas: dicho esfuerzo provocar´ıa una degradacio´n en las prestaciones de la
ma´quina. Por otra parte, si µ se acerca a 2, se focaliza el entrenamiento en las
muestras altamente erro´neas.
El mecanismo de e´nfasis sugerido actu´a cualitativamente del siguiente modo:
Cuando |e(x)| → 0 (muestras bien clasificadas) o cuando |e(x)| → 2 (mues-
tras de alto error), λ(|e(x)|) tiende a un valor pequen˜o, digamos ǫ; por lo
tanto la ecuacio´n (2.7) se transforma en:
ts(x) ≈ ǫ t(x) + (1− ǫ) oaux(x) ≈ oaux(x). (2.9)
El valor de la nueva etiqueta es aproximadamente el valor de la salida de la
gu´ıa auxiliar, y en el proceso de aprendizaje de la ma´quina final se acepta
esa prestacio´n.
Si |e(x)| ≈ µ, el peso de ponderacio´n λ(|e(x)|) toma un valor λ0 que se
acerca a 1, de modo que
ts(x) ≈ λ0 t(x) + (1− λ0) oaux(x) ≈ t(x) (2.10)
lo que implica que la ma´quina final preste atencio´n a las muestras que
producen un error absoluto de valor µ (si µ se acerca al valor 1, estamos
hablando de muestras cercanas a la frontera de decisio´n).
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2.4. Conclusiones
Tras revisar trabajos relevantes de GM, se puede concluir que estas te´cnicas,
a pesar de sus diferencias, tienen como objetivo identificar o seleccionar las mues-
tras importantes para el aprendizaje con el fin de lograr una buena generalizacio´n.
En la mayor´ıa de los trabajos de GM mencionados anteriormente se consideran
dos aspectos esenciales: la proximidad a la frontera y el error producido por las
muestras.
A continuacio´n, se ha presentado una propuesta de ESTs suficientemente ge-
neral y flexible como para posibilitar que la aplicacio´n directa de procedimientos
de estimacio´n (regresio´n) sin hacer uso de activaciones lleve a obtener buenas
prestaciones desde el punto de vista del problema de decisio´n (clasificacio´n). Los
ESTs se obtienen mediante una combinacio´n convexa local de las etiquetas duras
y las salidas de una ma´quina auxiliar, dependiendo el coeficiente de combinacio´n
del taman˜o del error de una forma adecuada y en la que se dispone de varios
(tres) para´metros ajustables -que lo sera´n por CV en las aplicaciones pra´cticas-.
En los siguientes cap´ıtulos aplicaremos la idea de ESTs para disen˜ar nuevos
clasificadores concebidos a partir de diferentes ma´quinas de aprendizaje.
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Cap´ıtulo 3
Disen˜o de clasificadores MLPs
basados en ESTs
3.1. Redes Neuronales
De manera general, situamos el origen de las redes neuronales en 1943 con el
trabajo de McCulloch y Pitts [McCulloch1943], que presentaron el primer modelo
neuronal artificial inspirado en el sistema nervioso humano. Este primer traba-
jo fue un punto de partida para desarrollar otros modelos neuronales. En 1949,
Hebb [Hebb1949] definio´ dos conceptos muy importantes y fundamentales que
han tenido una influencia en el campo de las redes neuronales, basa´ndose en in-
vestigaciones psicofisiolo´gicas: el pensamiento se desarrolla en el cerebro mediante
conjuntos de neuronas activas simulta´neamente, y la memoria (lo aprendido) se
localiza en las conexiones entre las neuronas. La primera conferencia sobre Inteli-
gencia Artificial en la que se discutio´ la capacidad de las computadoras para simu-
lar el aprendizaje fue en 1956 en Dartmouth (Estados Unidos). A partir de ah´ı mu-
chos investigadores han desarrollado distintos tipos de redes neuronales. En 1959,
Widrow [Widrow1959] publico´ una teor´ıa sobre la adaptacio´n neuronal y unos
modelos inspirados en esa teor´ıa, como el Adaline (“Adaptive Linear Neuron”) y
el Madaline (“Multiple Adaline”); esos modelos se usaron en numerosas aplicacio-
nes y permitieron emplear, por primera vez, una red neuronal en un problema real:
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filtros adaptativos para eliminar ecos en las l´ıneas telefo´nicas. [Rosenblatt1958]
presento´ el llamado “Perceptro´n”, una red formada por una sola neurona con ac-
tivacio´n dura y con pesos que se ajustan mediante la “Regla del Perceptro´n” para
resolver tareas de reconocimiento de patrones. En 1969, una so´lida argumentacio´n
matema´tica [Minsky1969] demostro´ las limitaciones del Perceptro´n con una sola
capa para resolver problemas linealmente no separables, lo que provoco´ que la ma-
yor´ıa de los investigadores dejaran esa linea de investigacio´n. A principios de los
an˜os 70, aparecieron trabajos sobre Mapas de Caracter´ısticas Auto-Organizativos
(SOFMs, “Self-Organizing Feature Maps”) que utilizaban aprendizaje competi-
tivo [Grossberg1972, Von der Malsburg1973, Grossberg1976a, Grossberg1976b];
posteriormente, estos estudios sirvieron a Kohonen para publicar un trabajo so-
bre SOFM [Kohonen1982]. Anderson et al. [Anderson1977] desarrollaron modelos
de memorias asociativas y presentaron el asociador lineal conocido como el mode-
lo “Brain-State-in-a-Box” (BSB). En 1982, Hopfield [Hopfield1982] propuso sus
redes neuronales asociativas y el intere´s por las redes neuronales renacio´ para los
cient´ıficos. Mientras, Kohonen continuo´ el trabajo de Anderson y desarrollo´ redes
de aprendizaje competitivo, una idea nueva basada en la biolog´ıa: su principal
aportacio´n consiste en un procedimiento para conseguir que unidades f´ısicamente
adyacentes aprendieran a representar patrones de entradas similares; estas redes
se denominan redes de Kohonen [Kohonen1984]. Despue´s, [Rumelhart1986] pu-
blico´ el algoritmo de retropropagacio´n del error (BP,“BackPropagation”), que
permite optimizar los para´metros de una red neuronal multicapa, aunque la idea
ba´sica de la BP fue de Werbos en [Werbos1974]; una formulacio´n similar de la
BP fue derivada por Parker [Parker1985], y el mismo algoritmo fue estudiado
por LeCun [LeCun1985]. Desde entonces, han aparecido innumerables trabajos y
aplicaciones comerciales de redes neuronales en diferentes a´mbitos.
Dada la gran extensio´n de este campo, resultar´ıa complicado hacer un estudio
exhaustivo sobre las redes neuronales; por tanto, nos limitamos a describir breve-
mente los modelos neuronales y los me´todos de aprendizaje para estructuras que
se utilizara´n en esta Tesis. Una amplia presentacio´n general puede encontrarse
en [Bishop2006, Haykin1999, Ripley1996].
Las redes neuronales se clasifican en dos tipos:
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1. Redes progresivas (FF, “FeedForward”): en este tipo de arquitectura,
el flujo de la informacio´n fluye en un solo sentido desde la capa de entrada
hacia la salida a trave´s de conexiones entre capas que incluyen pesos, sin
existir ciclos ni conexiones entre neuronas de la misma capa. Una red de
capa u´nica consiste en una capa de entrada formada por un nu´mero de-
terminado de nodos (la dimensio´n del vector de entrada) y una capa de
salida que contiene una o varias neuronas (ve´ase Fig. 3.1. a); como ejemplo
podemos destacar el Perceptro´n. Cuando dicha estructura se extiende a un
mayor nu´mero de capas, se generan las redes multicapa. Dichas redes esta´n
compuestas por tres bloques: el primer bloque es la capa de entrada y el
u´ltimo bloque corresponde a la capa de salida; el bloque intermedio contiene
una o varias capas ocultas (ve´ase Fig. 3.1. b). Los Perceptrones MultiCapa
(a) (b)
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Figura 3.1: Representacio´n esquema´tica de (a) una red de una capa compuesta
de una sola neurona; we = [w0, w1, . . . , wd]
T es el vector extendido de pesos;
(b) una red multi-capa con una sola capa oculta formada por varias neuronas
y una capa de salida compuesta por una sola neurona. xe = [x0, x1, . . . , xd]
T,
f , y o son el vector extendido de entrada, la activacio´n, y la salida de una red,
respectivamente.
(MLP, “MultiLayer Perceptrons”); las Redes de Funciones de Base Radiales
(RBFNN, “Radial Basis Function Neural Networks”) y las Redes Neuro-
nales Probabilisticas (PNN, “Probabilistic Neural Networks”) [Specht1990]
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son ejemplos de redes neuronales pertenecientes a esta clase. Debe resal-
tarse que las FFNN tienen un comportamiento intr´ınsecamente esta´tico: la
salida depende u´nicamente de la entrada, y no de la evolucio´n temporal. Si
se desea tratar problemas espaciotemporales (con salida dependiente de la
entrada y de la evolucio´n temporal) he de mostrarse la evolucio´n temporal
a la entrada de la red; as´ı ocurre con las redes neuronales con retardos tem-
porales (TDNN, “Time Delay Neural Networks”)[Waibel1987, Lang1990].
El resultado de la actividad de una neurona constituyente consiste en una
suma ponderada de las entradas x = [x1, x2, . . . , xd]
T (d es la dimensio´n
del problema) seguida de la aplicacio´n de una funcio´n no lineal f deno-
minada activacio´n, como se ilustra en Fig. 3.2. Se puede emplear diversas
activaciones; por ejemplo, un escalo´n unitario (o signo), una sigmoide o una
tangente hiperbo´lica, o una funcio´n rampa.
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o = f(
d∑
i=0
wi xi)f
Figura 3.2: Esquema de una neurona artificial. we = [w0, w1, . . . , wd]
T, f y o son el
vector extendido de pesos, la activacio´n y la salida de la neurona, respectivamente.
2. Redes recurrentes (RNN, “Recurrent Neural Networks”): a dife-
rencia de las redes progresivas, las redes recurrentes permiten la intercone-
xio´n de neuronas en cualquier sentido y la inclusio´n de operadores de retar-
do. Generalmente, las capas de una red recurrente consisten en conjuntos
de neuronas que reciben las salidas de las neuronas de las capas anteriores,
junto con las salidas de la misma capa o de capas posteriores. La presencia
de estas realimentaciones influye notablemente en la capacidad de aprendi-
zaje: se puede aplicar a problemas espaciotemporales. De entre estas redes
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destacan las redes de Hopfield [Hopfield1982] y los MLPs realimentados
(redes de Elman [Elman1990], BP Through Time [Rumelhart1986], etc.).
No las estudiaremos aqu´ı por estar fuera del objetivo de esta Tesis.
El aprendizaje de una red neuronal es la forma en la que la red, durante el pro-
ceso de entrenamiento, accede a y asimila informacio´n sobre el comportamiento
deseado. Haykin [Haykin1999] propone una clasificacio´n del aprendizaje en tres
tipos:
1. Aprendizaje supervisado: para cada patro´n de entrada x(k) disponemos
de una etiqueta para la salida de la red, dando lugar al denominado con-
junto de entrenamiento {(x(k), t(k))}, k = 1, . . . , K. En este caso es posible
construir un criterio de error en funcio´n de los valores deseados.
2. Aprendizaje por refuerzo: en este tipo de aprendizaje el entrenamiento
esta´ dirigido por un “cr´ıtico” mediante un mecanismo de penalizacio´n y
recompensa, por el cual la red es recompensada por una salida correcta y
castigada por una equivocada.
3. Aprendizaje no supervisado: en este u´ltimo tipo de aprendizaje los pa-
trones de entrada no disponen de las salidas deseadas para guiar el apren-
dizaje; por tanto, la red se disen˜a para conseguir un comportamiento ade-
cuado bajo reglas generales. Es, por ejemplo, el caso de los SOFMs.
3.2. El Perceptro´n MultiCapa
Como se ha dicho, un MLP es una red multicapa tipo FF que consiste en una
capa de entrada de nodos sensores que reciben la informacio´n, una o varias capas
ocultas y una capa de salida.
El entrenamiento supervisado de un MLP se realiza habitualmente con el algo-
ritmo BP, que se basa en la regla de correccio´n del error empleando el me´todo de
gradiente [Widrow1959]; dicha regla consiste en minimizar un error (comu´nmente
cuadra´tico) por medio de gradiente descendiente, por lo que la parte esencial del
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algoritmo es el ca´lculo de las derivadas parciales de dicho error con respecto a
los para´metros de la red neuronal. Este algoritmo se aplica en dos etapas: en la
primera se presenta cada muestra del conjunto de entrenamiento y esa entrada
se propaga hacia adelante para calcular la salida; en esta etapa, los pesos no se
modifican. La segunda etapa es hacia atra´s, actualizando los pesos para acercar
la salida al valor deseado.
Hay dos modos de presentacio´n de los ejemplos: modo secuencial, muestra a
muestra, u “online”, y modo bloque, o “batch”. En el primero, los pesos se actua-
lizan despue´s de la presentacio´n a la red de cada ejemplo. En el segundo, los pesos
se modifican despue´s de la presentacio´n de todo el conjunto de entrenamiento.
Se resume el algoritmo BP en el Ape´ndice A.
El algoritmo BP es un me´todo de aprendizaje general cuya aplicacio´n es sen-
cilla. Pero, adema´s, si se pretende afinar y obtener buenas soluciones hay que ser
cuidadoso con la determinacio´n de una arquitectura o´ptima (dimensionado), la
inicializacio´n de los pesos, los para´metros de aprendizaje (tasa de aprendizaje,
momento,...), y utilizar te´cnicas para evitar el sobreajuste. No obstante su senci-
llez, en la aplicacio´n del algoritmo BP pueden aparecer, entre otras, las siguientes
dificultades:
Para´lisis de la red: los pesos toman valores grandes, y no se actualizan por
efecto de la saturacio´n de f .
Mı´nimos locales: la superficie de error esta´ llena de valles y picos. Es dif´ıcil
localizar el mı´nimo global, y se suele caer en mı´nimos locales.
Lentitud del aprendizaje: si la tasa de aprendizaje es muy pequen˜a el al-
goritmo es muy lento, y si es grande pueden aparecer efectos oscilatorios o
incluso divergencia.
Naturalmente, es preciso combatir estos problemas. Hay varios trabajos que
discuten opciones para evitarlos [Rumelhart1986, Hopfield1987, Falhman1988,
Vogl1988, Burrascano1991, Darken1992, Cichocki1993].
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3.3. Aplicacio´n de los ESTs a MLPs
En lo que sigue consideramos problemas de clasificacio´n binaria.
En primer lugar, entrenamos una ma´quina auxiliar tipo MLP, MLPaux, con
el conjunto de entrenamiento original {(x(k), t(x(k)))}Kk=1. Indicamos la salida
de dicha red como oaux(x). Despue´s, utilizamos oaux(x) para calcular la eti-
queta blanda ts(x) segu´n (2.7) y (2.8) definidas en el segundo cap´ıtulo. La
ma´quina final, EST-MLPMLP, se entrena con el nuevo conjunto de entrenamien-
to {(x(k), ts(x(k)))}. En realidad, la ma´quina final estima el valor de la etiqueta
blanda, y luego se aplica un decisor duro para asignar cada nueva muestra x∗ a
su correspondiente clase.
x MLPaux
EST-MLP
MLP
oaux(x)
es(x) (∗∗)
t(x)
e(x)
(∗)
1
os(x)
λ(|e(x)|)
ts(x)
−
+
−
+
−
+
Figura 3.3: Esquema del clasificador EST-MLPMLP basado en ESTs. MLPaux y
EST-MLPMLP son la ma´quina auxiliar y final, respectivamente. (*) se refiere a la
ecuacio´n (3.2) para λ(|e(x)|); (**), al control (no representado) de EST-MLPMLP
con dicho error durante el entrenamiento.
As´ı, pues, tenemos el siguiente proceso (ve´ase la Fig. 3.3):
1. Entrenar una ma´quina auxiliar, MLPaux, con el conjunto de entrenamiento
{(x(k), t(x(k)))}Kk=1.
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2. Calcular la salida de la ma´quina auxiliar (previamente entrenada) oaux(x
(k))
y el error e(x(k)) para la k-e´sima muestra x(k).
3. Determinar ts(x
(k)) segu´n las expresiones (2.7) y (2.8), que se repiten aqu´ı:
ts(x
(k)) = λ(|e(x(k))|) t(x(k)) + ( 1− λ(|e(x(k))|) ) oaux(x(k)) (3.1)
con
λ(|e(x(k))|) =

exp(−(|e(x
(k))| − µ)2
α1
) para |e(x(k))| ≤ µ,
exp(−(|e(x
(k))| − µ)2
α2
) para µ < |e(x(k))| ≤ 2.
(3.2)
siendo µ, α1 y α2 los para´metros libres de las campanas de Gauss, que se
determinan por CV.
4. Entrenar la ma´quina final EST-MLPMLP con {(x(k), ts(x(k)))}Kk=1.
A la presentacio´n de un nuevo dato x∗, la decisio´n se realiza mediante un
decisor duro
sgn(os(x
∗))
+1
≷
−1
0 (3.3)
siendo os(x) la salida del EST-MLPMLP.
3.4. Pruebas Experimentales
3.4.1. Conjuntos de datos
Trabajaremos con tres conjuntos de datos frecuentemente utilizados en los
problemas de clasificacio´n. El primer problema es Ripley, que se ha sido utilizado
en [Ripley1994, Ripley1996, Osuna1997, Cherkassky1998]. La tasa de error del
clasificador bayesiano MAP es 8 %. Los motivos por los que estos datos se em-
plean como referencia son fundamentalmente dos: por una parte, el alto grado
de solapamiento que presentan las dos clases, y por otra, el reducido nu´mero de
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datos de entrenamiento con respecto al nu´mero de datos de prueba. La distribu-
cio´n de los datos obedece a una mezcla de Gaussianas (dos esfe´ricas por clase)
con los siguientes para´metros: los datos de la clase 1 tienen los centros en (-0.3,
0.7) y (0.4, 0.7), los de la clase −1 tienen los centros en (-0.7, 0.3) y (0.3, 0.3),
y todas las Gaussianas tienen la misma varianza, 0.03. Los datos son accesibles
pu´blicamente en http://www.stats.ox.ac.uk/pub/PRNN/
La Fig .3.4 muestra los datos del conjunto de entrenamiento de Ripley (“+”:
clase 1; “o”: clase −1)
−1.5 −1 −0.5 0 0.5 1
−0.2
0
0.2
0.4
0.6
0.8
1
x2
x1
Figura 3.4: Representacio´n del conjunto de entrenamiento de Ripley (de 125
muestras por clase).
El segundo problema es Ionosfera: corresponde a datos de un sistema radar
recogidos en Goose Bay, Labrador (Canada´). Este sistema consiste en 16 antenas
de alta frecuencia, en fase, con una energ´ıa transmitida total del orden de 6.4
kilowatios [Sigillito1989]. Los blancos son electrones libres en la ionosfera. Los
retornos “Good” (clase 1) son los que muestran la deteccio´n de un blanco en la
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ionosfera, mientras los “Bad” (clase −1) son los que no lo hacen. Los datos son
accesibles pu´blicamente en http://archive.ics.uci.edu/ml/datasets/Ionosphere
El tercer problema es Tic-tac-toe, una base de datos del juego “Tres en Raya”
que representa una codificacio´n del sistema completo de configuraciones posibles.
El triunfo para el jugador “x” (se asume que el jugador “x” empieza primero)
corresponde a la clase 1; la alternativa es el triunfo para el jugador “o” (clase
−1) [Matheus1989, Matheus1990, Aha1991]. La base de datos es accesible pu´bli-
camente en http://archive.ics.uci.edu/ml/datasets/Tic-Tac-Toe+Endgame
Las principales caracter´ısticas de los problemas figuran en la Tabla 3.1.
Problemas Ionosfera Ripley Tictactoe
Dimensio´n 34 2 9
Entrenamiento 201 250 575
Clase +1 101 125 199
Clase −1 100 125 376
Prueba 150 1000 383
Clase +1 124 500 133
Clase −1 26 500 250
Tabla 3.1: Caracter´ısticas de los tres problemas: Ionosfera, Ripley y Tic-
tactoe.
3.4.2. Descripcio´n de las simulaciones
Entrenamos las dos ma´quinas, la auxiliar MLPaux y la final EST-MLPMLP,
con el algoritmo BP, utilizando el error cuadra´tico medio como funcio´n de coste,
con tasa de aprendizaje de 10−3 y aplicando e´poca por e´poca el criterio de parada
“Early Stopping” (ES). ES es una te´cnica simple de obtener una buena genera-
lizacio´n que se utiliza cuando una ma´quina se entrena “online” por el gradiente
descendiente, para evitar el sobreajuste. En ES, el conjunto de entrenamiento
original se divide en un nuevo conjunto de entrenamiento y un conjunto de vali-
dacio´n; en nuestros problemas, reservamos el 80 % para entrenamiento y el 20 %
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para validacio´n, eligiendo segu´n una particio´n al azar en cinco bloques. Despue´s
de entrenar el modelo, la red se evalu´a con el conjunto de validacio´n. El algorit-
mo de entrenamiento se detiene cuando las prestaciones de la ma´quina sobre los
datos de validacio´n empiezan a deteriorar. La red con la mejor prestacio´n con
el conjunto de validacio´n se utiliza para las pruebas con un conjunto distinto de
datos (conjunto de prueba o “test”). En nuestro caso, durante el entrenamiento
de un MLP, el algoritmo BP se detiene cuando el MSE del conjunto de validacio´n
empieza a crecer, y se eligen los pesos que corresponden al valor mı´nimo del MSE
sobre el conjunto de validacio´n. El nu´mero ma´ximo de e´pocas se fija en 800, para
garantizar la convergencia del entrenamiento. El entrenamiento de las ma´quinas
MLPaux, EST-MLPMLP, y un MLP esta´ndar que vamos a utlizar como referencia
para comparaciones, se realiza mediante CV de 5 particiones del conjunto de en-
trenamiento original (80 % para entrenamiento y 20 % para validacio´n); tambie´n,
los para´metros libres de los disen˜os se seleccionan por la misma CV. Se realizan
10 inicializaciones (repeticiones) independientes del MLP por cada particio´n de
la CV. Los para´metros libres de nuestro disen˜o se exploran como sigue:
Nu´mero de neuronas de la capa oculta de la ma´quina de comparacio´n (MLP
convencional), de la auxiliar, y de la ma´quina final, N , Naux, NST : {4, 6,
8, 10, 12, 14, 16}.
µ: {0.1, 0.3, 0.6, 1, 1.2, 1.6, 2}.
α1, α2: {10−3, 10−2, 5.10−2, 0.1, 0.5, 1, 1.5, 2, 3, 4, 5}.
Los pesos de la ma´quina auxiliar MLPaux y el MLP esta´ndar se inicializan en
cada repeticio´n segu´n una distribucio´n uniforme en [-0.1, 0.1], y los pesos de la
ma´quina final EST-MLPMLP se inicializan con los valores finales de los pesos de
la ma´quina auxiliar (de acuerdo con dicha inicializacio´n, condiciono que los pesos
del EST-MLPMLP tengan la misma dimensio´n que los del MLPaux).
Tambie´n consideramos, como referencia, el me´todo de seleccio´n de muestras
EDR (“Error Dependent Repetition”; ve´ase Cap´ıtulo 2) de Cachin. EDR utiliza
un MLP de N ′ neuronas ocultas (N ′ se determina por CV en el mismo intervalo
que N , Naux y NST), que se entrena de la misma manera que el MLP esta´ndar.
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En la parte experimental, se ha probado con dos activaciones a la salida
del EST-MLPMLP, lineal y tangente hiperbo´lica, para estimar la etiqueta blanda
ts(x). Teo´ricamente, para un problema de estimacio´n usando los MLPs es lo´gico
emplear una activacio´n lineal a la salida. En nuestro caso, el uso de los ESTs
permite el paso a activacio´n lineal, pero si nos fijamos bien en la formulacio´n de
la ecuacio´n (3.1), se nota que ts(x) esta´ compuesta de una componente binaria,
t(x) y otra real, oaux(x). Por consiguiente, esto conduce a que el uso de la tangen-
te hiperbo´lica sea adecuado si el efecto del para´metro de combinacio´n convexa
λ(|e(x)|) da mucha importancia a la componente binaria. En caso contrario, si
a la salida de la ma´quina auxiliar se le da ma´s peso, ser´ıa recomendable usar
la salida lineal. Por ello se hacen pruebas con las dos opciones y se elige la que
ofrece mejores resultados (en CV).
3.4.3. Resultados
La Tabla 3.2 presenta la tasa de acierto del EST-MLPMLP, que es el promedio
de tasa de acierto de clasificacio´n de 50 realizaciones independientes, (APCC,
“Average Percentage of Correct Classification”) en %, comparado con el del
MLP esta´ndar y el EDR; tambie´n incluimos los resultados de la aproximacio´n
“omnisciente”: la que corresponde al disen˜o que tiene la mejor tasa de acierto
de clasificacio´n sobre datos de test; es verdad que la aproximacio´n omnisciente
no es un disen˜o l´ıcito, pero sirve para ver las limitaciones del proceso de CV y
las capacidades ma´ximas de los disen˜os. En la Tabla 3.2, presentamos el mejor
resultado segu´n la activacio´n seleccionada para la salida del EST-MLPMLP: para
Ripley, la tangente hiperbo´lica, y para Ionosfera y Tictactoe, la activacio´n lineal:
para el problema Ripley, el EST-MLPMLP con tangente hiperbo´lica como salida
ofrece una pequen˜a ventaja respecto al EST-MLPMLP con salida lineal, mientras
que en el caso de los datos reales el EST-MLPMLP con salida lineal ofrece la
mejor tasa de acierto de clasificacio´n superando ligeramente al EST-MLPMLP
con tangente hiperbo´lica.
No´tese que, tal y como se pretend´ıa, la aplicacio´n de nuestro potente y flexi-
ble me´todo de creacio´n ESTs lleva a que incluir o no activaciones resulte poco
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Problemas Ionosfera Ripley Tictactoe
MLP CV 91.00±3.40 90.35±0.58 68.56±4.51
N 4 14 14
MLP omni* 91.34±4.07 90.49±0.44 69.84±5.63
N 8 10 16
EST-MLPMLP CV 92.12±2.66 90.60±0.34 71.69±4.40
Naux/NST/µ/α1/α2 14/4/1.6/2/1.5 12/8/1.6/0.05/4 14/4/1.6/4/3
EST-MLPMLP omni* 93.04±2.50 90.71±0.45 74.50±5.00
Naux/NST/µ/α1/α2 14/8/2/0.1/5 12/8/1.6/0.05/4 14/4/1.6/4/3
EDR CV 91.73±4.17 90.25±0.40 71.38±4.59
N ′ 12 14 8
EDR omni* 93.16±3.49 90.25±0.40 71.38±4.59
N ′ 16 14 8
Tabla 3.2: Tasa de acierto de clasificacio´n sobre los datos de test (desviacio´n
esta´ndar) con las ma´quinas MLP, EST-MLPMLP y EDR, para los tres problemas.
“omni” se refiere a la aproximacio´n “omnisciente”.
relevante -posibilitando, por tanto, recurrir directamente a procesos de estima-
cio´n (regresio´n)-, al tiempo que, como veremos, obtienen buenas prestaciones en
clasificacio´n (potencialmente superiores a los (ma´s sencillos) me´todos habituales
de GM incluso en problemas de complejidad moderada como los aqu´ı considera-
dos). Esto abre el camino a aplicar estas ideas sobre otras familias de ma´quinas
de aprendizaje, como haremos en cap´ıtulos posteriores.
En comparacio´n con el MLP esta´ndar, aparece una ligera ventaja del me´todo
EST en el problema Ripley, y una ventaja mayor en Ionosfera. La ventaja es
au´n ma´s clara en Tictactoe. Adema´s, se verifica que los resultados del EDR, au´n
acerca´ndose ma´s a los del EST-MLPMLP, son algo inferiores. Esto es revelador
del potencial de los ESTs. Cabe esperar que la aplicacio´n del me´todo a esquemas
ma´s elaborados conduzca tambie´n a mejores resultados.
Obviamente, hemos obtenido mejoras a costa de un alto esfuerzo de entrena-
miento: necesitamos 7×7×7×11×11 disen˜os para cada gu´ıa: para el entrenamien-
to de nuestro disen˜o, se necesita explorar por CV los valores de los para´metros
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libres, cuyo nu´mero es #Naux × #NST × #µ × #α1 × #α2, aunque el nu´me-
ro de e´pocas se reduce (entre 25-50 %) porque la inicializacio´n de los pesos del
EST-MLPMLP se realiza con los pesos finales del MLPaux.
La Figura 3.5 ilustra la frontera de clasificacio´n del EST-MLPMLP (curva dis-
continua), del MLP esta´ndar (curva continua gruesa), y del clasificador bayesiano
(frontera teo´rica; curva continua fina) para el problema Ripley; se observa que la
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Figura 3.5: Fronteras de decisio´n sobre los datos de test para el problema bidi-
mensional de Ripley (500 muestras para cada clase).
frontera de decisio´n del EST-MLPMLP se ajusta mejor a la frontera teo´rica que
la del MLP esta´ndar porque el e´nfasis impl´ıcito en EST permite que la ma´quina
final EST-MLPMLP preste ma´s atencio´n en las muestras cercanas a la frontera
y que el MLP convencional clasifica erro´neamente; eso se ve claramente en las
siguientes regiones determinadas por la coordenada x1 en el espacio de entrada
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(ve´ase Fig. 3.5): regio´n 1 (−1 ≤ x1 ≤ −0.5), regio´n 2 (-0.5≤ x1 ≤ 0) y regio´n 3
(0 ≤ x1 ≤ 0.5). Se percibe que el EST-MLPMLP recupera algunas muestras mal
clasificadas por el MLP esta´ndar de la clase −1 en las regiones 1 y 3 y, sobre
todo, de la clase +1 en la regio´n 2, y de ah´ı el aumento de la tasa de acierto del
EST-MLPMLP con respecto al MLP esta´ndar.
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Figura 3.6: Error de test del MLP esta´ndar (a) y del EST-MLPMLP (b) para el
problema Ripley.
La Figura 3.6 representa el error sobre el conjunto de test del problema Ripley
de las ma´quinas MLP y EST-MLPMLP. Se percibe que hay una reduccio´n notable
del error producido por las muestras de test del EST-MLPMLP con respecto al
MLP esta´ndar; se observa esa reduccio´n del error tras la comparacio´n visual de
(a) y (b) de la Figura 3.6 para las muestras posicionadas entre la 300-e´sima y
800-e´sima posicio´n y que tienen el valor absoluto del error superior a 1; adema´s,
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el error cuadra´tico medio correspondiente las sub-figuras (a) y (b) de la Fig. 3.6
vale 0.3129 y 0.2933, respectivamente. Cuando aplicamos la primera ma´quina,
hay varias muestras con valores importantes de error, y los pesos de la ma´quina
no tienen la capacidad de reducir estos errores, dando lugar a muestras mal cla-
sificadas. Pero si utilizamos la ma´quina EST-MLPMLP, el mecanismo de e´nfasis
permite el ajuste de los pesos principalmente en funcio´n de las muestras rele-
vantes; como consecuencia, es posible que la frontera se mueva hacia la posicio´n
de las muestras relevantes para recuperar e´stas. Por lo tanto, el error cuadra´tico
baja y el nu´mero de muestras mal clasificadas decrece.
Para estudiar la sensibilidad del EST-MLPMLP de una manera sencilla, pa-
ra evaluar las limitaciones del disen˜o CV (especialmente, cuando el disen˜o tiene
varios para´metros libres a explorar), mediante la comparacio´n entre la tasa de
acierto del disen˜o encontrado por CV y el disen˜o correspondiente a la aproxi-
macio´n “omnisciente” (el l´ımite superior del resultado de la CV), en que los
para´metros se seleccionan teniendo en cuenta los resultados en las muestras de
test (lo que no es un disen˜o admisible). Si los valores de la tasa de acierto y de
los para´metros de disen˜o determinados por el proceso de CV se acercan a los del
“omnisciente”, se puede decir que el disen˜o presenta poca sensibilidad respecto
a los valores seleccionados por CV, y, por tanto, el proceso es razonablemente
eficaz.
De acuerdo con la Tabla 3.2, la diferencia entre el disen˜o CV y el disen˜o
omnisciente para EST-MLPMLP es relevante en Tictactoe -tasa de acierto- y en
Ripley -para´metros de disen˜o-; en todo caso, en estos problemas se consigue
ventaja aunque la CV no sea tan eficaz como cabr´ıa desear.
Finalmente, para ampliar la discusio´n sobre la sensibilidad, estudiamos la
variacio´n de la tasa de acierto de clasificacio´n con los para´metros de disen˜o alre-
dedor de los valores encontrados por CV. Las Figuras 3.7, 3.8, 3.9, 3.10 y 3.11
ilustran la sensibilidad respecto a los para´metros Naux, NST, µ, α1, y α2 alrede-
dor del punto que corresponde al disen˜o CV para los datos de test de los tres
problemas: Ionosfera, Ripley y Tictactoe.
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Figura 3.7: Sensibilidad respecto a Naux del EST-MLPMLP sobre los datos de test
de Ionosfera, Ripley y Tictactoe. Los c´ırculos representan los valores encontrados
por CV.
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Figura 3.8: Sensibilidad respecto a NST del EST-MLPMLP sobre los datos de test
de Ionosfera, Ripley y Tictactoe.
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Figura 3.9: Sensibilidad respecto a µ del EST-MLPMLP sobre los datos de test de
Ionosfera, Ripley y Tictactoe.
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Figura 3.10: Sensibilidad respecto a α1 del EST-MLPMLP sobre los datos de test
de Ionosfera, Ripley y Tictactoe.
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Figura 3.11: Sensibilidad respecto a α2 del EST-MLPMLP sobre los datos de test
de Ionosfera, Ripley y Tictactoe.
Para los datos Ionosfera y Ripley, las curvas de los para´metrosNaux, µ, α1, y α2
son planas; lo que significa que el disen˜o EST-MLPMLP es poco sensible respecto
a estos para´metros. Mientras, para Tictactoe se nota que hay un pico alrededor
del punto de CV (que se encuentra en zona de altas prestaciones), pero en las
regiones lejos de este punto, los valores de la tasa de acierto son estables; se puede
decir que hay sensibilidad limitada. Por otro lado, en las curvas correspondientes
al para´metro NST se observa que existe una sensibilidad clara para los datos
Ionosfera y Tictactoe, y moderada para Ripley; adema´s, se percibe que para
un nu´mero de neuronas pequen˜o (inferior a 4) se degradan las prestaciones del
clasificador EST-MLPMLP.
Estas cinco u´ltimas figuras nos han proporcionado una informacio´n sobre la
sensibilidad de nuestro disen˜o para completar este estudio, permitiendo concluir
que el disen˜o EST-MLPMLP presenta una sensibilidad moderada con respecto a
los para´metros a explorar por CV, a pesar de ser varios; siendo NST un para´metro
delicado para un nu´mero pequen˜o de neuronas.
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3.5. Conclusiones
En este cap´ıtulo, tras una breve revisio´n de las redes neuronales y especial-
mente del MLP, hemos presentado el disen˜o EST-MLPMLP basado en la idea de
crear ESTs, realizando pruebas experimentales en tres problemas de clasifica-
cio´n bien conocidos (dos reales, Ionosfera y Tictactoe, y uno sinte´tico, Ripley),
comparando sus resultados con los de un MLP convencional y con otro disen˜ado
empleando el me´todo EDR de edicio´n de muestras.
Los resultados llevan a concluir que, como se conjeturaba, el empleo de ESTs
suficientemente generales y flexibles hace poco relevante la inclusio´n o exclusio´n
de activaciones de salida en los MLPs entrenados con ellos, al tiempo que se
obtienen prestaciones de clasificacio´n superiores a las alternativas convencionales
consideradas. Tambie´n se ha verificado que la sensibilidad a los para´metros del
EST es moderada.
Por lo anterior, queda abierto el camino para explorar el empleo del EST
sobre otras familias de ma´quinas, y muy particularmente en el singular caso de
los GPs; lo que se llevara´ a cabo en los cap´ıtulos que siguen.
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Cap´ıtulo 4
Aplicacio´n de los ESTs a Modelos
de Mezclas de Gaussianas
4.1. Introduccio´n
En este cap´ıtulo extendemos nuestra propuesta de ESTs sobre modelos ge-
nerativos tipo GMMs para resolver problemas de clasificacio´n. Esta aplicacio´n
es importante no solamente por la exploracio´n de la aplicabilidad general de
nuestra propuesta, sino tambie´n porque los GMMs son relativamente fa´ciles de
interpretar y flexibles a la hora de ser aplicados.
Emplearemos GMMs de dos modos para disen˜ar una ma´quina de clasificacio´n.
El primero consiste en una modelizacio´n de la verosimilitud de una muestra x
para cada clase Ci, p̂(x|Ci), como mezcla de un nu´mero apropiado de Gaussianas,
y calcular las probabilidades a priori P̂ (Ci) como frecuencias relativas de cada
clase; luego, se calcula la probabilidad a posteriori, P̂ (Ci|x), con el teorema de
Bayes y, finalmente, se aplica un decisor MAP1 para asignar una nueva muestra a
su clase correspondiente. En el segundo, asumiendo que estamos trabajando con
etiquetas blandas, se estima la distribucio´n conjunta de la etiqueta ts(x) y de la
1En este caso particular del clasificador bayesiano, los para´metros de coste tienen la siguiente
forma, C00 = C11 = 1 y C01 = C10 = 0.
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muestra x como mezcla de un cierto nu´mero de Gaussianas. A continuacio´n, se
estima el valor de ts(x
∗), tˆs(x∗), mediante el estimador de mı´nimo MSE, que es
la esperanza de la etiqueta continua (blanda) ts(x) dado el dato x
∗, E{ts(x)|x∗}.
Finalmente, al presentar un nuevo dato, la clasificacio´n se realiza mediante la
aplicacio´n de un decisor duro sobre la etiqueta blanda estimada.
El entrenamiento de los para´metros de un modelo GM se realiza con el al-
goritmo EM [Dempster1977] (ve´ase Ape´ndice C). En lo que sigue, detallamos
el disen˜o del clasificador basado en ESTs usando GMMs [El Jelali2008b], donde
optamos por el modo discriminativo para estimar el valor de la etiqueta blanda
ts(x).
4.2. Clasificacio´n con modelos GMMs y ESTs
Construimos ambas ma´quinas; la primera, como referencia.
Para el primer disen˜o que llamaremos MAP GMM, se estima la verosimilitud
de una muestra x del conjunto de entrenamiento,
p̂(x|Ci) =
L∑
l=1
πl pl(x|Ci), i = ±1 (4.1)
para cada clase Ci como una mezcla de Gaussianas {pl(x|Ci)}; siendo L y πl el
nu´mero de Gaussianas y el factor de mezcla de la l-e´sima componente pl(x|Ci),
respectivamente. Se optimizan los para´metros de la mezcla (el factor de la mezcla,
el vector media y la matriz de covarianza correspondientes a la l-componente
pl(x|Ci)) con el algoritmo EM. Al presentar una nueva muestra x∗, se aplica el
decisor MAP para obtener una decisio´n Di:
P̂ (C1|x∗)
D1
≷
D−1
P̂ (C−1|x∗)
donde
P̂ (Ci|x∗) = p̂(x
∗|Ci)P̂ (Ci)∑
i′
p̂(x∗|Ci′)P̂ (Ci′)
i, i′ = ±1.
(4.2)
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Para disen˜ar la ma´quina basada en EST, la estimacio´n de ts(x) se realiza
bajo el modelo GMM multidimensional como sigue. Se asume que la distribucio´n
conjunta de ts(x) y x es una mezcla de L Gaussianas
p̂(ts(x),x) =
L∑
l=1
πl pl(ts(x),x) (4.3)
donde {πl} (0 ≤ πl ≤ 1,
∑
l πl = 1; l = 1, . . . , L) y {pl(ts(x),x)} son los factores
y las densidades de probabilidad de la mezcla, respectivamente; los para´metros
de la mezcla se determinan mediante EM.
A continuacio´n, la estimacio´n de ts(x) se realiza mediante el estimador de
mı´nimo MSE (obtenida como la esperanza a posteriori de ts(x) dada x), obte-
niendo
t̂s(x) = Ê{ts(x)|x} =
∫
ts(x) p̂(ts(x)|x) dts
=
∫
ts(x)
p̂(ts(x),x)
p̂(x)
dts =
L∑
l=1
πl pl(x)
L∑
l′=1
πl′ pl′(x)
∫
ts(x) p̂l(ts(x)|x) dts
=
L∑
l=1
πl pl(x)
L∑
l′=1
πl′ pl′(x)
Êl{ts(x)|x}
(4.4)
donde las densidades marginales son
pl(x) =
∫
pl(ts(x),x) dts, para l = 1, . . . , L. (4.5)
Dado que las {pl(ts(x),x)} son Gaussianas, se puede verificar que la estima-
cio´n o´ptima de MSE de ts(x) tiene forma lineal
Êl{ts(x)|x} = wTl,e xe = wTl x + w0,l (4.6)
siendo xe y wl,e el vector de entrada y el vector de pesos extendidos, respectiva-
mente; mientras que las {wl} vienen dadas por las ecuaciones normales
wl = V
−1
xx,lvtsx,l, l 6= 0 (4.7)
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siendo Vxx,l y vtsx,l la matriz de auto-covarianza del dato x, y el vector de la
varianza cruzada de la etiqueta ts(x) y el dato x bajo el modelo Gaussiano
pl(ts(x),x), respectivamente. Vxx,l y vtsx,l se extraen a partir de la matriz de
covarianza de esta distribucio´n
Vtsx,l =
[
vts v
T
tsx,l
vtsx,l Vxx,l
]
(4.8)
donde vts es la varianza de ts(x). Por otra parte, w0,l se calcula en la forma
w0,l = El{ts(x)} −wTl El{x}. (4.9)
El{ts(x)} y El{x} se extraen del vector media mtsx,l de la distribu-
cio´n de pl(ts(x),x) como
mtsx,l = [mts,l mx,l]
T (4.10)
con mts,l = El{ts(x)} y mx,l = El{x}. No´tese que El{x} y Vxx,l son el vector me-
dia y la matriz de covarianza de la densidad Gaussiana pl(x), respectivamente. La
expresio´n (4.4) es similar a la correspondiente a la formulacio´n de mezcla de Ex-
pertos (MoE, “Mixture of Experts”) [Jacobs1991, Jiang1994], como previamente
se menciono´ en [Xu1995].
Finalmente, la decisio´n para una nueva muestra x∗ es
dec(x∗) = sgn(t̂s(x∗)) (4.11)
La Figura 4.1 ilustra el disen˜o de nuestra ma´quina de decisio´n.
Denominaremos “EST-GMMMLP” al algoritmo de nuestro clasificador, que se
describe del siguiente modo:
1. Entrenar una ma´quina auxiliar MLPaux con el conjunto de entrenamiento
{x(k), t(x(k))}Kk=1.
2. Calcular la salida oaux(x
(k)) y el error e(x(k)) de la ma´quina auxiliar pre-
viamente entrenada para la k-e´sima muestra.
58
±1xe
x πl pl(x)∑
l′ πl′pl′(x)
t̂s(x)
Ê1{ts|x}
Êl{ts|x}
ÊL{ts|x}
w1,e
wl,e
wL,e
. . .
. . .
Figura 4.1: Esquema del disen˜o del clasificador usando ESTs y mode-
los GMMs.
3. Determinar el conjunto {x(k), ts(x(k))}Kk=1 como
ts(x
(k)) = λ(|e(x(k))|) t(x(k)) + ( 1− λ(|e(x(k))|) ) oaux(x(k)) (4.12)
con
λ(|e(x(k))|) =

exp(−(|e(x
(k))| − µ)2
α1
) para |e(x(k))| ≤ µ
exp(−(|e(x
(k))| − µ)2
α2
) para µ < |e(x(k))| ≤ 2
(4.13)
siendo µ, α1 y α2 los para´metros libres de las campanas de Gauss, que se
determinan por CV.
4. Optimizar los para´metros de la distribucio´n p̂(ts(x
(k)),x(k)), {πl, mtsx(k),l,
Vtsx(k),l}Ll=1 mediante el algoritmo EM.
5. Calcular t̂s(x
(k)) con el estimador de mı´nimo MSE como sigue:
a) Extraer de Vtsx,l, la matriz Vxx,l y el vector vtsx,l
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b) Calcular wl con la fo´rmula (4.7)
c) Extraer de mtsx,l, la esperanza de ts(x), El{ts(x)}, y el vector El{x}
d) Calcular w0,l con la ecuacio´n (4.9)
e) Estimar Êl{ts(x(k))|x(k)} con (4.6) con xe = x(k)e
f ) Determinar las marginales pl(x) con la fo´rmula (4.5)
g) Estimar ts(x
(k)) con la expresio´n (4.4) con x = x(k)
4.3. Pruebas experimentales
4.3.1. Conjuntos de datos
Hemos trabajado con seis bases de datos utilizadas frecuentemente en clasifi-
cacio´n. Kwok (kwo) [Kwok1999] es un problema sinte´tico bidimensional. La tasa
de error del clasificador bayesiano es 11.3 %. Los otros cinco problemas son datos
reales obtenidos del repositorio de UCI [Blake]: Abalone (convertido a un proble-
ma binario de acuerdo con [Ruiz2001]), Breast Cancer, Contraceptive, Ionosfera
y Pima Indian. Nos referiremos a estos problemas como aba, bre, con, ion, y
pim, respectivamente. La Tabla 4.1 describe sus principales caracter´ısticas.
4.3.2. Entrenamiento y resultados
Todos los datos esta´n normalizados entre -1 y 1. Utilizamos un MLP con
N neuronas en la capa oculta como ma´quina auxiliar, y tambie´n entrenamos un
MLP convencional de N ′ neuronas ocultas, como sistema de referencia en la tabla
de resultados (el MLP auxiliar y el MLP convencional se entrenan de la misma
manera que la ma´quina auxiliar del disen˜o EST-MLPMLP y el MLP convencional
empleados en el Cap´ıtulo 3, respectivamente). Tanto N y N ′ como los para´metros
µ, α1 y α2, el nu´mero de componentes de GMM, L para el modelo conjunto
y L1 y L−1 para los modelos de cada clase separada, se determinan por CV
de 10 particiones (90 % entrenamiento y 10 % validacio´n), con 10 realizaciones,
explorando los siguientes valores:
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Problemas Entrenamiento Test Dimensio´n
(C+1/C−1) (C+1/C−1)
aba 2507 1670 8
(1238/1269) (843/827)
bre 420 279 9
(145/275) (96/183)
con 883 590 9
(506/377) (338/252)
ion 201 150 34
(101/100) (124/26)
kwo 500 10200 2
(200/300) (4080/6120)
pim 461 307 8
(161/300) (107/200)
Tabla 4.1: Principales caracter´ısticas de los problemas de clasificacio´n utilizados
en la parte experimental.
N , N ′: 4, 6, 8, 10 ,12, 14, 16.
µ: 0.01, 0.1, 0.3, 0.6, 1, 1.2, 1.6, 2.
α1, α2: 0.001, 0.01, 0.05, 0.1, 0.5, 1, 1.5, 2, 3, 4, 5.
L: 4, 5, 6, 7, 8, 9, 10.
L1, L−1: 2, 3, 4, 5.
Durante los experimentos no nos hemos enfrentado al problema de singula-
ridad de la matriz de covarianza [Archambeau2003]; sin embargo, si este pro-
blema surgiese, podr´ıamos remediarlo utilizando la solucio´n propuesta
en [Archambeau2004].
Tambie´n, proporcionamos los resultados de la SVM de nu´cleo Gaussiano cuyos
para´metros, el factor de penalizacio´n C y la dispersio´n σ, se determinan por CV
con 10 particiones, explorando los siguientes valores:
C: 10−1, 1, 10, 102, 103, 104.
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σ:
√
D× {2−5, 2−4, 2−3, 2−2, 2−1, 1, 2, 22, 23, 24, 25}, siendo D
la dimensio´n del dato de entrada.
La implementacio´n utilizada para simular las SVMs es la toolbox Matlab
IRWLS SVM para reconocimiento de patrones [Pe´rez-Cruz2001] disponi-
ble en www.tsc.uc3m.es/∼fernando/, con tolerancia de 10−5 para proporcionar
una buena precisio´n a la solucio´n del algoritmo de programacio´n cuadra´tica.
La Tabla 4.2 presenta la tasa de acierto de clasificacio´n del MLP convencional,
del MAP GMM, del EST-GMMMLP, y de la ma´quina SVM con los valores de
los para´metros de disen˜o correspondientes encontrados por CV, y tambie´n los
resultados de la aproximacio´n “omnisciente”, que corresponde al disen˜o ma´quina
que ofrece la mejor tasa de acierto de clasificacio´n sobre datos de test. Esta´ claro,
que este procedimiento no nos permite considerar estos disen˜os como va´lidos; sin
embargo, esta aproximacio´n sirve para medir la capacidad ma´xima de los disen˜os.
Con respecto al MLP convencional, los resultados de EST-GMMMLP mues-
tran ventaja para los problemas ion y kwo, y hay casi igualdad para pim. De
la comparacio´n entre EST-GMMMLP y MAP GMM, resulta que EST-GMMMLP
presenta una ligera ventaja para aba, bre, y kwo, y muestra una ventaja im-
portante para con, ion, y pim con respecto a MAP GMM. Tambie´n observamos
que los resultados de EST-GMMMLP son competitivos con los de la SVM, ha-
biendo ventaja para los problemas aba, kwo, y pim. Los resultados llevan a
concluir que la ma´quina EST-GMMMLP es competitiva con respecto a los disen˜os
esta´ndares del MLP y de la SVM, y supera en todos los problemas considerados
los resultados correspondientes a MAP GMM.
La Figura 4.2 presenta las fronteras de clasificacio´n sobre los datos de test
del problema kwo, obtenidas con los siguientes cuatro clasificadores: el EST-
GMMMLP, el MAP GMM, el MLP convencional, y finalmente, el clasificador de
Bayes (la frontera teo´rica). Los datos de test de kwok tienen la siguiente forma:
una mezcla de dos Gaussianas para la clase +1 (c´ırculos) y una mezcla de tres
Gaussianas para la clase −1 (puntos); por claridad, los datos de test se han sub-
muestreado a 500 muestras (C+1:200/C−1:300). En dicha figura, se percibe que
la frontera de EST-GMMMLP se ajusta ma´s a la frontera teo´rica que las fronteras
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Problemas aba bre con ion kwo pim
MLP CV 78.12±0.54 97.51±0.60 70.38± 2.24 93.22±1.48 83.49±3.32 78.33±1.33
N ′ 12 8 10 6 16 6
MLP omni* 78.12±0.54 97.51±0.60 70.38± 2.24 93.22±1.48 83.49±3.32 78.33±1.33
N ′ 12 8 10 6 16 6
MAP GMM CV 72.90±0.84 94.90±1.46 62.88±1.41 93.15±2.56 84.77±0.59 72.72±1.40
L1/L−1 4/4 3/4 4/4 3/3 3/3 2/2
MAP GMM omni* 72.97±0.58 95.94±1.08 63.15±0.95 93.15±2.56 85.30±0.62 72.89±1.80
L1/L−1 5/5 5/4 2/2 3/3 2/5 2/3
EST-GMMMLP CV 73.01±0.67 95.34±0.91 65.69±1.98 94.52±1.82 85.00±0.83 77.37±1.50
L/N/µ/ 9/12/1.2/ 8/10/0.3/ 8/6/1.6/ 9/6/1.2/ 9/6/0.3/ 6/4/0.3/
α1/α2 0.1/0.1 0.01/0.05 0.1/4 0.05/0.5 0.01/0.1 0.01/1
EST-GMMMLP omni* 73.01±0.67 95.77±1.10 65.69±1.98 94.54±1.89 85.31±0.62 78.92±0.98
L/N/µ/ 9/12/1.2/ 6/10/0.3/ 8/6/1.6/ 10/8/1/ 6/12/0.3/ 6/12/0.3/
α1/α2 0.1/0.1 10
−3/1.5 0.1/4 5/2 0.1/0.01 0.1/0.01
SVM CV 66.73±3.92 97.31±0.25 70.76±0.38 97.80±0.45 84.43±0.67 72.35±1.24
C/σ 104/2−1
√
D 1/
√
D 103/2
√
D 10/2−1
√
D 10/2−3
√
D 102/2−1
√
D
SVM omni* 77.84±2.44 97.92±0.23 71.29±0.72 97.80±0.45 85.26±0.75 79.77±0.95
C/σ 104/25
√
D 10/
√
D 100/
√
D 10/2−1
√
D 104/2−1
√
D 102/22
√
D
Tabla 4.2: Tasa de acierto de clasificacio´n (±desviacio´n esta´ndar) sobre datos de test de aba, bre, con, ion, kwo, and
pim, y para´metros de disen˜o de cada me´todo (MLP: N ′; MAP GMM: L1, L−1; EST-GMMMLP: L,N, µ, α1, α2; y SVM:
C) seleccionados por CV. “omni” se refiere a los resultados de la aproximacio´n “omnisciente” sobre estas ma´quinas.
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Figura 4.2: Fronteras de los tres me´todos mencionados en la Tabla 4.2 comparados
con la frontera teo´rica del problema kwo con datos de test sub-muestreados a 500
muestras (C+1 : 200/C−1 : 300).
correspondientes a MAP GMM y a MLP: la ma´quina EST-GMMMLP clasifica bien
algunas muestras a las que los clasificadores MAP GMM y MLP consideran en
la regio´n de decisio´n erro´nea, como se ve en la zona definida por−0.5≤ x1 ≤ 0.25.
Esta´ claro, tambie´n, que la ventaja obtenida con nuestra propuesta conlle-
va un coste adicional durante el proceso de entrenamiento, en cual necesitamos
seleccionar los mejores valores de disen˜o: #N × #µ × #α1 × #α2 × #L. Por
otro lado, dicho coste es reducido para un MLP esta´ndar (#N ′), MAP GMM
(#L1 ×#L−1) y SVM (#C ×#σ). Desde luego, el elevado coste computacional
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se limita solamente a la etapa de entrenamiento: una vez entrenada la ma´quina,
su aplicacio´n requiere un esfuerzo computacional equivalente al caso de GMM
para regresio´n.
Otra dificultad adicional de nuestra propuesta que puede aparecer en deter-
minados problemas es la sensibilidad con respecto a los valores de los para´metros
de disen˜o seleccionados por CV. Consideramos los disen˜os “omniscientes” para
averiguar la sensibilidad del disen˜o con respecto a los para´metros obtenidos por
CV.
Se observa en la Tabla 4.2 que, incluso teniendo que seleccionar muchos ma´s
para´metros, el disen˜o o´ptimo por CV y el omnisciente obtenidos coinciden para
los problemas aba y con en EST-GMMMLP y para MAP GMM en ion. Adema´s,
aunque los para´metros de disen˜o obtenidos por las dos v´ıas (CV y “omnisciente”)
son diferentes, las prestaciones del EST-GMMMLP correspondientes a la CV y del
“omnisciente” presentan una ligera diferencia en los problemas bre, ion, y kwo y
una diferencia significativa so´lo para pim. Hay que resaltar que, para este u´ltimo
problema, precisamente, nuestro disen˜o obtiene claras mejoras con respecto a los
disen˜os esta´ndares. Cuando aplicamos los esquemas MAP GMM, tambie´n hay
una pequen˜a diferencia para kwo y con, y es importante para bre. Para los
MLPs, CV ofrece el resultado de la aproximacio´n omnisciente en ion, y hay una
diferencia significativa para kwo y pim, pese a que, para el MLP, N ′ es el u´nico
para´metro a explorar.
Finalmente, para completar esta ana´lisis sobre la sensibilidad, las Figuras 4.3,
4.4, 4.5, 4.6, y 4.7 ilustran la sensibilidad con respecto a los para´metros L, N , µ,
α1, y α2 alrededor del punto que corresponde al disen˜o CV (representado por los
cuadros) sobre datos de test de los problemas de la Tabla 4.1.
Con respecto al para´metro L, las curvas de sensibilidad de bre, con, y pim
son casi planas, y se nota una ligera sensibilidad para los problemas ion y kwo,
mientras la curva correspondiente a aba presenta una sensibilidad notable, aun-
que el punto correspondiente al disen˜o por CV se encuentra en una zona de altas
prestaciones, y esto se ve para todos los problemas.
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Figura 4.3: Sensibilidad respecto a L de EST-GMMMLP sobre los datos de test
de los problemas de la Tabla 4.1. APCC (“Average Percentage of Correct Clas-
sification”) es la tasa de acierto de clasificacio´n en %. Los cuadros representan
los valores encontrados por CV.
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Figura 4.4: Sensibilidad respecto a N de EST-GMMMLP sobre los datos de test
de los problemas de la Tabla 4.1.
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Figura 4.5: Sensibilidad respecto a µ de EST-GMMMLP sobre los datos de test
de los problemas de la Tabla 4.1. (El cuadro donde se cruzan las curvas de
sensibilidad de los problemas pim y aba, pertenece a la curva de sensibilidad del
aba).
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Figura 4.6: Sensibilidad respecto a α1 de EST-GMMMLP sobre los datos de test
de los problemas de la Tabla 4.1.
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Figura 4.7: Sensibilidad respecto a α2 de EST-GMMMLP sobre los datos de test
de los problemas de la Tabla 4.1.
Con respecto a N , hay que resaltar que para valores inferiores a 4 las pres-
taciones de la ma´quina decrecen para los siguientes problemas: con, ion, kwo,
y pim. La curva correspondiente al caso bre es plana, y hay una sensibilidad
moderada para aba, con, ion, kwo, y pim; el punto correspondiente al disen˜o
CV esta´ siempre en la regio´n de altas prestaciones.
A partir de la Fig. 4.5, se nota que µ es un para´metro delicado en cuanto a
sensibilidad, y eso se observa en las curvas de con, ion, y pim: para valores de
1 ≤ µ ≤ 1.5, hay variaciones notables en te´rminos de prestaciones. Para aba,
bre, y kwo, hay una ligera sensibilidad respecto a µ.
Finalmente, con respecto a los para´metros α1 y α2, se nota para casi todos
los problemas (aba, bre, con, ion, y kwo) que existe una baja sensibilidad; sin
embargo, para pim, las prestaciones decrecen para valores grandes de α1.
Como recapitulacio´n en cuanto a la discusio´n sobre la sensibilidad, podemos
decir que el disen˜o EST-GMMMLP presenta una ligera sensibilidad con respecto a
L, α1, y α2 , y con respecto a N , cabe destacar que las prestaciones se degradan
para nu´meros pequen˜os de neuronas ocultas. µ es tambie´n un para´metro delicado
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para valores entre 1 y 1.5. Finalmente, podemos concluir que nuestro me´todo
basado en la idea EST presenta una sensibilidad moderada aunque en CV el
nu´mero de para´metros a explorar es alto.
4.4. Conclusiones
En este cap´ıtulo hemos aplicado la idea de e´nfasis a los modelos GMMs para
tareas de decisio´n (tambie´n es posible extender la idea a otros modelos genera-
tivos, como son las ventanas de Parzen [Nadaraya1964], usando la regresio´n de
Nadaraya-Watson [Parzen1962, Watson1990] con la etiqueta EST). Hemos usado
formulaciones ba´sicas para disen˜ar las ma´quinas MAP GMM y EST-GMMMLP.
Los resultados de la parte experimental demuestran que el disen˜o EST-GMMMLP
proporciona regularmente ventaja con respecto a la ma´quina MAP GMM para
todos los problemas considerados en la parte experimental, y es competitivo con
respecto a clasificadores convencionales como los MLPs y las SVMs. Se com-
prueba as´ı que la idea basada en el mecanismo atencional EST aplicado a los
GMMs es eficaz para resolver tareas de clasificacio´n, ofreciendo una baja sensi-
bilidad respecto a los para´metros a fijar por CV pese al elevado nu´mero de e´stos.
Obviamente, se necesita un esfuerzo computacional adicional para el disen˜o del
clasificador basado en EST; pero, una vez entrenada la ma´quina, su aplicacio´n
es computacionalmente ligera, y, como los GMMs son generativos, ofrece las ven-
tajas de que permiten una interpretacio´n fa´cil y la posibilidad de aplicar los
principales me´todos para trabajar con datos imputados.
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Cap´ıtulo 5
Disen˜o de clasificadores tipo GP
mediante las te´cnicas EST
5.1. Introduccio´n
Los GPs -una buena exposicio´n general es [Rasmussen2006]- son ma´quinas
de aprendizaje que, en su versio´n para regresio´n (ma´quinas GPR, “Gaussian
Process Regression”), constituyen una extensio´n inmediata del filtro (discreto)
de Wiener [Wiener1948], trabajando sobre espacios multidimensionales (de las
observaciones x) y con muestras irregularmente distribuidas, cuya dificultad sol-
ventan recurriendo al “truco del nu´cleo”, proponiendo una forma parametrizada
para las funciones de covarianza. Su creciente popularidad y su abundante uso
se deben a la robustez que se deriva del hecho de emplear un nu´mero reducido
de para´metros para dichas covarianzas; como adema´s esos para´metros se apren-
den a partir de una formulacio´n de ma´xima verosimilitud, queda pra´cticamente
descartada la posibilidad de aparicio´n de sobreajuste.
Ventaja adicional de las ma´quinas GPR es que su formulacio´n proporciona,
como veremos, un indicador de la fiabilidad de sus resultados mediante la varianza
de la variable que en el modelo representa los valores a estimar. Desafortunada-
mente, la inversio´n matricial caracter´ıstica de la aproximacio´n de Wiener, que en
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el caso de los GPs no implica una matriz Toeplitz por no asumirse estacionaridad
y por la irregularidad de las muestras, conlleva una carga computacional de mo-
delado muy alta, ya que necesita O(K3) operaciones; mientras que la estimacio´n
de cada valor predicho requiere O(K2).
Por su propia naturaleza, los GPs no pueden ser empleados directamente
para resolver problemas de clasificacio´n; lo cual ha llevado a la utilizacio´n de
variables latentes y la posterior aplicacio´n de aproximaciones (y me´todos ite-
rativos, junto con nume´ricos), como son los de Laplace [Williams1998] y los
me´todos EP (“Expectation-Propagation”) [Minka2001a] y EM-EP (“Expecta-
tion Maximization-Expectation Propagation”) [Kim2006], para construir ma´qui-
nas GPC (“Gaussian Process Classification”). Sus resultados, en todo caso, son de
calidad moderada. Otra alternativa, computacionalmente muy costosa, es recurrir
a me´todos MonteCarlo, como el MonteCarlo de Cadenas de Markov [Neal1993].
En tal contexto, la aplicacio´n de los me´todos EST resulta natural, ya que
sustituir por blancos blandos enfatizados las etiquetas duras permite aplicar la
sencilla formulacio´n GPR y mantener intactas todas sus ventajas, al tiempo que
un adecuado e´nfasis posibilita obtener resultados competitivos. A ello se dedi-
cara´ este Cap´ıtulo, que tiene relevancia central en esta Tesis, precisamente por
las dificultades con que se encuentra el desarrollo de ma´quinas GPC por las v´ıas
seguidas hasta ahora.
Este Cap´ıtulo se organiza del siguiente modo. En primer lugar, aparece un con-
ciso resumen de la formulacio´n GPR y se presenta la ma´quina EST-GP. Despue´s,
se revisan brevemente las ma´quinas GPC y las tres aproximaciones mencionadas
anteriormente. A continuacio´n, se describen el disen˜o de las ma´quinas empleadas
en la parte experimental y los experimentos, y se hace una discusio´n detallada
de sus resultados (incluyendo la carga computacional de los disen˜os considerados
y un estudio de la sensibilidad de los EST-GPs con respecto a sus para´metros
libres). Finalmente, se cierra el Cap´ıtulo con una s´ıntesis de las conclusiones
extra´ıdas de la parte experimental.
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5.2. Aplicacio´n de ESTs para el disen˜o de clasi-
ficadores GP
Un GP real f(x) queda definido por su funcio´n media
m(x) = E[f(x)] (5.1)
y su funcio´n covarianza
c(x,x′) = E[(f(x)−m(x))(f(x′)−m(x′))] (5.2)
siendo x y x′ dos vectores de entrada de dimensio´n D×1. Por razo´n de sencillez,
la funcio´n media f(x) se considera nula, una vez detra´ıda la media muestral de
los valores de las muestras.
En el caso de las ma´quinas GPR, las etiquetas t(x) se asumen continuas y se
modelan como un GP de media nula y de covarianza cθ,θn(x,x
′) = kθ(x,x′) +
θnδx,x′ ; siendo kθ y δx,x′ la funcio´n nu´cleo con vector θ de para´metros a fijar y
la funcio´n delta de Kronecker1, respectivamente. Los valores de θ y θn (θn es el
nivel del ruido) se determinan durante el entrenamiento de la forma que veremos
ma´s adelante.
Obviamente, la distribucio´n conjunta del vector de etiquetas de las muestras
disponibles t = {t(x(k))}Kk=1 y la prediccio´n t∗ = t(x∗) correspondiente a una
nueva observacio´n x∗ es tambie´n gaussiana con vector media nulo y matriz de
covarianza
Cθ,θnC =
[
Cθ,θn k
∗
θ
k∗T
θ
c∗∗
θ,θn
]
(5.3)
donde Cθ,θn es una matriz de dimensio´n K × K y de elementos kθ(x(i),x(j)) +
δx(i),x(j) , k
∗
θ
es un vector con componentes kθ(x
∗,x(j)), y c∗∗
θ,θn
es la autocovarianza
kθ(x
∗,x∗) + θn.
Mediante una simple operacio´n matricial (ve´ase el Ape´ndice D) se deduce la
forma de la distribucio´n predictiva de t∗ condicionada al conjunto de entrena-
miento D y a la nueva observacio´n x∗, que es una gaussiana:
p(t∗|x∗,D,θ, θn) = N (k∗Tθ C−1θ,θnt, c∗∗θ,θn − k∗Tθ C−1θ,θn k∗θ) (5.4a)
1δx,x′ = 1 si x = x
′, y 0 en cualquier otro caso.
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siendo
tˆ∗ = E[t∗|D] = k∗T
θ
C−1
θ,θn
t (5.4b)
y
var[t∗|D] = c∗∗
θ,θn − k∗Tθ C−1θ,θn k∗θ (5.4c)
la estimacio´n MSE de t∗ y su varianza, respectivamente; dicha varianza propor-
ciona una indicacio´n de la confidencia del estimador. Esto es una de las ventajas
de los GPs; tambie´n destaca la resistencia al sobreajuste si la funcio´n nu´cleo
seleccionada tiene un nu´mero reducido de hiperpara´metros.
El aprendizaje en los GPs consiste en determinar la forma adecuada de la
funcio´n de covarianza cθ,θn (ve´ase la parte experimental) y los valores del vector
θ y θn. Los valores de θ y θn se determinan maximizando el logaritmo de la
verosimilitud marginal log p(t|X,θ, θn) con respecto a θ y θn (X = {x(k)}Kk=1).
Como p(t|X,θ, θn) es una gaussiana de vector media nulo y matriz de covarianza
Cθ,θn , la forma anal´ıtica de log p(t|X,θ, θn) es
log p(t|X,θ, θn) = −1
2
tTC−1
θ,θn
t− 1
2
log |Cθ,θn| −
K
2
log 2π (5.5)
y las derivadas parciales de la expresio´n (5.5) con respecto a θ (uno de los hiper-
para´metros) son
∂log p(t|X,θ, θn)
∂θ
=
1
2
tTC−1
θ,θn
∂Cθ,θn
∂θ
C−1
θ,θn
t− 1
2
tr(C−1
θ,θn
∂Cθ,θn
∂θ
) (5.6)
Es fa´cil probar que
∂C−1
θ,θn
∂θ
= −C−1
θ,θn
∂Cθ,θn
∂θ
C−1
θ,θn
y
∂log |Cθ,θn|
∂θ
=
tr(C−1
θ,θn
∂Cθ,θn
∂θ
).
El ca´lculo del primer te´rmino de la ecuacio´n (5.5) necesita invertir la matriz
Cθ,θn , de dimensio´n K×K; segu´n los me´todos esta´ndares, dicha inversio´n requiere
un esfuerzo del orden de O(K3). Dada C−1
θ,θn
, el ca´lculo de las derivadas en (5.6)
requiere solamente un tiempo del orden de O(K2) para cada hiperpara´metro. A
veces, la maximizacio´n presenta problemas por la existencia de mu´ltiples o´ptimos
locales.
74
Para disen˜ar una ma´quina EST-GP para clasificacio´n, la idea es sencilla:
aplicar el procedimiento anterior directamente con etiquetas blandas.
Por otra parte, en el caso de las ma´quinas GPC, las etiquetas son discretas;
por consiguiente, no podemos aplicar las formulaciones de regresio´n. Por lo tanto,
es necesario introducir una variable “latente” continua f(x). Para el caso binario,
se aplica la funcio´n log´ıstica de regresio´n para obtener la probabilidad de observar
la etiqueta t(x) = 1 dada f(x) como
P (t(x) = 1|f(x)) = 1
1 + exp(−f(x)) = sgm(f(x)) (5.7)
siendo sgm(.) la funcio´n sigmoide, sgm(.) = 1/(1 + exp(.)).
La variable latente f(x) se asume gaussiana de vector media nulo y de matriz
de covarianza Cθ,θn , y se aplica sobre ella el procedimiento propio de la regresio´n.
Para calcular P (t∗ = 1|f ∗), la inferencia se realiza en dos etapas.
En primer lugar, se calcula la distribucio´n de la variable latente f ∗ para una
muestra x∗:
p(f ∗|x∗, t,X,θ, θn) =
∫
p(f ∗|x∗, f ,X,θ, θn) p(f |t,X,θ, θn) df (5.8)
siendo f = [f(x(1)), . . . , f(x(K))]T .
En segundo lugar, se utiliza la distribucio´n de f ∗ para obtener P (t∗ = 1|f ∗):
P (t∗ = 1|f ∗) =
∫
sgm(f ∗) p(f ∗|x∗, t,X,θ, θn) df ∗ (5.9)
La aplicacio´n de la ecuacio´n (5.8) depende del ca´lculo de los te´rmi-
nos p(f |t,X,θ, θn) y p(f ∗|x∗, f ,X,θ, θn). El primero se obtiene segu´n la regla de
Bayes:
p(f |t,X,θ, θn) ∝ p(t|f) p(f |X,θ, θn) =
K∏
k=1
sgm(f(x(k))) p(f |X,θ, θn) (5.10)
Afortunadamente, el ca´lculo de p(f ∗|x∗, f ,X,θ, θn) es sencillo, y corresponde
a condicionar respecto a f la distribucio´n gaussiana conjunta de f y f ∗ dadas las
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observaciones X y la nueva muestra x∗, p(f , f ∗|X,x∗,θ, θn) que tiene la siguiente
forma
p(f , f ∗|X,x∗,θ, θn) = N (0,Cθ,θnC) (5.11)
La forma de la densidad de probabilidad de f ∗ condicionada a las observa-
ciones X, la muestra de test x∗, y el vector de las variables latentes f ,
p(f ∗|x∗, f ,X,θ, θn), se deduce de la misma forma que la expresio´n (5.4a):
p(f ∗|x∗, f ,X,θ, θn) = N (k∗Tθ,θn C−1θ,θnf , c∗∗θ,θn − k∗Tθ C−1θ,θn k∗θ) (5.12)
En la pra´ctica, las integrales (5.8) y (5.9) son intratables; por tanto, se ne-
cesitan soluciones nume´ricas o aproximaciones anal´ıticas. En el caso binario, la
integral (5.9) no es un problema porque es unidimensional y cualquier te´cnica
nume´rica esta´ndar de integracio´n sirve para calcularla. En el caso de la inte-
gral (5.8) existen varios me´todos de ca´lculo; algunos son nume´ricos, como es
el muestreo de MonteCarlo “Markov Chain MonteCarlo” [Neal1993]; otros son
aproximaciones anal´ıticas. En las siguientes secciones presentamos brevemente las
tres aproximaciones anal´ıticas habitualmente aplicadas: Laplace [Williams1998],
EP [Minka2001a], y EM-EP [Kim2006]; consideramos los correspondientes clasi-
ficadores (Laplace GP, EP GP, y EM-EP GP) como ma´quinas de referencia en
la parte experimental.
5.2.1. El me´todo de Laplace para GPC
La aproximacio´n de Laplace reemplaza p(f |t,X,θ, θn) por una densidad gaus-
siana
q(f |t,X,θ, θn) = N (f˜ ,H−1) (5.13)
donde f˜ es la moda de p(f |t,X,θ, θn) (el argumento de su valor ma´ximo con
respecto a f), y H es el Hessiano de − log p(f |t,X,θ, θn) en f˜ . As´ı, la integral
(5.8) se aproxima por una convolucio´n de gaussianas. Los valores de θ y θn
se determinan maximizando el logaritmo de q(f |t,X,θ, θn) con respecto a cada
hiperpara´metro θ (ve´ase el Ape´ndice D).
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Este me´todo es sencillo, pero sufre ciertas limitaciones; por ejemplo, degra-
dacio´n de prestaciones en problemas de alta dimensio´n [Kuss2005].
5.2.2. La aproximacio´n EP para GPC
El me´todo EP propone la siguiente expresio´n para p(f |t,X,θ, θn):
p(f |t,X,θ, θn) ∝ p(f |X,θ, θn)p(t|f) = p(f |X,θ, θn)
K∏
k=1
P (t(k)|f (k)) (5.14)
y reemplaza {P (t(k)|f (k))} por una aproximacio´n local de la verosimilitud:
g˜k(f
(k)) = s(k)exp(−(f
(k) −m(k))2
2v(k)
), ∀k (5.15)
donde {s(k),m(k), v(k)} se determinan iterativamente mediante el algoritmo EP
(que esta´ detallado en el Ape´ndice D). Esto lleva a una aproximacio´n gaussiana
de p(f |t,X,θ, θn) como sigue:
q(f |t,X,θ, θn) = N (µ,Σ) (5.16a)
donde
Σ = (Cθ,θn
−1 + V−1)−1 (5.16b)
µ = ΣV−1m (5.16c)
V y m son diag(v(1), . . . , v(K)) y [m(1), . . . ,m(K)]T , respectivamente.
Estos clasificadores pueden encontrarse con problemas de convergen-
cia [Minka2001b]; afortunadamente, no han aparecido en nuestros experimentos.
5.2.3. EM-EP para GPC
El me´todo EM-EP modifica el procedimiento anterior incluyendo la estima-
cio´n de θ y θn aplicando EM:
Etapa E: se aplica el algoritmo EP;
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Etapa M: se reestiman θ y θn mediante la maximizacio´n del l´ımite inferior
F (θ, θn) de la desigualdad de Jensen
F (θ, θn) =
∫
qE(f |t,X,θ, θn) log P (t|f) p(f |X,θ, θn)
qE(f |t,X,θ, θn) df
≤ logP (t|X,θ, θn)
(5.17)
donde el sub´ındice E de la distribucio´n q indica la forma obtenida en la etapa
E. Este me´todo suele proporcionar buenas estimaciones de los hiperpara´metros
pero tiene un alto coste computacional.
Los detalles de esta aproximacio´n, como de las anteriores, se encuentran en
el Ape´ndice D.
5.3. Pruebas experimentales
5.3.1. Conjuntos de datos
Hemos trabajado con ocho problemas de clasificacio´n: contraceptive, crabs,
credit, hepatitis, image, ionosfera, pima y ripley. El u´ltimo problema [Ripley1994]
es un problema sinte´tico bidimensional con 8 % de tasa de error bayesiana. Crabs
y pima se toman del sitio web PRNN (“Pattern Recognition and Neural Net-
works”) [PRNN]. Los problemas restantes son de la “UCI Machine Learning Re-
pository” [Blake]. Nos referiremos a estos problemas como con, cra, cre, hep,
ima, ion, pim, y rip, respectivamente. La Tabla 5.1 presenta sus principales
caracter´ısticas.
5.3.2. Disen˜o de los clasificadores EST-GP
Disen˜amos clasificadores tipo GP basados en ESTs, denominados “EST-GP”,
empleando tres gu´ıas auxiliares: un MLP, una ma´quina GPC, y una SVM, para
valorar la importancia de usar diferentes gu´ıas auxiliares en el disen˜o. Nos refe-
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Problemas Entrenamiento Test Dimensio´n
(+1/−1) (+1/−1) (D)
con 883 590 9
(506/377) (338/252)
cra 120 80 7
(59/61) (41/39)
cre 414 276 15
(167/247) (140/136)
hep 93 62 19
(70/23) (53/9)
ima 1848 462 18
(821/1027) (169/293)
ion 201 150 34
(101/100) (124/26)
pim 461 307 8
(161/300) (107/200)
rip 250 1000 2
(125/125) (500/500)
Tabla 5.1: Principales caracter´ısticas de los problemas de clasificacio´n utilizados
en la parte experimental.
rimos a los disen˜os EST-GP correspondientes a dichas gu´ıas como EST-GPMLP,
EST-GPGPC, y EST-GPSVM, respectivamente
2.
Con respecto al EST-GPMLP, los para´metros libres son el nu´mero de neuronas
ocultas del MLP auxiliar, N , y los del e´nfasis µ, α1, y α2, que se determinan
mediante CV de 10 particiones del conjunto original de entrenamiento (90 %
para entrenamiento y 10 % para validacio´n), con 20 repeticiones independientes
inicializando aleatoriamente los pesos del MLP, explorando los siguientes valores:
N : 4, 6, 8, 10 ,12, 14, 16
µ: 0.01, 0.1, 0.3, 0.6, 1, 1.2, 1.6, 2
α1, α2: 0.001, 0.01, 0.05, 0.1, 0.5, 1, 1.5, 2, 3, 4, 5.
Para el EST-GPGPC, se emplea una gu´ıa auxiliar GPC con la aproximacio´n
2La salida de las gu´ıas GPC y SVM se normaliza entre −1 y 1 segu´n la expresio´n oaux =
z/ma´x(|z|), siendo z y oaux la salida no normalizada y la salida normalizada de la gu´ıa auxiliar,
respectivamente.
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de Laplace. Los para´metros libres del disen˜o EST-GPGPC, µ, α1, y α2 se exploran
con la misma CV en los mismos intervalos anteriores del disen˜o de EST-GPMLP.
Con respecto al EST-GPSVM, sus para´metros libres son C (factor de penali-
zacio´n), σ (dispersio´n del nu´cleo gaussiano de la gu´ıa auxiliar), µ, α1, y α2; que
se determinan mediante la misma forma de CV, en que C y σ se exploran en
[0.1, 1, 10, 102, 103, 104] y
√
D × [2−5, 2−4, 2−3, 2−2, 2−1, 1, 2, 22, 23, 24, 25],
respectivamente; y los otros para´metros libres en los intervalos de arriba.
Como ma´quinas de referencia, consideramos los clasificadores convencionales:
un MLP de N ′ neuronas ocultas y una SVM de para´metros C ′ y σ′. N ′, C ′, y σ′
se exploran mediante la misma CV sobre los valores empleados para N , C, y σ,
respectivamente.
Las ma´quinas SVM se entrenan con la “toolboox” IRWLS (“Iteratively Re-
weighted Least Squares”) para SVM [Pe´rez-Cruz2001], con tolerancia ǫ′ = 10−5
para resolver el problema de la programacio´n cuadra´tica; y los clasificadores GP
(Laplace GP, EP GP, EM-EP GP, EST-GPMLP, EST-GPGPC, y EST-GPSVM)
con el software GPML (“Gaussian Processes for Machine Learning”) [GPML],
usando como funcio´n nu´cleo la conocida forma [Kim2006]:
kθ(x,x
′) = θ0 exp{−1
2
D∑
d=1
ld(xd − x′d)2}+ θ1 + θ2δxx′ (5.18)
donde θ0 exp{−0.5
∑D
d=1 ld(xd − x′d)2} es la funcio´n de covarianza exponencial
cuadra´tica con determinacio´n automa´tica de relevancia (ARD, “Automatic Re-
levance Determination”). El hiperpara´metro θ0 es la escala vertical total de la
variacio´n de la variable latente f , y ld es la escala de la longitud de la carac-
ter´ıstica que corresponde a la dimensio´n d. θ1 es el hiperpara´metro de la funcio´n
de covarianza “constante”. θ2 es la varianza del ruido blanco de la funcio´n de
covarianza. La inicializacio´n de estos hiperpara´metros se hace del siguiente mo-
do: ld = 0.05 para d = 1, . . . , D; θ0 = 1, θ1 = 10
−3; y θ2 = 10−4. Para conjuntos
de datos de taman˜o relativamente grande, como con e ima, se aplica el me´to-
do disperso de Snelson y Ghahramani, SPGP (“Sparse Pseudo-input Gaussian
Processes”) [Snelson2006] para reducir la complejidad computacional del entre-
namiento de los GPs, del orden de O(K3), y el coste de la prediccio´n, en la fase
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de test, del orden de O(K2).
5.3.3. Resultados
La Tabla 5.2.A presenta los resultados de los experimentos que proporcionan
los EST-GPMLP, EST-GPGPC, y EST-GPSVM, comparados con Laplace GP, EP
GP, EM-EP GP, y los clasificadores convencionales: el MLP y la SVM. Adema´s, se
incluyen en la Tabla 5.2.B los resultados de los casos particulares de los disen˜os
EST que corresponden a α1 = α2, y µ = 0 y α1 = α2. Denominamos a estos
disen˜os EST-GP1MLP, EST-GP1GPC, EST-GP1SVM, EST-GP2MLP, EST-GP2GPC,
y EST-GP2SVM
3.
Sistematizaremos la discusio´n en varios bloques de comparaciones.
i) Comparacio´n entre los clasificadores GP
La comparacio´n entre los clasificadores esta´ndares GP revela que EM-EP GP
ofrece mejores prestaciones que EP GP y Laplace GP para todos los problemas
salvo en ima; destacando una diferencia importante con respecto a EP GP para
cra y hep. En ima, EP GP es claramente mejor que EM-EP GP, que ofrece
el peor resultado. En general, Laplace GP ofrece comparativamente las peores
prestaciones.
ii) Clasificadores convencionales vs. clasificadores esta´ndares GP
El MLP tiene una clara ventaja con respecto al mejor clasificador GP para
todos los casos salvo en con, cre, pim, y rip; la diferencia es inapreciable para
pim y pequen˜a (a favor del EM-EP GP) para con, cre, y rip. De otra parte, la
SVM es mejor que el MLP para ima y ion, peor (y similar a EM-EP GP) para
hep, y proporciona casi los mismos resultados para los otros casos. Por tanto,
se puede decir que los clasificadores GP no son competitivos con respecto a los
clasificadores convencionales. Este hecho nos anticipa que emplear los clasifica-
3Para el disen˜o de EST-GP1 MLP para ima, se incluye N = 2 porque el valor extremo
N = 4 ofrece el mejor resultado de la CV; y, por similares razones, se consideran N = 18 para
EST-GP1 MLP en ion, y α1 = 12, 13, 14, 15, 16, 17, 18, 19, 20, 25, 30, 35, para EST-GP2 MLP en
ima.
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A con cra cre hep ima ion pim rip
Laplace GP 70.9 90.0 90.2 79.3 79.9 87.3 77.9 90.7
EP GP 71.4 90.0 90.6 83.9 81.8 88.0 77.5 90.6
EM-EP GP 71.9 91.3 90.9 85.5 76.2 88.7 78.2 90.8
MLP CV 70.6±1.4 97.4±0.4 88.3±1.7 89.0±2.8 88.5±2.4 93.3±1.6 78.2±1.5 90.1±0.8
N ′ 10 10 14 10 6 6 8 14
MLP om* 70.7±1.5 97.4±0.4 88.4±1.1 89.1±2.6 88.5±2.4 93.3±1.6 78.7±1.1 90.3±0.4
N ′ 6 10 4 4 6 6 16 10
SVM CV 70.8±0.4 97.1±1.2 88.3±0.5 85.8±0.7 96.4±0.6 97.8±0.5 72.4±1.2 89.9±0.5
C′/σ′ 103/2
√
D 103/2
√
D 10/2−1
√
D 10/2−4
√
D 10/2−3
√
D 10/2−1
√
D 102/2−1
√
D 103/2−1
√
D
SVM om* 71.3±0.7 99.4±1.2 96.0±0.0 91.9±1.7 96.4±0.6 97.8±0.5 79.8±1.0 91.0±0.5
C′/σ′ 102/
√
D 102/2−1
√
D 10/23
√
D 10/2−1
√
D 102/2−3
√
D 10/2−1
√
D 102/22
√
D 0.1/2−4
√
D
EST-GPMLP CV 71.9±0.3 98.4±1.3 88.8±0.8 88.5±3.1 93.6±0.3 95.8±0.7 78.6±0.7 90.8±0.3
N1/µ 12/0.6 12/0.6 6/0.3 14/1 8/1.6 12/10−1 12/1.6 10/0.6
α1/α2 2/2 10−2/4 4/3 10−2/10−2 1/10−2 4/10−2 10−2/10−2 0.5 /1
EST-GPMLP om* 72.1±0.3 98.6±0.7 92.8±1.0 88.8±3.5 93.7±0.3 96.0±0.8 78.9±0.4 90.9±0.3
N1/µ 16/1.2 10/0.6 16/10−2 4/0.6 12/1.6 12/10−2 16/1.6 6/1.6
α1/α2 0.5/0.1 10−3/1.5 10−3/10−2 10−3/1 1/0.05 1.5/10−2 10−3/0.05 0.5/10−2
EST-GPGPC CV 71.4±0.9 97.0±1.7 90.9±1.5 91.1±2.4 89.5±3.2 92.7±1.3 76.9±0.7 90.7±0.3
µ/α1/α2 1.2/2/1 0.1/0.05/2 1/0.1/4 0.3/1.5/0.5 0.1/0.05/3 1/1.5/2 1.6/3/1.5 0.3/4/1
EST-GPGPC om* 71.9±0.6 97.0±1.7 91.1±1.6 92.6±1.6 90.3±2.6 92.9±1.2 77.1±0.5 90.8±0.4
µ/α1/α2 0.6/0.1/4 0.1/0.05/2 1/0.1/5 2/1.5/2 2/3/3 1.2/5/3 0.6/1.5/0.1 0.3/1/1.5
EST-GPSVM CV 71.2±0.5 99.4±1.2 90.0±0.8 90.3±2.8 94.5±0.4 96.9±0.9 79.3±0.6 90.5±0.5
C/σ/ 103/2
√
D/ 10/2−2
√
D/ 10/23
√
D/ 102/2
√
D/ 103/2−1
√
D/ 1/2−2
√
D/ 1/2−1
√
D/ 1/22
√
D/
µ/α1/α2 0.3/4/0.05 1.2/0.5/1.5 0.6/1.5/2 1.2/0.1/0.1 0.3/0.05/0.01 0.1/1/0.01 1.6/0.05/0.1 1.6 /0.5/4
EST-GPSVM om* 72.4±0.7 99.6±1.3 96.3±0.3 94.2±1.9 95.7±0.2 97.9±0.4 79.8±0.9 91.4±0.5
C/σ/ 104/25
√
D/ 103/2−1
√
D/ 10/23
√
D/ 10/2−1
√
D/ 0.1/2−2
√
D/ 10/2−1
√
D/ 102/22
√
D/ 102/2−2
√
D/
µ/α1/α2 0.1/0.05/2 2/1.5/0.5 2/0.1/0.1 0.3/0.1/10−3 1/0.1/1.5 0.1/1/0.1/ 0.1/0.05/0.1 1.2/0.05/0.01
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B con cra cre hep ima ion pim rip
EST-GP1MLP CV 71.9±0.3 97.2±1.7 88.1±0.9 88.5±3.1 94.6±0.4 92.1±1.4 78.6±0.7 89.4±2.3
N/µ/α1 12/0.6/2 6/0.6/0.05 6/1/10−2 14/1/10−2 2/2/4 16/2/1 12/1.6/10−2 6/0.1/0.05
EST-GP1MLP om* 72.1±0.3 98.1±0.6 92.8±1.0 88.5±3.1 95.0±0.3 95.9±0.8 78.8±1.0 90.8±0.4
N/µ/α1 16/1/0.5 6/1.2/0.5 16/10−2/10−2 14/1/10−2 2/1.6/0.5 12/10−2/10−2 16/1/10−3 10/1.6/0.1
EST-GP2MLP CV 71.4±1.1 96.7±1.0 88.9±0.8 83.2±3.8 94.3±0.3 93.4±1.3 73.7±1.2 90.4±0.6
N/α1 6/1 14/10−2 8/1.5 16/4 8/25 10/1.5 8/1 14/3
EST-GP2MLP om* 72.2±0.6 97.0±1.0 89.0±0.8 86.7±4.1 94.3±0.3 93.8±1.2 76.5±0.7 90.5±0.3
N/α1 6/3 4/10−3 6/1.5 4/10−3 4/25 8/1 8/5 16/10−3
EST-GP1GPC CV 70.6±1.5 97.0±1.7 89.0±1.2 90.7±3.6 87.3±2.7 90.6±2.0 75.7±1.5 90.7±0.4
µ/α1 2/1 0.1/2 0.3/0.5 10−2/1.5 0.1/1 1/10−2 0.3/1.5 0.3/2
EST-GP1GPC om* 71.7±0.6 97.0±1.7 89.7±1.3 92.6±1.6 90.3±2.6 92.9±1.2 76.9±0.6 90.7±0.4
µ/α1 1/2 0.1/2 1/0.5 2/1.5 2/3 1.2/5 1.2/4 0.3/2
EST-GP2GPC CV 70.9±0.7 96.1±1.1 90.0±1.0 81.9±3.3 87.8±4.8 90.3±2.7 76.7±0.7 90.5±0.6
α1 1 3 1 0.1 1 0.5 4 0.1
EST-GP2GPC om* 71.1±0.9 96.4±1.4 90.1±1.0 84.2±3.7 89.0±4.0 92.3±1.4 77.4±0.5 90.5±0.4
α1 3 5 0.5 5 4 3 10−2 2
EST-GP1SVM CV 71.2±0.5 99.4±1.2 90.0±0.8 90.3±2.8 94.3±0.2 95.3±0.9 76.4±0.8 90.2±0.3
C/σ/ 103/2
√
D/ 10/2−2
√
D/ 10/23
√
D/ 102/2
√
D/ 103/2−1
√
D/ 1/2−2
√
D/ 102/
√
D/ 10/24
√
D/
µ/α1 0.3/0.05 1.2/0.5 0.6/2 1.2/0.1 0.1/1.5 1/0.05 0.3/0.05 1.6/0.5
EST-GP1SVM om* 72.4±0.7 99.6±1.2 96.3±0.3 93.4±1.6 95.5±0.5 97.9±0.4 79.8±0.9 91.3±0.5
C/σ/ 104/25
√
D/ 103/2−1
√
D/ 10/23
√
D/ 10/2−1
√
D/ 102/2−4
√
D/ 10/2−1
√
D/ 102/22
√
D/ 102/2−2
√
D/
µ/α1 0.1/2 2/1.5 2/0.1 0.1/10−2 1.6/0.5 0.3/0.01 0.1/0.05 1.2/0.05
EST-GP2SVM CV 71.0±0.5 99.4±0.9 91.4±0.9 87.1±3.4 93.8±0.7 94.7±1.5 76.4±0.7 90.4±0.5
C/σ/α1 103/2
√
D/0.1 102/2−1
√
D/0.5 10/23
√
D/3 103/2
√
D/1 103/
√
D/0.1 1/2−2
√
D/5 103/2−2
√
D/3 103/2−2
√
D/1
EST-GP2SVM om* 72.3±0.4 99.6±1.2 96.0±0.1 91.3±3.0 94.6±0.3 95.7±1.0 79.8±0.9 90.6±0.3
C/σ/α1 104/25
√
D/3 103/2−1
√
D/0.5 102/25
√
D/0.1 10/2−1
√
D/1 104/2−4
√
D/0.5 1/
√
D/2 102/22
√
D/10−3 1/2−1
√
D/1
Tabla 5.2: Tasa de acierto de clasificacio´n (± desviacio´n esta´ndar) de Laplace GP, EP GP, EM-EP GP, MLP, SVM,
EST-GPMLP, EST-GPGPC, y EST-GPSVM (parte A), EST-GP1MLP, EST-GP2MLP, EST-GP1GPC, EST-GP2GPC, EST-
GP1SVM, y EST-GP2SVM (parte B) con datos de test, indicando los para´metros de disen˜o. *“om” indica los disen˜os
“omniscientes”.
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dores GP como ma´quinas auxiliares para los EST-GPs no debe ofrecer buenos
resultados, dada la importancia de la calidad de la ma´quina auxiliar para los
disen˜os EST.
iii) Disen˜os EST-GP vs. clasificadores esta´ndares GP y clasificadores conven-
cionales
Con respecto al mejor de los clasificadores GP, los resultados de EST-GPMLP
muestran una ventaja significativa para cra, hep, ima, e ion -precisamente para
estos problemas, el MLP tiene una ventaja con respecto a los clasificadores GPs-,
y clara desventaja para cre, donde el MLP ofrece las peores prestaciones. Con
respecto a las ma´quinas convencionales (MLP y SVM), el EST-GPMLP supera
claramente al MLP en con, cra, ima, e ion, y nunca ha ofrecido peores resulta-
dos. Tambie´n, EST-GPMLP mejora la SVM en problemas como con, cra, hep,
pim, y rip, aunque es peor en ima e ion.
Para el disen˜o EST-GPGPC, se aprecia que hay mejora con respecto a los
clasificadores GP para con, hep e ima, y con respecto al MLP esta´ndar para
con, cre, hep, e ima; en comparacio´n con la SVM, se obtiene mejora para los
problemas con, cre, hep, pim y rip. Pero, si comparamos los resultados de este
disen˜o con los dema´s EST-GPs (con gu´ıas auxiliares MLP y SVM), se observa
que EST-GPGPC, en general, no es competitivo con EST-GPMLP y EST-GPSVM
para la mayor´ıa de los problemas (salvo en cre y hep, donde hay una ligera
ventaja), au´n siendo gu´ıa y ma´quina final de la misma familia.
Por otro lado, EST-GPSVM lleva una clara ventaja con respecto a los clasifi-
cadores GP en los mismos casos que EST-GPMLP (para los que he de resaltarse
que la SVM convencional es mejor que el MLP), una ligera ventaja en pim, y
una pequen˜a desventaja en cre. Adema´s, el EST-GPSVM supera a la SVM en
todos los problemas salvo en ima e ion.
Los resultados que se acaban de mencionar prueban la efectividad de la idea
EST para disen˜ar clasificadores GP de altas prestaciones. Por otro lado, parece
clara la importancia de la calidad de la ma´quina auxiliar para obtener buenos
resultados, aunque, si la ma´quina auxiliar exhibe altas prestaciones y la ma´quina
final EST-GP no ofrece los resultados esperados, probablemente es porque la
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estructura y el entrenamiento de la ma´quina final no son tan adecuados como los
de la auxiliar para resolver el problema en cuestio´n. Tambie´n se ha verificado,
en los experimentos de EST-GP utilizando clasificadores GP como ma´quinas
auxiliares (sin obtener resultados u´tiles), que la (relativamente) baja calidad de
las ma´quinas auxiliares GP no permite obtener resultados u´tiles.
iv) Prestaciones globales de los disen˜os EST-GP
En la Tabla 5.2.A se presentan en negrita los mejores resultados. Estos corres-
ponden a los disen˜os EST-GPMLP para con y rip (en este caso, comparte la
primera posicio´n con EM-EP GP), EST-GPGPC para cre (tambie´n comparte el
mejor resultado con EM-EP GP) y hep, y EST-GPSVM para cra y pim, mientras
que la SVM convencional es la mejor en los casos de ima e ion (destacando que
el disen˜o EST-GPSVM alcanza la segunda posicio´n). Estas comparaciones parecen
indicar que las te´cnicas EST son interesantes para construir clasificadores muy
competitivos en cuanto a prestaciones.
v) Disen˜os EST-GP vs. disen˜os EST-GP simplificados (correspondientes a los
casos particulares)
Como cab´ıa esperar, cuando se reduce el nu´mero de los para´metros libres,
normalmente las prestaciones de los disen˜os EST-GP decrecen. Pero hay algunos
casos donde esto no ocurre: las prestaciones crecen, probablemente porque el
correspondiente proceso de CV es sencillo y fa´cil.
La Tabla 5.2.B muestra los valores de la tasa de acierto de clasificacio´n para
las versiones simplificadas tipo 1 y 2 (correspondientes a los casos particulares
de los disen˜os EST-GP α1 = α2, y µ = 0 y α1 = α2, respectivamente). Los
casos marcados en negrita en la parte B de la Tabla 5.2 representan los mejores
resultados obtenidos por los disen˜os simplificados tipo 1 y 2 de los EST-GPs 4:
con EST-GP1MLP, para con (similar) e ima (con mejora).
con EST-GP1GPC, para hep (empeorando) y rip (similar).
4La comparacio´n se realiza entre los disen˜os EST-GP simplificados vs. los EST-GPs gene´ri-
cos.
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con EST-GP1SVM, para cra (similar).
con EST-GP2SVM, para cra (similar) y cre (con mejora).
Adema´s, hay algunos casos donde los disen˜os EST-GP tipo 1 se degradan
(EST-GPMLP para cra, ion, y rip; EST-GPGPC para con, cre, hep, ima, ion,
y pim; EST-GPSVM para ion y pim), y hay otros casos que muestran degra-
dacio´n para los disen˜os EST-GP tipo 2 (hep y pim para EST-GPMLP, pero se
recupera para rip; con, cra, cre, hep, ima, e ion para EST-GP2GPC; hep para
EST-GPSVM). Pero debemos resaltar que esto es el coste de reducir la carga com-
putacional de la CV aproximadamente en cantidades correspondientes al nu´mero
de los valores de los para´metros libres que desaparecen; es decir, se han reducido
11 veces para los disen˜os tipo 1 y 88 veces para los disen˜os tipo 2 -dicha reduccio´n
corresponde a o´rdenes de magnitud 1 y 2, respectivamente-.
En general, en el caso de los disen˜os EST tipo 2, los resultados correspon-
dientes no son en absoluto malos: esta´n entre los mejores para cra y cre (EST-
GP2SVM) y muy pro´ximos al mejor para con (EST-GP2MLP). Tambie´n hay disen˜os
EST simplificados que son mejores que los clasificadores GP esta´ndares, como en
hep (EST-GP2SVM), ima (EST-GP2MLP) e ion (EST-GP2SVM). Como quiera que
existe una larga serie de diferentes candidatos de funciones de e´nfasis que sirven
para definir ESTs, la mayor´ıa de ellos con un nu´mero moderado de para´metros
libres, la posibilidad de utilizar la aproximacio´n propuesta parece atractiva y
permite elegir entre prestaciones esperadas y carga computacional de los disen˜os.
5.3.4. Carga computacional
Todos los experimentos anteriores se han llevado a cabo con un “cluster”
de computacio´n bastante potente (rendimiento de alrededor de 4 TFlops, 546
nu´cleos, de 1 a 4 Gbytes de memoria por procesador, ejecucio´n sobre red dedicada
de 16 bits/sec, almacenamiento 7 Tbytes centralizados + 7 Tbytes distribuidos,
velocidad de los procesadores de 2.6 hasta 3.06 Ghz, 36 equipos con MacOs Leo-
pard y 56 equipos con Linux 84 bits (distribucio´n bentoo), y sistema de gestio´n
de tareas Fura de GridSystems (discontinuado)). Este proceso no permite esti-
86
mar el esfuerzo computacional de entrenamiento y de operacio´n. Por ello, se ha
estimado la carga computacional de acuerdo al procedimiento que se explica a
continuacio´n.
con cra cre hep ima ion pim rip
MLP 2.8(1) 6.4 1.5(1) 7.6 2.1(1) 1.1(1) 1.5(1) 9.7
SVM 2.4(1) 6.0(-2) 9.3(-1) 6.0(-2) 4.0(1) 2.7(-1) 1.0 2.5(-1)
EST-GPMLP 9.1(1) 7.2 2.9(1) 8.7 1.4(2) 1.6(1) 2.7(1) 1.1(1)
EST-GP1MLP 9.1(1) 7.2 2.9(1) 8.7 1.4(2) 1.6(1) 2.7(1) 1.1(1)
EST-GP2MLP 9.1(1) 7.2 2.9(1) 8.7 1.4(2) 1.6(1) 2.7(1) 1.1(1)
EST-GPGPC 1.1(2) 2.7 4.0(1) 3.1 8.5(2) 1.5(1) 9.0(1) 6.2
EST-GP1GPC 1.1(2) 2.7 4.0(1) 3.1 8.5(2) 1.5(1) 9.0(1) 6.2
EST-GP2GPC 1.1(2) 2.7 4.0(1) 3.1 8.5(2) 1.5(1) 9.0(1) 6.2
EST-GPSVM 3.1(1) 8.0(-2) 1.1 9.0(-2) 4.2(1) 3.6(-1) 1.2 2.8(-1)
EST-GP1SVM 3.1 8.0(-2) 1.1 9.0(-2) 4.2(1) 3.6(-1) 1.2 2.8(-1)
EST-GP1SVM 3.1 8.0(-2) 1.1 9.0(-2) 4.2(1) 3.6(-1) 1.2 2.8(-1)
Tabla 5.3: Tiempo (en segundos) de un paso de la CV del MLP convencional, de
la SVM, y de los disen˜os EST: EST-GPMLP, EST-GP1MLP, EST-GP2MLP, EST-
GPGPC, EST-GP1GPC, EST-GP2GPC, EST-GPSVM, EST-GP1 SVM, y EST-
GP2 SVM de los 8 problemas estudiados. (•) indica el factor 10•.
Se mide un promedio (sobre 10 folds) del tiempo de un solo paso de entrena-
miento (una realizacio´n para un “fold”; ve´ase la Tabla 5.3) de la CV para cada
problema usando una ma´quina que tiene las siguientes caracter´ısticas:
Procesador Turion 64×2 Mobile Technology TL-58 de frecuencia 1.9 GHz;
Memoria RAM de taman˜o 895 MB;
Disco duro de taman˜o 139 GB;
programando los algoritmos en Matlab R2007b. Estas medidas, presentadas en
la Tabla 5.3, se multiplican por el nu´mero de “folds” (10), de realizaciones (20),
y de los para´metros de la CV (7 para N , 6 para C, 11 para σ, 8 para µ, 11 para
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α1, y 11 para α2; tambie´n se consideran los valores adicionales en los casos de
exploracio´n extendida) correspondientes al proceso de la CV para cada disen˜o. El
tiempo necesario para el entrenamiento del disen˜o final se an˜ade a las cantidades
resultantes. Tambie´n se han obtenido los valores correspondientes a los clasifi-
cadores GP esta´ndares. Todos los resultados correspondientes a esta estimacio´n
del tiempo del disen˜o para las diferentes ma´quinas mencionadas en el texto se
muestran en la Tabla 5.4.
con cra cre hep ima ion pim rip
Laplace GP 1.1(2) 1.9 2.5(1) 1.9 8.4(2) 9.2 7.8(1) 4.5
EP GP 1.4(3) 1.0(1) 1.7(2) 5.2 2.9(4) 3.8(1) 2.1(2) 4.5(1)
EM-EP GP 5.0(3) 2.3(1) 8.4(2) 2.2(1) 4.2(4) 4.3(2) 7.3(2) 8.1(2)
MLP 4.5(4) 9.6(3) 2.5(4) 9.6(3) 3.2(4) 1.7(4) 2.4(4) 1.6(4)
SVM 1.6(4) 4.0(1) 6.2(2) 4.3(1) 2.7(4) 1.8(2) 6.7(2) 1.7(2)
EST-GPMLP 1.2(8) 9.5(6) 3.8(7) 9.5(6) 1.9(8) 2.3(7) 3.8(7) 1.6(7)
EST-GP1MLP 1.1(7) 8.6(5) 3.5(6) 8.6(5) 2.0(7) 2.4(6) 3.5(6) 1.5(6)
EST-GP2MLP 1.4(6) 1.1(5) 4.4(5) 1.3(5) 4.0(6) 2.7(5) 4.4(5) 1.9(5)
EST-GPGPC 1.1(6) 2.6(4) 3.9(5) 3.0(4) 8.3(6) 1.4(5) 8.7(5) 6.0(4)
EST-GP1GPC 1.0(5) 2.4(3) 3.5(4) 2.7(3) 7.5(5) 1.3(4) 7.9(4) 5.5(3)
EST-GP2GPC 1.3(4) 2.2(2) 3.2(3) 2.5(2) 6.8(4) 1.2(3) 7.2(3) 5.0(2)
EST-GPSVM 1.9(7) 5.1(4) 7.2(5) 5.4(4) 2.6(7) 2.4(5) 7.7(5) 1.8(5)
EST-GP1 SVM 1.8(6) 4.7(3) 6.5(4) 4.9(3) 2.5(6) 2.2(4) 7.0(4) 1.6(4)
EST-GP2 SVM 2.2(5) 5.8(2) 8.2(3) 6.1(2) 3.1(5) 2.7(3) 8.7(3) 2.0(3)
Tabla 5.4: Tiempo estimado (en segundos) para el disen˜o de las diferentes ma´qui-
nas mencionadas en la Tabla 5.2. (•) indica el factor 10•.
De acuerdo con la Tabla 5.4, se puede decir que los disen˜os EST generales,
tipo 1, y tipo 2 necesitan aproximadamente 3, 2, y 1 o´rdenes de magnitud, res-
pectivamente, ma´s que los disen˜os correspondientes a las ma´quinas auxiliares.
Estos resultados eran esperables porque corresponden al nu´mero de las etapas de
la CV que los para´metros ESTs requieren.
Esta´ claro que los disen˜os basados en MLPs necesitan un importante esfuerzo
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computacional: en general, dichos disen˜os requieren 2 o´rdenes de magnitud ma´s
que el esfuerzo computacional de los disen˜os basados en ma´quinas GPC y SVMs.
Por consiguiente, utilizar los MLPs como ma´quinas auxiliares es u´nicamente ra-
zonable cuando los disen˜os resultantes proporcionan comparativamente buenos
resultados.
Con respecto a cua´nto aumentan las te´cnicas EST el esfuerzo necesario para
disen˜ar los clasificadores GP, nos referiremos a los EM-EP GPs para las com-
paraciones porque, en general, proporcionan los mejores resultados. Respecto a
ellos, los disen˜os EST (basados en ma´quinas GPC y SVMs) gene´ricos, tipo 1,
y tipo 2 necesitan aproximadamente 3, 2, y 1 o´rdenes de magnitud ma´s de es-
fuerzo computacional, respectivamente, que los disen˜os EM-EP GP. Dadas las
claras oportunidades de mejorar sensiblemente las prestaciones, eso no es un pre-
cio excesivo; sin embargo, es lo suficientemente importante para adoptar cierta
precaucio´n a la hora de aplicar estas ideas: es aconsejable empezar a explorar
el efecto de diferentes e´nfasis sencillos, y posteriormente ir ma´s alla´, probando
con versiones extendidas de dichas te´cnicas cuando los resultados sean promete-
dores, si el problema bajo ana´lisis implica una necesidad real de obtener buenos
resultados.
La Tabla 5.5 muestra los tiempos de operacio´n (correspondientes a la misma
ma´quina de co´mputo mencionada anteriormente) para clasificar todos los datos
de test de cada problema. No´tese que todos los disen˜os EST que emplean la misma
ma´quina auxiliar necesitan aproximadamente el mismo esfuerzo computacional,
y las diferencias menores se deben a las diferencias entre los taman˜os de las
correspondientes ma´quinas auxiliares o´ptimas. Las cargas computacionales de
operacio´n de los disen˜os EST-GP basados en SVMs tienen el mismo orden de
magnitud que los de los disen˜os EST-GP basados en ma´quinas GPC para todos
los problemas salvo para con e ima, y lo mismo con respecto al clasificador
EM-EP GP con la excepcio´n de ima, en que los EST-GPs necesitan un tiempo
de operacio´n importante. Por lo tanto, desde el punto de vista de la carga de
operacio´n, las ventajas de estos disen˜os EST son gratis. Las ma´quinas EST-GP
basadas en MLPs pagan un orden de magnitud ma´s de carga computacional de
operacio´n con respecto a los esquemas basados en ma´quinas GPC y SVMs.
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con cra cre hep ima ion pim rip
Laplace GP 3.7 1.4(-1) 9.2(-1) 9.0(-2) 2.0(1) 2.8(-1) 8.3(-1) 2.3(-1)
EP GP 2.6(1) 1.3(-1) 3.3 1.3(-1) 2.0(2) 5.6(-1) 3.9 7.8(-1)
EM-EP GP 2.3(1) 1.3(-1) 3.2 1.7(-1) 2.1(2) 5.8(-1) 3.9 7.1(-1)
MLP 3.1 5.8(-1) 3.0 4.0(-1) 2.2(-1) 6.2(-1) 8.4(-1) 6.3
SVM 2.0 2.0(-2) 9.4(-1) 1.0(-1) 2.0 2.0(-1) 6.3(-1) 3.1(-1)
EST-GPMLP 1.5(2) 6.3 5.6(1) 3.1 2.0(2) 2.2(1) 5.3(1) 2.2(1)
EST-GP1MLP 1.5(2) 6.3 5.6(1) 3.1 2.0(2) 1.9(1) 5.3(1) 2.2(1)
EST-GP2MLP 1.5(2) 6.3 5.6(1) 3.1 2.0(2) 1.9(1) 4.7(1) 2.2(1)
EST-GPGPC 1.6(-1) 3.0(-1) 3.0 3.1(-1) 5.0(-1) 1.1(-1) 2.5 1.3
EST-GP1GPC 1.6(-1) 3.0(-1) 3.0 3.1(-1) 5.0(-1) 1.1(-1) 2.5 1.3
EST-GP2GPC 1.6(-1) 3.0(-1) 3.0 3.1(-1) 5.0(-1) 1.1(-1) 2.5 1.3
EST-GPSVM 1.0(1) 3.1(-1) 2.5 1.6(-1) 1.6(1) 7.8(-1) 2.2 1.3
EST-GP1 SVM 1.0(1) 3.1(-1) 2.5 1.6(-1) 1.6(1) 7.8(-1) 2.2 1.3
EST-GP2 SVM 1.0(1) 1.6(-1) 2.5 1.6(-1) 1.6(1) 7.8(-1) 2.5 1.1
Tabla 5.5: Tiempo de clasificacio´n (en segundos) para datos de test de los proble-
mas bajo ana´lisis usando las ma´quinas mencionadas en la Tabla 5.2. (•) indica
el factor 10•.
Mostremos algunos datos adicionales para ayudar a entender las ventajas
potenciales de usar disen˜os EST con CV. De [Go´mez-Verdejo2008] y de otros
trabajos internos tomamos los siguientes resultados del disen˜o optimizado del
Real Adaboost usando “pequen˜os” MLPs como aprendices. Los datos son la tasa
de acierto de clasificacio´n, el nu´mero de aprendices y el nu´mero de neuronas
ocultas de los aprendices:
-con: 71.0; 33.7; 2
-cra: 97.5; 11.1; 2
-hep: 91.4; 10.6; 17
-ima: 97.5; 19.6; 11
-ion: 95.1; 13.4; 5
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-rip: 90.3; 28.9; 48
No´tese que todos estos conjuntos de ma´quinas tienen un gran nu´mero de
aprendices MLP, mientras que sus prestaciones son mejores que los esquemas
ESTs u´nicamente para hep e ima.
5.3.5. Sensibilidad con respecto a los para´metros de los
disen˜os por CV
La aplicacio´n de la CV no so´lo aumenta la carga computacional para el disen˜o
de las ma´quinas, sino que introduce un riesgo impl´ıcito de seleccionar valores ina-
decuados para los para´metros de disen˜o. Un estudio exhaustivo de la sensibilidad
con respecto a los para´metros a fijar por CV es complicado; en consecuencia,
analizaremos so´lo las partes ma´s relevantes (en todo caso, ve´anse en el Ape´ndice
B las tablas de sensibilidad de estos disen˜os con respecto a los para´metros libres
fijados por la CV correspondientes a todos los problemas considerados en la parte
experimental).
En primer lugar, no´tese que es una buena sen˜al, con respecto a los para´metros
de los disen˜os EST, que los disen˜os EST tipo 1 y 2 no muestren una extrema
degradacio´n cuando los comparamos con los disen˜os EST generales. Sin embargo,
esto no es suficiente, y no dice nada sobre los otros para´metros de disen˜o. Por
tanto, consideramos aqu´ı un me´todo sencillo para realizar una primera evaluacio´n
de la sensibilidad, empleando los disen˜os llamados “omniscientes”.
Los disen˜os omniscientes son los obtenidos mediante la seleccio´n de los para´me-
tros libres de acuerdo a las prestaciones medidas con los datos de test (de acuerdo
con la mejor tasa de acierto de clasificacio´n). Obviamente, no son disen˜os va´li-
dos; pero proporcionan una indicacio´n de la sensibilidad de los disen˜os obtenidos
por CV con respecto a los valores de sus para´metros libres. En primer lugar, se
comparan las prestaciones de los disen˜os omniscientes y de los disen˜os CV para
observar la degradacio´n que el proceso de CV produce -si la degradacio´n es mo-
derada, el disen˜o CV es aceptable-; en segundo lugar, se observan las diferencias
entre los valores de los para´metros libres de los disen˜os omniscientes y los de los
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disen˜os CV, que indican cua´n eficaz es la CV para cada uno de estos para´metros.
Incluimos los datos (prestaciones y valores de los para´metros de disen˜o) corres-
pondientes a los disen˜os omniscientes en la Tabla 5.2. De acuerdo con esta tabla,
la diferencia entre el omnisciente y la CV de los disen˜os ESTs generales es rele-
vante:
- para los EST-GPMLPs,en cre -prestaciones- y en cre, hep, y rip -valores de
los para´metros-;
- para los EST-GPGPCs, en hep -prestaciones- y en con, hep, ima, ion, y
pim -valores de los para´metros-;
- para los EST-GPSVMs, en cre y hep -prestaciones- y en con, cra, cre, ima,
pim, y rip -valores de los para´metros-.
De acuerdo con lo anterior, se puede decir que el proceso de CV es eficaz para
obtener buenos disen˜os, pero las dificultades son comparativamente altas para
los disen˜os EST basados en SVMs. Nada sorprendente, porque la sensibilidad de
las SVMs con respecto a los valores de los para´metros libres fijados por CV es
relativamente alta.
Si dibujamos las curvas de prestaciones de un disen˜o alrededor de cada valor
de los para´metros libres obtenidos por CV, podemos tener una idea clara sobre la
sensibilidad. Consideramos el caso de cre, que parece presentar altas diferencias.
La Figura 5.1, referida al EST-GPMLP, revela que las curvas correspondientes
a N , α1, y α2 son casi planas, y que la dificultad para EST-GPMLP se debe princi-
palmente a la sensibilidad con respecto al para´metro µ (la curva correspondiente
presenta altas variaciones para valores grandes de µ); pero en ningu´n caso este
hecho produce efectos drama´ticos.
Segu´n la Figura 5.2, se percibe una sensibilidad moderada del disen˜o EST-
GPGPC con respecto a todos sus para´metros libres, aunque el punto (diamante)
correspondiente al disen˜o obtenido por CV siempre esta´ en las zonas de altas
prestaciones. Con respecto a µ, se percibe que para valores superiores a 1.2, las
prestaciones del disen˜o EST-GPGPC se degradan, y lo mismo se puede decir con
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Figura 5.1: Sensibilidad del disen˜o EST-GPMLP con respecto a los para´metros
libres N , µ, α1, y α2 para cre. APCC (“Average Percentages of Correct Clas-
sification”) es el porcentaje de acierto de clasificacio´n. Los diamantes indi-
can los valores de los para´metros del disen˜o CV.
respecto al para´metro α1, para el que se observa una ligera degradacio´n en la tasa
de acierto de clasificacio´n para valores grandes; con respecto a la curva de α2, la
tasa de acierto se deteriora para valores de α2 inferiores a 1. Es decir, los disen˜os
con ma´quinas GPC como gu´ıas, adema´s de ser poco competitivos, muestran alta
sensibilidad en CV.
Finalmente, la Figura 5.3 ilustra la sensibilidad del disen˜o EST-GPSVM con
respecto a sus para´metros libres C, σ, µ, α1, y α2, en el problema cre. Se per-
cibe que el EST-GPSVM presenta una alta sensibilidad con respecto a µ y α2.
Con respecto a C y α1, las curvas son casi planas salvo en las regiones corres-
pondientes a pequen˜os valores de C y α1, donde las prestaciones se degradan.
Por otro lado, las curvas correspondientes a σ y α2 decrecen para valores supe-
riores a 50 y 0.8, respectivamente. El punto o´ptimo de la CV siempre esta´ en
las regiones de altas prestaciones con respecto a todos los para´metros, salvo µ
y α2. Por lo tanto, se percibe una alta sensibilidad del disen˜o EST-GPSVM con
respecto a todos los para´metros libres. Como se ha observado en las tres u´ltimas
figuras que el problema cre es un caso particularmente delicado con respecto a
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Figura 5.2: Sensibilidad del disen˜o EST-GPGPC con respecto a los para´metros
libres µ, α1, y α2 para cre. Los diamantes indican los valores de los para´metros
del disen˜o CV.
la CV -no´tese que el SVM convencional encuentra dificultades-, se requerir´ıan
para e´l procedimientos ma´s eficientes -y computacionalmente ma´s costosos- para
determinar los valores adecuados de los para´metros no entrenables si se desea
obtener una ma´quina potente, como por ejemplo, una CV densa o evaluaciones
LOO (“Leave-One-Out”).
Las curvas de sensibilidad correspondientes a los dema´s problemas (ve´anse sus
tablas en el Ape´ndice B) son consistentes con los resultados obtenidos a partir de
la comparacio´n de los resultados omniscientes. Por consiguiente, podemos repetir
que, en general, la aplicacio´n de las te´cnicas EST para el disen˜o de los clasifica-
dores GP presenta una sensibilidad moderada con respecto a los para´metros no
entrenables.
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Figura 5.3: Sensibilidad del disen˜o EST-GPSVM con respecto a los para´metros
libres C, σ, µ, α1, y α2 para cre. Los diamantes indican los valores de los para´me-
tros del disen˜o CV.
5.4. Conclusiones
El caso de los GPs resulta particularmente apropiado para la aplicacio´n de
las te´cnicas EST: su formulacio´n para estimacio´n es sencilla, permite una inter-
pretacio´n no muy compleja, proporciona ventajas en generalizacio´n, y da una
indicacio´n de la calidad de los resultados; pero su uso para clasificacio´n requiere
modificaciones trabajosas y no muy productivas, ya que los blancos discretos no
encajan con el correspondiente modelado.
En este Cap´ıtulo se ha comprobado experimentalmente, sobre un razonable
conjunto de problemas de referencia, que la aplicacio´n del potente e´nfasis ante-
riormente presentado en la Tesis permite, a costa de un no despreciable esfuer-
zo computacional, obtener disen˜os de clasificadores claramente competitivos en
cuanto a prestaciones; sin que los problemas de sensibilidad derivados del empleo
de CV para determinar los valores de los para´metros no entrenables sean espe-
cialmente graves. Incluso versiones simplificados del e´nfasis -con menor nu´mero
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de para´metros y, consiguientemente, con menor carga computacional de disen˜o y
reducidos problemas de sensibilidad- resultan ocasionalmente ventajosas: lo que
abre la v´ıa a aplicar, en la pra´ctica, aproximaciones graduales para disen˜ar el
tipo de ma´quinas propuesto: comenzar por e´nfasis sencillos, y ampliarlos cuando
los resultados sean prometedores (aparte, desde luego, de cuando el problema
reclame un disen˜o de altas prestaciones).
Debe destacarse adema´s que, en general, los disen˜os de las que hemos deno-
minado ma´quinas EST-GP no requieren carga de operacio´n sensiblemente mayor
que los clasificadores GP convencionales.
Por todo ello, cabe concluir que el empleo de los me´todos EST para el disen˜o
de clasificadores GP es una opcio´n atractiva que conviene tener en cuenta.
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Cap´ıtulo 6
Ponderacio´n de muestras vs.
ESTs
6.1. Relacio´n entre ponderacio´n de muestras y
ESTs
Al avanzar en los trabajos de esta Tesis Doctoral, la diferencia entre los pro-
cedimientos que utilizan ponderaciones de muestras de formas generales para
entrenar ma´quinas de clasificacio´n y el concepto de los ESTs ha ido variando de
apariencia, hasta que, justamente en el momento en que se alcanzaba el objetivo
principal -entrenar clasificadores tipo GP utilizando algoritmos convencionales
(de regresio´n) para dichas ma´quinas, gracias a la introduccio´n de los ESTs-, las
similitudes y las diferencias se apreciaron de forma ma´s n´ıtida. La conexio´n fun-
cional que existe entre ponderaciones y ESTs fue´ incluida, junto con una breve
discusio´n, en [El Jelali2011]; pero parece mostrar au´n ma´s facetas.
Por lo anterior, se ha decidido incluir este breve cap´ıtulo para mostrar y
discutir ma´s extensamente esa relacio´n funcional, ya que arroja luz sobre al-
gunos aspectos no totalmente claros de la teor´ıa de las Ma´quinas de Decisio´n
-particularmente sobre las funciones de activacio´n-, y, a partir de ello, abre la
puerta a posibilidades adicionales a las aqu´ı aplicadas.
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6.2. Equivalencia funcional
Supondremos por comodidad de notacio´n que la ponderacio´n (no negativa)
que, tras obtenerse de informacio´n previa -normalmente, de la consideracio´n de
los resultados de un clasificador expl´ıcito o impl´ıcito-, se aplica a la muestra x(k)
para entrenar un clasificador es (w(k))2, y que el clasificador entrega su salida
aplicando una activacio´n f a un resultado previo z(k). Si el criterio aplicado es
minimizar el error cuadra´tico1, el te´rmino correspondiente a dicha muestra puede
manipularse como sigue:
(w(k))2(t(k) − f(z(k)))2 = (w(k)t(k) − w(k)f(z(k)))2 (6.1a)
que, obviamente, con las denominaciones
t(k)s = w
(k)t(k) (6.1b)
o(k) = w(k)f(z(k)) (6.1c)
pasa a ser
(w(k))2(t(k) − f(z(k)))2 = (t(k)s − o(k))2 (6.2)
es decir, el te´rmino k del error cuadra´tico correspondiente al empleo de un “EST”
(t
(k)
s ) como referencia para una salida o(k).
Esa salida o(k) es, mientras se mantenga estrictamente la equivalencia, una
forma sigmoidal con un amplitud w(k). Pero, si los valores de {w(k)} son sufi-
cientemente densos, el conjunto de objetivos {t(k)s } toma valores pra´cticamente
continuos (y no ±1); de modo que permitir que {o(k)} pueda tomar valores con-
tinuos no parece que vaya a producir efectos tan delete´reos como los que apareja
prescindir de la activacio´n cuando los blancos son binarios. Es bien cierto que, en
todo caso, no deber´ıa permitirse que |o(k)| tomase valores superiores a w(k); pero
no puede decirse que no exigirlo sea inaceptable, porque flexibilizar el requisito
puede llevar a un mejor aprovechamiento del poder expresivo de la ma´quina, y,
por tanto, cabe suponer -y as´ı lo demuestran los experimentos del Cap´ıtulo 3 de
esta Tesis- que se obtendra´n deterioro o mejora, en principio, segu´n el problema
de que se trate.
1Lo expuesto se generaliza sin dificultad para costes que sean funcio´n del error de salida.
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De lo anterior nace la posibilidad de la aplicacio´n directa de los ESTs a la
clasificacio´n mediante estimadores tipo GP, cuya formulacio´n ni siquiera admitir´ıa
la truncacio´n de los picos de las salidas fuera de un cierto margen.
6.3. Nuevas posibilidades
Dando por bueno el anterior punto de partida, adema´s de la posibilidad de
emplear ESTs para el disen˜o de los clasificadores mediante ma´quinas de regresio´n,
se abre la posibilidad inversa: disen˜ar esquemas de ponderacio´n de muestras a
partir de la concepcio´n de formas para ESTs, tal y como es la propuesta en esta
Tesis (fo´rmulas (2.7) y (2.8)), cuya potencialidad se ha comprobado en numerosos
experimentos.
Tal potencialidad se debe a lo elaborado de esa forma de ESTs: una com-
binacio´n local convexa que tiene en cuenta el blanco original y la informacio´n
que proporciona una (buena) ma´quina de clasificacio´n utilizada como gu´ıa, en
cuanto a la separacio´n de la frontera y el error, adema´s de la propia salida de esa
ma´quina gu´ıa. Naturalmente, as´ı se abre la v´ıa para aprovechar buenos disen˜os
de este tipo para convertirlos en esquemas de ponderacio´n: las posibilidades son
casi ilimitadas -eleccio´n de la (oportuna) ma´quina gu´ıa, modos de tener en cuenta
el error y la separacio´n a la frontera, etc.-
Cabe objetar que el modelo para ESTs propuesto puede dar lugar a ponde-
raciones negativas. Aunque tal eventualidad parezca preocupante, en realidad no
lo es: so´lo ocurrira´ as´ı cuando la parametrizacio´n correspondiente proporcione
ventaja (segu´n la CV, desde luego), y lo que entonces se manifiesta es que, para
las muestras afectadas por una ponderacio´n negativa, puede resultar hasta conve-
niente que el taman˜o del error de salida crezca: posiblemente solicitar lo contrario
supone malversar parte de la capacidad de la ma´quina que se esta´ utilizando. En
cualquier caso, siempre queda al alcance del disen˜ador prescindir de las muestras
cuya ponderacio´n resulte negativa en el proceso de entrenamiento subsiguiente.
Adema´s, hay otras muchas formas de conseguir ESTs y ponderaciones su-
ficientemente generales y que no presenten esa (supuesta) inconsistencia; por
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ejemplo, la forma
ts = t {λ + (1− λ)[µ e2/4 + (1− µ)|o|]} (6.3)
con 0 ≤ λ, µ ≤ 1, es suficientemente flexible y equivale a una ponderacio´n siempre
no negativa.
No´tese que esta v´ıa puede aplicarse para mejorar las prestaciones de clasi-
ficadores cuya formulacio´n no obedece directamente al propo´sito de minimizar
un coste convencional, como ocurre con los derivados de aplicar el principio de
Ma´ximo Margen (clasificadores SVM y familias emergentes de ellos): cabe pon-
derar las variables vagas correspondientes a cada muestra, y la consideracio´n de
esquemas de ponderacio´n sistema´ticos y potentes como los aqu´ı tratados permi-
tir´ıa extraer au´n ma´s beneficio de las capacidades de dichas ma´quinas. Incluso
puede pensarse, dado el hecho comprobado de que mejores gu´ıas conducen a me-
jores resultados, en aplicar reiteradamente el proceso, hasta llegar a disen˜os que
muestren efectos de saturacio´n.
Tampoco debe descartarse otra interesante posibilidad: como quiera que exis-
te una relacio´n clara entre ponderaciones y ESTs, no hay obsta´culo para convertir
unas en otros cuando resulte conveniente: en particular, las sucesivas etapas de
entrenamiento de aprendices en conjuntos “Real Adaboost”, de manera tal que,
al concluir el disen˜o, todos esos aprendices se puedan integrar, eliminando la capa
oculta adicional que se genera cuando se emplean aprendices que incluyen acti-
vaciones de salida (ya que las salidas de dichas activaciones han de multiplicarse
por los {αt} y despue´s sumarse). No hay riesgo de fracaso por el hecho de que los
aprendices sin activacio´n puedan ser menos “fuertes” que sus contrapartes con
activacio´n: los aprendices necesarios pueden y deben ser “de´biles” (basta con que
resulten mejores que el puro azar). La conveniente graduacio´n de la “debilidad”
puede conseguirse mediante una oportuna eleccio´n de las arquitecturas de los
aprendices.
Igual que se ha hecho referencia al “Real Adaboost”, se podr´ıa haber consi-
derado cualquier otro e´nfasis adecuadamente elegido (ya demostro´ Brei-
man [Breiman1998] que lo fundamental era el remuestreo). As´ı, en conexio´n con
lo anterior, queda abierta la posibilidad de seleccionar una adecuada forma pa-
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rame´trica de ponderacio´n (ESTs) de elevada potencia y proceder de modo ana´lo-
go a como se hizo en [Go´mez-Verdejo2006, Go´mez-Verdejo2008] con un simple
e´nfasis mixto uniparame´trico; ofrecie´ndose as´ı todas las ventajas de adaptar el
disen˜o del conjunto a las caracter´ısticas de cada problema, al tiempo que la de
integrar todos los aprendices sin necesidad de una capa oculta sobrean˜adida.
Para concluir este apartado, conviene decir que la observacio´n de la analog´ıa
entre los ESTs y las ponderaciones sugiere una posibilidad ma´s: revisitar los clasi-
ficadores del tipo GP con el propo´sito de incorporar a sus formulaciones actuales
(Laplace, EP, EP-EM,...), impl´ıcita o expl´ıcitamente, procesos de ponderacio´n
que lleven a mejorar sus prestaciones. Si bien podr´ıa buscarse ponderar dentro
de los algoritmos propios de estos clasificadores, una opcio´n que veros´ımilmente
resultar´ıa atractiva, por lo inmediato, ser´ıa ponderar (de modo complementario
al habitual) el nivel del ruido asociado a cada muestra en el propio proceso de
estimacio´n mediante GP2.
6.4. Otra visio´n de las activaciones
En las secciones anteriores se ha discutido la ana´loga funcio´n que cabe atribuir
a las activaciones y a los ESTs en las ma´quinas de decisio´n o clasificacio´n, dedu-
ciendo adema´s una serie de lineas de trabajo potencialmente beneficiosas. Aunque
dicha visio´n puede resultar chocante a primera vista, deja de serlo en el mismo
momento en que se reflexiona sobre la forma sigmoidal precisa para las activa-
ciones: en realidad, aplicarlas supone comprimir la entrada cuando e´sta adquiere
valores absolutos muy elevados; es decir, reducir en ese caso el valor absoluto del
error; y tal cose acontece cuando la muestra correspondiente esta´ claramente bien
o claramente mal clasificada. De modo que se le esta´ dando mayor “peso” a las
muestras que se encuentran en un entorno de la frontera.
Obviamente, las sigmoides habituales, como la tangente hiperbo´lica, operan
as´ı; y, dado que no puede alegarse para todos los problemas la razo´n “ideal” de
su empleo -se trata de la no linealidad o´ptima cuando las densidades de probabi-
2No´tese que existe una semejanza con los conocidos como modelos heteroceda´sticos.
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lidad de las muestras bajo cada hipo´tesis son gaussianas con iguales matrices de
covarianza-, ha de admitirse que es el comportamiento cualitativo recie´n descrito
lo que hace conveniente su uso3.
Una vez vista la funcio´n de una activacio´n convencional como semejante a una
ponderacio´n ma´s intensa de las muestras ma´s pro´ximas a la frontera, cabe pre-
guntarse si no sera´n posibles elecciones ma´s ventajosas, puesto que se sabe que,
dependiendo del problema, puede ser mejor una ponderacio´n que tenga “equi-
libradamente” en cuenta la importancia de las muestras cercanas a la frontera
y las ma´s erro´neas -con la veros´ımil excepcio´n, entre estas u´ltimas, de aque´llas
que resulten decididamente situadas en un lugar del espacio de observacio´n que
no haga factible pensar en clasificarlas correctamente si no se desea deteriorar la
capacidad de generalizacio´n del disen˜o obtenido-. Tambie´n esta´ muy claro ahora
que leves modificaciones de las formas habituales de las activaciones prometen
resultar ventajosas para las prestaciones de los clasificadores que las adopten.
As´ı, por poner un ejemplo sencillo, no parece que haya de ser siempre conve-
niente que las muestras mal clasificadas den lugar a un error cuyo valor absoluto
tiende a 2 precisamente al mismo “ritmo” al que las muestras bien clasificadas
producen un error que tiende a 0: no resulta inapropiado pensar que conceder
ma´s atencio´n relativa a las segundas que a las primeras puede producir beneficio.
Es evidente que tal asimetr´ıa de tratamiento puede conseguirse incluso mediante
modificaciones elementales: as´ı, incorporar una activacio´n asime´trica de la forma
f(z) =

tanh(z), si |e| < 1,
tanh(α z), si |e| > 1.
(6.4)
con 0 < α < 1, supone que para valores de z de signo inadecuado (muestras
erro´neas: |e| > 1), la reduccio´n del error se efectu´a menos ra´pidamente que para
los correctamente clasificados (|e| < 1).
No menos relevante es la transparencia de la tangente hiperbo´lica a un solo
para´metro de pendiente: tanh(αz) = tanh z′ si z′ = αz; con la entrada construida
3Aparte de ello, la tangente hiperbo´lica resulta computacionalmente co´moda porque su
derivada es igual a 1 menos el cuadrado de su valor.
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mediante un combinador lineal, los pesos ajustara´n su nivel hasta llegar a situa-
ciones equivalentes, que correspondera´n al menor error cuadra´tico de salida para
un perfil de activacio´n justo de la forma tangente hiperbo´lica... que no tiene por
que´ ser el ma´s apropiado para el problema que se pretende resolver. Resulta, por
tanto, atractiva la posibilidad de recurrir a activaciones que no muestren esta
propiedad de escalado. Una muy sencilla es la falsa potencial
f(z) = |z|αsgn z (6.5)
con 0 < α < 1, que presenta la forma que muestra la Figura 6.1.
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5 f(z)
α
z
1
-1
1
-1
Figura 6.1: Aspecto de la falsa potencial f(z) = |z|αsgn z, 0 < α < 1.
Como se puede observar, α→ 0 lleva al escalo´n abrupto, mientras que α→ 1
anula la activacio´n; pero en ningu´n caso puede despreciarse el efecto del nivel de
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la entrada. Tambie´n puede verse que no se produce saturacio´n (±1 no son valores
asinto´ticos), pero el efecto de esta imperfeccio´n no tiene que resultar apreciable
si se elige (v´ıa CV) un valor de α apropiado (y, en todo caso, siempre podr´ıa
forzarse planicidad a partir de |z| = 1).
Conviene aqu´ı sen˜alar que, aunque se ha estado suponiendo que α es un
para´metro seleccionable y no entrenable para estas activaciones, que se esta´n su-
poniendo presentes a la salida de la ma´quina de clasificacio´n, no parece haber
obsta´culo insalvable para tratarlo como entrenable si se encuentra en capas ocul-
tas; lo que probablemente redundara´ en conseguir una mayor riqueza expresiva
de los disen˜os resultantes y, con ello, en un mayor compacidad4. Incluso puede
pensarse en procedimientos adaptativos para aplicar a una activacio´n de salida
parame´trica que coronase un combinador lineal.
De cierto que hay muchas alternativas para construir activaciones no lineales
flexibles mediante la oportuna introduccio´n de para´metros: sera´ posible tanta
ma´s flexibilidad cuantos ma´s para´metros, y mejor, se empleen; apareciendo de
nuevo el ya familiar compromiso entre dicha flexibilidad y los requerimientos
computacionales para asignar valores a dichos para´metros mediante CV -supuesto
que se vuelve a prestar atencio´n a la activacio´n de salida-. Pero no es propo´sito
de este trabajo revisar lo ya aparecido en la literatura te´cnica y, a partir de
esa revisio´n, proponer y evaluar activaciones parametrizadas: so´lo se deseaba
destacar la interpretacio´n de las activaciones como elementos reguladores de la
importancia de los errores de salida y que esta perspectiva favorece la exploracio´n
del a´mbito que se esta´ mencionando.
6.5. Conclusiones
En este cap´ıtulo, y mediante una adecuada reescritura del coste ponderado
para un problema de decisio´n, se ha puesto de manifiesto y se ha discutido la
4Desde un punto de vista estrictamente formal, se har´ıa necesario probar la condicio´n de
aproximadores universales para las correspondientes arquitecturas; pero e´ste es tema que excede
el a´mbito de la presente Tesis.
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semejanza funcional de la ponderacio´n y de la introduccio´n de los ESTs. De esa
aparicio´n emergen una serie de oportunidades para introducir ulteriores mejoras
en los disen˜os de clasificador ma´quina; en particular y de forma resumida:
cabe transformar en formulaciones ESTs esquemas de ponderacio´n adecua-
dos (suficientemente continuos) y de prestaciones acreditamente buenas (al
menos para determinados problemas), para poder aplicar directamente la
versio´n EST a estructuras que corresponden a planteamientos de regresio´n
(como los GMMs o los GPs);
en sentido contrario, cabe transformar una formulacio´n EST en un esque-
ma de ponderacio´n para aplicarlo, directa o indirectamente, a ma´quinas
de clasificacio´n; incluyendo las que se disen˜an siguiendo formulaciones de
Ma´ximo Margen;
las transformaciones en el primer sentido ofrecen la posibilidad de ser em-
pleadas en la construccio´n de conjuntos v´ıa “boosting” (o “arcing”, supues-
to que se opta por un e´nfasis distinto del convencional) para dar lugar a
arquitecturas en que desaparece la u´ltima capa oculta (por encima de los
aprendices) propia de estos procedimientos;
pueden contemplarse las activaciones de salida como elementos cuyo propo´si-
to es tambie´n regular la importancia relativa de los errores correspondientes
a las diferentes muestras, representando esta perspectiva una gu´ıa valida
para la apropiada eleccio´n de funciones parame´tricas que permitan un buen
compromiso entre flexibilidad de la (seudo)ponderacio´n impl´ıcita y las li-
mitaciones que impone el uso de la CV para determinar los valores de los
para´metros de la activacio´n;
tales activaciones parametrizadas podr´ıan ser tambie´n u´tiles en capas ocul-
tas de ma´quinas con aprendizaje, cabiendo la posibilidad de entrenar los
para´metros de esas activaciones junto con los propios de la ma´quina con-
vencional.
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Cap´ıtulo 7
Conclusiones
7.1. Aportaciones de la Tesis
Los trabajos desarrollados a partir de la idea de convertir directamente los
blancos duros propios de problemas de clasificacio´n en blancos blandos enfatiza-
dos mediante la consideracio´n de lo que ocurre en un clasificador auxiliar o gu´ıa,
encaminados sobre todo a poder utilizar directamente formulaciones que, como
la de los GPs, corresponden intr´ınsecamente a planteamientos de regresio´n, han
ofrecido los siguientes resultados:
1. La verificacio´n de que los ESTs aplicados a estructuras convencionales (tipo
MLP, p.ej.) proporcionan resultados satisfactorias; y que la buena seleccio´n
de la gu´ıa y una suficientemente flexible forma parame´trica para los ESTs
llevan a alcanzar prestaciones muy competitivas.
2. En particular, se ha propuesto y aplicado sistema´ticamente una elaborada
versio´n de ESTs -fo´rmulas (2.7) y (2.8)- que auna una notable flexibilidad,
debida no so´lo a la presencia de para´metros, sino a una conveniente utili-
zacio´n de la informacio´n de la gu´ıa -combinacio´n convexa local de blanco
original y salida de la gu´ıa, segu´n el error y la proximidad a la frontera-,
con una demanda computacional de CV que no cabe calificar de excesiva;
obteniendo excelentes resultados en todas sus aplicaciones pra´cticas sobre
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diferentes esquemas.
3. Se ha comprobado sobre formulaciones de GMMs para regresio´n y, sobre
todo, de GPs, que, efectivamente, el empleo de los ESTs (en la versio´n
indicada en el punto anterior) brinda la posibilidad de llevar a cabo clasifi-
cacio´n con, como se ha dicho, excelentes resultados; sin que sea preciso, en
el caso de los GPs, recurrir a las modificaciones de su formulacio´n ba´sica
que permiten su empleo como clasificadores. Si bien la CV de la versio´n ge-
neral supone sensibles incrementos de la carga computacional, los disen˜os
resultantes ofrecen a cambio, en muchas ocasiones, prestaciones superiores
a los clasificadores anal´ıticos de tipo GP. Por otro lado, versiones simplifi-
cadas de la forma general de ESTs que se ha venido aplicando -con menos
para´metros y, consiguientemente, menos demandas computacionales- han
demostrado que pueden ocasionalmente seguir siendo ventajosas en cuanto
a prestaciones.
4. Como consecuencia del desarrollo de todos los trabajos anteriores y de la
reflexio´n sobre ellos, se ha determinado formalmente una relacio´n de se-
mejanza funcional entre me´todos convencionales de ponderacio´n de errores
muestrales para clasificacio´n y las formulaciones ESTs; lo que implica unas
posibilidades de intercambio que se han discutido en detalle en el Cap´ıtulo
6, junto con algunas implicaciones pra´cticas que, por su atractivo y re-
levancia, repetiremos ma´s adelante como lineas futuras de actividad. En
esa misma discusio´n se incluye la visio´n de las activaciones de salida como
dispositivos que permiten regular la importancia relativa de los diversos
errores, abriendo tambie´n interesantes caminos, de los que algunos sera´n
asimismo recordados unas lineas ma´s abajo.
7.2. Sugerencias de futuras lineas de trabajo
1. Convertir formas de ESTs en ponderaciones equivalentes que, por su poten-
cia expresiva, puedan resultar u´tiles en general; y muy en particular para
esquemas de clasificacio´n cuyo entrenamiento no se basa directamente en
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la consideracio´n de un coste, como ocurre con los disen˜os bajo los plantea-
mientos de Ma´ximo Margen (SVMs y familias asociadas), para los que es
posible aplicar la ponderacio´n sobre las variables vagas, e incluso apoyarse
en ella para llevar a cabo seleccio´n de elementos.
2. Transformar la ponderacio´n propia del “Real Adaboost” en una forma de
ESTs, a fin de eliminar la capa oculta an˜adida por este proceso de construc-
cio´n de conjuntos. Au´n ma´s: cabe emplear ya no so´lo otras ponderaciones,
sino otras formas de ESTs, cuyos para´metros pueden determinarse aprendiz
a aprendiz recurriendo a para´metros distintos de los errores -como el de se-
paracio´n-; con lo que, manteniendo la eliminacio´n de la u´ltima capa oculta,
es previsible que puedan obtenerse disen˜os de muy altas prestaciones1.
3. Aplicar iterativamente los procedimientos de tipo ESTs (y tambie´n las pon-
deraciones derivadas de una gu´ıa), dado que la calidad de los resultados
parece depender de la calidad de la gu´ıa, hasta que se manifiesten efectos
de saturacio´n en las prestaciones de los consecutivos disen˜os.
4. Concebir, desde la perspectiva de su efecto sobre los diversos errores, nuevas
formas de activaciones de salida que incluyan para´metros ajustables, con
el propo´sito de determinar, con una visio´n clara de lo que esta´ ocurriendo,
cua´les son las formas de activacio´n ma´s adecuadas para la buena resolucio´n
de problemas concretos de decisio´n y clasificacio´n.
5. Finalmente, no es de menor importancia la extensio´n de lo ya estudiado y
de estas nuevas lineas a problemas M-arios; que incluso podr´ıa albergar la
posibilidad de obviar las limitaciones naturales de ciertas formulaciones de
clasificacio´n.
1Tal vez planteamientos similares sean incorporables a disen˜os bloque, utilizando una medida
auxiliar para seleccionar los para´metros de la ponderacio´n o de la forma de los ESTs.
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Ape´ndice A
El algoritmo BP
Sea {(x(k), t(k))}Kk=1 un conjunto de datos (etiquetados) de entrenamiento.
El algoritmo BP para un MLP de L capas (cada capa tiene Nl neuronas; l =
1, . . . , L) es el siguiente:
1. Inicializacio´n: los pesos se inicializan de manera aleatoria.
2. Presentacio´n del conjunto de entrenamiento: de forma c´ıclica (en
“e´pocas”) con las muestras en orden aleatorio.
3. Propagacio´n: en el paso ene´simo, la salida de la neurona j en la capa l es
o
(l)
j (n) = f
(l)
j {
Nl∑
i=0
w
(l)
ji (n)o
(l−1)
i (n)}, l = 1, . . . , L (A.1)
donde N0 = D, Nl y f
(l)
j son la dimensio´n de una muestra x del conjunto de
entrenamiento, el nu´mero de neuronas ocultas de la capa l, y la activacio´n
aplicada a la salida de la neurona j de la capa l (se supone derivable),
respectivamente; o
(l−1)
i es la sen˜al salida de la neurona i en la capa previa
l− 1, y w(l)ji (n) es el peso de la conexio´n entre la neurona i de la capa l− 1
y la neurona j de la capa l.
Para i = 0, o
(l−1)
0 (n) = 1 y w
(l)
j0 (n) = b
(l)
j (n) que es el sesgo aplicado a la
neurona j en la capa l. En la capa de entrada, o
(0)
j (n) = [1 x(n)]
T, siendo
x(n) un vector de entrada al instante n.
111
El error a la salida es
ej(n) = tj(n)− o(L)j (n) (A.2)
donde tj(n) es la j-e´sima salida deseada del vector t(n). T´ıpicamente, la
funcio´n de coste es el error cuadra´tico medio 1
2
e2j(n), y el error total de la
capa de salida es
C(n) =
1
2
NL∑
j=1
e2j(n) (A.3)
4. Retropropagacio´n: el algoritmo BP aplica una correccio´n −η(l) ∂C(n)
∂w
(l)
ji (n)
a los pesos w
(l)
ji (n) segu´n la siguiente expresio´n
w
(l)
ji (n + 1) = w
(l)
ji (n)− η(l)
∂C(n)
∂w
(l)
ji (n)
(A.4)
siendo η(l) la tasa de aprendizaje correspondiente a la capa l. El ca´lculo de
∂C(n)
∂w
(l)
ji (n)
se basa en la utilizacio´n de la regla de la cadena:
∂C(n)
∂w
(l)
ji (n)
=
∂C(n)
∂o
(l)
j (n)
∂o
(l)
j (n)
∂w
(l)
ji (n)
=
∂C(n)
∂o
(l)
j (n)
o
(l−1)
i (n)f
′(l)
j (A.5)
siendo f
′(l)
j la derivada de la activacio´n f
(l)
j de la neurona j de la capa l. A
partir de (A.1) y (A.2), se calcula la derivada parcial de C(n) con respecto
a o
(l)
j (n) y se deduce
∂C(n)
∂o
(l)
j (n)
=

−ej(n), para l = L
Nl+1∑
k=1
∂C(n)
∂o
(l+1)
k (n)
w
(l+1)
kj (n)f
′(l+1)
k , para l < L
(A.6)
5. Iteracio´n: se iteran las etapas 3 y 4 hasta alcanzar un criterio de parada.
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Ape´ndice B
Tablas de sensibilidad
En este ape´ndice presentamos las tablas de sensibilidad de los disen˜os EST-
GPMLP, EST-GPGPC, y EST-GPSVM para todos los problemas considerados en la
parte experimental del cap´ıtulo 5 (los valores marcados en negrita corresponden
a los valores encontrados por CV).
B.1. EST-GPMLP
N 4 6 8 10 12 14 16
Contraceptive 71.89 71.83 71.88 71.87 71.90 71.85 72.01
Crabs 98.23 98.30 98.32 98.33 98.35 98.31 98.37
Credit 88.80 88.80 88.72 88.72 88.66 88.68 88.70
Hepatitis 88.36 87.83 88.04 87.81 87.94 88.54 88.04
Image 93.53 93.60 93.62 93.50 93.53 93.53 93.53
Ionosfera 95.54 95.71 95.65 95.58 95.80 95.73 95.55
Pima 78.37 78.47 78.30 78.58 78.63 78.56 78.78
Ripley 90.76 90.75 90.73 90.78 90.67 90.63 90.70
Tabla B.1: Sensibilidad de EST-GPMLP con respecto a N .
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µ 10−2 0.1 0.3 0.6 1 1.2 1.6 2
Contraceptive 71.51 71.62 71.78 71.90 71.31 70.91 70.49 71.05
Crabs 96.37 96.36 96.84 98.35 97.18 96.96 96.96 96.96
Credit 88.74 88.79 88.80 88.56 88.53 88.82 89.66 90.12
Hepatitis 87.77 88.05 87.87 87.34 88.54 87.89 87.90 87.83
Image 88.74 88.80 88.80 89.11 91.05 92.03 93.62 93.10
Ionosfera 95.97 95.80 94.71 94.16 94.27 94.36 93.84 92.65
Pima 56.20 72.83 78.26 78.37 78.43 78.02 78.63 66.22
Ripley 90.56 90.61 90.70 90.78 90.44 90.45 90.54 90.52
Tabla B.2: Sensibilidad de EST-GPMLP con respecto a µ.
α1 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 71.56 71.49 71.55 71.74 71.88 71.85 71.85 71.90 71.90 71.90 71.87
Crabs 98.60 98.35 97.49 97.02 97.17 96.88 96.88 96.88 96.88 96.78 96.88
Credit 88.70 88.70 88.75 88.75 88.78 88.77 88.79 88.78 88.79 88.80 88.66
Hepatitis 88.21 88.54 88.36 88.19 87.73 87.36 87.12 87.18 87.05 87.02 87.11
Image 89.45 89.83 90.60 91.28 93.13 93.62 93.46 93.39 93.35 93.24 93.22
Ionosfera 95.78 95.71 95.71 95.68 95.76 95.72 95.75 95.76 95.76 95.80 95.73
Pima 78.56 78.63 78.41 77.80 77.15 76.96 76.88 76.90 76.91 76.80 76.82
Ripley 90.54 90.60 90.67 90.75 90.78 90.76 90.76 90.76 90.77 90.77 90.77
Tabla B.3: Sensibilidad de EST-GPMLP con respecto a α1.
α2 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 70.31 70.27 70.36 70.44 71.23 71.80 71.82 71.90 71.68 71.58 71.54
Crabs 96.93 97.02 97.51 97.91 98.15 98.31 98.34 98.34 98.34 98.35 98.34
Credit 88.51 88.56 88.60 88.61 88.55 88.60 88.65 88.75 88.80 88.75 88.66
Hepatitis 88.48 88.54 88.36 87.75 86.75 85.97 85.32 85.11 84.47 83.86 83.90
Image 93.35 93.62 93.54 93.09 92.64 92.61 92.73 92.62 92.70 92.62 92.67
Ionosfera 95.94 95.80 95.21 94.99 94.82 94.53 94.53 94.40 94.30 93.93 93.72
Pima 78.51 78.63 78.64 78.70 78.46 78.36 78.19 78.21 78.17 78.23 78.20
Ripley 90.18 90.19 90.39 90.43 90.66 90.78 90.69 90.56 90.48 90.43 90.43
Tabla B.4: Sensibilidad de EST-GPMLP con respecto a α2.
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B.2. EST-GPGPC
µ 10−2 0.1 0.3 0.6 1 1.2 1.6 2
Contraceptive 64.25 65.53 67.42 69.15 70.53 71.36 70.32 70.44
Crabs 96.75 97.00 96.63 96.75 96.50 96.88 51.25 51.25
Credit 89.06 89.31 89.09 89.42 90.94 90.29 84.42 81.30
Hepatitis 87.10 89.35 91.13 85.65 83.23 85.49 85.00 92.58
Image 89.91 89.50 88.55 88.59 85.21 85.84 85.34 85.43
Ionosfera 92.33 92.60 92.47 92.07 92.73 92.80 91.73 91.73
Pima 76.10 76.00 75.67 75.97 76.19 76.19 76.91 76.52
Ripley 90.34 90.46 90.67 90.60 90.49 90.46 90.46 90.39
Tabla B.5: Sensibilidad de EST-GPGPC con respecto a µ.
α1 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 67.41 66.53 66.68 68.78 70.78 71.27 71.24 71.36 71.41 71.15 70.97
Crabs 97.00 97.00 97.00 97.00 97.00 97.00 97.00 97.00 97.00 97.00 97.00
Credit 88.30 90.33 91.05 90.94 89.53 89.42 89.20 89.17 89.17 89.28 88.99
Hepatitis 91.13 91.13 91.13 91.13 91.13 91.13 91.13 91.13 91.13 91.13 91.13
Image 89.46 89.50 89.50 89.50 89.50 89.46 89.46 89.46 89.29 89.29 89.50
Ionosfera 87.07 90.60 91.87 92.47 92.40 92.53 92.73 92.60 92.47 92.33 92.27
Pima 73.88 73.00 75.31 76.16 76.42 76.68 76.68 76.74 76.91 76.74 76.65
Ripley 90.60 90.55 90.52 90.56 90.61 90.68 90.65 90.65 90.66 90.67 90.66
Tabla B.6: Sensibilidad de EST-GPGPC con respecto a α1.
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α2 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 64.54 65.09 66.05 67.58 70.29 71.36 70.95 71.10 71.22 70.78 70.53
Crabs 51.25 51.25 51.25 51.25 96.13 96.63 96.63 97.00 96.50 96.50 96.50
Credit 89.06 89.02 89.24 89.35 89.60 90.22 90.36 90.76 90.98 90.94 91.12
Hepatitis 84.68 84.68 80.32 82.42 91.13 85.00 86.13 87.42 85.32 86.29 85.16
Image 85.33 85.74 87.29 85.63 85.52 87.42 88.88 88.18 89.50 88.90 88.55
Ionosfera 92.73 92.73 92.73 92.73 92.73 92.73 92.73 92.73 92.73 92.73 92.73
Pima 75.54 75.64 76.97 76.38 76.65 76.97 76.91 76.84 76.65 76.45 76.52
Ripley 49.68 54.21 67.21 78.24 89.83 90.67 90.63 90.71 90.53 90.53 90.49
Tabla B.7: Sensibilidad de EST-GPGPC con respecto a α2.
B.3. EST-GPSVM
C 0.1 1 10 100 103 104
Contraceptive 57.30 64.20 67.90 70.30 71.20 71.10
Crabs 96.90 97.40 99.40 98.60 98.30 98.30
Credit 49.3 80.50 90.00 87.80 87.00 88.00
Hepatitis 85.50 85.50 87.60 90.30 90.00 91.90
Image 86.10 91.80 93.70 93.80 94.50 92.50
Ionosfera 67.70 96.90 96.40 94.60 94.60 94.50
Pima 66.30 79.30 76.40 72.10 71.80 69.50
Ripley 90.50 90.50 90.50 90.30 90.40 90.40
Tabla B.8: Sensibilidad de EST-GPSVM con respecto a C.
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σ 2−5
√
D 2−4
√
D 2−3
√
D 2−2
√
D 2−1
√
D
√
D 2
√
D 22
√
D 23
√
D 24
√
D 25
√
D
Contraceptive 70.70 69.90 69.50 67.70 69.20 71.10 71.20 70.40 68.50 68.50 67.20
Crabs 96.60 97.10 98.40 99.40 98.40 96.90 96.50 96.90 96.80 95.80 95.50
Credit 87.70 88.00 88.10 88.20 88.10 87.60 87.20 89.50 90.00 87.10 71.00
Hepatitis 83.90 83.90 84.50 88.10 90.80 91.30 90.30 83.70 87.10 85.70 85.50
Image 94.40 94.50 93.90 93.00 94.50 93.40 92.70 90.70 86.70 86.20 82.20
Ionosfera 92.40 91.80 92.70 96.90 96.70 95.80 72.70 68.90 56.50 56.50 56.50
Pima 76.50 76.30 75.90 78.00 79.30 77.50 67.40 77.20 65.30 65.20 65.20
Ripley 90.30 90.70 90.80 90.70 90.30 90.30 90.10 90.50 90.50 90.40 90.30
Tabla B.9: Sensibilidad de EST-GPSVM con respecto a σ. D es la dimensio´n del dato de entrada.
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µ 10−2 0.1 0.3 0.6 1 1.2 1.6 2
Contraceptive 70.90 71.00 71.20 71.00 71.10 71.40 71.40 71.40
Crabs 95.60 95.60 95.50 96.30 99.00 99.40 99.40 97.00
Credit 93.60 93.30 92.00 90.00 88.40 87.40 85.90 86.60
Hepatitis 90.20 90.50 90.50 86.50 87.10 90.30 90.00 90.50
Image 94.50 94.50 94.50 93.00 94.40 94.30 94.50 94.50
Ionosfera 97.50 96.90 96.20 95.10 94.90 94.90 95.10 92.30
Pima 78.10 78.10 78.30 78.70 75.30 75.00 79.30 78.40
Ripley 88.90 89.10 90.10 89.90 90.40 90.50 90.50 87.50
Tabla B.10: Sensibilidad de EST-GPSVM con respecto a µ.
α1 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 71.10 71.20 71.20 71.20 71.20 71.20 71.20 71.20 71.20 71.20 71.20
Crabs 96.00 96.00 98.00 99.50 99.40 99.00 98.90 98.00 97.80 97.30 97.40
Credit 89.50 89.80 89.90 89.90 90.00 90.00 90.00 90.00 90.00 90.00 90.00
Hepatitis 88.00 90.10 89.20 90.30 84.70 85.50 87.30 85.30 85.20 84.84 83.4
Image 94.50 94.50 94.50 94.40 94.40 94.40 94.40 94.40 94.40 94.40 94.40
Ionosfera 96.30 96.70 96.80 96.90 96.90 96.90 96.90 96.90 96.90 96.90 96.90
Pima 78.80 78.70 79.30 77.90 76.40 76.40 76.50 76.30 76.40 76.40 76.60
Ripley 64.60 64.70 68.10 83.60 90.50 90.60 90.60 90.80 90.70 90.70 90.50
Tabla B.11: Sensibilidad de EST-GPSVM con respecto a α1.
α2 10
−3 10−2 5.10−2 0.1 0.5 1 1.5 2 3 4 5
Contraceptive 71.00 71.10 71.20 71.20 71.10 71.20 71.40 71.40 71.40 71.30 71.30
Crabs 99.40 99.40 99.40 99.40 99.40 99.40 99.40 99.40 99.40 99.40 99.40
Credit 96.00 96.00 95.90 95.90 94.40 92.30 90.90 90.00 89.30 89.20 89.20
Hepatitis 88.60 87.90 88.60 90.30 87.70 87.60 86.50 86.50 86.50 86.60 86.30
Image 94.40 94.50 94.10 94.00 94.30 94.20 94.20 94.20 94.20 94.20 94.20
Ionosfera 97.30 96.90 96.50 96.40 94.90 94.70 94.50 94.70 94.30 93.90 93.50
Pima 78.90 78.90 79.30 79.30 79.30 79.30 79.20 79.20 79.20 79.20 79.20
Ripley 90.50 90.50 90.50 90.50 90.50 90.50 90.50 90.50 90.50 90.50 90.6
Tabla B.12: Sensibilidad de EST-GPSVM con respecto a α2.
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Ape´ndice C
El algoritmo EM
El algoritmo EM es un me´todo iterativo para estimar los para´metros de la
verosimilitud dado un conjunto de datos (suponiendo que los datos son indepen-
dientes e ide´nticamente distribuidos)
A continuacio´n, se presenta el algoritmo EM ba´sico, y luego se describe su
aplicacio´n EM a modelos de mezcla de gaussianas.
C.1. El algoritmo EM ba´sico
El algoritmo EM maximiza la verosimilitud p(X|θ) dado los datos X buscando
los para´metros θ alternando dos pasos, expectacio´n y maximizacio´n, del siguiente
modo:
1. Inicializacio´n: se inicializan los valores de los para´metros con θ(0).
2. Etapa de Expectacio´n (“E-step”): se busca el valor medio de log p(X|θ)
dada las observaciones X y la estimacio´n actual θ(i) como
Q(θ,θ(i)) = E[log p(X|θ)|X,θ(i)] (C.1)
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3. Etapa de Maximizacio´n (“M-step”): se estiman los para´metros θ(i+1)
maximizando la expectacio´n Q(θ,θi) con respecto a θ
θ(i+1) = arg ma´x
θ
Q(θ,θ(i)) (C.2)
4. Convergencia: si ||θ(i+1)− θ(i)|| < ǫ (ǫ << 1) se para el algoritmo; sino ir
al paso 2.
5. Finalmente, devolver el valor estimado θˆ ← θ(i+1).
C.2. Aplicacio´n de EM a modelos de mezcla de
gaussianas
Considerando un modelo de mezcla de L gaussianas
p(X|θ) =
L∑
l=1
πlp(X|ml,Σl) (C.3)
con θ = {πl,ml,Σl}Ll=1; {πl} (0 ≤ πl ≤ 1), {ml} y {Σl} son los para´metros
factor de mezcla (que cumplen
L∑
l=1
πl = 1), los vectores medias y las matrices de
covarianza. p(X|ml,Σl) tiene la siguiente forma:
p(X|ml,Σl) =
K∏
k=1
p(x(k)|ml,Σl)
=
K∏
k=1
{ 1
(2π)D/2det(Σl)
1/2
exp[−1
2
(x(k) −ml)TΣ−1l (x(k) −ml)]}
=
1
(2π)D K/2 det(Σl)
K/2
exp[−1
2
K∑
k=1
(x(k) −ml)TΣ−1l (x(k) −ml)]
(C.4)
La fo´rmula (C.3) resulta
p(X|θ) = 1
(2π)D K/2
L∑
l=1
πl
det(Σl)
K/2
exp[−1
2
K∑
k=1
(x(k) −ml)TΣ−1l (x(k) −ml)]
(C.5)
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El algoritmo EM para estimar los para´metros θ de la verosimilitud del modelo
de mezcla de gaussianas es como sigue
1. Inicializacio´n: θ0 = {π0l ,m0l ,Σ0l }Ll=1.
2. E-step: se calcula la expectacio´n zikl en la iteracio´n i como
zikl =
πilp(x
(k)|mil,Σil)
L∑
l′=1
πil′p(x
(k)|mil′ ,Σil′)
para k = 1, . . . , K, l = 1, . . . , L. (C.6)
3. M-step: se maximiza la expectacio´n de todo el conjunto de datos con
respecto a cada para´metro de θ, obteniendo
π
(i+1)
l =
1
K
K∑
k=1
zikl
m
(i+1)
l =
1
K
K∑
k=1
zikl x
(k)
Σ
(i+1)
l =
1
K
K∑
k=1
zikl (x
(k) −m(i+1)l )(x(k) −m(i+1)l )T
(C.7)
4. Convergencia: se itera hasta que el algoritmo converge o alcanzar un
criterio de parada.
5. Finalmente, se devuelven los valores estimados de los para´metros θˆ ←
θ(i+1) = {π(i+1)l ,m(i+1)l ,Σ(i+1)l }Ll=1.
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Ape´ndice D
Las aproximaciones de Laplace,
EP, y EM-EP
D.1. Ca´lculo matricial de una distribucio´n mar-
ginal y condicional gaussiana
Sea x y y dos vectores aleatorios que siguen una distribucio´n gaussiana con-
junta [
x
y
]
∼ N (
[
mx
my
]
,
[
A C
CT B
]
) (D.1)
La distribucio´n marginal de y y condicional de y dada x son respectivamente,
y ∼ N (my,B) y y|x ∼ N (my + CTA−1(x−mx),B−CTA−1C) (D.2)
D.2. Aproximacio´n de Laplace
La aproximacio´n de Laplace [Williams1998] reemplaza p(f |t,X,θ, θn) por una
densidad gaussiana, q(f |t,X,θ, θn)
q(f |t,X,θ, θn) = N (f |f˜ ,H−1) (D.3)
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donde f˜ = {f˜ (k)}Kk=1 es la moda de p(f |t,X,θ, θn)
f˜ = arg ma´x
f
p(f |t,X,θ, θn) (D.4)
y H es el Hessiano de − log p(f |t,X,θ, θn) en f˜ . As´ı, la ecuacio´n (5.8) se transfor-
ma en una convolucio´n de dos gaussianas. Concretamente, la moda f˜ se calcula
utilizando el me´todo iterativo de Newton
f ←− f − (∇∇f log p(f |t,X,θ, θn))−1∇f log p(f |t,X,θ, θn) (D.5)
hasta la convergencia de f . Entonces,
f˜ ←− f ; y H = (Cθ,θn−1 + W) (D.6)
donde W = −∇∇f˜ log p(t|f) es una matriz diagonal, y Cθ,θn es la matriz de
covarianza de p(f |X,θ, θn), con hiperpara´metros θ y θn.
El ca´lculo de q(f |t,X,θ, θn) facilita la aproximacio´n de la verosimilitud mar-
ginal q(t|X,θ, θn) que tiene la siguiente forma
log q(t|X,θ, θn) = −1
2
f˜TCθ,θn
−1f˜ + log p(t|f˜)− 1
2
log |B| (D.7)
siendo B = I + W1/2Cθ,θnW
1/2 (I es la matriz identidad de dimensio´n K ×K).
Seguidamente, se maximiza la verosimilitud marginal aproximada q(t|X,θ, θn)
con respecto a θ (uno de los hiperpara´metros). Evidentemente, Cθ,θn es funcio´n
de θ y θn, y tambie´n f˜ y W lo son impl´ıcitamente. Si θ o θn var´ıan, la moda f˜
cambia.
La derivada parcial de log q(t|X,θ, θn) con respecto a θ se descompone en dos
te´rminos
∂log q(t|X,θ, θn)
∂θ
=
∂log q(t|X,θ, θn)
∂θ
|expl´ıcita + ∂log q(t|X,θ, θn)
∂θ
|impl´ıcita (D.8)
donde se calcula la derivada parcial expl´ıcita como sigue:
∂log q(t|X,θ, θn)
∂θ
|expl´ıcita = 1
2
f˜TCθ,θn
−1∂Cθ,θn
∂θ
Cθ,θn
−1f˜ − 1
2
tr((Cθ,θn + W
−1)−1
∂Cθ,θn
∂θ
)
(D.9)
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y la derivada parcial impl´ıcita tiene la siguiente forma:
∂log q(t|X,θ, θn)
∂θ
|impl´ıcita =
K∑
k=1
∂log q(t|X,θ, θn)
∂f˜ (k)
∂f˜ (k)
∂θ
(D.10)
donde
∂log q(t|X,θ, θn)
∂f˜ (k)
= −1
2
tr(B−1Cθ,θn
∂W
∂f˜ (k)
) (D.11)
y
∂ f˜
∂θ
= B−1
∂Cθ,θn
∂θ
∇ log p(t|f˜) (D.12)
La complejidad computacional para la implementacio´n del me´todo de Laplace
esta´ dominada por la descomposicio´n de Cholesky para el ca´lculo de B, que
requiere K3/6 operaciones (se refiere al nu´mero de iteraciones de Newton), y el
resto de las operaciones del algoritmo de Laplace son de orden O(K).
En cuanto a las limitaciones del me´todo de Laplace, cabe destacar el desajus-
te de la densidad de probabilidad predictiva sobre f ∗, p(f ∗|x∗,X, t,θ, θn), para
problemas de alta dimensio´n [Kuss2005].
D.3. Aproximacio´n EP
El algoritmo EP se basa en la inferencia Bayesiana [Minka2001a] para apro-
ximar la distribucio´n p(f |t,X,θ, θn) por una gaussiana q(f |t,X,θ, θn) de vector
media m y matriz de covarianza Σ.
Concretamente, se aproxima la verosimilitud (no gaussiana) p(t(k)|f (k)) con
una aproximacio´n local g˜k(f
(k)),
g˜k(f
(k)) = s(k) exp(−(f
(k) − µ(k))2
2v(k)
), para k = 1, . . . , K (D.13)
µ(k), v(k), y s(k) son te´rminos que se ajustan con el algoritmo EP.
Por tanto, q(f |t,X,θ, θn) se escribe como
q(f |t,X,θ, θn) ∝
K∏
k=1
g˜k(f
(k)) p(f |X,θ, θn) = g˜0(f)
K∏
k=1
g˜k(f
(k)) (D.14)
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siendo g˜0(f) = p(f |X,θ, θn).
A partir de (D.13) y de p(f |X,θ, θn) = N (0,Cθ,θn), q(f |t,X,θ, θn) en la
ecuacio´n (D.14) se convierte en un producto de te´rminos sencillos que pertenecen
a la familia exponencial. Las expresiones de m y Σ se deducen a trave´s de
m = ΣV−1µ y Σ = (Cθ,θn
−1 + V−1)−1 (D.15)
donde V = diag(v(1), . . . , v(K)) es una matriz diagonal y µ = [µ(1), . . . , µ(K)]T .
A continuacio´n, se presenta el procedimiento EP para ajustar iterativamente
los (µ(k), v(k), s(k)).
Se inicializan los valores µ(k), v(k), s(k), mk, y σk del siguiente modo:
µ(k) = 0, v(k) = ∞, s(k) = 1, mk = 0, y σk = cθ,θn(x(k),x(k))
donde mk = E[f
(k)] y σk = V ar[f
(k)] son la media y la varian-
za de q(f (k)|t,X,θ, θn), respectivamente.
Para k = 1, . . . , K:
1. Eliminar el k-e´simo te´rmino g˜k(f
(k)) de q(f |t,X,θ, θn) para producir una
aproximacio´n “antigua” q\k(f |t,X,θ, θn) y deducir
q\k(f (k)|t,X,θ, θn) = N (m\kk , σ\kk ) (D.16a)
donde
m
\k
k = E[f
(k) \k] = mk + σ
\k
k (v
(k))−1(mk − µ(k)) (D.16b)
σ
\k
k = V ar[f
(k) \k] = (
1
σk
− 1
v(k)
)−1 (D.16c)
2. Buscar la nueva qnew(f
(k)|t,X,θ, θn) = N (mk, σk) minimizando la diver-
gencia de Kullback-Leibler de q\k(f (k)|t,X,θ, θn)p(t(k)|f (k)) con res-
pecto a q(f (k)|t,X,θ, θn):
qnew(f
(k)|t,X,θ, θn) =
argmı´n
q(f (k)|t,X,θ,θn)
{KL(q\k(f (k)|t,X,θ, θn)p(t(k)|f (k))||q(f (k)|t,X,θ, θn))} (D.17)
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con
mk = m
\k
k + σ
\k
k αk ; αk =
t(k)(1− Zk)√
1 + σ
\k
k
; Zk = sgm(zk) ; zk =
t(k)m
\k
k√
1 + σ
\k
k
(D.18)
y
σk = σ
\k
k + (σ
\k
k )
2βk ; βk = −(t
(k))2Zk(1− Zk)
1 + σ
\k
k
(D.19)
3. Calcular la nueva g˜k(f
(k)):
v(k) = (σ−1k − (σ\kk )−1)−1
µ(k) = v(k)(σ−1k mk − (σ\kk )−1m\kk )
s(k) = Zk
√
2π
√
σk + σ
\k
k exp(
1
2
(m
\k
k −mk)2
σk + σ
\k
k
)
(D.20)
4. Obtener la nueva q(f |t,X,θ, θn) mediante el ca´lculo de Σ y m con los
nuevos valores de µ(k) y v(k) de (D.20).
Finalmente, la aproximacio´n de la verosimilitud marginal q(t|X,θ, θn) se ob-
tiene normalizando la ecuacio´n (D.14):
log q(t|X,θ, θn) = log
∫
p(f |X,θ, θn)
K∏
k=1
g˜k(f
(k)) df
=
K∑
k=1
log s(k) − 1
2
log |Cθ,θn + V| −
1
2
µT (Cθ,θn + V)
−1µ− K
2
log 2π
(D.21)
La adaptacio´n de los hiperpara´metros se hace maximizando log q(t|X,θ, θn)
con respecto a θ
∂log q(t|X,θ, θn)
∂θ
=
1
2
µT(Cθ,θn + V)
−1∂Cθ,θn
∂θ
(Cθ,θn + V)
−1µ
−1
2
tr((Cθ,θn + V)
−1∂Cθ,θn
∂θ
)
(D.22)
Minka demostro´ que este algoritmo proporciona -en general- mejores presta-
ciones que el me´todo de Laplace y el me´todo variacional de Bayes. Se tiene una
complejidad computacional de orden de O(K3) debido a la inversio´n de matrices;
adema´s, EP puede encontrarse con dificultades de convergencia, dependiendo del
problema que se considere [Minka2001a].
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D.4. Aproximacio´n EM-EP
EM-EP [Kim2006] es una modificacio´n del procedimiento EP que incluye la
estimacio´n de θ y θn mediante la aplicacio´n de EM en dos pasos:
Paso E: se aproxima p(f |t,X,θ, θn) por una gaussiana
q(f) = N (m,Σ) (D.23)
aplicando EP. m y Σ son el vector media y la matriz de covarianza de q(f),
respectivamente.
Paso M: dada q(f), se reestiman θ y θn maximizando el l´ımite inferior
F (θ, θn) de la desigualdad de Jensen
F (θ, θn) =
∫
q(f) log
P (t|f) p(f |X,θ, θn)
q(f)
df
≤ logP (t|X,θ, θn)
(D.24)
Considerando la forma gaussiana de p(f |X,θ, θn), se obtienen los nuevos va-
lores de θ y θn derivando F (θ, θn) con respecto a θ:
∂F (θ, θn)
∂θ
= −1
2
tr(Cθ,θn
−1 ∂Cθ,θn
∂θ
) +
1
2
mT Cθ,θn
−1∂Cθ,θn
∂θ
Cθ,θn
−1m
+
1
2
tr(Cθ,θn
−1 ∂Cθ,θn
∂θ
Cθ,θn
−1Σ)
(D.25)
Los dos pasos se alternan hasta la convergencia. El detalle de la derivacio´n de
la ecuacio´n (D.25) se encuentra ma´s adelante.
El algoritmo EM-EP suele ofrecer buenas estimaciones de los hiperpara´me-
tros; su principal inconveniente es su alto coste computacional, (O(K3) operacio-
nes).
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Derivacio´n de F (θ, θn) con respecto a θ
F (θ, θn) se puede escribir de la siguiente forma
F =
∫
q(f) logP (t|f)df +
∫
q(f) log p(f |X,θ, θn)df −
∫
q(f) log q(f)df (D.26)
La primera y la u´ltima integral son independientes de θ y θn; entonces
∂F
∂θ
=
∂(
∫
q(f) log p(f |X,θ, θn)df)
∂θ
(D.27)
y∫
q(f) log p(f |X,θ, θn)df = Eq[log p(f |X,θ, θn)]
= Eq[−12 log |2πCθ,θn| − 12fTCθ,θn−1f ]
= −1
2
log |2πCθ,θn| −
1
2
Eq[f
TCθ,θn
−1f ]
= −1
2
log |2πCθ,θn| −
1
2
Eq[f ]
TCθ,θn
−1Eq[f ]− 1
2
tr(Cθ,θn
−1Cov[f ])
= −1
2
log |2πCθ,θn| −
1
2
mTCθ,θn
−1m− 1
2
tr(Cθ,θn
−1Σ)
(D.28)
Finalmente, se calculan las derivadas parciales de (D.28) con respecto a θ, y
se obtiene la expresio´n (D.25).
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