Fisher sequential classifiers.
This paper presents further discussion and development of the two-parameter Fisher criterion and describes its two modifications (weighted criterion and another multiclass form). The criteria are applied in two algorithms for training linear sequential classifiers. The main idea of the first algorithm is separating the outermost class from the others. The second algorithm, which is a generalization of the first one, is based on the idea of linear division of classes into two subsets. As linear division of classes is not always satisfactory, a piecewise-linear version of the sequential algorithm is proposed as well. The computational complexity of different algorithms is analyzed. All methods are verified on artificial and real-life data sets.