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f L 2 in dimension 2 is known to be false. In this case, Tao showed an alternative of the form e it∆ f L 2 t L ∞ ρ L 2 ω f L 2 by introducing the mixed norms on the polar coordinates x = ρω with ρ > 0, ω ∈ S 1 . Motivated by this, we study the Strichartz estimates with angular integrability in higher dimensions. More generally, we consider a weighted mixed norm in the polar coordinates. As an application, the existence of solutions for the inhomogeneous nonlinear Schrödinger equation i∂tu + ∆u = λ|x| −α |u| β u for L 2 data is shown up to the L 2 -critical case which has been left unsolved until quite recently. Our result here will provide more information on the solution such as the angular integrability.
Introduction
The physical interpretation of the Schrödinger equation i∂ t u + ∆u = 0 is that |u(x, t)| 2 is the probability density for finding a quantum particle at place x ∈ R n and time t ∈ R. This leads us to think that L 2 (R n ) will play a distinguished role. Indeed, the Schrödinger propagator e it∆ , which gives a formula for the solution, is an isometry on L 2 . That is, e it∆ f L 2 x = f L 2 for any fixed t. But interestingly, when averages on time are also made a much richer L p integrability can be observed. This space-time integrability known as Strichartz estimates has been extensively studied over the last several decades and is now completely understood as follows (see [17, 9, 14, 12] ):
if and only if (q, r) is Schrödinger-admissible, i.e., q ≥ 2, 2/q + n/r = n/2 and (q, r, n) = (2, ∞, 2). Here the propagator is given by the Fourier multiplier with symbol e −it|ξ| 2 as
The endpoint case q = 2 when n = 2 is known to be false in [14] . In this case, Tao [18] showed an alternative of the form
by introducing the mixed norms on the polar coordinates x = ρω with ρ > 0, ω ∈ S 1 .
The aim of this paper is twofold. Motivated by (1. 2), we first study the Strichartz estimates with angular integrability in higher dimensions n ≥ 3. More generally, we consider a weighted mixed norm in the polar coordinates x = ρω as
ρ −γ f (ρω) r L k ω (S n−1 ) ρ n−1 dρ 1/r for 1 ≤ r, k ≤ ∞ and γ ≥ 0. Particularly when r = k, this norm coincides with the weighted L r norm, f (x) L r (|x| −rγ ) , and hence it can be seen as a refined norm with respect to the angular integrability. As an application, the existence of solutions for the inhomogeneous nonlinear Schrödinger equation (INLS) i∂ t u + ∆u = λ|x| −α |u| β u for L 2 data is shown up to the L 2 -critical case which has been left unsolved until quite recently. This critical case was first solved in our recent work [13] where u ∈ C t L 2
x ∩L q t L r x (|x| −rγ ) for certain q, r, γ and it turns out that the weighted setting is more suitable for this INLS model to handle the singularity |x| −α in the nonlinearity more effectively even for the L 2 -critical case. At this point, we note that this result where r = k implies automatically a result in a more wider solution space L q t L r ρ L k ω (|x| −rγ ) when r > k. Hence the essential matter is when r < k and we aim here to obtain a result in this case which provides more information on the solution such as the angular integrability. We modify the approach developed in [13] to make it applicable to this situation. This is our secondary objective in this paper.
1.1. Strichartz estimates with angular integrability. In the following theorem we state the Strichartz estimates with angular integrability.
in which the first inequality is replaced by the strict one when q = 2 and the case γ = 1 is excluded when r < k, and
Assume similarly for (q,r,k;γ). Then we have
Remark 1.2. The critical case q =q ′ (equivalently, q =q = 2) in (1.6) can be deduced from a bilinear form estimate for the endpoint case q = 2 of (1.5) particularly when γ =γ. See Section 4. But here we shall not be interested in the general case γ =γ since it does not affect the well-posedness results in this paper at all.
The range of (1/q, 1/r, 1/k) (or (1/ q, 1/ r, 1/ k)) for which Theorem 1.1 holds.
We shall give more details about the conditions on (q, r, k; γ) in the theorem. See also Figure 1 above. When r = k, (1/q, 1/r, 1/k) lies on the closed triangle with vertices A, D, G, and particularly for γ = 0 and γ = 1 it lies on the segment [A, G] and the point D, respectively. Note here that (1.5) on the segment [A, G] recovers entirely the classical Strichartz estimates (1.1). When r < k, the lower bound of γ in (1.3) and (1.4) implies that (1/q, 1/r, 1/k) lies on the closed triangle with vertices A, E, G except for the segment (A, E], and the segment [E, D) corresponding to the case γ = 1 is excluded. Consequently, the region of (1/q, 1/r, 1/k) when r ≤ k for which the theorem holds is given by deleting the segments (A, E] and [E, D) from the closed tetrahedron with vertices A, E, D, G. The remaining case r > k in the theorem follows trivially from the case r = k using the inclusion of L k spaces on the compact set S n−1 . Therefore, the region of (1/q, 1/r, 1/k) when r > k is given by deleting the closed triangle with vertices A, D, G from the closed pentahedron with vertices A, D, G, H, B, C. As will be seen later in Section 5, it is important to consider (1/q, 1/r, 1/k) in this trivial region in answering the aforementioned question on the well-posedness.
Let us now review some known results for the homogeneous estimate (1.5). We shall assume n ≥ 3 to make the review shorter. Particularly when k = 2, the estimate on the segment [D, F ) can be deduced from Lemma 2 in [4] . It can be also found in Theorem 1.7 of [11] when (1/q, 1/r, 1/k) lies in the closed triangle with vertices D, F, G except for the segment [F, G] . (See also [7] for a related work.) Most significantly, Ozawa and Rogers [15] obtained (1.5) for the non-endpoint case q > 2 in the theorem which corresponds to the closed tetrahedron with vertices A, E, D, G from which the closed triangle with vertices A, E, D is removed (see Theorem 5.1 there). The endpoint case q = 2 particularly on the segment [A, D] can be found in [13] . Hence our contribution in relation to (1.5) is to fill the more delicate endpoint cases when r < k. Meanwhile, the inhomogeneous estimate (1.6) when q >q ′ would follow from the homogeneous estimates adopting the T T * argument and the Christ-Kiselev lemma. For the critical case q =q ′ , see Remark 1.2.
Applications. Let us now consider the Cauchy problem for the inhomogeneous nonlinear Schrödinger equation (INLS)
where 0 < α < 2, β > 0 and λ = ±1. Here, the case λ = 1 is defocusing, while the case λ = −1 is focusing. This model arises in various physical contexts such as nonlinear optics and plasma physics for the propagation of laser beams in an inhomogeneous medium ( [1, 19] ). This equation enjoys the scale-invariance u(
where u δ,0 denotes rescaled initial data. If β = (4 − 2α)/n, the scaling preserves the L 2 norm of u 0 and in this case (1.7) is called the mass-critical (or L 2 -critical) INLS.
The case α = 0 in (1.7) is the classical nonlinear Schrödinger equation (NLS) whose well-posedness theory in L 2 has been extensively studied over the past several decades and is well understood (see, for example, [20] for the subcritical case, β < 4/n, and [3] for the critical case, β = 4/n). However, much less is known about the INLS which has drawn attention in recent years. Guzmán [10] first obtained a local and small data global well-posedness results in the subcritical case β < (4 − 2α)/n. He used the contraction mapping argument by making use of the classical Strichartz estimates (1.1) which do not work for the critical case β = (4 − 2α)/n. This critical case was first solved in our recent work [13] where u ∈ C t L 2
x ∩ L q t L r ρ L k ω (|x| −rγ ) for certain (1/q, 1/r, 1/k) in the closed triangle with vertices A, D, G. The argument in [13] can be also reduced to the case γ = 0 which recovers entirely the classical results mentioned above for the NLS. In this regard the weighted setting is more suitable for the INLS model to handle the singularity |x| −α in the nonlinearity more effectively.
At this point, we note that this result where r = k implies automatically a result in a more wider solution space L q t L r ρ L k ω (|x| −rγ ) when r > k. Hence the essential matter is the case when r < k which provides more information on the solution such as the angular integrability. Motivated by this, we aim here to obtain a result in this case where (1/q, 1/r, 1/k) lies in the closed tetrahedron with vertices A, E, D, G from which the segments (A, E], [E, D) and the closed triangle with vertices A, D, G are removed. Our first result is the following local theorem up to the critical case β = (4 − 2α)/n. 
Furthermore, the continuous dependence on initial data holds.
Remark 1.4. When α ≤ 1, the range of γ in the theorem may be replaced by 0 < γ ≤ α/(β + 1). Particularly when α = 0, it is then deduced that γ = 0 in the proof, and in this case resulting results cover the classical results [20, 3] for the NLS.
As we shall see in the proof of the theorem, we can give a precise estimate for the life span of the solution according to the size of the initial data,
in the subcritical case. Thanks to the mass conservation for the INLS equation,
we can then apply the local result repeatedly, preserving the length of the time interval to get a global solution. However, the situation for the critical case is quite different. In this case, the local solution exists in a time interval depending on the data u 0 itself and not on its norm. Thus, the conservation (1.9) does not guarantee the existence of a global solution any more. For this reason, u 0 L 2 is assumed to be small for the critical case in the following global result.
Theorem 1.5. Under the same conditions as in Theorem 1.3, the local solution extends globally in time with u ∈ C([0, ∞);
Particularly in the critical case β = (4 − 2α)/n, u 0 L 2 is assumed to be small and the solution scatters in L 2 , i.e., there exists ϕ ∈ L 2 such that
Outline of paper. In Section 2 we prove the homogeneous estimate (1.5) in Theorem 1.1 by using the T T * argument and then approaching to a bilinear form setting in which we apply the real interpolation method to its time-localized estimates (Proposition 2.1). Section 3 is devoted to proving Proposition 2.1. In Section 4 we briefly discuss the inhomogeneous part in the theorem. In the final section, Section 5, we obtain some weighted estimates (Lemma 5.1) for the nonlinear term |x| −α |u| β u in the INLS which play a crucial role to prove the well-posedness results (Theorems 1.3 and 1.5) when applying the contraction mapping argument along with the Strichartz estimates.
Throughout this paper, the letter C stands for a positive constant which may be different at each occurrence. We also denote A B to mean A ≤ CB with unspecified constants C > 0.
Homogeneous estimates
In this section we prove the homogeneous estimate (1.5) in Theorem 1.1 by using the T T * argument and then approaching to a bilinear form setting. We finally apply the real interpolation method to its time-localized estimates (Proposition 2.1) obtained in the setting.
As already explained in the paragraphs below Theorem 1.1, we suffice to show (1.5) when (1/q, 1/r, 1/k) lies in the open triangle with vertices A, E, D, i.e., 0 < γ < 1,
Then by the T T * argument we may show
under the conditions 0 < γ < 1 and (2.1). By duality and symmetry, we are again reduced to showing the following bilinear form estimate
Here, · , · denotes the usual inner product on L 2 . To show (2.2), we first decompose the integral region Ω = {(s, t) ∈ R 2 : s < t} dyadically away from the singularity t = s. Indeed, we break Ω into a series of timelocalized regions using a Whitney type decomposition (see [16] or [8] ); let Q j be the family of dyadic squares in Ω whose side length is dyadic number 2 j for j ∈ Z. Each square Q = I × J ∈ Q j has the property that
and Ω = ∪ j∈Z ∪ Q∈Qj Q where the squares Q are essentially disjoint. Now we may write
We then obtain the desired estimate (2.2) by making use of the bilinear interpolation between its time-localized estimates in the following proposition which will be proved in the next section. 
Then we have
for all j ∈ Z and all ( 1 a , 1 a ) in a neighborhood of ( 1 r , 1 r ) (see Figure 2 ) with r = 2n n − 2 + 2γ and β(a,ã)
From making use of the bilinear interpolation between the estimates (2.5), we shall now deduce
which clearly implies (2.2). Indeed, from the proposition we have the following three estimates
where, for a sufficiently small ε > 0 and i = 0, 1,
Next we define the vector-valued bilinear operator B by
Then the above three estimates are rewritten as
, respectively, with β 0 = β(r 0 , r 0 ) and β 1 = β(r 0 , r 1 ) = β(r 1 , r 0 ). Here, ℓ s q denotes a weighted sequence space defined for s ∈ R and 1 ≤ q ≤ ∞ with the norm
Applying the following lemma with p = q = 2 and θ 0 = θ 1 = 1/3, we now get
, Section 3.13, Exercise 5(b)) For i = 0, 1, let A i , B i , C i be Banach spaces and let T be a bilinear operator such that T :
Here, (· , ·) θ,p denotes the real interpolation functor.
Finally, we shall apply the real interpolation space identities in the following lemma (see [6] and [2] ). Lemma 2.3. Let 0 < θ < 1. If 1 ≤ p 0 , p 1 < ∞ and 1/p = (1 − θ)/p 0 + θ/p 1 , then
9)
for Banach spaces A 0 , A 1 . If s 0 , s 1 ∈ R, s 0 = s 1 and s = (1 − θ)s 0 + θs 1 , then
Indeed, applying the lemma implies that (ℓ β0 ∞ , ℓ β1 ∞ ) 2 3 , 1 = ℓ 0 1 and
Since r ′ < 2, the first identity in (2.9) does not applied inside the L 2 t space any more. Instead we will make use of the second one, and hence we must take k ′ = k ′ 0 = k ′ 1 , but this is possible because (2.7) holds for a sufficiently small ε > 0 if
which is exactly the same as in (2.1). (Note here that the first strict inequality excludes the segment (A, E] in Theorem 1.1.) Since we may write
which follows directly from applying the second identity in (2.9) and then using the embedding property of Lorentz spaces, L r ′ ρ ⊂ L r ′ ,2 ρ for r ′ < 2. Combining (2.8) with the resulting real interpolation spaces, we now get
which is equivalent to the desired estimate (2.6). This completes the proof.
Time-localized estimates
This section is devoted to proving the time-localized estimate (2.5) in Proposition 2.1. Let us first set
for each square Q = I × J ∈ Q j . Then we only need to show
to get (2.5). Using the fact that for each I there are at most a fixed finite number of intervals J which satisfy (2.3) and they are all contained in a neighborhood of I of size O(2 j ), we indeed get
as desired. From now on, we shall show (3.2) for the following exponents (see Figure 2) :
in which b andb are also given to hold (2.4) . The proposition will then follow by interpolation and the fact that 2 < r < ∞.
To show the first case (a), we recall the following time decay estimates (see Proposition 4.2 in [15] ):
Since this estimate does not hold for a = ∞, we cannot take the origin instead of the point A in Figure 2 . Hence we need to carefully choose the point A near the origin by observing, from the condition γ < n a , the fact that the more nearer we take the point A to the origin, the higher the admissible dimension is. The point A = ( 3γ 8 , 3γ 8 ) would suffice to cover all dimensions n ≥ 3. Now we use Hölder's inequality and (3.3) to obtain
where it is required to hold λ < b < ∞ and 2(n − 1)(1/λ − 1/b) ≤ γ that are just the first condition (2.4) with a = λ. By applying Hölder's inequality again in each t and s, we get
Now it remains to show the second case (b). (The case (c) is shown clearly in the same way.) By bringing the s-integration inside the inner product in (3.1) and then applying Hölder's inequality in ω, ρ and t in turn, we first see that
whereq > 2 is given so that (1.4) holds for (q, r) = (q, 2). Then by using the T T * version of (1.5), we have
for q > 2 given so that (1.4) holds for (q, r) = (q, a). (Note here that there can exist such q,q > 2 for γ < 1 from which the segment [E, D) is excluded in Theorem 1.1.) By combining (3.4) and (3.5), we now get
. Using Hölder's inequality in t since q ′ < 2, and then using the identity (1.4) for (q, r) = (q, a), we estimate
and similarly
. Therefore, we get
as desired.
Inhomogeneous estimates
Here we prove the inhomogeneous estimate (1.6) in Theorem 1.1. From the standard T T * argument and the Christ-Kiselev lemma ( [5] ), the homogeneous estimate
for (q, r, k; γ) and (q,r,k;γ) given as in the theorem except for the case q =q ′ (equivalently, q =q = 2). To deduce (1.6), which is given by replacing t −∞ in (4.1) by t 0 , from (4.1), first decompose the L 2 t norm in the left-hand side of (1.6) into two parts, t ≥ 0 and t < 0. Then the latter can be reduced to the former by a change of variables t → −t, and so we only need to consider the first part t ≥ 0. But, since [0, t) = (−∞, t) ∩ [0, ∞), by applying (4.1) with F replaced by χ [0,∞) (s)F , the first part follows directly.
Now we obtain (4.1) further to include the case q =q = 2 when γ =γ. In this case, r =r which follows from (1.4). First we note that (2.2) implies t −∞ e i(t−s)∆ F (·, s)ds
by duality. Since S n−1 is compact, we diminish k and increase k ′ in (4.2) for any k satisfying (2.1). This gives (4.1) when q =q = 2, r =r and γ =γ, as desired.
The well-posedness in L 2
In this section we prove Theorems 1.3 and 1.5 by applying the contraction mapping principle based on the Strichartz estimates in Theorem 1.1. The following nonlinear estimates play a key role in this step.
Lemma 5.1. Let n ≥ 3, 0 < α < 2 and 0 < β ≤ (4 − 2α)/n. Assume that the exponents (1/q, 1/r, 1/k) and γ satisfy all the conditions given as in Theorem 1.3. Then there exist certain exponents (1/q, 1/r, 1/k) in the closed pentahedron with vertices A, D, G, H, B, C from which the closed triangle with vertices A, D, G is removed in Figure 1 , for which 
in which the second inequality is replaced by the strict one when q = 2, and 4) which are equivalent to say that (1/q, 1/r, 1/k) is in the closed tetrahedron with vertices A, E, D, G from which the segments (A, E], [E, D) and the closed triangle with vertices A, D, G are removed, while (1/q, 1/r, 1/k) is in the closed pentahedron with vertices A, D, G, H, B, C from which the closed triangle with vertices A, D, G is removed. Note here that the closed triangle with vertices A, D, G is lying between these two points. We then let 1
with which we use Hölder's inequality repeatedly to obtain
as desired in (5.1). Now we only need to check the conditionsq ′ < q, (5.2) and (1.8). The first one follows from the first equality in (5.5) as 1/q ′ − 1/q = θ + β/q > 0. By combining the second conditions in (5.3) and (5.4) together with (5.5), it is a direct calculation that θ is determined by (5.2) . To show the last condition, we first use the last three conditions in (5.5) to convert the exponentsr,k andγ in (5.4) to r, k and γ. Then the last condition in (5.4) may be replaced by the last one in (5.3) and hence the remaining ones are 0 ≤ α − γ(β + 1) ≤ 1 (5.6)
We then plug (5.7) into 2 ≤q ≤ ∞ to see
Similarly, 2 ≤r < ∞ and 1 ≤k < ∞ are converted to
respectively. The latter here is redundant since r < k, while combining the former with (5.8) using (5.6) implies
This and (5.6) are exactly the same as in (1.8). where F (u) = | · | −α |u(·, s)| β u(·, s). For suitable values of T, M > 0, we shall show that Φ defines a contraction map on
on which we define a metric as
where I = [0, T ] and (q, r, k; γ) is given as in Theorem 1.3.
To do so, we first show that Φ is well defined on X. In other words, for u ∈ X
Applying (1.5) and (1.6) to (5.9), and then using Lemma 5.1, we obtain
On the other hand, using Plancherel's theorem, the adjoint version of (1.5), and (5.1) in turn, we see
Thus, if we fix M = 4C u 0 L 2 and take T > 0 so that
we obtain (5.10).
Next we show that Φ is a contraction. Namely, for u, v ∈ X
By repeating the same arguments used in (5.12), we see
and then we will show
which is reduced to showing
by the following simple inequality
To show (5.17), we apply Lemma 5.1 with v replaced by |u − v| to obtain
, which implies (5.17) since T, M > 0 were taken in (5.13) so that T θ M β ≤ 1/(8C). On the other hand, using (1.6),
) . This and (5.15), combined with (5.16), implies (5.14) as desired.
Therefore, we have proved that there exists a unique local solution
. Since T carries a positive power θ in the above argument when β < (4 − 2α)/n, one can give a precise estimate for the life span of the solution in terms of the initial data,
. The continuous dependence of the solution u with regard to the initial data u 0 follows clearly in the same way:
Here, u, v are the corresponding solutions for initial data u 0 , v 0 , respectively. Thanks to the mass conservation (1.9), we can iterate the above process on translated time intervals, preserving the length of the time interval comparable to u 0 −β/θ L 2 in order to extend the above local solution globally in time.
5.2.
The critical case. The critical case requires somewhat different arguments and it yields different conclusions. This is because the power θ in the above argument becomes zero in this critical case. This time we cannot gain a small power of T and the smallness must have a different source, which will result in the smallness assumption on the initial data.
We First, we see as in (5.12) and (5.11) that sup t∈I Φ(u) L 2 x ≤ C u 0 L 2 + CM β+1 and Φ(u) L q t (I;L r ρ L k ω (|·| −rγ )) ≤ e it∆ u 0 L q t (I;L r ρ L k ω (|·| −rγ )) + CM β+1 , respectively. Here we observe that e it∆ u 0 L q t (I;L r ρ L k ω (|·| −rγ )) ≤ ε for some sufficiently small ε > 0 chosen later, if either u 0 L 2 is small (see (1.5)) or T > 0 is small enough so that the dominated convergence theorem can be applied. Hence, one can take T = ∞ in the first case and T to be such a small time in the second case. We therefore get Φ(u) ∈ X for u ∈ X if C u 0 L 2 + CM β+1 ≤ N and ε + CM β+1 ≤ M. Now by taking N = 2C u 0 L 2 and M = 2ε and then choosing ε > 0 small enough such that (5.18) holds and CM β ≤ 1/2, it follows that Φ is a contraction on X. Therefore, there exists a unique local solution u ∈ C t ([0, T ]; L 2 x ) ∩ L q t ([0, T ]; L r ρ L k ω (| · | −rγ ) with a small T > 0. But when u 0 L 2 is small, we can take T = ∞ in the above argument to obtain a global solution. The continuous dependence on the initial data u 0 follows in the same way as before. Finally, we show the scattering property. Using (5.9) and following the argument above, one can easily see that 
