Abstract. Existence theorems for optimal control problems in Banach spaces are stated and proved.
In the present paper, we consider problems in a Banach space setting, having mainly in mind multidimensional problems with distributed parameters (though usual one-dimensional problems are vcell included). In Part 2, we shall consider problems with distributed and boundary controls in Sobolev spaces.
In independent papers, Cesari (Ref. 14) and Suryanararyana (Ref. 15 ) will prove existence theorems for linear problems without convexity requirements, and Suryanarayana will also prove that convexity and monotonicity-type properties imply property (Q).
2. M a y e r -T y p e P r o b l e m s 2.1. Definitions. We deal here with a topological space (X, ~-), with a Banach space B with norm II tl, and with metric spaces (G, O), (Y, d), (U, d'). In most applications, X will be also a Banach space and r its weak topology. We assume that G is also a finite, complete measure space (G, ~,/~) such that the a-algebra ~ contains the Borel sets of (G, p) and/~ is regular. Concerning Y and U, we assume that they are a-compact, that is, the countable union of compact subsets. Let A be any subset in G × Y such that, for any t e G, the set A
(t) = [y ~ Y, (t, y) E A] is nonempty. For every (t, y) e A, let U(t, y) be a given nonempty subset of U. L e t f ( t , y , u) be a given function defined on the set

S = [(t,y,u)EG × Y × U[(t,y)~A, u~ U(t,y)]
with values in B, or f: S --* B.
We assume that A, S, and the function f satisfy a Carath6odory condition (C) on G, that is, given e > 0, there is a compact subset K C G such that/~(G --K) < E, the sets
A K : [(t,y) e A [ t e K ] , SK = [(t, y, u) e S l t e K ] are closed [in the product topologies of (G, p) × (Y, d) and (G, p) × (Y, d) × (U, d'), respectively], and t h a t f restricted to S~: is continuous (in the weak topology of B). Thus, there is a set T C G, T e ~,/x(T) = 0, such that, for all t ~ G --T, the sets
A(t) = l y e Y[(t,y)~A], S(t) = [ ( y , u ) e Y × Ul(t,y,u)eS]
are closed, a n d f ( t , . , .) is continuous on S(t). We shall denote below by To some set T 0 C G , T 0~c~,/z(T0)=0, T C T O . 
L~(G, B) CL~(G, B) CL,(G, B) C ix(G, B).
Let L, M be two operators (not necessarily linear) with domains
D(L), D(M) C X and values in L~(G, B), /X(G, Y), respectively, and let
Xo C D(L) ~ D(M)
be a given nonempty part of their intersection. We shall consider the restrictions of L and M on Xo, or
We shall say that a pair x, u is admissible provided x~X 0 , u ~/X(G, U), and
Lx(t) = f(t, Mx(t), u(t)),
ix a.e. in G.
T h e n we say that y = /~x~/ x ( G , Y) is a state function, and that u E/X(G, U) is a strategy, or control function. We shall consider a given collection s9 of admissible pairs x, u. Then, we shall denote by {x}o.~ the collection {x}~ = {x ~ X0, (x, u) ~ £2 for some u}, and we have {x}~ C X0 C X.
Finally we assume that a lower semicontinuous functional I is defined in {x}~, that is, I: {x}e-+ E 1, or in a larger class of elements x ~ X o . We say that the class ~2 is closed (with respect to the Mayer problem under consideration) provided, whenever (x1~ , uk) ~ D (that is, xl~ ~ {x}o), k = I, 2,..., x k -+ x in (X, r) as k -+ 0% x ~ X0, and there is some u e/X(G, U) such that x, u is admissible, then there is aIso some e/X(G, U) with (x, ~) ~ D, thus x e {x}a, and
Actually, in most Mayer problems, I is continuous on {x}e in the topology r of X relatively to X o .
G e o m e t r i c -T y p e Condition (P):
A Drastic R e d u c t i o n of Property (Q). For (t, y) ~ A, we shall consider below the sets
We say that the sets Q(t, y) satisfy property (Q) with respect to y at the point (t o , Y0) 6 21 provided Q(to,y0) = 0 cl co 0 Q(to,y),
¢>0
YeNE (Yo) where
We say that, for a given t o ~ G, the sets O(t, y) have property (Q) with respect to y in A(to) provided the property-above holds for all Yo ~ A(to). Sets having property (Q) are necessarily convex and closed. Property (Q) is an upper semicontinuity property for convex sets (Ref. For sets Q(t, y) which are closed and convex, the following geometric type conditions (P) represent a drastic reduction of property (Q).
We Concerning (P2), we only note that, for B = E ~, Y = E*, U = E'% the sets Q(t, y) c3 V(0, N) are convex, equibounded, and compact, and the less demanding property (K) can welt replace property (Q) in (P2). Moreover, property (P2) is then certainly satisfied if If(t, y, u)l --* co as ! u ] ---~ q-co uniformly on any bounded subset of A(t) [as a consequence of the mere continuity of f on S(t) for t ~ G --To]. For convex equibounded compact sets in Euclidean spaces, property (Q) is equivalent to upper semicontinuity by set inclusion, and thus (P2) is similar to the analogous requirement in Filippov's existence theorem.
P r o p e r t i e s of O p e r a t o r s .
Let (X, r) be any topological space , Z a Banach space, X o a subset of X, and A: X 0 --> Z a given operator, not necessarily linear.
The operator A is said to have the strong (weak) closure property on X 0 with respect to (X, r) provided x k c X0, k = 1, 2,..., xl~ -+ x in (35, r) as k --~-~, x ~ Xo , Axl~ -->y strongly (weakly) in Z implies that A x = y.
The operator A is said to have the strong (weak) closed graph property on A o with respect to (X, r) provided x k ~ X0, k --1, 2,... xa~--~-x in (X, r) as k -+ co, x ~ X, A x k ---> y strongly (weakly) in Z implies that x ~ X o and A x ..... y.
We mention here that, whenever X o = X, closure property and closed graph property coincide. In our previous paper (Ref. 5) , it was always assumed that X 0 --X; and, in att examples in Ref. 5 concerning some Sobotev space X, the closure property was satisfied.
The operator A is said to have the strong (weak) convergence property on X 0 with respect to (X, r) provided xk e Ao, h = 1, 2,..., xl~--~ x in (X, r) as k--~ co, implies that there is a subsequence [kJ such that Axko, s = 1, 2 ..... is strongly (weakly) convergent in Z.
If ( If Xoo C X o C X and, in the properties above we assume that x k e X00 , k = 1, 2,... (but x is still required to be in 2(o) , then we say that the properties above hold relatively to Xo0 • If xx~ ~ Xoo, xk --~ x in (X, r) implies that x ~ 2(o, then we say that the closure of _Xo0 in (X, r) is contained in 32o, or briefly cl X00 C X 0 [with respect to the space (X, r)]. This property is trivial if X 0 = X.
If f2 is a class of admissible pairs x, u with x ~ {x}a C X o C X, u e IX(G, U), we say that f has the strong (weak) convergence property in L p ( G , B ) for some p, 1 ~<p ~< ao, provided (Xk,Uk)el2, k = 1, 2,..., x k -+ x in (X, r) as k -~ co implies that, for 
i! f(t, Yl , u) --f(t, Y2 , u)tlB <~ F(t)h([{ Yl --Y~ lit).
This condition (F) is a consequence of condition (C) if Y = E ~, U .... E ~ are both Euclidean spaces.
Concerning the measure space G and the Banach space B, we shall need in some of our alternate conditions one or another of the following properties: 
The condition (Q*) reduces to (Q) for B e --=-{0}, and to (K) for & = {0).
Alternatively, if we assume that fl has weak convergence property in LI(G, B1) , then (ii) can be deleted.
Another combination of the various hypotheses, is, for instance, as follows.
( 1, 2, 3, 4 . Spaces B2, Ba, B~ may be trivial, but B~ is not. We assume that L 2 has weak convergence property, L a has closure in measure property, L 4 and M have convergence in measure property (all relatively to {x}~). We assume thatfl has the weak convergence property in Lt(G , Ba) , and that fa(t, y) is independent of u. Finally, we assume that, for every t ~ G -T O , the sets Q(t, y) satisfy property (Q*) with respect to y in A(t) relatively to (B~ X B 2 , B a X B~).
L~x(t) =f~(t, Mx(t)), u(t)), i -
Here we assume that all operators L 1 , Lz, L a , L~, M have the closure property in X 0 , and that at least one of them (is not trivial and) has the closed graph property in Ao.
(AP) B Banaeh with properties (R1), (R2); Y, U metric. We assume that (i) {x}~ C X o C X; and (ii)L: X o --+LI(G, B) has weak convergence property relatively to {x}o.; M: X 0 --+/,(G, Y) has convergence in measure property relatively to {x}o. We assume that the sets Q(t, y) are closed and convex, and satisfy geometric type conditions (el), (1"2).
Mternatively, if we assume that f has weak convergence property in LI(G, B), then (ii) can be deleted.
(AP*) B = B1 × B2 as (AQ*), B, with properties (R1), (R2), Y, U metric; L = L~ × L~ , f = (f~ , f~), k , Lt , M as in (AQ*). Properties (i) to (iv) as in (AQ*). We assume properties (P1), as in Section 2.2, with the sets O(t, y) n V(O, N) having property (Q*) with respect to y in A(t) relatively to (B1, B2).
Again 
I[ f ( t, y~ , u) ~-f ( t, y~ , u)ll, ~ F( t ) h([[ y~ --y~ lit). (1)
For p = 0% this same relation holds for some 
a function F(t) >~ O, t ~ G, F eL~(G, E ~) such that, for all (t, y~, u), (t, y 2 , u )~S , t e G --T O , we have llf(t,y~,u) --f(t, y2,u)lJB ~F(t)
F o r t , = oo, 1 ~q < oo, there are constants c* >/0, 0 < / 3~q , and functions F as above, and e(¢) ~> 0, 0 ~< ~ < o0, ~ monotone nondecreasing such that ,r I £P 
ilf(t,y~, u) --f(t,y~, u)'fB ~ F(t)
a
(t) >~ O, t ~ G, F cL~(G, E 1) such that, for all (t, Yl , u), (t, Y2 , u) ~ S, we have
II f (t, yl , u) --f (t, y2 , u)llB <~ F(t)
For q ......... o% there are functions F as above and ~(~) > / 0 , 0 ~< ~ < co, monotone nondecreasing such that
Note that e is not required to satisfy ~(0 +) .... 0 and, therefore, these analytic conditions are essentially growth conditions. 2.5. C a s e o f f L i n e a r in u. We assume here that U(t) depends on t only, that B, Y, U are Banach spaces, and thatf(t, y, u) is linear in u, that is, of the form
f(t, y, u) = C(t, y)u -I-D(t, y).
Thus, D: A -+ B , C :
A -+ S F = 5f(U, B), the Banach space of all bounded linear operators from U to B. The statement in Section 2.4 still holds under each of the alternate hypotheses (AQ) to (H~).
The following assumptions on C, D imply the corresponding assumptions on f.
Carath~odory's condition (C) on f certainly holds if we assume:
(C') Given ~ > 0, there is some compact subset K of G such that /~(G --K) < e, the sets 
AK == [(t, Y)I t E K, y e A(t)] C G × Y,
S~c = [(t, y, u)l t e K, y e A(t), u e U(t)] C G ×
II C(t, yl) --C(t,Y~)!Le', !1D(t, Yl) --D(t,y~)IIB <~/~(t) h(lfyl --Y2[IY). (5)
If Y = E*, U ...... E m, then (C') implies (F'). The statement in Section 2.4 holds in the present situation, with (C') replacing (C) and the corresponding alternate assumptions [(F') replacing (F) whenever needed].
Conditions (G~q) to (H~) can be replaced by analogous conditions, say ( G~) to (H~') on C and D. For instance, (G;,) is the same as (Gsq), with the following assumption replacing (2): 
~]4x(t) e A(t), u(t) ~ U(t, Mx(t)), Lx(t) -~ f(t, Mx(t), u(t)),
~-a.e. in a, and f0(', Mx(.), u(')) eLl(G, El), and thus the integral
has a finite value for every admissible pair (x, u). We shall consider a given class ~2 of admissible pairs (x, u); and thus ] is a functional defined on 12, or I: 12 --* E 1.
As in Section 2.1, we denote by {x}e the collection {x}~ = {x e X 0 , (x, u) ~ 12 for some u}, so that {x}n C X o C X. We shall say that the class 12 is closed (with respect to the Lagrange problem under consideration) provided, whenever (xk, uk) ~ 52, k = i, 2,..., x k --+ x in (X, r) as k --, do, x e X0, and there is some u e/x(G, U) such that (x, u) is admissible, then there is also some ~ e/,(G, U) such that Obviously, (¢) implies (~) (and hence also (fi)), since from @) for e = t we derive t o ~> --¢1(t). Condition (¢) is certainly satisfied under usual growth conditions, as for instance: Property (PI) is certainly satisfied iL for instance, the sets U(t, y) contain the origin of U andfo(t , y, 0) = 0,f(t, y, 0) = 0. Then, property (152) is also satisfied if fo is bounded below in S. Concerning (P3), we only note that, for B = E r, Y = E s, U = E r~, the sets N) ], y G A(t),
t)--G--+E ~ × B, say ip°(t)l, l!p(t)iFB <~ ~, such that we have iS(t) c ~)(t, y(t)) for all y ~ A(t).
Q(t, y) ~ [g z X g(o,
