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Abstract
We consider the Turing Machine as a dynamical system and we study a particular partition projection of it. In this way, we
define a language (a subshift) associated to each machine. The classical definition of Turing Machines over a one-dimensional tape
is generalized to allow for a tape in the form of a Cayley Graph. We study the complexity of the language of a machine in terms
of realtime recognition by putting it in relation with the structure of its tape. In this way, we find a large set of realtime subshifts
some of which are proved not to be deterministic in realtime. Sofic subshifts of this class correspond to machines that cannot make
arbitrarily large tours. We prove that these machines always have an ultimately periodic behavior when starting with a periodic
initial configuration, and this result is proved for any Cayley Graph.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Turing Machines (TMs) constitute the fundamental model for studying the power of algorithms. Their high
simplicity makes their theoretical analysis possible. Many important results concerning the power and complexity
of algorithms have been obtained through this model. Now we want to look at it from a dynamical point of view.
This has a double interest. First, a TM can be considered as a particular case of a more general class of dynamical
systems, those consisting of an automaton which moves over a network (a one-dimensional lattice in the case of TMs),
interacting with the environment by reading and writing symbols on it. Some examples of this kind of system are the
pebble automaton [3,5] and Langton’s ant [4,6]. Secondly, it may allow us to compare the computational complexity
and calculability of the TM with its dynamical properties.
TMs have already been studied from a dynamical approach in [9,2]. Since TMs were not conceived as a dynamical
system, their original definition is not completely appropriate. So, a new definition is needed. There is not a unique
way of doing this, and different ways will give the system different properties, as Ku˚rka notes [9].
We propose a new approach that takes advantage of a relevant feature of these systems: changes happen only on
the automaton’s position, while the rest of the space remains static. Thus, their entire evolution can be described by
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the linear sequence of states and symbols that the automaton reads, without ambiguity. Such a description creates a
relationship between an n-dimensional dynamical system and a one dimensional symbolic system: the one given by
the set of sequences that describe the automaton’s behavior over the set of initial configurations.
After giving some elementary required notions of symbolic systems and Cayley Graphs (Sections 2 and 3) we
define formally the proposed ideas and give some basic properties (Section 4). The results presented in this article
are divided into two sections. In Section 5 we analyze the symbolic systems with reference to their complexity. More
specifically, we study how the underlying graph can affect this complexity within the class of realtime subshifts. In
Section 6, we characterize the property of the symbolic system of being sofic through some properties of the TM. We
give some results which relate periodic points of both systems, and we show that if the symbolic system is sofic, then
the TM has always an ultimately periodic behavior over periodic initial configurations.
2. Notions of symbolic dynamics
Words. An alphabet A is any nonempty finite set. Its elements are called letters. A word over A is a finite sequence
of elements of A. Thus, the set of these words is A+ = ∪n∈NAn+1. Given two words u and v, the operation of
concatenation is defined by uv. In this way (A+, ·) is a semigroup. By adding a neutral element called the empty word
and denoted by 1, a monoid is obtained. It is denoted by A∗ = A+ ∪ {1}.
If two words u and v satisfy the condition that there exist two words s, t such that u = svt , we say that v is a
factor of u (u v v). If, moreover, s = 1 (t = 1), then we say that v is a left (right) factor of u. The length of a word is
denoted by |u|. Given a word u, we will in general assume that it is the sequence of letters u1u2..u|u|. Its factors will
be denoted by ui.. j = uiui+1..u j , with i ≤ j and i, j ∈ {1, .., |u|}.
Topological dynamical systems. A topological dynamical system (TDS) is given by a pair (X, f ), where X is a
compact topological space and f is a continuous function from X to X . Given a TDS (X, f ), a subsystem is a pair
(Y, f ) such that Y ⊂ X is topologically closed and f -invariant, i.e., such that f (Y ) ⊆ Y . Two TDSs (X, f ) and
(Y, g) are said to be conjugated if there exists a continuous and bijective function φ : X → Y such that φ ◦ f = g ◦φ.
If the function φ is continuous and surjective, then Y is called a factor of X .
The objects of symbolic dynamics are the infinite sequences of letters, that is, the elements of AN. The operation
of concatenation and the relation of factor can be extended in a natural way when infinite words are involved.
Concatenation is defined only between finite words and infinite words in AN. Given an infinite sequence x (infinite
word) and a finite word u, we say that u is a factor of x if there exists a finite word w and an infinite word y such that
x = wuy.
In AN, a metric can be defined. Given two infinite words x = (xi )i∈N and y = (yi )i∈N, if n is the smallest
natural number such that xi 6= yi , the distance between x and y is defined by d(x, y) = 2−n ; if no such n exists
because x = y, then d(x, y) = 0. This metric makes AN compact. A particular operator, σ : AN→ AN, is defined by
σ((xi )i∈N) = (xi+1)i∈N. It is called the shift function. With the metric defined above, the shift function is a continuous
function. Thus (AN, σ ) is a TDS, known as the fullshift. The subsystems of (AN, σ ) are called subshifts, or symbolic
systems.
Languages and subshifts. A language is any subset of A∗. Given a subshift Y , we consider the language
L(Y ) = {w ∈ A∗ : (∃x ∈ Y ) w is a factor of x}.
This is the factors language of Y . The factors language characterizes Y because Y = {x ∈ AN : (∀u v x) u ∈ L(Y )}.
Another way to characterize a subshift is through a set of forbidden words. A language P is a set of forbidden words
for Y if
Y = {x ∈ AN : (∀u v x) u 6∈ P}.
If Y has a finite set of forbidden words, Y is said to be a shift of finite type (SFT).
Realtime hierarchy. A classification of subshifts has been introduced by Ku˚rka and Maass [10]. It defines what they
call a realtime subshift. A realtime subshift is one whose factors language is recognized by a k-pushdown automaton
that reads the input word at a rate of one symbol per time step, and it identifies a forbidden word exactly when reading
its last symbol. These automata are less powerful than TMs.
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A k-pushdown automaton is a structure M = (A,Ω ,Σ1,Σ2, ..,Σk, λ, o0, F), where A is the input alphabet, Ω is
the states set, Σi , for i ∈ {1, .., k}, is the alphabet of the i-th pushdown store, λ ⊂ A × (Ω × Σ ∗1 × Σ ∗2 × .. × Σ ∗k )2
is a finite set representing the non-deterministic transition function, o0 ∈ Ω is the initial state and F ⊂ Ω is the set of
final states.
A labeled graph, GM , is associated with M . Its set of vertices is the set Ω × Σ ∗1 × Σ ∗2 × .. × Σ ∗k , and its labeled
edges are
(e, s1t1, .., sk tk)
a−→ ( f, r1t1, .., rk tk)
where (a, (e, s1, .., sk), ( f, r1, .., rk)) ∈ λ is a rule of M and ti are arbitrary words.
A k-pushdown automaton is said to be deterministic if, each time that we have two different rules
(a, (e, s1, .., sk), ( f, r1, .., rk)) and (a, (e, s′1, .., s′k), ( f ′, r ′1, .., r ′k)) in λ such that for every i there exist words
ti , t ′i ∈ A∗i such that si ti = s′i t ′i , then we have also that ri ti = r ′i t ′i and f = f ′. This means that there is no ambiguity
in the actions of the automaton. When an automaton is deterministic, we can define the set of rules λ as a partial
function, by putting λ(a, e, s1, .., sk) = ( f, r1, .., rk) if and only if (a, (e, s1, .., sk), ( f, r1, .., rk)) ∈ λ.
Given a k-pushdown automaton M = (A,Ω ,Σ1,Σ2, ..,Σk, λ, o0, F), the language LM accepted by M consists
of all words u in A∗ such that there exists a path in GM with label u, starting on vertex (o0, 1, .., 1) and finishing on a
vertex of the form (e, t1, .., tk) with e ∈ F .
R(k) denotes the class of languages accepted by a deterministic automaton with k pushdown stores. Q(k)
denotes the class of languages accepted by a non-deterministic automaton with k pushdown stores. Languages in
R = ∪kR(k) are called deterministic realtime languages, and those in Q = ∪kQ(k) are called non-deterministic
realtime languages. By abuse of notation, we continue to use the symbols R(k), R, Q(k) and Q to denote the classes
of subshifts whose factors languages belong to them.
As it is remarked in [10], if a subshift is recognized by a deterministic k-pushdown automaton, then it can be
recognized by a deterministic k-pushdown automaton with the full set of final states: F = Ω , therefore we will omit
F from the definition of a deterministic automaton. A similar result is true for non-deterministic pushdown automata
but, in this case, the number of stores may change.
The 0-pushdown automata are called finite automata. Deterministic and non-deterministic finite automata
recognize the same class of languages: the class of regular languages, i.e., R(0) = Q(0) = Reg. The subshifts in
R(0) are called sofic. It is straightforward that shifts of finite type are also sofic.
More details about dynamical systems and subshifts can be found in [1,8,12,11].
3. Notions of Cayley Graphs
A Cayley Graph is a directed graph that is defined over a group structure. It can be defined each time we have a
finitely presented group. A presentation of a group G is a pair 〈D|R〉, where D is a set of elements of G that generates
it (we assume that the inverses of the elements of D are all in D) and R ⊂ D∗ is a set such that G is isomorphic to
the quotient of the free group D∗ by the reflex, symmetric and transitive closure, ≡, of the relation ' defined by:
e ' f ⇔ (∃r ∈ R)(∃g, h ∈ D∗) e = grh ∧ f = gh.
Here, we use the multiplicative notation for the operation of the group, i.e., gh means g operated with h. Given a
word w ∈ D∗, we will denote its equivalence class by w and we will consider it as an element of G.
The Cayley Graph of the presentation 〈D|R〉 is the pair (G, E) where (g, h) ∈ E ⇔ (∃d ∈ D)h = gd . Given an
element g ∈ G we denote by |g| the length of the shortest word w ∈ D∗ such that w = g. In terms of the graph this
equivalent to put |g| = d(g, 1).
The same graph may correspond to different presentations of different groups. For example the 2-dimensional
square grid is the Cayley Graph associated to two different groups: 〈n, s, w, e|ns, sn, we, ew, nwse〉which represents
Z2, and 〈a, b, c, d|ac, ca, bd, db, a4, b4, adad, cbcb〉 which is a non-commutative group (cb 6= bc). Fig. 1 shows the
Cayley Graph of these groups, where the edges are labeled with the generators names in order to exhibit the difference
between the groups.
We distinguish the Cayley Graphs of two important groups:
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Fig. 1. These are the Cayley graphs of two different groups. (a) The 2-free abelian group: 〈n, s, w, e|ns, sn, we, ew, nwse〉. (b) The group presented
by 〈a, b, c, d|ac, ca, bd, db, a4, b4, adad, cbcb〉.
The k-free group, which corresponds to a regular infinite tree of degree 2k:
T = 〈{ai }ki=1, {a−1i }ki=1|{aia−1i }ki=1〉.
The k-free abelian group, which corresponds to the k-dimensional cubic grid:
C = 〈{ai }ki=1, {a−1i }ki=1|{aia−1i }ki=1, {aia ja−1i a−1j }ki, j=1〉.
4. Definitions and basic results
We will study TMs whose tape is a Cayley Graph G. Thus, a symbol will be registered at each vertex of G. In
other words, there will be a function c : G → S which we call configuration. The topology generated by the metric
d : SG × SG → R defined by: d(c, c′) = 2−n , where n = min{|g| : c(g) 6= c′(g)}, makes SG compact.
Since we will study TMs from a dynamical systems point of view, we will consider a general definition in which
we omit the start and halt states.
Definition 1. Given a finitely presented group, G = 〈D|R〉, a TM over it is a 5-tuple (S, Q, D,G = 〈D|R〉, δ =
(δQ, δS, δD)), where:
S, Q and D are finite sets, respectively called the symbol set, the state set and the directions set;
G is a group with a finite presentation: 〈D|R〉; and
δi : S × Q → i , with i = S, Q or D, are the local transition functions.
The elements of G are called cells. The state of the system is given by an assignment of symbols to each cell,
c : G → S, a position g ∈ G and a state q ∈ Q, i.e., the phase space is X = SG × G × Q.
The global transition function T : X → X is defined by T ((c, g, q)) = (c′, g′, q ′), where q ′ = δQ(c(g), q),
g′ = gδD(c(g), q), c′(g) = δS(c(g), q), and c′(h) = c(h) for all h 6= g.
Taking into consideration the discrete topology for G, and the product topology for X , T trivially turns out to
be continuous, thus defining a dynamical system (X, T ). But X is not compact. There are several ways to define an
equivalent system with a compact phase space. In [9], Ku˚rka proposes two different definitions of for TMs. They are
not conjugated, and they have different dynamical properties.
Here we propose to study (X, T ) through a symbolic system. We will call it the trajectory subshift, or t-shift for
short. It consists in representing the state of the system through the sequence of states and symbols that the machine
reads at each time step. This kind of representation is a particular case of a “partition subshift.”
Definition 2. Given a TM M = (S, Q, D,G, δ) and its dynamical system (X, T ), let pi : X → S × Q be defined by
pi(c, g, q) = (c(g), q), and let ψ : X → ST ⊆ (S × Q)N be defined by ψ(x) = (pi(T n(x)))n∈N, where ST is defined
as the smallest set that well defines ψ , i.e., such that ψ(X) = ST . The t-shift of (X, T ) is ST .
The language of ST , L(ST ) is called the t-language of T , and its words are called t-words.
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The function ψ is not one-to-one, but the sequence ψ(x) contains all the relevant information about the dynamics
of x under T . The reason is that knowing the sequence of symbols and states of the machine is enough to recover its
movement over G. Then we can deduce a kind of pre-image of ψ .
Definition 3. Given w = (α1..αnq1..qn ) be a word in (S × Q)∗. We define the sequence I (w) ∈ Gn+1 by recurrence:
I (w)1 = 1,
I (w) j+1 = I (w) jδD(α j , q j ), j ∈ {1, .., n};
the set:
V (w) = {I (w) j : 1 ≤ j ≤ n};
and the partial configuration cw : V (w)→ S by
cw(g) = αi where i = min{ j : I (w) j = g} (∀g ∈ V (w)).
Remark 1. (1) If we suppose that the machine starts at position 1 ∈ G, the sequence I (w) represents the itinerary of
the machine, and V (w) is the set of visited cells.
(2) Then we can deduce the initial state of these cells. It is given by the state that the machine finds the first time that
it arrives at a cell. This justifies the definition of cw.
(3) I (uv)|uv|+1 = I (u)|u|+1 I (v)|v|+1.
(4) Any extension c′ of c to G is a pre-image of w, in the sense that: if x = (c′, 1, q1), we have that (ψ(x))nj=1 = w,
but this is true if and only if w ∈ L(ST ); otherwise, w has no pre-image.
(5) These notions show a way to prove that ψ is continuous. It is also onto, and σ ◦ ψ = ψ ◦ T , then the system
(ST , σ ) is a factor of (X, T ).
(6) Definition 3 can be directly extended to infinite words.
This carries us to establish the following two conditions that characterize the words in L(ST ). This property can be
easily proved by induction.
Proposition 1. If w = (α1..αnq1..qn ) ∈ L(ST ), then for all i ∈ {1, .., n − 1}:
qi+1 = δQ(αi , qi ) (state coherence) (1)
and for any pair 1 ≤ i < j ≤ n, such that I (w)i = I (w) j (say = g), and such that for every k between i and j ,
I (w)k 6= g one has that
α j = δS(αi , qi ) (writing coherence). (2)
Moreover, these are sufficient conditions for w to belong to L(ST ).
Eq. (1) expresses that the sequence of states must be coherent with the transition rule of the T M. Eq. (2) expresses
that when the machine visits a cell for a second time, it must find the symbol that it wrote there when it visited it the
first time. A set of forbidden words for ST can be obtained from these two equations. The sets P1 and P2 are composed
by the words that do not satisfy Eqs. (1) and (2), respectively.
P1 =
{(
αβ
qp
)
: p 6= δQ(α, q)
}
P2 =
{
w =
(
α1..αn
q1..qn
)
: I (w)n = 1 ∧ 1 6∈ {I (w) j }n−1j=2 ∧ αn 6= δS(α1, q1)
}
.
A set of forbidden words for ST is P = P1 ∪ P2.
Remark 2. Given a deterministic k-pushdown automaton M that recognizes a t-shift ST and given a vertex ν ∈ GM ,
we can assert that:
(1) If ν has an input edge labeled by (α, q), then all the exiting edges of ν have a label of the form (β, δQ(α, q)), with
β ∈ S.
(2) Since every word in L(ST ) defines a unique path in GM starting at (o0, (e, .., e)), Eq. (2) implies every path from
(o0, (e, .., e)) to a vertex v corresponds to a trajectory that has already visited its last cell or every path corresponds
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Fig. 2. A simulation of the 1D ant.
to a trajectory that has not visited its last cell before. In the first case, the out degree of v is one; in the second case
it is |S|.
Example 1. Let us consider the TM representing Langton’s ant in dimension one [7]. It has two states, Q =
{Left,Right}; and two symbols, S = {White,Black}. It walks over Z with the following rule: if it is over a Black
cell, it moves following its state, which it preserves. If it is over a White cell, it changes its state and follows its new
state. It always switches the color of the cell. A space-time diagram is showed in Fig. 2.
We can prove that this machine can only make cycles of length two. Then the language of the 1-D ant is an SFT,
because it has a finite set of forbidden words: P = P1 ∪ P2 =
{(W
L
)(∗
L
)
,
(W
R
)(∗
R
)
,
(B
L
)(∗
R
)
,
(B
R
)(∗
L
) : ∗ ∈ {W, B}} ∪{(W
L
)(W
R
)(W
L
)
,
(B
R
)(W
R
)(B
L
)
,
(W
R
)(W
L
)(W
R
)
,
(B
L
)(W
L
)(B
R
)}
. Fig. 3 shows the finite automaton that recognizes this language.
5. On the complexity of ST
The class of complexity of ST depends, of course, on T . We will see that the underlying graph of T is very relevant
to this. In this section, we study the dependence between the underlying graph of T and the realtime hierarchy of
ST . We begin with a direct result, which states that ST ∈ R(2) if T is a TM over Z. Afterwards, we remark that, for
the most common graphs (in particular the k-free group and the k-free abelian group) ST ∈ Q. The main part of this
section is devoted to proving the existence of machines such that ST ∈ Q \ R.
The proof of the following proposition is simple, and consists in observing that one can infer and register the
content of the tape of the machine into two pushdown stores when receiving a t-word.
Proposition 2. The language of a machine over Z is recognizable, in realtime, by a deterministic 2-pushdown
automation.
We can generalize this result by asserting that the t-language of a TM over a graph G can always be recognized in
realtime by another TM over the same graph.
In general, the algorithmic complexity of L(ST ) is related to the complexity of the word problem1 of the underlying
graph. In fact, the following algorithm decides whether or not a word w is in L(ST ).
1 The word problem is the problem of determining whether a word in D∗ is equivalent to 1 in G or not.
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Fig. 3. A deterministic automation that recognizes the language associated to the 1D ant.
• Verify condition (1) for every factor of w of length two
• for each factor u of w, verify I (u)|u| = 1 in G
· if yes, verify condition (2).
Then L(ST ) can be solved in o(|w|2t (w)) iterations, where t (w) is the complexity of the word problem for the
given underlying graph. The algorithm above is not realtime, and therefore this observation does not give information
about the realtime complexity of L(ST ). Nevertheless, the space needed in this algorithm is o(s(w)), where s(w) is
the space complexity of the word problem, i.e., L(ST ) has the same space complexity of the word problem of G. In
the case of the k-free abelian group and the k-free group, the word problem is linear space bounded. Thus L(ST ) is
also linear space bounded, which implies that ST is realtime for these groups. We can state the following proposition.
Proposition 3. The language of a machine over the k-free abelian group or the k-free group is realtime.
The remainder of this section provides a detailed exposition of a machine in the 2-free abelian group (Z2) whose
t-language is not deterministic realtime. A similar construction is provided for a machine over the k-free group. The
proofs are based on a useful concept about languages that we recall in the following.
Let L be a language over the alphabet A. For each n ∈ N, we define the relation Rn in L by:
uRnv ⇔ (∀w ∈ An)[uw ∈ L ⇔ vw ∈ L]
Rn is an equivalence relation. The cardinality of the quotient set |L/Rn| is related to the amount of memory that the
automaton may need to look up in order to recognize the remaining n symbols of any word. The following well-known
properties hold.
Property 1. If M = (A,Ω , λ, o0) is a deterministic finite automaton that recognizes L, then (∀n ∈ N) |L/Rn| ≤ |Ω |.
Property 2. If L is recognized in real time by a deterministic automaton M = (A,Ω ,Σ1, ..,Σk, λ, o0), then for all
n ∈ N.
|L/Rn| ≤ |Ω |(|Σ1||Σ2|..|Σk |)mn
where m = max{|si | − |ri | : i ∈ {1, .., k} ∧ (a, (e, s1, .., sk), ( f, r1, .., rk)) ∈ λ}.
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Fig. 4. The TM can go only on the shadowed part of p−1u V (u) if it starts at 1.
The next property provides a bound on |L(ST )/Rn|, which depends on the growing rate of the underlying Cayley
Graph of T . The given upper bound is over exponential. Then, if it is attained, it is a proof that the language is not in
R.
Proposition 4. The language of a machine, M = (S, Q, D,G, δ) with dynamical system (X, T ), satisfies the
condition that:
|L(ST )/Rn| ≤ |Q|(|S| + 1)|Nn |
where Nn = {w : |w| ≤ n, w ∈ D∗} is the neighborhood of radius n of the origin in the Cayley Graph of G.
Proof. The idea is to associate a different element of Q × (S ∪ {∗})Nn with each equivalence class of L(ST )/Rn ,
where ∗ is a fixed symbol which is not in S.
Given u = (α1(u)..α|u|(u)q1(u)..q|u|(u)) ∈ L(ST ), we consider I (u), V (u) and cu : V (u)→ S.
Let us define pu = I (u)|u|+1 and du : p−1u V (u)→ S by du(g) = cu(pug). The configuration du is the translation
of cu by p−1u . Thus, if the TM T starts on p−1u over any extension of du , it produces u and it stops at cell 1 in |u| steps.
In other words, if d ′u is an extension of du to G, then ψ(d ′u, p−1u , q1(u))1,..,|u| = u. Let us also define the resulting
configuration bu by:
(bu, 1, δQ(α|u|(u), q|u|(u))) = T |u|(d ′u, p−1u , q1(u)).
Let us remark now that given a word w ∈ (S × Q)n , we have that uw ∈ L(ST ) if and only if the following three
conditions hold:
w ∈ L(ST );
cw|p−1u V (u)∩V (w) = bu |p−1u V (u)∩V (w); and
δQ(α|u|(u), q|u|(u)) = q1(w).
That is, w is itself a t-word, and the configuration that produces w coincides with bu in the intersection of their
domains. Finally, it is important to respect the state coherence. But V (w) ⊂ Nn (see Fig. 4). Thus, in order for u and
v to be related it is enough to have that:
p−1u V (u) ∩ Nn = p−1v V (v) ∩ Nn ;
bu |p−1u V (u)∩Nn = bv|p−1u V (u)∩Nn ; and
δQ(α|u|(u), q|u|(u)) = δQ(α|v|(u), q|v|(v)).
Then, with each equivalence class [u], we can associate the state q = δQ(α|u|(u), q|u|(u)), and the configuration
su : Nn → S ∪ {∗} defined by su(g) = bu(g) if g ∈ p−1u V (u), and su(g) = ∗ otherwise. If [u] and [v] are different
classes, then one of the conditions above will fail, and either a different q or a different s will be assigned to each
class. 
The following shows that the former bound is attained, at least on a square grid.
Proposition 5. There exists a TM over the 2-dimensional square grid T such that:
|L(ST )/Rn| ≥ 2 n
2−n
2 .
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The first component The second component The last component
→ ↓ → ↓ ↑
↓ ↑ ↓ ↑
→ ↑ ↓ ↑
↓ ↑
→ ↑
↓ ↓ ↓ ↓ ↓
↓ ↓ ↓ ↓
↓ ↓ ↓ ↓
↓ ↓
↓ ↓
b11 b12 b13 b14 b15
b22 b23 b24 b25
1 b33 b34 b35
b44 b45
1 b55
Fig. 5. A sketch of the tree components of the initial configuration that defines u and v.
Proof. The idea of the proof is to define a particular TM, and 2
n2−n
2 words in its t-language, each one in a different
Rn class. We define the words through the initial configuration that generates them. We choose a TM which does not
write, then we do not define δS .
M = (S, Q, D,G, δ)
S = {↑,↓,←,→}2 × {0, 1, 2}
Q = {A, B}
D = {↑,↓,←,→}
G = 〈↑,↓,←,→ | ↑↓,↓↑,←→,→←,↑←↓→〉 (=Z2)
(δQ(q, ( f, r, a)), δD(q, ( f, r, a))) =
(B, f ) if q = B ∧ a ∈ {0, 1}(A, f ) if q = B ∧ a = 2
(A, r) if q = A.
If the machine is on state B, it follows the direction indicated by the first component of the symbol. It passes from
state B to A if it reads a ‘2’ in the third component of the symbol. When in state A, it follows the direction indicated
by the second component of the symbol.
Given (bi j )n−1i=1, j=1 ∈ {0, 1}, we define an initial configuration such that the first component of the symbol makes
the TM follow a zigzag trajectory over a triangle. The second component of the symbol makes the TM move straight
from north to south. And the last component of the symbol is given by (bi j ). Fig. 5 shows an example for n = 6.
If the machine starts on cell (1, 1) on state B, it follows a zigzag trajectory which covers the triangle and exits by
the north of cell (1, n − 1). In that way we define 2 n2−n2 different words in L(ST ). Now we need to show that they
are not Rn related. Let u and v be generated in this way. In order to prove that u is not related with v, it is enough to
exhibit a word w of length n such that uw is in L(ST ) and vw is not. Let us suppose that the difference between u and
v is on the column j of the initial configuration.
We can define the configuration outside the triangle in such a way that after the machine exits it, it borders it to the
north side, up to column j , where it finds a symbol with a number 2 in its last component, and makes the machine
follow the second component of the symbols and enter the triangle. The machine will find the symbol that makes u
different from v, and it will do this before n steps after exiting the triangle by the first time. This proves that u and v
are not Rn related and concludes the proof. 
The previous proof can be generalized to any k-free abelian group, showing that the class of t-shift corresponding
to machines of dimension k is strictly contained in the class corresponding to dimension k + 1.
On the other hand, it is not possible to generalize this proof to any Cayley Graph in order to obtain a lower bound
of order o(2Nn ) of |L(ST )/Rn|. Two difficulties appear. First, it is necessary to define a TM that visits exhaustively
Nn . This cannot be done in a general way. Second, the TM needs to be able to reach o(|Nn|) points from a given
neighborhood in less than n steps (with different trajectories, but with a big part of the configuration fixed). In the case
of the square grid this was possible, since a quarter of the neighborhood can be covered by a family of n geodesics
which are disjoint over an important part. But this is not the general case. In the case of trees, kn different geodesics
are needed to cover Nn , and they are not disjoint.
The following proposition is a generalization for the case of trees that overcomes the first problem. Since the second
problem cannot be solved, we give a weaker bound for |L(ST )/Rn| in this case. Nevertheless, the proposition shows
a machine whose t-shift is not deterministic realtime. It will be proved in much the same way as Proposition 5.
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Proposition 6. There exists a TM over the k-free group, T , such that
|L(ST )/R2n2−n| ≥ 2(2k−1)
n−1
.
Proof. We only give the idea of the proof. As before, the TM’s alphabet will have three coordinates. One has the
function of guiding the machine to make it visit the set N dn = {dw : w ∈ D∗ ∧ w1 6= d−1 ∧ |w| = n − 1}, with
d ∈ D. This set can be visualized as a branch of radius n of the k-free group. The second is used by the machine in
the second stage of the procedure. The last one contains information.
In a first stage, the machine visits all the cells of N dn . Each cell contains a bit of information, defining in this way
2(2k−1)n−1 different words in L(ST ). The TM stops at the origin; it exits the branch and passes to a new state, in which
it follows instructions written in the second coordinate of the tape symbols. The TM will need to write on the tape to
follow this instructions.
Another branch contains the information describing a trajectory of length n in the first visited branch. The TM
needs to oscillate between these two branches in order to transcribe this information and to follow the indicated
trajectory. At the end, all the cells in the given trajectory will be visited. This operation takes 2n2 − n iterations.
Since any trajectory of length n−1 may be described in the second branch, the 2(2k−1)n−1 words belong to different
R2n2−n classes. 
These propositions prove that in general the language of ST cannot be recognized with a deterministic j-pushdown
automaton in realtime, i.e., ST 6∈ R( j) for every j . We conclude with the following corollary.
Corollary 1. For any k ≥ 2, there exists a machine over the k-free group and a machine over the k-free abelian
group, such that their t-shifts are in Q \ R.
In the light of Propositions 4 and 5, we remark that if the t-shift, ST , of a TM over the square grid is in R(k), for
some k, then the TM needs to have restrictions on its movement ability. In some sense, the machine cannot come back
in a rapid way to any visited cell if ST is in R, and it cannot come back too far if ST is in R(0). We analyze these
observations deeply in next section.
6. Dynamical properties of ST and T
In this section, we explore periodic points of both systems and their respective images. Obviously, a periodic point
of T is also a periodic point of ST . The converse is not true in general, but we will show that some properties of
pre-images of periodic points in ST can be established.
Soficity can be completely characterized on Z through dynamical properties of T . Over an arbitrary graph, only
systems of the finite type can be well characterized. The main result of this section deals with the dynamical properties
of machines whose t-language is sofic. More precisely, we prove that if ST is sofic, then T always has an eventually
regular behavior when it starts over a periodic configuration. In this section, we always consider that (X, T ) is the
dynamical system of the machine (S, Q, D,G = 〈D|R〉, δS, δQ, δD). Let us recall that X = (SG ,G, Q).
Proposition 7. If (c, g, q) is a periodic point of (X, T ), then ψ(c, g, q) is a topologically isolated point in ST .
Proof. Since (c, g, q) is a periodic point, there exists t ∈ N \ {0} such that T t (c, g, q) = (c, g, q). Let us define
x = (αi (x)qi (x))i∈N = ψ(c, g, q), and let n > t be a natural number. We assert that the cylinder [x1..n] ∩ ST has only
one point: x . Let us suppose that there exists y ∈ [x1..n] ∩ ST , with y =
(
αi (y)
qi (y)
)
i∈N 6= x . Let i ∈ N be the smallest
index such that yi 6= xi ; of course i > n. It is necessary that I (y)i = I (x)i , because the direction that the machine
took at iteration i − 1 was the same for both words. Also qi (x) = qi (y) = δQ(xi−1), this implies that αi (x) 6= αi (y).
But V (x) = V (x1..n), and therefore I (y)i ∈ V (x1..n) = V (y1..n). This means that I (y)i has already been visited
by the machine before step i . Then, the machine finds the same symbol in I (y)i in both trajectories y and x , which
contradicts the assumption that yi 6= xi . 
This property has a direct consequence over the transitivity of ST . Let us recall that a symbolic system is transitive
if for every pair of words u and v of the language, there exists a word w such that uwv is also in the language.
Corollary 2. If (X, T ) has a periodic point, then ST is not transitive.
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The converse is not true as the subshift shown in Example 1 shows. It is composed by two disjoint and conjugated
transitive subsystems.
Let us establish now the properties of the pre-images of the periodic points of ST . Some of them are periodic too
(in some sense), but let us define first what periodicity means in SG .
Definition 4. Given g ∈ G, we define the g-shift function σg : SG → SG by σg(c)(p) = c(gp). We will consider
three levels of periodicity:
(1) Given g ∈ G, a function c : G → S is g-periodic if σg(c) = c.
(2) A configuration c is said to be periodic if it is g-periodic for some g ∈ G such that (∀k ∈ N) gk+1 6= 1.
(3) A configuration c is said to be strongly periodic if the set {σg(c) : g ∈ G} is finite.
We will say that a configuration c is (strongly) periodic except for a finite number of cells, if there exists a (strongly)
periodic configuration a that differs from c only in a finite number of cells.
Proposition 8. If x ∈ ST is periodic, then there exists an initial configuration c that is periodic except for a finite
number of cells, which produces x for some initial state and position.
Proof. Let x = (αiqi )i∈N ∈ ST be a word of period t , i.e., x = uu.., with |u| = t . Two cases appear.
Case 1. V (x) is finite. In this case, the machine visits a finite number of cells, and the result is trivial.
Case 2. V (x) is infinite. Let us define g = I (x)t . This implies, by Remark 1, that I (x)kt+i = gk I (x)i , for every
k ∈ N, i ∈ {0, .., t}. Then V (x) = ∪k∈NgkV (u). This means that V (x) is the union of translations of V (u) by gk . Of
course, gk 6= 1, for every k ∈ N \ {0}, otherwise V (x) would not be infinite.
Assertion. The configuration cx is eventually periodic in the direction g, i.e.,
(∃τ ∈ N)(∀ f ∈ V (u))(∀k ≥ τ) cx (gk f ) = cx (gτ f ).
Proof of the assertion. Let us define the configuration bx : V (x)→ S resulting from making the machine work
over cx during t iterations, that is, (bx , g, q0) = T t (cx , 1, q0). Then, ψ(bx , g, q0) = x . Two configurations that
produce the same word (x) must coincide over the cells that the machine visits, modulo a translation. In this case,
this translation is g. Then bx satisfies bx (gh) = cx (h) for every h ∈ V (x). Moreover, within the first t iterations,
the machine modifies only the cells in V (u), and therefore bx |V (x)\V (u) = cx |V (x)\V (u). Then, if we define
τ = 1+max{k|gkV (u) ∩ V (u) 6= φ}.
It is not difficult to see, by induction on k, that if k ≥ τ then cx (gk f ) = cx (gτ f ) for every f ∈ V (u), which is
the assertion.
It remains to prove the existence of τ . Let us suppose that it does not exist, then there exists a strictly mono-
tone sequence (ki )i∈N of natural numbers, and a sequence ( fi )i∈N of cells in V (u) such that gki fi ∈ V (u). The
sequence ( fi )i∈N remains inside the finite set V (u), and thus there exists a cell f and an infinite subsequence
( fi j ) j∈N such that fi j = f , for every j ∈ N.
Since the sequence (gi j f ) j∈N remains inside the finite set V (u), there exist two integers k < j such that
gi j f = gik f . This implies that gi j−ik = 1, which is impossible.
The assertion implies that cx is g-periodic, except for the finite set
⋃τ
k=0 gkV (u). But cx is only defined in V (x).
Now, we need to define a g-periodic configuration in G, differing from cx only over a finite set. Let us fix s ∈ S, and
let us define the g-periodic configuration a.
a(h) =

s if h 6∈ {gkV (u)}k∈Z
cx (gτh) if h ∈ {gkV (u)}k∈N
cx (gi+τh) if h ∈ g−iV (u) \ {gk−i+1V (u)}k∈N for some i ≥ 1.
Let us prove that a is g-periodic. Let h ∈ G. If h is not in {gkV (u)}k∈Z, then neither is gh. Therefore
a(gh) = s = a(h).
If h is in {gkV (u)}k∈N, then gh is too, and thus a(gh) = cx (gτ+1h), which is equal to cx (gτh) = a(h) from the
assertion.
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If h is in g−iV (u) \ {gk−i+1V (u)}k∈N for some i ≥ 2, then gh ∈ g−(i−1)V (u) \ {gk−(i−1)+1V (u)}k∈N. Thus
a(gh) = cx (gi−1+τ gh) = a(h). If i = 1, then gh ∈ V (u) and a(gh) = cx (gτh) = cx (gτ+1h) = a(h).
The configuration a can differ from cx only in a finite number of cells. Extending cx to G by the values of a defines
a periodic configuration, except for a finite number of cells which constitute a pre-image of x . 
Now let us study sofic systems and shifts of a finite type. It is clear that if the time between two visits of the machine
to the same cell is bounded, then the system ST is of finite type. Let us prove the converse.
Proposition 9. ST is of finite type if and only if the time between two consecutive visits of the machine to the same
cell is bounded.
Proof. Let us suppose that ST is of finite type. Let P ⊂ (S × Q)∗ be a finite set of forbidden words for it. Let n be
the length of its longest word.
Let w = w1..wm be a word corresponding to a closed trajectory of T with m ≥ n + 2, and such that it visits the
first cell exactly two times: at iterations 1 and m. Let us suppose that wi =
(
αi
qi
)
for every i . The word u = w2..wm−1
belongs to the language of ST .
Let us analyse the trajectory that produces u, supposing that the machine starts on cell I (w)2. Since T will move
to cell 1 at iteration m − 1 and this cell has not been visited within u, the word u( αqm) must belong to the language of
ST for every α ∈ S.
The word w1w2..wm−1 belongs to the language of ST too. Since there are not words of length m−1 in P , the word
w1w2..wm−1
(
α
qm
)
must belong to the language of ST for any α ∈ S.
But this is not possible since the symbol at cell 1 is δS(α1, q − 1) and no other one should be accepted. 
If a system is of finite type, it is also sofic, but the converse is not true in general. Nevertheless, if the system is the
trajectory shift of some 1-dimensional TM, then to be sofic is equivalent to being of finite type.
Proposition 10. If T is a TM over the group G = Z, then ST is sofic if and only if the time between two consecutive
visits of the machine to the same cell is bounded.
Proof. Let us suppose that ST is sofic. Let M = (S × Q,Ω , λ, o0) be a finite automaton that recognizes ST .
The cells of Z can be represented by numbers; the origin will be represented by the number 0 rather than 1, as was
the case for other groups. The set of generators for Z will be D = {−1, 1}, so that the machine can move only one
unit to the left or to the right respectively.
If the number of cells that a closed trajectory visits is bounded, then the length of a closed trajectory is also bounded.
We will prove that if ST is sofic, then this first number (|V (w)| when w is closed and visits 0 only twice) is bounded.
Let w = w1..wm ∈ L(ST ) be a word such that I (w)1 = I (w)m = 0 and (∀i ∈ {2, ..,m − 1}) I (w)i 6= 0.
Let us suppose that |V (w)| > |Ω | and I (w)2 = 1 (i.e., all the machine’s trajectory is at the right of 0). Let
i = argmax{I (w) j : 1 ≤ j ≤ m}. This implies that for every k > i (and k ≤ m) the cell I (w)k has already
been visited before iteration i . Naturally, m − i ≥ |V (w)|.
Since M is a deterministic automaton, the word w corresponds to a unique sequence of vertices of Ω which starts
on o0 : o0o1..om . Since m − i > |Ω |, there exist two indices r and t such that i ≤ r < t ≤ m and or = ot . The
outdegree of the vertices o j is 1 for every j ≥ i . Then there is a unique possible continuation of o0..om , and it repeats
the sequence or ..ot periodically. This implies that w has a unique possible continuation too, and moreover, that all the
cells that the machine will visit after r are in {0, .., I (w)i }.
If I (w)r = I (w)t , then the TM has a bounded trajectory which does not include the cell 0, which is not possible.
If I (w)r 6= I (w)t , then the machine will visit an infinite number of cells, which is impossible. Then w cannot
exists. 
The same proof does not hold for the square grid. In fact, it is possible to define a TM that cannot revisit more than
one cell in all its trajectories and that can make cycles of arbitrary length. Nevertheless, it is difficult to imagine a set
of cycles of arbitrary length that can be recognized by a finite automaton. The result may be true for general Cayley
Graphs.
The following results discuss the dynamics of (X, T ) when ST is sofic.
Theorem 1. If G = Z and ST is sofic, then x = ψ(c, g, q0) is eventually periodic whenever c is periodic except for
a finite number of cells.
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Proof. Let M = (S × Q,Ω , λ, o0) be a deterministic finite automaton that recognizes ST . Let c : Z → S be a
l-periodic configuration except for a finite number of cells, i.e., c = ..dddd.bdddd.., with |d| = l. We can suppose
without loss of generality that l divides |b| and g. Let x = (αiqi )i∈N = ψ(c, g, q0).
Let us consider the automaton M = (S × Q,Ω × {0, .., l − 1}, λ, (o0, 0)), where a rule
((
β
q
)
, (µ, i), (ν, j)
) ∈ λ if
and only if
((
β
q
)
, µ, ν
) ∈ λ and j = i + δD(β, q) mod l.
M recognizes the same language as M . Its set of vertices Ω × {0, .., l − 1} registers the position of the TM
over Z modulo l. In fact, let us suppose that y is the label of the sequence of vertices ((ok, pk))k∈N. If k = 0,
the position of the machine is a multiple of l and p0 = 0. If I (y)i = pi−1 mod l for some i and yi =
(
β
q
)
, then
I (y)i+1 = pi−1 + δD(β, q) mod l, which is equal to pi by definition of λ. Observe that the degree of o in M is equal
to the degree of (o, p) in M .
Now let us study x . Two possibilities appear: V (x) can be finite or not. If it is finite, (T n(c, g, q0))n∈N is eventually
periodic and so it is x . Let us analyze the case where V (x) is infinite. From Proposition 10 we know that the number
of cells visited during a closed finite trajectory is bounded. Let N be an upper bound of this quantity. This means that
if the machine is at a distance N +1 from a cell that it has already visited, the machine will not visit this cell anymore.
Since V (x) is infinite, we can choose an iteration k such that |I (x)k | > |b| + N . This assures that the cell I (x)i
has already been visited at iteration i , or its state is given by dI (x)imod l (when i > k).
Let (o0, 0), (o1, p1), (o2, p2), .. be the sequence of vertices in Ω × {0, .., l − 1} whose label is x , i.e.,
(xi , (oi−1, pi−1), (oi , pi )) ∈ λ. There are two kinds of vertices. Either deg((oi−1, pi−1)) = 1 or deg((oi−1, pi−1)) >
1 in the graph of M . If deg((oi−1, pi−1)) > 1, I (x)i is being visited for the first time at iteration i . If in addition
i > k, then c(I (x)i ) = dI (x)imod l = dpi−1 , and then xi =
(dpi−1
qi
)
. By Remark 2, the state qi is determined by the vertex
oi−1. This means that (oi , pi ) is uniquely determined by (oi−1, pi−1), for every i > k.
Now, since Ω × {0, .., l − 1} is a finite set, there will be two iterations i , j > k such that (oi , pi ) = (o j , p j ),
and then (oi+r , pi+r ) = (o j+r , p j+r ) for every r > 0. That is to say, the sequence of vertices is eventually periodic,
which implies that the sequence of labels x is eventually periodic too, concluding the proof. 
As a corollary we obtain the following intuitive result, which relates the complexity of the TM with the complexity
of its language.
Corollary 3. If ST is sofic, then T cannot be universal.
Theorem 1 can be generalized to an arbitrary Cayley graph with some additional hypotheses.
Theorem 2. If ST is sofic, then x = ψ(c, f, q0) is eventually periodic whenever c is strongly periodic.
Proof. The idea of the proof is analogous to that of Theorem 1. We define a new automaton M with a set of states
of the form Ω × H , where H is a finite set, which allows us to describe completely the initial configuration. The
definition of H is quite delicate because the underlying group may even be non-abelian.
Let c : G → S be a strongly periodic configuration. Then {σg(c)|g ∈ G} is finite. Then we can define H as the
quotient set of G by the following equivalence relation:
g ∼ h ⇔ σg(c) = σh(c).
Then H is a finite set. In the general case, H is not a group. Nevertheless, an action can be defined on it: given
a, h ∈ G, we define [h] ? a = [ha]. It is well defined, in fact, if g ∼ h then σha(c)(x) = c(hax) = σh(ax) =
σg(ax) = c(gax) = σga(c)(x).
Also c is well defined on H by putting c([g]) = c(g). In fact, if g ∼ h, then c(g) = σg(c)(1) = σh(c)(1) = c(h).
In this way, the configuration c is described by its values over H , which are finite in number.
Now let M = (S × Q,Ω , λ, o0) be the automaton that recognizes ST . We define M = (S×,Ω × H, λ, (o0, [1])),
where λ is defined by:((
α
q
)
, (µ, j), (ν, i)
)
∈ λ⇔
((
α
q
)
, µ, ν
)
∈ λ and i = j ? δD(α, q).
When the machine arrives at a cell g by the first time, it finds the state c([g]) on it. The proof follows as before. 
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7. Conclusions and final comments
A class of subshifts is defined as the class of shifts which correspond to a TM. Several properties of this class are
proved. A particular hierarchy is defined inside this class: for each k ∈ N \ {0}, we consider the class of subshifts
corresponding to a TM with tape Zk . It is proved that this hierarchy is infinite, and that it contains, for each k ≥ 2,
some subshifts that are not deterministic realtime. The classes of subshifts corresponding to TMs whose tape is a
regular infinite tree of degree 2k was studied as well. It was proved that it contains some subshifts that are not in the
previous hierarchy, for each k, and that it also contains non-deterministic realtime subshifts. It is left to characterize
this class in a simple way, i.e., to find a simple necessary and sufficient condition for a subshift to correspond to some
TM.
When comparing the power of a TM over a given infinite Cayley Graph and a TM over the line (Z), we can assert
that the first can always simulate the second, while the converse is not true in general. In fact, in order to simulate a TM
over a Cayley Graph, it is necessary to solve, first, the word problem for the given graph, which may be undecidable.
A TM over a Cayley Graph where the word problem is undecidable is more powerful than a TM over the line.
The class of machines whose subshift is sofic was studied. These machines present high restrictions on the
movement ability of this class. These restrictions produce interesting dynamical behaviors when the machine starts
over periodical initial configurations, as Theorems 1 and 2 establish. This result might be used to explain the eventually
periodical behavior of Langton’s Ant when it starts over an almost white configuration. But the subshift associated
with Langton’s Ant is not sofic, since the ant can make cycles of arbitrary length. Nevertheless, one can think that if
the ant does not make long cycles during a long time, it will have a “sofic-like” behavior, and then it will fall into a
periodic movement.
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