and informs us about the way these phenomena hang together (tendencies, correlations). Typology also attempts to account for the attested frequency and distribution of grammatical phenomena, and to explain where the variation stops, i.e. why certain logically possible grammatical phenomena do not occur (for example, why there are no languages with basic order numeral-adjectivedemonstrative-noun in the noun phrase, as in three big these dogs). By way of an introduction to this issue, I will give a brief outline of the history of linguistic typology in the last 50 years (mainly concentrating on syntactic typology) and mention some recent developments and current issues in the field, such as the problem of cross-linguistic identification.
A SHORT HISTORY OF (SYNTACTIC) TYPOLOGY
Since Greenberg's (1966) seminal work on language universals, linguistic typology has played an important role in the field of linguistics and especially in the last few decades it has developed into a major area of research with its own
• Professional organizations -e.g. the 'Association for Linguistic Typology' (ALT).
• Journals -e.g. Linguistic Typology, Studies in Language, Sprachtypologie und Universalienforschung (STUF).
• Text books -e.g. Comrie (1981) , Mallinson/Blake (1981) , Whaley (1997) , , Croft (2003) .
• Handbooks -e.g. Haspelmath et al. (2001) (see also Haspelmath et al. 2005 ), Song forthcoming.
• 1983 ; '--' = both A and G precede or follow the noun).
The data in Table 1 show among other things that most SOV languages have both the adjective and the genitive preceding the noun, whereas most VO (i.e.
V-1 and SVO) languages have these modifiers following the noun. Greenberg then formulated 45 "universals of grammar with particular reference to the order of meaningful elements" (Stage 2); for example (Greenberg 1966: 85-86) :
Universal 16
In languages with dominant order VSO, an inflected auxiliary always precedes the main verb. In languages with dominant order SOV, an inflected auxiliary always follows the main verb.
Universal 17
With overwhelmingly more than chance frequency, languages with dominant order VSO have the adjective after the noun.
Universal 18
When the descriptive adjective precedes the noun, the demonstrative and the numeral, with overwhelmingly more than chance frequency, do likewise.
In the third stage one tries to explain these generalizations. Thus, Greenberg also offered some tentative theoretical observations, suggesting that certain ordering patterns could be explained in terms of the two competing motivations 'dominance' and 'harmony' (for example, he called the pairs VS -VO -NA -NG and SV -OV -AN -GN 'harmonic'), but he added that his theory was far from complete and emphasized that disharmonic patterns and other counterexamples should not be ignored (Greenberg 1966: 96-104) .
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Subsequently Lehmann (1973 Lehmann ( , 1978 and Vennemann (1973 Vennemann ( , 1976 Obviously there are many languages with constituent ordering patterns that deviate from these ideal types, but such languages were largely ignored as they were deemed to be in the process of changing from one type to another due to internal development or contact.
Greenberg's original, tripartite typology (VSO, SVO, SOV) was restored by Hawkins (1983) . Using a sample containing over 300 languages, Hawkins formulated some new, often exceptionless universals, such as (Hawkins 1983: 64, 83 ).
(1)
If a language has OV order, then if the adjective precedes the noun, the genitive precedes the noun; i.e. OV ⊃ (AN ⊃ GN).
(2) If a language has noun before genitive, then it has noun before relative clause; i.e., NG ⊃ NRel (equivalently: RelN ⊃ GN). Hawkins (1983: 75, 83) showed that various implications could be collapsed into statistical implications with an adposition (preposition, postposition) as ultimate antecedent; for example:
He also attempted to account in a more principled way for the many languages with ordering patterns that do not quite fit some 'ideal' two-way classification (head-initial/head-final, VO/OV, operand-operator/operator-operand), which had been the focus of Lehmann's and Vennemann's proposals. 5 For example,
Hawkins' Heaviness Serialization Principle is concerned with the fact that in many (if not most) languages noun modifiers occur on both sides of the head noun (≥ R means (Hawkins 1983: 90-91) : "'exhibits more or equal rightward positioning relative to the head noun across languages'. That is heavier noun modifiers occur to the right"): Dryer (1992) used an even bigger sample than Hawkins (containing some 600 languages) in an attempt to test which word order pairs actually correlate with the order of object NP and verb (VO/OV). In spite of the proposals by Lehmann Verb patterners are non-phrasal (non-branching, lexical) categories and object patterners phrasal (branching) categories. That is, a pair of elements X and Y will employ the order XY significantly more often among VO languages than among OV languages if and only if X is a nonphrasal category and Y is a phrasal category.
However, the theory fails to account for at least three correlation pairs: the order of verb and manner adverb (both of which are non-phrasal), the order of verb and subject (if one believes that the subject NP actually combines with the VP, there would be two phrasal categories), and the order of affix and stem (see Dryer 1992: 125-128 for discussion). Because of these and other difficulties (for instance, the status of adjectives as a non-branching category and the constituent structure of NPs), Dryer then proposed a revised version and ultimately a more elegant 'alternate version' of the BDT. Apart from the fact that all versions of the BDT are based on some version of Chomsky's syntactic theory (which means that BDT works best for those who also accept certain features that are peculiar to Chomsky's theory), there is a more fundamental problem, which concerns the way categories are defined and, more generally, how we can be sure we are comparing the same category or grammatical phenomenon in different languages. The problem is discussed in the next section, which also briefly mentions some recent developments in linguistic typology.
3. SOME CURRENT ISSUES AND RECENT DEVELOPMENTS
Cross-linguistic identification
The problem of cross-linguistic identification is a rather persistent issue in linguistic typology (Stassen 1985) and basically revolves around the question 'How does one identify the same grammatical phenomenon across languages?' or more concretely 'Should categories be defined in terms of formal ('structural') or semantic properties?' (Croft 1995: 88-89; Song 2001: 10-15) . Since formal categories are often deemed to be too language dependent to be useful (i.e.
formal criteria cannot be applied to all languages as the structural variation across languages is considered too varied), many typologists prefer semantic categories, which are believed to be 'universal' (Haspelmath 2007: 119 (6)).
Since such a division can only be made on the basis of formal, structure internal properties, one might suspect that members of the original ('semantic') categories were at least partly defined in formal terms.
To give another example, we just saw that the semantic category of adjectives also includes what are formally speaking relative clauses. However, relative
clauses also occur as a separate category in the major typological studies of Greenberg, Hawkins and Dryer mentioned earlier and in the well-known crosslinguistic investigation of relative clauses by Keenan and Comrie (1977 We consider any syntactic object to be an RC if it specifies a set of objects (perhaps a one-member set) in two steps: a larger set is specified, called the domain of relativization, and then restricted to some subset of which a certain sentence, the restricting sentence, is true. The domain of relativization is expressed in the surface structure by the head NP, and the restricting sentence by the restricting clause, which may look more or less like a surface sentence depending on the language. (Keenan and Comrie 1977: 63) Matters become particularly confusing when the two categories Adjective and (Newmeyer 2007) . Indeed, it seems hard to deny that certain grammatical phenomena can only be adequately described or explained by referring to some formal property, such as structural complexity (e.g. branching, structural depth, nesting, self-embedding). To some degree 'structural complexity' is a theory-internal notion, but it can nevertheless be defined in language-independent terms: one can convert the degree of morphological or syntactic complexity (e.g. utterance length or the number of branches under a certain node) into a value that can be used to compare morpho-syntactic entities across languages (Kirby 1997). In fact, the notion of formal or structural complexity has often been used to explain grammatical phenomena across languages. We have already mentioned Dryer's Branching Direction Theory, which distinguishes between branching and non-branching categories, and Hawkins' Heaviness Serialization Principle, according to which a heavy (i.e. more complex) noun modifier such as a relative clause "exhibits more or equal rightward positioning relative to the head noun across languages" than a demonstrative or a numeral (Hawkins 1983: 90-91 ; see also Mallinson and Blake 1981: 157) . Another case in point is Dryer's (1980) cross-linguistic study that is concerned with differences between the position of simple NPs and the position of sentential (i.e. complex) NPs. Simple and sentential NPs are formal categories, as the distinction between simple and complex is made on the basis of differences regarding the internal syntactic structure (Dryer 1980: 174) . As a final example of an explanation for a cross-linguistic phenomenon that crucially refers to formal complexity, take Dik's Principle of Increasing Complexity or a more specific variant, the LIPOC principle:
The Principle of Increasing Complexity (Dik 1997: 404) :
There is preference for ordering constituents in an order of increasing complexity.
(8) Language-independent preferred order of constituents (LIPOC) (Dik 1997: 411) :
Other things being equal, constituents prefer to be placed in an order of increasing complexity, where complexity of constituents is defined as follows:
(i) clitic < pronoun < NP < adp. phrase < subordinate clause;
(ii) for any category X: X < X coordinator X;
(iii) for any categories X and Y: X < X subordinator Y.
Since linguistic signs have a form and a meaning component (Saussure 1916) , it is perhaps only to be expected that both formal and meaning or 'content'-based criteria are needed for cross-linguistic research. Furthermore, it seems that both form and content-based categories suffer from the same problem: at a superficial level of analysis there will always be differences between individual languages, both with regard to matters of form and meaning, where 'meaning' covers both coded meaning (semantics) and inferred or contextualized meaning (pragmatics). 11 But since it is possible to abstract away from more or less superficial differences in form or meaning (what counts as 'superficial' largely depends on one's theoretical perspective), one can find always similarities ('universals' if you want) as well at some level of analysis.
We saw that the problem of cross-linguistic identifiability is often attributed to the observation that it is difficult to know that one is dealing with the same or comparable forms or structures across languages. For that reason some have questioned the usefulness of formal categories (e.g. Haspelmath 2007 ), but others have pointed out that concept or meaning-based categories are not 'universal' either (Song 2001: 11; Newmeyer 2007) . 12 Rather than argue for or against the usefulness of formal or semantic categories in typology, I would like to propose that linguistic typology also requires functional categories to describe and explain grammatical phenomena within and across languages. This seems particularly true for syntactic typology, where the functional category label would specify the relation of an element to the construction in which it occurs (Dik 1997: 126-127 
Some recent developments
This section mentions two recent developments in typology: (1) increased awareness of the importance of language sampling procedures and (2) the use of semantic maps.
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In the last few decades, we have seen an increased interest in sampling methods for typological research (Song 2001: 17-41; Croft 2007: 80-82) . Bell (1978) is probably the first major systematic discussion of language sampling, followed by Dryer (1989) and Bybee and her associates (Bybee 1985 , Bybee et al. 1994 , in particular Perkins (1989 Perkins ( , 2001 . Rijkhoff et al. (1992) and Rijkhoff and Bakker (1998) discuss different kinds of language samples and propose a sampling
design procedure for what they call 'variety samples' (as opposed to e.g. 'probability samples' or 'random samples'). Variety samples are particularly useful for explorative research: when little is known about the grammatical phenomenon under investigation, it is important that the sample offers a maximum degree of linguistic variation. Probability samples, which are used to find correlation pairs or to establish the probability of occurrence of some linguistic phenomenon, pose special problems because they must be free of genetic, areal, cultural and typological bias (Rijkhoff and Bakker 1998: 265): 17 […], even in a relatively small sample it is practically impossible to avoid the inclusion of languages that are not somehow genetically related or spoken in the same region [note omitted]. Several attempts have been made to deal with this problem (Perkins 1980 , Dryer 1989 , Nichols 1992 ), but basically there are only two ways out. Either a small sample is used which, however, is not quite representative with respect to the genetic, areal, and/or cultural diversity (cf. Perkins 1980) . Or a large sample is used and genetic, areal, and/or cultural relationships are manipulated so as to meet the requirements on statistical tests (e.g. Dryer 1992: 83) . Essentially, however, there does not seem to be a real solution.
A more recent development in typology is the employment of semantic maps, contribution is also a lexical typological investigation. Since his research is firmly based on insights from cognitive approaches to grammar, one could, however, also argue that it is a study in cognitive typology (the first International
