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$UMMARY
The goal of this thesis is to present a modification of the Lusternik-Schnirelman
category, called f-category, which takes into account a functional f. This f
category will allow us to obtain a lower bound on the number of critical points
of f which depends not only on the space as it is the case with the classical ca
tegory, but also of the functional. This lower bound is aiways larger or equal and
sometimes much bigger than the one obtained in the classical case.
The concepts of relative category, limit relative category and asymptotic cate
gory will also be adapted. We will also present the notions of truncated category
and of category adapted to a multivalued functional. Thereafter, we will show the
relations between the critical points of the function f and the f-category as well
as the relation between the f-category and linking sets. Finally, we will present
an application to Hamiltonian systems and obtain an existence and multiplicity
result.
Keywords
Lusternik-$chnirelman category, relative category, critical points, Hamiltonian
systems.
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INTRODUCTION
Tous jeunes encore, tes deux auteurs dont nous présentons ici
t’ouvrage ont déjà à leur actif de bettes découvertes et sont, à notre
avis, de ceux sur lesquels ta $cence Mathématique est en droit de
fonder tes plus sûrs espoirs. Dans ce fascicule et dans celui auquel
il sert d’introduction on admirera ta nouveauté et ta largeur des
points de vue, ta puissance et ta fécondité des idées émises.
Nous avons estimé qu’il convenait de ne pas laisser ignorer au
lecteur français une oeuvre de cette valeur.
HADAMARD’
Dans leur ouvrage Méthodes topologiques dans tes problèmes variationneis [38],
Lusternik et Scirnirelman ont présenté un illvariallt topologique appelé catégorie.
Ils définissent la catégorie d’un fermé B C X, où X est un espace topologique
séparé, comme le nombre minimal de fermés contractiles dans X nécessaires pour
recouvrir B. Cet outil permet entre autres de fournir une borne inférieure au
nombre de points critiques d’une fonctionnelle définie sur un espace X, permettant
ainsi d’obteiir des résultats de multiplicité.
Plus précisément, considérons un espace de Banacli X et f X — R, une
fonctionnelle de classe C’. Un point critique de f est un point x E X tel que
f’(x) = O. La valeur correspondante f(x) = e est appelée valeur critique. Dans
plusieurs applications, les points critiques d’une fonctionnelle correspondent aux
solutions faibles d’un problème différentiel. Par exemple, si X H’/2(S’, R2N)
1Préface de Méthodes topotogiques dans tes probtèmes varzationnels [38J.
2les points critiques de la fonctionnelle
çT 1
f(x)
= / -1± . x + H(t, x) dxj0 2
sont les solutions périodiques, de période T, du système Hamiltonien
Jx+VH(t,x) =0,
où V est le gradient par rapport à x (voir [23, 50]).
De façon à obtenir des valeurs critiques qui ne sont pas des infima sur l’espace,
Lusternik et Schnirelman ont utilisé pour les variétés compactes de dimension
finie, un argument de mini-max [38]. Une valeur critique c est ainsi caractérisée
par
c inf supf(x)
LJE&1 xU
où est une classe d’ensembles de catégorie de Lusternik-$chnirelman supérieure
ou égale à i. L’un des principaux outils utilisé pour montrer que c est bien une
valeur critique est un lemme de déformation.
La théorie fut étendue à des espaces de dimension infinie pour les cas où f est
bornée inférieurement, notamment aux variétés riemanniennes par J.T. Schwartz
en 1964 [53] et aux variétés de Finsier par Palais en 1966 [48]. L’hypothèse d’avoir
f bornée inférieurement est malheureusement cruciale dans tous ces travaux.
La théorie des points critiques continua de s’enrichir, notamment avec les tra
vaux d’Ambrosetti et Rabinowitz qui exhibèrent en 1973 le fameux théorème
du col de la montagne [2]. La présence d’un lemme de déformation était ici
aussi essentielle pour assurer l’existence de points critiques. Cependant, dans
leur situation, la fonctionnelle n’avait pas besoin d’être bornée inférieurement.
En contre-partie, la multiplicité des points critiques trouvée en utilisant la ca
tégorie ne pouvait plus être obtenue puisque l’espace est contractile. En 1989,
Fournier et Willem [24] ont utilisé une notion de catégorie relative afin de pallier
ce problème. Ainsi, ils développèrent une façon de traiter les fonctionnelles qui ne
sont pas bornées inférieurement à l’aide d’une approche s’inspirant des travaux
de Lusternik et $chnirelman, récupérant du même coup la multiplicité associée
à ces méthodes. Par la suite, en collaboration avec Rames et Lupo [23], ils ont
3présenté une extension de la catégorie relative qui est applicable aux fonction
nelles fortement indéfinies. Essentiellement, ces fonctionnelles sont telles que la
décomposition spectrale de l’opérateur associé comporte une infinité de valeurs
propres négatives ainsi qu’une infinité de valeurs propres positives. Pour ce faire,
ils ont considéré les restrictions de à des sous-espaces de dimension finie X,
créant ainsi la catégorie relative limite.
Toutes ces approches dépendent fortement de lemmes de déformations. Sans
compacité sur l’espace, ces lemmes nécessitent une condition de compacité appelée
condztion de Patais-Smate. Nous dirons que f satisfait la condition de Patais
SrnaÏe au niveau c (que nous noterons (PS)) si toute suite (um) c X pour laquelle
f (u) —* e et f’(um) —* O quand rn —* oc, possède une sous-suite convergente.
Notons f = {x E X f(x) a}. Le théorème suivant illustre bien le type
de lemmes de déforniations que nous allons utiliser. Le lecteur intéressé pourra
consulter [10, 12, 15, 17, 50, 61]. Notons K = {x e X f’(x) O et f(x) = c},
l’ensemble des points critiques de niveau c.
Théorème 0.1 (Lemme de déformation). Soit X un espace de Banach et f E
C’(X,R). Soient e E R, À > 0, > O et O, un voisinage de K,. Si f satisfait
(PS), alors il existe E (0, ) et E C(X x [0, 11, X) tels que
(1) j(x, 0) = x pou’r tout x E X,
(2) 7](x,t) x pour tout t E [0,1] si f(x)
(3) r,,(x,t) est un hornéomorphisme de X dans X pour chaque t E [0, 1],
(4) (x, t) — xW <À, pour tout t E [0, 1] et pour tout x E X,
(5) f((x, t)) <f(x) pour tout (x, t) E [0, 1] x X,
(6) (fc+E \ 0,1) ç fc_E
Au début des années 80, une notion de pente a été introduite par De Giorgi,
IViarino et Tosqties [18] pour les fonctionnelles discontinues clans les espaces mé
triques. Ils ont titilisé cette notion de pente qu’on peut qualifier de type Pré
chet pour développer une théorie d’évolution pour des inéquations variationnelles
4paraboliques et ainsi obtenir des résultats de multiplicité pour différents types
cl ‘inéquations variationnelles elliptiques.
En 1994, Degiovanni et I\’iarzocchi [20] ont étendu la notion de points critiques
aux fonctionnelles continues et semi-continues iuférieurement. Pour ce faire, ils
ont introduit la pente faible qui coïncide avec la norme de la dérivée lorsque la
fonctionnelle considérée est de classe C’. À l’aide de cette notion, avec Corvel
lec [171, ils ont pu également obtenir grâce à une condition de type Palais-Smale
un lemme de déformation permettant de développer des théorèmes équivalents à
ceux obtenus dans le cas où f est de classe C’. En 1998, Frigon [26] généralise la
pente faible pour obtenir une théorie des points critiques pour les fonctionnelles
multivoques. À l’aide de la pente faible multivoque, elle obtient une condition de
Palais-Smale ainsi qu’un lemme de déformation adaptés à son contexte.
Finalement, pour aborder des problèmes de rebonds élastiques avec une ap
proche variationnelle. Marino et Mugnai [40. 41, 45] ont été amenés à considérer
une notion de points critiques asymptotiques.
Soit (k) une suite de fonctionnelles définies sur un espace de Banach X et
considérons une fonctioirnelle h X —* R. Supposons que les fonctionnelles h7,
sont de classe C’.
Définition 0.2. On dit que x X est un point asymptotiquement critique pour
le couple ((h7,)7,, h) s’il existe une suite strictement croissante d’entiers (nk)J. dans
N et une suite (uk)k dans X tels que
ÏfltV4) —* 0, ‘LLk —* u et hTjk(uk) — hQu).
Nous disons également que h(u) est une vateur asymptotzquement critique pour
le couple ((h7,)7,, h).
Ils ont par la suite réussi à adapter l’approche de la catégorie relative limite
aux points critiques asymptotiques. Ainsi, ils ont pu borner inférieurement le
nombre de points critiques asymptotiques de ((h7,), h) où les h7, ne sont pas
nécessairement les restrictions de h à un sous-espace X?. contrairement au cas de
la catégorie relative limite développée par Fournier Lupo, Ramos et Willem [23].
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Encore une fois, une couditior de type Palais-Smale, la condition de V-compacité,
est iiitroduite de façon à obtenir l’existence de déformations pour la famille de
fonctionnelles.
Puisque la catégorie est un invariant topologique, on peut très facilement
trouver une forictioimelle qui a plus de points critiques que la catégorie de l’espace
sur lequel elle est définie. Considéroius par exemple le tore T2 comme espace avec la
foiuction hauteur f telle qu’illustrée à la figure 0.1(a). Cette fonction a 4 valeurs
critiques c1, C2, C3, c4, ruais on peut recouvrir le tore par 3 fermés contractiles
connue illustré à la figure 0.1(h). En particulier, ceci entraîlle cjue catT2 (T ) < 3.
Cette constatation n’est guère surprenante étant cloimé que les notions de
catégorie, de catégorie relative et (le catégorie relative limite ne tiennent pas
compte de la fonctiormelle f considérée. Ceci va de soi puisque ces catégories
caractérisent l’espace et non une fonctionnelle en particulier. Puisqu’ici, l’objet
d’étude est la fonctionnelle, il serait intéressant de développer une notion (le
catégorie qui tienne compte de celle-ci. On pourrait ainsi espérer trouver une
meilleure borne pour le nombre (le points critiques.
C4
C2
Ci
(a) La fonction hauteur (b) La décomposition
FIG. 0.1. Le tore
6L’objet de cette thèse est donc de développer une catégorie assujettie à une
fonctionnelle f et de montrer ciu’elle fournit bien une borne inférieure sur le
nombre de points critiques de la fonctionnelle. Nous allons pour ce faire utiliser
toute la portée des lemmes de déformations. En effet, clans les preuves classiques,
les propriétés (4) et (5) de la déformation du théorème 0.1 étaient peu utilisées.
Nous allons donc flous servir de ces propriétés et restreindre les déformations ad
missibles dans la défiiition de catégorie. Nous adapterons également toutes les
notions de catégorie relative, catégorie relative limite ainsi que le cas asympto
tique en tenant compte de la follctionnelle. Compte tenu des différents contextes
où cette f-catégorie pourra s’appliquer, nous adopterons une approche axioma
tique pour ensuite expliciter des ca.s où on trouve des résultats spécifiques. Nous
présentons également une notion de f-catégorie tronquée qui nous permettra de
considérer des fonctionnelles qui ne sont pas bornées inférieurement sans avoir à
étudier les ensembles de niveau.
Du point de vue des applications, mentionnrnis les travaux de Szulkin [59] qui
étudie le système
{û
JVH(t,u).
(SH1)
u(0) = n(2ir),
où u = (p, q) R —> RN X RN, H C’(R x R2N R), VH est la dérivée de H par
rapport à ‘u et
/0 -IJ=I
V O
est la matrice symplectique usuelle. L’auteur montre que si H est périodique de
période 2rr dans toutes les variables, alors l’équation (SH1) a au moins 2N + 1
solutions distinctes. Pour ce faire, Szulkin utilise une légère modification de la
catégorie relative de Fournier et \‘Villem.
Mentionnons également les travaux de Liu [32] qui trouve le même résultat
en adoptant une notion de pseudo-catégorie et en utilisant des approximations de
Galerkin.
7En 1995, Li et Willem [30] considérèrent le système
t Jù — A(t)u + VH(t.u) = 0,
(SH2)
1’u(0) = ‘u(27r),
sous les conditions
(Hi) la matrice 21V x 21V A(t) est symétrique, continue, périodique de période
2n en t, H e C’(R2”’,R) est périodique de période 2n en t;
(H2) il existe des constantes a1, a2 > 0, p > 1 telles que
VH(t, u) < a + a2u VH(t, u);
(H3) H(t,’u) o(vÏ2), u —*0, uniformément sur R;
(Ht) il existe une constante t > 2 et R> O telles que, pour u > R,
0< iH(t,u) <u. VH(t,u);
(115) il existe > O, tel que l’une des deux coilditions suivantes est vérifiée
(a) pour tout u < et pour tout t R, H(t, u) 0,
(b) pour tout ‘u < et pour tout t e R, H(t,u) <0.
Ils obtiennent alors que si H satisfait (Hi)—(H5), alors l’équation ($H2) a au
moins une solution. Les auteurs ne considèrent pas le cas où nous sommes en
présence de périodicité dans les variables spatiales. Étant donné que les espaces
considérés sont des espaces vectoriels, l’utilisation de la catégorie ne permet pas
d’obtenir plus de points critiques. En effet, puisque tout sous-ensemble de l’espace
est contractile, la catégorie de l’espace est 1.
Le lecteur intéressé pourra consulter [4. 42] pour trouver d’autres résultats
concernant les problèmes Hainiltoniens.
De notre côté, nous avons considéré le problème ($112) dans le cas particulier
où H(t. p, q) est une fonction périodique en t et q et A est de la forme
(3(t) oN
A(t)= I
\0 0)
$où 3(t) est une matrice N x N auto-adjointe. Au chapitre 7, sous les conditions
énoncées au Théorème 7.2, nous obtenoils l’existence cl’au moins mie solution au
problème (SH2). De pius, si
max H(t, O, q) — min H(t, O, q)
(t,q)E [O,27r]’+1 (t,q)s [o,2.yN+1
est assez petit, alors le problème (SH2) a au moins N + 1 orbites de solutions
distinctes. Ce problème est en quelque sorte une fusion des problèmes de Szulkin
et de Li-Willeni. En effet, la présence de périodicité dans les N dernières va
riables spatiales nous permettra d’utiliser la f-catégorie qui jouera un rôle crucial
clans l’obtention de multiplicité de solutions. Soulignons, qu’à notre connaissance,
ceci constitue une nouvelle application de méthodes variationnelles aux systèmes
Harniltoniens et qu’elle a pu être obtenue grâce à cette nouvelle notion de f
catégorie.
Chapitre 1
PRÉLIMINAIRES
1.1. RÉSULTATS GNRAUX
Nous utiliserons assez fréquemment le lemme d’Urysohn pour qu’il soit à pro
pos de le rappeler.
Théorème 1.1 (Lemme cl’Urysohn). Soit X un espace normal. Soit A et B
deux sous-ensembles fermés de X tels que An B = O. Alors l existe une fonct’ton
continue
J X [0, 1]
telle que f(x) = O pour tout x A et f(x) = 1 pour tout x B.
1.2. CATÉGoRIE DE LuSTERNII-$cHNIRELMAN CLASSIQUE
Pour plus d’information au sujet de la catégorie et de la catégorie relative, le
lecteur pourra consulter [14, 23, 5$, 59, 62].
Définition 1.2. Un ensemble A est dit contractile dans un espace topologique
X s’il existe E C(A x [O, 1],X) telle que, Vx,y E A,
q(x, O) x (x. 1) = 7](y, 1).
Définition 1.3. Nous dirons que 7 t A x [0, 1] —* X est une déJormatwn de A
dans X si
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(1) 7] est. continue,
(2)7](,0)x EA.
Définition 1.4. Soient h et ]2, des déformations de A1 et A2 telles que 7]1(A,, 1) C
A2. La superposition de ‘h et 72, notée ‘îp * ‘h est définie par
[‘h(x,2t) pour 0 <t <
‘h * 7]i(X, t) =
‘h(’h(x, 1), 2t — 1) pour t < 1.
Définition 1.5. Un ensemble A C X, où X est un espace topologique, est dit de
catégorie de Lusternik-Schnirelman k si A peut être recouvert par k, mais pas k—1,
ensembles fermés contractiles dans X Dans ce cas, nous écrirons cat (A) = k. Si
un tel nombre k n’existe pas, flous dirons que cat (A) = +oc.
Théorème 1.6. Soit X un espace topologique et A, B X. Alors
(1) cat(A) = O si et seulement si A O;
(2) cat(A) 1 si et seulement si À est contractile dans X;
(3) si A C B, alors cat(A) < cat(B);
(4) cat(A U B) < catx(A) + cat(B);
(5) si cat(B) < oc, alors cat(A \ B) cat(A) — cat(B);
(6) si r X x [0, 1] —* X est une déformation de X, alors
cat(A) < cat(7](A, 1))
(Z) si X est une variété de dimension finie et que A C X est compact, alors
il eOEiste un voisinage iV de A tel que cat(A) cat(’V).
Le théorème suivant nous permet de lier la catégorie d’un espace avec le
nombre minimal de points critiques des fonctions définies stir l’espace.
Théorème 1.7. Supposons que X sozt une variété compacte sans bord de classe
C’ et que C’(X, R). Alors a au moins cat(X) points critiques dlstincts.
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A1çzi
Y
(li) Une décomposition
Définition 1.8. Soit A et Y, des sous-ellsembles d’un espace topo1ogicue X. La
catégorie de A dans X relativement à Y, notée cat.(A), est le plus petit entier
n tel cïu’il existe n + 1 sous-ensembles fermés A0, A1, . . , A7 de X satisfaisant
(1)
(2) A1, . . . , A sont contractiles dans X,
t 3) il existe ure déformation de A0 dans X satisfaisant
(a) 0(A0. 1) Ç Y,
(b) io(y,t) E YV(y.t) E A0flY x [0,1].
Potir illustrer, considérons le tore de la Figure 1.1 avec Y qui est la partie
hachurée. Dans cet exemple, on trouve tille catI2(T2) = 2. Nous avons bien que
A1 et A2 sont contractiles et qu’on peut déformer A0 dans la partie hachurée.
Remarque 1.9. Dans le cas où Y O, la catégorie relative coïncide avec la caté
gorie classique c’est-à-dire cat0(A) = catx(A).
I
A2
(a) Le tore
FIG. 1.1. Le tore
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La catégorie relative a les propriétés suivantes. Le lecteur intéressé pourra
trouver la démonstration dans [23, 25, 59, 62].
Proposition 1.10. Soit A, B et Y des sous-ensembles de X avec Y fermé. Alors
(1) cat,y(A) < catx(A);
(2) cat(A) = O si et seulement s ‘ii existe une déformation de AuY dans
X telle que 0(A, Ï) Y et 7]o(Y t) Y pour tout t e [O, 1];
(3) si A B, alors caty(A) < catxy(B);
(4) cat,y(A U B) < caty(A) + catx(B);
(5) si cat(B) < , alors cat(A \ B) > cat(A) — cat(B);
(6) si i est une déformation de A U Y dans X telle que j(A, 1) B et
(Y t) ç Ypour tout t [0, 1], alors cat(A) cat,(B);
(7) sz (X’, Y’) est une pazre de sous-ensembles fermés de X avec Y’ ç Y
et qu’il existe une rétraction de (X,Y) dans (X’.Y’) (c’est-à-dire une
fonction r : X — X’ telle que r(x) = x pour tout x E X’ et r(Y) = Y’),
alors cat,y(A) cat’,y’(A’) dès que A’ ç AnX’.
La notion de cuplength sera souvent utilisée pour borner la catégorie. Pour
plus de détails, le lecteur pourra consulter [21, 25, 59].
Définition 1.11. Soit X et Y, deux sous-ensembles fermés de l’espace euclidien
avec Y ç X. Notons H*(X, Y) la cohomologie de Ôech à coefficients dans
Z2. On définit le cuplength(X, Y) comme le plus grand m E N tel qu’il existe
co E (X, Y and c E (X, Y), 1 < j < m, tels que qy, . . .
,
q,- > 1 et
c0 U... U c O dans H0+m(X, Y) (u est le produit cup).
Szulkin obtient également un estimé de la catégorie relative grâce au cuplength,
ce qui nous permettra ultérieurement de fournir une borne explicite sur le nombre
de points critiques. En particulier, clans le cas où V est le tore de dimension N,
il obtient le résultat suivant.
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Proposition 1.12. Soit V te tore de dimension N, B une boule fermée dans un
espace de dimension m et smt S, sa frontière. Alors
catBXV,SXV(B x V) N + 1.
Les détails qui permettent de prouver cette proposition ainsi que plus d’infor
mations sur le cuplength relatif peuvent être trouvés dans [25] ainsi que dans [59].
1.3. LEMMEs DE DÉFORMATION
En théorie des points critiques, les lemmes de déformations occupent une place
prépondérante. Ce sera le cas aussi tout au long de ce texte. Bien que nous ayons
choisi d’adopter une approche abstraite, les conditions (X, K) et *(X, K) qui
seront présentées aux chapitres 3 et 4 s’inspirent fortement de ces lemmes. Il est
donc utile de les rappeler ici. Le lecteur intéressé pourra consulter [10, 17, 50, 56]
pour plus de détails.
Notations : Soit n, e e R. Nous adopterons dans toute la suite la notation
fU
= {x e X f(x) <a}. Pour K C X que nous appellerons l’ensemble des
points critiques de f, nous écrirons
K={x K f(x)=c}.
Évidemment, dans le cas où X est un espace de Banaci et f e C’(X, R), nous
dirons que x est un point critique de f si f’(x) = 0. Par conséquent, dans ce
contexte, K = {x e X f’(x) = 0}.
Définition 1.13. Soit X un espace de Banach et f e C’(X,R). Nous dirons que
f satisfait ta condition de Patais-Smate au niveau e ou plus brièvement (PS) si
toute suite (x) X telle que f(x) —* e et f’(x)
— O possède une sous-suite
convergente.
Théorème 1.14 (Lemme de déformation). Soit X un espace de Banach et f e
01(X,R). Sment e e R, ,\ > 0, > O et O, un voisinage de K. Si f satisfait
(PS), alors il existe e e (0, ) et r e C(X x [0, 1], X) tels que
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(1) î(x, 0) = x powr tout x E X;
(2) (x,t) x pour tout t e [0,1] si f(x)
(3) i(x, t) est un homéomorphisme de X dans X pour chaque t e [0, 1];
(4) j(x, t)
— xU <, pour tout t e [0, 1] et pour tout x E X;
(5) f((x, t)) <f(x) pour tout (x, t) [0, 11 x X;
(6) (fc+ \ Q 1) ç jc_.
Théorème 1.15 (Théorème d’intervalle non critique). Soit X un espace de Ba
nach et f E C’ (X, R). Soit a < b e R tels que [a, b] ne contient pas de valeurs cri
tiques. Si f satisfait (PS) pour tout e e [a, b], alors il existe 7] e C(X x [0, 1], X)
telle que
(1) 77(x, 0) = x pour tout x e X;
(2) 7](x, t) = x pour tout (x, t) e [0, 1] x fa;
(3) 7](x, t) est un homéomorphisme de X dans X pour chaque t e [0, 1];
(4) f(7](x, t)) <f(x) pour tout (x, t) e [0, 1] x X;
(5) 7](fb 1) ç fa
Théorème 1.16 (Deuxième lemme de déformation). Soit X, un espace de Ba
nach. Supposons que f e C’ (X, R) satisfait (PS) pour tout e e [a, b] et que a
est la seule valeur critique de f dans [a, b). Supposons également que tes com
posantes connexes de ‘Ç sont des points isolés. Alors il existe une déformation
i: fb x [0, 1] ‘ X telle que
(i) 7](fb\Ç) ç fa;
(ii) 7](x, t) = x pour tout (x, t) e fb x {0} U f x [0, 1];
(iii) f(7](x, t)) <f(x).
Tout ce qui a été présenté jusqu’ici aurait pu être fait pour des variétés rie
manniennes ou plus généralement pour un espace métrique et une fonctionnelle
continue (voir [17]). Pour la suite de cette section, nous allons nous placer clans
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les conditions nécessaires pour pouvoir parler de catégorie relative limite. Cette
notion a été introduite pour pouvoir traiter des problèmes dans des espaces de
dimension infinie en les approchant par des sous-espaces de dimension finie. Le
lecteur intéressé pourra consulter [23, 62] pour plus de détails.
Soit X tin espace de Banach et une famille (X) de sous-espaces de X tels
que
et X1CX2CX3...
Pour chaque n e N, nous noterons f7 =
Définition 1.17. Soit f : X —* R et c e R. On dit que f satisfait la condition
de PaÏais-SmaÏe étoile au niveau c, notée (PS), si toute suite (x) telle que
—* oc, x,7. q f(x) — c et f,. (x) — O possède un sous-suite conver
gente.
Cette condition nous permet de trouver une famille de déformations ayant
une certaine uniformité. Ces déformations satisfont des conditions similaires au
Théorème 1.14 qui nous permettra, au Chapitre 4, de relier la f-catégorie limite
relative aux points critiques de f.
Théorème 1.18. Soient > O, p > O et f X — R de classe C’ satisfaisant
(PS) et soit O, un voisinage de K. Alors il existe e et N0 q N tels que pour
tout n > N0, il existe
X x [O, Ï] — X
satisfais ant
(1) f((x, t)) <f(x) pour tout x q X, t q [0, 1];
(2) (fc+ \ Q ) C fC-E;
(3) dQ(x, t), x) <p pour tout x q X, t q [0, 1];
(4) ij(X, t) = x pour tout (x, t) q X x {O} u f x [0, 1].
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1.4. ENLAcEMENTs ET POINTS CRITIQUES
Dans cette section, nous présentons les résultats reliant les notions d’enlace
ment introduites par Frigon [27, 28] avec les points critiques. Le lecteur intéressé
à la notion classique d’enlacement pourra consulter [11, 47, 50, 54]. La notion
d’enlacement local à été introduite par Li et Liu [33].
Pour un sous-ensemble A C X, notis noterons
i\f(A)
=
{i E C(X x [0,1], X) = id sur X x {0} U A x [0, 1]}.
Définition 1.19. SoitACBCX,PCQCXte1squeBflQ4Ø,3nP=Ø
et A n Q = 0. Soit un sous-ensemble non vide de Ar(A). Nous dirons que
(B, A) enlace (Q, P) via JV, si pour tout j E j\f, une des conditions suivantes est
vérifiée
(1) (B, 1) n Q O,
(2) 7](B,]0,1[)nPO.
Si .N = At(A), nous dirons simplement que (B, A) entace (Q, P).
Cette notion, introduite par Frigon [27], généralise la notion classique d’en
lacement qui correspond à (B, B) enlace (Q, O). Elle inclut également la notion
d’enlacement local et surtout, elle donne lieu à de nombreux nouveaux enla
cements. Le cas où X = X1 X2, B
= B, A = Si, Q = 32, P = $2 OU
= B(0, ri) nX, S = 8B dans X, appelé « Splitting Spheres », a été d’abord
considéré par IViarino, IViichelletti et Pistoia [39].
Soit f : X —* R, une fonctionnelle continue et A C X. Nous noterons
JVf(A) {î E C(X x [0, 1], X) id sur X x {0} U A x [0, 1]
et f((x, t)) <f(x) pour tout E X et t E [0, 1]}.
Grâce à cette notion, Frigon montre le résultat suivant qui relie l’enlacement avec
l’existence d’un point critique.
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Théorème 1.20. Sozt X un espace de Banach et f X —* R, une fonctionnelle
de classe C’. Supposons qu’il existe deux paires (B, A) et (Q, P) telles que (B, A)
enlace (Q, P),
f(x) <f(y) pour tout x B,y E P, supf(A) <inff(Q),
avec une inégalité stricte si dist(A, Q) = O. Posons
c= inf Sllpf(7](B,1)).
T)CJ\[f (A)
Si e E R et f satisfait (PS), alors K $ O. De plus, si e = inff(Q), alors
dist(Q, K) = O.
Chapitre 2
NOTIONS DE f-CATÉGORIES
Comme annoncé au Théorème 1.7, la catégorie de Lusteriiik-Schnirelman nous
permet d’obtenir une borile inférieure sur le nombre de points critiques de fonc
tionnelles de classe C1 sur une variété donnée. Puisque la catégorie ne dépend
que de la variété, il est bien évident que la borne obtenue peut être très infé
rieure au nombre de points critiques d’une fonctionnelle donnée. Nous présentons
ici les notions de f-catégorie, de f-catégorie tronquée et de f-catégorie relative
qui tiennent compte de la fonctionnelle et, en gélléral, permettent d’obtenir une
meilleure estimation du nombre de points critiques de la fonctionnelle J.
Nous pourrons utiliser les concepts qui suivent dans différents contextes, avec
des notions différentes de points critiques. Pour faciliter ce travail, nous allons
aborder le problème sous un angle abstrait.
Soit X un espace métrique et f : X —* R une fonctionnelle. Tout d’abord,
introduisons une notion qui allégera les énoncés ultérieurs.
Définition 2.1. Nous dirons que A est un ensemble (f, E)-contractiÏe dans X s’il
existe E X et une déformation A x [0, 11 —* X continue telle que
(Da) (x, 0) x pour tout x E A,
(Db) (A, 1) =
(Dc) f((x, t)) <f() + pour tout x e A et t [0, 1].
Nous dirons que A est (f, 6)-contractte vers pour bien préciser que (A, 1) =
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Remarque 2.2. Il est clair que
{A C X A est (f,6)-contractile} C {A C X A est contractile}.
Eu général, l’inclusion est stricte.
2.1. LA f-CATÉGORIE
Dans cette section, nous présentons la f-catégorie qui est une adaptation
de la catégorie de Lusternik-Schnirelman, comme annoncé dans l’introduction.
Auparavant, nous devons introduire une défiiition intermédiaire pour faciliter les
énoncés futtirs.
Définition 2.3. Soit B C X et 6> 0. Notons n(B,X) le plus petit n é NU{0}
tel qu’il existe A1,. . . ,A, fermés vérifiant
(Cl) BCU1A,
(C2) pour i = 1,. . . ,n, A est (f, 6)-contractile.
Si un tel n n’existe pas, nous écrirons n(B, X) = cc.
Remarque 2.4. Si 61 < E2, alors n (B, X) n2(B, X). En effet, le recouvrement
satisfaisant (C1),(C2) de la définition 2.3 pour 6 satisfait aussi (C1),(C2) pour
62.
Définition 2.5. On définit la f-catégorie de B dans X par
f-cat(B) sup n(B, X).
Remarque 2.6. Si f-cat(B) < oc, puisque n(B, X) E N, il existe tel que
Vr <, n(B,X) n(B,X) = f-cat(B).
Par exemple, dans le cas montré à la Figure 2.1, on trouve f-cat(B) = 2 et
catx(B) 1 . On peut également considérer la fonction f : R —* R définie par
f () x sin(). On trouve alors ,f-catR(R) = oc tandis que cat(R) = 1 (voir
Figure 2.2).
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X
FIG. 2.1. f-cat(B) = 2, cat(B) = 1
FIG. 2.2. f-cat1(R) = oc, cat(R) 1
Lemme 2.7. Soient X un espace 7nétri que, A. B C X, > O et soit f : X ,‘ R.
Alors, on a Ïes propriétés suivantes
(1) cat(B) <n(B,X);
(2) n(A, X) = O si et seulement si A = 0;
(3) n(A, X) 1 entraîne que est (f, E)-eontractile dans X;
(4) si A C B, alors n(A, X) <n(B, X);
(5) n(A U B, X) <n(A, X) + n(3, X);
(6) si u(B. X) <DO, alors n(A \ B, X) n(A, X) — n(B. X);
(7) si E1 > O et i : X x [0,1] —* X vérifie f(?7(x.t)) < f(x) + pour tout
(x,t) E X x [0,11, alors n1(A,X) <n!((A, 1),X).
DivIoNSTRATION. Tout d’abord, (1),(2) et (3) sollt’ clairs. Pour (4), supposons
ciue n!(B, X) = k < oc. Il existe doic U1,. . . , Uk, des ellsemhles (f, Œ)-coutractiles
B
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k . . ktels que B Ç U=1 U. Puisque A 3, on a clairement A C J1 U. Donc,
n(A,X) <n(B,X) k pour tout a.
(5) Supposons que n(A, X) kA < oc et n(B, X) k3 < oc. Il existe donc
A1, . .
.
,A et B1,..., 3k5 satisfaisant (C1)—(C2) de la Définition 2.3 pour A et
B respectivement. Par conséquent, A1,. . .
,
B1,..
,
B, satisfait (C1)—(C2)
pourAUB. Onadollcn(AUB,X)<kA+kB.
(6) Puisque A C A \ B U B, par (4) et (5), on a que
n(A, X) <n(A \ BU B, X) <n(A \ B, X) + n(B, X).
Si ‘n(B, X) <oc, on obtient
n(A,X)—n(B,X) <n(A\B,X).
(7) Supposons que n(’r1(A, 1), X) = k < oc. Il existe U1,. . . , Uk, des ensembles
(f,c)-contractiles tels que p(A, 1) C U=1 U. Posons (x) = p(x, 1) et A =
i/r(U). Pour i = 1, . . . , k, définissons i : A x [0, 1] — X en posant ij(x, t) =
* p(x, t) où pj est donné par (C2) de la Définition 2.3. Puisque f(p(lr, t)) <
f(r) + e pour tout (x, t) A z [0, 1], on a que
f(p(x, 2f)) f(x) + ei pour t [0, 1/2),
f((x, t))
= f((p(x, 1), 2f- 1)) J(p(x, 1)) +
f(x) + E + pour t [1/2, 1].
Les conditions (Cl) et (C2) de la Définition 2.3 sont donc vérifiées pour A et donc
f ( y<
E+El , J
—
Remarque 2.8. En prenant = 0 dans le Lemme 2.7(7), on déduit que si
p X z [0,11 —* X est une déformation telle que J(p(x,t)) < f(x), alors
n(A,X) <n(p(A, 1),X).
Le lemme précédent nous permet de déduire des propriétés importantes de la
f-catégorie.
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Théorème 2.9. Soient X un espace métrique, A, B C X et soit f : X — R.
Alors, ta f-catégorie vérifie tes proprzétés suivantes
(1) catx(A) <f-cat(A);
(2) f - cat (A) = O si et seulement si A O;
(3) f-cat(A) = 1 entraîne que A est (f,E)-contractite dans X VE > O;
(4) si A C B, alors f-cat(A) <f-catx(B);
(5) f-cat(AUB)<f-ca&(A)+f-cat(B);
(6) si f-catx(B) <oc, alors f-cat(A\B) > f-cat(A) — f-catx(B),
(7) si f-catx(A) < oc, il existe tel que pour tout E < et pour toute défor
mation telle que f(j(x,t)) <f(x) +E, f-cat(ij(A, 1)) > f-cat(A);
(8) si f-cat(A) = oc, alors pour tout k e N, il existe tel que pour tout
c < et pour toute déformation i telle que f(i(x, t)) < f(x) + E, on a
que f-cat(A, 1)) k.
DÉMONSTRATION. Le résultat découle directement du Lemme 2.7 et de la Re
marque 2.6. Par exemple, pour (4), supposons que f-cat(B) = k < oc. Il existe
donc tel que pour tout E < , n(B,X) = k. Par le Lemme 2.7, on a que
n(A,X) n(B,X). Puisque l’inégalité est vérifiée pour tout E < , on déduit
que f-cat(A) <k.
Pour (7), si f-catx(A) = k e ]O, oc[, il existe tel que pour tout E < ,
n(A, X) k. Supposons que j X x [0, 11 —* X est une déformation vérifiant
f (rj(x, t)) < f(x) + E1 avec E1 < et soit E2 tel que E1 + E2 < . Alors pour E < E2,
nt((A,1),X) > n2((A,1),X) > n2(A,X) = k.
Donc, f-catx((A, 1)) > k.
Pour (8), si f-catx(A) = oc, pour tout k E N, il existe 3 tel que pour tout
E < 3, n(A, X) > k. Considérons = . Par le Lemme 2.7(6), pour tout E <
et pour toute déformation î satisfaisant f((x, t)) <f(.x) + E, puisque E + < 3,
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on a que k < n(A, X) < n(77(A, 1), X) < n(77(A, 1), X). Par conséquent,
f-cat(77(A, 1)) > k.
I
Remarque 2.10. Si f-cat(A) = 1, l’affirmation (3) du théorème précédent ga
rantit que pour tout E > 0, A est (f, E)-contractile. Cependant, il n’existe pas
forcément , une déformation de l’ensemble A telle que f(77(x,t)) < f(x). En
effet, si f R —* R est la fonction f(x) CX, alors f-cat(R) = 1, pourtant
il n’existe pas x0 e R et 77 R x [0, 1] — R continue telle que 77(x, 0) =
‘q(x,l) xo et f(77(x,t)) <f(x), Vx e R.
Remarque 2.11. En général, l’énoncé (7) du Théorème 1.6 est faux. En effet,
contrairement au cas de la catégorie classique, en général on ne peut pas trouver
un voisinage K de B tel que f-cat(iV) f-catx(B), même si B est compact
et X de dimension finie. Par exemple, si f : R — R est la fonction définie par
f(x) xsin(1/x), alors f-cat({0}) = 1 et f-catR(V) oc pour tout voisinage
V de l’origine (voir Figure 2.2).
Proposition 2.12. Soit f X —* R et soient B C X. Si f-cat(B) < oc alors
il existe > O tel que pour toute fonction g X —* R satisfaisant g
— fjo u,
on a que
f-cat(B) <g-cat(B).
De plus, si f—gHo = alors n(B,X) n(B,X) etn(B,X) > n+(B,X)
pour tout > 0.
DÉMoNSTRATION. Puisque f-cat(B) = kf < oc, il existe Ê tel que pour tout
e < , n(B, X) = kf. Fixons u </2. Soit g X — R tel que f(x) —g(x) <u.
Supposons que g-cat(B) = kg < oc. Il existe donc tel que Ve < , n(B,X) =
kg. Soite < min{,—2u}. SoitA1,.. . ,A1 lerecouvrementre1iéàn(B,X). Pour
j 1,.. . ,kg, il existe une déformation T A x [0, 1] — X telle que g(77j(x, t)) <
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g(x)+e. Donc, f(ijj(x,t)) <g((x,t))+u < g(x)++E f(x)+2u+6 f(x)+.
Puisque n(B, X) = kf, 011 a que kf < k9. Le même argument permet de déduire
que si f — gRo alors n(B, X) X).
Il n’est. pas possible de remplacer l’inégalité de la proposition précédente par
une égalité pour obtenir f-cat(B) = g-cat(B). En effet, on peut toujours trou
ver mie follctioll g aussi proche de f qu’on veut avec une catégorie aussi grande
qu’on veut. Il s’agit de perturber f par des oscillations de faibles amplitudes
comme le montre la Figure 2.3.
2.2. LA f-cATÉGoRIE TRONQUéE
Ou constate que la notion de f-catégorie est peu appropriée pour les fonction
nelles non—bornées inférieurement. En effet, même clans le cas le plus simple où
f t R —* R n’est pas bornée inférieurement, on a f-cat(R) = oc (voir Figure 2.4).
Dans cette section, lions présentons une notion de f-catégorie alternative qui
sera plus pertinente pour l’étude des fonctionnelles qui ne sont pas bornées infé
rieuremeut. Soulignons au passage qu’il s’agit d’une nouvelle notion qui n’a pas
d’équivaleut dans le cas classiciue.
f>
g
FIG. 2.3. Perturbation de f
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Définition 2.13. Soit B C X et E > O. Notons m(B,X) le plus I)etit m E
NU {O} tel qu’il existe A0. A1, . . , A fermés vérifiait
(CT1) BCU0A,
(CT2) prnir j = 1. m, A est (f, E)-coutractile,
(CT3) il existe mie déformation i : A0 x [0. 1] — X telle que f(jo(x, t)) <
f(x) + E et f(o(x, 1)) <
Si un tel m n’existe pas, nous écrirons m(3, X) = oc.
Définition 2.14. On définit la f -catéqorie tronquée de B dans X par
f-catt(B) sup m(B, X).
E>0
Remarque 2.15. Si f-catt(B) < oc, puisque m(B, X) E N U {O}, il existe tel
que VE <, m(B. X) m(B, X) = f-catt(B).
Comme mentioimé plus haut, l’intérêt de cette catégorie alternative est de
pouvoir considérer des fonctioimelles qui ne sont pas bornées inférieurement. Pie-
nons par exemple f R —* R définie par f(x) = _x2 + 1. On a alors que
f-cat(R) oc, mais f-cattE(R) = 1. En effet, potir tout E < 1, 011 peut consi
dérer A1 = B(0, E) et A0 = R \ A1. Par coiltre, la fonction f R — R définie par
f (x) = x2 + cos(rrx2) nous donne f-catt(R) = +oc. Les deux fonctions sont
illustrées à la Figure 2.5.
FIG. 2.4. f-cat(R) = oc
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-‘Ï’ —0.5 -0 5—1 o.5\1.5
ta) f(x) _2 + 1, f-catt(R) 1
FIG. 2.5. Exemples pour f-cattR(B)
Proposition 2.16. $oientX un espace métrique, A, B C X, E > O etf : X —* R.
Alors tes propriétés suivantes sont vérifiées
(1) m(f_l/E,X) = O;
(2) si A C B, alors m(A,X) <m(B,X)
(3) m(A U B, X) <m(A, X) + n(B, X);
(4) si n(B, X) <oc, ators m(A \ B, X) > 7n(A, X) — n(B, X);
(5) si 7]: X x [0. 1] — X est une déformation telle que f(7](x, t)) < f(x) pour
tout (x,t) X x [0, 11, alors m(A,X) <m!(7](A, 1),X).
DÉMONSTRATION. La partie (1) est claire. Pour (2), supposons que m’(B,X) =
k < oc. 11 existe donc des fermés A0 Ak et des déformations satisfaisant (CT1),
3—3
—8
—10
(b) f(x) = —x2+cos(irx2), f-catt(R) = +00
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(CT2) et (CT3) de la Définition 2.13 pour B. En particulier, ils vérifient aussi les
conditions (CT1), (CT2) et (CT3) pour A. D’où m(A, X) <k.
(3) Supposons que m(A, X) kA et n(B. X) = kB, avec kA, k3 < oc. Il existe
donc des fermés A0,. . .
,
A, satisfaisant (CT1)—(CT3) de la Définition 2.13 pour
A ainsi que des fermés B1,.. .
,
B satisfaisant (Cl) et (C2) de la Définition 2.3
pour B. Ainsi, la famille de fermés constituée de tous ces fermés satisfait (CT1)—
(CT3) pour Au B. D’où m(A u B, X) <k + k3.
(4) Puisque A C A \ B u B, en appliquant (3). on obtient le résultat.
(5) Supposons que m(7](A, 1), X) = k < oc. Il existe donc A0. . . . , A satis
faisant (CT1)—(CT3) de la Définition 2.13 et des déformations rj, i O, . . . , k
associées. Posons g(x) = p(, 1) et considérons les ensembles À =
i = O, . . . , k. Puisque g est continue, les ensembles A sont fermés. De plus,
grâce aux déformations (x,t) * i(x,t), ces ensembles vérifient les condi
tions (CT1)—(CT3) de la Définitirn 2.13 pour A. Donc, m(A,X) < k.
On déduit directement de la proposition précédente les propriétés suivantes
sur la f-catégorie tronquée.
Théorème 2.17. $ozt X un espace métrique, A, B C X, e> O et soit f t X —* R.
Aloi-s les propri étés suivantes sont vérifiées
(1) si A C B, alors f-catt(A) <f-catt(B);
(2) f-cattx(A U B) <f-cat&(A) + f -cat(B);
(3) si f-cat\.(B) <oc, alors f-catt(A \ B) <f-catt(A) — f-cat(B);
(4) si : X x [0, 1] —* X est une déformation telle que f(i(x, t)) <f(x) pottr
tout (x, t) E X x [0.11, alors f-catt.(A) <f-cattx(nj(A, 1)).
Voici un équivalent de la Proposition 2.12 pour la f-catégorie tronquée. Nous
avons ainsi une propriété de semi-robustesse pour cette catégorie également.
Proposition 2.18. Soit f : X —* R et soit B C X. Si f-cattx(B) < oc alors il
existe u> O tel que pour toute fonction g t X R satisfaisant g
— f Uo <u, on
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a que
f-catt(B) g-catt(B).
De ptus, s’i f — = ators pour tout > 0, rn(B, X) > in+6(B, X) et
m(3,X) 13±(B,X).
D1MONSTRATION. Puisque f-catt(B) k1 < oc, il existe tel que pour tout
< , m(B,X) = kf. Fixons o- </2. Soit g: X ,‘ Rtel que jf()—g(x) <u.
Supposons que g-catt(3) = kg <oc. Il existe donc tel que VE <, m(B, X) =
k9. Soit E < min{, — 2u, 2}. Soit A0, A1,. . . , Ai9 le recouvrement relié à
m(B, X). Pour j = 0,. . . , k9, il existe une déformation ij : A x [0, 11 —* X telle
que t)) < g(x) + E. Donc, f(j(z, t)) g(j(x, t)) + u g() + u + E
f(x) + 2u + E < f(.x) + . De plus, pour E Ao. f(o(x, 1)) g(q( 1)) + u <
o- — - < —. Puisque mt. X) = kf, on a que kf < k9. Le même argument
permet de déduire que si Wf — gilo = alors n(B, X) > n36(B, X).
2.3. LA f-cATÉGoRIE RELATIVE
Il serait intéressant d’étendre également la notion de catégorie relative à notre
contexte. Les idées introduites dans la Section 2.1 pourront servir à étendre les
notions de catégorie relative de Fournier et Willem [23] en tenant compte de la
fonctionnelle f.
Définition 2.19. Soient X un espace métrique, Y un fermé de X, B C X et
E > 0. Notons n(B, X, Y) le plus petit n E N U {0} tel qu’il existe A0,. . . , A
fermés vérifiant
(CRi) B Ç U0A,
(CR2) pour i = 1, . . . n, A est (f, 6)-contractile.
(CR3) il existe rj0 : X x [0, 1] —* X continue telle que
(CR3a) o(x, 0) r pour tout x E X,
(CR3b) o(Y,t) C Y pour tout t [0,1],
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(CR3c) ?7otAo, 1) C Y,
(CR3cT) f(’qo(, t)) <f() pour tout (x, t) e X x [0, 1].
Remarque 2.20. De la même façon qu’à la Remarque 2.4, si < , alors
n1(B,X,Y) > n2(B,X,Y).
Définition 2.21. On définit la f-catégorie de B relativement à Y dans X par
f-cat,y(B) = sup n(B, X, Y).
Remarque 2.22. Comme dans la Remarque 2.6, si f-caty(B) < oo, puisque
n(B, X, Y) E N U {0}, il existe tel que Vc < , on a que n(B, X, Y) =
n(B, X, Y) f-cat,(B). De plus, nous aurions pu obtenir un résultat du type
de la Proposition 2.12 si nous avions écrit la condition (CR3d) de la Défiiition 2.19
sous la forme de (Dc) de la Définition 2.1. Par contre, plusieurs résultats ultérieurs
seraient affaiblis. En particulier, les liens entre la f-catégorie et l’enlaceiuent qui
sont présentés à la Section 2.4 ne seraient plus vérifiés.
Proposition 2.23. Soient f X —* R et B, Y C X avec Y fermé. Alors, on a
que
cat,y(B) f-cat,(B).
DÉMoNsTRATIoN. Puisque toutes les déformations sont autorisées pour la caté
gorie relative classique, il est clair que pour tout E > 0,
cat,y(B) <n(B,X,Y),
ce qui entraîne la conclusion. I
Dans l’exemple de la Figure 2.6, dans la partie ta), on trouve encore que
f-catx-(B) 2 tandis que dans (b), on obtient que f-cat(B) = 1. Remar
quons que dans les deux cas, on trouve que f-catxi’(B) > catx(B).
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(a) f-cat(B) = 2 et caty(B) = 1
FIG. 2.6. Exemples pour la f-catégorie relative
La f-catégorie relative a des propriétés similaires à la catégorie relative clas
sique. Pour’ réussir à les dégager, nous devrous cepelldallt étudier auparavallt les
propriétés de n(B, X, Y).
Lemme 2.24. Soit f : X ,‘ R, E> O et A, B, Y C X avec Y fermé. Nous avons
ators tes propriétés suzvantes
(1) n(A, X, Y) n(A, X);
(2) si A C B aÏors n(A, X, Y) <n(B, X, Y),’
(3) n(A U B, X, Y) <n(A, X, Y) + n(B, X);
Y
(b) f-caty() = 1 et cat(R) = O
(4) si n(B, X) <oc, alors n(A \ B, X, Y) n(A, X, Y) — n(B, X);
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(5) sz q : X x [0, 11 —* X est une déformation satisfaisant r,,(Y, t) C Y,
f((x, t)) <f(x) powr tout (x, t) e X x [0, 1], alors
nf(A, X, Y) <nj(A, 1), X, Y);
(6) si (X’, Y’) est une paire de sous-ensembles fermés de X tette que (X’, Y’) C
(X, Y) et qu’il existe une rétractwn de (X, Y) vers (X’, Y’) (c’est-à-dire
une application r X — X’ telle que r(x) = x Vx e X’ et r(Y) = Y’)
telle que f(r(x)) < f(x) ators n(A,X,Y) > n(A’,X’,Y’) dès que
A’ C AflX’.
DÉMONSTRATION. (1). Supposons que nf(A,X) n < oo. Alors, il existe
A1,..., A satisfaisant (Cl) et (C2) de la Définition 2.3. Eu preuait A0 = Y
et rïo(x, t) = x pour tout t e [0, 1], on a que A0, A1, . . . , A, satisfont (CR1)-(CR3)
de la Définition 2.19. D’où n(A, X, Y) <n.
(2). Supposons que q(B, X, Y) = n < oc. Les ensembles garantis par la Défini
tion 2.19 sont aussi valables pour A.
(3). Supposons que n(A,X,Y) = k et n(B,X) = n avec n,k < oc. Il existe
A0, . . . , Aj. satisfaisant (CRÏ)—(CR3) pour A et B1, . . . , B,. satisfaisant (Cl) et
(C2) de la Définition 2.3 pour B. Les ensembles A0, A1,. . . , Ak, B1,. . . , B,. véri
fient la Définition 2.19 pour A U B.
(4) découle directement de (2) et (3).
(5). Posons B = rï(A. 1) et supposons que n(B. X. Y) n < oc. Il existe donc
B0, . . . , B,, et des déformations associées j satisfaisant (CR1)—(CR3). Posons
g(x) = ?(x. 1) et considérons les fermés A := g—’(B). Puisque g(A) C B, on
a clairement que A C U=0 A,. De plus. considérons les déformations i définies
par i)(r, t) := * ï,(.r, t). Pour i 1 n, puisque f(i(x, t)) < f(x) et ciue
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satisfait (CR2), on a que, potir x q A,
f(j(, t)) f(, 2t)) pour t q [0, 1/2]
<j(x)
f(j(x, t)) f(ij((x, 1), 2t — 1)) pour t q [1/2, 1]
<f((x, 1)) + e < f(x) + e.
Donc, A1,.. . , A, satisfont (CR2). Pour A0, la déformation i satisfait de la même
façon que précédemment les hypothèses (CR3a), (CR3c) et (CR3d) de la Défi
nition 2.19. Pour (CR3b), prenons y E Y. Alors, pour t q [0,1/2], %(y,t) =
y(y, 2t) q Y par hypothèse. D’un autre côté, pour t q [1/2, 1], puisque y(y, 1) =
y’ q Y, %(y, t) = yo(y’, 2t — 1) Y, car yo satisfait (CR3b). Nous avons donc
n(A, X, Y) <n. D’où n(A, X, Y) <n(B, X, Y) = n(y(A, 1), X, Y).
(6) Supposons que n(A, X, Y) n < oc. Il existe donc A0, . . . , A,-, et des
déformations associées yj satisfaisant (CRÏ)—(CR3). Posons A := A n X’. Clai
rement, A’ Ç U=0 A. Ce recouvrement satisfait (CR1)—(CR3). En effet,pour
i = 1, . . . , n, considérons t) r(yj(x, t)) restreinte à A. Puisque A C X’,
r(y(x, 0)) = r(x) = . De plus, comme r est à image dans X’, i’ l’est aussi.
Finalement, puisque f(r(x)) < f(c), on obtient que f(@,t)) = f(r(y(x,t))) <
f(yj(x, t)) < f(x) + e. Les conditions (CR1) et (CR2) de la Définition 2.19 sont
bien vérifiées. Pour A, la déformation io r°yo est encore une fois à valeur dans
X’ et puisque yo(Ao, 1) Y, on a bien que %(Ab, 1) Y’. Soit x q Y’. Puisque
Y’ ç Y et yo(x, t) q Y, on a r(yo(x, t)) Y’. Nous avons bien que %(Y’, t) C Y’
comme requis. Nous pouvons donc conclure que n(A’, X’, Y’) < n. I
À partir du Lemme 2.24, on peut facilement dégager plusieurs propriétés de
la f-catégorie relative.
Théorème 2.25. Soit f X —* R et A, 3, Y ç X avec Y fermé. Nons avons
alors tes propriétés suivantes
(1) cat,(A) <f -cat,(A);
(2) f-cat,(A) f-cat(A);
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(3) si A C B alors f-cat(A) f-cat,(B);
(4) f-catx(A U B) f-caty(A) + f-ca&(B);
(5) si f-cat(B) <oc, alors f -cat,1(A \ B) f-cat(A) — f-cat(B);
(6) si 77 : X x [0, 1] — X est une déformation satisfaisant 77(Y, t) Y,
f(77(x,t)) <f(x) pour tout (x,t) E X x [0,1], alors
f-cat,y(A) <f-cat(77(A, 1));
(7) si (X’, Y’) est une paire de sous-ensembles fermés de X telle que (X’, Y’) C
(X, Y) et qu’il existe une rétraction de (X, Y) vers (X’, Y’) (c’est-à-dire
une application r : X —* X’ telle que r(x) — x Vx E X’ et r(Y) — Y’)
telle que f(r(x)) < f(x) alors f-catx,y(A) f-cat’,y’(A’) dès que
A’ CAnX’.
DÉMONSTRATION. Le résultat découle directement des Remarques 2.6 et 2.22 et
du Lemme 2.24.
Dans certains cas particuliers, lorsque deux espaces X, X’ sont reliés par des
fonctions , telles que i o est homotope à l’identité sur X,
‘k ‘k
X -X’ -X,
il sera possible de mettre eu rapport la f-catégorie relative d’un ensemble sur X
avec la f o ‘q’-catégorie d’un ensemble associé sur X’. Eu particulier, le théorème
suivant sera utile pour comparer f-cat(A) avec f-cat’ y’ (A) lorsque X’ X.
Théorème 2.26. Soient X, X’ deux espaces métriques, Y et Y’ fermés respec
tivement dans X et X’, A X et A’ C X’ et soit f : X —* R. Supposons qu’il
existe : (X, A, Y) —* (X’, A’, Y’) et ,b : (X’, A’, Y’) —÷ (X, A, Y), des fonc
tions continues telles qu’il existe une déformation ij: X x [0, 11 —* X vérifiant
77(x, 1) = o (x), f(77(x, t)) <f(x), 77(Y, t) C Y pour tout t E [0, 1], alors
f-cat,(A) <f o
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DÉMONSTRATION. Supposons que f o -cat’y’(A’) n < oc et soit tel que
nfo(AF X! Y’) n
pour tout < . On a donc l’existence de A, . , A et î les déformations
associées vérifiant les conditions de la Définition 2.19.
Posons A : —‘(A), i 0,.. . , n. Clairement, A ç U=0 A et A est fermé
pour i = 0,. . . , n. Nous allons montrer que ce recouvrement satisfait (CR2)
et (CR3). Pour i = 0,... ,n, définissons ‘,jj par
[i?(x,2t) 0<t<,
(x,t) =
2t- Ï)) <t 1.
Puisque 77(x, Ï) = o Tjj est bien une déformation continue. Pour y E Y et
t [0,1/2], on a que 770(y,t) = (y,2t) e Y par hypothèse. Pour t e [1/2,1],
%((y), 2f — 1) e Y’ puisque (y) e Y’ et i satisfait (CR3) pour (X’, A’, Y’).
On peut donc déduire que o(y, t) = Qî((y), 2f — 1)) e Y. De plus, io(Ao, 1) C
Y. En effet, yo(Ao, 1) ‘(A)), 1)) C (y(A, 1)) C (Y’) C Y.
Finalement, pour x e X et t e [1/2, 1],
f(yo(x, t)) = fo y(T), t))
f o
<f().
Le cas t e [0, 1/2] est évident. La condition (CR3) est donc vérifiée. Pour i =
1,. . . , n, 1) = 1)) 1)) = (x) = x. De plus, de la
même façon que pour yo, pour t e [1/2, 1] et pour e A,
f(ij(x, t))
= f o y(x), t))
= f(ij(x, 1)) + E
f(x)+.
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Encore une fois, le cas t [0, 1/2] est clair. La condition (CR2) est donc vérifiée.
En combinant tout cela, notis obtenons que n(A, X, Y) < n pour tout e < .
Donc, J-caty(A) < Ti. U
En fait, l’égalité peut être obtenue si (X’, Y’) est un rétracte de déformation de
(X, Y) approprié pour la fonctionnelle f comme le montre la proposition suivante
qui découle directement du théorème précédent et du Théorème 2.25 (7).
Proposition 2.27. Soit des fermés Y,X’,Y’ de X tels que (X’,Y’) C (X,Y).
Supposons que (X’, Y’) est un ‘rétracte de déformation de (X, Y) compatible avec
f c’est-à-dire qu’il existe une déformation 77: X x [0, 1] —÷ X telle que
(77(X, 1), 1)) (X’, Y’),
77(x,t) = x pour tout x E X’ et f(77(x,t)) <f(x), alors
f-cat1(A) f-cat’,’(A fl X’)
pour tout A C X tel que 7(A, 1) C A.
La prochaine proposition permet de relier les f-catégories relatives relative
ment à Y et Y’ lorsque Y’ C Y. Pour que ce soit possible, l’ensemble Y devra être
fermé sous les déformations qui satisfont la condition (CR3) de la Définition 2.19.
En particulier, ce sera le cas lorsque Y fa.
Proposition 2.2$. Soit f : X —* R et soit Y’ C Y tels que pour toute déforma
tion p : X x [0, 1] ,‘ X satisfaisant f(p(x, t)) <f(x) pour tout (x, t) E X x [0, 1],
on a 77ÇI’Çt) C Y alors
f-cat,y(B) f-cat,y’(B).
D1MoNsTRATIoN. Supposons que f-cat..’(B) = k < oc. Il existe donc > O tel
que Ve < , n(B, X, Y’) k. Soit A0, A1, . . . , Ak et 77o, . . 77k, les déformations
associées vérifiant la Définition 2.19.
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En particulier, on a que ?]o(Ao, 1) Y’ Y et io(Y, t) C Y par hypothèse.
Donc A0 satisfait (CR3) de la Définition 2.19 pour Y. D’où n(B,X,Y) < k et
ce, pour tout E <. Donc f-cat(B) < k.
2.4. LIENS ENTRE L’ENLACEMENT ET LA f-cATÉGoRIE
Dans cette section, nous allons établir quelques liens entre la f-catégorie et
la présence d’une situation d’enlacement telle que présentée à la Section 1.4. Par
convention, nous dirons que inf 0 = +oc, 5U 0 = —oc et dist(0, Q) = oc.
Proposition 2.29. Supposons que (B, A) enlace (Q, 0) via .Aff(A) et supposons
qu’il existe a e R tel que supf(A) < a < inff(Q). Alors f-cat).f(B) > 1 et
f-ca&,À(B) 1.
DÉMONSTRATION. Supposons que f-catX,f(B) = 0. Soit E > 0 tel que Q ç
X\fa+E. Puisque f-catXf(B) = 0, il existe une déformation ?7 t Xx [0,11 —* X
telle que (B, 1) ç fa, (fat) ç fa et f((x,t)) <f(x), V(x,t) eX x [0, 1].
Considérons la fonction d’Urysohn
[o xefa,
1 xeX\f/2,
et introduisons une nouvelle déformation (x, t) = i(x, t?(x)). Puisque (x, t) =
(x,0) = x pour tout x e f et que f((x,t)) = f(i(x,t(x))) <f(x), on a que
‘I e A[j(A). De plus, (B, 1) n Q = 0. En effet, pour x e B, on a que
1) e f pour e X \ fa+E/2(x, 1) =
(x, À(x)) e f/2 pour x e fa+E/2 car f((x, t)) <f(x).
Or Q fl fa/2 = 0. D’où (B, A) n’enlace pas (Q, 0). Contradiction.
Finalement, il découle de la Proposition 2.28 que f-cat(B) f-catX,f(B).
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Proposition 2.30. Soit A fermé dans X et supposons que (B, A) enlace (Q, 0)
via Vf(A) avec
sup f(A) = inf f(Q) et clist(A, Q) > O.
Dans ces conditions, on a que f-catA(B) > 1.
DÉMONSTRATION. Si 011 suppose le contraire, il existe une déformation
X x [0, 1] ,‘ X
telle que ïj(B, 1) Ç A, (A, t) A Vt E [0, 1] et f((x, t)) <f(x).
Pour chaque t E [0, 1], posons U = ij’(Q, t). Considérons
U= JUt.
tE[O,1]
On a que A n U = O. En effet, pour ï E U, il existe une suite (xi,) avec x,, E U
pour un t E [0, 1] telle que x, —* ï. La suite (ta) possède une sous-suite (tnk)
qui converge vers . On a donc, en passant à la sous-suite, que (xflk, tnk) —* (ï, E).
Puisque 7) est continue, on a que r/(xflk,tflk) —* 7)(ï,E). Par construction, on sait
que r/(xflk,tflk) E Q pour tout k. On obtient donc que 7)(ï,E) E Q. D’un autre
côté, si ï E A, on sait que 7)(ï, t) E A pour tout t. En particulier, i1(ï, E) E A.
Puisque que dist(A, Q) > O, on a que A fl = O. Contradiction.
Considérons la fonction d’Urysohn
f0 EA,
(x) =
1 xEU.
Posons t)
=
7)(x, (x)t). Clairement, fQ(x, t)) < f(x). De plus, pour tout
x E A, t E [0, 1], (x, t)
=
7)(x, 0) = x. Donc, i E JVf(A). Donc, il existe x E B tel
que 1) E Q. Mais, si (x, 1) = îj(x, çb(x)) E Q, alors, par construction de U,
x E U et donc (x) = Ï. D’où (x, 1) = 7)(x, 1) E A. Contradiction. I
Remarque 2.31. En fait, dans les deux propositions précédentes, si on a que (B, A)
enlace (Q, 0), on obtient que catx4(B) > 1. Par contre, cette conclusion n’est pas
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possible avec l’enlacemellt Via A[(A). Par exemple. considérons la Figure 2.7. On
a. clairement que (B. A) enlace (Q, 0) via Nf. On a bien que f-catX.A(B) = 1,
mais cat(B) = 0.
Théorème 2.32. Soit A un fermé de X. Supposons que (B, A) enlace (Q. P)
avec
supf(A) <hlff(Q)
et dist(A, Q) > O si inf(Q) = sup f(A). Supposons de plus que f(x) < f (y) Vx e
B,Vy e P. Dans ces conditions, on a que f-cat1(B) 1.
DMoNsTnATIoN. Puisque f(x) < f(y) Vx e B, Vy E P, si î] E Nf(A) 011 a que
(B, 1) n P 0. Dollc, par l’enlacement, oll a que î7(B. 1) n Q O. c’est-à-dire
(B. A) enlace (Q, O) via JVf(A). On a donc la collclusion par les Propositions 2.29
et 2.30.
Remarque 2.33. Comme mentionné dans la Remarciue 2.31, le Théorème 2.32
n’est pas vrai pour la catégorie de Lustenlik-Schnirelman classique. Par exemple,
dans le cas de la Figure 2.8, toutes les hypothèses du Théorème 2.32 sont vérifiées
et donc f-cat4(B) 1. En fait, f-catXA(B) = 1 alors (lue catXA(B) 0.
A IJ Q
FIG. 2.7. Exemple d’eiilacernent via iVf(A)
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D’autres informations sur la f-catégorie pourront être obtenues lorsque nous
aurons la présdllce d’un enlacement du type « (B, A) enlace (Q. P) » comme le
montre le théorème suivant
Théorème 2.34. Soient A B,
(Q,P) via Kf(A), que supf(A)
supJ(A) aÏors f-catX\P4(B) 1.
deux fermés. Supposons que (B, A) enlace
inf f(Q) avec dist(A, Q) > O si iuf J(Q) =
DMoNsTRATIoN. Si on suppose le contraire, il existe une déformation
X \ P x [0,1] X \ P
telle que r(A, t) A et f((x, t)) < f(x) satisfaisant (B, 1) Ç A. Eu suivant
les mêmes étapes que dans la preuve des Propositions 2.29 et 2.30, on obtient
l’existence d’une déformation X \ P x [0, 1] —* X \P avec E À[f(A). Puisque
est à image dans X \ P, on trouve qu’il existe ï B tel que (x, 1) e Q. I\’Iais
par la construction de , ou a également (lue (x, 1) e A. Contradiction. U
Inversemeiit, à partir de la f-catégorie, des enlacements peuvent être décelés.
P
B Q A
FIG. 2.8. Exemple d’enlacement de type (B, A) enlace (Q, P)
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Proposition 2.35. Soit A B, deux ferrnes. Supposons que f-catx4(B) >
f-catVA(X \ Q). Alors (B,A) enlace (Q,ø) maf(A).
DÉMONSTRATION. Supposons qu’il existe une déformation ij : X x [0, 1] — X
qui fixe A, telle que (B, 1) n Q — 0 et que f((x, t)) <(x) pour tout (x, t) e
B x [0, 1]. On a donc ‘ij(B, 1) X \ Q. Grâce au Théorème 2.25, on obtient
f-catVA(B) <f-catx,A(7)(B, 1)) f-catV,A(X \ Q),
ce qui termine la preuve.
Théorème 2.36. Supposons que f-cai\PA(B) > f-catx\P,A(X\Q) alors (B,A)
enlace (Q,P) via Af(A).
DÉMONSTRATION. Supposons qu’il existe une déformation : X x [0, 1] —* X \ P
qui fixe A, telle que j(B, 1) n Q = 0 et que f(j(x, t)) <f(x). Grâce au Théo
rème 2.25, on trouve que
f-catX\PA(B) J-catX\P,A(tB, 1)) f-catx\P,AtX \ Q)
ce qui termine la preuve.
Pour le prochain théorème, nous allons nous placer dans une situation d’en
lacement particulière. Pour un espace de Banach X = X1 X2 et une variété
compacte V, nous allons considérer les ensembles
B1 = {x e X1 <R1},
32 = {x e X2 I N R2},
S2 = {x e X2 = R2}.
et supposer que
xi x V
Si X V
xV
X2xV
sup f(51 x V) <a < ir;ff(B2 x V) sup f(Bi x V) <inff(52 xV).
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Théorème 2.37. Soit X = X1 X2, un espace de Banach avec O <dimX1 <oc
et V une variété ‘riemannienne compacte. Soit f X x V — R continue. Supposons
que
sup f(Si xV) <a < iriff(32 xV) <supf(B1 x V) <b < iiiff(52 x V)
aÏors
X1xV
FIG. 2.9. Ei1acemeut du Théorème 2.37
f-catXXXJ,f(Bl x V) cat(X\S2)XV.ftB1 x V).
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DÉMONSTRATION. Supposons que f-catXXVf(Bl x V) = k < oc, alors il existe
tel que pour tout E < , n(Bi x V, X x V, f) = k. Soit 6 < . Il existe
A0, A1,. . . , A fermés donnés par la Définition 2.19 tels que U=0 A1 = B1 x V
avec A1, . . . , A qui sont (f, 6)-contractiles et il existe i : (X xV) x [0, 1] —* X xV
continue telle que jo((x,v),0) = x pour tout (x,v), f(7]o((x,v),t)) < f(x,v) et
0(A0, 1) c f. Soit 6> 0. Notons B {(x, u) e X2 x V <R2 — 6}.
Pour i 1, . . . , k, A1 est contractile dans (X1 B) x V. En effet, considérons
A1 x [0,1] — X xV telle que f(ijj((x,v),t)) < f(x,v) +6 et 7]1((X,v),1) =
(,t) = (x1 +x2,v).
Posons ij : A x [0, 1] — X x V définie par
j((X, u), t) = (1((x, u), t) + (1,2((x, y), t)), u), t))
où ij
= + ‘Qi,2, 7]i,v) avec à valeur dans X et r/,v à valeur dans V et
P3 X2 —* B est la projection canonique. La déformation ij est continue et
= (i + PB(Ï2),).
D’autre part, puisque pour tout (x, u, t) e A0 x V x [0, 1],
f(o(x,v,t)) <f(x,v) <sup f(3 x V) <inff(S2 x V),
on trouve que i70(A0 x [0, 1]) n (52 x V) = O. Donc, ,o A0 X [0, 1] (X\S2) X V
et ‘qo(Ao, 1) C f. D’où cat(x\s2)Xvf(B1 x V) k.
Conjecture 2.38. $oitX = X1EPX2, un espace de Banach avec O < di;nX1 <oc
et V une variété riemannienne compacte. Soit f : X xV — R continue. Supposons
que
sup f(S xV) <a < inff(B2 x V) <sup f(B x V) <b < inff(S2 x V)
ators
f-catXXV,f(Bl x V) catBlXU,S1XV(B1 x V). (2.1)
DISCUSSION SUR LA CONJECTURE Supposons que f-catXXvfa(Bl X V) = k <
oc, alors il existe tel que pour tout E < , n(B1 x V, X x V, f) = k. Soit E <.
Il existe A[), A1 Ak fermés donnés par la Définition 2.19 tels que U0 A1 =
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B xV avec A1, . . . , A1, qui sont (f, 6)-contractiles et il existe (XxV) X [0, 11 —
XxV continue telle que !]o((x. y), 0) x pour tout (x. y), f(?7o((. y), t)) < f(r. y)
et io(Ao, 1) C ja
Dans la preuve du théorème précédent, n a vu que pour i = 1, . . . , k, il
existe des déformations j A x [0, 1] — X1 B x V. Puisque 31 X V est
un rétracte de déformation de X1 B x V, il existe A x [0, 1] — x
V qui satisfont la Définition 1.8. Pour conclure, il faudrait montrer qu’il existe
A0 x [0, 1] —* B1 x V qui satisfait également la Définition 1.8. Dans le cas
particulier où V = {vo}, la théorie du degré implique qu’il existe un continuum
C C {@,t) e B1x[0,lj îjoi(x,vo,t) 0}telqueCflB1x{0} OetCflBix{1} #
0. Si (x, 1) C, ou a que 77o,i(x,vo, 1) 0 et donc rïo(x,vo, 1) e X2 x V. De plus,
par choix de o, on sait que 770(x, vo, 1) f Puisque f n ({0} B) x V O,
on a nécessairement que Iluio,2(x, y0, 1)j > R2. Puisque C est connexe et que 7702
est continue, on a que {i?0,2(x, vo, t) e [0. oc) (:r, t) e C} est connexe. Par
conséquent, il existe (, ï) e C tel que U7]o.2t1, y0, ï) R2. D’où i0,2(x, e0, ï) e
S2 xV. Or, îjo(Ao, [0, Ï])n$2 xV = O. Donc (, vo) A0. Puisque S est un rétracte
de déformation de B\{}, il existe une autre déformation i)0 A0 x [0, 1]
— 31 xV
telle que o(x.,vo, 1) 51 x V pour tout x e B. Or; obtiellt donc la conclusion.
Si V n’est pas un singleton, par le même argument, pour chaque y e V, il
existe x1, B1 tel que (xv, e) A0. Cependant, rien n’indique a priori que la
fonction qui à e associe x aie de belles propriétés nous permettant de conclure
qu’on peut rétracter B1 x V sur S x V.
Chapitre 3
f-CATÉGORIES ET POINTS CRITIQUES
Dans ce chapitre, nous présenterons les résultats liant les notions de f-catégorie
et de f-catégorie relative au nombre de points critiques des fonctionnelles. Entre
autres, nous voudrons que le nombre de points critiques de f soit borné inférieu
rement par la f-catégorie.
Essentiellement, il s’agira de trouver des valeurs critiques obtenues par un
argument de type min-max sur des classes d’ensembles appropriées.
Soit (X, d) un espace métrique. Dans toilte la siite, nous considérons ne
fonctionnelle continue f : X —* R et un soils-ensemble K C X tel que Knf—’(B)
est compact pour tout B compact de R. Nous appellerons K l’ensemble des points
critiques de f. Nous dirons que c e R est une valeur critique s’il existe x e
K tel qe f(x) = c. Nous noterons K = K(f) {x e K(f) f() c}.
Par convention, nons dirons que l’infimum pris sur un ensemble vide est +oo,
stipf(Ø) = —œ, inff(Ø) = +oo.
3.1. CoNTRAcTILITé LOCALE ET PROPRITS DE DÉFORMATIONS
Nous devrons supposer que les espaces rencontrés satisfont la condition de
contractilité suivante, présentée entre ailtres par Borsllk [5], pour trouver des
rési1tats de points critiques.
Définition 3.1. Nous dirons que X est locatement contractile si pour tout x e
X et pour tout voisinage de , il existe et un voisinage %‘ C Y’Ç. qui
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est contractile clans ‘Y vers , c’est-à-dire il existe mie déformation continue
‘Y’ x [0, 1] ,‘ ‘Y telle que (y, 0)
=
y et i(y, 1) = pour tout y E ‘Y’.
Évidemment, les espaces de Banach et les variétés riemanniennes
sont localement contractiles. Essentiellement, nous nous servirons de cette concli
tion pour appliquer le lemme suivant.
Lemme 3.2. Soit X, un espace métrique localement contractile et soit f : X —* R,
une fonction continue. Alors pour tout 6> 0 et pour tout x E X, il existe un voi
sinage ‘Y dcx qui est (f,6)-contractile.
DÉMONSTRATION. Soit x E X et E > 0. Puisque f est continue, il existe un
voisinage ‘Ç tel que f(’Y) C B6/2(f(x)). Puisque X est localemellt contractile,
il existe et un voisinage ‘Y C ‘Y, et une déformation 77: ‘Y x [0, 11 —* ‘Y telle
que 7](y, 1) . Puisque pour tout (y, t) E ‘Y x [0, 1], 77(y, t) E ‘Y, on trouve que
f(ij(y, t)) <f(x) + 6/2 < f(y) +6. I
Introduisons maintenant des propriétés de déformations abstraites. Pour plus
de détails ou d’autres type de déformations, le lecteur pourra consulter [15].
Définition 3.3. Soit e e R et f : X —* R. Nous dirons que f satisfait (X, K)
si pour tout , p > O et pour tout voisinage ‘Y de K, il existe a E (0, ) et une
déformation y : X x [0, 1] —* X telle que
(1) y(x, t) = x pour tout (x, t) E X x {O} U fc_ x [0, 1],
(2) f(y(x, t)) <f(x, t) pour tout (x, t) E X x [0, 1],
(3) d(y(x,t),x) <p,
(4) y(fc+E\’Y 1) ç fC_E
Cette propriété permet d’obtenir une propriété de déformation sur un inter
valle non critique.
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Proposition 3.4. Sozent f : X —* R, > O, a e R, b E R U {oo} avec a < b.
Supposons que pour tout e E {a, b], K,, = O et que f satisfait Y(X, K). Alors il
existe une déformation ij : X x [0, 11 —* X telle que
(1) (fb)çfa.
(2) (fa, t) c fa pour tout t E [O, lj;
(3) (x, t) = x pour tout (x, t) e f° x [0, 1];
(4) f((x, t)) <f(x) pour tout (x, t) e X x [0, 1];
(5) si b < 00, il existe p> O tel que d(î(x,t),x) <p pour toutx,t EX x [0,11.
D1MONSTRATION. Supposons tout d’abord que b < oc. Soit e E [a, b]. Puisque f
satisfait (X, Ko), il existe et t Xx [O, Ï] —* X tel que f((x, t)) <f(x),
?]c(fc+ 1) ç fC_Ec. De plus, on a que jc(x, t) = x pour tout x E e — . Puisque
[a, b] est compact, { (c—q, c+c) }c[ab} possède un sous-recouvrement fini de [a, b].
Donc, il existe e1 < e2 < .. . < c, et j = tels que [a, b] ç U=1(c
—
ej, c +
Notons également r la déformation correspondant à c. Donc, on a que e1
—
< a,
c
—
< ci_1 + E_i et b < e + E. Considérons * * ... * ?],. Puisque
fci+1_Ei+1 ç fC3+Ei et que (fci+i 1) ç fca_Ei, on obtient que (fci+1_Ea+1, 1) ç
fcii. D’où j(fb 1) ç f Fiualement, puisque f((x, t)) <f(x) pour chaque i,
il est clair que f((x, t)) < f(x) et que (fa, t) ç f. De plus,
sup {d((x,t),x)} <sup{d((x,t),x)}
(x,t)EXx[O,1]
qu’on peut choisir fini.
Si b = oc, il existe une suite bh strictement croissante telle que b1 = a et
lirn1, bh = oc. Pour chaque h, appelons i : X x [0, 1] X la déformation
obtenue en appliquant la première partie pour a = bh et b = bh+l. Construi
sons récursivement la déformation ‘ri,, : X — X définie par i1(x, t) = îj(x, t) et
77i,(x, t) = jh_1(7(x, t), t). Notis allons montrer par induction que 7]h(x, t) satisfait
les propriétés suivantes pour h > 2
(1’) p1(x, O)
(2’) f(j, (x, t)) <f(x),
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(3’) si f() — , ip(, t) — ri_i(x, t),
(4’) 77h(f”4) C f
Pour h = 2, 011 a qtie 772(1,0) = i]i(?(r, O), O) = 77(x,O) r. Ensuite,
f(772(x,t)) f(77i((x,t),t)) <f(77(x,t)) <f(x). Si E jb2, alors 772(x,t) =
j1(i(x. t)) = y(x, t). Finalement, pour x E f, puisque 7](I, 1) E fb2 et que
771(fb2 1) C f, on obtient que 772(1,1) i(i(,x 1), 1) E f, Par un raisonne-
ment analogue, on montre que si les propriétés sont vérifiées pour h
— 1, elles le
sont également pour h.
Définissons
ij(x,t) = lim 77h(X,t).
h—oo
Grâce à (3’), 77 est bien définie. De pius, elle est continue puisque les
,,
le sont
et que pour tout u E X, il existe V un voisinage de u sur lequel f est bornée.
Par (3’), il existe tel que pour tout h> ), ij(, t) 77i(x, t)
=
ij(. t) pour tout
(x, t) E V, x [0, 1]. En utilisant les propriétés démontrées plus haut, on a que 77 a
les propriétés souhaitées.
3.2. LE CAS DE LA f-CATÉGORIE
Dans cette section, nous allons montrer que la f-catégorie permet de borner
inférieurement le nombre de points critiques de la fonctionnelle f.
Pour i E N, posons
{U C Xf-cat(U) > i}
et
c = inf supf(U).
Remarquons que par ilotre convention, c oc si i > f-cat(X).
Lemme 3.5. Supposons que X est tocatement contractite et que e Ck±y = ... =
Ck+jn E R, que f vénfie (X, K) et que c n’est pas un polnt d ‘accumutation des
valeurs critiques de f. alors card K > ru.
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DÉMONSTRATION. Supposons le contraire, c’est-à-dire cardK
=
p avec p <
m.. Puisque c n’est pas un point d’accumulation de K, il existe > O tel que
[c — , c + j \ {c} ne contient pas de valeur critique. L’ensemble fC+ e Fk+m. En
effet, il existe au moins un U e fk+m tel que f(U) < c + et par la propriété
d’inclusion. on a automatiquement que f-catx(f9 > f-cat(U) > k+m. Donc,
il existe un certain S tel que pour tout < 5, on a que nf,(fc, X) > k + m.
Puisque f est continue et que X est localement contractile, par le Lemme 3.2, pour
chaque y K il existe un voisinage Y’ de y qui est (f, 5)-contractile. Considérons
V
= 1Je Puisque f vérifie (X, i(), il existe E et 77: X x [0, 1] —* X
tels que
77(fC+E\) çfc-E
et f(77(x,t)) < f(x) Vx,Vt. On a que f-catx(77(f \ V, 1))> k + 1. En effet,
si f-cat(77(f \ T4 1)) = j < k, il existe 6 tel que pour tout ‘ < 6, on a
que J,(77(fC+ \ V 1),X) = j. En particulier, on peut prendre e’ < 3. On peut
donc trouver A1 A tels que 77(fC+E \ V, 1) Ç U1 A. Posons 771(x) = ?](x, 1).
Considérons les ensembles B = ‘(Ai) pour j 1,... ‘j. L’ensemble fC+s\V est
clairement recouvert par la famille {B}1. De plus, puisque pour s = 1,. .
. ,j, il
existe une déformation avec j(A8, 1) r5 et f((r, t)) < f(x) + 5, on peut
déformer B8 dans un point en prenant comme déformation (x, t) = * 77(x, t).
Cette déformation est telle que f(i(x, t)) f(x)+5 pour tout r B. Finalement,
rappelons que pour chaque y e K, le voisinage est (f, 5)-contractile. Il existe
donc une déformation i t x [0, 11 —* X telle que f(i(r, t)) <f(x) + S pour
tout (r, t) e x [0, 1] et i(x, 1) =
On a donc que
{ B5 s = 1,... ,j} u { y e K}
forme un recouvrement de fc+ que nous noterons {o j = i, . .
. j+p} puisque
card K = p. Finalement, par la Proposition 3.1, puisque [c + e, C + ] ne contient
pas de valeurs critiques, il existe une déformation telle que (fc+n 1) ç fc+E
et f((r, t)) < f(r). Posons 1(x) = (r, 1) et U = ‘(O), j = 1,... ,j + p.
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Pa.r construction, fC+ Ç U. De plus, nous avons trouvé que n(fC. X) <
.j +p < k + ‘or. Contradiction.
Finalement, puisque j(fc+E \ T/, 1) C fCE on obtient f_catx(fc_E) k + 1.
Nous obtenons fCE E Fk+1 et donc
c = inf sup f(U) <sup f(fC_E) < c
— E.
UEPk+1
Contradiction.
Théorème 3.6. Si f vérifie (X, K) pour tout c E R et est bornée inférieure
ment, alors f a au moins f-cat(X) points critiques.
DIMONSTRATION. Supposons que le nombre de points critiques est fini. Dans le
cas contraire, la conclusion est vérifiée. Il existe donc b E R tel que K C fb Par
la Proposition 3.4 et le Théorème 2.25, on a que f-cat(X) = f_catx(fb). D’où
b pour i < f-catx(X).
Ensuite, on a que c1 E R puisque f est bornée inférieurement. Si c E R
alors K 0. En effet, si c n’est pas une valeur critique de f alors, puisque
K n f ‘(B) est compact pour tout B compact de R, il existe a < c < â tel que
[a, 6 ne contient pas de valeur critique.
Soit V E f n fà. La Proposition 3.4 implique qu’il existe ‘i t X x [0, 1] ,‘ X
telle que
f((fà 1)) <a.
De pius, par le Théorème 2.9, on a que r(l4 1) E f. Nous avons donc
supf(r(V 1)) <a < c
ce cyui est contradictoire. La conclusion découle du Lemme 3.5.
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3.3. LE CAS DE LA f-cATÉGoRIE TRONQUÉE
La catégorie troilquée nous permettra d’obtenir un résultat analogue au Théo
rème 3.6, mais pour des fonctionnelles qui ne sollt pas bornées inférieurement.
Mentionnons qu’il n’existe pas de version classique de ce résultat claris la littéra
ture.
Théorème 3.7. Soit f C(X, R). Supposons que f satisfait (X, K) pour tout
e e R. Alors
f-cat&(X) <cardK.
DdM0NsTRATI0N. Sans perte de généralité, 011 peut supposer que cardK < œ.
Si K = 0, la Proposition 3.4 implique que m(X, X) = O pour tout E> O et donc
f-catt(X) = 0.
Supposons que les valeurs critiques sont {ci,. . . , cj} avec c < c1 . Il existe
> O tel que c1 — > c + . Soit tel que — < e1 — . Supposons que
{y, . . . , y,1,1}. Pour i = 1, . . . ,rn1, considérons un voisinage de y
(f, à)-contractile. Posons V1 = J1 Vi’. Puisque f satisfait (X, K) pour tout
e, il existe E < et une déformation : Xx[0, 1] — X telle que f(îji(x,t)) <
et 1(fcl+E \ V1, 1) C fc1 Puisque [ci + E, C1 + j et [—i, C1 — E] ne contiennent
pas de valeurs critiques, par les Propositions 2.16 et 3.4, puisque V1 est composé
de m1 voisinages (f, )-contracti1es, on obtient que
m(fd1,X) <m(fd1\Vi,X)+n(Vi,X)
<rn(fC1_E, X) + m1 <rn(f’, X) + m1 = card K1.
Le même argument et la Proposition 3.4 impliquent que pour V2 défini simi
lairement à V1,
m(fc2 K) <rn(fc2+ \ V2, X) + n(V2, X)
<rn(fc2-E X) + card K2 <fl(jC1+ X) + card K2
< card 1Ç1 + card K2.
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On procède de cette façon pour i = 1 ,...,k pour obtenir ciue
m (fck+r X) < carci K1 +... + carci Kck.
Finalement, puisque f satisfait (X, K) et que [Ck + , oc) ne contient pas
de valeurs critiques, la Proposition 3.4, implique que m(X, X) < mfck, X),
et ce, pour tout assez petit. Par conséquent, f-catt(X) < card K.
3.4. LE CAS DE LA f-cATÉGoRIE RELATIVE
À l’image de la Sectioll 3.2, nous allons garantir l’existence de points critiques
à l’aide d’un procédé mini-max sur une classe d’ensembles bien choisie. Le fait
d’utiliser la f-catégorie relative nous permettra de circonscrire les valeurs critiques
clans un intervalle.
Théorème 3.8. Soit f e C(X,R). Supposons qu’il existe a,b et B C X avec
B C fb et f-cat(B) k < oc. Si f satisfait (X,K) pour toute e [a.b]
alors f possède au moins k points critiques dans f1([a. b]).
DÉMONSTRATION. Posons I {j e N j < k}. Pour j e I, posons
= {A C Xf-cat,(À) j}
et
c = inf supf(A).
Puisciue f_cat.\.,f(.fa) = O, on a que f-cat1(A) > 1 entraîne nécessairement
que sup f(A) > o. De plus, puisque B e F pour j e I et que B C fb, on a que
a<c<bpourtoutj.
On peut supposer que f’[a. b] contient un nombre fini de points critiqties.
Dans le cas contraire. la conclusion est déjà vérifiée.
Si ci = . . . c a, alors card(K) p. Sinon, supposons qtie card IÇ < p.
Soit > O tel ciue [a, a + ] ne contient que a comme valeur criticlue. Soit U e F
tel que sup f(U) <a+. Il existe > O tel que pour tout <, n(U, X, f) > p.
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Puisque f est continue et que X est localement contractile, pour chaque y Ka, il
existe un voisinage Ç de y qui est (f, )-contractile vers y. Posons V
‘.
Puisque f satisfait (X, Ka), il existe e’ < et une déformation p Xx [0, 1] —* X
telle que p(f(x, t)) <f(x) et p(f’ \ V, 1) C f, Nous avons donc que p(fa, t) Ç
fa et donc n(fa+E’ X, f) < card IÇ. Puisque [a + e’, a + ] ne contient pas de
valeurs critiques et U C f+ par la Proposition 3.4, on a
n(U, X, f) <n(fa’, X, if) <card Ka <p.
Contradiction.
Supposons maintenant que e = c+i = .
.
> a. Si c < b, puisque le
nombre de valeurs critiques est fini, il existe > 0 tel que [e — , c + ] \ {c} ne
contient pas de valeurs critiques. Remarquons que f En particulier,
fcatx,f(fc) j +p. Il existe alors e’ tel que nJ(fc+X) j +p.
Puisque f est continue et que X est localement coiltractile, un argument similaire
au cas précédent nous assure qu’il existe e < e’ tel que
n(fc,X,fc_E) <cardK. (3.1)
Puisque c—e <c, f-catXf(f6) = r j. Il existe donc e” <e’ tel que pour
tout < e”, (fc_E, X, fj r <j et donc
X, if) <j. (3.2)
En combinant les équations (3.1) et (3.2), on trouve que n(fE, X, if) <
j + cardK. D’où cardK >p.
Si c1 = b, puisque f-cat(B) k et B C fb, pour tout p E N tel que
p < k — j, on a en fait c c+i = ... = cj. Comme précédemment, on peut
remarquer que fb Puisque f_catXf(fb) k > j + p, il existe e’ tel
que pour tout e e’, n(fb, X, if) j + p. Par continuité et puisque l’espace
est localement contractile, le même argument implique que n,(f b, X, fa) j +
card Kb. D’où card Kb >p. En combinant les trois cas précédents, on déduit que
carclK .f-catx,(B). R
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Proposition 3.9. Soit a < b E R. Soit f : X —* R une fonctionnelle continue
satisfaisant (X, i() pour tout e [a, b] et n’ayant pas de valeurs critiques dans
[a,b]. Alors pour tout B X, f-catXf(B) f-catb(B).
DÉMONSTRATION. Puisque [a, b] ne contient pas de points critiques et que f
satisfait (X, Ko), par la Proposition 3.4, il existe une déformation
X x [0, 1] ,‘ X
telle que f(i(x, t)) <f(x) et i(f5, 1) ç a Supposons que n(B, X, f5) = k <
kIl existe donc U0, . . . , Uk donnes a la Defimtion 2.19 tels que B ç U=0 U,
U1,. . . , Uk satisfont (CR2) et U0 satisfait (CR3). Considérons i : X x [0, 11 —* X
définie par i(x,t) = i*io(r,t) où ‘qo est donnée par (CR3). Puisque f(i7o(x,t)) <
f(x) et que f(y(x, t)) <f(x), on a que f(i(x, t)) <f(x). Par conséquent, il est
clair que t) ç f Finalement, puisque io(Uo, 1) ç f5 et que (f5 1) ç a
on a bien que i(Uo, 1) ç fa. Cette déformation satisfait bien toutes les conditions
pour permettre à U0 de remplir (CR3). Donc, n(B, X, f() < k.
Inversement, puisque pour toute déformation i telle que f(ï(x, t)) <
on a que 77(f5, t) ç f5 et que f f5, par la Proposition 2.28, on a que
f-catXfb(B) f-catX,f(B). De plus, on obtient de cette dernière inégalité que
si f-catXfb(B) oc alors f-catX,f(B) oc.
En imposant une autre propriété de déformation, on peut permettre inf f(P)
supf(B) dans le Théorème 2.32.
Définition 3.10. Soit e e R et f: X — R. Nous dirons que f satisfait (X, K)
si pour tout > 0, pour tout p > O et pour tout voisinage ‘V de K, il existe
E E (0, ) et une déformation i: X x [0, 1] —* X telle que
(1) (x,t) = x pour tout (x,t) e Xx {0} U { f(x) > c+} x [0,11;
(2) f(, t)) f(, t) pour tout (, t) E X x [0, 11;
(3) d(i(’x,t),) <p;
(4) i({x f(x) >c-E}\,1) ç {xI f(x) >c+E}.
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Remarque 3.11. Soit k, l’ensemble des points critiques de
—f. Si k = K, alors
f vérifie (X, K) si et seulement si —f vérifie (X, K_e). Dans les applications,
cette condition sera obtenue en appliquant un lemme de déformation à la fonc
tion
—f. En effet, dans les contextes spécifiques, on a en général que les points
critiques de f et de —f coïncident et que, si f satisfait les hypothèses du lemme
de déformation,
—f les satisfait aussi.
Proposition 3.12. Soit A et P des fermés deX. Supposons que (B,A) enlace
(Q,P) avec
supf(A) <a = inff(Q) <supf(3) = inf ftP) b <oc
et dist(A, Q) > O si inf f(Q) = sup(A).
Supposons également que f satisfait (X, K) et (X, i() pour tout c [a, b].
Alors KbflP#0 ouf-catx,A(3) 1.
DÉMoNsTRATIoN. Si KbflP = 0, il existe un voisinage de Kb tel que VflP = 0.
Puisque f satisfait (X, Kb), il existe E > O et une déformation 77: Xx [0, 1] — X
tels que
f(x) > b
- E} \ 1) {x f(x) > b + Œ}
avec dist(x, 77(x, t)) <, où U = dist(A, Q) si U> O. Ainsi, puisque P ç X \ f,
on a que inf f(77(P, 1)) > b + 6. Considérons 77(P, 1) et
= Q U 77(P, [0, 1]).
Par construction, (3, A) enlace (, ) et
supf(A) <inff() <supf(3) <inff().
Il suffit d’appliquer le Théorème 2.32 pour obtenir f-catxA(B) > 1.
Pour le prochain résultat, nous allons considérer des ensembles fermés A et Q
tels que A n Q = 0,
F = {U ç Xf-catXA(U) > 1, A ç U, (U, A) enlace (Q Ø)} et
c infsupf(U).
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Remarciuons qu’en vertu de la Proposition 2.30, l’ensemble f est non-vide lors
qu’on a que (B, A) enlace (Q, 0). En effet, B E f.
Théorème 3.13. Supposons que (3, A) enlace (Q, 0) avec
sup f(A) <a inf f(Q) <sup f(B) b < oc et dlist(A, Q) = k > 0.
Si f satisfait (X, Ko), on a que K 0. De pÏus, sz e a, alors K n 0.
DIv1ONSTRATION. Premier cas, si e > a. Supposons K 0. Soit tel ciue
a < e — < c avec < k.
Puisque f satisfait (X, Ko), il existe j et e tels que
(fc+s 1) ç fc6
Soit U E f tel que sup f(U) <e + e. On a que 7](U, 1) E f. En effet, garde A
fixe, car sup f(A) < e — . Ce qui conduit à la contradiction suivante
e < supf(rj(U, 1)) <c—e.
Deuxième cas, si o e. Supposons K n 0. On a que
a= infsupf(U)= infsupf(UnQ)
UeP UEP
car
a= inf supf(U)> inf supf(UnQ) inff(Q) =a.
UEF Uef
Soit tel que B2r(Kc) n = 0.
Puisque f satisfait (X. Ko), il existe q et e < tel que (f \ 3(K), 1) ç
fc_E et dist(j(x, t), x) <.
Soit /\ la fonction d’Urysohn
O xEA
Considérons la nouvelle déformation 7’(x, t) = ïj(x, ,\(x)t). Grâce à la fonction
d’Urysohn, E JVf(A). Donc, f-cat\ 4c(U, 1)) 1 pour tout U E F. D’où
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(U, 1) E F pour tout U E F. Soit U E F tel que sup(U n Q) < e + . Pour tout
i E U tel que (x, 1) E Q, on a
E B(Q) Br(Kc),
Ix 3(A).
Donc si x E B--(Q), on a nécessairement )(x) = 1 et x Br(Kc) et doI1C
(=() cfcE•
On a donc sup J((U, 1) n Q) < e — E ce qui contredit la définition de c. D’où
KflQ0.
3.5. CoNTExTEs PARTICULIERS
Dans cette section. nous allons présenter différentes notions de points critiques
où la théorie présentée s’applique.
3.5.1. Cas classique
Le cas classique est évidemment lorsque nous avons un espace de Banach X et
une fonctionnelle f X —+ R de classe C’. On note alors K {x E X f’(x) =
0, f(x) = c} l’ensemble des points critiques de niveau c. On pourrait également
utiliser cette définition dans le cas où X est une variété de Finsier de classe C’.
Pour garantir que la condition (X, JÇ) est vérifiée, nous demanderons que f
satisfasse (P$), permettant ainsi l’application du Théorème 1.14. Ce théorème
implique la condition (X, Ko).
3.5.2. Cas des fonctionnelles continues
Une des notions rencontrées clans la littérature pour développer une théorie
des points critiques pour les fonctionnelles qui ne sont pas C’ est la pente faible.
Elle fut introduite par Degiovanni et Marzocchi [20]. Corvellec. Degiovanni et
Ivlarzocchi [171 ont montré qui si f satisfait une condition de type Palais-Smale
att niveau e, alors f vérifie (X, K) où K est l’ensemble des points de pente
faible nulle.
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Le lecteur intéressé à d’autres résultats utilisant la pente faible peut consul
ter [9, 17, 20].
Rappelons d’abord la définition de pente faible d’une fonction continue. Soit
(X, d), un espace métrique.
Définition 3.14. Soit f : X — R, une fonctionnelle continue. La pente faible de
f au point u, notée df(u), est le supremum des u dans [0, +oo) tel qu’il existe
un voisinage U de u dans X, > O et une fonction continue h : U x [0, ] —* X
telle que potir totit y E U et pour tout t [0, ], on a
(1) d(h(v,t),v) <t,
(2) f(h(v,t)) <f(v) - ut.
Remarque 3.15. Dans le cas où f e C’, on a que df(u) = f’(u)W. Le lecteur
intéressé en trouvera la preuve dans [20].
Ainsi, il est naturel de définir les points critiqties par
i(={xeX dfx)=0,f(x)=c}.
La condition de Palais-$male associée est la suivante.
Définition 3.16. Soit (X, d) un espace métrique et f E C(X, R). Nous dirons
que f satisfait la condition de Palais-$mate au niveau e ou plus brièvement (PS)
si toute suite () C X telle que f(x) — e et df(x) — O possède une sous-suite
convergente.
Le lemme de déformation dans ce contexte a été obtenu dans [171. Il nous
permet de garantir que la condition (X, K) est satisfaite lorsque les hypothèses
suivantes sont vérifiées.
Théorème 3.17. Soit f t X — R, une fonction continue et soit e E R. Supposons
que X est complet et que f satisfait (PS). Soit > 0, U un voisinage de K,,, et
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p> O. Alors it existe E> O et une dJormation X x [0, 1] — X teÏie que pour
tout x X et t E [0. 1]. on a
(1) d((x,t),x) <p;
(2) f((x, t)) <f(x);
(3) f(x) =x;
(4) x e 1) e JC_E U U.
L’approche axiomatique favorisée tout au cours du travail permet donc d’adap
ter les théorèmes à plusieurs contextes. En effet, bien que ces différentes théories
des points critiques soient assez différentes au niveau des définitions, les lemmes
de déformations abouttissent essentiellement aux mêmes conclusions. C’est en
utilisant ces similitudes que nous avons pu obtenir une approche unificatrice et
aiflsi garantir l’existence de points critiques dans tous ces contextes.
Chapitre 4
f-CATÉGORIE LIMITE
4.1. THÉoRIE ABSTRAITE
Soit X un espace métrique et une famille (X) de sous-espaces de X tels que
X=UX et X1cX2cX3...
jaN
et tels que pour tout n, il existe uie rétraction r, X —* X, continue.Soient A, Y
deux sous-ensembles de X avec Y fermé et soit f : X —* R.
Posons A A n X, Y Y fl X et f la restriction de f à X,.
Remarquons que si X est localement contractile, alors X l’est aussi.
Définition 4.1. Dans ce contexte, la f-catégorie relative limite de A dans X
relativement à Y, notée f-cat°(A), est définie par
f-cat°(A) = sup lim sup n (An, X, Y).
E>O n—œ
Nous noterons f-cat(A) := f-cat(A).
Remarque 4.2. Supposons qu’il existe M e N tel que pour tout a, il existe N6 tel
que pour tout un > N6,
M,
alors f-cat,(B) < M. De plus, s’il existe a > 0, M’, N e N tels que
n(3fl,X(?,Yfl) M’
pour tout n > N, alors f-cat°(B) > Ai’.
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Proposition 4.3. So’it f : X —* R et sozent A, Y C X, deux fermés. Alors
f-cat,(A) — k N si et seulement s’it existe et (mi) tels que VE < ,
(1) n” (A,, X, k quand m oc;
(2) il existe NE tel que pour tout n> NE, n(A,X,Y) <k.
DÉMONSTRATION. 011 a que f-cat°°(A) k N si et seulement s’il existe
> O tel que pour tout E < ,
lim sup n(A, X, Y) = lim sup n(A, X, Y) = k.
n—m
Donc, il existe NE tel que pour tout n > NE, supm>n nm (Am, Xm, Ym) = k, car
fl”(Am,Xm,Ym) N. D’autre part, il existe une suite (mi) telle que
k.
Or n (Ami, X, Ymj < n”’ (Ami, Xmj, Y) k pour tout m > NE.
Théorème 4.4. Soit A, B, Y des sous-ensembles de X avec Y fermé. Alors la
f-catégorie relative limite satisfait les propriétés suivantes
(a) f - cat°, (Y) 0;
(b) si A C B alors f-cat(A) < f-cat(B);
(e) f-cat,(A U B) <f-cat,(A) + f-cat?(B);
(d) si, pour tout n> M, il existe une déformation
(X,Y) x [0,1] ,‘ (X,Y)
telle que f(r(x,t)) < f(x) et rj(A, 1) Bn, alors f-cat,(A)
f-cat,(B);
(e) si (X’, Y’) sont des sous-ensembles fermés de (X, Y) et que pour tout n >
M, il existe une rétraction : (X, Y)
— (X, Y) telles que f(r(x)) <
f(x) pour tout x e X, alors f-cat(A) > f-cat,,(A’) dès que A’ C
AnX’.
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D1vI0NSTRATI0N. Étant donné la Définition 4.1, il suffit d’utiliser le Lemme 2.24
pour obtenir les résultats.
.
Proposition 4.5. Soit f : X —* R et soient Y’ C Y. Supposons que pour toute
famille de déformations {ij,. : X, X [0, 1] Xm} satisfaisant f(jm(, t)) < f(x)
pour tout (, t) Xm x [0, 1], il existe M e N tel que pour tout m > M, on a
7]m(Ym, t) C Ym alors pour tout sous-ensemble B de X,
f-cat,(B) <f-cat,,(B).
DfiMONSTRATION. Supposons que f-cat,,(B) = k < oc. il existe donc tel
ciue pour tout e < , il existe NE avec Vm > N, ni” (B,, Xm, Y,) < k. Soit
max{M, NE}. Pour tout in > N, par le même argument que dans la preuve
de la Proposition 2.28, on a que n (B,, Xm. }) < n (B,,, Xrn, Y) < k. Par
la Remarque 4.2, on obtient f-cat(B) < k.
Nous pouvons également adapter la preuve de la Proposition 2.27 pour obtenir
la proposition suivante.
Proposition 4.6. Soit des fermés YX’,Y’ de X tels que (X’,Y’) C (X,Y).
Supposons qu’il existe i’i tel que pour tout n > M, (X, Y,) est un rétracte de dé
formation de (X, Y) compatible avec f c’est-à-dire qu’il existe une déformation
77,, X,, x [0, 1] — X,, telle que
(i7(X. 1),ij(Y1)) = (X,Y),
= x pour toutx }Ç et f,,(7],,(x,t) f,,(x), alors
f-cat.(A) = f-cat1(AflX’)
pour tout A Ç X tel que i7(A,,, 1) A,, pour tout n> M.
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Comme dans le cas de la f-catégorie relative, la f-catégorie limite relative
nous permet de cloiiler une borne inférieure au nombre de points critiques de la
fonctionnelle
Nous devons éviclemme;it introduire le peildaint de la coiditioi (X, I() pour
ce contexte.
Définition 4.7. Soit c e R et f X —* R. Nous dirons que f satisfait *(X, K)
si pour tout et pour tout voisinage Y’ de K, il existe E (0, ) et N E N tels
que pour tout n N, il existe une déformation r X, x [0, 11 — X, telle que
(1) 77fl(x,t) = x pour tout (x,t) e X, x {0} U f x [0,1],
(2) f,,(i,,(x,t)) <f(x,t) pour tout (x,t) E X x [0, 1],
(3) (fc+e \ i) f.
Encore une fois, on peut déduire uin résultat. de déformation cÏ’mtervalle non
critique de cette propriété de déformation.
Proposition 4.8. Soit f X —* R, > O, o < b e R. Supposons que pour tout
c E [a, b], K O et que f satisfait *(X, K). Alors il existe N E N tel que pour
tout n > N, il existe une famille de déformations ii,., X, x [0, 1] — X telle que
(1) 1) ç f;
(2) t) ç f pour tout t e [0, 1];
(3) ?j,,(x, t) x pour tout (x, t) E f x [0, 1];
(4) f((x,t)) <f(x) pour tout (x,t) E X x [0,1].
D1IvIONSTRATION. Soit c E [a. b]. Puisciue f satisfait *(X, Ko), il existe iV
et tels que pour tout n N. il existe i : X, x [0, 1] X, tel que
r(f(x, t)) < f(x), 77C(fC+c, 1) ç f De pins, on a ciue î,(;, t) x pour
tout x E e — . Puisque [a, b] est compact et que { (c — , c + Ec)} tb] forme un
recouvrement ouvert de [a, b], il existe mi sous-recouvrement fini. Donc, il existe
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c1 <c2 < < C, i = , N max{N1, tels que
[a, b] C U(cj — 6j, Cj + E).
Pour n > N, notons également ij la déformation correspondant à c. Donc, on a
que c1
—
< a, c
—
< ci_1 + Ei et b < Ck + . Considérons i * *
k cj+1Ejy C,+Ej ci+si ci—ri
* Puisque f C f et que r(f , 1) C f, , on obtient que
Cj+1—Ej+l b a j1) f,, D ou ï(f, 1) C f,,. Finalement, puisque f(i,,(x,t)) <
f(x) pour chaque i, il est clair que f Qq,,(x, t)) < f(x) et que i(f, t) ç f. •
Pour la suite, nous allons poser
= {u ç Xf-cat(U) >
c = illfsupf(U).
Nous pourrons ainsi relier les points critiques à la catégorie limite.
Proposition 49. Soit f C(X,R) avec X localement contractile. Supposons
que
Cj+i=...Cj+mC.
Si c n’est pas un point d’accumulation de K, que sup f(Y) < c et que f satisfait
*(X i() alors card(K) > m.
DÉMoNsTRATIoN. Supposons le contraire c’est-à-dire
carcÏK
=
p <ra. (4.1)
Puisque e n’est pas un point d’accumulation de K, il existe tel que
[e — , e + \ {c}
ne contient pas de valeur critique et Y C Il existe U ç f tel que U
Tj+m. On a donc f-cat,(U) j + ra. Il existe donc § tel que
limsupn1(U,,,X,,,Y,,) > j + ra
fl— 00
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pour tout 6 < .
Soit 6 < . Puisque X est localement contractile et que f est continue, pour
tout y E K, il existe un voisinage fermé V de y qui est (f, 6)-contractile. De
plus, il est possible de prendre les Vd de telle sorte que si X n O, alors
1% n X est (f, 6)-contractile dans X, c’est-à-dire qu’il existe une déformation
VflX x [0,1] —*X avec (lnX,1) = E VnX et f((,t)) <
f(x)+6.
Donc,
n( nX,X,Y) < 1 pour tout y e K. (4.2)
Soit V
= UyEK l/,. Puisque f satisfait *(X, Ko), il existe 6 < et N1 e N
tels que pour tout n N1, il existe i t X, x [0, 1] —* X, satisfaisant
(fc+E \ Vi) C J, (4.3)
f((x,t)) <f(), (4.4)
t) = x V(x, t) E X x {0} U Y x [0, 1], (4.5)
car Y. C f.
Notons n(fE,X,Y) = r. Si r < oc, on peut écrire
fC_EAflUAflU uA
avec
y0:Xx[0,1]—X yo(A,1)CY,
y x [0,1] X y1(A, 1) =
X [0, 1] — X 1)
=
Pour n > N1, posons g(X)
=
1). Considérons
O =g’(A), i=0,...,r.
65
Par (4.3), on a que fC+E \ V C O U... U O. Les ensembles
{O i=O,...,r}U{ yeK}
formellt un recouvrement de J c+E nous obtenons grâce aux inégalités (4.1) et (4.2)
que
(Jc+E X, Y) <n(f \ V, X, Y) + n (V, X, Y) <r + p. (4.6)
Puisque [c+c, c+] ne contient pas de valeurs critiques, par la Proposition 4.8,
il existe N2 > N1 tel que pour tout n > N2, il existe
,
X,., x [0, 1]
—* X,.,
satisfaisant
J((x,t)) <f(x) (4.7)
jc+ 1) ç f+ (4.8)
Le Lemme 2.24(2) (5) implique (f X,,, Y,,) <n’ (fC+ X,,, Y,.,) pour tout
n > N2. En particulier, puisque U ç fC+ il découle de l’équation (4.6) que
n(U,,,X,,,Y,,)r,,+p=nf,X,,,Y,,)+p
pour tout n> N2. On déduit que
j + m < lim sup n (U,,, X,,, Y,,) <p + lim sup n(f, X,,, Y,,)
n—00 n—00
pour tout < .
L’inégalité (4.1) implique que f-cat(J) > j + 1 c’est-à-dire e fi+i
et donc e < e — & qui est clairement une contradiction.
Théorème 4.10. Supposons que X est localement contractite et quef e C(X, R).
Supposons qu’il existe a < b e R et B C fb tels que
f-cat’°f(B) = k e N U{œ}.
S f satisfait t(X, K) pour tout e e [a, b], alors J possède au moins k points
critiques dans J’[a, b].
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Drv1ONSTRATIoN. Supposons que le nombre de points critiques dans f[a, b]
soit fini. Dans le cas contraire, la conclusion est déjà vérifiée. Posons
1= {j EN j <f-catf(B)}.
Puisque fcato(fa) = O, on a que f-cat(U) > 1 entraîne que sup f(U) > a.
De plus, puisque B C fb et que B E f pour j E I, on a que c <b pour j E I.
Si c1 = ... = c = a pour un p E I alors caïd Ka p. En effet, supposons que
card Ka
=
j <p. Il existe > O tel que [a, a + j ne contient que a comme valeur
critique. Puisque c1 ... c, il existe U tel que
f-cat°f(U) > p et sup f(U) <aH- .
Il existe tel que pour tout E < , p. Soit < .
fl—oo
Puisque f est continue et que X est localement contractile, pour tout y E K, il
existe un voisinage V, de y qui est (f, f)-contractile.
Posons V
= UYEK V. Puisque caïd JÇ = j et que pour tout y E Ka, V, est
(f, )-contractile, on a que n (V n X, X, Y) <j.
Puisque f satisfait t(X, Ko), il existe N et E > O tels que pour tout n N,
il existe une déformation , Xa x [0, 11 —* X,., telle que t) C fa et
7](fa+E \ 1/ ) C f. Puisque Fa + 6, a + 1 ne contient pas de points critiques,
il existe N1 > N tel que pour tout n > N1, il existe une autre déformation
X x [0, 1] — X telle que t) C f et 1) ç Donc,
lim sup n (Un, X, f) <lim sup n (U \ V, X, f) + lim sup n (V n X,,., X)
n—œ
<lim sup n (f, X, f) + lim sup n (V n X, X)
n—œ
<p.
Contradiction.
Si c1 = b, puisque f-cat(B) k et B C fb, pour tout p E N tels que p <
k—j, on a en fait c = = ... = Supposons que cardK = m <p. Comme
précédemment, on peut remarquer que fb Puisque f_cat1(fb) = k >
j H-p, il existe E’ tel que pour tout E < E’, limsupn”(f, X,,., f) > j H-p. Soit
n—œ
< E’. Par continuité et puisque l’espace est localement contractile, pour y E IÇ,
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il existe encore un voisinage V qui est (f, é-contractile. En posant encore une
fois V
= UK V, il existe C > O et N tels que pour tout n > N, il existe une
déformation i : X x [0, 1] — X telle que f(i(x, t)) <f(x) et i(f \ Ç 1) C
JE. Ell utilisant les mêmes arguments, on aboutit à une contradiction.
Finalement, si on a que c E]a, b[, il suffit d’appliquer la Proposition 4.9 pour
avoir la conclusion.
Potir ce qtu suit, notis allons nous mettre clans la même situation que pour
la Conjecture 2.38. Soit X = X1 X2 un espace de Banach et V une variété
riemannienne compacte. Lorsque X1, est de dimension finie pour tout n, nous
avons ue situation d’enlacement du type ((B1 n X,) x V, (S n X) x V) enlace
((B2flX) x l’Ç(S2flX) xV) pour tout n. Si
sup f(Si xV) <a < inff(B2 xV) <sup f(Bi xV) <inff($2 xV)
et que l’inégalité (2.1) est vérifiée, nous pourrons déduire l’existence de
hmsupcat(B1flX,)XV,(S1flX,)XV((B1 nX) x V)
points critiques.
Théorème 4.11. Soit X = X1 X2, un espace de Banach et soit
(X) = (X,1 X)
une famille de sous-espaces de dimension finie tetÏe que X
= U1 X. Posons
= (B1 n X) et Y, = (S n X). Soit V une variété riemannienne compacte.
Soit f X x V — R continue. Supposons que l’inégalité (2.1) est vérifiée et que
sup f(Si xV) <a < inff(B2 xV) <sup f(B1 xV) < b < inff(52 xV)
alors
f - cat v,f (B1 x V) > uni sup catA xV, XV (A/i x V).
fl—oc
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Drv1ONSTRATION. Si t-catXXXftB1 x V) < oc, il existe > O tel que pour tout
E <E,
lim sup n(il1 z V, X z V, f n (X z V)) l.
n—
En utilisant l’inégalité (2.1), on montre
n(M z V,X z V,fa fl (X xV)) > catjxvxv(Ma xV).
D’où la conclusion. U
Finalement, pour le prochain résultat, nous allons considérer des enlacements
(B,,, An,) avec (Q,,, Fa) dans X, pour n assez grand. Notons
F {U Xf-catA(U) > 1,A C U,
(UnXa,AnXn) enlace (Q,P) via A/1(A) pour n assez grand}
et
c= infsupf(U).
Théorème 4.12. Supposons que (BflXn,AnXn) enlace (QnX,PnX) dans
X,, avec
supf(A) <a = inff(Q) stipf(B) b < inff(P),
avec dist(A,Q) > O si supf(A) = a. Si f satisfait *(X,Kc), on a que K O.
De ptus, si e = a, alors K n O.
DÉMoNsTRATIoN. Premier cas, si c > a. Supposons K 0. Soit tel nie
a < c—< c+< inff(P).
Puisque f satisfait *(X, i(), il existe E < et N tels que pour tout n > N,
il existe tel que
Jc+E) Cf.
Soit U E f tel que sup f(U) < c+E. Remarqions que puisque pour n assez grand
(U,,, Â,,) enlace (Q, P) via J\ff(Â,,), (‘q,,(U,,, 1), Â,,) enlace aussi (Q, P) et donc
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(JE A) enlace (Q. P) via ]Vf(A). De plus, eu vertu du Théorème 4.4,
1 < f-cat(U) <fcat4(fc+E) <f-cat° (f_E)
Donc f E F, ce cmi est contradictoire.
Deuxième cas, si a = c. Supposons K n = 0. On a que
a = infsupf(U) infsupf(U n Q)
car
a = inf sup f(U) inf sup f(U n Q) > inf f(Q) a.
Soit dist(Â,Q) tel que B2r(Kc) fl Q = 0.
Puisque f satisfait *(X, Ko), il existe E et N tels que pour tout n > N,
il existe r tel que \ B(K), 1) C fjE et dist(7j(x, t), x) <.
Soit la fonction d’Urysohn
O xeA,
1 x3r(A).
Considérons la nouvelle déformation î(x, t) r,(x, )(x)t). Grâce à la fonction
d’Urysolm, , e 4’jA). Comme précédemment, n trouve que si U e F n fc±E
pour n assez grand, (î(U, 1), A) enlace (Q, P) via jVf(A,1). Or, par construc
tion, 1) n Q = 0. En effet, pour tout x E U tel que 1) e Q pour un
certain n, on a
B(IÇ),
X E Br(Q)
B(A).
Donc si x E Br(Q), on a nécessairement À(x) = 1 et r Br(Kc) et donc
(x, 1) = î(x, 1) C fC_E
On a donc sup()(U, 1) n Q) < c — E, ce qui est contradlictoire.
Le résultat précédent va en général s’appliquer dans le cas où A = f pour un
certain niveau a. On pourrait également trouver des bornes intéressantes sur les
points critiques lorsque nous sommes dans le contexte de la Proposition 4.5, c’est
à-dire lorsque f C A et que r (A,1. t) C A pour toute famille de déformations
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{ij} satisfaisant f(i,(x,t)) < f(c) pour tout (x,t) E X x [0,11. Pour plus de
détails sur un argument de ce type. le lecteur pourra consulter [591•
4.2. CAs PARTICULIER
Soit X un espace de Banach et une famille (X) de sous-espaces fermés de X
telle que
X
=
X, et X1 C X2 C X3...
Soit f : X —* R une fonctionnelle de classe C’. Si f satisfait la condition (P$),
par le Théorème 1.18, f satisfait la condition (X, Ko). De pius, puisque nous
sommes dans un espace de Banach, X est localement contractile. Nous pouvons
donc appliquer la f-catégorie limite dans ce contexte.
Chapitre 5
THÉORIE DES POINTS
ASYMPTOTIQUEMENT CRITIQUES
La notion de point asymptotiquement critique a été introduite en 2001 par
Marino et Mugnai [41] dans le but d’aborder les problèmes de rebonds élastiques
avec une approche variationnelle. Contrairement au Chapitre 4, la suite de fonc
tionnelles (h) n’est pas nécessairement la restriction d’une fonctionnelle h à
un sous-espace de X. Nous imposons cependant aux fonctionnelles (h) d’être
définies sur le même espace que h. Le rôle de la fonctionnelle h est très limité
puisque nous nous intéressons principalement au comportement asymptotique de
la suite des fonctionnelles (h). En fait, la suite de fonctionnelles (h) pourrait
ne pas converger vers h.
5.1. THÉoRIE ABSTRAITE
5.1.1. Définitions
Soit (h) une suite de fonctionnelles définies sur un espace métrique X et
considérons une fonctionnelle h X —* R. Supposons que les fonctionnelles h
sont continues. Nous allons encore une fois adopter une approche abstraite pour
dégager les caractéristiques essentielles de la théorie. Ainsi, pour c R, soit AK
un compact de X que nons appellerons l’ensemble des points critiqnes asympto
tiques de niveau c pour te couple ((lia), h). Nous noterons AK AK.
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Définition 5.1. Soit c E R et h X —* R et une famille hr, X —* R. Posons
7-t = ((h71), h). Nous dirons que 7-t satisfait *(K AK) si pour tout et pour
tout voisinage ‘ de AK, il existe E E (0, ) et N E N tels que pour tout n> N,
il existe mie déformation r, X x [0, 1] —* X telle ciue
(1) i(x, t) =x pour tout (x, t) E X x {0} U h x [0, 1],
(2) h(îj(x, t)) <Ï;(x, t) pour tout (x, t) E X x [0, 1],
(3) 7](hc+E \ V 1)
En utilisant les mêmes idées que pour la preuve de la Proposition 4.8, nous
obteions la proposition suivante.
Proposition 5.2. Soient h, k X —* R, > O, a < b E R et posons 7-t
((k), k). Supposons que pour tout e E [a, b], AIÇ = O et que 7-t satisfait
(X, AK). Alors il existe N E N tel que pour tout n > N, il existe une fa
mille de déformations ii,, X x [0, 1] —* X telle que
(1) (k,1) Ck;
(2) t) h pour tout t E [0, 1];
(3) j(x, t) x pour tout (x, t) E h x [0,11;
(4) Ïi((x,t)) <k(x) pour tout (x,t) e X x [0, 1].
5.1.2. La 7-t-catégorie
Nous allons étendre la définition de catégorie au contexte asymptotique en
s’inspirant de ce qui à été fait au Chapitre 4. Puisque la définition est très proche
de la f-catégorie limite, plusieurs résultats resteront vraies clans ce contexte.
Définition 5.3. Soient Â = (An),, et Y = (Y) deux familles d’ensembles
fermés de X et 7-t = ((kn)n, k). La 7-t-catégorie asymptotique relative de A dans
X relativement à Y, notée 7-t-cat,(A), est définie par
7-t-cat(A) sup lim sup n (Afl, X, Y)
E>O n—no
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où n est défini à la Définition 2.19.
Remarque 5.4. Supposons qu’il existe M e N tel qtie pour tout , il existe NE tel
que pour tout m > N,
<M,
alors 7t-cat(A) <M.
Théorème 5.5. Soit Â = (An), B = (B,,), Y = (Y,,) des suites de sous-ensembles
de X et M e N. Alors la 7i-catégorie asymptotique relative satisfait les proprnités
suivantes
(a) ?-cat(Y) = O;
(b) si pour tout n> M, A,, C B,, alors 7-cat(Â) <
(e) ?(-cat(ÂUB) < ?(-cat,(Â) +7(-cat(B):
(d) si, pour tout n > M, il existe une déformation
n,,: (X,,, Y) x [0. 1] —* (X,,, Y,,)
telle que f(i7,,(x,t)) < f(x) et j,,(A,,, 1) C B,,, alors 7t-cat.’°(A) <
- cat°(B).
Nous devrons remplacer le fait que X est localement contractile par une
condition sur la famille de fonctionnelles qui permettra d’avoir un équivalent
du Lemme 3.2 dans ce contexte.
Ainsi, nous dirons que ?t satisfait () si la condition suivante est vérifiée.
() Pour tout u e AK et pour tout E > O, il existe V un voisinage de u et NE
tel que V est (h,,, Œ)-contractile dans X pour tout n > NE.
Ainsi, nous avons tous les ingrédients pour relier la 7-i-catégorie avec les points
asymptotiquement critiques du couple ((h,,),,. h). Auparavant, nous aurons besoin
d’un théorème. Potir a e R, nous noterons ?-L’ = (Ïi’;),,.
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Théorème 5.6. Sozent a et b, des nombres réels tels que a < b et soient C1,. . .
,
les seuls niveaux critiques de ((h), h) dans [a, b] oi a < e1 < e2 ... < c < b.
Supposons que 7t satisfa’it () et *( AK8) pour tout e e [a, b]. Alors
Ncat(flb) <cardAK8
DMoNsTRATToN. Supposons que k < oc et card AK8 < oc pour tout i. Dans
le cas contraire, la conclusion est trivialement vérifiée. Considérons
a=al<cl<a2<c2...<ck<ak+l=b.
Soit E > 0. Puisque la condition () est satisfaite, pour chaque y AK8, il
existe N6 et V, un voisinage de y qui est (ha, E)-contractile pour tout n > N6.
Puisque qu’on a que AI-Ç est fini, on peut choisir N6 qui fonctionne pour chaque
Considérons V1
= UAK V. Puisque 7t satisfait *(X, AK1), il existe
1V1 > N6 et é avec e1 + é < a2 tels que pour tout n N1, il existe une dé
formation i : X x [0,11 —* X telle que h(ij(x,t)) <h(x) et y(h’\Vi, 1)
Puisque h(y,(x, t)) < h(x), on a que t) h et donc, par le
Lemme 2.24,(3) et (5), on a que
n(h1,X, h) <n(h’,X, h) + n(Vi,X). (5.1)
Soit e1
— < a ou alors il n’y a pas de valeurs asyniptotiquement critiques entre
a et e1 — é. Puisqu’il n’y a pas non plus de valeurs asymptotiquement critiques
entre e1 + é et a2, par la Proposition 5.2 et l’équation (5.1), on obtient
n(h2,X,h) <n(h,X,h) +n(V1,X) <cardK81. (5.2)
Par la même argumentation que plus haut, il existe N2 tel que pour tout
n> N2, on obtient que
i (h3, X, Ïl) <n (ha2 X, h) + card A82 <carci K + carci A2. (5.3)
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On répète l’argument k fois pour obtenir que pour tout n > Nk
n(kak+1,X,ka) <carclK1 +...+cardKCk. (5.4)
Puisque & est arbitraire, on obtient par la Remarque 5.4 que
-cat() <cardK1 +
...
+cardK.
Des résultats analogues aux Propositions 4.5 et 4.6 ainsi qu’aux Théorèmes 4.11
et 4.12 peuvent être obtenus sans difficulté.
5.2. THÉoRIE DES POINTS ASYMPTOTIQUEMENT CRITIQUES
Les définitions introduites précédemment sont conformes avec le travail de
IViarino et IViugnai [40, 41, 45]. Soit (h) une suite de fonctionnelles définies sur un
espace de Banach X et considérons une fonctionnelle h X —* R. Supposons que
les fonctionnelles li sont de classe C’. Dans ce contexte, les auteurs définissent
dans [41] les points critiqties asymptotiques de la façon suivante.
Définition 5.7. On dit que x E X est un point asymptotiquement critique pour
le couple ((h), h) s’il existe une suite strictement croissante d’entiers (nk),, dans
N et une suite (uk)k dans X tels que
0, u —* u et 1flk@k) —÷ h(u).
Nous disons également que h(u) est une valeur asymptotiquement critique pour
le couple ((h), h). Nous noterons AK l’ensemble des points asymptotiquement
critiques pour le couple ((h), h) de niveau c.
Notons qu’il n’est pas nécessaire d’imposer que u soit un point critique de h.
En fait, nous pourrions complètement éliminer la présence de h de la définition.
Dans ce cas, il faudrait ajouter comme hypothèse que pour chaque u satisfaisant
la définition modifiée, la limite (hflk(uk))k ne dépend pas de (nk)k et (uk)k.
Introduisons maintenant le pendant de la condition de (P$) clans ce contexte.
Les auteurs choisissent d’utiliser la notation V(h, h; e) potir parler de la condition
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suivante. J’utiliserai plutôt la notation ss-(PS) introduite par Perreault [49] pour
insister sur la parenté avec la condition de Palais-Smale et sur le fait qu’on n’exige
que l’existence cl ‘une sous-suite convergente.
Définition 5.8. Soit c E R. On dit que le couple ((h), h) satisfait la condition
ss-(PS) si pour toute suite strictement croissante (nk)k clans N et toute suite
tuk)k de X telles que
hflktuk) — e, k(uk) —* O,
il existe une sous-suite (k) dans N et il existe u E X tels que u —* u et h(u) = e.
Ces définitions ont permis à Marino et Mugnai de présenter les trois résultats
suivants. Le lecteur intéressé pourra aussi trouver leurs démonstrations dans [49].
Proposition 5.9. Soit e E R et supposons que le couple ((h,,), h) satisfait
ss-(PS). Alors AK est compact.
Nous avons de plus un lemme de déformation adapté à ce contexte qui nous
permettra d’appliquer le même genre d’argument qu’au Chapitre 4 et d’obtenir
des résultats de multiplicité potir les points asymptotiquernent critiqties.
Proposition 5.10. Soient e E R, &> O. Considérons /V, un voisinage ouvert de
AK. Supposons que le couple ((h)., h) satisfait ss-(PS). Alors il existe E EJO, [
et il existe N E N tels que pour tout n > N, il existe des déformations continues
X x [0, 11 .‘ X
satisfaisant
(a) (x,t) =x sit=O ousixh’([c—2E,c+2E]);
(b) h(i(x,t)) <h(x):
(e) i] (hC+E \ %7 1) C
(d) x - ij(x,t)H <.
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De plus, on peut en déduire le lemme d’intervalle non critique suivant.
Propositioi 5.11. Soient a.. b R avec a < b. Supposons que l’intervalle [a, b]
ne contient pas de valeurs asymptotiquement critiques pour le couple ((h),, h).
Supposons aussi que te couple ((h), h) satisfait ta condition ss-(PS) pour tout
C E [a, b]. Alors, pour tout p> O, il existe 7> 0, E]0, p[ et m E N tels que pour
tout n m, il existe des déformations continues
satisfaisant
(a) u- (u,t)I
(b) h((u,t)) <h(u);
(e) si h(u) < b, alors hQq(u, 1)) a;
(d) si u lç’([a — 26, b+ 2E]) ou si t = 0, alors r(u,t) u.
Dans ce cas particulier, le Théorème 5.6 conduit au résultat suivant.
Théorème 5.12. Soit 7i = ((hi,), h) et soient a et b, des nombres réels tels que
a < b. Supposons que 7i vérifie () et ss-(PS) pour tout c E [a, b]. Alors
<card{AK a < c < b}.
Remarque 5.13. Si la famille (h,,) est équicontinue aux points de AK alors 7t
vérifie ((2).
Chapitre 6
F-CATÉGORIE AVEC F MULTIVOQUE
Dans ce chapitre, 11O11S introduisons des notions de catégories assujetties à
une fonction multivoque F : X
— R U {oo}. Ces notions nous permettront de
fournir une borne inférieure au nombre de points critiques de F similaire à ce que
nous avons obtenu au Chapitre 3. À l’image des autres chapitres, nous allons tout
d’abord présenter une théorie avec une approche abstraite dans X et ensuite dans
le graphe de F. Cette dernière notion pourra être appliquée en utilisant la notion
de points critiques pour les fonctionnelles multivoques qui est due à frigon [261.
6.1. TH1oRIE ABSTRAITE DANS X
Soit X un espace métrique et soit F: X — R U {oo} une fonctionnelle multi
voque. Pour c e R, notons K C F’(c) X, un compact que nous appellerons
l’ensemble des points critiques de niveau c. Notons K
=
I<, l’ensemble des
points critiques de F.
Nous aurons besoin d’un équivalent de la condition (X, I() dans le contexte
multivoque.
Définition 6.1. Nous dirons que F satisfait la condition .%‘(X, K) si pour
tout
,
p > O et pour tout voisinage Y de K, il existe E < et une déformation
: X x [0, 1] ‘ X telle que
(1)(x,t)=xsit=0ouF(x)C(—oc,c—].
(2) F((x, t)) C (—oc, sup
(3) d(ij(,t),) <p,
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(4) si x V et f(x) (—oc. c + ], FQ(x, 1)) ç (—oc. c — e].
De la même façon qu’au Chapitre 3, on montre le résultat suivant sur un
intervalle non critique.
Proposition 6.2 (intervalle non critique). Soient F X
— R U {oc}, > O,
a E R, b e Ru {oc} avec a < b . Supposons que pour tout e E [a, b], K = O et
que F satisfait %(X, K) * Alors il existe une déformation r X x [0, 1] —* X
tette que
(1) F((x, 1)) ç (—oc, a] si F(x) ç (—oc, b];
(2) F((x, t)) (—oc, a] s F(x) ç (—oc, a];
(3) (x, t) = x sz F(x) ç (—oc, a
—
(4) F((x,t)) (—oc,supF(x)].
Encore une fois, nous aurons besoin d’avoir une condition de contractilité clans
l’espace.
Définition 6.3. Nous dirons que U ç X est (F, e)-contractite dans X s’il existe
e X et une déformation j X z [0, 1] —* X telle que F(7](x, t)) e +
(—oc, sup F(x)], (x, O) x et (x, 1)
Finalement, nous aurons ici aussi besoin d’une définition intermédiaire pour
pouvoir définir la F-catégorie pour une fonctionnelle multivoque.
Définition 6.4. Soient X u espace métrique, Y ç 3 un fermé de X et e > O.
Soit F X —* R u {oc}, une fonctionnelle multivoque. Notons n(B, X, Y) le
plus petit fl E N u {O} tel qu’il existe A0 des fermés de X vérifiant
(mCR1) B ç U0A,
(rnCR2) pour i = 1, . . . , n, A est (F, e)-contractile dans X,
(mCR3) il existe i7 : X z [0, 1] —* X continue telle que
(MCR3a) qo(x,O)
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(I\/ICR3b) Y, t) C Y,
(1\/ICR3c) 0(A0, 1) Y,
(MCR3c1) F(i1(x,t)) C (—oc, sup F@)j.
Comme précédemment, nous allons définir la F-catégorie à l’aide de la défi
mtion précédente.
Définition 6.5. On définit la F-catégorie de B dans X relativement à Y par
F-cat,(B) = sup n(B, X, Y).
E>O
En suivant les mêmes étapes que pour la preuve du Théorème 2.25, on obtient
que la F-caty(A) possède les propriétés suivantes.
Théorème 6.6. Soit F X —* R, une fonction muttivoque et A, B, Y C X avec
Y fermé. Nous avons alors les propriétés suivantes
(1) F-caty(A) <F-cat,(A);
(2) si A B alors F-cat(A) <F-catxy(B),
(3) F-cat,y(A U B) F-cat,(A) + F-cat(B);
(4) si F-catx(B) <oc, alors F-cat(A \ B) > F-cat(A) — F-cat(B);
(5) soit i: X x [0, 1] —* X est une déformation satisfaisant r(Y, t) C Y et
F((x,t)) C (—oc,supF(x)]. Alors F-cat,y(A) F-catx,y(i(U, 1)).
Nous allons encore une fois caractériser les points critiques de la fonctionnelle
avec la famille suivante. Posons
fj={UCXF-catx(U)>i}
et
e inf stip supF(x).
UaP u
Lemme 6.7. Supposons que X est localement contractile, que e = Ck+1 = ... =
cirn E R, que F vérifie .Ji’(X, Ko), que ta fonctwn sup F(c) est continue pour
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tout x E K et que e n’est pas un point d ‘accumulation des valeurs critiques de
F. Alors carclK > ra.
DÉMONSTRATION. Supposons que card K = p < ra. Puisque c n’est pas un point
d’accumulation des valeurs critiques de F, il existe > O tel que {c—, c+j\{c} ne
contient pas de valeurs critiques. Soit U E Fk+m tel que sup sup F(x) < e + .
Il existe donc tel que pour tout < é, n(B, X) > k + m. Puisque X est
localement contractile et que sup F(y) est continue pour chaque y E K n U, il
existe un voisinage ‘Y de y qui est (F, )-contractile vers y. Considérons V =
Ji Y4,. Puisque F satisfait Ko), il existe E 5 et une déformation
X x [O, 1] —* X telle que pour tout x satisfaisant F(x) C (—oc, e + 6],
on a F(77(x, 1)) C (—oc, c
— E]. Posons B = {x E U \ F(x) C (—oc, e + ]}.
Puisque n(/, X) <p, on obtient que n(B, X) k + 1. Par conséquent, par
le Théorème 6.6, n(77(B, 1), X) > n(B, X) > 1 et donc 77(3, 1) E k+1. Mais
sup sup F(x) < c— ce qui constitue une contradiction avec la définition de c. I
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Théorème 6.8. Supposons que F vérifie Jï(X, K) pour tout e E R et qu’elle
est bornée inférieurement. Supposons qu’il existe B C X tel que F(B) est borné.
Alors F a au moins F-cat(3) points critiques.
DÉMONSTRATION. Supposons que le nombre de points critiques est fini. Dans le
cas contraire, la conclusion est vérifiée. Par hypothèse, B E F, j < F-catx(B).
D’où c <b pour i <F-catx(3).
Ensuite, on a que e1 E R puisque F est bornée inférieurement. Ensuite, si
c E R alors Kf,, O. En effet, si c n’est pas une valeur critique de F alors,
puisque I-Ç est fini, il existe a < c < é tel que [a, é] ne contient pas de valeur
critique.
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Soit V E F tel que sup f(V) < à. Puisque F satisfait IÇ), il existe
7]: X x [0, 1] —* X telle que pour tout tel que F(x) C (—m, à].
f(p(x, 1)) <a.
De plus, par le Théorème 6.6, on a que p(V, 1) e F. Nous avons donc
c < sup inf F(x) <a < c
xE,(V,1)
ce qui est clairement une contradiction. La conclusion découle du Lemme 6.7. •
6.2. THÉORIE ABSTRAITE DANS graphF
Les hypothèses qui ont été nécessaires dans la Section 6.1 pour garantir que la
F-catégorie soit une borne inférieure pour le nombre de points critiques sont très
restrictives. Elles ne sont vérifiées que dans un nombre très limité d’exemples et
causent une perte d’information importante. À l’image des travaux de frigon [26]
stir les fonctioits multivoques, nous allons présenter ici mie autre notion de caté
gorie assujettie à la fonction F dans le graphe de F plutôt que sur son domaine
qui permettra d’obtenir plus d’information sur la fonctionnelle.
Soit X un espace métrique et soit d la métrique de X. Soit F : X —* RU{oo}
une fonctionnelle multivoque. Le graphe de F est défini par
graphF — {(u, b) e X x R b e F(u)} c X x R.
Introduisons une métrique d sur graphF en posant
d((v, c), (u, b)) V(dx(n, v))2 + Uc - bH2.
Dans le cas où F est une fonction à graphe fermé, l’espace métrique graphF est
complet avec cette métrique.
Dans le contexte multivoque, il est naturel de s’attendre à ce qu’un même
point critique puisse avoir plusieurs valeurs critiques. Ainsi, l’ensemble des points
critiques doit être considéré comme la projection d’un sous-ensemble de graphF
afin d’obtenir le plus d’information possible.
Pour e E R, notons IÇ C F(c) C X, un compact que nous appellerons
t ‘enseinbÏe des points critiques de niveau c. Nous dirons également que (x, e) est
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un couple crztque si x E K. Notons K Un K, t’ensembte des points cTztzques
def.
Dans le même esprit que ce qu’on a vu précécleniment, nous noterons, pour
une fonction multivoque, F = graphF n (X x (—oc, a]).
Nous aurons également besoin d’un équivalellt de la condition (X. K) dans
ce contexte multivoque.
Définition 6.9. Nous dirons que F satisfait la condition K) si pour tout
, p> O et pour tout voisinage P’ de K x {c}, il existe E et une déformation
7/
= (ni, 7/2): graphF x [0, 11 grapkF telle que
() ((x, e), t) = (x, e) pour tout ((x, c), t) E graphF x {0} U fc_ x [0, 1].
(2) 7/2((x, e), t) <e pour tout ((x, e), t) E graphF z [0, 1],
(3) d(7/((x, e), t), (x, e)) <p,
(4) 7](fC+ \ Y. 1) F.
En fait, si on coilsidère la fonction univoque F : graphF —* R définie par
F(x, e) = e, F satisfait la condition K) si et seulement si F satis
fait (graphF, K z {c}). Par conséquent, on peut facilement adapter la Pro
position 3.4 pour obtenir un théorème d’intervalle non critique dans le contexte
multivoque.
Proposition 6.10 (intervalle non critique). Soient F: X — RU{oc}, > O, a E
R, b E RU{oc} avec a < b. Supposons que pour toute E [a, bi, IÇ = 0 et que F sa
tisfait K). Alors il existe une déformation 7 : graphF z [0, 1] — graphF
telle que
(1) 77(Fb, 1) ç Fa;
(2) 7/(Fa, t) Fa pour tout t E [0, 11;
(3) ‘q((x, e), t) = (x, e) pour tout ((x, e), t) E F z [0, 1];
(4) i2((x, e), t) <e pour tout ((x, e), t) E grapkF z [0, 1].
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Définition 6.11. Nous dirons qu’un ensemble U C gTapkF est (F,E)-contractite
dans graphF s’il existe (, 3) graphF et une déformation
= (p1, 2) graphF x [0, 1] ‘graphF
telle que 772((x, c), t) <C + , 7]((x, c), 0) = (x, c) et ((x, e), 1)
= (, 3).
Définition 6.12. Soient X un espace métrique, > O et soit F X
— R U {oo},
une fonctionnelle multivoque. Soit Y un fermé de graphF. Pour B C graphF,
notons NEF(B, X, Y) le plus petit n E N U {O} tel qu’il existe Ao, . ,A des
fermés de grapkF vérifiant
(MCR1) B C U=0A,
(MCR2) pour j = 1,.. , n, il existe (xi, b) e graphF tel que A est (F, E)-colltractile
vers (xi, b) dans graphF.
(IvICR3) il existe
=
(i, i) graphF x [0, 1] —* graphF continue telle que
(IVICR3a) ?7°((x, c), 0) = (x, c) pour tout (x, c) E grapkF,
(IVICR3b) î°(Y t) Y pour tout t e [0, 1],
(MCR3c) 7]°(Ao 1) Y,
(MCR3d) ((x, c), t)) <e pour tout ((x, c), t) E graphF x [0,11.
Définition 6.13. Pour B C graphF, on définit la F-Catégorie muttivoque de B
dans X relativement à Y par
F-Cat,(B) = sup N[(B, X, Y).
Remarque 6.14. Si ou réinterprète l’écriture de la F-Catégorie multivoque en
ternie de Ç, on obtient que
F- Cat,(B) = ÇF-catgrp,,Fy(B).
Comme conséquence directe de la Remarque 6.14, on a que l’ensemble des ré
sultats obtenus au Chapitres 2 et 3 peuvent se réinterpréter en terme de catégorie
multivoque. Nous présentons ici les pius importants.
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Théorème 6.15. Soit F : X — R, une fonction muitivoque à graphe fermé et
A, B, Y graphf avec Y fermé. Nous avons alors tes propriétés suivantes
(1) F-Catxi(A) <F-Gatx(A);
(2) si A B alors F-Cat\.’(A) <f-Cat(B),
(3) F-Catvy(AUB) <F-Cat..(A) +f-Gat(B);
(4) siF-Catx(B) <oo, alors F-Cat(A\B) > F-Cat(A)—F-Cat(B);
(5) s’ ï (, 772) : graphf x [0, 1] —* graphF est une déformation satisfaisant
ij(Y, t) C Y, 7]2((x, b), t) <b pour tout ((x, b), t) graphF x [0, 1], alors
F-Cat,y(A) F-Cat,(77(A, 1)).
Les points critiques de la fonctionnelle multivoque F sont encore reliés à la
F-catégorie multivoque.
Théorème 6.16. Soit F : X — Ru {oc}, une fonctionnelle multivoque telle que
graphF est localement contractile. Supposons qu ‘il existe a, b E R et B C Fb avec
F-CatXF(B) = k < œ. Si F satisfait i(X,K) pour toute E [a,b], alors F
a au mozns k poznts critiques de niveau entre a et b.
6.3. THÉoRIE DES POINTS CRITIQUES POUR LES FONCTIONNELLES
MULTIVOQUES
Dans [26], Frigon a étendu la notion de pente faible présentée à la Section 3.5.2
aux fonctions multivoques à graphe fermé, permettant ainsi de développer une
théorie des points critiques pour ces fonctionnelles.
Définition 6.17. Soit F X —* R u {oo}, une fonctionnelle multivoque à graphe
fermé et soit (u, e) E graphF. La pente faible de F au point (u, e), notée dF(u, e),
est le suprenuim des u dans [0, +oo) tel qu’il existe un voisinage U de (u, e) (clans
graphF), é> O et une fonction continue h = (h1, 112) U x [0, é] ,‘ graphF telle
que pour tout (y, b) E U et pour tout t E [0, é], on a
(1) d(h((v,b),t),(v,b)) <Wi +u2,
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(2) h9((v.b).t) <b— t.
Définition 6.18. On dira que u est mi point critique de F au niveau e si e E F(x)
et IdFRu, c) = 0. Ainsi, l’ensemble des points critiques est
K {x eX c e F(x) avec dF(x, c) 0}.
Nous noterons K l’ensemble des points critiques de F au niveau c. Nous
dirons que c est une valeur critique de F si K O.
Soit Ç graphF — R la fonction définie précédemment. Nous disons que
(u, e) est un po?nt crztzque de Çf si la pente faible de Çp au point (u, e) est nulle
(voir la Définition 3.14). Les points critiques de F et de ‘F sont liés comme
l’énonce la proposition suivante
Proposition 6.19. Soit F : X —* R une fonctionnelle muttivoque et définie
comme cz-dessus. Alors u est un point critique de niveau e pour F si et seulement
si (u, e) est un point critique de
DÉMONSTRATIoN. Soit (u, e) e grapkF. Tout d’abord, montrons que
dF(u,c) < dF(u,c). (6.1)
Si dF(u, e) = 0, c’est clair. Supposons que IdFI(u, e) > 0. Il existe donc
O < u < dF(u, e) satisfaisant la Définition 3.14. Donc, il existe > O, U un voi
sinage dans graphF et h une déformation tels que F(h((v, b). t)) = h9((v, b), t) <
F(v, b) — ut = b — ut et d(h((v, b), t), (y, b)) <t < tv’l + u2. On trouve donc que
u < dF(u,c) et ce pour tout 0< u < dF(u,c).
Montrons maintenant qtie
dF(u,c)
_____________
< d’p(u,c). (6.2)
+ (jdF(u,c))2 -
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Encore me fois, si dF(u, c) = O, la conclusion est trivialement vérifiée. Si
non, il existe O < u < dF(u, c) satisfaisant la Définition 6.17. Il existe donc
é > O, U un voisinage dans graphF et h. Construisons une nouvelle déformation
h : graphF x [O,él — graphF en posant î((v,b),t) h((v,b), ). Par les
propriétés de h, on trouve que F(h((v, b),t)) h2((v, b),) <b +
et d(ïi((u, b), ), (u, b)) < v’1 + u2 = t. Par conséquent, on trouve
< d6(u, c) et ce, pour tout u < dFQu, c).
En combinant les équations (6.1) et (6.2), on trouve que dF(u, c) O si et
seulement si dF(u, c) = O.
Définition 6.20. Soit F : X —* R U {oo} , une fonctionnelle multivoque à graphe
fermé et soit e E R. La fonction F satisfait la condition de Patais-Smate au niveau
e (notée (PS)) si toute suite (un) dans X pour laquelle il existe c e F(u) avec
c — c et dF(u, c) O, possède une sous-suite convergente.
Présentons maintenant le théorème de déformation dans ce contexte qui per
mettra de vérifier que la condition K) est vérifiée
Théorème 6.21 (Théorème de déformation). Soient X un espace métrique com
plet, F: X —* RU{oo} une fonctionnelle multivoque à graphe fermé et soit e E R.
Supposons que F satisfait (PS). Alors, pour > O , U C E x R un voisinage
invariant de K x {c} (U peut être vide si K est vide) et ,) > O donnés, il existe
0 <6 <60 et une fonction continue 77 = (77i, 772) : graphF x [0, 1] — graphF tels
que
(1) d(77((u, b), t), (u, b)) <t;
(2) 772((u,b),t) <b;
(3) si (u, b) e graphF \ (X x (c — , e + 6o)), alors 77((u, b), t) (u, b);
(4) 77((graphFflX x (—oo,c+Ej)\U.1) cX x (—oo,c—eJ.
Ce théorème de déformation permet de garantir que si F : X —* R est une
foictionne11e multivoque à graphe fermé qui satisfait (PS), alors elle satisfait la
88
FIG. 6. L Points critiques de fonctions multivoques
condition Ko). Par conséquent nous pourrons appliquer le Théorème 6.16
avec cette théorie des points critiques. Daus certains cas particuliers, le Théo
rème 6.8 s’appliquera également.
Considérons par exemple la fonction multivoque F : R —* R définie par
—x x<O,
[0,1] x=0,
F(x) =
—x+1 0<x<1,
x—1 x>1.
On obtient F-Cat(grapkF) = 2 (voir Figure 6.1). On remarque que (0, 0), (0, 1)
et (1, 0) sont des couples critiques de F. Si on considère plutôt F : R — R définie
par
f—x x<0,
-
x+1 x>0,
on obtient que F- Cat (graphF) = 2. Encore une fois, on constate la présence des
couples critiques (0, 0) et (0, 1).
De plus, le fait de travailler dans le graphe de F permet de voir des points
critiques que nous n’aurions pas pu voir avec la première approche. Considérons
par exemple la Figure 6.2. Dans cet exemple, (0, ci) et (0, c2) sont des couples
critiques. La première approche nous aurait donné seulement la valeur critique
C2.
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6.4. LE CAS SEMI-CONTINU INF1RIEUREMENT
La théorie présentée ci-dessus permet d’introduire une approche pour trai
ter le cas des fonctionnelles qui sont semi-continues inférieurement. Considérons
f : X —* R U {+oo}, une fonction semi-continue inférieurement. Introduisons une
nouvelle fonctioll multivoque F en posant f(u) = {c E R f(u) < c}. On
peut ainsi défiuir la pente faible de f en posant df(u) dF(u, f(’u)). Posons
V(f)
= { X f() R}.
Définition 6.22. On dit que u E V(f) est un point critique (inférieur) de f si
df(u) O. On dit que c E R est une valeur critique inférieure sil existe un point
critique inférieur u de f tel que f(u) = e.
À cause de ce qui précède, on a que u E V(f) est un point critique de si
et seulement si (u, f(u)) est un couple critique de F. Ainsi, le fait de connaître
les points critiques de F nous permet de connaître les points critiques de f. Par
contre, rien ne garantit que tous les points criticlues de F sont des points critiques
de f. Par exemple, considérons la fonction f t R R telle que
+1 x<O,
f(.T)=
FIG. 6.2. Points critiques de fonctions multivoques 2
>O.
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Dans ce cas, O est un point critictie pour la fonction F ayant les valeurs critiques
O et. 1 mais O est la seule valeur criticlue inférieure de f.
Fia. 6.3. Points critiques d’une fonction semi-continue inférieurement
Nous pourrons quand même, dans certains cas particuliers, obtenir les points
critiques de à partir de ceux de F, par exemple. si on suppose que
inf{jdFC. c) J(u) <c} > 0. (6.3)
Proposition 6.23. Soit f X —* R, une fonction semi-continue inférieurement
et F, la fonction muitzeoque défin?e par F(u) = {c f(u) < c}. Supposons que
graphF est localement contractile, que ta condition (6.3) est vérifiée et qu’il existe
a,b E R et B F6 avec F-CatXF(B) = k <oc. Si F satisfait (PS) pour tout
e e [a, b], alors f a au moins k points critiques.
/ /
/
(n) La fonction f (b) La fonction f
Chapitre Y
APPLICATION AUX ÉQUATIONS
HAMILTONIENNE$
Nous allons nous intéresser dails ce chapitre à llfl problème Hamiltonien rap
pelant ceux qui ont intéressés plusieurs auteurs. Mentionnons entre autres Bartsch
et Szulkin [4, 59] ainsi qtie Li et Willern [30] qui ont fortement inspiré notre travail.
7.1. FoRMuLATIoN DU PROBLÈME ET THORME PRINCIPAL
Tout au long du chapitre, pour z E R2N, nous utiliserons p pour désigner les
N premières coordonnées de z et q pour les N suivantes. Ainsi, z = (p, q). En
calquant sur ce modèle, nous noterons
VH(t,p, q) = (VH(t,p, q), VqH (t,?, q))
(8H(t,p,q) 3H(t,p,q) 8H(t,p,q) 8H(t,p,q)
—
ap1 8?N ‘ ,..., qN
Considérons le problème
ù(t) = u(t) + JVH(t,u(t)), (*)
\\3(t) 0)
où u(t) (u(t), uq(t)) E RN xRN, u(t) = u(t+2n) pour tout t, H E Cl(RXR2N),
(o -I
J=I
V
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est la matrice symplectique usuelle et B R
—AIN où MN est l’espace des
matrices N x N et B(t) est autoadjointe pour tout t. Supposons que H est 2n-
périodicue en t. Nous sommes intéressés à trouver des solutions 2n-périodiques
de (*). Considérons l’espace L2($’, R2N) des fonctions de carré intégrable définies
sur le cercle à valeur clans R2N. Chaque fonction u E L2($’, R2N) peut s’écrire en
série de Fourier
ka7Z
où fi(k)
— f u(t)e” dt est le k-ième coefficient de Fourier.
Définissons l’espace de $obolev fractionnaire
Hh/2(Sl,R2N) {u L2($1,R2 (i+k2)1/2(k)I2
keZ
muni de la norme
/ \1/2
:= (i + k2)1/2atk)2)
keZ
Cet espace est. un espace de Hilbert lorsque muni du produit scalaire associé
à la norme
u y (1 +
kaZ
Voici une propriété de cet espace qui sera. cruciale dans la suite.
Théorème 7.1. Pour chaque c E [1, œ), H1/2(S’, R2N) est plongé de manière
compacte dans L(S1, R2N). En particutier, il existe une constante
‘Yc, > O telle
que pour chaque u E H’/2($’, R2N),
IIuLa uHl/2.
Pour plus de détails sur cet espace et pour la preuve de ce théorème, le lecteur
pourra consulter [1, 31, 43].
Les conditions suivantes seront utilisées tout au long du chapitre
(Hi) B t R
— MN est continue. 2n-périodique et B(t) est une matrice auto
adjointe N x N inversible;
1 .(F12) H E C (R x R , R) est 2n-periodique en t et en q;
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(H3) il existe des constantes a1, a2 > O et r > 1 telles que
VH(t,p, q)T a1 + a2p VH(t,p, q);
(H4) il existe R > O et ,t > 2 telles que pour tout (p, q) avec > R on a
O <iH(t,p, q) <p. VH(t,p, q);
(H5) VqH(t,P, q) est borné;
H(t,p,q+v) —H(t,0,v)(F16) hm = O umforrnement en t et en y.
(p,q)—*O (p, q)2
Des variations de ces conditions apparraissent en particulier dans le travail de Li
et Willem [30] ainsi que dans celui de Rabinowitz [2, 50].
On dit que u E H’/2(S’ R2N) est une solution faible du problème (*) si
j Jû •e Au u+VH(t,u) •v dt = O
pour tout y e HV2(Sl,R2N).
Voici maintenant le théorème principal de ce chapitre.
Théorème 7.2. Supposons que les conditions (Hi)— (H6) sont satisfaites et que
l’inégalité (2.1) est vérifiée. Alors te probtème (*) a au moins une solution faible
u e Hl/2(SYR2N) De plus, il existeÀ0 >0 tel que si pour Y= Slx{0}x[0,2n]N,
max{H(t,p,q) (t,p,q) E } — rnin{H(t,p,q) (t,p,q) e } <À0 (7.1)
alors le problème (*) a au moms N + 1 orbites de solutions faibles périodiques
distinctes.
7.2. RÉSULTATS TECHNIQUES
Afin de démontrer le Théorème 7.2, nous aurons besoin d’étudier les propriétés
des foictious J, H et B.
94
Remarque 7.3. Pour la suite du chapitre, les constantes nécessaires dans les
preuves seront notées e1, e2, . . . La numérotation des constantes reprendra à e1
au début de chaque preuve.
Lemme 7.4. Sous l’hypothèse (Hp,), tes fonctions H et VH sont bornées sur
R x [—k, k]N x RN pour tout k> O.
DÉMONSTRATION. Puisque H est périodique en t et en q, les valeurs extremales
de H sur R x [—k, k]N x R1” sont les mêmes que celles sur [O, 2n] x [—k, k]N x [O, 2nlN
qui est compact. Puisque H est continue, il existe une constante e1 telle que
H(t,p,q) <e1.
Puisque jVH(t,p, q) est aussi une fonction continue périodique en t et en q, la
même argumentation fonctionne. Il existe donc une constante c2 telle que
jIVH(t,p,q) <e2.
Lemme 7.5. Supposons que (HS) est vérifié et notons s (où r est donné
par (H3j). Alors il existe a3, a4 > O tels que jjVH(t,p, q) < a3 + a4Wp pour
tout (t,p,q) E R2”'1.
DIMONSTRATION. Par (H3), on a que
jVH(t,p, q)T <a + a2p. VH(t,p, q) a1 + a2jjpjjjjVH(t,p, q).
Si jVH(t,p, q) > a1, on a alors que
jjVH(t,p, q) j’ <(1+ a2HpH)IIVH(t, p,
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et donc. VH(t,p. q)’ < 1 + a2UpH. En prenant la racine de chaque côté, nous
obtenons
WVH(t,p, q) < (1+ a2pU) a + (7.2)
En effet, si WW 2, 011 a
(1+ a2lpU)
= ( + a2) r-1
/1 1(+a) pW
a4IPIH
Si, par contre, nous avons que MpM a, nous obtenons
(1+a2WpM) (1+a
Le cas où VH(t,p, q) < a1 est trivial. Donc, il existe des constantes a3 et a4
telles que VH(t,p, q) <a3 + atMpH.
Lemme 7.6. Supposons que (H2), (H3) et (H6) sont satisfaites. Alors pour
tout E > O, il erîste CE > O tel que
H(t,p, q + 2nz) — H(t, O, 2nz) <E(p, q)2 + cEM(p, q)s+
pour tout (t,p,q) E R2’ et z E
D1MONSTRATION. Soit \() H(t, cep, cq + 2rrz). On a
= VH(t, o’p, q + 2nz) (p, q).
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Donc, par le Lemme 7.5.
—
= f V(H(t, p. q + 2z) (p, q) H
<j WVH(t, p, q + 2irz)H R q)
f (a3 +a4p) (pq) (7.3)
f a3 (p, q) II + a4II(p, q) IIS+1
= a3(p,q) +
Soit E > O. Par l’hypothèse (H6), il existe mie constailte R telle que pour
Rp, q) < R, on a H(t,p, q + 2z) — H(t, O, 2z) < (p, q). Supposons que
Rp, q)W R. Par l’équatioll (7.3), nous avons qe
H(t,p, q + 2z) — H(t, O, 2z) <a3W(p, q) + 1
q)3+l
=( + (pq)S+l
(R
a4 (pq)S+l
En posant c
= ( + nous obtenons
H(t,p, q + 2nz) — H(t, O, 2nz) <Œ(p, q)2 + c(p, q)8+l.
.
Lemme 7.7. Sous les hypothèses (H2) et (H), il existe des constantes a5, a6 > O
tettes que
H(t,p,q) > a5p — u6 pour tout (t,p,q) E R2N+l
où tt est donné par (114).
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DIv1ONSTRATION. Supposons que ILvW > R. Considérons. pour OE > R,
g() = H
Par (F14),
/ p pg () = VH(t, q).
>
c
= -gt).
Donc, puisque g() > O pour c > R, en intégrant, nons obtenons
ln(g())
— ln(g(R))
= f d f = 1na — 1nR. (7.4)
En prenant l’exponentielle, on obtient
g() (7.5)
En choisissant = l’équation (7.5) devient
H(t,p,q)> RH(t, ,q)WpIV’. (7.6)
Puisque H est 2n-périodique en t et en q et par (H4), il existe une constante
c1 > O telle que H(t,
,
q) > c1R’ pour tout (t,p, q) E R2’T. En combinant
avec l’équation (7.6), on obtient que
H(t,p,q) > cp (7.7)
pour tout (t,p,q) E avec > R.
D’un autre côté, si < R, par le Lemme 7.4. il existe une constante c2 telle
que H(t,p, q) > —c2. En combinant avec l’équation (7.7), nous obtenons
H(t,p, q) > ciWpW’ — c2 — c1RR a5W?
—
a6.
I
Lemme 7.8. Supposons que H satisfait (f12,), (H3) et (H). Alors, s
=
> 1.
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DTIvIONSTRATION. Soit (p. O) E R2N. Considérons X() = H(t, cvp. O). Puisciue
VH(t, cp, O) .p et par le Lemme 7.5, on a que
H(t,p, O) H(t. O, O) = (1) — (O)
= f VH(t, cp, O) p d
<f VH( p,O)pjj0 (7.8)
<f (3 + a4p)
= a3pW + cp.
Puisque H est périodique en t, il existe une constante c2 telle que
H(t, p, O) — H(t, O, O) > H(t,p, O) — C2. (7.9)
En combinant les équations (7.8), (7.9) et le résultat du Lemme 7.7, flous obtenons
a5llpj — c H(t,p, O) — C2 <a3HpH + ciHp’
avec c3 a6 + c2. Donc, avec c4 = e2 + e3,
a3UpW + Clp
— a5pIV + c4 O.
Puisque a5 > O et que cette inégalité doit être vraie pour tout p, pour p assez
grand on doit avoir s + 1 i> 2. D’où s> 1.
Puisque nous nous intéressons aux solutions 2n-périodiques du problème (*)
et puisque B et H sont 2n-périodiques en t, nous pouvons identifier [O, 2rr] à S’.
Lemme 7.9. Supposons que H satisfait (H2) et (H). A tors it eriste une constante
k > O tette que
f H(t, u(t)) dt f u(t) VH(t, u(t)) + k
pour tout u = (un, uq) E H2($’, R2N)
DÉMONSTRATION. Par le Lemme 7.4, il existe e1 et C, tel que pjVH(t,p, q)j
ci/2u et H(t,p, q) <c,/2n pour tout (t,p, q) E R x [—R, R] x
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Soit U = (Up. Uq) E H’/2(S’. R2N). Notons
Â = {t e S’ ‘u(t) <R}.
Par ce qui précède,
f Up vH(t, U(t), Uq(t)) dt f UvH(t, n(t), Uq(t)) dt c1, (7.10)
f H(t,Up(t),Uq(t)) C2. (7.11)
Par (H4),
f • VH(t, u.) dt> f H(t, zi) dt. (7.12)
En combinant (7.10), (7.11) et (7.12), on obtient
f H(t, U) dt + f H(t, U) dt < c2 + f VH(t, ‘u)
= C9 + f U VH(t, n)
— f u• VJ)H(t, n)
f U VH(tU)
I dt+c2——.
Js’ /1
Nrnis obtenons bien que
f H(t, n) t < f dt + k
pouf tout n E H1/2(S’ R2N)
(3(t) o\
Définissons A : S
—
M par A(t)
= I I et considérons la fonction
0 0)
nelle f: H’/2(S’ R2N) — R définie par
f(U)
= f Jù.U+AU.Udt+f H(t,n) dt
= a(U,U)+(U)
où a(’u, y)
= f1 . u + AU u dt et tb(n) = J1 H(t, n) dt. La fonctionnelle f est
bien définie. En effet, pour n E H’/2(S’, 2N), par la ctéflnition de H’/2(S’, R2N)
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on obtient facilement que a(u, u) E R. Ensuite, pour e > 0, en utilisant le Théo
rème 7.1 et le Lemme 7.6, on obtient
f H(t, u, uq) dt < f H(t, flp, nq) — H(t, 0,0) dt + f H(L, 0,0)
<6t + CIi + a7
9 s+172u/2 + S+lCEWUUl/2 + u7
et donc f H(t,up,uq) Ut e R.
Proposition 7.10. L’application L : Hl/2(Sl,R2N) — (Hl/2(Sl,R2N))* définie
par L(u) = lu + Au + VH(t, u) c’est-à-dire
L(u)(v)
= f (lu + Au + VH(t, u)) y Ut
est continue.
Pour pouvoir prouver ce théorème, nous aurons besoin du résultat suivant.
Lemme 7.11. Supposons que (HS, est vérifiée et soit s, la constante donnée par
le Lemme 7.5. Ators la fonction h: L2(S1,R2”) —* L2(S’,R2”) définie par
h()(t) VH(t, (t))
est continue.
D1MONSTRATION. Soit b,, —* dans L28(Sl, R2N) et considérons {,}, une sous-
suite de {&} telle que — (x) presque partout dans 1• existe une
sous-suite {5} de {,,} telle que — /jL2s 2, Vj> 1. Posons
g(x) := i(x)I + ji(x)
-
On a clairement que (x)W < g(.r) presque partout dans S’ et donc (x)H
g(x) presque partout dans S’.
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Pour u E L2s(Sl, R), par (H3), oi a que h(u)(t)2 < (a + bIu(t)W)2 <
d+)u(t)25. D’où h(u) E L2(S1,R).
Puisque h()(t)
— h()(t)W2 4(d + bg28) e L’($’, R), par le Théorème
de convergence dominée, h() — k() dans L2(S’, R). Puisque qu’on a ça pour
toute sous-suite {} de {ç5,,}, on obtient que h() h() clans L2($’, R). •
DÉMONSTRATION DE LA PRoPosITIoN 7.10. Puisque Hl/2(Sl,R2N) ‘E L2, il
est clair que L(u)(v) e R potir tout y e H112 (S’, R2N). Soit u dans H’/2(S’ R2N).
On a alors
Jù + Au(H1/2) = sup j (j + Au) . y dtWhiIii2=1 ‘
< st c, k(’û(k))(k) + c2WUWL2UVHL2,
11v11112=1 keZ
<c,ul/2 + cu2,
et donc, par le Théorème 7.1, on obtient que u —* Jù + Au est continue. Finale
ment, on conclut grâce au Lemme 7.11 que L est continue.
Théorème 7.12. La fonctionnelle f est de classe C’ et
(f’(u), y) = L(u)(v)
= f J . u + Au u + VH(t, u)v dt
pour tout u.u E Hh/2(Sl,R2N).
102
DrvIONSTRATION. Soient v,v E HI/2(Sl.R2N). Posons (c) = f(a + civ) et
remarciuons que
= ( f J(ù + b)• (u + e) + A(u + av). (u + v) Ut
+fH(tu+av)dt)
=-( f Ju+Au+(Jv+J.u+Au.v+Av.udc\2Jsi
+2(Jv+Av.v) dt+fH(tu+v)dt)
=(fJù.v+J.u+Au.v+Av.u+2(J.v+Av.v)dt)
+ / VH(t, u + v) y di.
J si
En évaluant en = 0, n obtient
‘(0)=(fJû.v+J7).u+Au.v+Av.udt) +fVH(tsu).vdt
= L j •v+Au u dt+ f VH(t,u) .v Ut
puisque B est auto-adjointe et par intégration par partie en utilisant le fait que
u,u sont dans H2($l,R2N). Donc
(llt+Au+VH(t,u),v)L2 = (L(u).v)L2.
En vertu de la Proposition 7.10, L est continue. Donc f est clifférentiable au sens
de Fréchet et f = L. I
7.3. FoRMuLATIoN ÉQUIVALENTE DU PROBLÈME ET CONDITION
(PS)
On remarque que les solutions faibles du problème (*) correspondent précisé
ment aux points critiques de la fonctionnelle f.
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Considérons les deux opérateurs T, S E (H’/2(S1 R2N)) définis par
(Tu. v)i/2 f Jfl e dt, (Su. V)i/9 = J Au. e dt Vu.v E H’12(S’, R2N).
On a que T est autoadjoint et l’hypothèse (Hi) garantit que S l’est aussi.
Puisque l’inclusion de H’/2(S’ R2N) dans L2($’, R2N) est continue et com
pacte, l’opérateur S est compact. On a donc que les points d’accumulation du
spectre de l’opérateur T + S sont les mêmes que ceux du spectre de T (voir[51]).
Puisciue les valeurs propres de T ne s’accumulent qu’en +0e, on pourra noter les
valeurs propres de T + S par
Le lecteur intéressé pourra consulter [34, 35, 50, 51] pour plus de détails. Notons
{e} les vecteurs propres de T + S correspondant respectivement à {?} et
définissons X+ = span{ei, e2,..
.}, X span{e_y, e_2, . .} et X° = ker(T + S).
Nous obtenons ainsi une décomposition de H’/2(S’, R2N) X+ 9 X avec
dim X° < oc et dim X+ = dim X = oo. De plus, nous pouvons introduire un
nouveau produit scalaire (.,.) en posant, pour u = u++uO+u_ et e = v++eO+e_,
(u, e) = ((T + S)u, vj 1/2 — ((T + S)u, ej1/2 + (u°, e0) 1/2.
Ce produit scalaire induit une norme équivalente sur H’/2(S’, R2N) que nous
continuerons de noter I• On trouve donc que, dans cette nouvelle norme,
f (Jfl + Au) u dt ((T + S)u, u)i/2 = uI19 — Wu72. (7.13)
On peut remarquer que
((T + S)(u), e) = a(u, e)
et donc, par la décomposition spectrale, pour u u+ + u0 + u, a(u, ej =
a(u+,ej pour tout v+ E X+et a(u,ej = a(u,ej pour tout v E X.
Par la périodicité de B et de H donné en (Hi) et (H2), on a que
f (ufl, u + 2z) f(u. uq) pour tout z E
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En effet.
f(up, Lq + 2nz) — f J(ûp, ûq) (un, Uq + 2nz)
+A(up,uq+2nz) (flp,uq+27rz) dt
H(t,Up,’tiq +2nz) dt
= f J(fip,Ùq) (up,uq)+fip 2nz
+ A(u, uq) uq) + (0, 2nz)] dt + f ‘ uq dt
= f(up,uq) + 2f fi zUt
f(Lp,Uq)
puisque u est périodique. Il s’ensuit que f’(u, Uq + 2rrz) = f’(u, ‘Uq).
Grâce à cette particularité, à chaque solution (p, q) correspond en fait une
orbite de solutions (, ti + 27FZ).
Introduisons la relation d’équivalence sur X° défiuie par x x — =
2nz où z é ZN. Notons [x°] la classe d’équivalence de x0, / = {{O] I ‘° E X°} et
X = X± + X. On remarque qu’on peut identifier V RN/21rZN au tore TN de
dimension N. Nous avons ainsi une fonction r : H’/2(S’, R2N)
— X x V définie
par n(x + x°) (x [x°]). Défluissons : X x V — R par (x, [x°]) f(x + 0).
Puisque f est 2n périodique, est bien définie.
fHl/2(SlR2v)
> R
—
XxV
Pour chaque x + x de H’/2(s’ R2N), n induit une correspondance n’ entre
les plans tangents H’/2(S’, R2N) = T+o(H’/2(S1, R2N)) et I1[o1)(X x V). On
obtient donc que pour tout y H’/2(S’. R2v), f’( + x°)v ‘(z {°])(n’())
Nous avons donc une correspondance entre les orbites de points critiques de f et
les points critiques de . Pour plus de détails, consultez [55].
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Afin de s’assurer que vérifie la propriété de déformation *(X, K) pour
tout c q R, il suffit, en vertu du Théorème 1.18, de vérifier ciue satisfait la
condition de Palais-$rnale étoile au niveau c.
Théorème 7.13. Soit X) = span{ey,.. , e,} et X = span{e_1,.. , e_7}. Si
H satisfait (Hi)— (H6) alors ta Jonction X x V —f R satisfait ta condition
(PS) pour tout c e R.
DéMONSTRATION. Soit q5,, la restriction de à (XH-X) xV et f, la restriction
de f à X) H- X H- X°. Encore une fois, il existe ime correspondance entre les
plans tangents T(,[o])((XH-X) xV) et T+o(XH-X H-X°) qui entraîne que
ç (x, [x]) — O si et seulement si f (un) —* O où u = x, + et x = x + x.
Considérons (z) = (4 H- , [x]) q (X H- X—) x V une suite telle que
e (X + X) x V, (z) —* e et (z) —* 0.
Nous allons étudier la suite (un) (x + x + x) en prenant le représentant
x dans [0, 2n]A’.
Nous devons montrer que (z) possède une sous-suite convergente. Pour ce
faire, nous allons montrer que (un) possède une sous-suite convergente et la conclu
sion découlera de la continuité de la correspondance n.
Pour cette démonstration, nous adopterons la notation u(t) = (u(t), u(t))
plutôt que la notation usuelle pour éviter la confusion.
Par la compacité de [0, 2njN, la suite (x) possède une sous-suite convergeant
vers x0. En particulier, (x) est bornée.
Puisque [x]) — e et f(x + x) = [x]), pour n assez grand,
c+1 > f(u) > c—1
et donc
1—c>—f(u) (7.14)
De plus, puisque f(u) — 0, il existe N tel que pour tout n > N,
<1. (7.15)
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En utilisant les équations (7.14) et (7.15), 011 obtient, pour n assez grand,
11- c+ HUflR1/2 (f(u),u) - f(n)
= f VH(t,) — H(t,u) dl
(7.16)
En vertu de (H5), la suite (VqH(t, un)) est bornée et donc
f VqH(t,îin) dt (f(u)2 dt)’2 (f VqH(t,un)2 dl)
<C1WuWL2, (7.17)
car n, E L2
D’autre part, le Lemme 7.9 implique que
f u VH(t, — H(t, ‘un) > ( — ) f u VH(t, u) dl— k (7.1$)
En combinant (7.16), (7.17), (7.18) et l’hypothèse (H3), on déduit
1 C+ n1/2 > f (
—
vtt,u dl — k — C1UuL2
> c2 VH(t,n)W — k — cjî4WL2 (7.19)
avec c2
= —
ou encore, par le Théorème 7.1,
1— c+ (1 + c3)uMl/2 c2VH(t,n) — k1. (7.20)
Posons r’, l’exposant conjugué de T. Puisque
(f(u), x) = a(u, 4) + f 4 VH(t, u) dl
= a(4, 4) + f 4 VH(t, u) dl,
on obtient, grâce aux équations (7.15) et (7.20),
a(%, 4) = (f(n), 4)
-
f 4. VH(t, u) dl
+ 4HL’ UVH(t, u) (7.21)
H%Wl/2 + C4%Wl/2(1 + u) + C5
1 + 1 /r<c6n112 +c7.
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De la même façon, pour x,
— a(,x) + f x VH(t,n) dt.
D’où
—a(x,x) = —(f’(n),x) + f x VH(t,n) dts’
I 111/2 + llxfl ‘ IIVH(t, u) llLr (7.22)
+ C4HXll1/2(1 + + C5
C6n + c7.
Puisque, par l’équation (7.13), uflll/2 = a(3,x) — a(x,) + Ix° 12 on
obtient, grâce aux équations (7.21), (7.22) et du fait que la suite (x) est bornée,
que
2 <9 1+1/rUfl 1/2 — .C6 ‘?I 1/2 C5.
Puisciue r > 1, on obtient que la suite (ufl) est bornée. Puisque H’/2($’. R2N)
est un espace de Hilbert, la boule fermée est faiblement compacte. Donc la suite
(n) possède une sous-stute, que nous noterons encore (n,), faiblement conver
gente dans H’/2(S’, R21v) c’est-à-dire n, u + x -F- On a donc que
—
— (f’(u), — x±) 0, car f’(’u) O et x
Puisque n, u dans H1/2(S’ R2N) et que l’inclusion de Hl/2(Sl,R2N) dans
L($’, R2v) est compacte pour tout c > 1, on sait que (n,,) possède une sous-
suite convergente dans L2 (S’, R2N) et dans L2’ ($1 R2N) que nous continuerons
de noter (u,,). On a donc par le Lemme 7.11 que IVH(t, u,,) — VH(t, n)11L2 —* 0.
L’inégalité de Cauchy-Schwarz implique que
f (vii(t, n,,) — VH(t, u)). — xj dt o.
Remarquons que
K f’(u,,) — f’(u), x — = a(n,,, x — x+) — a(u, —
f (VH(t, u,,) — VH(t, u)). (x — x)
= a(4 — x, x
—
ï) + f (VH(t, u,,) — VH(t, u)). (x — ) dt.
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Donc, par ce qui précède,
a(% x+, 4 — = (f’(u). 4
—
— (f’(u), 4 —
— L (VH(t, un.) — VH(t, u)). (4 — Ut 0. (7.23)
Puisque a(4 — x+,4
—
= +W4
—
on obtient que 4 — et
donc u,, — u fortement dans H’/2(S’, R2N)
7.4. PHuvE DU THORME PRINCIPAL
Afin de démontrer le Théorème 7.2, nous voulons d’abord vérifier que vérifie
des inégalités appropriées sur des paires d’ensembles qui s’enlacent.
Théorème 7.14. Il existe deux constantes R et R
, vo E V et À > O tels que
tes ensembles
3+ = {x E X j jjxjj112 R}
= {x E X jxjj172 R}
= {x E X j R}
= {x E X = R}
satisfont
sup($ xV) <infb(3 x {vo}) <sup(B x V) <infç5($ x {vo}). (7.24)
De plus, si l’inégalité (7.1) est vérifiée, alors
sup(S x V) <inf(B z V) <sup(B z V) <inf(S z V). (7.25)
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DÉMONSTRATION. Soit (x—, e) e X x V et x E X0 tel que u [i0]. Nous
avons donc, par le Théorème 7.1 et le Lemme 7.6,
(x,v) a( +f H(t,x +x°) — H(t,°) Ut+f H(t,°) Ut
= —II?/2
+ f H(t, + T°) — H(t, x°) Ut + f H(t, 0)
+ E f -2 Ut + c f U’ Ut + (v)2 s’ s’ (7.26)
+ EWX2 +cx + (v)
+ E2X/2 + + (u)
(- +E72 + cS+1 ‘)X9 + (v).
Puisque. pa.r le Lemme 7.8, s > 1, pour E assez petit, il existe R et k0 > O une
constante tels que, par l’équation (7.26), on a
(x,v) <—ko+(v) <(v) Vx E S,Vu E 1
(7.27)
(x. u) < (u) Vx E B,Vu E V.
De même, par le Théorème 7.1,
u) = a( + f H(t, x+ + 0) — H(t, x°) Ut + f H(t, x°) Ut
1/2
_Ef x+2Utcf xr1Ut+(v)
= W/2
- Ell:H2 - lI+lIs±1+ (7.28)
IIL2
- 72EV/2 - 7s+1CEWXH’ + (v)
= ( - 7E - 78+1CU H1)W1i2 + (v)
Pour E et R+ assez petits, il existe une constante k1 telle que, par l’équa
tion (7.28),
(x,v) > k + (v) > (v) Vx e S,Vv e V
(7.29)
> (v) q e V
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Aillsi, SI
sup /(v)
— inf (v) < À = min{ko, k1}, (7.30)
vV vEV
en combinant (7.27), (7.29) et (7.30), nous obtenons
u1) > inf (V) > —À + sup (V) > ko — À + u2)
V(x,ui) E B x V(x,v2) E S x V,
(x vi) > k + inf (V) > k1 — ,\ + stip (V) > k1 — À + (x, u2)
V(,vi) E S x V,V(x,e2) E B X V.
Donc
sup(S x V) <inf(B x V) <sup(B x V) <inf(3 x V).
D’un autre côté, si l’équation (7.30) n’est pas vérifiée, en choisissant u0 tel que
(vo) max (v). (7.31)
vEV
en combinant (7.27), (7.29) et (7.31), nous obtenons
(xtvo) > (vo) > (v) > —ko + (v) > (x,u)
Vu E Vx E B,Vx E S,
> k1 > (V0) > (v) > ,v)
Vu E E 3V- E 3.
D’où
sup($ x V) <inf(B x {uo}) <sup(B x V) <inf($ x {vo}).
Nous sommes maintenant prêts à démontrer le théorème principal de ce cha
pitre.
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(SnX)xV XxV
f%//
fl\
__________ __________ ________
\ / x V
(SnX) xV
Fin. 7.1. Situation d’eulacemeut
PREUVE DU THÉoRÈME 7.2. Supposous card(K) < oc. Dans le cas coutraire,
la conclusion est vérifiée.
Puisque satisfait (PS) pour tout cet que E G’(X x 14 R), par le Théo
rème 1.18, satisfait *(X x 14 Ko). Puisque pour tout n E N,
((B- n X,) x 14 (S n X) x V) enlace ((B n X) x {vo}, (S n X) x {v0}),
où y0 est douné au Théorèiue 7.14, eu appliquant le Théorème 4.12, ou trouve
qne cardK 1.
Si la condition (7.1) est vérifiée pour À donné par le Théorème 7.14, il existe
a E R tel que 5 x V C ( n ((B $ B) x V)) avec /‘ n (B x V) 0. Nous
soiuines précisément dans la sitnatiou décrite au Théorème 4.11. Puisque V est
le tore de dimension N, par la Propositiou 1.12, ou a
cat(B—flX)XV.(S—flX,)XV((B n X) x V) N + 1.
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Par les Théorèmes 4.10 et 4.11. nous obte;iois que f-cat xV) > N+1
et
card({K I c E [sup «8 x V). sup (B x V)]}) N + 1.
Le problème (*) a donc ail moins N + 1 orbites distinctes de solutions.
u
Nous avons donc obtenu que le problème (*) a toujours ati moins une solution
faible périodique. De plus, dans le cas où (7.1) est vérifiée, flOilS avons obtenu
qu’il existe au moins N + 1 solutiofis faibles périodiques distinctes.
CONCLUSION
Dans cette thèse, nous avons développé plusieurs notions de catégories assu
jetties à une fonctionnelle f, permettant de traiter un grand nombre de situations,
du moins d’un point de vue théorique. L’amélioration des bornes obtenues pour
le nombre de points critiques d’une fonctionnelle est notable dans plusieurs cas.
Un des problèmes fondamentaux pour cette théorie est la difficulté à calculer
explicitemellt la f-catégorie. Il n’y a pas à s’en étonner, car l’évaluation de la
catégorie de Lusternik-$chnirelman est également ardue. Dans ce cas, les outils
de topologie algébrique comme le cuplength sont utilisés pour fournir des bornes
inférieures sur la catégorie. Il serait souhaitable de développer des méthodes per
mettant de trouver des bornes inférieures pour la f-catégorie et améliorer celle
fournie par le cuplength.
Du point de vue des applications, on peut espérer que l’application de la
f-catégorie pourra conduire à de nombreux nouveaux résultats de multiplicité. En
effet, comme mentionné dans l’introduction, lorsque les fonctions sont définies sur
un espace vectoriel, la catégorie classique ne permet pas d’obtenir des résultats de
multiplicité. Des applications au problème de plaques accrochées tel que présenté
par Marino et Mugnai [41] peuvent aussi être envisagées. Dans ces situations, la
f-catégorie asymptotique pourrait être d’une grande utilité.
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f-catégorie relative, 29
f-catégorie relative limite, 59
f-catégorie tronquée, 25
F-catégorie, 80
F-Catégorie multivoque, 84
fa, 13
F, 83
graphF, 82
g-L-catégorie asymptotique relative, 72
K, 13
Lemme d’Urysohn, 9
Lemme de déformation, 13, 15, 57, 72, 76,
87
m(B, X), 24
V(A), 16
J\ff(A), 16
n(B,X), 19
n(B,X,Y), 28
n(B,X,Y) pour F multivoque, 79
N[(B,X,Y), 84
Pente faible, 57, 85
Point asymptotiquement critique, 75
Point critique
pour les fonctionnelles continues, 56
pour les fonctionnelles de classe C’, 56
pour les fonctionnelles multivoques, 86
pour les fonctionnelles semi-continues (PS). 13
inférieurement, $9 (PS), 15
Propriétés
ss-(PS), 76de la J-categone, 21
Superposition. 10de la F-Categorie multivoque, 85
de la f-catégorie relative, 32
,.
Theoreme drntervalle non critique, 14
de la J-catégorie relative limite. 60
de la J-catégorie tronquée, 27 Valeur asymptotiquement critique, 75
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