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We study the time-resolved fluorescence spectrum in two-level systems interacting with an incident
coherent field, both in the weak and intermediate coupling regimes. For a single two-level system in
the intermediate coupling case, as time flows, the spectrum develops distinct features, that are not
captured by a semi-classical treatment of the incident field. Specifically, for a field on resonance with
the atomic transition energy, the usual Mollow spectrum is replaced by a four peak structure, and
for a frequency that is half of the atomic transition energy, the time-dependent spectrum develops a
second harmonic peak with a superimposed Mollow triplet. In the long-time limit, our description
recovers results previously found in the literature. After analyzing why a different behavior is
observed in the quantum and classical dynamics, the reason for the occurrence of a second harmonic
signal in a two-level system is explained via a symmetry analysis of the total (electron and photon)
system, and in terms of a three level system operating in limiting regimes. We find an increased
second harmonic signal in an array of two-level systems, suggesting a superradiance-like enhancement
for multiple two-level systems in cavity setups. Finally, initial explorative results are presented for
two-level model atoms entering and exiting a cavity, which hint at an interesting interplay between
cavity-photon screening and atomic dynamics effects.
I. INTRODUCTION
Fluorescence, a type of luminescence [1–3], is a hall-
mark of quantum mechanics at work: A system that has
absorbed electromagnetic radiation re-emits it at a later
time, while the spins of the electrons involved in the de-
excitation process conform to specific selection rules.
In addition to being an operational mechanism in sev-
eral biological systems [4], fluorescence serves in many
technologies of different complexity, ranging from simple
indoor lighting to in-depth spectroscopic characterization
at the atomic scale. Investigations of fluorescence started
before the advent of quantum mechanics, but it would be
the latter that provided the conceptual framework for a
microscopic description [1–3].
Spectroscopic methods have a rich history as a means
of investigating the internal structure of matter. In par-
ticular, with the development of ever more sophisticated
laser systems, the electronic dynamics in atomic and solid
state systems can now be mapped out in real time while
maintaining a high frequency resolution [5, 6]. This al-
lows to study in a precise manner the basic processes of
light-matter interaction, and even to characterize proper-
ties of light itself, as for example emitted via fluorescence.
A minimal-complexity model to study fluorescence
emission and fluorescence spectroscopy is a two-level sys-
tem [7–9] (for example, a spinless electron that can be in
either of two nondegenerate quantum states, or in any
linear superposition thereof) interacting with a single ra-
diation mode via dipolar coupling. If the two levels are
thought to be selected from an atom, the model is also
referred to as a “two-level atom” (with the additional op-
tion that the center of mass of the atom can be either at
rest or in motion).
Two-level systems came into prominence with Rabi et
al.’s work for a magnetic moment exposed to a classical
circularly polarized field [10]. In a subsequent study by
Bloch and Siegert the linearly polarized case was then
considered [11] (in this situation, the solution is more
complicated compared to Rabi’s original case [12]). The
next important development took place when the radia-
tion mode was also treated quantum-mechanically, and
the so-called rotating wave approximation (RWA) was in-
troduced [13–17]. Designed for weak-coupling and near-
resonance regimes, the RWA permits an explicit treat-
ment of the time dependence [18], and provides a conve-
nient route to the so-called dressed-level (or -atom) ap-
proach [9, 19, 20], where the levels of the system split and
are renormalized (shifted) by the radiation field. In turn,
within this approach a clear picture emerges [21] of the
Mollow spectrum [22], a three-peak structure due to the
fluorescent response of a two-level system to a resonant
or quasi resonant radiation mode.
Nevertheless, a number of interesting physical situa-
tions are outside the reach of RWA, as e.g. the intense
pulsed regime, where field monochromaticity is absent
and off-resonant coupling cannot be avoided. The need
under some circumstances to go beyond the RWA has
in fact been recognized in several contexts (also by com-
paring exact and RWA solutions [23, 24]). For example,
when discussing modifications of the shape of the three
peaks in Mollow spectra [25–27], spontaneous emission in
three-level systems [28], or when center of mass dynamics
is included [29] (for a recent review, see e.g. [30]).
As these few, incomplete remarks suggest, two-level
systems coupled to radiation in different “flavors” remain
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2of capital relevance to this day to probe and redefine the
knowledge boundaries in (quantum) optics [31–33]. This
can occur via generalization of the basic model(s) to-
gether with deeper mathematical analysis (see e.g. [34–
36]), to address unexplored coupling regimes [37, 38], or
novel areas of applications. For example, cavity quan-
tum optics and the Unruh effect [29], quantum mechan-
ical interference [39], two-photon relaxation [40], quan-
tum phase transition [41], interaction of a photons matter
qubits [42] and Mollow spectra in ultracold atoms [43].
The quantum nature of light manifests in a clear way at
low photon number and for large light-matter coupling.
These two aspects contribute distinctly. This is differ-
ent from the strong-field regime, where a semiclassical
treatment becomes appropriate and where the effective
coupling parameter is the product of field strength and
coupling strength [12]. Concerning the few-photon limit,
this can be e.g. reached in high quality-factor cavities
[44–46]. On the other hand, to attain the strong cou-
pling (also denoted polaritonic) regime, a possibility is
offered by the insertion of a quantum well into a dis-
tributed Bragg reflector cavity [47], i.e. by coupling the
photon field and an optical inter-band transition (a Wan-
nier exciton).
Scope of this work.- In the present study we consider
two-level, one-electron systems interacting with two opti-
cal modes (the coherent-pump and a de-excitation field).
Specifically, we address the (so far largely unexplored)
multi-photon effects in fluorescence spectra, that depend
separately on field intensity and light-matter coupling
strength. This will be done in situations of progressive
complexity: a single two-level atom at rest, an array
of two-level atoms at rest, and finally a single two-level
atom moving through an optical cavity. To this end, it
is necessary to employ a theoretical framework suitable
for both non-linear effects (in relation to certain experi-
mental setups [48–50]) and an explicitly time-dependent
light-matter coupling.
Several years ago, three of the present authors intro-
duced an exact solution method [51, 52] for a large class
of multi-photon spectroscopy models. Their method is
based on a recursion technique (see e.g. Ref. [53]) in the
frequency domain, i.e. for the stationary limit of fluores-
cence. They also pointed out the difference between the
exact solutions and the RWA. The aim was to address
systems where interactions with the environment are as
weak as possible. That is, where both inhomogeneous
(such as due to static and dynamical disorder, mode leak-
age, etc. ) and homogeneous (atomic collisions, but also
non-radiative decay, etc.) decoherence factors plays a mi-
nor role. Put differently, the focus was on a regime where
both energy-dependent broadening (not considered in the
rest of this paper, because assumed to be controllable),
and energy-independent one (denoted by Γ and retained
in the paper) are as small as possible. As discussed above,
current experimental capabilities provide practical and
close-to-ideal realisations of these premises with optical
cavity setups, and make time-resolved studies possible.
N
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FIG. 1. Schematic of the systems considered in the paper.
In panel (a), a single two-level system of transition energy 
interacting with a coherent field of frequency ωa (with cou-
pling strength ga) and a fluorescent field of frequency ωb (with
coupling strength gb). In panel (b), an array of N two-level
systems interacting with a coherent field and fluorescent field.
In panel (c), a two-level atom of momentum p passing through
a cavity of length L where it interacts with a coherent cavity
field and emits fluorescent photons.
In this way, it is possible to investigate the actual devel-
opment of the fluorescence signal before the steady state
signal sets in.
With these considerations in mind, here we take a dif-
ferent methodological route from that in Refs. [51, 52], by
working in a real-time (and again free of RWA) picture,
and computing the exact time-dependent fluorescence re-
sponse. To establish the effect of multi-photon contri-
butions and counter-rotating terms, we specialize to the
Mollow regime (on-resonance situation) and to second-
harmonic generation (SHG) (off-resonance situation). In
the literature, Mollow spectra are discussed in terms of
two level systems [22], and thus our work conforms to
previous treatments. In contrast, SHG is commonly dis-
cussed in terms of three level systems [54]; however, we
will show that a genuine two-level system admits SHG.
Overall, our study here can thus be summarized as an ex-
ploration of multi-photon effects in Mollow and SHG flu-
orescence spectra across three different two-level-system
setups (a single system at rest, many systems at rest, a
single system in motion).
A remark about the units used in this work: unless
otherwise stated at specific points in the paper, the en-
ergy unit is  = 2 − 1, the distance between the two
levels in the system, and the time unit is ~/ [55].
Organisation of the paper.- The rest of this article is
organized in three parts: In Sec. II we study the time-
dependent fluorescence spectrum of an isolated two-level
system (see Fig. 1a). In Sec. III, we consider an array
of two-level systems interacting with a common coherent
field (see Fig. 1b). In this case, the fluorescence signal
shows an enhancement compared to the single two-level
system case, consistently with a superradiance-like mech-
anism. Finally, in Sec. IV we consider a two-level model
atom passing through an optical cavity (see Fig. 1c). We
explicitly treat the quantum motion of the atomic cen-
3ter of mass, and show that this results in a fluorescence
spectrum which differs from that obtained from a semi-
classical treatment of the atomic motion. Conclusive re-
marks and outlook are in Sec. V.
II. A SINGLE TWO-LEVEL SYSTEM
We start with the simplest of the three situations,
i.e. a single two-level system interacting with two op-
tical modes. After presenting model and method of solu-
tion, we investigate the time evolution and the long time
limit of the system’s fluorescence spectrum in the Mollow
regime. We consider the case when the Rabi frequency g
becomes a moderate fraction of the level spacing  of the
two-level system (about 10 %). The results show that
for a field in resonance with the atomic transition en-
ergy, the usual three peak Mollow spectrum is replaced
by a four peak structure. Instead, when the frequency is
half of the atomic transition energy, we obtain an SHG
spectrum with a superimposed Mollow splitting. The
emergence of an SHG signal in a two-level system is an-
ticipated by the analysis of the spectrum of a three-level
system, and further validated by a symmetry analysis of
the coupled electron-photon states.
A. Model and method
Our two-level system interacting with an incident and
a fluorescent light-field [51, 52] is described by the fol-
lowing Hamiltonian:
Hˆ(t) = Hˆa + Hˆr + Hˆi(t). (1)
We assume that the atom is occupied by a single spinless
electron, so that
Hˆa = 1cˆ
†
1cˆ1 + 2cˆ
†
2cˆ2 = σˆz. (2)
Here cˆi destroys an electron in the orbital |i〉 with energy
i, σˆz is the z-component Pauli operator, and  = 2−1.
The free radiation modes are described by the Hamilto-
nian
Hˆr = ωaaˆ
†aˆ+ ωbbˆ†bˆ, (3)
where aˆ annihilates a photon of the incident field with
frequency ωa, which we assume to be in a coherent state
defined by aˆ|α〉 = α|α〉. Similarly bˆ annihilates a pho-
ton of the fluorescent field with frequency ωb. The light-
matter interaction Hamiltonian is given by
Hˆi(t) =
[
ga(t)(aˆ
† + aˆ) + gb(t)(bˆ† + bˆ)
]
(cˆ†1cˆ2 + cˆ
†
2cˆ1)
=
[
ga(t)(aˆ
† + aˆ) + gb(t)(bˆ† + bˆ)
]
σˆx, (4)
where ga(t) and gb(t) are the (time-dependent) couplings
of the electron to the incident and fluorescent fields re-
spectively, and can have any time-dependence. Also, σˆx
is the x-component Pauli operator. In the following we
consider the case gb(t) = gbe
−Γt, which introduces a fre-
quency independent, phenomenological damping of rate
Γ. The use of Γ takes into account in a qualitative way ef-
fects left out, e.g. non-radiative transitions and/or mode
leakages in a cavity geometry (see also Appendix A 1).
Concerning the role of spontaneous decay in our de-
scription, we note that in the stationary regime (e.g. due
to a steady photon pump) it is often legitimate to over-
look this type of decay with respect to the stimulated
one. Away from stationarity, other factors come into
play, depending on the situation: i) in the single-atom
case (and with Einstein’s description of radiation-matter
interaction as conceptual reference), spontaneous decay
does not induce a thermal bath; here, the coherence of
the overall optical response is not altered by neglecting
such decay (see e.g. [56]) ii) in the the many-atom case
(e.g the Dicke’s regime as discussed in Sect. III), thermal-
bath effects and the significance of spontaneous decay are
hindered by the collective effect of super-radiance [57].
To describe the dynamics according to Eq. (1), we use
the exact configuration interaction method. In this way,
the full wavefunction of the coupled atom-light system is
represented in the basis |i, n,m〉 ≡ |i〉|n〉|m〉, with |i〉 the
state of the atom (where |1〉 is the ground state and |2〉
the excited state), |n〉 a number state of the incident field
and |m〉 a number state of the fluorescent field. We start
from the initial state |ψ0〉 = |1, α, 0〉 (here, the number
state |n〉 has been replaced by the coherent state |α〉 of
the pump field), and time-evolve it with the full Hamilto-
nianH using the short iterated Lanczos technique [58, 59]
(see also Appendix A 2).
We note here that the recursion method originally
employed to study fluorescence in the stationary limit
[51, 52] can be used for more general setups, e.g. to gen-
erate exact solutions with several electronic levels and
several bosonic modes [53]. However, its applicability is
not immediate for genuinely time-dependent Hamiltoni-
ans, and to address the transient response of a system.
Hence, the need to proceed here with a real-time ap-
proach.
It has been shown [60] that to make contact with exper-
imental time-resolved light spectra, the transition proba-
bility needs to be convolved with the resolution function
of a Fabry-Perot spectrometer. Also, depending on the
experiment performed on a quantum system, a detection
of N -photon correlations can be used [61].
However, here we employ a definition of the spectrum
different from the one considered in [60, 61]. Namely, we
consider the probability P that at least one photon (at a
given frequency) is emitted. Such a spectrum would not
be obtained by an interferometer, Fabry-Perot or other-
wise, but rather by an apparatus including e.g. a prism
and a photomultiplier. In other words, this we would
correspond to measure particle-like photons, rather than
waves, and probing simultaneously the atomic state.
Accordingly, our observable of main interest is the
probability to find m photons in the fluorescent field of
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FIG. 2. Fluorescence spectra of a two-level system interacting
with a coherent field with frequency ωa =  and an average
number of photons α2 = 25 [panels (a) and (c)] and α2 = 1
[panels (b) and (d)]. The light-matter coupling ga is chosen so
that gaα = 0.1 in both cases, giving ga = 0.02 and ga = 0.1
respectively. The coupling to the fluorescent field is gb = 0.01.
Panels (a) and (b) show the asymptotic spectrum P(ω) =
P(t→∞, ω) obtained using either a quantized coherent field
or taking the semi-classical limit of Eq. (6). Panels (c) and
(d) show the corresponding time-dependent spectrum using a
quantized coherent field. The units of energy and time are
respectively given by  = 2 − 1 and ~/.
frequency ωb at time t, given by
Pm(t, ωb) =
∑
ni
|〈i, n,m|T
[
e−i
∫ t
0
Hˆ(t′)dt′
]
|1, α, 0〉|2, (5)
where the dependence on ωb in RHS is implicitly con-
tained in Hˆ(t). Since gb(t) has an exponential decay, P
will be independent of t in the long time limit. In the
following we will focus on the quantity P = ∑m>0 Pm,
giving the probability that at least one fluorescent photon
has been emitted.
The semi-classical limit of our model is obtained by
taking α→∞ and g → 0, while keeping gα constant. In
this limit Hˆr = ωbˆ
†bˆ and the interaction Hamiltonian is
Hˆsci (t) =
[
2gaα cos(ωat) + gb(t)(bˆ
† + bˆ)
]
(cˆ†1cˆ2 + cˆ
†
2cˆ1).
(6)
The t → ∞ limit of the model has been studied in
previous works [51, 52]. In that case, the Hamilto-
nian was split as Hˆ(t) = Hˆ ′0(t) + Hˆ
′(t) with Hˆ ′(t) =
gb(t)(cˆ
†
1cˆ2+ cˆ
†
2cˆ1)(bˆ
†+ bˆ), and the probability P1 was eval-
uated under the assumption that Hˆ ′(t) acts only once
during the time evolution. Physically this corresponds
to a first-order treatment of the fluorescent field, in con-
trast to the exact numerical solution of the present work,
which retains the effects of the interaction at all orders.
B. Two-level system and Mollow spectra
In the following we let the transition energy  = 1 de-
fine our unit of energy, and further fix the parameters
gb = 0.01 and Γ = 0.02. We start by studying the fluo-
rescence spectrum for ωa = 1 as a function of α and ga,
keeping the product gaα fixed. The results are displayed
in Fig. 2, and show both the asymptotic spectrum (as
t → ∞) and the explicit time-evolution. For α = 5 and
ga = 0.02 we see the well-known Mollow spectrum, that
is qualitatively reproduced by the semi-classical approxi-
mation. Keeping the product gaα fixed and taking α = 1
and ga = 0.1 the semi-classical result is unchanged, while
the full quantum treatment gives a fluorescence spectrum
with four peaks and additional substructure.
To understand the spectra we consider the states |i, n〉
with the atom in state i and n photons in the incident
field. For ωa =  the levels |1, n〉 and |2, n− 1〉 are degen-
erate, and mixed by the light-matter interaction. Diago-
nalizing the Hamiltonian in this subspace (i.e. neglecting
the counter-rotating terms), we find the energies
±,n =
1 + 2
2
+ (n− 1/2)ωa ± ga
√
n. (7)
For a coherent state with large α the Poisson distribution
is sharply peaked around α2, so that n ∼ α2 and the
energies differences between successive n are
±,n+1 − ∓,n = ωa ± ga
√
n+ 1± ga
√
n
n→|α|2−−−−−→ ±2gaα
±,n+1 − ±,n = ωa ± ga
√
n+ 1∓ ga
√
n
n→|α|2−−−−−→ 0. (8)
In this limit the energy splittings are independent of n,
and transitions between successive levels give a three-
peaked structure. For small α, this is no longer the
case, since the splitting +,n − −,n = 2ga
√
n. The non-
uniformity in the level spacing is a clear sign of the quan-
tum nature of the light (the low photon number limit),
and is e.g. responsible for photon blockade effect [62, 63].
In the present context, it gives rise to the additional fea-
tures observed in the fluorescence spectrum of Fig. 2.
C. Prelude to SHG in a two level system:
frequency doubling in an ordinary three-level system
Before addressing SHG in a two-level system, we make
a detour into the more familiar theory of SHG in three-
level systems. Let the Hamiltonian be Hˆ(t) = Hˆe+ Hˆr+
Hˆi(t), with Hˆr as in previous sections, and the electronic
Hamiltonian be
Hˆe = 1cˆ
†
1cˆ1 + 2cˆ
†
2cˆ2 + 3cˆ
†
3cˆ3. (9)
For the light-matter interaction we consider two scenar-
ios, illustrated in Fig. 3. In the first the incident field
couples to the transitions |1〉 ↔ |2〉 and |2〉 ↔ |3〉, and
5the fluorescent field to the transition |1〉 ↔ |3〉. The
interaction Hamiltonian is then
Hˆ
(1)
i (t) = f(t)(aˆ
† + aˆ)(cˆ†1cˆ2 + cˆ
†
2cˆ3 +H.c.)
+ gb(t)(bˆ
† + bˆ)(cˆ†1cˆ3 + cˆ
†
3cˆ1). (10)
In the second case the incident field also couples to the
transition |1〉 ↔ |3〉, with a strength g(t), and the Hamil-
tonian is
Hˆ
(2)
i (t) = Hˆ
(1)
i (t) + ga(t)(aˆ
† + aˆ)(cˆ†1cˆ3 + cˆ
†
3cˆ1). (11)
If the levels |1〉 and |3〉 are of definite and different sym-
metry, while the level |2〉 is assumed to be of mixed sym-
metry, both these models allow SHG using a perturba-
tive treatment. However, in the case of a parity-invariant
electronic Hamiltonian, where all electronic states have
definite parity, both models forbid SHG in a perturba-
tive approximation. The reason is that there is no way
to arrange the parities such that both the excitation and
emission steps are allowed: the parities pi1 and pi3 of lev-
els |1〉 and |3〉 need to be different (for the fluorescent
transition to be allowed), while the parity pi2 of level |2〉
needs to be different both from pi1 and pi3 (in order for
the exciting transitions to be allowed).
We now study the fluorescence spectrum in the non-
perturbative limit. We take 2−1 = 0.5 and 3−1 = 1,
and let the incident field be resonant with the transition
energies (ωa = 0.5). We choose the couplings as f(t) =
ga(t) = 0.1, take α = 1, and as before let gb = 0.01
and Γ = 0.02. The results are reported in Fig. 3. For the
Hamiltonian Hˆ
(1)
i we see a broadened SHG peak centered
around ωb = 1, while for Hˆ
(2)
i the spectrum has two
contributions corresponding to Rayleigh scattering and
SHG centered at ωb = 0.5 and ωb = 1 respectively. As
expected, both models predict a non-zero SHG signal.
A connection with a simpler two-level system can be
made by taking the limit 2 → ∞, illustrated here by
considering 2 − 1 = 1, 1.5 and 2 (see Fig. 3). With the
interaction Hˆ
(1)
i the fluorescence signal narrows around
ω = 1 as 2 − 1 is increased, since the coupling between
degenerate states causing the broadening decreases as the
levels are energetically separated (cf. the discussion of
the Mollow spectrum). For even larger values of 2 − 1
(not shown), the peak tends to zero since excitation of the
atom becomes increasingly unlikely. With the interaction
Hˆ
(2)
i both the Rayleigh and SHG peaks narrow as 2 −
1 is made large. However, due to the presence of the
coupling between the incident field and the transition
|1〉 ↔ |3〉, a finite fluorescence signal remains even for
2 − 1 → ∞, i.e when effectively the Hamiltonian Hˆ(2)i
collapses onto that of the two-level system. The specific
shape of the SHG profile is discussed in the next Section.
As a final consideration, we note that in quantum op-
tics it is sometimes useful to perform an adiabatic elimi-
nation of intermediate levels, to end up with a reduced-
space effective Hamiltonian [64, 65]. In appendix B, such
a reduction is performed to map the three-level system
|1〉
|3〉
|2〉
ωa ωb
(a)
|1〉
|3〉
|2〉
ωa
ωb
(b)
FIG. 3. Fluorescence spectra for a three-level system inter-
acting with a coherent field with a frequency ωa = 1 and an
average number of photons α2 = 1. The coupling between
the system and the coherent field is given by f = ga = 0.1,
while the coupling to the fluorescent field is gb = 0.01. The
energy levels of the atom are 1 = 0 and 3 = 1, with 2 taking
the values 0.5, 1, 1.5 and 2. In panel (a) the coherent field is
coupled to the transitions 1 ↔ 2 and 2 ↔ 3, while in panel
(b) the coherent field in addition couples to transition 1↔ 3.
The couplings in the system are indicated schematically in
the panels to the left. For ease of reading, the z-axis has been
multiplied by 100. The unit of energy is given by  = 3 − 1.
of Fig. 3 onto a two-level one [66], and to see if SHG can
be exactly described in a two-level system in the limit
2 → ∞ of a three level system. The results in the ap-
pendix show that this is not the case. In fact, going
beyond the RWA and neglecting off-resonant (but dipole-
allowed) transitions in the system are two elements which
play distinct roles. Specifically, the occurrence of the
Mollow structure is not only due to the removal of the
RWA, but also due to the explicit inclusion of the virtual
state in the total Hamiltonian. Preventing transitions
to this state removes the Mollow structure, also without
RWA and for strong light-matter coupling.
D. Two-levels again: Second harmonic generation
With the information gained so far, we finally move to
study the fluorescence spectrum in a two level system as
described in Eqs. (1-4) [67]. Since a common theme of
this work is fluorescence in the SHG regime, we consider
the case of ωa = /2, with all other parameters as in
Sections. II A, II B.
In Fig. 4 we show results for α = 1 and α = 5, while
keeping gaα = 0.1 fixed. For a small light-matter cou-
6(a) (b)
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FIG. 4. Fluorescence spectra of a two-level system interact-
ing with a coherent field with a frequency ωa = /2 and an
average number of photons α2 = 25 [panels (a) and (c)] and
α2 = 1 [panels (b) and (d)]. The light-matter coupling ga is
chosen so that gaα = 0.1 in both cases, giving ga = 0.02 and
ga = 0.1 respectively. The coupling to the fluorescent field is
gb = 0.01. Panels (a) and (b) show the asymptotic spectrum
P(ω) = P(t→∞, ω) obtained using either a quantized coher-
ent field or taking the semi-classical limit of Eq. (6). Panels
(c) and (d) show the corresponding time-dependent spectrum
using a quantized coherent field. The units of energy and time
are respectively given by  = 2 − 1 and ~/.
pling the semi-classical calculation is seen to be in good
agreement with the quantum treatment, while for large
coupling the results differ by the presence of a superim-
posed Mollow spectrum on the second harmonic peak.
This additional feature can be understood similarly to
the Mollow spectrum of Fig. 2, as due to an energy level
splitting depending on the coupling strength ga and pho-
ton number α2. The energy levels are shown in Fig. 5,
and we see that for small ga and large α the splittings
are small and uniform (between successive levels), while
for large ga and small α the splittings are large and non-
uniform. We note that for small ga, in contrast to the
Mollow spectrum discussed above, the level splitting is
expected to be ∼ g2a to leading order, since the cou-
pling between the levels is of second order in the in-
teraction. To summarize, i) the ability of the quantum
treatment to discriminate between photon number and
coupling strength (they always appear via their product
in the semiclassical treatment) and ii) the photon fluctu-
ations at low photon number, are likely the reasons for
the Mollow structure in the quantum SHG signal. This is
in line with the evidence provided by the three-level sys-
tem results in Fig. 3 where, depending on the closure of
the “three-level triangle” via the pump field, the Mollow
structure in the SHG peak is observed or not.
For the results just presented the photon energy ~ωa of
the coherent field is commensurate with the atomic tran-
sition energy, i.e. ~ωa = /n. Although our approach
is completely general and we can in principle study any
frequency, a systematic scan of the parameters is outside
the scope of the of the present work. However, we men-
tion that according to additional calculations (not shown)
the spectra for frequencies ~ωa/ ≈ 0.3 − 0.8 resemble
the second harmonic spectrum above, although with the
position of the Rayleigh peak displaced to ~ωb ≈ ~ωa.
Instead, for frequencies ~ωa/ ≈ 0.9 − 1.1 the Rayleigh
and harmonic peaks blend together to form the four peak
Mollow structure discussed above.
Parity conservation.- Although borne by the exact
numerical results of Sect. II D (and also supported by
the connection to three-level physics as discussed in
Sect. II C), the occurrence of a SHG in a two-level system
might remain at some extent counter-intuitive. For sec-
ond harmonic generation (SHG) to occur, two photons
are needed to excite the atom. This requires atomic lev-
els of equal parity, since in the low intensity limit where
the absorption process is well described by perturbation
theory, the two-photon absorption probability otherwise
vanishes. However, the emission of a double frequency
photon requires the atomic levels to have opposite par-
ity. This apparent paradox however vanishes at stronger
light-matter coupling, where a more appropriate descrip-
tion of the system is in terms of dressed atomic levels.
In this regime the electronic states are mixed by the cou-
pling to the light field, and no longer have definite parity.
To understand how SHG can happen in a two-level
system, we look at the parity of the eigenstates of Hˆ. A
parity operator can be defined through [68]
Πˆ = (nˆ1 − nˆ2)eipinˆaeipinˆb , (12)
where nˆa and nˆb are the photon number operators of the
incident and fluorescent fields respectively. It is straight-
forward to show that [Hˆ, Πˆ] = 0, from which it follows
that the eigenstates of Hˆ can be classified according to
the eigenvalues of Πˆ. The general structure of the eigen-
states with the electron and the incident field coupled
is [68]
|Ψke〉 =
∑
n
ck2n|1, 2n〉+
∑
n
ck2n+1|2, 2n+ 1〉 (13)
|Ψko〉 =
∑
n
ck2n+1|1, 2n+ 1〉+
∑
n
ck2n|2, 2n〉, (14)
where e and o denote even- and odd-parity states re-
spectively. We see that an eigenstate with a well-defined
parity in the coupled system has in general an undefined
parity in the electronic and photonic subspaces. There-
fore an argument against SHG in the two-level system,
which relies on the conservation of only electronic parity
is not applicable.
Consider now the evolution of a system starting from
the initial state |Ψ〉 = |1, α〉. Since the coherent state is a
superposition of number states, it explicitly breaks par-
ity symmetry. We therefore expect the time-evolution to
induce transitions between the initial state and all eigen-
states allowed by energy conservation, which in particu-
lar means that an electron may be excited to the upper
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FIG. 5. Energy levels as a function of coupling strength for
a two-level system interacting with a single light field. In
both panels, the solid black line indicates the coupling ga and
the dashed line the average energy av = ωaα
2 of the setups
described in the main text. Panel (a) shows the energy levels
in a range around the coupling ga = 0.02 and energy av for
ωa = 0.5 and α = 25, while panel (b) shows the energy levels
in a range around the coupling ga = 0.1 and energy av for
ωa = 0.5 and α = 1. The unit of energy is given by  = 2−1.
atomic level. However, even for an initial state of definite
parity (as for example |Ψ〉 = |1, n〉) the time-evolution
will mix eigenstates, but now in a definite parity sector.
Thus, in stark contrast with the predictions of per-
turbation theory, an SHG signal also occurs for parity
conserving dynamics. In addition, and differently from
a three-level system, the closure of the multi-photonic
triangle (which seems needed for the appearance of the
three-peaked Mollow structure), always occurs in a two
level system, as an emerging symmetry mixing behavior.
Furthermore, Mollow-like overtones can also be present
in higher-order harmonics [51, 52], a feature that could
become relevant in the time domain (e.g. in the ultrafast
regime). These summary notions provide rigorous foun-
dation and motivation to investigate SHG in more com-
plicated two-level system setups and out of the stationary
limit, i.e. when the effects discussed so far will appear
within characteristic timescales (for example, when in-
vestigating an atom moving through a cavity of finite
length). Accordingly, time-resolved multi-photon fluo-
rescence is the main theme of the rest of the paper.
III. AN ARRAY OF TWO-LEVEL SYSTEMS
We now consider N two-level systems interacting with
one incident and one fluorescent light mode. This brings
in the possibility that the different two-level systems in-
teract cooperatively with the radiation, with an enhance-
ment of the radiation field that goes under the name of
superradiance [69] (more precisely, depending on the na-
ture of the initial state, one can speak of superradiance
or supercoherence [70]).
The standard Dicke model [69], which describes N two-
level systems interacting with a single optical mode, plays
an archetypal role in the study of superradiance and has
been the focus of extensive investigations (see e.g. [71–
74]). An exact solution within the RWA of the Dicke
model at resonance has been known for quite some time
(for this reason, the model is also referred to as the Tavis-
Cummings model [75]) but some aspects related to this
model are still being debated [76]. A notable case con-
cerns the existence of a no-go theorem for superradiance,
also in connection to the role of dipolar couplings between
electrons and photons and the interactions among the
different two-level systems. Furthermore, consideration
is needed for the superradiant behavior when N → ∞,
i.e. the periodic array limit. Mathematically, the inten-
sity diverges in that situation, but in fact a continuous
electronic band structure emerges in the thermodynami-
cal limit, and the bulk polaritonic regime applies, with a
finite optical response [77].
These different aspects are not addressed here. Rather,
our simple analysis is aimed to gain qualitative insight
into how the behavior of the single two-level system dis-
cussed above changes in a more complex setup. As be-
fore, we position ourselves in the fully-resonant and the
SHG regimes for the incident field. We will consider the
problem from two different but complementary perspec-
tives: (i) We first study the equilibrium properties of
the system in the large-N limit using a generalization of
the Dicke model. (ii) Secondly, we investigate the non-
equilibrium properties of the system for finite N (similar
to what done earlier for N = 1) using an exact numerical
treatment. We find that, compared to the single two-level
system case, the fluorescence signal shows an enhance-
ment compatible with a superradiance-like mechanism,
both in the resonant and SHG regimes.
As an obvious extension of the N = 1 case considered
earlier, the total Hamiltonian becomes
H = Hˆa + Hˆf + Hˆi(t), (15)
with
Hˆa =
2N∑
i=1
icˆ
†
i cˆi, (16)
Hˆf = ωaaˆ
†aˆ+ ωbbˆ†bˆ (17)
Hˆi(t) = ga(t)(aˆ
† + aˆ)
N∑
i=1
(cˆ†2i−1cˆ2i + cˆ
†
2icˆ2i−1)
+ gb(t)(bˆ
† + bˆ)
N∑
i=1
(cˆ†2i−1cˆ2i + cˆ
†
2icˆ2i−1). (18)
Here cˆ2i−1 refers to the ground state and cˆ2i to the ex-
cited state of two-level system i. Due to the specific way
the fields couple to the two-level systems, we can rewrite
8the Hamiltonian in a more compact form as
Hˆ =
N∑
i=1
ωiσˆz,i + ω0aˆ
†aˆ+ ωbˆ†bˆ
+
[
ga(t)(aˆ
† + aˆ) + gb(t)(bˆ† + bˆ)
] N∑
i=1
σˆx,i, (19)
where ωi = 2i−2i−1. When all excitation energies ωi =
ωs, the fields only couple to the total spin operators Sˆz =∑
σˆz,i and Sˆx =
∑
σˆx,i. The Hamiltonian then closely
resembles the Dicke Hamiltonian [69], and is written
Hˆ = ωsSˆz + ωaaˆ
†aˆ+ ωbbˆ†bˆ
+
[
ga(t)(aˆ
† + aˆ) + gb(t)(bˆ† + bˆ)
]
Sˆx. (20)
A. Ground state
We start by discussing the ground state properties. For
an initial state with all two-level systems in their ground
state, we can further simplify the Hamiltonian using the
Holstein-Primakoff transformation [78]. Writing the spin
operators in terms of bosonic creation and annihilation
operators, Sˆz = −(N/2)+sˆ†sˆ and Sˆ+ = s†
√
N − sˆ†sˆ, it is
straightforward to check that the commutation relations
defining the spin algebra are preserved. Taking the limit
where N  〈sˆ†sˆ〉, the Sˆ+ operator can be expanded as
Sˆ+ ≈ s†N +O(N−1), and the Hamiltonian becomes
Hˆ = ωssˆ
†sˆ+ ωaaˆ†aˆ+ ωbbˆ†bˆ
+N
[
ga(t)(aˆ
† + aˆ) + gb(t)(bˆ† + bˆ)
]
(sˆ† + sˆ), (21)
and the system maps into three coupled oscillators.
For gb = 0, the Hamiltonian of Eq. (21) reduces to the
usual Dicke Hamiltonian, where a transition to a superra-
diant state takes place at a critical coupling ga ≈ (2N)−1,
with the field intensity of the radiation becoming pro-
portional to N2 [76]. To see this, we follow closely and
reproduce here the discussion given in Ref. [76], starting
by writing the Hamiltonian in terms of canonical coordi-
nates:
Hˆ =
1
2
(pˆ2s + pˆ
2
a) +
1
2
(
xˆs xˆa
)(ωs 2λ
2λ ωa
)(
xˆs
xˆa
)
, (22)
where, to keep the notation light, we have introduced
the coupling parameter λ = Nga. We also assume
that the field is resonant with the two-level systems, i.e.
ωa = ωs = 1. To identify the superradiant transition,
we look for the point λc where the number of photons
in the lowest normal mode of Hˆ diverges. The lowest
mode is identified by moving to normal canonical coor-
dinates and momenta of Hˆ, given by xˆ± = (xˆs± xˆa)/
√
2
and pˆ± = (pˆs ± pˆa)/
√
2, respectively, and with nor-
mal frequencies Ω2± = 1 ± 2λ. In the ground state,
the expectation value of xˆ2± is 〈xˆ2±〉 = (2Ω±)−1, which
(a)
(b)
FIG. 6. Panel (a): the critical coupling strength for the
ground-state superradiant transition as a function of λa =
Nga and λb = Ngb. The green line refers to the resonant case
ωs = ωa = ωb = 1, while the blue line shows the non-resonant
case ωs = ωb = 1 and ωa = 1/2. Panel (b): expansion coeffi-
cients |ci|2 of the lowest eigenstate of Eq. (24) in the basis of
oscillators from Eq. (21). The dashed lines refer the resonant
case ωs = ωa = ωb = 1, while the solid lines show the non-
resonant case ωs = ωb = 1 and ωa = 1/2. The unit of energy
is given by ωs.
diverges at coupling λc, whilst 〈p2±〉 remains well be-
haved. We then go back to the original coordinates
xˆa/b, pˆa/b, expressing them in terms of xˆ±, pˆ±, and note
that na = 〈aˆ†aˆ〉 = (〈pˆ2a〉 + 〈xˆ2a〉 − 1)/2. Then, when
λ→ λc, the diverging contribution comes from 〈xˆ2±〉, i.e.
na ≈
λ→λc
1
4
√
1 + 2λ
+
1
4
√
1− 2λ (23)
which diverges for |λ| = λc = 1/2. Thus, for λ > 0 we
can identify the ground state superradiant transition as
the point where the lowest eigenvalue Ω− vanishes.
To extend the above discussion from Ref. [76] to the
original Hamiltonian Eq. (21) with the fluorescent field
included, we write
Hˆ =
1
2
(pˆ2s + pˆ
2
a + pˆ
2
b)
+
1
2
(
xˆs xˆa xˆb
) ωs 2λa 2λb2λa ωa 0
2λb 0 ωb
xˆsxˆa
xˆb
 , (24)
where again λa = Nga and λb = Ngb. At this point,
if we take ωs = ωa = ωb = 1, the lowest normal mode
9eigenvalue Ω0 of H is given by
Ω0(λa, λb) = 1− 2
√
λ2a + λ
2
b , (25)
which is the generalization to the case of two fields both
in resonance with the N two-level systems. If instead, to
address the SHG regime, we assume that ωs = ωb = 1
and ωa = 1/2, we obtain
Ω0(λa, λb) =
1
12
[
11− 4β
(
2
A
)1/3
− 4
(
A
2
)1/3]
, (26)
where A = α −
√
α2 − 4β3, α = 1/32 + 9λ2a − 18λ2b ,
and β = 1/16 + 12λ2a + 12λ
2
b . As before, we search for
signatures of a superradiant transition by looking at the
points where Ω0 vanishes. In the resonant case this is
easily done, and one obtains the semi-circle solution set
λa =
√
1/4− λ2b . We note that for either λa = 0 or
λb = 0, we recover the critical coupling of the standard
Dicke model discussed above. In the non-resonant case,
we solve instead Eq. (26) numerically to find the result
in Fig. 6a. Interestingly, we find that the signature of a
superradiant transition occurs for smaller values of the
coupling when one of the fields is non-resonant with the
atomic transitions.
The above argument indicates that the lowest eigen-
state of the Hamiltonian undergoes a superradiant tran-
sition. However, we have not yet determined how this
state is related to the original photon fields, and there-
fore at this point it is not clear how these fields behave at
the transition. In analogy with the Dicke model, the aver-
age number of photons in each of the original light fields
(in the ground state) is proportional to |ca/b|2(2Ω0)−1,
where |ci|2 = |〈i|Ω0〉|2 are the projections of the normal
mode |Ω0〉 onto the original oscillators. The fields should
therefore undergo a transition to a superradiant state for
values of λa and λb such that (i) Ω0 = 0, and (ii) |ca/b|2
are finite. The coefficients are found by numerical diago-
nalization of the Hamiltonian in Eq. (24), and shown in
Fig. 6b for values of λa and λb at the superradiant tran-
sition. It is apparent that for λa/b > 0 we always have
|ca/b|2 > 0, so that condition (ii) above is always satis-
fied. We thus find that at the transition points found
above, both the incident and the coherent fields behave
as if a superradiant state is attained.
B. Real-time simulations for finite N
Having discussed some ground state features of a two-
level system array coupled to radiation, we now return
to explore the time evolution of the system defined by
Eq. (19). We start from an initial state with all atoms
in their ground state, and therefore we do not expect to
see a superradiant emission burst. However, we are inter-
ested in exploring how the fluorescence spectrum changes
as we approach coupling strengths close to the (equilib-
rium) superradiant transition. We consider the parame-
ters ωs = ωb = 1, ωa = 0.5, and choose |α|2 = M = 9 for
the average number of photons in the cavity. With M of
the same of order as the number of atoms N , the energy
of the field should be enough to simultaneously excite all
the atoms. This means that for a two-level array with
bare couplings given by e.g. ga = 0.03 and gb = 0.01
(to be used below in the actual simulations), the min-
imal value of N needed to get the critical values of λa
and λb indicated in Fig. 6 is given by N ≈ 14. This is
done by checking for which value of N that λa = Nga
and λb = Ngb cross the blue line in Fig. 6a.
Since the arguments of the previous section are only
strictly valid in the ground state and for large N (due to
the use of the Holstein-Primakoff transformation), there
is no guarantee that they would hold in real time. Thus,
our estimate for N just provides a hint of the order mag-
nitude of N where we can expect superradiant effects
to appear. In addition, the non-equilibrium signatures of
superradiance are typically expressed through the scaling
of the duration and intensity of the superradiant burst
with the number of two-level systems N , given respec-
tively by 1/N and N2. We therefore consider below the
fluorescence spectrum for N ∈ {1, 2, . . . , 10}, and look
for signatures consistent with these scaling laws.
In Fig. 7 we show the fluorescence spectra for an array
of N = 2 and N = 10 two-level systems. We find that
with increasing N , the time it takes for the peaks to de-
velop is reduced, as indicated by the vertical lines in the
figure. For N = 2 the resonant Rayleigh peak develops
before the second harmonic peak, while for N = 10 the
order is opposite. In addition, for N = 10 the SHG peak
transiently exceeds the Rayleigh peak also in magnitude.
To quantify these observations, we define T as the
time it takes a peak to reach half its maximum value.
As shown in Fig. 8, we find that T as a function of N
shows a crossover around N = 2, from a regime where
the Rayleigh peak develops first to a regime where the
SHG peak comes first. Further, we find for the Rayleigh
peak that the dependence of T on N is approximately
linear, while for the SHG peak is behaves as 1/N . For
the latter case the scaling is consistent with a superra-
diant behavior, where the duration of the superradiant
burst decreases as 1/N . In Fig. 8 we also show the num-
ber of photons P(ωb = 1) in the fluorescent field as a
function of N , and we find it increases as N2 for both
the Rayleigh and SHG peaks. Again this is consistent
with a superradiant mechanism.
Taken together, the results presented here indicate
that, compared to a single two-level system, the SHG
signal can be enhanced by considering an array of N of
two-level systems. Furthermore, the dependence on N
of both the emission time and intensity of the field are
consistent with a superradiance behavior.
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FIG. 7. Fluorescence spectra for an array with N two-level
systems, for N = 2 in panel (a) and N = 10 in panel (b).
The parameters are given by ωs = ωb = 1, ωa = 0.5, and
|α|2 = 9, and the bare couplings are taken as ga = 0.03 and
gb = 0.01. The white (red) vertical lines indicate the time
at which the height of the Rayleigh (SHG) peak reaches half
of its maximum value. The spectral curves at such times
and at the end of the simulation time are explicitly shown
on the right side of the respective panels. The colormap is
normalized to the maximum value of the Rayleigh peak at
the final time. The units of energy and time are respectively
given by ωs and ~/ωs.
FIG. 8. The rise time T (dashed lines, crosses) and the
number of emitted photons P(ω) (solid lines, circles) of the
Rayleigh (blue) and second harmonic (red) peaks as a func-
tion of the number of two-level systems N . The parameters
are given by ωs = ωb = 1, ωa = 0.5, and |α|2 = 9, and the
bare couplings are taken as ga = 0.03 and gb = 0.01.
IV. MOTION OF A TWO-LEVEL SYSTEM IN A
CAVITY
The two-level systems considered in the previous sec-
tions were at fixed positions in space, like e.g. for a given
pair of levels in a quantum dot. However, if a two-level
system is meant to model a pair of atomic orbitals, then
the atomic center-of-mass motion can be an important,
if not crucial, element to take into account.
On the experimental side, compelling evidence comes
for example from studies of quantum control, where
atoms moving across an optical cavity provide informa-
tion about cavity photons [79], or laser beams across an
ion trap provide information about the internal state of
the ions [80]. On the theoretical side, the role of atom dy-
namics has been extensively considered [9, 21, 29, 32, 81–
90], often in terms of a generalized Jaynes-Cummings
model where the standard two-level, one-mode Hamilto-
nian is augmented by a kinetic energy operator (for the
center-of-mass motion). Furthermore, the light-matter
coupling can become position dependent [9], for example
when the atom is moving inside/outside a optical cavity.
The solution of the generalized Jaynes-Cummings
model has been approached in many different ways
[9, 21, 29, 32, 81–90]. For example, with or without
the RWA, with the center-of-mass motion described clas-
sically or quantum mechanically, using density-matrix
techniques or resorting to a direct solution of the gen-
eralized Rabi equations in wavefunction space. Here,
we again consider the exact numerical time-evolution of
the full system wavefunction, thus avoiding the RWA.
Since we are interested in how the atom dynamics affects
fluorescence spectra, we consider a generalized Jaynes-
Cummings model with two (pump and fluorescence)
modes, and with a center-of-mass that moves longitudi-
nally across a cavity of finite length. Transverse motion
is not considered (i.e., space-wise, our system is strictly
one-dimensional). We treat the atom dynamics quan-
tum mechanically, but for comparison we also consider
a classical description via the Ehrenfest approximation.
Our approach includes all these element on equal-footing,
and in a single coherent description. This can offer an
advantage: for example, the cavity boundaries can have
nontrivial effects on the spectra which depend also on the
level of description.
Since we intend to look only in a preliminary and
explorative way at fluorescence spectra in this setup,
we already here anticipate that in our calculations the
“atomic” mass value is taken rather small, but not so
small that it is necessary to take into account spatial dis-
persion effects in the radiation-matter interaction. The
purpose of this choice is twofold: on the one hand, the
atom moves “faster”, which alleviates the costs of the nu-
merical time evolution to reach the long-time limit. On
the other hand the role of quantum effects in the nuclear
motion is enhanced, since on increasing the value of the
atomic mass a classical description becomes increasingly
appropriate.
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It is worth to mention that excitons in solid-state sys-
tems (e.g. heterostructures [91]) can also be used for
two-level atom optics in quantized light fields, with the
exciton dynamics manipulated by optical means. This
option has the merit that the value of the exciton elec-
tron/hole effective masses (and thus of the total mass)
can be tailored by manipulating the band-edge curva-
tures. Furthermore, using a mass-scaling transformation
as described in Appendix A 3, the calculations and results
to follow can qualitatively relate to microwave transitions
of atoms with realistic masses.
Out of this discussion, the Hamiltonian to consider is
Hˆ(t) =
pˆ2
2M
+ 1cˆ
†
1cˆ1 + 2cˆ
†
2cˆ2 + ωaaˆ
†aˆ+ ωbbˆ†bˆ (27)
+
[
ga(xˆ, t)(aˆ
† + aˆ) + gb(xˆ, t)(bˆ† + bˆ)
]
(cˆ†1cˆ2 + cˆ
†
2cˆ1)
where pˆ and xˆ are the momentum and position operators
of the atomic center of mass, M is the atomic mass. As
mentioned above, Eq. (27) satisfies a useful scaling prop-
erty (see Appendix A 3.) For the definition of the other
quantities, we refer to Eqs. (1-4). As before, we assume
that the atom is occupied by a single spinless electron,
that the cavity field is of frequency ωa and in a coherent
state defined by aˆ|α〉 = α|α〉. Further, the fluorescent
field is of frequency ωb and initially in the vacuum state
bˆ|0〉 = 0.
The interaction between the light and the atom is given
by the couplings ga(xˆ, t) and gb(xˆ, t) respectively, with
the spatial dependence of the coupling ga coming from
the spatial profile of the cavity mode. We assume that the
atomic motion happens only along the cavity axis, and
restrict the length of the coordinate axis to the set X =
[0, L] of length L. We further divide the coordinate axis
into two parts Xin and Xout, corresponding respectively
to inside and outside the cavity, where the set Xin =
[x1, x2] is of length l = x2 − x1 and Xout = X \ Xin is
of length L − l. For consistency we need to take 0 <
x1 < x2 < L. The cavity electric field E is assumed
to be in the lowest mode, with a spatial profile given
by E(x) = sin((x − x1)pi/l) for x ∈ Xin and E(x) = 0
otherwise. Using the characteristic function χI , which
is unity on the interval I and zero otherwise, the light-
matter couplings are then given by
ga(xˆ, t) = g sin
(
pi(xˆ− x1)
l
)
χ
Xin
(xˆ) (28)
gb(xˆ, t) = g1e
−Γ1tχ
Xin
(xˆ) + g2e
−Γ2tχ
Xout
(xˆ). (29)
For the coupling to the fluorescent field we have assumed
a constant coupling g1 (g2) inside (outside) the cavity,
with a phenomenological decay Γ1 (Γ2) taking into ac-
count collision effects and an effective coupling to addi-
tional radiation modes in the continuum.
A. Time dependent fluorescence spectrum
Taking into account the quantum motion of the center
of mass significantly increases the numerical effort nec-
essary to obtain the fluorescence spectrum. To simplify
the calculations we therefore consider the fluorescence
response in the one-photon limit, where the coupling be-
tween the fluorescent field and the atom only acts once
during the time evolution. For the initial state, it is as-
sumed that i) the atom is prepared with a nuclear wave-
function the form of which is
φ(x) = e−(x−x0)
2/σ2eixp0 , (30)
and with the electron in level 1 (with energy 1) ii) the
cavity field is in a coherent state α, and there are zero
photons of the fluorescent field. Thus the system’s initial
state is denoted by |1, φ, α〉 (the label for fluorescent state
being omitted, because of the zero-photon assumption).
The spectrum is defined as the probability that at time
t there is one photon in the fluorescent field:
P (t, ω) =
∑
ni
∫
dx |〈i, x, n|bˆe−iHˆt|1, φ, α〉|2. (31)
Here, the state |i, x, n〉 also contains zero photons of the
fluorescent field (note the bˆ operator immediately to the
right of 〈i, x, n|). In the final state, i denotes the elec-
tronic level (1 or 2), x the atomic position, n the number
of photons in the cavity field, and
∑∫
the trace over
i, x, n. The perturbative limit is obtained by assuming
that the time-evolution operator can be written as
e−iHˆt ≈
∫ t
0
dt′ e−iHˆ0(t−t
′)Hˆ ′(t′)e−iHˆ0t
′
(32)
where Hˆ ′(t) = gb(xˆ, t)(cˆ
†
1cˆ2 + cˆ
†
2cˆ1)(bˆ
† + bˆ) and Hˆ0 =
Hˆ − Hˆ ′. In Appendix C we show that in this limit the
probability is given by
P (t, ω) =
∑
λ
∣∣∣∣∣∑
λ′
(
e−i(λ+ω)t − e−iλ′ t−Γ1t
ω + λ − λ′ + iΓ1 S
1
λλ′ (33)
+
e−i(λ+ω)t − e−iλ′ t−Γ2t
ω + λ − λ′ + iΓ2 S
2
λλ′
)
〈λ′|1, φ, α〉
∣∣∣∣2 .
where λ are the eigenenergies of Hˆ0. The coefficients
S
1/2
λλ′ are given by
S
1/2
λλ′ =
∑
ni
∫
Xin/out
dx 〈λ|Hˆ ′|i, x, n〉〈i, x, n|λ′〉, (34)
where λ, λ′ label complete sets of states of Hˆ0 (but again
with zero photons in the fluorescent field), and Xin and
Xout have been defined earlier. This expression, used in
the next section to calculate the fluorescence spectrum,
is valid for all times t and has the practical advantage of
requiring only a single diagonalization of the Hamiltonian
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FIG. 9. Fluorescence spectra for classical and quantum
atomic motion. Panel (a): x(t) and p(t) for the classical
atomic dynamics within the Ehrenfest approximation. Panel
(b): nuclear probability density N(x, t) from the quantum dy-
namics. Panels (c) and (d) show snapshots of the correspond-
ing fluorescence spectra P(ω) at different times for classical
and quantum atomic dynamics respectively. Taking lc = 10
4
a.u., the initial conditions are given by p0 = 0.5 a.u., x0 = 4lc,
x1 = 4lc and x2 = 5lc in the classical case, and by p0 = 0.5
a.u., σ = 3lc, x0 = 3.5lc, x1 = 4lc, x2 = 5lc and L = 10lc
in the quantum case. The remaining parameters are M = 10
a.u.,  = 2 − 1 = 0.043 a.u., ωa = , α = 1, ga = 0.1,
g1 = 0.1, g2 = 0.01 and Γ = 0.02.
Hˆ0. However, in actual calculations the numerical grid
for the nuclear coordinate x is confined to the interval
(0 ≤ x ≤ L), and, for a given L, the maximum useful t
is limited by the need to avoid wavepacket reflection at
the interval boundaries.
B. Classical versus quantum nuclear motion
Before studying the full dynamics of the system, we
consider the classical limit of the nuclear dynamics as
given by the Ehrenfest approximation. Assuming that xˆ
and pˆ in Eq. (27) are replaced by classical variables x and
p evolving under the force F (t) = −〈∂xHˆt)〉, the spatial
dependence of ga turns into a time-dependence through
ga(t) = ga(x(t)) = ga sin((x(t) − x1)pi/L). For the cou-
pling to the fluorescent field we assume (temporarily)
that there is no decoherence in the cavity, so that
gb(t) = g1χ
Xin
(x(t)) + g2e
−Γ(t−t0)χ
Xout
(x(t)) (35)
with t0 the time at which the atom has passed through
the cavity. The quantum evolution is obtained by solving
the time-dependent Schro¨dinger equation on a grid xn,
as described in more detail later on. In the following
we work in atomic units (a.u.) and take M = 10 a.u.,
 = 2 − 1 = 0.043 a.u., ωa = , α = 1, ga = 0.1, g1 =
0.1, g2 = 0.01 and Γ = 0.02. Except for the coupling
g1 of the fluorescent field to the atom inside the cavity,
these values as the same as earlier in the paper with the
identification  = 0.043 a.u.. However, the value of g1
was increased to enhance the emission into the fluorescent
field, with 〈bˆ†bˆ〉  1 still applying.
A physical notion of the chosen parameters can be
gathered by noting that for a cavity of length lc = λ/2
and  = ~ωa/κ (for example, κ = 0.5 for SHG), we have
 = (~cpi)/(κlc). Choosing lc = 104 a.u., one obtains
 ≈ 0.043/κ a.u., which can be a reasonable value for ex-
ample for excitons, and fairly consistent with the value
of M = 10 a.u. introduced above [92].
Within the given units, the spatial simulation interval
(cavity and outside) of our calculations is L = 10lc (i.e.
about 5µm), and the cavity boundaries are set at x1 = 4lc
and x2 = 5lc. As initial conditions we take p0 = 0.5 a.u.
and x0 = 4lc for the classical simulations, while in the
quantum simulations the initial wave packet is given by
the expression in Eq. (30) with p0 = 0.5 a.u., x0 = 3.5lc
and σ = 3lc. This momentum corresponds to a velocity
v ≈ 104 cm/s.
In Fig. 9 we compare the results obtained with the
Ehrenfest approximation with the results of the full quan-
tum evolution. To characterize the atomic motion, we
look in the classical case at the functions x(t) and p(t),
and in the quantum case at the nuclear probability den-
sity N(x, t) =
∑
in |〈i, x, n|Ψ(t)〉|2.
We see in Fig. 9 that in the classical case the atom
moves through the cavity with little resistance, and note
that the effects oscillations of p is not visible in x due
to the scale of the figure. In contrast, the quantum re-
sults show a splitting of the atomic wave packet. This is
precisely the regime where the Ehrenfest approximation
fails [93], since in a classical description the atom must
be either reflected or transmitted. However, at t = 6400
a.u. the quantum particle has both a (larger) reflected
and (smaller) transmitted contribution, while the classi-
cal particle is out of the cavity already at t = 3000 a.u.
Thus the atom has a reduced amplitude in the barrier
and a reduced coupling to the field. Compared to the
classical case, treating the atomic motion at the quan-
tum level also has a large impact on the fluorescence
spectrum. This is addressed in the bottom panels for
different time snapshots (spectra at different times are
rather similar to each other, and only the one at the lat-
est time is fully visible). The Ehrenfest result resembles
at great extent that of a stationary atom (cf. Fig. 2),
while the spectrum corresponding to the quantum mo-
tion looks qualitatively different: It contains two main
peaks instead of four, and is asymmetric with respect to
the central frequency.
To understand this dissimilarity in behavior, we note
that in the classical approach the nuclear wavepacket is
perfectly localized both in position and momentum. By
contrast, the quantum amplitude gets smaller in the re-
pulsive barrier region. Further, the classical atom sees
only a single resonant frequency (Doppler shifted due to
the motion) and coupling to the cavity field at each given
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FIG. 10. Nuclear probability densities (top row) and atomic fluorescence spectra (bottom row) for an atom moving through a
cavity of frequency ωa = 2 − 1 = 0.043 a.u. The vertical lines denote the boundaries of the cavity. The initial atomic state
is given by Eq. (30), and we take x0 = 3.5lc (except for panels (a) and (d) where x0 = 4.5lc) and σ = 3lc with lc = 10
4 a.u.
Panels (a) and (d) corresponds to p0 = 0, panels (b) and (e) to p0 = 0.5 a.u., and panels (c) and (f) to p0 = 2 a.u. The
remaining parameters are given by M = 10 a.u.,  = 2 − 1 = 0.043 a.u., α = 1, ga = 0.1, g1 = 0.1, g2 = 0.01, Γ1 = 0.01
and Γ2 = 0.02.
time of its travel through the cavity. Since the field
is strongest in the center of the cavity, where it takes
the same value as in the stationary case discussed above
(α = 1 and ga = 0.1), the main contribution to the
fluorescence signal comes from when the atom is in this
region. However, compared to the stationary case there
is an enhancement of the spectrum for frequencies ωb ≈ ,
which most likely comes from fluorescent photons emit-
ted in the regions where ga < 0.1 and the fact that the
classical atom couples to the photons more strongly.
In contrast, the quantum atom simultaneously expe-
riences a range of resonance frequencies and field-atom
couplings, there is a lot of structure in the corresponding
spectrum, and its wave function gets low within the bar-
rier region. From the shape of the nuclear wavepacket
we expect the dominant contribution to the fluorescence
signal to come from when the atom is in the initial and fi-
nal part of the cavity, the probability distribution being
mainly localized to these regions (see Fig. 9). Conse-
quently the spectrum is closer to what could be expected
for a stationary atom weakly interacting with a light field
(ga < 0.1), leading to a smaller splitting between the
Mollow peaks. However, a detailed explanation of the
asymmetric form of the spectrum is difficult to give, but
plausibly related to the varying Doppler shifts associated
with the different parts of the atomic wavepacket.
C. Fluorescence and quantum motion
We now consider the fluorescence spectra resulting
from a quantum evolution of the coupled atom-photon
system. We take L = 10lc, and, as before, the cav-
ity is placed again between x1 = 4lc and x2 = 5lc.
To solve the Schro¨dinger equation we consider a grid
xn for the atomic position, with 500 points in the in-
terval [0, L]. The fluorescence spectrum is computed
from Eq. (33), and to get the atomic probability density
N(x, t) =
∑
in |〈i, x, n|Ψ(t)〉|2 we solved the Schro¨dinger
equation without the fluorescent field. We have veri-
fied that the atomic dynamics is highly insensitive to the
presence of the fluorescent field, by explicitly solving the
Schro¨dinger equation with the complete Hamiltonian for
a number of values of the fluorescence frequency. This
insensitivity is due to the weak atom-field coupling and
the absence of the spatial dispersion effects. The weak
coupling also guarantees that the first order fluorescence
spectrum is a good approximation of the exact one. In
the following we let M = 10 a.u. and ωa = 0.043 a.u.
be fixed, and take  = ωa or  = 2ωa for the Mollow
or SHG regimes respectively. The remaining parameters
are α = 1, ga = 0.1, g1 = 0.1, g2 = 0.05, Γ1 = 0.01
and Γ2 = 0.02.
In Fig. 10 we show N(x, t) and P (ω, t) for  = ωa. We
see that for a stationary atom placed in the center of the
cavity, x0 = 4.5lc and p0 = 0, the spectrum resembles the
Mollow spectrum in Fig. 2. We also find that although
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FIG. 11. Nuclear probability densities (top row) and atomic fluorescence spectra (bottom row) for an atom moving through
a cavity of frequency ωa = (2 − 1)/2 = 0.043 a.u. The vertical lines denote the boundaries of the cavity. The initial atomic
state is given by Eq. (30), and we take x0 = 3.5lc (except for panels (a) and (d) where x0 = 4.5lc) and σ = 3lc with lc = 10
4
a.u. Panels (a) and (d) corresponds to p0 = 0, panels (b) and (e) to p0 = 0.5 a.u., and panels (c) and (f) to p0 = 2 a.u. The
remaining parameters are given by M = 10 a.u.,  = 2 − 1 = 0.086 a.u., α = 1, ga = 0.1, g1 = 0.1, g2 = 0.01, Γ1 = 0.01
and Γ2 = 0.02.
the atomic wave packet is initially contained in the cavity,
parts of the probability distribution are ejected as time
progresses. For higher initial momentum p0, we see that
an atom initially outside the cavity (at x0 = 3.5lc) is
either split (for p0 = 0.5 a.u.) or travels through the
cavity (for p0 = 2 a.u.). This is in agreement with the
expectation based on an atom moving in the presence
of a dipole force [94], where the force on the particle
is proportional to the negative of the detuning and the
gradient of the light intensity F ∼ −[ωa−(2−1)]∂xI(x).
For a field on resonance, an atomic motion in the positive
direction leads to a positive detuning via a Doppler shift,
so that atom is expelled from regions of higher intensity.
This is why a minimal non-zero momentum is needed to
pass through the cavity.
In Fig. 11 we show N(x, t) and P (ω, t) for  = 2ωa.
We note that the results for N(x, t) are rather similar
to those in Fig. 10, presumably because the coupling to
the radiation is too weak to make a larger difference. As
for the Mollow regime above, we find that for an atom at
rest with l x0 = 4.5lc and p0 = 0, the spectrum resembles
the stationary SHG spectrum in Fig. 4. For this initial
state the atomic probability distribution is trapped in the
cavity, consistent with motion under a dipole force as dis-
cussed above. For non-zero initial momentum p0, we find
that the SHG signal is strongly suppressed, and that the
elastic scattering peak is broadened. Following consid-
erations similar to those for Fig. 10, this effect is likely
ascribable to the finite extent of the atomic wavepacket.
Interestingly, and as for Fig. 10, on increasing p0 the in-
tensity of the SHG spectrum exhibits a non monotonic
behavior. Further, due to the emission of a fluorescent
photon being delayed with respect to the atomic excita-
tion, the resonance frequency of the atom has time to
change slightly between the two events. In fact, being a
second order process, SHG is expected to be more sensi-
tive to this type of detuning than the resonant scattering.
Thus the combination of detuning and the decoherence
induced by emission from different parts of the atomic
wavepacket is likely the cause of the suppression of the
SHG signal.
V. CONCLUSIONS
In optics and in photonics, the two-level system plays
the role of a Rosetta-stone for light-matter interactions,
at the interface of quantum with classical and linear with
nonlinear behavior. In this work, we used this paradig-
matic system to address basic aspects of multi-photon flu-
orescence in the time-dependent and stationary regimes.
The fluorescence response was considered in three cases
of increasing complexity, namely in a single two-level sys-
tem interacting with an incident coherent field, as well as
in an array of two-level systems, and a finally for a two-
level atom moving across a cavity.
By solving the Schro¨dinger equation through exact nu-
merical time-propagation, we showed that, depending
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on the system and field parameters, the time-dependent
fluorescence spectrum develops distinct features that in
some cases are not captured by a semi-classical treatment
of the incident field. Some of these features offer direct
evidence that the usual selection rules of perturbative op-
tics, which consider photons and electrons separately, do
not apply in the strong coupling regime.
As clear-cut example, we showed that a second har-
monic signal (SHG) can occur in a two-level system. This
result was analyzed in terms of the parity of the coupled
electron-photon states, and we argued that this nonlinear
process is allowed even for parity invariant Hamiltonians.
We also studied the SHG process in a three-level system,
and showed that in an appropriate limit the three-level
system reproduces the results of the two-level system.
The SHG signal gets enhanced in a setup with N two-
level systems (compared to the N = 1 case), with trends
suggestive of superradiant behavior. This conclusion was
gathered by looking analytically at possible signatures of
a phase transition in the large N limit, and by analyzing
the onset of the SHG response in exact numerical calcu-
lations for N . 10. However, compared to the case of
one atom at rest, both Mollow and SHG signals are sup-
pressed by atomic motion. This effect is especially strong
in the quantum case: For quantum atomic motion, the
spread in space of the traveling nuclear wavepacket is
greatly increased by the presence of the barrier repre-
sented by the optical cavity, giving rise to a position de-
pendent Doppler shift. This in turn results in a large fre-
quency dispersion in the fluorescence signal. It is impor-
tant to specify here that the noted quantum effects were
enhanced by choosing artificially small nuclear masses.
However, although we focussed here on model atomic sys-
tems, it is a fair assumption that many of the results ob-
tained should carry over to solid state two-level systems,
where suitable (excitonic) masses could be engineered.
The aforementioned effects are weak, and they mani-
fest at low intensities; this is confirmed by the fact that,
for the chosen parameters, a linear and an all-orders
treatment of the fluorescence field provide an identical
scenario. This also means that our situation does not cor-
respond to standard heterodyne setups, and no intensity
renormalization is needed. Even so, said effects should
be of some conceptual (if not practical) interest. It can in
fact be argued that the found superimposed Mollow-like
structure to the SHG signal is specifically distinctive of
the genuine “two-level” character of the material system,
as also gathered by looking at three-levels results. We
add that a similar (albeit weaker) superimposed struc-
ture also occurs for higher-order harmonics.
Concerning dissipation effects, we expect on purely
speculative grounds that the peculiar four-peak structure
of the Mollow spectrum could be dimmed, while the SHG
signal would considerably change but still survive for not
too strong dissipation.
In conclusion, we have addressed general features of
multi-photon fluorescence, but only in very simple model
systems: The inclusion of additional radiation modes,
more general time-dependent couplings, a careful inclu-
sion of bath effects, and more realistic atomic and solid-
state setups are possible directions for future work, and
to confirm in a broader sense the robustness of present re-
sults. Ultimately, true validation comes from experiment,
and we hope that our work will stimulate investigations
in that direction.
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Appendix A
We provide here some additional motivation and detail
about the model and the method of solution.
1. About dissipative effects
For the first two typologies of systems considered, i.e.
one or many two-level system(s) at rest, we assume that
(via e.g. a cavity-geometry or an high-optical quality
sample in ultra-high vacuum and at helium temperature),
the inhomogeneous broadening has been made as neg-
ligible as possible. In this way, the focus is solely on
the homogeneous broadening. This is due to both radia-
tive and non-radiative components, that in our treatment
are accounted for by a total phenomenological Lorentzian
damping.
For the the third typology of system (i.e. the “atom”
in motion, and where the dissipative environment can
be considerably different) we have followed a common
practice in the literature, considering only the moving
material system and the relevant modes of interest. Ul-
timately, this choice is also dictated by computational
convenience, since the full quantum treatment of nuclear
motion adds considerable complexity to the numerics.
Looking ahead, a possible way to include dissipative
effects is via Lindblad-type master equations or, alter-
natively, via non-equilibrium Green’s functions (NEGF).
NEGF permit to include memory effects and the disper-
sive contribution of the environment in a very direct and
systematic way, and it would be rather interesting to per-
form a comparison between NEGF and master equation
results. These calculations and comparisons are deferred
to future work.
2. Computational details
The short iterated Lanczos method is an efficient al-
gorithm to approximate the time-evolution operator U .
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This is done by constructing U in a small optimized sub-
space (the Krylov space), which allows to maintain uni-
tarity of U (in contrast to a straightforward Taylor ex-
pansion) while being numerically efficient. We used this
algorithm to propagate the many-particle Schro¨dinger
equation, and additional details can be found in Ref. [58].
Regarding the choice of basis, we use two basis states
|1〉 and |2〉 two describe the “atomic” electron states,
and the number states |na〉 and |nb〉 for the coherent
and fluorescent fields respectively. In the last part of the
manuscript, where we study the motion through a cavity,
we use the position basis |xn〉 on an equidistant grid to
describe the “atomic” center of mass.
Finally, the choice of cut-off number(s) for the radi-
ation modes is determined by the convergence (i.e. by
increasing the number of states until the results are con-
verged within machine accuracy). For the fluorescent
field we found it was sufficient in all cases considered
to use a maximum nb ≈ 10. For the coherent field the
numerical cut-off depends on α, since the coherent field
follows a Poissonian distribution when written in terms
of number states. For α = 1 and α = 5 respectively, we
found that a cut-off at na ≈ 30 and na ≈ 150 is enough.
3. A scaling property
The Hamiltonian in Eq. (27) satisfies a scaling prop-
erty relating the full quantum dynamics of systems with
different masses. Specifically, we start by considering
a scaling parameter Z, and the Schro¨dinger equation
i∂tψ(t) = Hˆ(t)ψ(t). Dividing by Z, and setting t
′ =
Zt, we get i∂t′φ(t
′) = Z−1Hˆ(t′/Z)φ(t′), where φ(t′) =
ψ(t′/Z). By relabeling the time variable, t′ → t, we then
have i∂tφ(t) = H˜(t)φ(t), where H˜(t) = Z
−1Hˆ(t/Z). Ac-
cording to this scaling prescription, a given numerical
calculation represents in fact a entire one-parameter set
of numerical simulations, where the integration interval,
the time dependence in Hˆ and the fermion-boson inter-
actions are changed.
Appendix B
We consider here the adiabatic elimination approxima-
tion (AEA) for the three-level Hamiltonian given by the
sum of Eqs. (9),(10) and the free field part. Most often,
the AEA is done in connection with the rotating wave
approximation (RWA) (see e.g. [64–66, 95]), and choos-
ing the order in which AEA and RWA are performed can
be important [95]. Since our considerations here aim to
be qualitative and general in character, we use for sim-
plicity the more common protocol where the RWA is in-
troduced before the AEA [65], and before the pump field
undergoes a transformation to a coherent photon picture.
Proceeding in this way, we obtain
HˆRWA = f(t)[cˆ
†
3cˆ2 + cˆ
†
2cˆ1]aˆ+ gb(t)cˆ
†
3cˆ1bˆ+ H.c.
+ 1cˆ
†
1cˆ1 + 2cˆ
†
2cˆ2 + 3cˆ
†
3cˆ3 + ωaaˆ
†aˆ+ ωbbˆ†bˆ
(B1)
After an AEA of the intermediate level |2〉 (therefore,
the dynamical Stark effect due to the intermediate level
is neglected) we get
HˆAEARWA = cˆ
†
3cˆ1
[
f(t)aˆ2 + gb(t)bˆ
]
+ H.c.
+
3 − 1
2
(cˆ†3cˆ3 − cˆ†1cˆ1) + ωaaˆ†aˆ+ ωbbˆ†bˆ. (B2)
At this point the coherent state picture could be
introduced. However, already at this stage, the AEA
two-level model of Eq. (B2) seems rather different from
the original two-level model of Eqs. (1)-(4). Therefore,
the results of the main text for the SHG and Mollow
spectra in a two-level system should not be ascribed to
an adiabatic suppression of the virtual level.
Appendix C
We want to calculate the probability defined in
Eq. (31) and repeated here for convenience:
P (t, ω) =
∑
ni
∫
dx |〈i, x, n|bˆe−iHˆt|1, φ, α〉|2. (C1)
In the perturbative limit, the time-evolution operator be-
comes:
e−iHˆt ≈
∫ t
0
dt′ e−iHˆ0(t−t
′)Hˆ ′(t′)e−iHˆ0t
′
, (C2)
and to further simplify the analysis, we define the prob-
ability amplitude
Axin(t, ω) = −iθ(t)
∫ t
0
dt′ 〈i, x, n|bˆe−iHˆ0(t−t′)Hˆ ′ (C3)
× e−iHˆ0t′ |1, φ, α〉.
Since Hˆ0 is independent of time, the probability ampli-
tude can be found through a straightforward expansion
in the eigenstates of Hˆ0. In the expression for the prob-
ability P above, we trace over a complete set of final
states |i, x, n〉, but since any complete set is allowed we can instead choose to trace over the eigenstates of Hˆ0. In the
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following we therefore consider the probability amplitude Aλ(t, ω), and by inserting a set of complete states we find
〈λ|bˆe−iHˆ0(t−t′)Hˆ ′(t′)e−iHˆ0t′ |1, φ, α〉 =
∑
λ′′λ′
〈λ|bˆ|λ′′〉e−i(λ′′+ω)(t−t′)H ′λ′′λ′(t′)e−iλ′ t
′〈λ′|1, φ, α〉
=
∑
λ′
e−i(λ+ω)(t−t
′)−iλ′ t′H ′λλ′(t
′)〈λ′|1, φ, α〉. (C4)
Now the matrix elements H ′λλ′(t
′) can be broken into two parts according to
H ′λλ′(t
′) =
∑
ni
∫
dx 〈λ|Hˆ ′(t′)|i, x, n〉〈i, x, n|λ′〉 (C5)
=
∑
ni
∫
Xin
dx g1e
−Γ1t′〈λ|Hˆ ′|i, x, n〉〈i, x, n|λ′〉+
∑
ni
∫
Xout
dx g2e
−Γ2t′〈λ|Hˆ ′|i, x, n〉〈i, x, n|λ′〉
= g1e
−Γ1t′S1λλ′ + g2e
−Γ2t′S2λλ′
where the coefficients S1λλ′ and S
2
λλ′ are given by
S1λλ′ =
∑
ni
∫
Xin
dx 〈λ|Hˆ ′|i, x, n〉〈i, x, n|λ′〉
S2λλ′ =
∑
ni
∫
Xout
dx 〈λ|Hˆ ′|i, x, n〉〈i, x, n|λ′〉. (C6)
Integrating over t′ we find the probability amplitude to be
Aλ(t, ω) =
∑
λ′
(
e−i(λ+ω)t − e−iλ′ t−Γ1t
ω + λ − λ′ + iΓ1 S
1
λλ′ +
e−i(λ+ω)t − e−iλ′ t−Γ2t
ω + λ − λ′ + iΓ2 S
2
λλ′
)
〈λ′|1, φ, α〉, (C7)
and inserting this into the expression for the probability we find
P (t, ω) =
∑
λ
∣∣∣∣∣∑
λ′
(
e−i(λ+ω)t − e−iλ′ t−Γ1t
ω + λ − λ′ + iΓ1 S
1
λλ′ +
e−i(λ+ω)t − e−iλ′ t−Γ2t
ω + λ − λ′ + iΓ2 S
2
λλ′
)
〈λ′|1, φ, α〉
∣∣∣∣∣
2
. (C8)
If necessary, it is possible to further simplify Eq. (C8) by going at long times (i.e. where the exponentials e−Γkt tend
to zero) provided that L is correspondingly taken large enough to avoid atom reflection at the ends of the x-coordinate
domain. Arguing that the cross terms vanish for t→∞, the asymptotic limit becomes
P (ω) =
∑
λ
∣∣∣∣∣∑
λ′
(
1
ω + λ − λ′ + iΓ1S
1
λλ′ +
1
ω + λ − λ′ + iΓ2S
2
λλ′
)
〈λ′|1, φ, α〉
∣∣∣∣2 .
This latter result makes contact with the long time limit of the static-atom case of Sec. II. However, to calculate the
time-dependent fluorescence spectrum for a moving atom we will go back to the full expression for P (t, ω) in Eq. (C8)
here, or Eq. (33) in the main text.
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