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INTRODUCTION TO GAUGE THEORIES
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Istituto Nazionale di Fisica Nucleare, Sezione di Genova,
via Dodecaneso 33, 16146 Genova (Italy)
Abstract
These lectures present an elementary introduction to quantum
gauge fields. The first aim is to show how, in the tree approximation,
gauge invariance follows from covariance and unitarity. This leads to
the standard construction of the Lagrangian by means of covariant
derivatives in a form that unifies the massive and the massless case.
Having so identified the classical theory, the Faddeev-Popov quanti-
zation method is introduced and the BRS invariance of the resulting
action is discussed.
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1 Introduction
The recent developments in high energy physics have put great em-
phasis on gauge theories; indeed the general theory of fundamental
interactions is completely formulated in this framework. The impor-
tance of the role of gauge invariance has obscured the reasons that
have historically justified the introduction and the development of
gauge theories as consistent field theories. Indeed they are very of-
ten justified on the basis of a ”symmetry principle” that has to be
accepted as a fundamental principle in nature.
As a matter of fact great collective efforts have been needed to
identify gauge theories as the natural, and in a sense unique, quan-
tum theories of vector fields. It is the primary role of vector currents
hiding associate vector fields and the ensuing discovery of the corre-
sponding bosons that has put gauge theories in their actual preeminent
position in High Energy Physics. The progresses in the understand-
ing of the fundamental nature of strong interactions is also based on
gauge theories in spite of the lack of associate observable charges and
vector particles. The hypothesis of confinement has in fact extended
the range of gauge theories opening the possibility that the vector
fields give an adequate description only of the short distance prop-
erties of strong interactions [1]. They should remaining unobservable
together with the associated charges since at large times and distances
their presence is hidden by a catastrophic growth of the strength of
the coupling,. In spite of the lack of vector field asymptotic states,
gauge invariance appears to play an essential role in the control of the
strength of interactions at short distances. . The scale properties of
scattering amplitudes at large momenta giving strong indications of a
weakening of the coupling strength single out a gauge theory (QCD)
among the possible field theoretical models.
On the basis of these considerations I have tried, in the first part
of these lectures, to give an introduction to vector field theories based
on the fulfillment of physical consistency criteria among which very
important is the unitarity of scattering amplitudes. The main lines
of this analysis are the same followed by Yang and Mills in their fun-
damental paper [2]. I am just presenting a translation of the same
analysis into the modern functional language.
The second main part of the lectures are devoted to the construc-
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tion of gauge theories as fundamental local field theories. This will
be done discussing the structure of the functional measure involved
into the Feynman functional integral form of the vacuum-to-vacuum
transition amplitude.
As a matter of fact there are two complementary measures that are
commonly taken into account in the construction of gauge theories.
The first one is the Wilson measure [3] that is based on the lattice
regularization. This is a regularization method of field theories in
which the space-time points are identified with those of a periodic
four-dimensional lattice. The number of these points being finite,
the functional integral is reduced to an ordinary integral. The Wilson
measure does not involve vector fields; it is suitable for the description
of the theory in the strong coupling regime, that is, in the case of
QCD, at large distances. We shall not discuss Wilson measure but
those belonging to the second class, the vector field theories. These
are the natural generalisation of quantum electrodynamics and the
basis of all the perturbative calculations; in QCD they are suitable for
a description of the theory at short distances and responsible for the
introduction of important concepts, as e.g. that of ”gluon”.
The lectures are organized as follows: in the first lecture the main
tools and results of field theory in its functional formulation are re-
minded. In the second lecture vector field theories are introduced
presenting the arguments leading to gauge invariance. In the third
lecture the construction of vector effective field theories is described.
In the fourth lecture we discuss the Higgs mechanism giving origin to
massive vector particles. The fifth lecture is devoted to the construc-
tion of gauge theories in Feynman functional framework. In the last
lecture we describe the symmetry properties of this theory.
2 The S-matrix
In quantum field theory [4] the scattering amplitudes are computed
by means of the reduction formula. This can be simply written using
the Green functional generator of the theory that is defined according:
Z[j] ≡ e ih¯Zc[j] =< Ω, T
(
e
i
h¯
∫
d4x
∑
α
φα(x)jα(x)
)
Ω > . (1)
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where φα and jα label a set of quantized fields and corresponding
sources with, in general, different Lorentz covariances. Zc is the con-
nected functional. Whenever one is interested in computing matrix
elements between scattering states of composite operators, that is of
operators that are given by non-linear functions of fields, this is done
by introducing a ”source” ζi for each operator Oi and extending the
definition of Z, and hence of Zc, according:
Z[j, ζ] =< Ω, T
(
e
i
h¯
∫
d4x[
∑
α
φα(x)jα(x)+
∑
i
ζi(x)Oi(x)]
)
Ω > . (2)
The ”connected” n-point functions are given by the n-th functional
derivatives of Zc; in particular the two-point function is:
δ2
δjα(x)δjβ(0)
Zc|j=0 ≡ ∆αβ(x) . (3)
In this summary of the main tools and results of the quantum field
theory of scattering we shall limit ourselves for simplicity to the case
of massive fields; indeed with massless fields one has long range forces
that change drastically the nature of the scattering states. In the mas-
sive case the asymptotic particles correspond to poles of the Fourier
transformed Green functions. In particular we can separate from ∆
the asymptotic propagator ∆as:
∆αβ(x) =
∑
λ
∫
dp
(2π)4
e
i
h¯
px
m2λ − p2 − i0+
Γαβλ (p)+R(x) ≡ ∆αβas (x)+R(x) ,
(4)
where the Fourier transform of R has no pole in p2. It is clear that the
asymptotic propagator is by no means unique since Γαβλ is defined up
to a polynomial in p2 vanishing at m2λ; however this lack of unique-
ness does not affect the S matrix that is obtained through the LSZ
reduction formulae.
Given Γαβλ (p) one introduces the asymptotic free fields φin with
the commutation relations:[
φ
α(+)
in (x), φ
β(−)
in (0)
]
=
∑
λ
∫
dp
(2π)4
e
i
h¯
pxθ(p0)δ(p2 −m2λ)Γαβλ (p) , (5)
and the asymptotic wave operator:
Kαγ(∂)∆
γβ
as (x) = δ
β
αδ(x) , (6)
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the S matrix is given in the asymptotic Fock space by:
S =: e
1
h¯
∫
d4xφα(x)Kαβ(∂)
δ
δjβ (x) : Z|j=0 ≡: eΣ : Z|j=0 . (7)
Thus the whole dynamical information is contained into the Green
functional Z. This is computed by means of the Feynman formula:
Z[j, ζ] =
∫
dµ e
i
h¯
∫
d4x[φ(x)j(x)+
∑
i
ζi(x)Oi(x)] , (8)
in terms of the functional measure of the theory dµ that is related to
the ”bare” action S by the heuristic relation;
dµ = N
∏
x
dφ(x)ei
S(φ)
h¯ . (9)
N is a normalization factor implementing the normalization condition:
Z[0, 0] = 1.
The heuristic formula (8) acquires a well definite meaning after a
regularization-renormalization procedure which is systematically known
only at the perturbative level. The standard procedure in perturba-
tive QCD is based on dimensional regularization. Due to obvious
time limitations, we shall disregard this, however important, step of
the construction.
It is reminded above that the functionals Z and its connected part
Zc are directly related to the scattering amplitudes; the quantum ana-
log of the action is given by the Legendre transform of Zc, the proper
functional Γ [5]. Perturbatively this is the functional generator of
the 1-particle-irreducible amplitudes, that is of the amplitudes cor-
responding to Feynman diagrams that cannot be divided into two
disconnected parts by cutting a single line, it is often called the effec-
tive action, although this name is also shared by completely different
objects.
To introduce the proper functional one defines the field functional:
φ [j, ζ, x] ≡ δ
δj(x)
Zc [j, ζ]− δ
δj(0)
Zc [0, 0] , (10)
then, assuming that the inverse functional j [φ, ζ, x] be uniquely de-
fined, one has:
Γ [φ, ζ] ≡ Zc [j [φ, ζ] , ζ]−
∫
dx
(
φ(x) +
δ
δj(0)
Zc [0, 0]
)
j [φ, ζ, x] .
(11)
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It is easy to verify that:
δ
δφ(x)
Γ [φ [j, ζ] , ζ] = −j [φ, ζ, x] , (12)
and
δ
δζ(x)
Γ [φ, ζ] |φ=φ[j,ζ] =
δ
δζ(x)
Zc [j, ζ] . (13)
Therefore:
δ2
δφδφ′
Γ [φ, ζ] |φ=φ[j,ζ] = −
[
δ2
δjδj′
Zc [j, ζ]
]−1
. (14)
That is: the second field-derivative of Γ gives the ”full” wave operator
(not to be mistaken with the asymptotic one defined in (6)). Notice
that the − sign in (12) refers to bosonic fields while in the fermionic
case one has the opposite sign.
Perturbation theory consists in the construction of Γ, Zc and S as
(formal) power series in h¯. The fundamental tool of this construction
is the saddle point method. Considering the leading steepest descent
contribution to the integral (8) we get:
Zc = [S + jφ+ ζO]| δS
δφ
+j+ζ δO
δφ
=0,h¯=0 +O(h¯) , (15)
and hence, if the equation δSδφ |h¯=0 = 0 has the unique solution: j = 0,
we have:
Γ = [S + ζO]|h¯=0 +O(h¯) . (16)
Therefore in the ”classical limit” Γ coincides with the action extended
to take into account the source terms of the composite operators.
This concludes our general introduction to the functional approach
to field theory. In the following sections we shall apply the above
results to vector field theories.
3 Vector fields and gauge invariance
In the study of vector field theories one has to distinguish the case of
massive from that of massless fields and theories in which the vector
fields are self-coupled (non-abelian) from those without self couplings
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(abelian). In particular, abelian theories behave at large times as free
ones, therefore describing scattering processes of spin 1 particles. The
massive case differs from the massless one for the asymptotic state
counting since massless vector particles have two helicity states while
the massive one have three of them.
The non-abelian situation is much more involved; indeed the mas-
sive case originates from the so-called Higgs mechanism, corresponding
to an highly non-trivial structure of the vacuum state. The vector par-
ticles are analogous to quanta of the plasma oscillations in a medium
containing free charged particles; hence the vacuum is analogous to
a condensate of ”charged particles”. In much the same way as in
the abelian case, in the Higgs theory the coupling weakens at large
distances and hence one has a scattering theory involving asymptotic
spin 1 states.
In a non-abelian massless vector field theory one faces a completely
different situation. Indeed, if the number of matter fields is small,
the coupling tends to weaken at short distances, while it is supposed
to intensify at large distances. This phenomenon, that would lead
to the confinement of the charged states, and hence no scattering
theory for them, is interpreted from the fundamental point of view
as a condensation of ”magnetic monopoles” rather than charges. This
would be a mechanism dual to superconductivity [9], confining the field
strength into thin flux tubes and hence giving a constant attractive
force between two opposite charged particles. Contrary to the massive
case, in this situation vector fields would play a role only at short
distances where they are associate with a very peculiar force law. For
our purposes it is convenient to limit our analysis, at least at the
beginning, to the massive case in which it is possible to exploit the
whole apparatus described in the previous section.
Let us therefore consider a system of vector fields Aαµ that are
assumed to have non-trivial asymptotic limit leading to scattering.
Let the corresponding asymptotic fields be:
A(in)αµ(x) =
1
(2π)3/2
3∑
λ=1
∫
d3p√
2Ep
(
ǫλ,~p,µA(in)αλ~p e−
ipx
h¯ + hermitian conjugate
)
,
(17)
with the polarization vectors ǫ satisfying:
ǫλ,~p,µǫ
µ
λ′,~p = −δλλ′ , (18)
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and
ǫλ,~p,µp
µ = 0 . (19)
Notice that:
∂µA
(in)αµ(x) = − i
(2π)3/2
3∑
λ=1
∫
d3p√
2Ep
(
ǫµλ,~ppµA(in)αλ,~p e−
ipx
h¯ − h.c.
)
= 0 .
(20)
Here and in the following to simplify the formulae, we assume mass
degeneracy of the vector field components.
From (17) the asymptoptic propagator is easily computed:
∆αβasµν(x) =
∫
dp
(2π)4
e
i
h¯
px
[
pµpν
m2 − gµν
]
m2 − p2 − i0+ δ
αβ . (21)
The two-point function is:
∆µν(x) = ∆asµν(x) +Rµν(x) , (22)
where R accounts for the contributions of many particle states in the
Lehmann decomposition of ∆.
The main difficulty with this theory comes from the high momen-
tum behavior of the Fourier transform of the asymptotic propagator
that tends to an homogeneous function of degree zero:
∆˜αβasµν(p) −→ −
pµpν
p2m2
δαβ , (23)
instead of −2 that is expected for dimensional reason. The same be-
havior characterizes the two-point function ∆ at least not too far from
the perturbative regime. It is fairly obvious that the propagator of de-
gree zero is going to produce cross sections increasing proportionally
to the second power of the center-of-mass energy [8] in much the same
way as this happens in the Fermi theory of weak interactions. This in-
duces a violation of S-matrix unitarity; therefore, in order the theory
to be consistent, one has to assume a decoupling mechanism for the
”longitudinal” components of the vector field. We are going to show
that this leads directly to gauge invariance.
A convenient, however elaborate, way to analyze this decoupling
mechanism is based on the introduction of artificial longitudinal asymp-
totic states by adding in (17) a further set of polarization states cor-
responding to λ = 0 with:
ǫ0,~p,µ ∼ pµ . (24)
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A direct way to do this is to add to the proper functional Γ the term:
−
∫
d4x
ξ
2
∑
α
[∂µA
αµ(x)]2 . (25)
The Fourier transformed two-point vertex before the introduction of
(25) is:
Γ˜(2)αβµν (p) = δ
αβ
[[
pµpν
p2
− gµν
] (
p2 −m2
) (
1 +A(p2)
)
+
pµpνm
2
p2
(
1 +B(p2)
)]
,
(26)
with A(0) = B(0) since (26) must be regular at p2 = 0 and, owing to
(21), A(m2) = B(m2) = 0. From (26) we can compute the Fourier
transformed two-point function after introduction of (25) getting:
∆˜(2)αβµν (p) = δ
αβ


[
pµpν
p2 − gµν
]
(m2 − p2) (1 +A(p2)) +
pµpν
p2 (ξp2 −m2 (1 +B(p2)))

 .
(27)
(27) has a pole at p2 = m2 in much the same way as the Fourier
transform of (21), however its degree at high momentum is −2 and
there is a second pole at p2 = m
2
ξ
(
1 +B(p2)
)
. Considering the asymp-
totic propagator corresponding to this second pole, we see that this
can be identified with that of the derivative of a scalar field, however
with the wrong sign. This shows that the introduction into the vertex
functional of the term (25) is just a mathematical trick void of any
physical meaning whose only role is to ”regularize” the short distance
properties of the two-point function. Indeed the wrong sign indicates
that the modified proper functional does not correspond to any quan-
tum field theory whose asymptotic state space be a Hilbert space; the
sign is however consistent with a theory in an indefinite metric space.
Our purpose is to prove that the fake theory with the term (25)
leads to an S matrix independent of ξ, which is equivalent to the
wanted decoupling of the ”longitudinal” components of the vector
fields. Since , this theory is expected to give cross sections less di-
vergent at high energies, and hence compatible with unitarity, and
since, in the limit ξ → 0, one gets back the original scattering ampli-
tudes, the ξ-independence of the S matrix of the fake theory excludes
the feared violations of unitarity in the original one.
The decoupling of the ”longitudinal” components of the vector
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fields is equivalent to the equation:
: ∂µA
αµ(x)|φ= δZc
δj
,j=Kφin
:= ∂µA
αµ(x)in . (28)
Now, using the field equation (12) on the mass-shell, we have:
:
[
ξ∂µ∂νA
αν(x) +
δΓ
δAαµ(x)
]
|φ= δZc
δj
,j=Kφin
:= 0 , (29)
whence we see that (28) is equivalent to:
: ∂µ
δΓ
δAαµ(x)
|φ= δZc
δj
,j=Kφin
:= 0 , (30)
in the subspace of the asymptotic space in which ∂µA
αµ(x)in = 0.
In the forthcoming formulae we shall forget the Wick ordering and
understand the mass shell prescription appearing above whenever we
shall write an identity using the identity symbol =. We shall instead
use the equivalence symbol ≡ in the case of relations holding true even
outside the mass shell.
(30) shows that δΓδAαµ(x) is a conserved current. After No¨ether
theorem, given a system of conserved currents Iµα, one can always
find a set of infinitesimal field transformations:
φi(x)⇒ φi(x) + ǫαP iα(x) (31)
leaving Γ invariant and hence such that:
P iα(x)
δΓ
δφi
≡ ∂µIµα ≡ ∂µ δΓ
δAαµ
. (32)
In (31) the symbols P iα stay for generic field functionals and once again
we have used φ as a collective symbol for all the fields.
Adding to Γ the ξ term and applying to the result the transforma-
tions (31) we get on the mass shell:
− ξ∂µAβµ∂νP βνα + P iα
δΓ
δφi
= 0 , (33)
and hence, on account of (29) and (32) we find:
ξ
[
∂2δβα + ∂
νP βνα
]
∂µAβµ = 0 , (34)
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in the asymptotic subspace in which ∂µA
αµ(x)in = 0.
Therefore, provided that the kernel of the differential operator[
∂2δβα + ∂
νP βνα
]
be trivial, we can conclude that (32) implies (28) and
hence the ξ-independence of the S matrix. Notice that we can write
(32) in the form:(
∂µ
δ
δAαµ
− P iα
δ
δφi
)
Γ ≡ Xα(x) Γ ≡ 0 , (35)
It is clear that (35) corresponds to an invariance property of Γ.
Considering in particular the case in which the fields φ correspond to
the vectors and to a system of scalars ϕa, that is:
φi ≡
(
Aβµ, ϕa
)
, (36)
and:
P iα ≡
(
P βµα , P
a
α
)
, (37)
(35) prescribes the invariance of Γ under the system of infinitesimal
transformations:
Aαµ(x)→ Aαµ(x) + ∂µΛα(x) + Λβ(x)Pαµβ (x) , (38)
and
ϕa(x)→ ϕa(x) + Λβ(x)P aβ (x) . (39)
We shall call these transformations ”gauge transformations” and the
invariance condition (32) ”gauge invariance condition”.
To push farther our analysis we assume that the above described
invariance be minimal, in the sense that no further condition is needed
for the theory to be consistent. The meaning of this hypothesis is clar-
ified in mathematical terms requiring that the system of differential
operators Xα(x) be in involution, that is:
[Xα(x),Xβ(y)] =
∫
dzF γαβ(x, y; z)Xγ(z) . (40)
Indeed, according to Frobenius theorem, the commutation relations
(40) are necessary and sufficient conditions for the system (35) be
integrable.
Our aim is now to use (40) to get further information on the na-
ture of the transformations (38) and (39). In the framework of an
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effective field theory one studies the low energy properties of a quan-
tum system; if all the particles are massive, in the low energy regime,
the vertices of the theory are analytical functions of the momenta;
this implies that they can be approximated by polynomials and hence
Γ is approximately a local functional. The first non-trivial approxi-
mation contains only the terms whose coefficients have non-negative
mass dimension; further terms with coefficient of increasingly high
negative mass dimension are needed if one studies processes of in-
creasing energy. The same considerations hold true for P iα whose first
approximation, on account of Lorentz invariance, is:
P βµα (x) = C
β
αγA
γµ(x) , (41)
P aα(x) = v
a
α + t
ab
α ϕ
b(x) . (42)
Let us consider, for the moment the case in which the gauge transfor-
mations act homogeneously on the scalar fields, that is:
vaα = 0 , (43)
and hence:
Xα(x) = ∂µ
δ
δAαµ
− CβαγAγµ(x)
δ
δAβµ
− tabα ϕb
δ
δϕa
. (44)
In this situation (40) is written:
[Xα(x),Xβ(y)] = −
[
∂µ
δ
δAαµ(x)
, CγβδA
δ
ν(y)
δ
δAγν (y)
]
︸ ︷︷ ︸
1
+


x ⇔ y
α ⇔ β


︸ ︷︷ ︸
2
+
+
[
CγαδA
δ
µ(x)
δ
δAγµ(x)
, CηβζA
ζ
ν(y)
δ
δAην(y)
]
︸ ︷︷ ︸
3
+
+
[
tabα ϕ
b δ
δϕa
, tcdβ ϕ
d δ
δϕc
]
︸ ︷︷ ︸
4
. (45)
The first two terms in the right-hand side give:
(1)−(2) = −∂µδ(x−y)
(
Cγβα + C
γ
αβ
) δ
δAγµ(y)
+δ(x−y)
(
Cγαβ∂µ
δ
δAγµ(x)
)
.
(46)
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On account of (40) the first term in the right-hand side has to vanish
since in no way it can appear in the right-hand side of this equation.
Thus we have:
Cγβα + C
γ
αβ = 0 (47)
taking into account the surviving term in (46) we see that:
F γαβ(x, y; z) = δ(x− z)δ(y − z)Cγαβ (48)
and hence (40) is written:
[Xα(x),Xβ(y)] = δ(x − y)CγαβXγ(x) . (49)
The third term in (45) is:
(3) = δ(x− y)
(
CγαδC
η
βγ − CγβδCηαγ
)
Aδµ
δ
δAηµ
, (50)
and consistency with (49) requires:
CγαδC
η
γβ + C
γ
δβC
η
γα +C
γ
βαC
η
γδ . (51)
This is a Jacobi identity; it proves that Cαβγ are the structure constants
of a Lie group the we shall call the ”gauge group”. Coming to the
fourth term we get:
(4) = tabα t
ca
β ϕ
b δ
δϕc
− (α↔ β) = −Cγαβtcbγ ϕb
δ
δϕc
(52)
and from (49):
[tα, tβ] = C
γ
αβtγ . (53)
This identifies the matrices t with the infinitesimal generators of a
representation of the gauge group.
We have thus characterized completely the structure of the gauge
generators identifying the coefficients C with the structure constants
of the gauge group and the matrices t with a representation of the
corresponding Lie algebra.
If we now relax condition (43) replacing:
Xα → Xα − vaα
δ
δϕa
. (54)
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we insert in the right-hand side of (45) the further term:
[Xα(x),Xβ(y)] = ...+
[
vaα
δ
δϕa
, tcdβ ϕ
d δ
δϕc
]
− (α⇔ β)︸ ︷︷ ︸
5
, (55)
then, applying (49), we get:
tβvα − tαvβ = Cγβαvγ . (56)
In the standard situation in which the gauge group is semisimple and
the representation t is unitary, one can show by purely algebraic means
that (56) implies:
vaα = t
ab
α vb , (57)
that is:
P aα(x) = t
ab
α (ϕ
b + vb) . (58)
Making use of scale and dimensional arguments the same result can
be extended to any compact gauge group. When the matter field
representation of the gauge group is unitary it is convenient to replace
the antihermitian matrices t by hermitian ones:
tα ≡ iτα , (59)
writing (53) according:
[τα, τβ ] = −iCγαβτγ ≡ ifγαβτγ . (60)
We shall conventionally adopt the normalization condition:
Tr (τaτb) = δab , (61)
With these symbols the infinitesimal gauge transformations in the
”inhomogeneous” case are written:

δAαµ = ∂µΛ
α − ΛβAγµfαβγ
δϕa = iΛατabα (ϕ+ v)
b
(62)
The homogeneous form is obtained simply setting v = 0
14
We now show how it is possible to construct the vertex functional
of a gauge invariant effective field theory assuming the gauge transfor-
mations (62). The fundamental tool for this construction is given by
the covariant derivative operator; this is a space-time partial deriva-
tive commuting with the gauge transformations. Let us consider the
gauge variation of the usual space-time partial derivative of the scalar
field; this is given by:
δ∂µφ = iΛ
ατα∂µφ+ i∂µΛ
αταφ , (63)
from which it is fairly clear that this derivative is not covariant. How-
ever consider:
δ
(
∂µϕ− iAαµτα (ϕ+ v)
)
= iΛατα∂µϕ+ i∂µΛ
ατα (ϕ+ v)− i∂µΛατα (ϕ+ v)
+iΛβAγµf
α
βγτα (ϕ+ v) +A
α
µταΛ
βτβ (ϕ+ v)
= iΛατα
(
∂µϕ− iAβµτβ (ϕ+ v)
)
. (64)
This shows that the derivative:
Dµ (ϕ+ v) ≡ ∂µϕ− iAαµτα (ϕ+ v) , (65)
is covariant, since Dµ (ϕ+ v) transforms as ϕ+ v. The same property
holds true for a multiple D derivative.
Since the action of a gauge transformation on the scalar fields is
unitary, and hence there is a scalar product (., .) such that
(ϕ+ v, δ (ϕ+ v)) + (δ (ϕ+ v) , ϕ + v) = 0 , (66)
the scalar products:
(Dµ1 ..Dµn (ϕ+ v) ,Dν1 ..Dνm (ϕ+ v)) , (67)
are gauge invariant.
Therefore the functional:
Γs ≡
∫
d4x
[
(Dµ (ϕ+ v) ,D
µ (ϕ+ v))− λ
4!
[(ϕ+ v, ϕ+ v)− (v, v)]2
]
,
(68)
is a natural term of the first approximation gauge invariant vertex
functional; notice that the coefficient λ is dimensionless and:
δΓs
δϕ
|ϕ=0 = 0 , (69)
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as it is required by (10) and (12)
If the τ representation of the gauge group is reducible, every irre-
ducible component of it carries an invariant scalar product and hence
the second term of Γs is replaced by a polynomial of second degree in
these scalar products, bounded from above and satisfying (69).
Furthermore, consider the commutator:
[Dµ,Dν ] (ϕ+ v) =
[
∂µ − iAαµτα, ∂ν − iAβν τβ
]
(ϕ+ v)
= −iτα
[
∂µA
α
ν − ∂νAαµ +AβµAγνfαβγ
]
(ϕ+ v)
≡ iταGαµν (ϕ+ v) ≡ Gµν (ϕ+ v) . (70)
Gµν is the ”field strength” of our gauge theory.
It is clear that:
δGµν = i
[
Λβτβ, Gµν
]
, (71)
since, according to (65), an analogous equation holds true for any
product of covariant derivatives; thus the terms of the form:
Tr
([
Dη1 , ..,
[
Dηk1 , Gµ1ν1
]
..
]
..
[
Dηj , ..,
[
Dηkl , Gµjνj
]
..
])
, (72)
are gauge invariant. In particular the functional:
Γg ≡ −k
∫
d4xTr (GµνG
µν) , (73)
is the natural candidate for a first approximation to the gauge field
vertex functional of the effective theory. If the compact gauge group is
the direct product of a set of invariant factors (either abelian or sim-
ple), the field strength decomposes into the sum of the contributions
of the single factors:
Gµν =
∑
I
G(I)µν , (74)
and (73) is replaced by the sum of the contributions of the factors,
each multiplied by an independent coefficient kI .
The sum of (73) and (68) gives the complete effective field ap-
proximation vertex functional. To have a better understanding of the
physical content of our theory we now discuss in some detail an exam-
ple in which the gauge group is SU(2) and the scalar representation
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is the fundamental one:
ϕ =


ϕ+
ϕ−

 = 1/
√
2


ϕ2 + iϕ1
ϕ4 + iϕ3

 . (75)
The field strength is:
Giµν = ∂µA
i
ν − ∂νAiµ +
√
2ǫijkA
j
µA
k
ν . (76)
Choosing the constant k in (73) according:
k =
1
4g2
, (77)
and substituting the isovector potential:
~Aµ → g ~Aµ , (78)
(we use arrows to single out isovectors) we have, in the inhomogeneous
case, the effective vertex functional:
Γ =
∫
d4x
[(
∂µϕ
† − i (ϕ+ v)† g ~Aµ · ~σ
2
, ∂µϕ+ ig ~Aµ · ~σ
2
(ϕ+ v)
)
− λ
4!
[(
(ϕ+ v)† , ϕ+ v
)
− (v†, v)
]2 − 1
4
(
∂µ ~Aν − ∂ν ~Aµ
)
·
(
∂µ ~Aν − ∂ν ~Aµ
)
−g
√
2
(
∂µ ~Aν · ~Aµ ∧ ~Aν
)
− g
2
2
(
~A2µ ~A2ν −
(
~Aµ · ~Aν
)2)]
. (79)
It is interesting to compare this functional with the effective vertex
functional in the case v = 0. Indeed in this situation one has:
Γ =
∫
d4x
[(
∂µϕ
† − iϕ†g ~Aµ · ~σ
2
, ∂µϕ+ ig ~Aµ · ~σ
2
ϕ
)
−m
2
2
(
ϕ†ϕ
)2 − λ
4!
(
ϕ†ϕ
)4 − 1
4
(
∂µ ~Aν − ∂ν ~Aµ
)
·
(
∂µ ~Aν − ∂ν ~Aµ
)
−g
√
2
(
∂µ ~Aν · ~Aµ ∧ ~Aν
)
− g
2
2
(
~A2µ ~A2ν −
(
~Aµ · ~Aν
)2)]
. (80)
Notice that the second term in the right-hand side of (79) has been
replaced by two independent term in (80) containing the new param-
eter m2; as a matter of fact this new parameter compensates the loss
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of v. Owing to gauge invariance that makes equivalent all the choices
of v with the same norm, v is equivalent to a single parameter.
To study the particle content of these theories we select the two-
point vertex generators. In the inhomogeneous case we choose a par-
ticular v according:
v =


0
F/
√
2

 , (81)
with F real and positive. Introducing the symbol ~ϕ for (ϕ1, ϕ2, ϕ3)
we get:
Γ2 =
∫
d4x
[
1
2
(
~Aµ(gµν∂2 − ∂µ∂ν) · ~Aν
)
+
F
2
g
(
~Aµ∂µ · ~ϕ
)
+
(∂ϕ)2
2
+
F 2g2A2
8
+
(∂ϕ4)
2
2
− λF 2ϕ24
]
,(82)
that can be simplified by the substitution:
~A+ 2
gF
∂~ϕ→ ~A , (83)
leading to:
Γ2 =
∫
d4x
[
−1
2
(
~Aµ(g
µν∂2 − ∂µ∂ν) · ~Aν
)
+
.
F 2g2A2
8
+
(∂ϕ4)
2
2
− λF 2ϕ24
]
. (84)
In the homogeneous case we have directly:
Γ2 =
∫
d4x
1
2
[
−
(
~Aµ(gµν∂2 − ∂µ∂ν) · ~Aν
)
+ (∂~ϕ)2 + (∂ϕ4)
2 −m2(~ϕ2 + ϕ24)
]
.
(85)
To both functionals we add the auxiliary (25) term introducing for
simplicity the Landau gauge choice: ξ → ∞ that corresponds to the
constraint:
∂µ ~Aµ = 0 . (86)
It is clear that (84) describes a free isovector-vector field with mass
m =
√
2λF and a neutral scalar field with mass M = gF2 . Indeed the
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vector field is quantized by a decomposition strictly analogous to that
in (17) with the choice (19) of the polarization vectors.
In the homogeneous case we introduce the decomposition:
~Aµ(x) = 1
(2π)3/2
∑
λ
∫
d3p√
2p
(
ǫµλ,~p
~Aλ~pe−ipx + hermitian conjugate
)
,
(87)
where ǫµλ,~p give a four-vector basis orthogonal to pµ, that is:
ǫµ3,~p =
pµ
p0
ǫµi,~p i=1,2


(ǫi, ǫj) = −δij
(ǫi, p) = (ǫi, p¯) = 0
(88)
where p¯ is the image of p after a parity reflection. The two polarization
vectors ǫi for i = 1, 2 correspond to isovector states with helicity λ =
±1. On the contrary ǫ3 does not correspond to any dynamical degree
of freedom, indeed, owing to gauge invariance, the corresponding term
of the vector field does not contribute to the action. Thus the third
polarisation corresponds to the freedom of redefining the vector field
by a gauge transformation. Notice that in the massless case gauge
invariance is needed to guarantee the decoupling of the states with
this polarization. Furthermore the functional (85) describes four real
scalar fields with mass m.
Therefore, comparing the helicity states of the two theories, we
find two isovector states with non-vanishing helicities in both cases.
They are however massless in the homogeneous case and massive in
the inhomogeneous one. There are furthermore four massive, helicity
zero, states in both theories.
Notice that, from the point of view of symmetry, both theories
have gauge invariant quantum actions, however in the inhomogeneous
case the vacuum state, that corresponds to the vanishing field con-
figuration, is not gauge invariant. In this situation one speaks of
”spontaneous symmetry breakdown”. In conclusion, the spontaneous
breakdown of gauge invariance has made the vector field massive thus
transferring an isotriplet of helicity zero states from the scalar to the
vector fields. This is the ”Higgs mechanism”.
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It is quite clear from the above construction that, if the gauge
symmetry remains unbroken, the vector fields are massless.
To conclude our analysis of an effective vector field, let us notice
that the use we have made of an effective theory in the massless case
is questionable; indeed as we have said above, the use of an effective
approximation to describe the vertex functional is justified by analyt-
icity arguments at vanishing momenta that do not hold in the massless
case. Indeed in this case one has to take into account the singularities
corresponding to the intermediate states of massless particles. In the
confined theory it is believed that these ”infrared” singularities wash
out the vector asymptotic states.
4 The functional integral construction
The functional integral construction of field theories is based on the
identification of suitable measures in the functional space of fields
analogous to the heuristic form (9). At first sight the choice of this
measure should be completely determined on the basis of equation
(16) that implies that the classical action is identified with the classi-
cal approximation to the vertex functional; therefore the quantization
criterion should be the gauge invariance of S. However this possibility
is frustrated by the fact that if the measure is gauge invariant the cor-
responding Feynman integral does not exist. In perturbation theory
this is due to the lack of uniqueness of the propagator. Considering
as reference example a SU(2) pure Yang-Mills theory, whose action
corresponds to (84) deprived of the scalars, we have the Lagrangian
density:
L = −1
4
~Gµν ~G
µν , (89)
and the propagator should be defined by the equation:
(gµρ∂2 − ∂µ∂ρ)∆ρν(x) = −δµν δ(x) , (90)
it is however not unique, since for any function F (x): (gµρ∂2−∂µ∂ρ)∂ρF (x) =
0.
It is perhaps worth reminding here that the functional integral
construction of Z is based on the so-called Wick rotation. The the-
ory is transformed to imaginary time; correspondingly the measure
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e
i
h¯
S turns into e−
Se
h¯ , where Se is bounded from below and it is Eu-
clidean rather than Lorentz invariant. In this Euclidean formulation
the Feynman integral can be defined if Se increases rapidly enough
in all the directions of the field functional space. The identification
of the measure should lead to a well defined functional generator of
the Euclidean Green functions that turn out to be the analytic con-
tinuation of the physical (Minkowskian) ones. Therefore, in reality,
when one speaks of the Feynman functional integral, one has in mind
the generator of the Euclidean theory. From the perturbative point
of view the whole procedure of Wick rotation combined with analytic
continuation is in a sense trivial since the Feynman amplitudes are
explicit analytic functions of the momenta.
Coming back to our theory, that we convert into its Euclidean
version, gauge invariance makes the measure constant along the paths
in the field functional space spanned by the transformations (62) that
are called ”orbit” of a given configuration. The lack of convergence in
the orbit directions makes the functional integral ill-defined.
One could suggest here to provide the wanted convergence intro-
ducing into S the ξ term (25) corresponding in perturbation theory
to a particular choice of the propagator, that is:
∆µν =
1
(2π)4
∫
dk
eıkx
k2 + ı0+
(gµν +
(
ξ−1 − 1
) kµkν
k2
) . (91)
As a matter of fact, this is only correct in the abelian case (QED). In
the general case the introduction of a ξ term is allowed into Γ since,
as we have shown above, the S matrix remains ξ-independent. How-
ever this argument cannot be automatically extended to the case in
which one inserts the ξ term into the action S. Indeed the proof of
the ξ-independence depends crucially on the Legendre transformation
connecting Zc to Γ. This Legendre transformation can be interpreted
as a development in Feynman tree diagrams, that is in diagrams with-
out loops. On the contrary Zc is related to S by a complete develop-
ment into Feynman diagrams among which those with loops violate
the ξ-independence.
The correct version of the ξ term has been discovered by Faddeev
and Popov [10]. We are now going to describe their result; however,
instead of the ξ term, we shall discuss the introduction of the term∫
d4x~λ∂µ ~Aµ , (92)
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that corresponds to it in the limit: ξ →∞. In (92) there appears the
auxiliary isovector-scalar field ~λ that is called the Lautrup-Nakanishi
field. Considering the variation of this term under an infinitesimal
gauge transformation we get:∫
d4xλ∂2Λ , (93)
in the abelian case, where we have forgotten the arrows, and:∫
d4x~λ
[
∂2~Λ− g
√
2∂µ( ~Aµ ∧ ~Λ)
]
≡
∫
d4x~λ∂D~Λ , (94)
in the non-abelian one.
Let us for a moment interpret the gauge parameter Λ as a field
component. We see from (93) that in the abelian case it is a free field
conjugate to λ and hence it is not involved into the dynamics. On
the contrary, in the non-abelian case (94), Λ is coupled to the gauge
field; therefore the introduction of the new term (92) modifies the
dynamics in a substantial way thus violating the decoupling theorem
(the ξ →∞ limit of the ξ independence).
Naively we can say that Faddeev-Popov have cured this sickness
compensating the two fake degrees of freedom (~λ and ~Λ) by the intro-
duction of their compensating antiquantized images.
In the case of ordinary integrals one can understand this compen-
sation in the following way: consider a (finite) system of Grassmann
(anticommuting) variables ζi and ζ¯j:

ζiζ¯j + ζ¯jζi = 0
ζiζj + ζjζi = 0
ζ¯iζ¯j + ζ¯j ζ¯i = 0
(95)
and notice that a generic function of then is linear in each variable,
that is, concerning e.g. ζk, a generic function can be written in the
form:
F (ζ, ζ¯) = Ak(ζ, ζ¯) + ζkBk(ζ, ζ¯) . (96)
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We define the partial derivative:
∂ζkF (ζ, ζ¯) ≡ Bk(ζ, ζ¯) . (97)
∂ζ¯i is defined analogously. It is clear that:
∂ζiζj + ζj∂ζi = δij ,
∂ζi ζ¯j + ζ¯j∂ζi = 0 , (98)
The set of these partial derivatives generates a new Grassmann algebra
analogous and conjugate to (95). Owing to the fact that ∂ζkF is
independent of ζk it is possible, and perhaps natural, to define the
Berezin integral:∫
dζkF (ζ, ζ¯) ≡
√
π
−1 ∂
∂ζk
F (ζ, ζ¯) =
√
π
−1
Bk(ζ, ζ¯) . (99)
Now, given a generic matrix M we can compute the Berezin integral:∫
dζdζ¯eζ¯iMijζj ≡
∫
dζ1 . . . dζndζ¯n . . . dζ¯1e
ζ¯iMijζj
=
∫
dζ1 . . . dζndζ¯n . . . dζ¯1
(ζ¯Mζ)n
n!
=
detM
πn
. (100)
IfM is positive (it is diagonalizable with positive eigenvalues) we have
also: ∫ ∏
i
dzidz¯ie
−z¯iMijzj =
πn
detM
, (101)
therefore, combining (100) and (101) we have:
∫ n∏
i=1
dzidz¯je
−z¯lMlmzm ·
∫ n∏
j=1
dζjdζ¯je
−ζ¯kMknζn = 1 . (102)
This equation is naturally extended to the functional integrals: con-
sidering in particular the bosonic field (ordinary functional variables)
~λ and ~Λ and the corresponding fermionic images (Grassmannian func-
tional variables) ~¯ω and ~ω one has:∫ ∏
x
d~λ(x)d~Λ(x)d~ω(x)d~¯ω(x)e
∫
dx[λ∂µDµΛ+ıω¯∂µDµω] = 1 . (103)
We have assumed that the operator ∂D be negative definite. As a mat-
ter of fact Gribov [7] has shown that this is not true for all choices of
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vector fields; it is certainly true for small fields and hence our formula
is correct at least in perturbation theory.
The Faddeev-Popov trick consists in the choice of the action:
Se =
∫
d4x
[
1
4
~Gµν · ~Gµν − i~λ · ∂µ ~Aµ − ~¯ω · ∂µDµ~ω
]
, (104)
and hence in that of the Green functional:
Z =
∫
dµC e
i
∫
dx[~λ·∂µ ~Aµ−i~¯ω·∂µDµ~ω]ei
∫
dx[~jµ· ~Aµ+ ~J·~λ+~η·~ω+~¯η·~¯ω] , (105)
where we have defined the functional measure:
dµC ≡ N
∏
x
d~λ(x)d ~A(x)d~ω(x)d~¯ω(x)e
∫
dx[− 14 ~Gµν · ~G
µν] . (106)
According to (103) the introduction of two antiquantized isovector
fields ~¯ω and ~ω exactly compensates in the functional integral the con-
tribution of the gauge degrees of freedom of the vector fields and of
the Nakanishi-Lautrup field. In a more conventional language one says
that the contributions to the transition probabilities of the states of
pairs ~¯ω-~ω, that have negative norm, exactly compensate those of pairs
of fake particles corresponding to ~λ and ~Λ.
From a mathematical point of view this consists in the insertion
into the functional measure of an invariant δ function implementing
the gauge condition ∂ ~A = 0 [11].
5 Symmetry properties of the Green
functional
In order the Faddeev-Popov trick to work correctly it is crucial that
the third term in the action (104) correspond exactly to the gauge
variation of the second one. To control this correspondence is a dif-
ficult task since the action has to be modified by the regularization
and renormalization procedure that we do not discuss in these lec-
tures. It is therefore essential to have a renormalization criterion that
guarantees the persistence of the above correspondence. This crite-
rion is identified with the invariance condition of the action under a
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non-linear system of transformations (BRST) [12] that, for the above
action, are written:
~Aµ → ~Aµ − εDµ~ω ≡ ~Aµ − εs ~Aµ
~¯ω → ~¯ω − iε~λ ≡ ~¯ω − εs~¯ω
~ω → ~ω − g ε√
2
~ω ∧ ~ω ≡ ~ω − εs~ω , (107)
where ε is a Grassmannian parameter. It is easy to verify that the s
operator defined in (107) together with the further condition: s~λ = 0
is nilpotent:
s2 ≡ 0 . (108)
Indeed, for example:
s~ω ∝ s(~ω ∧ ~ω) ∝ (~ω ∧ ~ω) ∧ ~ω = 0 , (109)
The invariance of the action is verified considering that the s operator
acts on the vector field in much the same way as an infinitesimal gauge
transformation and hence:
s ~Gµν · ~Gµν = 0 . (110)
Furthermore we have:
s~λ · ∂µ ~Aµ = ε~λ · ∂µDµ~ω , (111)
and on account of the nilpotency of s:
s~¯ω · ∂µDµ~ω = −iε~λ · ∂µDµ~ω . (112)
One has to keep in mind that nilpotency is an essential condition to
extend BRST symmetry at the renormalized level.
In terms of the s operator the Faddeev-Popov insertion (the second
and third terms in (104)) is written s
∫
d4x
(
~¯ω · ∂ ~A
)
. The invariance
of this expression is an obvious consequence of the nipotency of s.
The Faddeev-Popov insertion can be generalized reintroducing the ξ
parameter according:
s
∫
d4x~¯ω ·
(
∂ ~A+ i
2ξ
~λ
)
. (113)
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Indeed the introduction of the new term corresponds to the substitu-
tion:
Se → Se + 1
2ξ
∫
d4x λ2 . (114)
Separating a quadratic term in ~λ + iξ∂ ~A, this action corresponds to
the Lagrangian density:
L = 1
4
~Gµν ~G
µν +
ξ
2
∂ ~A · ∂ ~A− ∂µ~¯ωDµ~ω . (115)
Let us assume that the functional measure (106) be s-invariant; this,
of course, depends on the regularization-renormalization procedure.
Given any integrable functional Ξ one has the Slavnov-Taylor identity
[13]: ∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
sΞ = 0 , (116)
indeed:∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
sΞ =
∫
dµCs
[
e
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
Ξ
]
= 0 ,
(117)
the last identity following from the invariance of the measure.
The meaning of this identity is the vanishing of all the correlators
between s-invariant operators and elements of the image of s, that
appear above as sΞ. Indeed, if sΣ = 0, one has:∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
ΣsΞ =
∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
s (ΣΞ) = 0 .
(118)
Now it is not difficult to understand how BRST symmetry is related
to ξ-independence. The observables of gauge theories correspond to
gauge and hence s invariant operators; that is: if the operator Ω is
observable and hence physically meaningful, then: sΩ = 0. As a
matter of fact s-invariance, modulo the image of s, gives a generalized
definition of observables in gauge theories.
Using (116) we can prove the ξ-independence of the vacuum ex-
pectation value of Ω. Indeed computing the ξ-derivative:
∂ξ
∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
Ω
=
i
2ξ2
∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
Ωs
∫
d4x~¯ω · ~λ
=
i
2ξ2
∫
dµCe
−s
∫
d4x ~¯ω·
(
∂ ~A+ i
2ξ
~λ
)
s
(
Ω
∫
d4x~¯ω · ~λ
)
= 0 .(119)
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The last identity following from the Slavnov-Taylor identity.
This result generalizes that of the ξ-independence of the S matrix
since, modulo infrared effects, the sources of the asymptotic field of
the vector and matter particles, that we have written in the form:
Kφin, are observable operators. Using the Slavnov-Taylor identity it
is also possible to give a direct proof of the S-matrix unitarity [11].
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