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Over the past few years, deep convolutional neural network (DCNN) based ap-
proaches have been immensely successful in tackling a diverse range of object recog-
nition problems. Popular DCNN architectures like deep residual networks (ResNets)
are highly generic, not just for classification, but also for high level tasks like detec-
tion/tracking which rely on classification DCNNs as their backbone. The generality
of DCNNs however doesn’t extend to image-to-image(Im2Im) regression tasks (eg:
super-resolution, denoising, rgb-to-depth, relighting, etc). For such tasks, DCNNs
are often highly task-specific and require specific ancillary post-processing methods.
The major issue plaguing the design of generic architectures for such tasks is the
tradeoff between context/locality given a fixed computation/memory budget.
We first present a generic DCNN architecture for Im2Im regression that can be
trained end-to-end without any further machinery. Our proposed architecture, the
Recursively Branched Deconvolutional Network (RBDN), which features a cheap
early multi-context image representation, an efficient recursive branching scheme
with extensive parameter sharing and learnable upsampling. We provide qualita-
tive/quantitative results on 3 diverse tasks: relighting, denoising and colorization
and show that our proposed RBDN architecture obtains comparable results to the
state-of-the-art on each of these tasks when used off-the-shelf without any post
processing or task-specific architectural modifications.
Second, we focus on gradient flow and optimization in ResNets. In particu-
lar, we theoretically analyze why pre-activation(v2) ResNets outperform the orig-
inal ResNets(v1) on CIFAR datasets but not on ImageNet. Our analysis reveals
that although v1-ResNets lack ensembling properties, they can have a higher effec-
tive depth in comparison to v2-ResNes. Subsequently, we show that downsampling
projections (while only few in number) have a significantly detrimental effect on
performance. We show that by simply replacing downsampling-projections with
identity-like dense-reshape shortcuts, the classification results of standard residual
architectures like ResNets, ResNeXts and SE-Nets improve by up to 1.2% on Ima-
geNet, without any increase in computational complexity (FLOPs).
Finally, we present a robust non-parametric probabilistic ensemble method
for multi-classification, which outperforms the state-of-the-art ensemble methods
on several machine learning and computer vision datasets for object recognition
with statistically significant improvements. The approach is particularly geared
towards multi-classification problems with very low training data and/or a fairly high
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Chapter 1: Introduction
Given any image/video, it is often trivial for even small children to develop a
basic understanding of the underlying scene. Humans have a potentially limitless
capacity for remembering and identifying objects, which often makes recognition
tasks seem fairly easy. Furthermore, humans also use context in a very natural way
to develop complex relationships between various objects in a scene. For a machine
however, such tasks are far from a trivial proposition. While we humans can perform
these tasks at ease, we have yet to provide a thorough comprehensive description of
precisely how we do them, despite decades of research in neurosciences. Any machine
needed to automate even the most basic of tasks unfortunately doesn’t have intuition
or common sense at its disposal, and requires a precise set of instructions to either
(a) directly perform the task or (b) learn from training data to develop a potentially
complex set of instructions for performing the task.
Fully automated scene understanding has always been and is still considered
the holy-grail of computer vision. While the problem remains unsolved at large,
there has nevertheless been tremendous progress over the past few decades. A bulk
of the progress has infact come over the last few years via deep learning approaches
which have been made possible with major breakthroughs in hardware and compute
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capabilities. Broadly speaking, deep learning relies on massive cascades of modular
building blocks, each comprising of several basic compute units refered to as neu-
rons (which are biologically inspired). A major reason for its widespread success is
not just its extremely high modeling capacity, but the ability to learn end-to-end
models for solving tasks. Deep Convolutional Neural Networks (DCNNs) in par-
ticular directly operate on the input image/video and learn to produce the desired
output without relying on hand-crafted features or multi-step pipelines which are
often ad-hoc/suboptimal.
1.1 The Importance of Image Classification
Ever since the advent of computer vision, the approach to solving complex
high-level tasks has always been to break them heirarchically into progressively
simpler low-level vision tasks. This approach works well since high level tasks are
almost always strongly dependent on the output of one or more low-level tasks and
can often be described as a repeated application of a low-level task. Figure 1.1
illustrates this for an example of traffic-jam analysis from video-footage. For ana-
lyzing such a video, the ability to track specific vehicles across video frames is often
a pre-requisite. Tracking vehicles on the other hand requires the ability to reliably
detect vehicles in individual frames. Finally, detecting vehicles involves applying a
vehicle-classifier on various image-patches at various scales followed by non-maximal
suppression. So, the vehicle classification task lies at the heart of this problem and
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Figure 1.1: Illustrating Levels of Abstraction: Complex high-level problems in com-
puter vision can often be hierarchically broken down into simpler low-level problems.
While this example might seem like a very specific case, a large number of
high-level vision problems involve object classification in some stage or another. Im-
provements to the underlying classifier almost always translate to an improvement
in the high-level task. For DCNNs in particular, historical improvements in Ima-
geNet [6] classification, such as AlexNet [7]→ VGG [8]→ ResNet [1]→ ResNeXt [9]
have seen correspondingly major gains in object detection on Pascal-VOC [10] and
MS-COCO [11].
DCNN classifiers pretrained on ImageNet can simply be finetuned to run as a
detector with minimal modifications, by virtue of their stacked convolutional struc-
ture. While a DCNN classifier typically operates on a fixed-size input like 224×224
and provides a single classification score, the same classifier when applied on an
arbitrary H ×W sized image can be made to instead output a dense H ×W grid of
3
classification scores by processing every overlapping 224× 224 patch in the image.
1.2 Im2Im: Vision Tasks which do not rely on Image Classification
There are a wide class of vision tasks which however do not necessarily rely
on image classification. A prominent class of such tasks is Image-to-Image(Im2Im)
regression tasks, which take an image as input and produce another image as output.
This involves tasks such as denoising, deblurring, jpeg-deblocking, super-resolution,







Figure 1.2: Not all vision tasks are dependent on image classification, most notably
Im2Im regression tasks.
1.3 Limitations of DCNNs
DCNNs perform exceptionally well when ample training data is available. In
cases where training data is scarce, DCNNs pretrained on ImageNet could still
be used to finetune on the new data, as long as the new data has a reasonable
domain overlap with one or more objects in ImageNet. However, in cases where
both the data is scarce and the domain is significantly different from any other large
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available dataset, DCNNs lose their efficacy. If the data additionally has outliers,
the performance is furthur worsened. Medical data in particular often has these
issues: data scarcity, domain divergence and potential outliers. Another limitation
of DCNNs is their high computation and memory budget, often requiring expensive
GPUs to run the networks.
1.4 Goals and Organization
In this thesis, we present novel approaches based on low-level vision, machine-
learning and optimization theory, that can be used off-the-shelf to improve and
augment a wide range of pre-existing object recognition pipelines. The thesis is
organized as follows:
In chapter 2, we present a robust non-parametric probabilistic ensemble method
for multi-classification, which outperforms the state-of-the-art ensemble methods on
several machine learning and computer vision datasets for object recognition with
statistically significant improvements. The approach is particularly geared towards
multi-classification problems with very low training data and/or a fairly high propor-
tion of outliers, for which training end-to-end DCNNs is not beneficial as described
in 1.3.
In chapter 3, we focus our attention on image-to-image regression tasks. While
generic DCNN classification architectures such as VGG [8],ResNet [1], etc.are highly
generic and can be used for any classification task, there are currently no generic
DCNN architectures for image-to-image regression. In particular, existing DCNNs
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for Im2Im regression are often highly task-specific and require specific ancillary post-
processing methods like CRFs. To that end, we present a generic DCNN for Im2Im
regression which overcomes the limitations of its predecessors and can be used off-
the-shelf to train arbitrary supervised Im2Im regression problems. Our network
gives excellent results on a wide range of Im2Im regression tasks such as denoising,
relighting and colorization. For denoising in particular, we obtain state-of-the-art
results using a single model for blind-denoising which even beats noise-level specific
competitor approaches at high noise levels by ∼1db.
In chapter 4, we focus on optimization and gradient flow in deep residual
networks and compare/contrast its two proposed variants [1, 2]. Pre-activation
ResNets [2] consistently outperform the original post-activation ResNets [1] on the
CIFAR10/100 classification benchmark. However, these results surprisingly don’t
carry over to the standard ImageNet benchmark. We first theoretically analyze
this incongruity in terms of how the 2 variants differ in handling the propagation
of gradients. While identity shortcuts are critical in both variants for improving
optimization and performance, we show that post-activation variants enable early
layers to receive a diverse dynamic composition of gradients from effectively deeper
paths in comparison to pre-activation variants, enabling the network to make max-
imal use of its representational capacity. Secondly, we show that downsampling
projections (while only few in number) have a significantly detrimental effect on
performance. We show that by simply replacing downsampling-projections with
identity-like dense-reshape shortcuts, the classification results of standard residual
architectures like ResNets [1], ResNeXts [9] and SE-Nets [12] improve by up to 1.2%
6
on ImageNet, without any increase in computational complexity (FLOPs).
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Chapter 2: KDEMRP: A Robust Non-Parametric Ensemble Method
2.1 Overview
In this chapter, we focus on a generic approach for solving multi-classification
problems using ensemble methods. This approach involves dividing the multi-classification
problem into a set of binary classification problems and using an ensemble method
to combine the binary classifier scores into a multi-classification output. Binary
classifiers are often easier to build, faster to train/test and have much simpler de-
cision boundaries when compared to dedicated multi-class classifiers. Moreover, for
complex multi-class problems with a large number of classes and/or high feature
dimensionality, it is often practically more viable to divide the multi-classification
problem into several smaller easy-to-solve binary classification problems.
Several binary decomposition strategies exist for the multi-class problem, with
the most popular ones being the one-vs-all (OVA [13]) and one-vs-one (OVO [14])
schemes. In OVA, a binary classifier is trained for each class, designed to distinguish
it from the remaining classes. OVO on the other hand, trains a binary classifier to
distinguish between every pair of classes. Yet another decomposition strategy, that
can be viewed as a generalization of OVO and OVA, is the error-correcting-output-
code (ECOC [15]) framework, in which each class is assigned a unique fixed length
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binary codeword, after which a binary classifier for each bit position is trained, based
on the codewords for all the classes. Minimal design ECOCs offering competitive
performance have also been proposed [16], for which the number of binary classifiers
required is sub-linear in the number of classes.
Rifkin and Klautau argued that OVA can match OVO performance, provided
the binary classifiers are well tuned [17]. Their analysis is however restricted to
regularized classifiers such as SVMs, and is not applicable for generic binary clas-
sifiers. The OVO scheme typically provides better results than the OVA or ECOC
scheme [18, 19]. OVO is also more robust over various choices of binary classifiers
and provides better scalability with a relative performance boost over OVA as the
number of classes increases [20]. OVO is also surprisingly faster to train than OVA
(and sometimes even ECOC ), despite training more binary classifiers. This is be-
cause each OVO binary classifier is trained only on samples from a specific pair of
classes, whereas each binary classifier in OVA or ECOC is trained using samples
from all classes. Furthermore, when parallel computing is available, all OVO pair-
wise classifiers can be trained in a massively parallel fashion, even for a very high
number of classes.
After a binary decomposition of the multi-classification problem, the resulting
binary classifier scores are aggregated to yield a final multi-classification output by
strategies that are referred to as ensemble methods [21]. Our contribution is a new
OVO ensemble method using KDE over PCA projections of binary classifier scores
that is robust, yields probabilistic multi-class outputs and outperforms the most
commonly used alternatives VOTE/NEST.
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The rest of the chapter is organized as follows : Section 2.2 details related work
in OVO ensemble methods. Section 2.3 introduces notations, formalizes the notion of
an ensemble method and describes our proposed approach. Section 2.4 is dedicated
to Kernel Density Estimation(KDE), along with a PCA projection based approxi-
mation to multi-variate KDE which we use to obtain our probabilistic multi-class
decisions. Sections 2.5, 2.6 describe the experiments to test our approach against
the state-of-the-art and contain a discussion of the results. Finally, we conclude in
section 2.7 with a summary of our proposed approach, its novel contributions and
potential future improvements.
2.2 Related Work
The most common OVO ensemble method is the näıve voting scheme (VOTE [22]),
where all pairwise binary classifiers vote for the class of an unseen sample. The class
with the highest number of votes is chosen as the predicted class. An improvement
to VOTE is the nesting one-vs-one scheme (NEST [23]), which augments VOTE
with a recursive tie-breaking scheme for instances where there are ties for the class
with the highest vote. Several other ensemble methods have been proposed for OVO
schemes, such as weighted voting (WV [24]), Pairwise Coupling (PC [25,26]), deci-
sion directed acyclic graph (DDAG [27]), learning valued preference for classification
(LVPC [28]), preference relations solved by non-dominance criterion (ND [29]) and
binary tree of classifiers (BTC [30]).
An excellent overview and a detailed experimental study, of these OVO en-
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semble methods for various choices of binary classifiers is provided in [20]. Their
results indicate that there is no “one method which performs best for all binary
classifiers.” The methods which perform consistently well, regardless of the choice
of binary classifiers, are in fact the ones that are the simplest to explain: VOTE
and NEST. Most of the popular machine learning software libraries used extensively
by researchers, such as LibSVM, use VOTE as their ensemble method.
2.2.1 Limitations of VOTE, NEST
For a multi-classification problem with K classes, the OVO scheme trains
K(K-1)/2 binary classifiers to distinguish between each pair of classes. For a test
sample belonging to a class A, there will be (K-1)(K-2)/2 classifiers that have
never seen any sample from class A. The predictions of any of these classifiers for
the sample becomes arguably questionable. This is a recurring issue for all OVO
ensemble methods, often referred to as the non-competence problem [31].
Considering the fact that both the VOTE and NEST methods disregard the
relative magnitudes of the classifier scores completely and focus only on the binary
predictions (votes), the vote given by a non-competent classifier is given the same
weight as the vote carried by a competent one, which may affect results negatively.
The success of the VOTE or NEST method, despite this limitation, is justified by
the inherent redundancy in the OVO framework, with the rationale that the (K-1)
competent classifier votes more than compensate for the apparently random votes
of the non-competent classifiers, which are usually not directed in favour of any one
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particular class.
However, there may be cases where this assumption is violated, especially for
samples that tend to be confused between a pair or small subset of classes. Such
samples tend to have several classes with a comparable (albeit low) vote count. The
votes of non-competent classifiers, in this case tend to have a stronger influence on
the final prediction.
In order to overcome this limitation, a mechanism needs to be devised to effi-
ciently utilize the information contained in the magnitudes of the scores. However,
the raw scores for different OVO classifiers are not calibrated, centered at different
thresholds, and have a potentially different scale and range. So, it would be unwise
to use raw score magnitudes in any multi-classification scheme. The most intuitive
way to make the scores of different OVO classifiers comparable is to convert them
to probabilities.
2.2.2 Addressing the Non-Competence Problem
A couple of approaches, DCS [32] and DRCW-OVO [33] have been recently
proposed which specifically aim to reduce the non-competence effect. Both these
techniques focus on removal(DCS) or reweighting(DRCW-OVO) of non-competent
classifiers and can in fact be used as a pre-processing step for any subsequent OVO
ensemble method (in place of weighted voting used in DCS and DRCW ).
In DCS(Dynamic Classifier Selection), 3K nearest neighbors in the training
data are first computed for each test sample based on the original feature space. An
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i-vs-j OVO classifier is flagged as non-competent (and removed) with respect to a
given test sample, if its 3K neighbors contain no samples from either of class i or
class j.
In DRCW-OVO (Distance-based Relative Competence Weighting), distances
(d1, ..., dK) are computed for each test sample, where di is the average distance
to the 5 nearest neighbors from class i training samples in the original feature
space. Subsequently, the score sij of each i-vs-j OVO classifier is reweighted as
s∗ij = sij ∗ d2j/(d2i + d2j). The rationale behind this transformation is that the scores
for the competent classifiers will be skewed more in favour of the true class whereas





j) being closer to 0.5).
2.2.3 Probability Estimates for Binary Classification
The sign of a binary classifier score represents the predicted class, while its
magnitude crudely encodes the confidence of the predicted decision. Several clas-
sifier specific methods that convert scores to probabilities exist. For max-margin
classifiers, such as Linear SVM, techniques such as Platt scaling convert scores to
probabilities by means of a sigmoidal function [34,35]. On the other hand, for classi-
fiers such as Näıve Bayes, Platt scaling performs poorly while isotonic regression [36]
gives better probability estimates [37]. It is also shown in [37], that neither Platt
scaling nor isotonic regression perform well for classifiers such as neural nets, bagged
trees, and logistic regression which already provide well calibrated scores.
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2.2.4 Probability Estimates for Multi-classification
Obtaining multi-class probability estimates is a much trickier proposition. For
the OVO scheme, we are required to estimate a probability for each class given
all the pairwise binary classifier scores. Previously proposed methods typically em-
ploy a two-step strategy: convert each binary classifier score to a probability rij,
and then combine rij’s to obtain the multi-class probabilities pi’s. The combina-
tion strategy is formulated as an optimization problem that attempts to bridge
the gap between ratios pi/pj and rij/rji, with the constraint that
∑
pi = 1. The
various methods mainly differ in how they formulate and solve this optimization
problem, with techniques such as the least-squares method with non-negativity con-
straints [38], pairwise coupling with minimized Kullback Leibler divergence [25] and
pairwise coupling with minimized log-loss [26].
The key limitation of these two-step approaches is that good quality estimates
rij’s are crucial to the success of the method. Estimation errors in rij’s get com-
pounded when estimating pi’s. Our proposed ensemble approach is non-parametric,
makes no classifier-specific assumptions and directly estimates multi-class probabil-
ities pi’s as joint densities over the pairwise classifier scores.
2.3 Ensemble Method Formalization
We begin by introducing notation and developing a formulation for a generic
OVO ensemble method. We represent the VOTE scheme within our ensemble for-
mulation in section 2.3.1. In section 2.3.2, we provide a high level overview of
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Figure 2.1: High level overview of the pipeline for our proposed KDEMRP OVO
ensemble method, for a 4 class toy example, in a top-down fashion. The first step
is the training of all the 6 pairwise OVO ensembles. Then for each class, PCA
is used on a selected set of scores of all the training data. Subsequently, KDE is
applied to estimate the various densities after which the final classification is done
via Max-Relative-Probability
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our proposed approach. In section 2.3.3, we introduce a partitioning over the set
of all pairwise classifier scores, which isolates the influence of competent and non-
competent classifiers for all classes. We make use of this partitioning by estimating
the density of each class under a different partition of scores.
For aK-class multi-classification problem, with classes indexed by I={1, . . . , K},
we are typically provided finite training data Tc={tck} ∀c∈I, where |Tc|=nc∈N and
the training samples tck∈Rd come from a potentially high d-dimensional feature
space. Let T =
⋃
c∈I Tc denote all the training data. Let D=K(K-1)/2 denote the
total number of pairs of classes.
Given a binary classifier f , the OVO scheme computes a family of D pairwise
classifier models F={fij}i,j∈Ii>j using the training data T . Each classifier model
fij : R
d → R is a mapping from the feature space to a scalar classifier score and can
be interpreted as a binary classifier f trained to discriminate between classes i and
j. Model fij classifies a test sample x∈Rd as class i if the score fij(x)≥0 and class
j otherwise.
The Cartesian product of all mappings within the family F ,

f∈F f induces a
conglomerate mapping M : Rd → RD, which maps any sample x∈Rd in the feature
space to a score vector s ∈ RD,
s = (s2,1, s3,1, s3,2, . . . , sK,1, . . . , sK,K−1),
where si,j=fij(x). For the sake of convenience, we additionally define s
j,i= − si,j
and si,i=0 ∀i, j∈I, which enables us to represent s as a K∗K skew-symmetric score
matrix S with elements si,j. From here on, we will use both representations s and
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S interchangeably to denote the D scores. Let M(Tc)={M(tck)}={sck}. Then
M(T ) represents the set of classifier scores of all the training data.
A non-probabilistic OVO ensemble method EM(T ) : RD → I, for a given set
of training data scores M(T ), takes as input the score vector s=M(x) of a test
sample x∈Rd and outputs the predicted multi-class decision c∈I. This definition
implies that the original multi-classification problem with training data T on Rd
is first transformed into an alternate multi-classification problem on RD, which is
then solved by the OVO ensemble method using training data M(T ).
A probabilistic OVO ensemble method EM(T ) : RD → [0, 1]K provides a K-
tuple of probability (confidence) estimates for the test sample respectively belonging
to each of the K classes:
EM(T )(s) = 〈p̂1(s), . . . , p̂K(s)〉 ,
where p̂c(s) is the estimated probability that the test sample belongs to class c,
based on its scores s.
Our goal is to design a probabilistic OVO ensemble method that uses M(T )
to obtain the multi-class probability estimates from the D scores, without making
any assumptions on the binary classifier f .
2.3.1 The VOTE scheme
VOTE has a rather simple representation in our non-probabilistic ensemble
formulation:








where sgn is the sign function. VOTE does not utilize M(T ) in any way and bases
its decision solely on the signs of scores s for the test sample. It is important to note
that, when given access to only the scores s (without access to M(T )), it is hard
to justify using anything other that VOTE without making strong assumptions on
the classifier f . The score magnitudes |si,j| for different i, j are across potentially
different scales and mutually incomparable when no apriori knowledge is available
regarding the distribution of the scores.
2.3.2 Proposed Approach: KDEMRP
We provide a high level overview of our proposed probabilistic ensemble method
here. With the availability of M(T ), we can obtain data-driven probability esti-
mates from the scores. Non-parametric density estimation techniques such as KDE
are an excellent choice for converting univariate scores to probabilities. However, for
multi-variate data, KDE is expensive and requires a lot of data, which is often not
available. We introduce a univariate approximation to multi-variate KDE based on
PCA projections in section 2.4.2, which we use to estimate our joint densities from
multi-variate scores in our proposed approach.
We start by using KDE on M(T ) to estimate densities ĝc(s), ĝc̃(s) ∀c∈I
from the scores, where ĝc(s) is the estimated density of class c samples (via KDE
on M(Tc)) and ĝc̃(s) is the estimated density of all samples not belonging to class
c (via KDE on M(T /Tc)).
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for which the decision rule c∗ = argmaxc r̂c(s) can be used to obtain the pre-
dicted multi-classification decision. Finally, the relative probabilities can be normal-





We call this KDE+ Max Relative Probability based approach KDEMRP from
here on. We describe the details behind the estimation of the joint densities ĝc(s), ĝc̃(s)
in section 2.4.3.
2.3.3 Partitioning the classifier score space RD
For a test sample with scores s, any row c of the score matrix S excluding the
diagonal element, has the followingK-1 components:
(
sc,1, . . . , sc,c−1, sc,c+1, . . . , sc,K
)
.
These are the scores for classifier models which discriminate c from each of the re-
maining K-1 classes. If the test sample is indeed from class c, it is precisely these
scores which correspond to the competent classifiers (mentioned in 2.2.1) , while
the remaining (K-1)(K-2)/2 scores come from non-competent classifiers which have
never seen any sample from class c.
We partition our space of classifier scores RD into K groups of RK-1 corre-
sponding to each of the K classes. For any class c, the components(
sc,1, . . . , sc,c−1, sc,c+1, . . . , sc,K
)
of the scores comprise its associated RK-1 space,
which we call the c-vs-all space.
To reduce the influence of non-competent classifiers, we estimate each density
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pair ĝc(s), ĝc̃(s) on its separate c-vs-all space.
2.4 Kernel Density Estimation
Kernel Density Estimation (KDE) is one of the oldest non-parametric density
estimation techniques (possibly preceded only by the histogram). We first describe
univariate KDE in section 2.4.1. In section 2.4.2, we describe the iterative univariate
approximation to multi-variate KDE over PCA space. In section 2.4.3, we describe
the estimation of the joint densities used in our proposed KDEMRP approach: ĝc(s),
ĝc̃(s) in detail.
2.4.1 Univariate KDE
For univariate density estimation, with n scalar training data points {x1, . . . , xn},
the KDE process involves the summation of a kernel function K (symmetric func-
tion which integrates to 1) centered at each of the n data points. The resulting











The smoothing parameter h is called the bandwidth, the choice of which is
critical in order to get a good density estimate. Significant research exists on de-
veloping better objective data-driven bandwidth selection methods for KDE ( [39]
provides an excellent survey). The Gaussian kernel K(x)=(2π)-1/2e-x2/2 is the most
widely studied and is usually the first choice in the absense of prior knowledge
about the potential distribution or modalities, which our data possesses. The most
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popular choice of bandwidth for the Gaussian kernel is given by Silverman’s rule
of thumb [40] : h ≈ 1.06σn−1/5, where σ, n are respectively the sample standard
deviation, size of the training data.
Although KDE is efficiently computable for univariate distributions, multi-
variate KDE is often shunned by researchers, since not only is there an increase in
the computational cost, but also the number of training points required to get a
reliable density estimate increases exponentially with data dimensionality.
2.4.2 KDE over PCA space
We use an approximation to the prohibitively expensive multi-variate KDE
that involves projecting the multi-variate data on to PCA spaces and independently
applying univariate KDE along each of the PCA projections. For PCA with l
factors, we approximate the joint density as




Since PCA directions are selected in the decreasing order of data-variance,
the approximation essentially assumes that the major sources of variation for the
data are independent. For our multi-classification task, we make this assumption
on selected groups of pairwise classifier scores, exploiting the work already done by
the pairwise binary classifiers in our OVO ensemble. These assumptions are not
classifier-specific, but rather rely on the overall good discriminatory ability of each
pairwise classifier.
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It is also worthwhile to note that even if we had the luxury of time to directly
do multi-variate KDE, we typically never have enough data to get reliable multi-
variate density estimates.
2.4.3 Estimation of joint densities
We finally describe the estimation of the joint densities ĝc(s), ĝc̃(s), which
appear in the expression for relative probabilities in our proposed KDEMRP ap-
proach.
We apply PCA on the components of M(T ) on the c-vs-all space, and call the
resulting space the c-vs-all PCA space, which we formalize by defining projections
Pc : RD → RK−1 ∀c∈I,
where Pc takes as input a score s and maps its components
(
sc,1, . . . , sc,c−1, sc,c+1, . . . , sc,K
)
to the c-vs-all PCA space Pc(s) = xc = (xc1, . . . , xcK−1). For any class c∈I, let
Pc (M(Tc)) denote the projections of the scores of class c training samples on to
the c-vs-all PCA space, and let Pc (M(T /Tc)) denote the projections of the scores
of all other training samples (excluding class c) on to the c-vs-all PCA space.
We estimate densities ĝc(s) ∀c∈I as









where ĝc(s) represents the estimated density of class c samples in the c-vs-all PCA
space. We estimate densities ĝc̃(s)










where ĝc̃(s) represents the estimated density of all samples not belonging to class c
in the c-vs-all PCA space.
2.5 Experiments on KEEL Multi-classification Datasets
We first focus on general multi-classification and compare our approach against
state-of-the-art OVO ensemble methods DCS and DRCW. Our experiments are car-
ried out on datasets from the KEEL repository [41], using a very similar experimen-
tal setup as in [33]. Subsequently, we perform statistical tests to see if significant
differences exist between approaches.
2.5.1 Datasets
We use 16 datasets from the KEEL repository for our experiments. The
datasets car, lymphography, nursery, dermatology, flare, led7digit have a mixture
of nominal and numerical attributes, while the rest have only numerical attributes.
Some of these datasets have a few classes with an extremely small number
of samples, making density estimation infeasible for those classes (Table 2.1 shows
the datasets used and the number of samples per class). In order to solve this
problem, we first isolate all classes with less then 40 samples in the training data.
Subsequently we remove all samples belonging to these classes from the training
data and also remove all the rows and columns corresponding to these classes from
the confidence matrix of each sample. Then, the KDEMRP densities are estimated
only to discriminate amongst the remainder of the classes. During test time, a
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Data-set #Ex. #Cl. C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11
Car 1728 4 1210 384 65 69
Lymphography 148 4 2 81 61 4
Vehicle 846 4 199 217 218 212
Cleveland 297 5 160 54 35 35 13
Nursery 1296 5 1 32 405 426 432
Shuttle 2175 5 1706 2 6 338 123
Dermatology 358 6 111 60 71 48 48 20
Flare 1066 6 331 239 211 147 95 43
Glass 214 7 70 76 17 0 13 9 29
Satimage 643 7 154 70 136 62 71 0 150
Segment 2310 7 330 330 330 330 330 330 330
Ecoli 336 8 143 77 2 2 35 20 5 52
Led7digit 500 10 45 37 51 57 52 52 47 57 53 49
Penbased 1100 10 115 114 114 106 114 106 105 115 105 106
Yeast 1484 10 244 429 463 44 51 163 35 30 20 5
Vowel 990 11 90 90 90 90 90 90 90 90 90 90 90
Table 2.1: Number of samples per class for the 16 KEEL datasets used in the
experiments.
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sample is first classified by DRCW. If the prediction belongs to one of the small
sample classes, then the DRCW prediction is retained. If not, then KDEMRP is
used instead to classify the sample.
3 additional datasets: zoo, pageblocks and autos were used in [33]. We decided
to drop those, since they contain too few samples in all classes for any reliable
density estimation. In particular, for each of these 3 datasets, the class with the
second highest number of samples had fewer than 40 training samples per class.
2.5.2 Base Classifier
We use PDFC (Positive Definite Fuzzy Classifier) as the base classifier, since
PDFC was shown in [33] to give the best average performance for these datasets
over other base classifiers such as C45, Ripper, kNN and SVM. We use the same
parameters for PDFC as in [33].
PDFC however only provides binary outputs (1/0) rather than a continuous
spectrum of scores which we prefer for good density estimation. We deal with this by
giving KDEMRP the DRCW-reweighted confidence matrix as input instead of the
original confidence matrix. As a consequence, we do not directly compare between
DRCW and KDEMRP, but instead see if KDEMRP applied on top of the DRCW
confidences can improve the results of DRCW alone. We denote the combination
(DRCW+KDEMRP) as KDEMRP† from here on.
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2.5.3 Experimental Framework
Apart from DRCW, we also use DCS and PC (Pairwise Coupling) for com-
parison(PC was shown [32] to give the best results for these datasets over other
methods like ND, WV and PE when PDFC was the base classifier).
For performance measures, we use the accuracy rate and Cohen’s kappa [42]
as in [33].
We then perform the non-parametric Friedman aligned-ranks test [43] like
in [33] followed by the Holm post-hoc test [44], separately for both measures accu-
racy and kappa. The Friedman aligned-ranks test first detects significant difference
among the approaches by ranking them based on the performance metric and picks
the best approach (lowest rank) which is referred to as the control algorithm. The
Holm post-hoc test then generates a p-value which indicates whether the control
algorithm is significantly better than the others.
Finally, we directly compare DRCW with KDEMRP† using the Wilcoxon
signed-ranks test [45].
2.5.4 Results
Table 2.2 shows the average 5-fold test accuracy and kappa values for PC,
DCS, DRCW and KDEMRP†. The best results for each dataset are stressed in
boldface. At a cursory glance, we can see that KDEMRP† does give the best results




Average Accuracy Average Kappa
PC DCS DRCW KDEMRP† PC DCS DRCW KDEMRP†
Car 99.77 99.88 99.42 99.77 0.9950 0.9975 0.9874 0.9950
Cleveland 53.92 55.93 56.61 56.93 0.2818 0.2888 0.3088 0.3129
Dermatology 84.66 93.85 91.90 89.39 0.8011 0.9219 0.8964 0.8638
Ecoli 84.07 83.78 84.68 84.68 0.7801 0.7751 0.7878 0.7886
Flare 73.64 73.92 73.69 73.88 0.6594 0.6628 0.6588 0.6620
Glass 68.72 70.12 70.12 73.32 0.5645 0.5797 0.5809 0.6250
Led7digit 62.17 62.60 65.42 64.67 0.5775 0.5822 0.6139 0.6082
Lymphography 83.19 83.19 83.19 83.19 0.6686 0.6686 0.6686 0.6686
Nursery 97.92 97.92 97.84 97.92 0.9695 0.9695 0.9683 0.9695
Penbased 98.19 98.10 98.10 98.19 0.9799 0.9789 0.9789 0.9799
Satimage 86.79 86.95 87.25 87.25 0.8364 0.8383 0.8422 0.8442
Segment 97.32 97.36 97.27 97.66 0.9687 0.9692 0.9682 0.9727
Shuttle 97.43 98.03 98.76 99.50 0.9281 0.9441 0.9652 0.9871
Vehicle 84.53 84.40 84.41 84.17 0.7936 0.7920 0.7920 0.7889
Vowel 98.28 98.08 98.59 98.79 0.9811 0.9789 0.9844 0.9867
Yeast 60.25 59.98 60.92 61.33 0.4798 0.4753 0.4888 0.4978
Average 83.18 84.01 84.26 84.42 0.7666 0.7764 0.7807 0.7844
Table 2.2: Average 5-fold accuracy and kappa in test for methods PC, DCS, DRCW
and KDEMRP† with PDFC as the base classifier over 16 KEEL datasets.
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Method All Methods DCS,DRCW vs KDEMRP† PC, DRCW vs KDEMRP† PC, DCS vs KDEMRP† PC, DCS vs DRCW
PC 45.34 (0.00040**) - 35.31 (0.00004**) 33.56 (0.00007**) 32.12 (0.00459**)
DCS 38.09 (0.01305**) 32.03 (0.00387**) - 26.81 (0.00569**) 24.34 (0.13958+)
DRCW 26.38 (0.34724) 24.78 (0.10201+) 23.94 (0.05033*) - 17.03
KDEMRP 20.19 16.68 14.25 13.12 -
Table 2.3: Friedman aligned-rank tests comparing PC, DCS, DRCW and KDEMRP†
with accuracy. A ‘+’ near the p-value means that there are statistical differences
with α = 0.15 (85% confidence), a ‘*’ with α = 0.10 (90% confidence) and a ‘**’
with α = 0.05 (95% confidence)
Method All Methods DCS,DRCW vs KDEMRP† PC, DRCW vs KDEMRP† PC, DCS vs KDEMRP† PC, DCS vs DRCW
PC 44.38 (0.00054**) - 35.31 (0.00004**) 32.75 (0.00010**) 31.22 (0.00639**)
DCS 39.47 (0.00540**) 31.90 (0.00449**) - 28.06 (0.00190**) 25.66 (0.06806*)
DRCW 26.44 (0.30742) 24.81 (0.10468+) 23.94 (0.05033*) - 16.62
KDEMRP† 19.72 16.78 14.25 12.69 -
Table 2.4: Friedman aligned-rank tests comparing PC, DCS, DRCW and KDEMRP†
with kappa. A ‘+’ near the p-value means that there are statistical differences with
α = 0.15 (85% confidence), a ‘*’ with α = 0.10 (90% confidence) and a ‘**’ with
α = 0.05 (95% confidence)
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However, in order to see if the performance improvement is statistically signif-
icant, we have to refer to tables 2.3 and 2.4, which showcase the Friedman aligned-
rank test results for accuracy and kappa respectively. In both these tables, the





combinations of the methods
as well as for all 4 methods at once. The key observations are as follows:
• KDEMRP† always gives a statistically significant inprovement with 95% con-
fidence over PC and DCS with respect to both accuracy and kappa.
• DRCW also gives a statistically significant improvement over PC with 95%
confidence for both metrics. However, it only gives an improvement over DCS
with 90% confidence for kappa and 85% confidence for accuracy.
• For both metrics, KDEMRP† gives an improvement with 90% confidence over
DRCW when PC, DRCW and KDEMRP† are separately compared.
• For both metrics, KDEMRP† gives an improvement with 85% confidence over
DRCW when PC, DCS and KDEMRP† are separately compared.
• KDEMRP† however does not give a statistically significant improvement over
DRCW when all 4 methods are compared.
Finally, table 2.5 shows the results of the Wilcoxon signed-rank tests for com-
parison between DRCW and KDEMRP†. From here, we can see that KDEMRP†
gives a statistically significant improvement over DRCW with 90% confidence for




KDEMRP† 99.5 (0.09799*) 90.0 (0.08322*)
Table 2.5: Wilcoxon signed-rank tests comparing DRCW and KDEMRP† for both
metrics accuracy and kappa. A ‘*’ near the p-value means that there are statistical
differences with α = 0.10 (90% confidence)
2.5.5 Discussion
KDEMRP† gives a statistically significant improvement in terms of both ac-
curacy and kappa over all 3 competitors PC, DCS and DRCW. The only high
p-value encountered was for DRCW when all 4 methods were simultaneously com-
pared. This highlights the instability of the p-value for Friedman aligned-rank tests
expecially when multiple competing methods are added to the pool used for rank-
ings. However, the Wilcoxon signed-rank test which directly compares DRCW and
KDEMRP† establishes a statistically significant improvement for KDEMRP† over
DRCW in terms of both accuracy and kappa.
It is worth mentioning that we also tried using SVM as the base classifier (both
the SVMPoly and SVMPuk variants with parameters as mentioned in [33].) For some
of these datasets (particularly the ones with nominal attributes), SVMPoly performed
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very poorly even as a binary classifier (In some cases, the SVM test performance
between a pair of classes yielded less than 50% accuracy). As a result there were
occasions where our approach actually worsened overall multi-classification perfor-
mance, since we compute density estimates from training data SVM confidences.
(Similar trends were observed with SVMPuk as well and it typically performed worse
than SVMPoly).
PDFC (Positive Definite Fuzzy Classifier) as used in [33] interestingly uses
SVMPoly internally with the exact same parameters. After SVMPoly is trained, a
Gaussian PDRF (Positive Definite Reference Function) is used to supply fuzzy rules
which transform the decision boundaries of each SVM. This transformation is key;
although the final PDFC outputs are binary, the overall transformation of decision
boundaries is highly non-linear with respect to the original SVM and significantly
improves binary classification performance.
It can be argued that the performance of kernel SVMs could be significantly
improved if the parameters used are optimized for each dataset by cross-validation
over training data. However, this would require a full grid search over the kernel and
loss parameters, and one would also have to do a nested cross-validation (since the
test protocol also involves cross-validation). Since this would be very computation-
ally expensive and our goal is not the comparison of binary classifiers, we skipped
this.
It is important to note that KDEMRP is not tied to any specific binary classi-
fier. KDEMRP can use a variety of underlying transformations: SVM, PLS, CDF,
DRCW or any other, as long as they produce soft decisions. Moreover, DRCW is
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fundamentally very different from KDEMRP when viewed as an ensemble method :
• The DRCW weight matrix (which is used to reweight confidences) is indepen-
dent of the base classifier and relies entirely on the configuration of samples
in the original feature space. In that sense, DRCW can potentially improve
results for binary classifiers which even misclassify a majority of test samples.
• The DRCW weight matrix can be decomposed into a pair of weights for each
OVO binary classifier. As a result, DRCW in conjunction with any other
binary classifier can be seen as yet another binary classifier which outputs
soft confidences. When viewed this way, the ensemble method for multi-
classification is actually WV (weighted voting), since this is how the final
multi-class output is obtained from the reweighted DRCW confidence matrix.
• Thus, when we compare KDEMRP† against DRCW with PDFC as the base
classifier, what we are actually comparing is KDEMRP against WV with
PDFC+DRCW as the base classifier.
Finally, we conclude this section by saying that “KDEMRP when combined
with DRCW is able to improve the usage of DRCW alone.”
2.6 Experiments on Computer Vision Datasets
We also test KDEMRP on 6 real-world computer vision datasets. We compare
our approach against the VOTE and NEST, which are the most commonly used
off-the shelf OVO ensemble methods. We use 2 base classifiers: Linear SVM and
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CDF. We use classification accuracy as our performance metric, and similar to the
previous section, we do the Friedman aligned-rank test followed by the Holm post-
hoc method separately for Linear SVM and CDF in order to judge the statistical
significance of our approach.
We did not pursue DCS or DRCW for these experiments since we found
it computationally intractable. Few of these datasets have very high dimensional
feature spaces (prohibitively expensive nearest neighbor searches) coupled with very
lengthy test protocols such as LOGO (Leave One Group Out).
2.6.1 Base Classifiers
We use 2 binary classifiers : Linear SVM and CDF for our OVO ensemble
experiments on the computer vision datasets. The Composite Discriminant Factor
Analysis (CDF) classifier, which we introduced in [46], was shown to outperform
Linear SVM in several challenging detection/ classification tasks. We briefly de-
scribe CDF below :
CDF is originally a dimensionality reduction technique, based on Partial Least
Squares (PLS). PLS based methods work in an iterative fashion, by finding the
direction of maximum covariance between the data and labels, deflating the data
with respect to that direction and then recomputing the next direction of maximum
covariance. This process is repeated until a desired number of PLS directions have
been obtained. The projection of the original data on to these PLS directions, serves
as a dimensionality reduction process, which retains components of the data that
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have maximum covariance with respect to the labels. The number of PLS factors
to be considered is usually determined by cross-validation if the subsequent task is
classification.
In CDF, a linear combination of PLS directions is computed and is referred to
as a composite. The original data is then deflated by the composite, PLS is applied
on the deflated data to find the second composite, and so on, until a desired number
of composites have been found. So, CDF can be viewed as a nested variant of PLS.
The composites can then be used the same way one would use the PLS directions.
The advantage this method offers over PLS is that fewer composites are required
to reliably represent the data is much less, leading to a much better dimensionality
reduction for the original data.
CDF can also be used as a binary classifier directly, with the projection direc-
tion being the linear combination of the composites (or simply the first composite).
Results in [46] show that a classifier based on the first composite itself provides
excellent detection and classification performance.
The default parameters of C = 1 are used for Linear SVM. For CDF, there
are no parameters to be specified. The number of PLS factors to be used in CDF
is automatically determined from the training data.
2.6.2 MIT67 Scene Recognition dataset
The MIT67 [47] dataset consists of 15620 images which span 67 categories of
indoor scenes. These scenes comprise of various types of shops, residences, offices,
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leisure places and public spaces. The Convolutional Neural Network (CNN) model
OverFeat [48] which is pre-trained on the ImageNet [49] ILSVRC 2013 dataset, is
used to compute 4096 dimensional CNN features for each image.
We used precomputed CNN features from [50] and the same test/train split
for evaluation as [47]. A subset of 5360 images (80 from each class) are used for
training and 1340 images (20 from each class) are used from testing.
2.6.3 UCF50 Action Recognition Dataset
The UCF50 [51] dataset consists of realistic videos taken from youtube, which
span 50 different action categories. For all categories, each video is represented by
a 14965 dimensional vector using action-bank [52] features. Each category contains
around 120-160 samples. The samples within each class are further sub-classified
into groups. For any class, each group corresponds to a unique youtube video, and all
the samples within that group are essentially small 2-5 second video clips extracted
from different temporal regions in the video. There are 25-30 groups per class, and
around 4-8 samples within each group.
We use Leave One Group Out (LOGO) cross-validation, as done in [53], to
report results. LOGO is similar to Leave One Out (LOO), with the only difference
being that a group of samples that are not independent (i.e.clips from the same
video) is left out for testing in every LOGO iteration, as opposed to just leaving a
single sample out in LOO. We perform 2 sets of experiments, one with all 50 classes,
and the other with only those 10 classes which were the most confused with respect
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to the reported baseline for this dataset [52].
2.6.3.1 Object Recognition Datasets
We also use 3 computer vision datasets (Birds, Butterflies, Robotics) to test
our proposed KDEMRP OVO ensemble approach.
Birds [54], Butterflies [55] are instance recognition datasets. The Birds
dataset contains 600 images of 6 different birds, while the Butterflies dataset con-
tains 618 images of 7 different butterflies. Both datasets have the same feature
representation (1000 HSV + 1000 dense SIFT + 680 Pyramidal HOG features =
2680 features per image).
The Robotics [56] dataset contains 31 object classes with only 783 samples
in total. Each sample is represented by 92 features (37 dslr + 55 webcam features).
Results for Birds, Butterflies and Robotics are reported via 5 fold cross-
validation, based on the splits provided along with the respective datasets.
2.6.4 Results
The results for all 6 computer vision datasets is summarized in table 2.6. Lin-
ear SVM outperforms CDF for Birds, Butterflies, while CDF outperforms Linear
SVM for UCF50 dataset. For the Robotics dataset, CDF outperforms Linear SVM
with VOTE/NEST ensembles, but Linear SVM outperforms CDF with KDEMRP
as the ensemble method. For the MIT67 dataset, although Linear SVM outperforms
CDF with VOTE/NEST ensembles, both classifiers give significantly improved yet
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Data-sets Linear SVM CDF
VOTE NEST KDEMRP VOTE NEST KDEMRP
MIT67 58.13 58.27 65.52 54.92 55.37 65.60
UCF50 (10 hardest classes) 66.89 66.92 68.95 66.99 67.22 69.14
UCF50 (50 classes) 61.48 61.61 63.55 62.70 62.84 64.64
Birds 55.22 55.78 57.56 54.32 54.54 52.56
Butterflies 61.58 61.89 62.08 59.47 59.36 61.07
Robotics 32.58 32.63 44.39 40.06 40.19 42.07
Table 2.6: Comparison of average classification accuracies for MIT67, UCF50, Birds,
Butterflies and Robotics datasets, for the proposed KDEMRP method with most
commonly used OVO ensemble methods VOTE, NEST ; for 2 binary classifiers Lin-
ear SVM and CDF. The best performing ensemble method for each binary classifier
is highlighted.
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roughly similar results with KDEMRP as the ensemble method. The important
thing to note from these trends, is that for both Linear SVM and CDF, the pro-
posed KDEMRP ensemble method outperforms the state-of-the-art ensemble meth-
ods VOTE, NEST for all datasets, except for the Birds dataset with CDF as the
binary classifier.
Method Linear SVM CDF
VOTE 15.57 (0.00097*) 14.29 (0.02496+)
NEST 13.43 (0.00447*) 12.71 (0.04293+)
KDEMRP 4 6
Table 2.7: Friedman aligned-rank tests comparing VOTE, NEST and KDEMRP
with accuracy. A ‘+’ near the p-value means that there are statistical differences
with α = 0.05 (95% confidence) and a ‘*’ with α = 0.005 (99.5% confidence)
Table 2.7 shows the results of the Friedman aligned-rank statistics test applied
separately for Linear SVM and CDF. The p-values show that KDEMRP gives
statistically significant improvements over VOTE and NEST with a confidence of
95% for CDF and 99.5% for Linear-SVM.
2.6.5 Discussion
Linear SVM, which is a max-margin classifier operates very differently from
CDF, which is a partial least squares (PLS) based classifier. A Linear SVM binary
classifier bases its decision boundary exclusively on a selected number of samples
known as support vectors. On the other hand, CDF considers all the training sam-
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ples, and determines its decision boundary based on a linear combination of PLS
directions, which are in turn based on maximizing covariance of the data with the
labels. The superior performance of our proposed method KDEMRP over VOTE
and NEST for both Linear SVM and CDF, indicates a good generalization ability of
our method over the choice of binary classifier. This is very important, since no one
binary classifier performs the best for all datasets, in practice. PLS based classifiers,
such as CDF, tend to outperform Linear SVM, when lots of quality training data is
available with minimal outliers [46]. However, when the data is either sparse, or is
known to have lots of potential outliers, max-margin based classifiers such as Linear
SVM are usually a safer bet.
One of the reasons for the good generalization of KDEMRP over different
classifiers is due to the underlying KDE process. The success of the method boils
down to getting good probability estimates from the ensemble of classifier scores
and KDE automatically adjusts itself to deal with the different scales, distortions
and range of scores for different classifiers.
It is also worth noting that although linear binary classifiers are used in the en-
sembles, the final multi-classification decision boundary induced by the KDEMRP
method could be highly non-linear. This is due to KDE inherently being capa-
ble of handling complex non-linear density estimates, which makes KDEMRP an
extremely high capacity classifier, capable of handling almost any shatter of the
training data. As a result, KDEMRP can even be used to solve multi-classification




We present a robust probabilistic OVO ensemble method KDEMRP that can
be used with any generic binary classifier to solve a multi-classification problem.
The novelty of this approach lies in the non-parametric estimation of multi-class
probabilities directly from all the pairwise binary classifier scores as a joint density.
The feasibility and success of the method is largely attributed to the univariate ap-
proximation to multi-variate KDE based on PCA projections. Multi-variate KDE
requires not only more computations, but also a significantly higher number of train-
ing samples to obtain reliable estimates, which most often makes its direct applica-
tion infeasible for data sets with small number of samples. Experimental results on
the KEEL datasets show that KDEMRP when combined with the state-of-the-art
DRCW method significantly improves results. Experimental results on the Com-
puter Vision datasets show that KDEMRP significantly statistically outperforms the
most commonly used ensemble methods VOTE, NEST for 2 very different binary
classifiers Linear SVM and CDF.
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Chapter 3: Generalized Deep Image to Image Regression
3.1 Overview
Over the last few years, generic deep convolutional neural network (DCNN)
architectures such as variants of VGG [8] and ResNet [1] have been immensely
successful in tackling a diverse range of classification problems and achieve state-
of-the-art performance on most benchmarks when used out of the box. The key
feature of these architectures is an extremely high model capacity along with a ro-
bustness to minor unwanted (e.g .translational/rotational/illumination) variations.
Given suitable training data, such models can be discriminatively trained in a re-
liable end-to-end fashion. However, since classification tasks only require a single
(potentially multi-variate) class label corresponding to the entire image, early ar-
chitectures focused solely on developing strong global image features.
Semantic Segmentation was one of the first applications to witness the exten-
sion of DCNNs to output dense pixel wise predictions [57–61]. These approaches
used either VGG or ResNet (without the fully connected layers) as their backbone
and introduced architectural changes such as skip layers [57], deconvolutional net-
works [58, 62], hypercolumns [61] or laplacian pyramids [60] to facilitate the reten-
tion/reconstruction of local input-output correspondences. While these approaches
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Figure 3.1: Proposed RBDN used for diverse Im2Im regression tasks: (from left to
right) Denoising, Relighting, Colorization.
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performed very well on segmentation benchmarks, they introduced a trade-off be-
tween locality and context. Since the task still remained one of classification (albeit
at a pixel level), the trade-off was skewed in favor of incorporating more context and
subsequently reconstructing local correspondences from global activations. This is
perhaps why some of these approaches had to rely on ancillary methods such as
Conditional Random Fields (CRFs) [58,59] to enhance the granularity of their pre-
dictions.
Image-to-Image (Im2Im) regression entails the generation of dense “contin-
uous” pixelwise predictions, where the locality-context trade-off is highly task-
dependent (typically skewed more in favor of locality). Several DCNN based ap-
proaches have been proposed for specific Im2Im regression tasks such as denoising,
relighting, colorization, etc.. These approaches typically involve highly task-specific
architectures coupled with fine-tuned ancillary post processing methods. However,
unlike classification DCNNs, no truly generic architecture for Im2Im regression has
yet been proposed which performs consistently well on a diverse range of tasks. It
is perhaps the task-dependent locality-context trade-off coupled with the habitual
trend of incorporating VGG/ResNet architectures for non-classification tasks, that
have impeded progress in this regard.
We propose a generic Im2Im DCNN architecture, RBDN, which eliminates
this trade-off and automatically learns how much locality/context is needed based
on the task at hand, through the early development of a cheaply computed rich
multi-scale image representation using recursive multi-scale branches, learnable up-
sampling and extensive parameter sharing.
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Figure 3.2: Architecture of proposed generic RBDN approach with 3 branches. The
various branches extract features at multiple scales. Learnable upsampling with
efficient parameter sharing is used to recursively upsample the activations for each
branch until it merges with the POOL1 output, leading to a cheap multi-context
representation of the input. This multi-context map is subjected to series of 9
convolutions which can supply ample non-linearity and automatically choose how
much context is needed based on the task at hand.
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3.2 Related Work
We first describe two recently proposed Im2Im DCNN approaches [3,63] which
also have a fairly generic architecture and compare the similarities and differences
with our proposed RBDN approach. We then describe some of the related work
specific to relighting, denoising and colorization.
3.2.1 Generic Im2Im Regression
Deep End-2-End Voxel-2-Voxel prediction [63] proposed a video-to-video re-
gressor for solving 3 tasks: semantic segmentation, optical flow and colorization.
Their architecture consists of a VGG [8] style network on which they add branches
which upsample and merge activations. Unlike Hypercolumns [61], they make the
upsampling learnable and perform it in a more efficient way with weight sharing.
While [63] use upsampling to recover local correspondences, DnCNN [3] on the other
hand entirely eliminate downsampling and use a simple 18 layer fully convolutional
network with residual connections for handling 3 tasks: denoising, super-resolution
and jpeg-deblocking. Our proposed RBDN architecture can be viewed as a hybrid
of [3, 63]. While we do utilize multi-scale activations like [63], we do so very early
in the network and generate a cheap composite multi-context representation for the




In the field of Face Recognition/Verification, while most research focuses on
extracting illumination-invariant features, relighting is the relatively less explored
alternative [64] of directly making illumination corrections/normalizations to an
image. Traditional face relighting approaches used the Retinex [65]/Lambertian
Reflectance [66] theory and used spherical [66, 67]/hemispherical [68] harmonics,
subspace-based [69, 70] or dictionary-based [71–76] illumination corrections. Deep
Lambertian Networks [77] encoded lambertian models/illumination corrections di-
rectly into their network architecture. This however limited the expressive power
of the network, particularly due to the strong lambertian assumptions on isotropic-
ity and absence of specular highlights, which seldom hold true for face images. In
section 3.4.2, we show that it is possible to train a well-performing relighting model
without making any lambertian assumptions using our generic RBDN architecture.
3.2.3 Denoising
Denoising approaches typically assume an Additive White Gaussian Noise(AWGN)
of known/unknown variance. Traditional denoising approaches include Cluster-
ingSR [78], EPLL [79], BM3D [80], NL-Bayes [81], NCSR [82], WNNM [83]. Among
these, BM3D [80] is the most popular, very well engineered and still widely used as
the state-of-the-art denoising approach. Early DCNN based denoising approaches [84–
88] required a different model to be trained for each noise variance, which limited
their practical use. Recently, a Gaussian-CRF based DCNN approach (DCGRF [89])
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was proposed which could explicitly model the noise variance. DCGRF could how-
ever only reliably model noise levels within a reasonable range and had to use two
models: low-noise DCGRF (σ < 25) and high-noise DCGRF (25 ≤ σ ≤ 50). In sec-
tion 3.4.3, we show that a single model of our proposed RBDN approach trained on
a wide range of noise levels (σ ≤ 50) achieves competitive results and outperforms
all the previously proposed approaches at all noise levels σ ∈ [25, 55].
3.2.4 Colorization
The inherent color ambiguity in a majority of objects makes colorization a
very hard and ill-posed problem. Early works on colorization [90–97] required a
reference color image from which the color of local patches in the input image
was inferred through parametric/non-parametric approaches. Only recently, have
DCNN approaches [98–101] been used to solve colorization as an Im2Im classifi-
cation/regression problem from grayscale to color without requiring auxiliary in-
puts. [98, 100] use Hypercolumns [61], while [99] use a complex dual-stream archi-
tecture that simultaneously identifies/classifies object classes within the image and
uses class labels to colorize the input greyscale image. The classification branch of
their network is identical to VGG [8], while the colorization branch of their network
mimics the DeconvNet [58] architecture. The best colorization results however are
obtained by [101] despite using a fairly simple VGG [8] style architecture with dilated
convolutions. The key contribution of [101] is their novel classification-based loss
function over the quantized probability distribution of ab values in the Lab color
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space. They further add a class re-balancing scheme that pushes the predictions
away from the statistically likely gray colors, resulting in very colorful colorizations.
In section 3.4.4, we use the same loss function as [101] but replace their VGG-style
architecture with our proposed RBDN architecture and obtain excellent coloriza-
tions.
3.3 Generic Im2Im DCNNs
Many Im2Im approaches use VGG/ResNet as their backbone because of their
effectiveness and availability. However, this leads to suboptimal architectures (3.3.1)
for these types of tasks because of the inherent bias towards including more context
at the expense of sacrificing locality. We instead propose RBDN (3.3.2) which
uses recursive branches to obtain a cheap multi-context locality-preserving image
representation very early on in the network. In sections 3.3.3, 3.3.4, 3.4.2.1, we
describe our network architecture in more detail and analyze its various components.
3.3.1 Classification DCNNs are a bad starting point
Classification DCNNs typically contain a multitude of interleaved downsam-
pling layers (max-pooling or strided convolutions) which ultimately squash the image
to a 1-D vector. With GPU memory being the major bottleneck for training DC-
NNs, downsampling layers enable the exploration of very deep architectures while
providing a natural translational invariance. However, problems arise when attempt-
ing to directly port these networks for Im2Im regression tasks. Design changes are
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needed for retention/recovery of local correspondences, as these get muddled across
channels in the middle layers. Recovery with repeated upsampling is inevitably
a lossy process, which is particularly harmful for regression tasks demanding con-
tinuous pixelwise predictions. Alternatively, local correspondences can be retained
(e.g .skip layers, hypercolumns) by merging activation maps from earlier layers at
the penultimate layer. The downside to this approach is that activations from very
early layers (which contain the bulk of the local correspondences) have a poor ca-
pability to model non-linearity, which limits the overall capacity of the network for
modeling localized non-linear transformations. For a DCNN to be successful as a
generic Im2Im regressor, it would necessarily need to maintain local pixelwise fea-
tures, each of which develop strong global representations across the pipeline while
independently preserving local information.
3.3.2 Proposed Approach: RBDN
Figure 3.2 shows the architecture for our proposed Recursively Branched De-
convolutional Network with three branches. At a high level, the network first ex-






(max-context) and merges all these
activations early on to yield a composite map, which is then subjected to a series of
convolutions (non-linear transformation) followed by a deconvolution (reconstruc-
tion) to yield the output image. The key feature of this network is the multi-scale
composite map and how it is efficiently generated using recursive branching and
learnable upsampling. During training, the network has a broad locality-context
49
Figure 3.3: Architecture of linear 9-64-3-9 net B0.
spectrum to work with early on. The series of convolution layers that follow suit
can choose the amount of context based on the task at hand and apply ample
non-linearity. This translates to a range of modeling capabilities: anywhere from
context-aware regression maps to highly localized non-linear transformations (which
were difficult to achieve with previously proposed DCNNs).
Our generic K-branch RBDN network has two major components: the main
branch B0 (which serves as the backbone of the network) and the recursive branches
(B1, ..., BK) (which serve as the head of the network).
3.3.3 The Linear Base Network B0
Inspired by traditional sparse coding approaches, we approach the Im2Im re-
gression problem with a simple network (denoted by its parameters K-c-T -D) having
three distinct phases:
• Patch Extraction: conv (K x K x c) + max-pooling
• Non-Linear Transform: D conv layers (T x T x c)
• Reconstruction: unpooling(using max-pool locations) + deconvolution (K ×
K × c)
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Figure 3.4: Adding the first branch to B0.
We use ReLU [102] as the activation function and use a batch normalization [103]
layer after each convolution/deconvolution. We independently experimented with
valuesK, c, T,D while performing our relighting experiments and found that increas-
ing K, c, T only yields a minor improvement, while increasing the network depth D
yielded a significant monotonic improvement until 9 convolution layers, after which
performance saturated. Our final network that yielded the best results is shown in
figure 3.3. We denote this network as B0 from here on. (We will use it as the main
branch for all RBDN networks).
3.3.4 Recursive Branches B0, ...BK
While the base network B0 by itself performs well for relighting, one of its
limitations is a very low field of view. Unlike conventional DCNNs, we cannot add
downsampling midway since this would corrupt our local correspondences. As a
result, we keep B0 and its local correspondences intact and instead add a branch B1
to the network (see figure 3.4) at the first pooling layer.
Within B1, CONVB11+POOLB1+CONVB12 computes features at half the
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Figure 3.5: Defining the recursive branch module BK,N . In the top half, the box
with the thick black border, BK+1,N contains the recursive branch. The bottom
half of the figure shows the base case (the last branch that does not contain any
recursion).
scale and UNPOOLB1+DECONVB11 provides a learnable upsampling. The output
of B1 is then merged with B0 at POOL1 itself, which gives the remainder of the
network (which invoke the bulk of non-linearity) access to features at 2 different
scales.
We can generalize B1 to multiple branches B1, ...BK . In order to do so, we
start by defining the recursive branch module BK,N in figure 3.5 which corresponds
to the Kth branch in a N -branch network. Note that branch BK+1,N originates
and merges within branch BK,N . The advantage of such a recursive construction is
two-fold:
• Activations from deeper branches would have to be upsampled many times
before merging with the main branch. The recursive construction helps deeper
branches partially benefit from the learnable upsampling machinery in the
shallow branches.
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• Aside from the benefit of parameter sharing, the recursive construction forces
activations from deeper branches to traverse a longer path, thus accruing many
ReLU activations. This enables deeper branches to model more non-linearity,
which is beneficial since they cover a larger field of view and correspond to
global features.
3.4 Experiments
We train our generic RBDN architecture for three diverse tasks: relighting,
denoising and colorization. We train all our models on a Nvidia Titan-X GPU
and use the Caffe [104] deep learning framework. For our denoising/colorization
experiments, we augment Caffe with utility layers for noise policies (adding WGN to
input with σ randomly chosen within a user specified range) and image conversions
(RGB to YCbCr/Lab space), which streamline the training procedure and enable the
use of practically any image dataset out of the box without any pre-processing. We
use ReLU [102] as the activation function and perform Batch Normalization [103]
after every convolution/deconvolution layer in all RBDN models. All our RBDN
models and code are publicly available at https://github.com/venkai/RBDN.
Unless otherwise mentioned, we train our RBDN models with the mean square
error (MSE) as the loss function, crop size of 128 (chosen randomly from the full-
sized training images without any resizing), learning rate of 1e-7, mini-batch size of
64, step-size of 100000 and train our model for 500000 iterations using Stochastic
Gradient Descent [105] (SGD) with momentum and weight decay. During inference,
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the network by virtue of being fully convolutional can handle variable sized inputs.
Inference takes ∼1s on a 320x480 image. Training takes ∼1 day for relighting and
∼2 weeks each for colorization/denoising.
3.4.1 Training Datasets
CMU-MultiPIE [4]: Face images of 337 subjects are recorded over 4 ses-
sions. Within a session, there are face images of each subject exhibiting 13 pose x
19 illumination x 2-3 expression variations. We used images of 208 subjects which
did not appear in all sessions for training our relighting RBDN, and images of 64
other subjects for validation.
ImageNet ILSVRC2012 [49]: 1.2 million training images and 150, 000 im-
ages each for validation and test.
MS-COCO [11]: 80, 000 training images and 40, 000 images each for valida-
tion and test.
For training both our denoising/colorization RBDN, we fuse the train/validation
sets of both ImageNet and MS-COCO (total of 1.47 million training images).
3.4.2 Face Relighting
We train our relighting RBDN on 20786 images from CMU-MultiPIE, which
takes as input a frontal face image with varying illumination and outputs the image
with only ambient lighting. We used a crop size of 224, step-size of 12000 and
trained our model for 40000 iterations.
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Figure 3.6: Analysing the effect of learnable upsampling(left) and recursive branch-
ing(right). Error plots on the CMU-MultiPIE [4] validation set show a positive
influence for both learnable upsampling and recursive branching.
3.4.2.1 Analysis of RBDN
Compared to the base network B0, a K-branch RBDN has two major addi-
tions: the recursive branching and learnable upsampling. We perform two sets of
relighting experiments to independently observe the efficacy of both on a K-branch
RBDN(K = 0, 1, 2, 3, 4) as follows:
• We removed the CONCAT layers which merge the different branches. This re-
sulted in a linear network (BK only) similar in structure to the deconvolutional
networks used for semantic segmentation [58,62].
• We replaced the learnable upsampling with fixed bilinear upsampling.
Figure 3.6 shows the error plots of log reconstruction error on the CMU-MultiPIE [4]
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Figure 3.7: Relighting RBDN results for a subject from the CMU-MultiPIE [4]
validation set. Top Row: Input images (ground truth is top-left image). 2nd
row: B0 output (no branches; strong artifacts can be seen.) 3
rd-6th row: RBDN
outputs for 1, 2, 3, 4 branches respectively. Results improve with increase in number
of branches up to 3 branches. The network starts overfitting at 4 branches.
validation set vs training iterations for both experiments. The plots show that both
learnable upsampling and recursive branching independently have a positive impact
on performance.
3.4.3 Denoising
We train a single 3-branch RBDN model for denoising which takes as input
a grayscale image corrupted by additive WGN with standard deviation uniformly
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Figure 3.8: Relighting results on test sets. The goal is to render faces from various
unknown lighting conditions to a fixed lighting condition. Odd rows: Inputs, Even
Rows: 3-branch RBDN output. Note that the model is trained exclusively on frontal
face images with constrained illumination variations from CMU-MultiPie [4], but
still generalizes reasonably well to unconstrained face images in Janus-CS0 [5]
under a variety of poses, illuminations, expressions, occlusions, affordances (hats,
glasses, etc.)
.
Figure 3.9: Visual comparison of various denoising approaches on a test image from
BSD300 with WGN of σ = 50.
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Test σ 10 15 20 25 30 35 40 45 50 55 60
ClusteringSR [78] 33.27 30.97 29.41 28.22 27.25 26.30 25.56 24.89 24.28 23.72 23.21
EPLL [79] 33.32 31.06 29.52 28.34 27.36 26.52 25.76 25.08 24.44 23.84 23.27
BM3D [80] 33.38 31.09 29.53 28.36 27.42 26.64 25.92 25.19 24.63 24.11 23.62
NL-Bayes [81] 33.46 31.11 29.63 28.41 27.42 26.57 25.76 25.05 24.39 23.77 23.18
NCSR [82] 33.45 31.20 29.56 28.39 27.45 26.32 25.59 24.94 24.35 23.85 23.38
WNNM [83] 33.57 31.28 29.70 28.50 27.51 26.67 25.92 25.22 24.60 24.01 23.45
TRD [106] - 31.28 - 28.56 - - - - - - -
MLP [86] 33.43 - - 28.68 - 27.13 - - 25.33 - -
DCGRF [89] 33.56 31.35 29.84 28.67 27.80 27.08 26.44 25.88 25.38 24.90 24.45
DnCNN [3] 33.32 31.29 29.84 28.68 27.70 26.84 26.05 25.34 24.68 24.05 23.39
3-branch RBDN 32.85 31.05 29.76 28.77 27.97 27.31 26.73 26.24 25.80 25.22 23.25
Table 3.1: Mean PSNR for various denoising approaches on 300 test images. A single
denoising model is used to report all results for RBDN (trained on σ ∈ [8, 50]) and
DnCNN [3] (trained on σ ∈ [0, 55]). For other comparison approaches, note that
the best performing model at each noise level is used to report results.
Figure 3.10: Illustrating the capability of a single RBDN model to handle a range of
noise levels(yellow box). Top Row: Noisy test image (PSNR in red box). Bottom
Row: Denoised result with 3−branch RBDN (PSNR in green box)
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Figure 3.11: Illustrating RBDN’s ability to reliably denoise at σ = 55, outside our
training bounds (σ ∈ [8, 50]). The 18-layer DnCNN [3] (despite using σ = 55 for
training) is outperformed by our 9-layer RBDN. Red, Yellow, Green boxes show the
PSNR.
randomly chosen in the range σ ∈ [8, 50]. We use the same evaluation protocol as
[89], with a 300 image test set (all 100 images of the BSD300 [107] test set and
200 images from PASCAL VOC2012 [10] dataset). Precomputed noisy test images
from [89] are used to compare all approaches for a fair realistic evaluation.
3.4.4 Colorization
We first transform a color image into YCbCr color space and predict the
chroma (Cb,Cr) channels from the luminance (Y-channel) input using RBDN. The
input Y-channel is then combined with the predicted Cb,Cr channels and converted
back to RGB to yield the predicted color image. We denote this model as RBDN-
YCbCr.
Inspired by the recently proposed Colorful Colorizations [108] approach, we
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Figure 3.12: Colorization results for images from MS-COCO test set. (Please see
supplementary for more comparisons)
train another RBDN model which takes as input the L-channel of a color image in
Lab space and tries to predict a 313-dimensional vector of probabilities for each pixel
(corresponding to 313 ab pairs resulting from quantizing the ab-space with a grid-
size of 10). Subsequently, the problem is treated as multinomial classification and we
use a softmax-cross-entropy loss with class re-balancing as in [108]. Instead of SGD,
we use the Adam [109] solver for training, with a learning rate of 3.16e-3 (γ = 0.316),
step-size of 45000, mini-batch size of 128 and train our model for 200000 iterations.
During inference, we use the annealed-mean of the softmax distribution to obtain
the predicted ab-channels as in [108]. We denote this model as RBDN-Lab.
3.5 Results
Relighting: Figure 3.7 shows the RBDN outputs with 0, 1, 2, 3, 4 branches
for a subject from the CMU-MultiPIE validation set. The improvement in results
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from B0 (no branches) to 1-branch RBDN is very prominent, after which there
is a gradual improvement with increase in number of branches up to 3. Results
deteriorate when transitioning to a 4-branch RBDN (possibly due to overfitting on
the relatively small dataset). We qualitatively evaluate our results (figure 3.8) on
the test-sets of CMU-MultiPIE and Janus-CS0 [5] for the 3-branch RBDN. While
RBDN achieves near perfect relighting on CMU-MultiPIE, it surprisingly generalizes
well (without any finetuning) to unconstrained images in Janus-CS0.
Denoising: Table 3.1 shows the mean PSNR for various denoising approaches
on the 300 benchmark test images. Besides RBDN, DnCNN [3] and DCGRF [89],
all other approaches train a separate model for each noise level. For DCGRF [89],
results are reported with a low noise model for test σ ≤ 25 and a high noise model
for test σ ≥ 30. The results for both DnCNN [3] and our 3-branch RBDN however
correspond to a single model trained to automatically handle all noise levels. Our
model outperforms all the other approaches at test noise σ ∈ [25, 55]. Figure 3.9
shows a visual comparison of various denoising approaches for a test image from
BSD300. Figure 3.10 highlights a single RBDN model’s denoising capability across
a range of noise levels. Figure 3.11 illustrates the generalization ability of the RBDN
to reliably denoise at a very high noise level of σ = 55 (which is outside the bounds of
our training). The fact that our 9-layer RBDN (without any residual connections [1])
outperforms the 18-layer residual DnCNN [3], suggests that cheap early recursive
branching is more beneficial than added depth.
Colorization: Figure 3.12 shows the colorizations of various models on the
MS-COCO test set. The 3, 4-branch RBDN-YCbCr models produce decent coloriza-
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tions, but are very dull and highly under-saturated. This is however not an archi-
tectural limitation, but rather the MSE loss function which tends to push results
towards the average. Colorization is inherently ambiguous for a large majority of
objects such as cars, people, animals, doors, utensils, etc., several of which can take
on a wide range of permissible colors. On the other hand, the MSE based models
are able to reasonably color grass, sky, water as these typically take on a fixed range
of colors. Softmax cross-entropy loss based models with class rebalancing ( [108]
and the 4-branch RBDN-Lab) are able to overcome the under-saturation problem
by posing the problem as a classification task and forcibly pushing results away from
the average. Finally, the only difference between the 4-branch RBDN-Lab and the
linear dilated convolutional network of [108] is the architecture. Both models give
very good colorizations, with one appearing better than the other for certain images
and vice-versa, although the colorizations of RBDN-Lab have a higher saturation
and appear slightly more colorful for all images.
3.6 Summary and Future Work
We presented a DCNN architecture for Im2Im regression: RBDN, which gives
competitive results on 3 diverse tasks: relighting, denoising and colorization, when
used off-the-shelf without any task-specific architectural modifications. The key
feature of RBDN is the development of a cheap multi-context image representation
early on in the network, by means of recursive branching and learnable upsampling,
which alleviates the locality-context trade-off concerns inherent in the design of
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Im2Im DCNNs.
We believe that several improvements can be made to the RBDN architecture.
First, the RBDN architecture could potentially benefit from residual connections,
dilated convolutions and possibly other activation functions besides ReLU. Secondly,
we used a network of fixed depth across all tasks, which may prove insufficient for
complex tasks or suboptimal for simple tasks. The recently proposed Structured
Sparsity approach [110] allows networks to simultaneously optimize their hyper-
parameters (filter size, depth, local connectivity) in a highly efficient way while
training by means of Group Lasso [111] regularization. Thirdly, MSE is known to
be an extremely poor [112] loss function for tasks demanding perceptually pleasing
image outputs. While the loss function from [108] we used for colorization overcame
MSE’s limitations, it is specific to the colorization problem. Loss functions based on
Adversarial Networks [113] on the other hand can be a generic MSE replacement.
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Chapter 4: Furthur Improving Deep Residual Networks
by Enhancing Gradient Flow
4.1 Overview
The past few years have witnessed a major paradigm shift in the design of
convolutional neural network architectures. Conventional strictly-sequential net-
works like AlexNet [7], VGG [8] have given way for architectures featuring multiple
paths from input to output. Among the many reasons for using multi-path networks
(efficiency [114], increased representational capacity [115], feature re-use [116, 117],
multiple scales/abstractions [114], ensembling [118], etc), one of the most funda-
mental reasons is to ease optimization when training very deep networks. The
appeal of very deep networks stems from the exponential number of regions [119]
they can partition the input space into, allowing far richer representations [120]
in comparison to wide shallow networks. Highway networks [121], residual net-
works (ResNets [1]) independently exposed the optimization difficulties in training
deep strictly-sequential networks. Highway-nets introduced gated shortcut connec-
tions across successive layers, which eased optimization and improved convergence.
ResNets on the other hand proposed simple identity shortcuts, whereby every layer
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learned a residual function. Despite being a special case of highway networks with
identity gates, ResNets displayed substantially improved convergence and perfor-
mance with fewer parameters and FLOPs. Although ResNets [1] described a partic-
ular type of residual building block, the generic residual formulation was applicable
to practically any pre-existing architecture. Simply adding identity shortcuts across
multiple layers, enabled training deeper networks with improved convergence and
performance, even for multi-path architectures like Inception-Nets [115] (which gave
way to Inception-ResNet [122]).
After the original ResNet paper (ResNet-v1 [1]), He et al proposed a modi-
fied pre-activation architecture (ResNet-v2 [2]). Figure 4.1 compares the residual
blocks for ResNet-v1/v2. ResNet-v2 proposed a generic alteration to any resid-
ual architecture, namely to eliminate any non-linearities (like ReLU) after adding
the identity shortcuts, instead allowing the residual functions to exclusively handle
the non-linear transformations. The resulting network featured a path devoid of
non-linearities connecting any two layers, which He et al claimed ensured better
gradient flow across the network. ResNet-v2 based architectures displayed faster
convergence and superior classification performance over their equivalent ResNet-v1
counterparts in CIFAR10/100 for networks of every depth. However, these results
on CIFAR surprisingly didn’t carry over to the larger ImageNet [6] dataset, with
ResNet-v2 outperforming ResNet-v1 only at very high network depths (≥ 152 lay-
ers [2]). The same trend was also observed with subsequent state-of-the-art residual
architectures such as Wide-ResNets [123], ResNeXts [9], SE-Nets [12]. Classification
performance on ImageNet at low computational complexity is often one the most
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important criteria for selecting architectures used in modern detectors. As a result,
state-of-the-art detectors such as Faster-RCNN [124] use v1-style ResNet-50/101 as
their backbone. This overall trend is often unknown to new practitioners, since
none of these papers [2, 9, 12, 123, 124] discuss it in detail. Furthermore, the fact
that these approaches reverted to v1-style blocks for ImageNet experiments is often
mentioned rather obscurely as a minor implementation detail. While He et al ’s the-
oretical analysis in [2] showed the benefit of identity shortcuts from an optimization
perspective, the benefit of v2-style networks over v1-style networks has only ever
been shown empirically on CIFAR10/100. Overall, the reason for the incongruity
in performance of v1/v2-style blocks in CIFAR/ImageNet has never been analyzed
in any existing work to the best of our knowledge.
Our contributions are two-fold. We first theoretically analyze the differences
between v1/v2-style residual networks, in terms of the composition of gradients re-
ceived by different layers. The parameter updates for every layer in v2-style networks
have been shown to predominantly depend on gradients flowing through paths of
low effective depth [125]. In contrast, our analysis reveals that parameter updates
to early layers in v1-style networks depend on a diverse composition of gradients
from effectively deeper paths, i.e. paths that pass predominantly through resid-
ual functions. The gradient composition also varies dynamically over the course of
training depending on the indices corresponding to non-zero ReLU outputs at each
layer. Our second contribution focuses on the stage-transition residual blocks which
typically perform downsampling and increase the number of channels. Standard
residual architectures use projection shortcuts for such blocks, since they connect
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Figure 4.1: Left: Original (v1-style [1]) residual block, Right: Pre-activation (v2-
style [2]) residual block. Note that although [1, 2] describe a particular form of
residual function Fk, they can be arbitrary for a generic residual network. The
primary difference in v2-style blocks is the absence of an activation function σ after
adding shortcuts.
feature maps of different shapes/sizes. While there are only 3-4 projection shortcuts
in most networks, we argue that they can significantly throttle gradient flow. We
initially try a simple alternative to projection shortcuts in downsampling blocks:
merely average-pooling the identity shortcut and concatenating it with the down-
sampled residual block output (figure 4.2a). This simple modification consistently
improves both convergence and the overall performance on CIFAR10/100 for a wide
range of residual architectures (table 4.1). Finally, we propose a parameter-free
dense reshape shortcut(figure 4.3) as an alternative to projection shortcuts or avg-
pool+concat in downsampling blocks. Using dense reshape shortcuts reduces the
top-1 error on ImageNet by 0.5%-1.2% (table 4.4) for ResNets [1], ResNeXts [9] and
SE-ResNeXts [12] at depths 50, 101, while preserving the number of FLOPs.
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4.2 Related Work
Several investigative studies have been conducted in recent literature to ana-
lyze the theoretical properties of residual networks. [118,125,126] proposed viewing
residual networks as ensembles of shallow networks. Veit et al [125] showed that
deleting or even shuffling layers in a pre-trained residual network had a surprisingly
minimal impact on performance, which inspired several subsequent works. Layer-
wise dropout [126] was proposed as a regularizer, which was used extensively in
FractalNets [127]. Multi-residual networks [118] were proposed to better exploit
the ensembling properties. Greff et al [128] showed that unlike strictly-sequential
networks which learn increasingly abstract features at each layer, residual networks
instead perform iterative unrolled estimation, resulting in successive layers refin-
ing estimates of the same features. Balduzzi et al [129] presented the problem of
shattered gradients in deep strictly-sequential neural networks, wherein gradients in
deeper layers tend to become increasingly uncorrelated and start resembling white
noise. They showed that residual networks mitigate this problem as a consequence
of identity skip connections. Orhan et al [130, 131] showed that skip connections
break symmetries [130] and eliminate singularities [131] in the loss landscape.
The basis for a lot of the recent theoretical results on residual networks is
the unraveled view by Veit et al [125], which highlights multiple optional paths
of varying depths from input to output. The unraveled view assumes that any
intermediate layer output xk can be written as a sum of multiple functions of any
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preceding layer output x0 along with the identity as follows:
1
xk = x0 + F0 (x0) + F1 (x0 + F0 (x0)) + . . . = x0 +
∑K−1
i=0 F̄i (x0) where F̄i (x0) = Fi (xi) . (4.1)
Equation 4.1 significantly simplifies further analysis and is critical for a lot of the
aforementioned theoretical papers on residual networks. However, it is exclusive
to v2-style [2] networks. In v1-style [1] networks, due to a non-linear activation σ
















The expression for xk in equation 4.2 no longer contains the additive identity term
x0, nor can it be split into a sum of multiple functions of x0, due to the non-linearity
of σ. The unraveled view breaks completely and we can’t describe v1-style networks
as ensembles in the sense described by Veit et al.
Nevertheless, motivated by the empirical superiority of v1-style networks on
ImageNet as well as their widespread practical usage in state-of-the-art detectors,
we analyze them in detail in section 4.3.
4.3 Gradient Flow in v1-style residual networks
Residual networks consist of a modular chain of residual building blocks. The
kth block with input xk and output xk+1 is generally expressed as
yk = hk(xk) + Fk(xk), xk+1 = σ(yk) (4.3)
1assuming there is no downsampling layer between x0 and xk.
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where Fk(x) = F(x,θk) can be an arbitrary non-linear function parameterized by
weights θk. When xk and xk+1 have the same feature map-size, the function hk()
is identity for both v1/v2 variants. For stage-transition blocks, hk() is a projection
(typically a 1x1 convolution) whose output matches the dimensions of Fk(). The
primary difference between v1-style [1] and v2-style [2] ResNets is the function
σ(). For v1-style ResNets, σ is a rectifier non-linearity (ReLU), while for v2-style
ResNets, σ is identity.
We first establish some preliminary notations/results, which would help us
succinctly analyze the gradient flow in v1-style networks.
4.3.1 Preliminaries
• For any matrix A ∈ Rm×n, let ri(A) ∈ Rn, cj(A) ∈ Rm, ei,j(A) ∈ R respec-
tively denote the ith row, jth column and the element at (i, j).
• The product of K matrices A1A2 · · ·AK (At ∈ Rnt×nt+1) can be expressed as















The form in equation 4.4 will be particularly useful in isolating the effect of
ReLU (σ() from equation 4.3) in v1-style resnets, which induces structured
sparsity in each gradient term by zeroing out specific rows/columns.
• For a vector x ∈ Rn, let x+ ⊆ {1, . . . , n} denote the set of indices correspond-
ing to +ve elements in x.
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• For row indices H ⊆ {1, . . . ,m} and column indices W ⊆ {1, . . . , n}, define
JAKHW ∈ Rm×n with elements
ei,j(JAKHW ) =

ei,j(A) if i ∈ H and j ∈ W
0 otherwise.
(4.5)
For convenience, we drop super-script H or sub-script W when no rows or
columns are zeroed respectively. Note that JAKHW = JIKHAJIKW .





where I is the n× n identity matrix. (4.6)
















































• Equation 4.7 is composed of
∏K−1
t=1 |Wt ∩ Ht+1| sums of outer product terms,
each of which has zero elements for rows with indices in H̃1 and columns with
indices in W̃K (X̃ denotes complement of X).
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4.3.2 v1-style ResNets
By applying the chain-rule of differentiation to equation 4.3, the gradient with























We first consider a sequence of L residual blocks within a stage corresponding to























































































































L−k (order-L term) (4.10)
The general form of an order-K term in equation 4.10 can be further expanded
as a sum of outer products using equation 4.7. For 1 < K < L, if we fix indices
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Equations 4.10, 4.11 reveal some key insights:
• The sparsity of the identity term as well as first order terms depends on all L
activations (y+0 , . . . , y
+
L−1) and their influence vanishes for large L.
• The sparsity (number of zeroed rows/columns) in each order-K term corre-
sponding to a sequence of residual blocks i0 < i1 . . . < iK−1 depends only on
the first and last block, i.e. i0 and iK−1.
– For an order-K term to have a non-zero rth row, each of the (L − iK−1)
activations (yiK−1 , . . . ,yL−1) must have a positive r
th element.
– For an order-K term to have a non-zero cth column, each of the i0 acti-
vations (y0, . . . ,yi0−1) must have a positive c
th element.
• The intermediate blocks in an order-K term (i1, . . . , iK−2) influence the total
number of terms in its outer-product expansion:
∏K−1
t=1




y+k = ∅ for some t, then the entire order-K term vanishes.
The likelihood of this happening is higher for those terms wherein 2 successive
blocks iK−t−1, iK−t are fairly distant. For example, a term G20G3G2G1G0 has
a higher likelihood of vanishing in comparison to say G20G15G10G5G0.
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• The gradient composition at x0 is dynamic as training progresses. A change
in y+k (for any 0 ≤ k < L) alters the relative influence of every residual block.
In summary, as the number of residual blocks L increases, the gradient at x0 is
increasingly dominated by higher order terms whose relative influence is dynamic
over the course of training. Order-K terms with K  L either become exceedingly
sparse or vanish entirely.
4.3.3 Differences between v1 and v2-style ResNets
We can revert to analyzing v2-style networks by simply removing all y+k terms
in equations 4.10, 4.11. Both v1, v2 variants have a total of 2L gradient terms





order-K terms. The key difference is that in v2-style
networks, all 2L terms are simply added together, which can undesirably cause
a small fraction of terms with high norms to dominate and overshadow all other
terms. Veit et al empirically showed that in practice, the gradient flowing through
each residual function almost always has a lower norm in comparison to gradients
flowing through the shortcut connection [125], i.e. ‖ ∂`
∂xk
‖ < ‖ ∂`
∂xk
Gk‖. This is what
primarily causes v2-style networks to have a low effective depth. While the number





which follows a binomial distribution increases with K up
to K = L
2
, the average gradient magnitude mK over random paths of length K
drops exponentially with K. Viet et al loosely defined effective depth as the value










v1-style networks on the other hand can reduce the dominating influence of
lower-order terms by introducing a higher level of sparsity for lower values of K and
can additionally cause certain low-order terms to vanish entirely. Furthermore, each
of the different order-K terms that don’t vanish operate on a potentially different
subset of ∂`
∂xL
(governed by activations {yiK−1 , . . . ,yL−1}) and contribute to a poten-
tially different subset of ∂`
∂x0
(governed by activations {y0, . . . ,yi0−1}). This makes
the composition of gradients diverse, i.e. the relative influence of each of the 2L
terms can potentially be very different for each index of ∂`
∂x0
.
We surmise that the superiority of v2-style architectures for the CIFAR clas-
sification task is primarily due to the relatively small training set in comparison
to ImageNet. Since CIFAR only has 50000 training samples, ensembles of shallow
networks perhaps generalize better to the validation set. In contrast, for ImageNet
which has over 1.2 million training images with 1000 classes, the potentially higher
effective depth offered by v1-style networks coupled with a dynamic and diverse gra-
dient composition at each layer, gives them an edge over v2-style networks despite
losing out on the elegant ensembling properties that v2-style networks posses. For
the remainder of the chapter, we use v2-style networks for all CIFAR experiments
and v1-style networks for all ImageNet experiments, unless specified otherwise.
4.4 Downsampling shortcuts
In equation 4.9, we considered L residual blocks that were part of the same
stage and dealt with feature maps of the same size. If we instead consider the jth
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When expanding the product, it can be seen that every single gradient term will









gradients at some training iteration, the gradients to all earlier layers x0, . . . ,xj−1
will be throttled.
While this applies to projection shortcuts in general, downsampling projec-
tions present another issue in practice. Most of the standard residual architectures
use 1×1 stride-2 convolutions for projections, which effectively discard 75% of their
input. As a result, the gradients will only be back-propagated to 25% of the in-
put from the projection path, forcing the bulk of the gradients to flow through the
residual functions. This issue can be significantly compounded with multiple down-
sampling shortcuts. With 3 downsampling shortcuts (common for architectures used
in ImageNet), 98.44%(63/64) of the gradients in the final stage will be forced to flow
through 3 downsampling residual functions before reaching layers in the first stage.
4.4.1 Average-Pool + Concat as an alternative
We first experiment with a simple alternative to projection shortcuts used for
downsampling. The identity shortcut is average-pooled and concatenated with the
residual block output as shown in figure 4.2a. The number of output channels in
the corresponding residual function is reduced to ensure that we obtain the desired
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Figure 4.2: Exploring different types of downsampling shortcuts (a): Average-Pool
+ Concat, (b,c): Dense Reshape shortcuts.
Figure 4.3: Dense reshape operation for r = 2 (best seen in color). Left: (C ×
2H × 2W ) input, Right: (4C ×H ×W ) output. Every (2H × 2W ) input slice is
transformed into a (4×H ×W ) tensor and concatenated. The operation is cheap,
reversible, preserves spatial structure and gradient flow.
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Table 4.1: Top-1 test classification error on CIFAR10/100 test set. The experiment
involves replacing downsampling projections in baselines with average-pooled iden-
tity shortcuts that are concatenated with downsampled residual block outputs. All
networks are trained with standard data-augmentations: random crops + flips on
the CIFAR10/100 training set (ZCA normalization is not used).
Network
CIFAR10 CIFAR100
projections avg-pool + concat projections avg-pool + concat
ResNet-110 [2] 6.37% 5.45% 25.92% 24.30%
ResNet-164 [2] 5.46% 4.81% 24.33% 22.58%
ResNet-1001 [2] 4.92% - 22.71% -
WRN-28-10-dropout [123] 3.89% 3.53% 18.85% 18.15%
ResNeXt-29-8-64 [9] 3.65% 3.47% 17.77% 17.23%
ResNeXt-29-16-64 [9] 3.58% 3.25% 17.31% 16.71%
Table 4.2: Training protocol for all ImageNet experiments.
batch-size: 256, crop-size: 224× 224, GPUs: 4 Quadro P6000 (24 GB memory each)
initialization: Xavier, base LR: 0.1, dropped by factor 0.1 at epochs {60, 90, 120}.
optimizer: Nesterov (momentum: 0.9, weight decay: 0.0001), framework: MXNet (commit 83078d7)
Epoch Data Augmentations
0-120
random crops/flips, random resize (shorter side ∈ [256, 480]),
random aspect ratio ∈ [0.75, 1.25], random color (HSL ∈ ±40%)
120-135 Only random crops/flips with shorter side resized to 256.
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Table 4.3: Comparing FLOPs used by projection shortcuts to residual blocks in
ResNet/ResNeXt. With the exception of stage transition blocks, the FLOPs in
columns 2, 3 are the same for all residual blocks in ResNets/ResNeXts respectively,
since a 2× reduction in each spatial dimension is followed by a 2× increase in number
of channels.
Projection Shortcuts ResNet [1] residual block ResNeXt [9] residual block
FLOPs
56 x 56 x 64 x 256
28 x 28 x 256 x 512
14 x 14 x 512 x 1024
7 x 7 x 1024 x 2048
56 x 56 x 256 x 64
56 x 56 x 3 x 3 x 64 x 64
56 x 56 x 64 x 256
56 x 56 x 256 x 128
56 x 56 x 3 x 3 x 128 x 128/32
56 x 56 x 128 x 256
Total 56 x 56 x 28 x 64 x 64 56 x 56 x 17 x 64 x 64 56 x 56 x 17.125 x 64 x 64
number of channels after concatenation. We try this simple modification on CI-
FAR10/100 (table 4.1) with a host of residual architectures such as ResNets [2],
Wide-ResNets [123] and ResNeXts [9]. In every case, we obtain a significant im-
provement over the baseline despite using fewer FLOPs. Compared to baseline
architectures, we save FLOPs by eliminating projections and by reducing the num-
ber of output channels in the residual function. From table 4.1, we can also see that
a 164-layer ResNet with avg-pool+concat outperforms a 1001-layer baseline ResNet
on both CIFAR10/100.
The reason for the success of this simple modification can be attributed to at
least 50% of the gradients flowing unaltered through the average-pooled shortcuts.
However, this alternative only partially eliminates the potential problems caused by
downsampling projections, since 50% of the gradients are still forced to flow through
the residual functions which perform downsampling.
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4.4.2 Dense Reshape Shortcuts
We finally propose dense reshape shortcuts (figure 4.3) as an alternative to
projection shortcuts or average-pool+concat for downsampling blocks. These short-
cuts (a) discard minimal information, (b) preserve spatial structure of activation,
(c) are parameter-free, cheap to compute, and are (d) identity-like, i.e. pass/route
the gradient unaltered during backward pass.
The dense reshape operation in general takes as input a (C×H.r×W.r) tensor
and produces a (C.r2 ×H ×W ) tensor as output (C,H,W respectively denote the
channel, height and width dimensions). An input element at location (c, h, w) is
sent to output location (c′, h′, w′) given by:











During backward pass, the gradient at output location (c′, h′, w′) is routed to input











, w = w′.r + (c′ mod r). (4.14)
Note that the operation does not discard or alter the data in any way, but merely
redirects it. Equations 4.13, 4.14 can be implemented very efficiently in parallel
using only integer arithmetic. In GPUs, the operation is practically instantaneous
within a CUDA loop, since no floating-point operations are performed on the data.
When the number of output channels in a downsampling block is 4× its input
(ex: first residual block in ImageNet architectures go from 64 to 256 channels), the
dense reshaped output with r = 2 is simply added to the residual function output.
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When the number of output channels is 2× its input, the dense reshaped output is
equally split along the channel dimension and both splits are added to the residual
function output (as shown in figure 4.2c).
The dense reshape operation with scale r can be seen as a special case of
im2col [132,133] with a r× r stride-r kernel and is equivalent to the space-to-depth
module in the Tensorflow [134] framework. While space-to-depth is not commonly
used, its inverse-operation: depth-to-space is very popular in super-resolution net-
works [135–137] for upsampling activations without producing checkerboard arti-
facts [138].
4.5 Experiments
We experiment with our proposed dense reshape shortcuts on the ImageNet
classification benchmark on popular residual architectures like ResNets [1], ResNeXts [9]
and SE-ResNeXts [12] at depths 50 and 101. ImageNet [6] consists of ∼ 1.2 million
training images with 1000 classes and 50, 000 validation images. In order to make a
fair comparison, we retrain all the baseline networks from scratch and use an iden-
tical training setup with identical data-augmentations for every single network as
described in table 4.2. The type of data-augmentations used can significantly influ-
ence the final top-1 validation-accuracy of the final model for the same architecture
(often by 0.5−1.5%). Our major reason for retraining the baselines is the prominent
differences in data-augmentations used in different residual networks. For instance,
ResNeXts [9] additionally used PCA-based lighting noise [7] while SE-Nets [12] addi-
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Table 4.4: Comparing all 3 downsampling shortcuts: Projection(P), Avg-
Pool+Concat(AP), Dense-Reshape(DR) on ImageNet. For models with AP,
DR shortcuts, we add 2 additional residual blocks at stage 3 to preserve complexity
with respect to an equivalent model with P shortcuts.
Top-1 (Top-5) single 224 x 224 center-crop validation error on ImageNet for v1-style ResNets
Shortcut Projection (P) Avg-Pool+Concat (AP) Dense Reshape (DR) P - AP AP - DR P - DR
ResNet-50 24.75 (7.53) 24.37 (7.32) 23.56 (6.67) 0.38 (0.21) 0.81 (0.65) 1.19 (0.86)
ResNeXt-50 23.04 (6.48) 22.89 (6.41) 22.11 (6.04) 0.15 (0.07) 0.78 (0.37) 0.93 (0.44)
SE-ResNeXt-50 22.35 (6.23) 22.18 (6.17) 21.56 (5.85) 0.17 (0.06) 0.62 (0.32) 0.79 (0.38)
ResNet-101 22.80 (6.36) 22.69 (6.39) 22.37 (6.21) 0.11 (-.03) 0.32 (0.18) 0.43 (0.15)
ResNeXt-101 21.92 (5.86) 21.82 (5.88) 21.38 (5.73) 0.10 (-.02) 0.44 (0.15) 0.54 (0.13)
tionally used random rotations, pixel jittering and more aggressive scale/aspect-ratio
augmentations compared to the augmentations we used in table 4.2.
4.5.1 Reallocating FLOPs originally used for projections
The bottleneck residual architectures used in ImageNet devote a considerable
number of FLOPs for the projection shortcuts due to the relatively large number
of channels at each stage in comparison to non-bottleneck architectures. Table 4.3
compares the total FLOPs used by projection shortcuts to FLOPs used by each
residual block in ResNets/ResNeXts. Since we replace projections with our dense
reshape shortcuts that have practically no FLOPs, we add 2 additional residual
blocks to roughly preserve the computational complexity of the network. The 2
additional blocks are added at stage 3 of the network, that deals with activations
of size (14× 14× 1024), in order to additionally preserve the number of parameters
and GPU memory consumption with respect to the baseline network.
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Table 4.5: Comparing v1-style [1] & v2-style [2] ResNets with projection(P) or
dense-reshape(DR) downsampling shortcuts on ImageNet. Again, all DR models
have 2 additional residual blocks at stage 3 to balance FLOPs.
Top-1 (Top-5) single 224 x 224 center-crop validation error on ImageNet
Style (Shortcut) v2 (P) v2 (DR) v2(P) - v1(P) v2(DR) - v1(DR) v2(P) - v2(DR) v1(P) - v2(DR)
ResNet-50 25.14 (7.64) 24.44 (7.41) 0.39 (0.11) 0.88 (0.74) 0.70 (0.23) 0.31 (0.12)
ResNeXt-50 23.39 (6.56) 22.78 (6.32) 0.35 (0.08) 0.67 (0.28) 0.61 (0.24) 0.26 (0.16)
SE-ResNeXt-50 22.52 (6.31) 22.25 (6.17) 0.17 (0.08) 0.69 (0.32) 0.27 (0.14) 0.10 (0.06)
4.6 Results
4.6.1 Comparing Different Downsampling Shortcuts
Table 4.4 shows the top-1, top-5 validation error on ImageNet with popu-
lar residual architectures for all 3 downsampling shortcuts: Projection(P), Avg-
Pool+Concat(AP), Dense-Reshape(DR) on ImageNet. Using average-pool +
concat only gives marginal improvement (Column 5) over projection shortcuts, while
using dense reshape shortcuts consistently improves performance(Column 6, Col-
umn 7) for all architectures, with the improvements being much more significant at
depth 50.
4.6.2 Comparing v1 vs v2 for both P/DR shortcuts
Table 4.5 compares v1-style [1] & v2-style [2] ResNets using projection(P)
or dense-reshape(DR) downsampling shortcuts on ImageNet. At roughly the same
computational complexity (FLOPs),
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Table 4.6: Single 224×224 center-crop validation error for ResNet-50 and ResNet-56
(2 more residual blocks at stage 3) with various types of downsampling shortcuts.
For the 3rd row, we use 2 shortcut connections during downsampling: the dense













Projection 4.09 24.75 (7.53) - -
Dense-Reshape 3.73 24.10 (7.09) 0.65 (0.44) 0.08 (0.05)
Both 4.09 23.71 (6.89) 1.04 (0.64) 0.47 (0.25)
ResNet-56
Projection 4.53 24.18 (7.14) 0.57 (0.39) -
Dense-Reshape 4.17 23.56 (6.67) 1.19 (0.86) 0.62 (0.47)
• Column 4: v1 gives marginal improvement over v2 using P-shortcuts.
• Column 5: v1 gives significant improvement over v2 using DR-shortcuts.
• Column 6: Using DR over P-shortcuts improves performance for v2-ResNets.
• Column 7: v1 + P-shortcuts are slightly better than v2 + DR-shortcuts.
• Overall ImageNet performance of v1(DR) > v1(P) > v2(DR) > v2(P).
4.6.3 The influence of 2 additional residual blocks
The overall improvements after using dense reshape shortcuts can arise due to
two confounding factors: (a) the shortcuts themselves and/or (b) the 2 additional
residual blocks that are added to preserve complexity. In order to isolate the rel-
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ative improvements brought forth separately by (a) and (b), we perform further
experiments using ResNet-50 in table 4.6:
• We train a ResNet-50 with dense reshape shortcuts without the 2 additional
residual blocks (row 2 in table 4.6). This network still outperforms the baseline
ResNet-50 by 0.64%, despite having 9% fewer FLOPs, which shows that dense
reshape shortcuts are independently beneficial.
• We train a ResNet-56 (2 additional residual blocks at stage 3) with projec-
tion shortcuts for downsampling (row 4 in table 4.6). While this network
outperforms baseline ResNet-50, it surprisingly only performs as well as the
ResNet-50 with dense reshape shortcuts, which has 19% fewer FLOPs.
• We additionally train a ResNet-50 (without the 2 additional residual blocks)
that uses both projections and dense-reshape for downsampling, i.e. both the
shortcuts are added to the residual function output during downsampling (row
3 in table 4.6). This network surprisingly outperforms not only the baseline
ResNet-50, but also the ResNet-50 with dense-reshape shortcuts and ResNet-
56 with projection shortcuts. Its performance is only marginally inferior to
ResNet-56 with dense-reshape shortcuts. This suggests that projection short-
cuts might be useful when used alongside identity shortcuts. If an identity
path for gradients already exists, the projection shortcuts can instead behave




• Average-Pool + Concat (AP) shortcuts don’t improve results in ImageNet as
much as they do in CIFAR. ImageNet has 4 stage-transitions in comparison
to CIFAR which only has 2. Unlike dense reshape (DR), each AP shortcut
forces half the gradients to flow through the residual function F as mentioned
in section 4.4.1. This effect is more severe in ImageNet, since 93.75%(15/16)
of gradients that are received by activations in the first stage, are forced to
flow through at least one residual function.
• Since v1-style networks can utilize a higher effective depth, they benefit much
more from the improved gradient flow provided by DR shortcuts in comparison
to v2, as can be seen by comparing Column 4 and Column 5 in table 4.5.
4.8 Summary
We present a theoretical analysis on post-activation (v1-style) [1] residual
architectures, which reveals some potential insights on why they outperform pre-
activation (v2-style) [2] architectures on ImageNet [6] and not on CIFAR. We de-
couple the influence of post/pre-activation and projection shortcuts and show that
unlike projections, post-activation isn’t necessarily bad for optimization and doesn’t
throttle gradient flow. While v1-style nets lose out on ensembling properties, they
enjoy other interesting features like a potentially higher effective depth due to a di-
verse composition of gradients being forced to flow through maximal residual func-
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tions. In practice, v2 works better for smaller datasets like CIFAR, which benefit
from the generalization afforded by ensembles of shallow nets, while v1 works better
for large multi-class datasets like ImageNet which benefit from the greater modeling
capacity afforded by higher effective depth.
We additionally highlight the pitfalls of downsampling projections, by showing
that even simple alternatives like average pool + concat can significantly improve
classification performance on CIFAR. Our proposed dense reshape shortcuts serve
as a natural extension of identity shortcuts, which are parameter-free, cheap to com-
pute and preserve spatial structure and gradient flow. Using dense reshape shortcuts
consistently improves classification performance over both projection shortcuts and
average pool + concat at the same FLOPs on ImageNet for a wide range of popular
v1/v2 residual architectures like ResNets [1], ResNeXts [9] and SENets [12]. Fur-
thermore, since the performance improvement is much higher at lower depths, dense
reshape shortcuts can be particularly useful in fast real-time detection-modules [124],




In this thesis, we presented novel approaches based on low-level vision, machine-
learning and optimization theory, that can be used off-the-shelf to improve and
augment a wide range of pre-existing object recognition pipelines.
In the first part (chapter 2), we proposed a robust non-parametric probabilistic
ensemble method KDEMRP, which is particularly well suited for multi-classification
tasks with limited data and potential outliers, where end-to-end DCNNs often fail.
KDEMRP produces statistically significant improvements over state-of-the-art en-
sembling techniques for several standard machine learning and computer vision
datasets. KDEMRP works with arbitrary linear/non-linear multi-classifiers and
consistently improves results.
In the second part (chapter 3, we focused on the context-vs-locality tradeoff
inherent in DCNN architectures designed for image-to-image regression. We pre-
sented a generic DCNN for Im2Im regression called RBDN, that not only eliminates
the context-vs-locality tradeoff, but can additionally learn the relative influence of
context of locality based on task at hand. The single RBDN architecture obtains
comparable results to state-of-the-art approaches for diverse tasks like relighting,
denoising and colorization. For denoising, we obtain state-of-the-art results using a
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single model for blind-denoising which even beats all noise-level specific competitor
approaches at high noise levels by ∼1db.
In the last part (chapter 4), we compare and contrast gradient flow in v1-
style [1] and v2-style [2] ResNets. Our analysis indicates that while v1-style ResNets
lose out on ensembling properties, they receive a diverse dynamic composition of
gradients from effectively deeper paths in the network. Finally, we propose dense-
reshape shortcuts as an alternative to projection shortcuts used in downsampling
stages, which preserve gradient flow. Using dense-reshape shortcuts significantly
improves performance on ImageNet at the same FLOPs.
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