This paper provides an approximate analysis for an on-line network system consisting of a CPU and a large number of terminals located in many service stations. Customers arrive at each station for CPU service via a
Introduction
Nowadays we can see a vast use of so called information network systems such as cash dispenser service systems in banks and on-line information retrieval service systems in libraries.
In such a service system, a huge computer deals with service requirements from hundreds or thousands of terminals located in various places. We call such a service system as an on-line network system.
In an on-line network system, the CPU processing rate may vary with the number of customers receiving the CPU processing service. If the number of customers receiving the service simultaneously increases beyond the CPU capacity, the processing rate will decrease rapidly due to the increase of page faults and swappings, interferences and etc. In order to enhance the system efficiency, the number of running terminals should be then controlled appropriately. As we shall see, our analysis in this paper can be applied to get the optimal number of running terminals in system. By optimal, we mean the one which minimizes the mean total system time of customers.
In this paper, we present a model for on-line network systems and then analyse it approximately using queueing theory. Our results are so simple that they provide the optimal number of terminals in system with small computational efforts. In order to analyse the model approximately we divide the whole system into a computer subsystem and some queueing subsystems. given. In Section 6 another approximate analysis is provided for the cases of heavy traffic and overload traffic. As an application, in Section 7, we propose a terminal control policy based on our analyses.
Model Description
The on-line network system to be considered in this paper is shown in Figure 2 . 3. 1.
Analysis of the computer subsystem
The computer subsystem can be represented as a closed queueing network with four nodes as shown in A terminal moves from node 1 to node 2 and then to node 3 in an obvious way. When the service through a terminal is completed, the terminal moves from node 3 to node 1 or to node 4 according The new exponential node 4 should keep the flow rate unchanged. Note that the total arrival rate in the network service The approximate solution for the steady-state probability " (n) is given by
where if> ={n I nj~ 0, j=l, 2, 3, 4, n 1 +n 2 +n 3 +n 4 =Mm} and C is a normalizing constant chosen so that the sum of probabilities is unity, i. e.,
Here, for convention, we definer~ s(r)=l. Accuracy of this approximation formula will be discussed in Section 5.
3.2.
Analysis of the queueing subsystems at service stations
We have assumed that at each service station customers arrive according to a Poisson process with rate A and receive service through m terminals in the first-come-first-served order.
From the assumption about the CPU processing rate, the service 
where, Cs and p are the coefficient of variation of service time and the utilization factor of sys1~em respectively. Let E8 and E~ be the first and the second momen1~s of service time. We then have 
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The mean waiting time for M/M/m queues is known as (3.7) In order to calculate the approximate value of the mean waiting time from (3.4), we need 1~he first two moments of the service time distribution. Recall that the three parts of the service time corresponding to the three service stages (1), (2) and (3) 
We need to calculate n 2(n), which is the marginal distribution of state n for the computer subsystem. From (3.2) and
where, <p (n)={n I nj~ 0, j=l, 2, 3, 4, n 2 =n, n 1 +n 3 +n 4 =Mm-n}. The right hand side of (3.10) can be simplified in the following way:
and similarly,
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Using (3.4) through (3.9) andl (3.11), we obtain the mean waiting time W of the queueing subsystem at each service station.
3.3.
Some quantities for system r~rformance measures
Using the approximate results derived in Sections 3.1 and 3.2, some quantities for system performance measures can be obtained. Let T be the mean total time spent in the on-line network system by customers. We "then have Our approximate analysis for the on-line network system has been done under equilibrium condi1~ion. We note, however, that even if the queueing subsystems get overloaded, i. e. p ~ 1, the computer subsystem may still be steady. In this case, the mean total system time is infinite and therefore the discussion about it becomes meaningless, but the CPU throughput, denoted by R, is of interest to us. We have the following relation regardless of
2s(n).
n=O
The steady-state distribution 7r 2 (n) in the case of p ~ 1 will be derived in Section 6.
4.
Numerical Examples
Numerical 
Approximation Accuracy 299
We have introduced three steps of approximation in Section 3. First, we replaced node 4 in Figure 3 .2 with an exponential node. By this approximation, the state of the queueing subsystems was ignored. The second approximat.ion is due to formulating each queueing subsystem as an MVG/m queue. Moreover, we applied an approximation formula with respect to MVG/m queues. We suspect that the second approximation is not significant compared with the other two approximations when the number of stations, M, is large. The accuracy of the third approximation is dependent on the formula to be used. In the remainder of this section, we only consider the accuracy of the approximation formula (3.2) due to the first approximation. We cannot calculate the error of (3. (nE cP and n l ~ 1),
(n E cP and n 2
(nE cP and n3 ~ 1), From (5.4), we can rewrite (5.1) as
(nE cP and n 1 ~ 1).
It can be readily checked that the approximate solution shown in The accuracy can also be checked by a numerical means. Note that, when the on-line network system is in equilibrium state, the total arrival rate and the total departure rate must be consistent. In other words, if the total departure rate calculated by the apprOXimation formula (3.2) is very different from the total arrival rate then we have to say that the accuracy of the approximation is poor. Now let us calculate the total departure rate and compare it with the total arrival rate. Note that the total departure rate from the on-line network system is just the same as the CPU throughput R. in this case the number of stations is M = 100, so the total arrival rate in the entire system is 100 A . From Table 5 .1, we see that when p (1, R is roughly consistent with 100 A , which again means that the accuracy of the approximation should be sufficiently reliable. We also observe from From Section 5, it seems that the accuracy of the approximate solution in Section 3.1 is not sufficient when P is near to 1. Here we give another analysis :ror the case of heavy traffic ( P "" 1 but P (1) which can also be applied to the case of overload traffic (p ~ 1). Note that jn these cases it scarcely occurs that there is any idle terminal. Thus we omit node 4 from Figure   3 .1 for the computer subsystem as shown in Figure 6 .1. The service at each node has the same rat,e and discipl ine as in Section 3. 1. Here we take the state of the computer subsystem as n = (nI' n 2 ,n 3 ), where nI' n 2 and n3 represent the same variables as in Section 3.1 with
Again this queueing network has a product form solution and the distribution of the number of terminals in node 2 is given by Note that in the above derivation no approximation is made,
i.e., (6.2) is just an exact result under the condition (6.1).
When p ~ 1, the mean total time is of no meaning, but the quantity of CPU throughput is meaningful. Table 6 . 1 shows the throughputs R of the same cases as in Table 5 . 1 calculated by using (6.2). Here, R is independent of A. We see that in this example m = 4 is optimal and it will lead to a serious situation to let 6 terminals be running when A is so large that p">< 1 or candidates, then calculate the mean total system time T for these candidates using the results in Section 3 and choose the one with the smallest mean total system time as the optimal number of terminals. If p "><1 or p ~ 1 for all the candidates, then calculate the CPU throughput R for each of the candidates using (3. 13) and (6.2) and choose the one with the largest CPU throughput.
In some situations, the arrival rate may change from time to
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time. To keep the system to be optimal all the time, terminal control should be made by running more terminals or stopping some running terminals according to the change of }.. The sooner the decision is made, the better. All the quantities needed to the decision are easy to calculate by computer. Hence the approximate method of this paper hopefully provides a means of terminal control.
