Abstract: Electric vehicles (EVs) can have noteworthy impact on power system dynamic performance. This paper develops two novel controllers which can take into account the random time delay in the communication channel of the control system. With the designed robust controller, the system can utilize EVs to participate in automatic generation control (AGC) processes so as to assist conventional thermal power units to respond rapidly and accurately to load fluctuations, as well as to enhance the capability of a power system to accommodate renewable energy forms such as wind power. Owing to the distributed nature of EVs, a networked control scheme for EVs' participation in frequency regulation is first proposed in the paper. A closed-loop block diagram, which incorporates EVs and wind power, is then developed. Two controllers are then designed based on rigorous linear matrix inequalities (LMI) theory to ensure the robustness and stability of the system. Finally, comprehensive case studies based on a two-area equivalent of the IEEE 39-bus test system are performed to demonstrate the effectiveness of the proposed methods.
Introduction
The conflict between the increasing energy demand and environmental concerns is becoming more and more severe along with the social and economic development of society. Plug-in Electric Vehicles (PEVs) have attracted increasing interest in the past decade due to their environmentally friendly characteristics. The integration of numerous PEVs, including Plug-in Hybrid Electric Vehicles (PHEVs), into the future smart grid may have significant impact on the security and economics of the concerned power system. On the one hand, PEVs consume electricity like traditional loads. On the other hand, with the Vehicle to Grid (V2G) technology [1] , a large number of PEVs can be used as controllable energy storage devices to participate in optimum system operation. Moreover, PEVs can also help to stabilize load fluctuations and enhance the ability of the system to accommodate intermittent renewable energy, which has been successfully applied in the Pennsylvania-Jersey-Maryland (PJM) electricity 
The Advantages of Using PEVs for Frequency Regulation and Implementation Framework
Compared with conventional AGC generators, there are some special merits which make PEV an attractive choice for Load Frequency Control (LFC):
(1) For AGC plants, the control signal response amplitude and the polarity are strictly limited; while for PEVs, the advanced power electronic devices eliminate this restriction. (2) For thermal units, the large adjustment may increase the cost and damage the lifespan. On the contrary, V2G responses rapidly and accurately and has a relatively smaller time constant, therefore, it can reduce the adjustment capacity requirement of the generators. (3) Since the battery is in the floating charge state when it participates in ancillary service, compared with the depth charge state when it participates in energy market, the adverse impact on battery's life can be alleviated and the efficiency of the battery can be improved at the same time [12] . Besides, the economic compensation for participating in ancillary service is much more profitable than energy market, thus the drivers tend to register their cars to participate in LFC especially at midnight.
The Framework of the Networked Frequency Regulation with EVs and Control Process
As shown in Figure 2 , due to the large number of the distributed access to the power system, it is appropriate to take a hierarchical approach to control the charge and discharge behaviors of PEVs. It is neither realistic nor necessary for the control center to send control signals directly to each EV. In the work of this paper, we adopt the concept of the electric vehicle aggregator [13] . Each EV aggregator manages a cluster of electric vehicles, and is responsible to report the status information to the control center. It receives the control signals from the control center, and controls the charge/discharge behaviors of its PEVs to implement the control strategies given by the control center. 
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The Framework of the Networked Frequency Regulation with EVs and Control Process
As shown in Figure 2 , due to the large number of the distributed access to the power system, it is appropriate to take a hierarchical approach to control the charge and discharge behaviors of PEVs. It is neither realistic nor necessary for the control center to send control signals directly to each EV. In the work of this paper, we adopt the concept of the electric vehicle aggregator [13] . Each EV aggregator manages a cluster of electric vehicles, and is responsible to report the status information to the control center. It receives the control signals from the control center, and controls the charge/discharge behaviors of its PEVs to implement the control strategies given by the control center. The frequency regulation procedure for the entire power system can be described as follows:
(1) The control center obtains real-time measured information (frequency, tie-line exchange power, etc.) via the Supervisory Control And Data Acquisition (SCADA) system, and calculates the Area Control Error (ACE); (2) Combine ACE, unit status with other vehicle status information, then send real-time control signals obtained with the suboptimal H∞-PID output feedback controller proposed below to AGC plants and EV aggregators; (3) The generators participating in frequency regulation respond to load fluctuations according to the control signals; (4) EV aggregators determine the charge/discharge power of each PEV based on the received control signals. For example, one of the basic approaches is the proportional allocation method, which is an equilibrium of fairness and efficiency.
Specifically, the EV aggregator firstly inquires the State of Charge (SOC) and calculates the total power of all the vehicles it manages. It then allocates the charging/discharging power based on the following equation:
where, Pi,t is the charging/discharging power allocated to vehicle i at time t; Pt is the total output power allocated by the control center to the specific EV aggregator at time t; Si,t is the SOC of vehicle i at time t; N is the total number of PEVs that are registered to participate in frequency regulation. How to optimize the allocation of power to each PEV so as to maximize their profit is another important problem for EV aggregators, which is not the emphasis of this paper. The frequency regulation procedure for the entire power system can be described as follows:
(1) The control center obtains real-time measured information (frequency, tie-line exchange power, etc.) via the Supervisory Control And Data Acquisition (SCADA) system, and calculates the Area Control Error (ACE); (2) Combine ACE, unit status with other vehicle status information, then send real-time control signals obtained with the suboptimal H ∞ -PID output feedback controller proposed below to AGC plants and EV aggregators; (3) The generators participating in frequency regulation respond to load fluctuations according to the control signals; (4) EV aggregators determine the charge/discharge power of each PEV based on the received control signals. For example, one of the basic approaches is the proportional allocation method, which is an equilibrium of fairness and efficiency.
where, P i,t is the charging/discharging power allocated to vehicle i at time t; P t is the total output power allocated by the control center to the specific EV aggregator at time t; S i,t is the SOC of vehicle i at time t; N is the total number of PEVs that are registered to participate in frequency regulation. How to optimize the allocation of power to each PEV so as to maximize their profit is another important problem for EV aggregators, which is not the emphasis of this paper.
Analysis of Communication Delay
In the PEV control problem, since the communication will likely be implemented with a general-purpose network, network-induced communication delays will be inevitable. The communication delays can be divided into propagation delays, switching delays, access delays and queuing delays. An important factor which can influence communication delays is the media access control protocol used by the NCS. Table 1 lists some of the typical access control protocols and their corresponding delay characteristics. The delay characteristics are different in different communication networks. In this research, Ethernet is considered since it is widely used, but the methodology and framework also apply to other communication networks. Although Ethernet has its advantages of high data transfer rates and low power consumption, its drawbacks, however, are also quite obvious. When the communication network is heavily loaded, the time delay is random, which puts a relatively higher requirements for maintaining the stability and robustness of the control method and system.
Model of Closed-Loop Frequency Regulation System with PEVs and Wind Power
For the purpose of achieving LFC, a comprehensive model has to be built. Although the single battery model has been thoroughly discussed in quite a few previous works [14, 15] , it would not be appropriate to consider each of the battery characteristics separately hence a cluster of numerous PEVs as well as traditional generators are controlled together to change their injection power to follow the load disturbances. The distribution of charging/discharging power of each vehicle is another optimization problem which is beyond the main consideration in this paper, however the basic allocation ideas have been presented in Section 2.
A new two-area closed-loop LFC block diagram with PEVs and wind power is developed and shown in Figure 3 . All generators and EVs which are under the management of one aggregator are lumped as equivalent modules.
Without the loss of generality, we assume that there is one EV aggregator in each area, and the method proposed is also applicable if more agents are integrated. The networks induced delay τ = τ sc + τ ca exists in the transmission channel [16] , from the EV aggregator to the control center. Assuming the Ethernet is used in this problem, the time delay is therefore random and unbounded. In Figure 3 , the tie line is denoted with the long dashed line while the controller is represented by the short dashed line. The controller needs to be designed. The model of the closed-loop LFC in Figure 3 is first developed and then three control methods will be presented: the traditional PI control, the proposed optimal H ∞ -PID full-state feedback control and the proposed suboptimal H ∞ -PID output feedback control. Choose the system state variables [x 1 , . . . ,
Here, ∆f i (i = 1, 2) represents the frequency deviation in area i; ∆Y i (i = 1, 2) represents the valve opening variation of AGC units; ∆P Gi (i = 1, 2) represents the power variation of AGC units; ∆P Evi (i = 1, 2) is the total power variation of PEVs in area i; ∆P tie is the power variation of the tie line that connects two areas. The disturbance variables
After linearization near the steady operating point of the system for small disturbance stability analysis, the state-space equations, i.e., the Differential Algebraic Equations, can be analytically derived as follows:
where: 
Controller Design Based on LMI Theory

Summary of the LMI Methods
The system cannot work without a suitable controller if it is disturbed or a network-induced delay occurs. A control system can be abstracted as the generalized object G(s) that will be controlled by K(s), the goal of the H ∞ robust control [17] is to design a real regular function controller K(s) to ensure the internal stability of the generalized object. On this premise, the controller has to minimize impacts of the input disturbance, i.e., guarantees the transfer function(from the disturbance input w(t) to control output z(t)) G wz (s)'s H ∞ norm would not exceed a pre-given small positive constant γ, which means ||z(t)|| 2 
Here, ||z(t)|| 2 is the signal's L 2 norm, which essentially represents the energy of the signal and can be mathematically defined as in [16] : |z(t)|| 2 = ||Z(jω)|| 2 = 1 2π
denotes a set of the time-domain signals that are L 2 norm bounded and is actually a Hilbert space. The controller obtained is called suboptimal robust H ∞ controller, with γ expresses the capability of the system to suppress the external input interference w(t) and is called "interference suppression degree". A smaller γ indicates better robust performance and stability of the system. An optimal robust H ∞ controller can be obtained by minimizing γ so as to get the smallest value of the interference suppression degree.
In the networked frequency regulation system with PEVs, not only the outside interference vector
T that will undermine the stability of the system, the communication delay also has to be taken into account. Therefore, the H ∞ control method has to be used for time delayed system. In recent years, with the development of the linear matrix inequality (LMI) theory, LMI-based controller design has been successfully applied in practical systems.
Design of the Full-State Feedback Controller
It is better to design a full-state feedback controller when all system states are measurable, because if more states can be fed back, the system usually will achieve better dynamic performance. Here we propose a novel theorem that can be used to design the full-state feedback H ∞ controller. This controller design method can be generalized for other application situations. 
is stabilized and can be detected [17] ; then for a pre-given positive constant γ, we can design a memoryless full-state feedback controller u(t) = Kx(t), if there exist two positive definite matrixes X, and S, as well as a matrix Y such that the following LMI holds:
Then there is a memoryless γ-suboptimal full-state feedback controller u(t) = Kx(t). In particular, if (X,Ŷ,Ŝ) is a feasible solution of (3), then u(t) =ŶX −1 x(t) is one of the γ-suboptimal full-state feedback controllers of the system. Specifically, through solving the optimization problem:
We can get the optimal full-state feedback H ∞ controller to minimize the interference suppression degree γ. This problem is substantially a semi-definite programming problem that can be solved using LMI Toolbox [18] .
Design of the Output Feedback Controller
If not all the state variables can be measured (e.g., the valve opening degree) or the measurement cost is too high to do so, from the economical perspectives, we need to design output feedback controller instead of the full-state controller at the expense of sacrificing the system dynamic performance to some extent. For system (2), if we define y as the dynamic output-feedback vector, the controller equations can be denoted as:
.
The H ∞ part of the hybrid controller is depicted in Figure 4 :
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For a networked control system (2), if the communication delay satisfies 0 ≤ τ(t) < ∞,
) is stabilized and can be detected [17] ; then for a pre-given positive constant γ, we can design a memoryless full-state feedback controller u(t) = Kx(t), if there exist two positive definite matrixes X, and S, as well as a matrix Y such that the following LMI holds:
Then there is a memoryless γ-suboptimal full-state feedback controller u(t) = Kx(t). In particular, if ( , , ) X Y S is a feasible solution of (3), then
is one of the γ-suboptimal full-state feedback controllers of the system. Specifically, through solving the optimization problem:
We can get the optimal full-state feedback H∞ controller to minimize the interference suppression degree γ. This problem is substantially a semi-definite programming problem that can be solved using LMI Toolbox [18] .
The H∞ part of the hybrid controller is depicted in Figure 4 : where, y = [y1, y2……yl] T ∈ R l×1 are l-dimension output feedback variables, since we cannot measure all elements of x, we have l < n; ξ = [ξ1 ξ2……ξk] T ∈ R k×1 are k-dimension controller state variables, k is unknown and undetermined. Ak ∈ R k×k , Bk ∈ R k×l , Ck ∈ R m×k , Dk ∈ R m×l are controllers to be designed. Here we propose a novel theorem that can be used to design the output feedback H∞ controller. Where, y = [y 1 , y 2 . . . . . . y l ] T ∈ R l×1 are l-dimension output feedback variables, since we cannot measure all elements of x, we have l < n; ξ = [ξ 1 ξ 2 . . . . . . ξ k ] T ∈ R k×1 are k-dimension controller state variables, k is unknown and undetermined. A k ∈ R k×k , B k ∈ R k×l , C k ∈ R m×k , D k ∈ R m×l are controllers to be designed. Here we propose a novel theorem that can be used to design the output feedback H ∞ controller. For the networked control system that can be expressed as (2) and (4)- (6), the H ∞ output feedback
Theorem 2. (due to space limitations, the proof is given in the Appendix)
can be designed with the following definitions and LMIs:
Define:
The meanings of all these symbols are described in Appendixs A and B.
Additional PID Control Module
While the H ∞ controller can improve the system dynamic performance as well as ensure the internal stability of the system with communication delays, it cannot eliminate the steady-state error. With regards to LFC, no matter whether the Flat Frequency Control mode (FFC), the Flat Tie-line Control mode (FTC) or the Tie line Bias Control mode (TBC) are used, the ultimate goal is to control a system dynamic index (∆f, ∆P tie or ACE) to zero so that the system will go back to its original steady state operating point after being disturbed. To achieve this, we propose to add a PID control module into the controller. The methods for tuning PID parameters are highly developed (such as the proportion degree method and response curve method). By adding a PID component, we can improve the dynamic performance, reduce overshoot, accelerate the response speed and eliminate the steady-state error.
The Design Procedure of Suboptimal H ∞ -PID Output Feedback Control Method
Step 1. Linearize the system near the steady state operating point, and formulate the state-space equations in the form of (2).
Step 2. For a pre-given symmetric positive definite matrix Q (The unit matrix), obtain feasible solutions X,Y by solving LMIs (7)-(9).
Step 3. Obtain the full column rank matrices M,N ∈ R n×k that satisfy the equation MN T = I-XY, using the Singular Value Decomposition method.
Step 4. Calculate the linear equation Y I N T 0 = P I X 0 M T to get the symmetric positive definite matrix P.
Step 5. From (10)- (12), obtain Φ, F 1 , F 2 , G 1 , G 2 . Then solve LMI (13) to get controller's H ∞ part: K.
Step 6. Select appropriate signals as the input of the PID controller. Then tune the PID parameters to accelerate the response speed as well as to eliminate the steady-state error.
Case Studies
Studies on a Two-Area Test System
In order to verify the effectiveness of the proposed control method, a two-area LFC system derived from the New England 39-bus system is studied. The parameters of the LFC system are shown in Table 2 .
The New England 39-bus test power system has 46 transmission lines and the topology is shown in Figure 5 . Generator No. 1 is a wind generator, and there is one EV aggregator in each area that controls all the PEVs register to participate in frequency regulation. Buses 15 and 16 are low-voltage nodes, while the two lines that connect buses 14 and 15, 16 and 17 divide the whole system into 2 separate areas, i.e., the tie lines of the test system. The total capacity of the system is 6297.5 MW, and the load fluctuation in area-1 and area-2 are set to 300 MW and 200 MW separately (0.3 p.u. and 0.2 p.u. on 1000 MVA base). The required frequency regulation capacity is set to 8% of the total loads, namely 503.8 MW, in which the conventional AGC plants and electric vehicles account for 80% (407.0 MW) and 20% (100.8 MW) respectively. If each battery can at most provide 3 kW discharging power, then we need around 34,000 PEVs to register to take part in the ancillary service. The two proposed control methods will be tested, here we choose seven states of the total nine ones as the feedbacks by excluding the valve opening degree of the AGC units in the two areas. For full-state feedback, H∞-PID controller parameters are: The two proposed control methods will be tested, here we choose seven states of the total nine ones as the feedbacks by excluding the valve opening degree of the AGC units in the two areas. For output feedback, the dimension parameter is n = 9; m = 2; q = 2; p = 2. the H ∞ -PID controller parameters are: 
Assume that the LFC mode is FFC, i.e., the control objective is to ensure the frequency deviation returns to zero after the disturbance. Set the load fluctuation vector 
Assume that the LFC mode is FFC, i.e., the control objective is to ensure the frequency deviation returns to zero after the disturbance. It can be seen from Figure 6a that since the FFC control mode is applied, both the frequency deviation df in two areas can be adjusted to zero within 4.5 s. Moreover, it is evident from Figure 6b that the total load increase 0.5 p.u. is optimal and taken by generators and EVs in the end.
Comparison of Control Methods
With identical system parameters, studies are performed and comparison of the performances of different control methods, namely the traditional PI control, optimal H∞-PID full-state feedback control, and suboptimal H∞-PID output feedback control are carried out. Figure 7 shows the frequency deviations in area 1 in two scenarios, one with no delay (Figure 7a ) and another with 0.5 s delay (Figure 7b ).
It can be concluded from Figure 7a that when there is no delay in the network, all three control methods can guarantee the stability of the system, and the corresponding performance indexes are: (overshoot −0.00719 Hz, stabilization time 5.7 s) for PI control; (overshoot −0.00501 Hz, stabilization time 4.3 s) for full-state feedback control; (overshoot −0.00723 Hz, stabilization time 4.0 s) for output feedback control. Generally, optimal H∞-PID full-state feedback control outperforms its competitors, while the worst method is traditional PI control. It can be seen from Figure 6a that since the FFC control mode is applied, both the frequency deviation df in two areas can be adjusted to zero within 4.5 s. Moreover, it is evident from Figure 6b that the total load increase 0.5 p.u. is optimal and taken by generators and EVs in the end.
With identical system parameters, studies are performed and comparison of the performances of different control methods, namely the traditional PI control, optimal H ∞ -PID full-state feedback control, and suboptimal H ∞ -PID output feedback control are carried out. Figure 7 shows the frequency deviations in area 1 in two scenarios, one with no delay (Figure 7a ) and another with 0.5 s delay (Figure 7b ).
It can be concluded from Figure 7a that when there is no delay in the network, all three control methods can guarantee the stability of the system, and the corresponding performance indexes are: (overshoot −0.00719 Hz, stabilization time 5.7 s) for PI control; (overshoot −0.00501 Hz, stabilization time 4.3 s) for full-state feedback control; (overshoot −0.00723 Hz, stabilization time 4.0 s) for output feedback control. Generally, optimal H ∞ -PID full-state feedback control outperforms its competitors, while the worst method is traditional PI control. As the time delay increases to 0.5 s as shown in Figure 7b , the PI control loses its stability. However, the other two control methods still help the system to be robust stable. Therefore, the two control methods proposed in this paper are effective in maintaining the stability under communication delay conditions in a networked control channel.
Effects of Duration and Form of Communication Delay on System Dynamic Characteristics
To test the suboptimal H∞-PID output feedback controller further, all the parameters are the same except the delay settings are changed from 0 to 0.2 s and 0.4 s. Figure 8a shows the variation of the system frequency deviation and Figure 8b shows the power output of AGC units and EVs in area 1 under different network delays. It can be seen from Figure 8 that although the system can eventually return to its steady operating point, the performance becomes worse as the delay increases. The relevant results are shown in Table 3 . As the time delay increases to 0.5 s as shown in Figure 7b , the PI control loses its stability. However, the other two control methods still help the system to be robust stable. Therefore, the two control methods proposed in this paper are effective in maintaining the stability under communication delay conditions in a networked control channel.
To test the suboptimal H ∞ -PID output feedback controller further, all the parameters are the same except the delay settings are changed from 0 to 0.2 s and 0.4 s. Figure 8a shows the variation of the system frequency deviation and Figure 8b shows the power output of AGC units and EVs in area 1 under different network delays. It can be seen from Figure 8 that although the system can eventually return to its steady operating point, the performance becomes worse as the delay increases. The relevant results are shown in Table 3 . As the time delay increases to 0.5 s as shown in Figure 7b , the PI control loses its stability. However, the other two control methods still help the system to be robust stable. Therefore, the two control methods proposed in this paper are effective in maintaining the stability under communication delay conditions in a networked control channel.
To test the suboptimal H∞-PID output feedback controller further, all the parameters are the same except the delay settings are changed from 0 to 0.2 s and 0.4 s. Figure 8a shows the variation of the system frequency deviation and Figure 8b shows the power output of AGC units and EVs in area 1 under different network delays. It can be seen from Figure 8 that although the system can eventually return to its steady operating point, the performance becomes worse as the delay increases. The relevant results are shown in Table 3 . The negative impact can be quantified by the case when the time delay setting is changed from 0 s to 0.4 s. It can be observed from Table 3 that: (i) the overshoot of the frequency increases by 130.1%, and the stabilization time increases by 129.4%; (ii) the overshoot of the units output increases by 21.7%, and the stabilization time increases by 72.7%; and (iii) the overshoot of the EV output increases by 212.8%, and the stabilization time increases by 64.0%. The communication delay can be fixed or time-varying. Figure 9 shows the frequency curves under three different forms of delays.
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The negative impact can be quantified by the case when the time delay setting is changed from 0 s to 0.4 s. It can be observed from Table 3 that: (i) the overshoot of the frequency increases by 130.1%, and the stabilization time increases by 129.4%; (ii) the overshoot of the units output increases by 21.7%, and the stabilization time increases by 72.7%; and (iii) the overshoot of the EV output increases by 212.8%, and the stabilization time increases by 64.0%. The communication delay can be fixed or time-varying. Figure 9 shows the frequency curves under three different forms of delays. It can be seen that system dynamic responses varies with the different forms of delays. However, for all the cases, the proposed hybrid control method can ensure the system is robust stable no matter what form of delay is experienced.
Improvement of Dynamic Performance by EVs
The effect of EVs on system dynamic performance due to abrupt load variations is presented in this section. The suboptimal H∞-PID output feedback control is employed in this study and all system parameters remain intact. Figure 10a shows different frequency deviation characteristics, while Figure 10b shows power output deviations, with and without EVs under a step load change of 0.5 p.u. From Figure 10a ,b, it can be seen that, with PEVs' participation, the overshoot and stabilization times are dramatically shorter. This demonstrates that with proper designed controllers, the dynamic performance of the whole system can be effectively enhanced by using PEVs for frequency regulation. It can be seen that system dynamic responses varies with the different forms of delays. However, for all the cases, the proposed hybrid control method can ensure the system is robust stable no matter what form of delay is experienced.
The effect of EVs on system dynamic performance due to abrupt load variations is presented in this section. The suboptimal H ∞ -PID output feedback control is employed in this study and all system parameters remain intact. Figure 10a shows different frequency deviation characteristics, while Figure 10b shows power output deviations, with and without EVs under a step load change of 0.5 p.u. From Figure 10a ,b, it can be seen that, with PEVs' participation, the overshoot and stabilization times are dramatically shorter. This demonstrates that with proper designed controllers, the dynamic performance of the whole system can be effectively enhanced by using PEVs for frequency regulation. Table 3 that: (i) the overshoot of the frequency increases by 130.1%, and the stabilization time increases by 129.4%; (ii) the overshoot of the units output increases by 21.7%, and the stabilization time increases by 72.7%; and (iii) the overshoot of the EV output increases by 212.8%, and the stabilization time increases by 64.0%. The communication delay can be fixed or time-varying. Figure 9 shows the frequency curves under three different forms of delays. It can be seen that system dynamic responses varies with the different forms of delays. However, for all the cases, the proposed hybrid control method can ensure the system is robust stable no matter what form of delay is experienced.
The effect of EVs on system dynamic performance due to abrupt load variations is presented in this section. The suboptimal H∞-PID output feedback control is employed in this study and all system parameters remain intact. Figure 10a shows different frequency deviation characteristics, while Figure 10b shows power output deviations, with and without EVs under a step load change of 0.5 p.u. From Figure 10a ,b, it can be seen that, with PEVs' participation, the overshoot and stabilization times are dramatically shorter. This demonstrates that with proper designed controllers, the dynamic performance of the whole system can be effectively enhanced by using PEVs for frequency regulation. Besides, it can be seen that the AGC units take all the 0.5 p.u. load increment without the help of EVs, whereas with EVs participation, the total load increment has been optimally distributed between EVs and the AGC generators. Hence, EVs can reduce the required AGC capacity, the construction cost and the damage made to conventional generator units by avoiding the need for these units to make large changes abruptly in their output.
Effects of EVs on System Accommodation of Intermittent Wind Power
The following study assumes that the disturbances come from the uncertain wind power outputs. The random wind power output module is simulated with band-limited white noise and a low-pass filter [19] . The variations of system frequency in area 1 with and without the EVs' participation are shown in Figure 11 . Besides, it can be seen that the AGC units take all the 0.5 p.u. load increment without the help of EVs, whereas with EVs participation, the total load increment has been optimally distributed between EVs and the AGC generators. Hence, EVs can reduce the required AGC capacity, the construction cost and the damage made to conventional generator units by avoiding the need for these units to make large changes abruptly in their output.
The following study assumes that the disturbances come from the uncertain wind power outputs. The random wind power output module is simulated with band-limited white noise and a low-pass filter [19] . The variations of system frequency in area 1 with and without the EVs' participation are shown in Figure 11 . 
Conclusions
To enable a large fleet of idling electric vehicles to participate in the LFC process of a power system and at the same time take into account the communication delay between the control center and the PEVs, this paper has presented a framework of the networked frequency regulation for power systems with PEVs. Then a novel block diagram of the closed-loop LFC system with PEVs and wind power module has been proposed. Two novel control methods, based on rigorous mathematical analysis and LMI theory, have also been developed for system LFC to ensure the robustness and stability of the system taking into the effects of random disturbances and communication delay. The proposed optimal and sub-optimal H∞-PID controllers have been validated and they outperform the conventional PI controller. Whilst the full optimal H∞-PID method may not be fully practical and is subject to further advanced development in PMU, WAM and state estimation methods, the effectiveness of the proposed sub-optimal H∞-PID controller has been further demonstrated through appropriate case studies. These studies have also demonstrated that, under the control process given by the proposed sub-optimal H∞-PID controller, PEVs as energy storage devices can be significantly beneficial to the overall power system frequency regulation even when the system contains intermittent wind power generation sources. 
To enable a large fleet of idling electric vehicles to participate in the LFC process of a power system and at the same time take into account the communication delay between the control center and the PEVs, this paper has presented a framework of the networked frequency regulation for power systems with PEVs. Then a novel block diagram of the closed-loop LFC system with PEVs and wind power module has been proposed. Two novel control methods, based on rigorous mathematical analysis and LMI theory, have also been developed for system LFC to ensure the robustness and stability of the system taking into the effects of random disturbances and communication delay. The proposed optimal and sub-optimal H ∞ -PID controllers have been validated and they outperform the conventional PI controller. Whilst the full optimal H ∞ -PID method may not be fully practical and is subject to further advanced development in PMU, WAM and state estimation methods, the effectiveness of the proposed sub-optimal H ∞ -PID controller has been further demonstrated through appropriate case studies. These studies have also demonstrated that, under the control process given by the proposed sub-optimal H ∞ -PID controller, PEVs as energy storage devices can be significantly 
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Appendix A. Proof of the Theorem 1
Proof: Lemma A1 [20] . For a system with time delay as described by
and a pre-given constant γ, assume that the network delay τ(t) satisfies the condition 0 ≤ τ(t) < ∞,
. τ(t) ≤ ρ < 1 if there exist two positive definite matrixes P and Q such that the following LMI holds (<0 indicates the matrix is negative definite, E = [I 0]):
then the system is robustly stable, and the interference suppression degree index is γ. This lemma is-used to determine whether the designed system has the H ∞ performance.
Since u(t) = Kx(t), so u(t − τ) = Kx(t − τ). Put it into the Equation (2), we can attain:
Based on the Lemma A1, one sufficient condition for ensuring the system described by (A3) is robust stabilized and has the interference suppression degree index γ is that there exist positive definite matrixes P and Q such that the following LMI holds:
By left multiplying and right multiplying the matrix: and simplifying the formulation, we can attain:
where,
, then Equation (A5) can be changed as Equation (3). We can complete the proof.
Appendix B. Proof of the Theorem 2
Proof: After the linearization near the steady operating point of the system, the state-space equations can be derived through mathematical reasoning as (A6) shows:
The rest are coefficient matrixes with suitable dimensions: A ∈ R n×n ; B 2 ∈ R n×m ; B 3 ∈ R n×m ; B 1 ∈ R n×q ; C 1 ∈ R p×n ; if we choose measurable y as the dynamic output-feedback vector, the controller equations can be denoted as (4)- (6) . Substituting Equation (4) into Equations (5-6) yields:
From Equation (A8), we can get:
Put (A8), (24) into (A6) and connect with (A7) we can get:
Introducing new symbols and writing the equations into matrix form, the closed-loop system can be expressed as: where, x(t) = x(t) ξ(t) ∈ R (n+k)×1 are (n + k)-dimension augmented state variables; the coefficient matrix can be denoted as:
Then the problem can be changed as: for a pre-given positive constant γ, design a dynamic output feedback controller (4)-(6) to make the system described by (A6) robust stable and has the H ∞ performance γ. The controller is called a γ-suboptimal output feedback controller.
Apply the system described by (A10) into Lemma A1, we can get the robust stable conditions of the system is that the following LMI holds:
Although it seems that the Equation (A13) gives one of the sufficient conditions that keeps the system robust stable, however, (A13) is an LMI with regards to all the unknown variables so that it is impossible to design a controller totally based on the formula above. So mathematical transformation has to be taken to change the form solvable.
Define the controller parameter matrix (to be designed) as
, and then define the following matrixes:
which only contains the known data of the model. Then the closed-loop system matrixes can be expressed as the affine functions of the controller parameters matrix K:
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Put Equation (A15) into Equation (A13), we can get:
where:
To continue simplify the controller, we have to expand the dimension of the controller to K = K 0 0 K ∈ R (2m+2k)×(2l+2k) , then (A17) can be expressed as:
Lemma A2 (Projective Theorem) [21] . Assume that P, Q and H are pre-given appropriate dimension matrixes and H is symmetrical. N P and N Q are matrixes formed by any one set of the base vectors as column vectors from the nuclear space ker(P) and ker(Q) separately. Then there exists a matrix X such that 
Through matrix partition method, we can express the matrix P and its inverse matrix P −1 as:
Since P is symmetric, positive and definite, so Y = Y T ∈ R n×n ; X = X T ∈ R n×n ; N ∈ R n×k ; M ∈ R n×k ; V ∈ R k×k ; J ∈ R k×k . If we put (A14), (A18), (A19), (A30) into (A31), and let Φ' = Σ −1 ΦΣ −1 , we can obtain: Lemma A3 (Schur Theorem) [21] . Given the symmetric matrix S ∈ R n×n : S = S 11 S 12 S 21 S 22 , in which the S 11 ∈ R r×r , S 12 ∈ R r×(n−r) , S 21 ∈ R (n−r)×r , S 22 ∈ R (n−r)×(n−r) , then the following three conditions are equivalent:
(1) S < 0; In conclusion, consider the system described by (19) and the given positive constant γ, if for the given symmetric positive definite matrix Q, there exists symmetric positive definite matrices X and Y that satisfy (46) and (47) as well as:
Then there exists a γ-suboptimal output feedback H ∞ controller for system described by (A6). Where Equations (A33)-(A35) are simultaneous LMI equations that can be solved by the Matlab LMI toolbox.
The final problem is how to obtain P with X and Y, i.e., how to calculate K after getting Φ, (ΣΠ) and Θ. From Equation (A17) we can find that in which K = K 0 0 K is a special diagonal matrix that cannot be solved directly using the Basiclmi function in the LMI-toolbox, hence the mathematical processing is needed as follows: Define:
