For a given graph H let φ H (n) be the maximum number of parts that are needed to partition the edge set of any graph on n vertices such that every member of the partition is either a single edge or it is isomorphic to H. Pikhurko and Sousa conjectured that φ H (n) = ex(n, H) for χ(H) ≥ 3 and all sufficiently large n, where ex(n, H) denotes the maximum size of a graph on n vertices not containing H as a subgraph. In this article, their conjecture is verified for all edge-critical graphs. Furthermore, it is shown that the graphs maximizing φ H (n) are (χ(H) − 1)-partite Turán graphs.
Introduction and results
For two graphs G and H, an H-decomposition of G is a decomposition of G =∪ i∈[t] G i such that either |E(G i )| = 1 or G i is isomorphic to H. An Hdecomposition of G with smallest possible t is called minimum and φ H (G) = t denotes its cardinality. It is not difficult to see that φ H (G) = e(G)−(e(H)−1)N H (G), where N H (G) denotes the maximum number of edge-disjoint copies of H in G.
In this paper, we study the function
where G n denotes the family of all graphs on n vertices. This function was studied first by Erdős, Goodman and Pósa [4] , who were motivated by the problem of representing graphs by set intersections. They showed that φ K3 (n) = ex(n, K 3 ), where ex(n, F ) denotes the maximum size of a graph on n vertices, that does not contain H as a subgraph. Moreover, they proved that the only graph that maximizes this function is the complete balanced bipartite graph. Consequently, they conjectured that φ Kr (n) = ex(n, K r ) and the only optimal graph is the Turán graph T r−1 (n), the complete balanced (r − 1)-partite graph on n vertices, where the sizes of the partite sets differ from each other by at most one. Clearly, ex(n, K r ) is a lower bound, as T r−1 (n) does not contain any copy of K r and therefore in the optimal K r -decomposition, every part consists of a single edge. Later, Bollobás [1] proved that φ Kr (n) = ex(n, K r ) for all n ≥ r ≥ 3.
Recently, Pikhurko and Sousa [6] studied φ H (n) for arbitrary graphs H. Their result is the following.
Theorem 1 (Theorem 1.1 from [6] ). Let H be any fixed graph with chromatic number r ≥ 3. Then, φ H (n) = ex(n, H) + o(n 2 ).
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Conjecture 2. For any graph H with chromatic number at least 3, there is an n 0 = n 0 (H) such that φ H (n) = ex(n, H) for all n ≥ n 0 .
This conjecture has been verified by Sousa for clique extensions [10] and the cycles of length 5 and 7 [9, 11] .
We say a graph H is edge-critical if there exists an edge e ∈ E(H) such that χ(H) > χ(H − e). Cliques and odd cycles are examples of edge-critical graphs. We verify Conjecture 2 for all edge-critical graphs.
Theorem 3. For any edge-critical graph H with chromatic number at least 3, there is an n 0 = n 0 (H) such that φ H (n) = ex(n, H) for all n ≥ n 0 . Moreover, the only graph attaining φ H (n) is the Turán graph T χ(H)−1 (n).
Note that ex(n, H) = ex(n, K χ(H) ) for all large n and all edge-critical graphs H, and this is a result of Simonovits [8] , where he also shows that the unique extremal graph is T χ(H)−1 (n).
To prove Theorem 3, we first show in Lemma 4 an approximate structural result about the function φ H (n). Namely, graphs G with φ H (G) ≥ ex(n, H) − o(n 2 ) look almost as Turán graphs. Then we exploit small imperfections by finding too many edge-disjoint copies of H in G which would give us a contradiction to our assumptions about φ H (G). Such approach (stability method) has been extensively used to study problems in extremal (hyper)graph theory.
Throughout the sections we will sometimes omit floors and ceilings as they will not affect our calculations. We use standard notations from graph theory. Thus, for t ∈ N we denote by [t] the set {1, . . . , t}. For a given graph G = (V, E) and for a subset U ⊆ V we denote by E G (U ) = E ∩ U 2 and G[U ] = G(U, E G (U )). We set e G (U ) = |E G (U )|, and for a vertex v ∈ V we write deg G,U (v) = |{u ∈ U : {v, u} ∈ E(G)}|, i.e., we are only counting the neighbours of v in U . Similarly, for two disjoint subsets U,
) and e G (U, W ) = |E G (U, W )|. We will sometimes omit G when there is no danger of confusion, and we write deg U (v), e(U ), E(U, W ), e(U, W ).
A stability result
In this section, we prove the following approximate result about graphs G ∈ G n with φ H (G) ≥ ex(n, H) − o(n 2 ).
Lemma 4.
For every H with χ(H) = r ≥ 3, H = K r , and for every γ > 0 there exist ε > 0 and n 0 ∈ N such that for every graph G on n ≥ n 0 vertices the following is true.
In a sense, Lemma 4 is a corollary from the result of Pikhurko and Sousa [6, Theorem 1.1], where they show φ H (n) = ex(n, H) + o(n 2 ). Roughly speaking, one follows the proof of Theorem 1 ([6, Theorem 1.1]), and at the end, an application of the following stability result of Erdős [3] and Simonovits [8] along with some computation is required.
Theorem 5 (Stability theorem). For every H with χ(H) = r ≥ 2, and every γ > 0 there exist a δ > 0 and an n 0 such that the following holds. If G is a graph on n ≥ n 0 vertices with e(G) ≥ ex(n, H) − δn 2 and if it does not contain H as a subgraph, then there exists a partition of V (G) = V 1∪ . . . ,∪V r−1 such that
Note that by the theorem of Erdős and Stone [5] , one has ex(n, H) = ex(n, K χ(H) )+ o(n 2 ), and though the error term is small, it is not necessarily zero.
One can extract the following consequence of Theorem 1.1 from [6] .
Corollary 6. For every H ∼ = K r with χ(H) = r ≥ 3 and for every c > 0 there exist k, n 0 ∈ N such that the following holds. For every graph G with |V (G)| = n ≥ n 0 vertices there exists α ≥ 0 which satisfies the following:
In the following we briefly sketch the proof of Corollary 6 by giving the argument from [6] . Yet we refrain from introducing the tools needed for the proof, but instead we only mention them.
Sketch of the proof of Corollary 6. In the proof of Theorem 1 from [6, Theorem 1.1], the following hierarchy of constants (chosen exactly in the same order) has been used:
where c 0 corresponds to the error term in the claim of Theorem 1, i.e., o(n 2 ) = c 0 n 2 . The sketch is given in four steps.
In the first step, one applies the regularity lemma of Szemerédi [12] to G and obtains a c 4 /2-regular partition V (G) = V 0∪ V 1∪ . . .∪V k such that 1/c 3 ≤ k < 1/c 5 and |V 1 | = |V 2 | = . . . = |V k | ≥ (1 − c 4 /2)n/k. Then, we update G by removing all edges in G[V i ]'s, in c 4 /2-irregular pairs and in pairs of density less than c 1 . Due to (1), we removed at most c 1 n 2 ( c 0 n 2 ) edges.
In the second step, one defines a weighted graph K on the vertex set [k], by setting the weight w(i, j) for each {i, j} ⊂ [k] 2 to be the density of the bipartite graph G[V i , V j ]. Another result from [6] (Lemma 2.4) states that one can find a family
where this sum is called the total weight of
This family is called weighted K r -decomposition which in some sense suggests how the c 4 /2-regular pairs of G should be splitted into regular ones with smaller density. Without loss of generality, we assume that |A h | = r for all h ∈ [t] and |A h | = 2 for all t < h ≤ t for some t ∈ [t ]∪{0}.
In the third step, we partition every pair
Chernoff's [2] inequality shows that, with high probability, every B ij, is c 4 -regular with density approximately α .
In the fourth step, we concentrate on F :=∪ i<j,i,j∈A B ij, which form balanced r-partite graphs for every ∈ [t]. Moreover, for fixed , the density between any two classes is approximately α . For each ∈ [t], one defines an e(H)-uniform hypergraph with vertex set E(F ) =∪ i<j,i,j∈A E(B ij, ) and edge set being the family of copies of H in F . By the theorem of Pippenger and Spencer [7] , E(F ) can be almost perfectly decomposed into edge-disjoint copies of H. More precisely, Pikhurko and Sousa compute that each F contains at least
We set α := t =1 α , and due to (3) there are at least
On the other hand, the number of edges in G can be bounded above in terms of α as follows.
where we use ex(k, K r )( n k ) 2 ≤ ex(n, K r ) + c 1 n 2 . Thus, (4) and (5) prove the assertion of Corollary 6.
Now we show how Corollary 6 together with Theorem 5 implies Lemma 4.
Proof of Lemma 4. Let γ and H be given. Since χ(H) = r and H is not the complete graph K r it follows r 2 < e(H), and thus we define β > 0 such that
Theorem 5 asserts the existence of δ = δ(γ/2) > 0 for γ > 0. Further we set c := β 4r 4 · min {γ, δ} and ε := c.
Next we choose n 0 sufficiently large. Let G be any graph of order n ≥ n 0 with φ H (G) ≥ ex(n, H) − εn 2 .
Applying Corollary 6 to G with c and H we obtain k and α such that the assertions of Corollary 6 hold.
With the upper bound on e(G) and the lower bound on N H (G), asserted to us by Corollary 6, we bound φ H (G) from above by
since ex(n, K r ) ≤ ex(n, H) for χ(H) = r. We deduce from the assumption of our lemma that
Intuitively, this means that α is indeed very small in comparison to k 2 (if c was chosen small). Therefore the number of edge-disjoint copies of H in G is only o(n 2 ).
To verify this precisely, we consider the following inequality:
Again, the upper bound on e(G) implies that
and thus
≤ cr 4 β(e(H) − 1) n 2 .
We also know that e(G) ≥ φ H (G) ≥ ex(n, H) − εn 2 (7) = ex(n, H) − cn 2 . Since one can obtain an H-free subgraph G by deleting at most e(H) · N H (G) edges from G, we deduce that e(G ) ≥ ex(n, H) − cn 2 − cr 4 β(e(H) − 1) e(H)n 2
≥ ex(n, H) − δn 2 .
Therefore, the stability theorem, Theorem 5, is applicable and there exists a partition of V (G ) (and of V (G)) as V (G) = V 1∪ . . .∪V r−1 such that
e(H)n 2 (7) < γn 2 , which finishes the proof.
Proof of Theorem 3
Proof of Theorem 3. We may assume that H is not a clique, as otherwise this is a result of Bollobás [1] mentioned in the introduction. We will apply Lemma 4 in a slightly weaker form, i.e., when = 0, and we choose γ sufficiently small, for definiteness it is enough to set γ := 1 3600((r − 1)e(H)) 4 .
(10)
We also choose n 0 (H) ≥ n 0 + n0 2 , where n 0 is given to us by Lemma 4. Suppose that there exists a graph G on n ≥ n 0 (H) vertices with φ H (G) ≥ ex(n, H). Further assume that G is not isomorphic to the Turán graph T r−1 (n), where r = χ(H). We will derive a contradiction, by finding too many edge-disjoint copies of H in G and thus showing that
We may assume without loss of generality that
since otherwise we apply the following claim and further proceed with G instead of G. 
is maximized. Note that
Because of the maximality of the partition P, for every
moving v to V j would increase the size of the multicut (13). Let m 1 denote the number of missing edges in P, i.e.,
while
denotes the number of edges within the partition classes. Also note that
We also have m 2 < γn 2 and e(G) ≤ ex(n, H) + m 2
which is asserted to us by Lemma 4.
The following claim establishes bounds on the sizes of the partition classes V i . 
We also assume without loss of generality that s x ≤ s y . Below we show that N H (G) > m2 e(H)−1 which is a contradiction to φ H (G) ≥ ex(n, H). For this purpose we will describe a procedure to find that many edge-disjoint copies of H in G such that each copy uses exactly one edge within some class V i . Before doing that, we need the following terminology.
For
otherwise we call v good. Note that there are at most bad vertices in G. Another observation is that we can give a sufficiently good (for our purposes) lower bound on deg Vj (v) for a bad vertex v ∈ V i , i = j. Namely,
(20) which follows from (12), (17) and the maximality of the vertex partition P.
For each bad vertex v in some V i , i ∈ [r − 1], we choose deg Vi (v)/(2s x ) + 1 edges in G[V i ] that connect v to good vertices which is always possible because of the bound on the number of bad vertices (19). We keep these edges and delete the remaining edges incident to v from G[V i ]. After repeating this for each bad vertex in G, we call the final graphG. Note that
which is used in the following claim. 
Proofs of Claims 7, 8 and 9
Proof of Claim 7. If δ(G) ≥ δ(T r−1 (n)), then i = 0. Otherwise, let v be a vertex of G with deg G (v) < δ(T r−1 (n)). Then we delete v from G obtaining
where we used the fact ex(n, H) − δ(T r−1 (n)) = e(T r−1 (n)) − δ(T r−1 (n)) = e(T r−1 (n − 1)) = ex(n − 1, H) for edge-critical H and sufficiently large n.
If G 1 does not satisfy condition on the minimum degree, then we iterate this procedure, until we arrive at a graph G that satisfies (12), or we stop when n = n 0 . In the latter case, G has n 0 vertices and φ H (G ) > n0 2 which is a contradiction. In the case when (12) holds, we know that G is not isomorphic to the Turán graph, since φ H (G) > ex(n, H).
In general, if G is obtained after removing i vertices from the original graph,
where i, m ≥ 0.
Proof of Claim 8. Suppose without loss of generality that
where a > 0. Then:
while on the other side e(G) ≥ ex(n, H) = ex(n, T r−1 (n)) ≥ r − 1 2
We also further estimate 1≤i<j≤r−1 |V i ||V j | from above by
as Turán graphs maximize the number of edges in complete partite graphs. Thus, by (24) and (26), we have
With (25) we obtain:
which implies 2γn 2 ≥ (r − 2)n + γn 2 ≥ a 2 /2 and yields an upper bound that a ≤ 2 √ γn. Thus, ∀i ∈ [r − 1] :
Proof of Claim 9. We will find a family of edge-disjoint copies of H such that each edge from∪ r−1 i=1 EG(V i ) will belong to exactly one of the copies of H that we will find. We also introduce a threshold t as
such that if for a good vertex v ∈ V i it happens that there is a j = i such that
then we call such a good vertex inactive. Initially, every good vertex ofG is active. Indeed, by using (12), (17) and (18), we can bound the initial number of neighbors of every good vertex v ∈ V i in a set V j , j = i as follows.
.
In fact during the process of finding edge-disjoint copies of H, only small amount of good vertices becomes inactive. The rough idea will be to find one copy of H after another inG. By doing so, we try to decrease the degrees of good vertices rather "uniformly" while embedding more H's intoG. In this way, it can be ensured that we create no sparse bipartite subgraphs and it will help in our analysis later.
We proceed as follows. We take an edge e = {v, u} from∪ r−1 i=1 EG(V i ). Assume one vertex from {v, u} is bad, say v. We find an embedding ϕ of H intoG such that ϕ(x) = v, ϕ(y) = u. Moreover,
• ∀z ∈ V (H) \ {x, y}, ϕ(z) is an active and good vertex of some
If such an embedding exists, then we delete fromG the edges of the corresponding copy of H and repeat until either∪
EG(V i ) = ∅ or we cannot find any more copies of H. After any edge deletion we still denote the remaining graph byG and only update the status of good vertices depending on whether they become inactive or not after that step. We need the threshold t mainly for the sake of simpler analysis as we do not impose any order in which we take edges from∪
In the following, we argue that our procedure succeeds at every iteration step. So, let e = {v, u} be a current edge chosen at some point of the iteration. Assume without loss of generality that e ∈G[V i ] and suppose that v is a bad vertex. Note that whenever an edge incident to v is used, degG ,Vj (v)(j = i) reduces by at most s x and this step happens at most deg G,Vi (v)/(2s x ) + 1 times. Thus, it follows from (20) that
For a good vertex u, we write a simple lower bound
because after u becomes inactive, we use at most degG ,Vi (u) copies of H that use the vertex u (u was assumed to be from V i ). We define for each j ∈ [r − 1] a vertex set L j (u, v) as the good and active vertices in V j that are connected to both v and u. Thus, we have with (17) (the upper bound on |V j |), (29) and (30):
− 24(r − 1)e(H)γ + 4r 2 √ γ n ≥ n 9(r − 1) .
Moreover, let L i be the set of current active good vertices in V i , except u (and v, if v is good). Note that it follows from (28) that initially every good vertex is adjacent to at least t + n 60(r − 1)
good vertices in any other class. Due to (32), the definition of our threshold t in (27) and in view of the fact that there are at most γn 2 /(e(H) − 1) steps, the total number of good vertices that become inactive is bounded above by 2γn 2 n/(60(r − 1)) ≤ 120γ(r − 1)n.
From (33) and (19), we know |L i | ≥ |V i | − 24γ(r − 1)e(H)n − 120γ(r − 1)n (10) ≥ n 2(r − 1)
And therefore we can consider subsets L i ⊆ L i , L j ⊆ L j (u, v) for each j = i such that |L i |, |L j | ≥ n 10(r − 1) .
We let G denote a graph on the vertex set L 1∪ L 2∪ . . .∪L r−1 , whose edge set is∪ i =j EG(L i , L j ). Then, G is an (r − 1)-partite graph on n/10 vertices and it contains at least r − 1 2 n 2 100(r − 1) 2 − e(H)γn 2 > ex(n/10, K r−1 ) + n 2 240(r − 1) 2 edges. But then, the theorem of Erdős and Stone [5] implies that G contains a complete (r − 1)-partite graph with each part of size |V (H)| − 2 and therefore there is a copy of H in the subgraph ofG induced by the vertices V (G ) ∪ {u, v}. This finishes the analysis of an arbitrary iteration step, when the vertex v is bad. The case, where both u and v are good, is analyzed exactly in the same manner except that we do not need (29).
Thus, we have shown that we succeed at finding a copy of H in each iteration. By our choice ofG, there are at least (cf. (21)) m 2 e(H) − 1 + 1 edges inG that lie within the classes V 1 , . . . , V r−1 , and therefore our procedure generates this many edge-disjoint copies of H inG.
