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Abstract
We will study a relationship between the Brylinski–Radon and the Fourier transforms of a monodromic
perverse sheaf. In fact we will show that they are equivalent modulo a constant perverse sheaf. As an
application, we will discuss a relation between the Sklyanin transform and the Brylinski–Radon transform.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a semi-simple Lie group and Gˇ its the Langlands dual. Their Lie algebra will be
denoted by g and gˇ, respectively. In [1], Beilinson and Drinfeld have established a geometric
Langlands correspondence, which associates a holonomic D-module on the modular stack of
principal G-bundles on a projective smooth curve X to a smooth gˇ-oper on it. When X is the
projective line and G is SL2(C), Frenkel generalized their correspondence to sl2(C)-oper which
admits parabolic reductions at several points ([6], see also [8].) We will recall his theory.
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544 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558We will fix a global coordinate t on P1 and let {z0, . . . , zN } be distinct points on P1 which are
different from the infinity. Let us consider a regular singular differential equation of the Sturm–
Liouville type:
d2f
dt2
= q(t)f,
where
q(t) =
N∑
i=0
{
(λi)
(t − zi)2 +
μi
t − zi
}
,
(λi) = λi(λi + 2)4 , λi ∈ Z,
and μi is a complex number. He associated a regular holonomic D-module (λ,q) on (P1)N+1
twisted by the line bundle:
O(λ) = p∗0OP1(λ0) ⊗ · · · ⊗ p∗NOP1(λN)
to the equation. Here
(
P
1)N+1 pi−→ P1
be the projection to the ith factor. Let 0(λ, q) be its restriction to the big cell CN+1 ⊂ (P1)N+1.
Then it is determined by the equation:
∑
j =i
1
zi − zj
{
−(xi − xj )2 ∂
2
∂xi∂xj
+ (xi − xj )
(
λi
∂
∂xi
− λj ∂
∂xj
)
+ λiλj
2
}
Ψ = μiΨ,
where j runs through from 0 to N . Then one finds that the restriction of 0(λ, q) to CN+1 \ {0}
becomes a pull back of a regular holonomic module †0(λ, q) on P
N by the morphism:
C
N+1 \ {0} ρ−→ PN.
On the other hand, the restriction of the formal Fourier transform F(0(λ, q)) to CˇN+1 \ {0}
descends to a regular holonomic module ˇ†0(λ, q) on Pˇ
N
. Note that PˇN is isomorphic to the
symmetric product SymN Pˇ1 and let
(
Pˇ
1)N σ−→ SymN Pˇ1  PˇN
be the natural projection. Then using the Sklyanin transform, he has shown the pull back of
ˇ
†
0(λ, q) by σ is isomorphic to the N th exterior product of a D-module M(λ,q) defined by a
regular singular equation:
{
d
dt
− 1
2
N∑ λi + 2
t − zi
}2
f = q(t)f.i=0
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tem defined by the original one. Thus roughly speaking, we may consider SymNM(λ,q) is the
“Fourier transform” of †0(λ, q).
But if you take account of the geometric Langlands correspondence over a finite field [4], it
may be natural to expect that the perverse sheaf associated to SymNM(λ,q) via the Riemann–
Hilbert correspondence should be the Radon transform of one which associates to †0(λ, q). In
fact, we will show the following theorem.
Theorem 1.1. There is an isomorphism
DR
(Pˇ1)N
(⊗
j
Dpˇ∗jM(λ,q)
)
 σ !Rad 0DRPN
(

†
0(λ, q)
)
in the quotient category
Perv
((
Pˇ
1)N )/α∗[N ]VectC,
where (
Pˇ
1)N α−→ SpecC
is the structure morphism and VectC is the abelian category of finite-dimensional vector spaces
over C.
Here (
Pˇ
1)N σ−→ SymN Pˇ1  PˇN
is the natural projection and DR denotes the de Rham functor. Moreover, Dpˇ∗j is the inverse
image functor of D-modules (see Section 2). In order to prove the theorem, we should compare
Fourier and Radon transforms, which will be accomplished in Section 4. Sections 2 and 3 are
devoted to a review of basic facts in the theory of D-modules and Fourier–Radon transforms,
respectively.
2. The Fourier transform
2.1. Generalities for D-modules
In this subsection, mainly to fix our notations, we will recall the theory of D-modules [5].
Let X be a smooth quasi-projective variety of dimension dX over C and let DX be the sheaf
of ring of differential operators on X. Let Mod(DX) be the abelian category of left DX-modules
and Db(DX) its bounded derived category. The full subcategory of Db(DX) whose objects have
quasi-coherent (respectively coherent) cohomologies will be denoted by Dbq-coh(DX) (respec-
tively Dbcoh(DX)). Also let Dbh(DX) (respectively Dbrh(DX)) be the full subcategory of Dbcoh(DX)
whose cohomologies are holonomic (respectively regular holonomic) D-modules.
Let Dbcs(X) be the bounded derived category of CX-modules whose objects have constructible
cohomologies. Then the perverse sheaves form an abelian full subcategory Perv(X) of Dbcs(X).
546 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558The Riemann–Hilbert correspondence shows the de Rham functor DRX gives an equivalence
of categories:
Dbrh(DX)
DRX Dbcs(X).
Moreover, let Modrh(DX) be the abelian category of regular holonomic modules. Then the
Riemann–Hilbert correspondence induces an equivalence
Modrh(DX)
DRX Perv(X).
Let
X
f−→ Y
be a morphism of smooth quasi-projective varieties. We will use the following notations for the
inverse image and the direct image of a complex of D-modules:
Db(DY ) Df
∗
−→ Db(DX),
Db(DX) Df∗−→ Db(DY ).
The shifted inverse image functor Df † is defined to be
Df † = Df ∗[dX/Y ],
where
dX/Y = dX − dY ,
and we set
Df 	 = DX ◦ Df † ◦ DY .
Both Dbh(DX) and Dbrh(DX) are preserved by the duality functor. It is known
Df∗
(
Dbh(DX)
)⊂ Dbh(DY ), Df∗(Dbrh(DX))⊂ Dbrh(DY ),
and
Df ∗
(
Dbh(DY )
)⊂ Dbh(DX), Df ∗(Dbrh(DY ))⊂ Dbrh(DX).
There is a functorial isomorphism
DRY ◦ Df∗  Rf∗ ◦ DRX, DRY ◦ Df!  Rf! ◦ DRX,
and
DRX ◦ Df †  f ! ◦ DRY , DRX ◦ Df 	  f ∗ ◦ DRY .
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Dbcs(Y )
f !−→ Dbcs(X)
is defined to be
f ! = DX,V ◦ f ∗ ◦ DY,V ,
where DX,V and DY,V are the Verdier dualities. Suppose f is smooth. Then we have
f ! = f ∗[2dX/Y ].
2.2. The formal Fourier transform
Let Y be a smooth quasi-projective variety. Throughout the paper, we will use the following
notations.
Let
M
f−→ N
be a morphism of varieties defined over SpecC. Its base extension to Y will be denoted by
MY
fY−→ NY .
Let
A
d+1 p−→ SpecC, Aˆd+1 pˆ−→ SpecC
be the affine space and its dual. We will consider an affine bundle over Y
A
d+1
Y
pY−→ Y,
and its dual bundle
Aˇ
d+1
Y
pˇY−→ Y.
We will fix a global coordinate of Ad+1:
(x0, . . . , xd)
and let
(ξ0, . . . , ξd)
548 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558be its dual one on Aˇd+1. Then the formal Fourier transform F between D
A
d+1
Y
and D
Aˇ
d+1
Y
is
defined to be
F(xi) = ∂
∂ξi
, F
(
∂
∂xi
)
= −ξi .
Here we have used the conventions due to Brylinski [2, Definition 7.16]. This defines an equiva-
lence between Db(D
A
d+1
Y
) and Db(D
Aˇ
d+1
Y
), which preserves coherency and holonomy. Therefore
it induces an equivalence:
Dbh(DAd+1Y )
F Dbh(DAˇd+1Y ).
The affine bundle Ad+1Y has a C∗-action:
A
d+1
Y
α−→ Ad+1Y (α ∈ C∗),
which is defined to be
α(v, y) = (αv, y), v ∈ Ad+1, y ∈ Y.
A sheaf on Ad+1Y is monodromic if it is constant along the orbits of the C∗-action. A complex of
sheaves is referred as monodromic if its cohomologies are monodromic. Let
Perv
(
A
d+1
Y
)
μ
be the full subcategory of Perv(Ad+1Y ) whose objects are monodromic perverse sheaves. The
Riemann–Hilbert correspondence defines the corresponding full subcategory
Modrh(DAd+1Y )μ
of Modrh(DAd+1Y ). An object of Modrh(DAd+1Y )μ will be called as a monodromic and regular
holonomic module. It is characterized by the property that the action of the Euler vector field
is locally finite [2, Proposition 7.12]. Brylinski has shown if M is a regular holonomic module
on Ad+1Y , so is its formal Fourier transform F(M) [2, Theorem 7.24]. Thus the formal Fourier
transform induces an equivalence
Modrh(DAd+1Y )μ
F Modrh(DAˇd+1Y )μ. (1)
Let Db(Ad+1Y )μ be the bounded derived category of monodromic complexes. Verdier defines
the topological Fourier transform [9]
Db
(
A
d+1) F−→ Db(Aˇd+1) ,Y μ Y μ
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sition 6.13]. If we restrict the topological Fourier transform to Perv(Ad+1Y )μ, it induces an
equivalence [2, Corollary 7.23]
Perv
(
A
d+1
Y
)
μ
F Perv(Aˇd+1Y )μ,
and satisfies the commutative diagram [2, Theorem 7.24]:
Modrh(DAd+1Y )μ
DR
A
d+1
Y
F Modrh(DAˇd+1Y )μ
DR
Aˇ
d+1
Y
Perv
(
A
d+1
Y
)
μ
F Perv(Aˇd+1Y )μ,
(2)
where the vertical arrows are isomorphisms. Let
Dbrh(DAd+1Y )μ
be the full subcategory of Dbrh(DAd+1Y ) whose cohomologies are monodromic and regular holo-
nomic.
Proposition 2.1. Let M · be an object of Dbrh(DAd+1Y )μ. Then so is its formal Fourier transform.
Moreover, we have
DR
Aˇ
d+1
Y
◦ F(M ·)  F ◦ DR
A
d+1
Y
(M ·).
Proof. The first assertion follows from the equivalence of the formal Fourier transform and (1).
We define the length l(M ·) of a bounded complex M · to be
l(M ·) = 1 + Max{i | Hi(M ·) = 0}− Min{i | Hi(M ·) = 0}.
The second assertion will be proved by the induction for the length of a complex. Let M · be a
complex
0 → M1 → M2 → ·· · → Mn−1 dn−1−→ Mn → 0,
which is an object of Dbrh(DAd+1Y )μ. When l(M
·) = 1, the claim follows from the diagram (2).
Suppose we have proved our claim for a complex whose length is less than n. Let M ′ · be a
complex:
0 → M1 → M2 → ·· · → Mn−1 dn−1−→ Imdn−1 → 0,
which is an object of Dbrh(DAd+1Y )μ whose length is less than n. Then we have an exact sequence
of complexes:
0 → M ′ · → M · → Hn(M ·)[−n] → 0.
550 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558Applying the functors DR
Aˇ
d+1
Y
◦ F and F ◦ DR
A
d+1
Y
, we have a diagram
DR
Aˇ
d+1
Y
◦ F(M ′ ·) DR
Aˇ
d+1
Y
◦ F(M ·) DR
Aˇ
d+1
Y
◦ F (Hn(M ·)[−n])
F ◦ DR
A
d+1
Y
(M ′ ·) F ◦ DR
A
d+1
Y
(M ·) F ◦ DR
A
d+1
Y
(
Hn(M ·)[−n]) .
Here the horizontal lines are distinguished triangles. By the assumption, the left and right vertical
arrows exist and are isomorphisms. Now the axiom of the triangulated category shows the middle
vertical arrow exists and is an isomorphism. 
Here is an example of the Fourier transform.
Let 0Y be the zero section of the fibration
A
d+1
Y
pY−→ Y,
and let
Mod0Yrh (DAd+1Y )
be the full subcategory of Modrh(DAd+1Y )μ whose objects are supported on 0Y . Kashiwara’s
equivalence implies that the inclusion
0Y
iY
↪→ Ad+1Y
induces an equivalence of the categories:
Modrh(DY )
DiY∗ Mod0Yrh (DAd+1Y ).
Let M0 the maximal ideal of OAd+1 which defines the origin and we set
B{0}|Ad+1 =DAd+1/DAd+1M0.
For a regular holonomic module M on Y , we have
DiY∗(M)  M ⊗C B{0}|Ad+1,
and its Fourier transform is given by
F ◦ DiY∗(M)  M ⊗C F(B{0}|Ad+1)  M ⊗C OAd+1 .
Thus we have
F ◦ DR d+1(DiY∗(M)) DR ˇ d+1 ◦ F (DiY∗(M)) pˇ∗Y DRY (M)[d + 1].AY AY
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Proposition 2.2. For an object M · of Dbrh(DY ), we have
F ◦ DR
A
d+1
Y
(
DiY∗(M ·)
) DR
Aˇ
d+1
Y
◦ F (DiY∗(M ·)) pˇ∗Y DRY (M ·)[d + 1].
3. The Brylinski–Radon transform
The incidence relation H ⊂ Pd × Pˇd is defined as
H = {(x,h) ∈ Pd × Pˇd | x ∈ h}.
The projection
P
d p1←− Pd × Pˇd p2−→ Pˇd
induces smooth morphisms of relative dimension d − 1:
P
d × Y π1←− H × Y π2−→ Pˇd × Y.
Then the Brylinski–Radon transform
Dbrh(DPd×Y )
Rad−→ Dbrh(DPˇd×Y )
is defined to be
Rad = Dπ2∗ ◦ Dπ∗1 .
By the Riemann–Hilbert correspondence, it yields a transform
Dbcs
(
P
d × Y ) Rad−→ Dbcs(Pˇd × Y ),
which will be referred as the topological Brylinski–Radon transform. It is easy to see for an
object F · of Dbcs(Pd × Y), we have
Rad(F ·) = Rπ2∗π∗1F ·[d − 1].
Thus our definition of the topological Brylinski–Radon transform coincides with one of Kiehl
and Weissauer [7, IV, Definition 1.1]. In general for a smooth quasi-projective variety X over C
let
Dbcs(X)
pHν−→ Perv(X)
be the νth cohomological functor with respect to the perverse t-structure and we set
Radν =p Hν ◦ Rad.
552 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558Let
P
d × Y βY→ Y, Pˇd × Y βˇY→ Y
be the structure morphisms. The pull backs β∗Y [d]Perv(Y ) and βˇ∗Y [d]Perv(Y ) become Serre’s
subcategories of Perv(Pd × Y) and Perv(Pˇd × Y), respectively. An object of β∗Y [d]Perv(Y ) or
βˇ∗Y [d]Perv(Y ) will be referred as a constant perverse sheaf. Then the following fact is known [7,
IV, Corollaries 2.3 and 2.4].
Fact 3.1. For a perverse sheaf K on Pd × Y , Radn(K) is a constant perverse sheaf for n = 0.
Moreover, the functor Rad 0 induces an equivalence:
Perv
(
P
d × Y )/β∗Y [d]Perv(Y ) Rad 0 Perv(Pˇd × Y )/βˇ∗Y [d]Perv(Y ).
4. A relationship between the Brylinski–Radon and the Fourier transforms
4.1. A review of results of Brylinski and D’Agnolo–Eastwood
Let
X
π−→ Ad+1, Xˇ πˇ−→ Aˇd+1
be the blowing up at the origin. Then we have the commutative diagram:
SpecC
i0
A
d+1 (Ad+1)∗j0
P
d
i
a
X
π
q
π−1
((
A
d+1)∗)
ρ
π
j
P
d
P
d P
d .
Here
(
A
d+1)∗ = Ad+1 \ {0},
i0 is the inclusion as the origin. Note that X may be regarded as a line bundle over Pd . i is the
inclusion as the 0-section and q is the natural projection. The up-right π is an isomorphism and
π−1((Ad+1)∗) becomes a C∗-bundle on Pd by ρ. Also we have the dual diagram:
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iˇ0
Aˇ
d+1 (Aˇd+1)∗jˇ0
Pˇ
d
iˇ
aˇ
X
πˇ
qˇ
π−1
((
Aˇ
d+1)∗)
ρˇ
πˇ
jˇ
Pˇ
d
Pˇ
d Pˇd .
We will consider the base extension of these diagram over Y .
Fact 4.1. [2, Theorem 7.27] For a bounded constructible complex K · on PdY , we have
jˇ∗0Y
(
F
(
RπY∗q∗YK ·
)) RπˇY∗jˇ∗Y qˇ∗Y (Rad(K ·)).
By the Riemann–Hilbert correspondence, the same formula holds for a bounded regular holo-
nomic complex on PdY . D’Agnolo and Eastwood [3] generalize the formula to a bounded complex
of quasi-coherent D-modules on PdY .
4.2. A relationship between the Fourier and the Radon transforms
Let M · (respectively N ·) be a monodromic regular holonomic (respectively regular holo-
nomic) complex on Ad+1Y (respectively PdY ) such that
Dj∗0YM ·  DπY ∗Dρ∗YN ·. (3)
Remark 4.1. For a regular holonomic complex N ·, there is always an object M · of Drh(DAd+1Y )μ
satisfying (3). In fact it is enough to take
M · = Dj0Y∗DπY∗Dρ∗YN ·.
We put
F · = DR
A
d+1
Y
(M ·), G· = DR
P
d
Y
(N ·).
Then F · (respectively G·) is an object of Dbcs(Ad+1Y )μ (respectively Dbcs(PdY )) and they satisfy
j∗0YF ·  RπY∗ρ∗Y [1]G·.
Now applying the functor RπY∗ to the distinguished triangle:
RjY !j∗Y
(
q∗YG·
)→ q∗YG· → RiY∗i∗Y (q∗YG·)→,
we will obtain a distinguished triangle in Dbcs(A
d+1
Y )μ:
Rj0Y !RπY∗ρ∗YG· → RπY∗q∗YG· → Ri0Y∗RaY∗G· → . (4)
554 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558Note that since πY is proper
RπY !  RπY∗
and we have used
RπY∗ ◦ RjY !  RπY ! ◦ RjY !  Rj0Y ! ◦ RπY !  Rj0Y ! ◦ RπY∗.
Let us consider the topological Fourier transform of (4):
F
(
Rj0Y !RπY∗ρ∗YG·
)→ F (RπY∗q∗YG·)→ F (Ri0Y∗RaY∗G·)→ . (5)
Proposition 2.2 implies
F(Ri0Y∗RaY∗G·)  F
(
Ri0Y∗RaY∗DRPdY (N
·)
)
 F ◦ DR
A
d+1
Y
(
Di0Y∗DaY∗(N ·)
)
 pˇ∗Y DRY
(
DaY∗(N ·)
)[d + 1]
 pˇ∗YRaY∗(G·)[d + 1].
For a regular holonomic complex K ·, let Sol(K ·) be its solution complex [5, 13.4]:
Sol(K ·) = RHomD(K ·,O).
By [5, 13.4], we know
G·  Sol(D
P
d
Y
N ·)[d],
hence we have
F(Ri0Y∗RaY∗G·)  pˇ∗YRaY∗
(
Sol
(
D
P
d
Y
N ·
))[2d + 1].
On the other hand, by (3) we obtain:
F
(
Rj0Y !RπY∗ρ∗YG·
) F (Rj0Y !RπY∗ρ∗Y DRPdY (N ·))
 F (Rj0Y !RπY∗DRPdY Dρ∗Y (N ·)[−1])
 F ◦ DR
A
d+1
Y
(
Dj0Y !DπY∗Dρ∗Y (N ·)
)[−1]
 F ◦ DR
A
d+1
Y
(
Dj0Y !Dj∗0Y (M ·)
)[−1].
Since Dj0Y !Dj∗0Y (M ·) is monodromic and regular holonomic, Proposition 2.1 implies
F
(
Rj0Y !RπY∗ρ∗YG·
) DR
Aˇ
d+1
Y
◦ F (Dj0Y !Dj∗0Y (M ·))[−1].
If we restrict (5) to (Aˇd+1)∗ , Fact 4.1 shows the following proposition.Y
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jˇ∗0Y DRAˇd+1Y ◦ F
(
Dj0Y !Dj∗0Y (M ·)
)[−1] → RπˇY∗jˇ∗Y qˇ∗Y Rad(DRPdY (N ·))
→ jˇ∗0Y pˇ∗YRaY∗
(
Sol(D
P
d
Y
N ·)
)[2d + 1] → .
Fact 3.1 implies the following corollary.
Corollary 4.1. Let M (respectively N ) be a monodromic and regular holonomic (respectively a
regular holonomic) module on Ad+1Y (respectively PdY ) such that
Dj∗0YM  DπY∗Dρ∗YN.
Then we have an isomorphism in Perv((Aˇd+1)∗Y )μ/(pˇY ◦ jˇ0Y )∗[d + 1]Perv(Y ):
jˇ∗0Y
(
pH 0DR
Aˇ
d+1
Y
◦ F (Dj0Y !Dj∗0Y (M))) RπˇY∗ρˇ∗Y Rad 0(DRPdY (N))[1].
Applying the functor
jˇ∗0Y ◦ DRAˇd+1Y ◦ F
to the distinguished triangle in Dbrh(A
d+1
Y )μ:
Dj0Y !Dj∗0YM · → M · → Di0Y∗D∗0YM · →,
we obtain
jˇ∗0Y DRAˇd+1Y ◦ F
(
Dj0Y !Dj∗0YM ·
)→ jˇ∗0Y DRAˇd+1Y ◦ F(M ·) → jˇ∗0Y DRAˇd+1Y ◦ F (Di0Y∗Di∗0YM ·)→ .
Proposition 2.2 implies
jˇ∗0Y DRAˇd+1Y ◦ F
(
Di0Y∗Di∗0YM ·
) jˇ∗0Y pˇ∗Y DRYDi∗0YM ·[d + 1].
Thus we have proved the following proposition.
Proposition 4.2. There is a distinguished triangle in Dbcs((Aˇd+1)∗Y )μ:
jˇ∗0Y DRAˇd+1Y ◦ F
(
Dj0Y !Dj∗0YM ·
)→ jˇ∗0Y DRAˇd+1Y ◦ F(M ·) → jˇ∗0Y pˇ∗Y DRYDi∗0YM ·[d + 1] → .
The diagram (2) shows the following corollary.
Corollary 4.2. Let M be a monodromic and regular holonomic module on Ad+1Y . Then we have
jˇ∗0Y
(
pH 0DR ˇ d+1 ◦ F
(
Dj0Y !Dj∗0YM ·
)) jˇ∗0Y DR ˇ d+1 ◦ F(M ·)AY AY
556 K.-I. Sugiyama / Journal of Functional Analysis 235 (2006) 543–558in
Perv
((
Aˇ
d+1)∗
Y
)
μ
/
(pˇY ◦ jˇ0Y )∗[d + 1]Perv(Y ).
In the following, all isomorphisms are considered in the quotient category of perverse sheaves
on a smooth variety over Y divided by the Serre’s full subcategory of constant perverse sheaves.
Let M and N be as in Corollary 4.1. The corollaries and the diagram (2) imply
RπˇY∗ρˇ∗Y Rad 0
(
DR
P
d
Y
(N)
) jˇ∗0Y DRAˇd+1Y ◦ F(M)[−1]
 jˇ∗0YF ◦ DRAˇd+1Y (M)[−1].
Now suppose there is a regular holonomic module Nˇ on PˇdY such that
DπˇY∗Dρˇ∗Y (Nˇ)  Djˇ∗0YF (M).
Then we have
RπˇY∗ρˇ∗Y ◦ DRPˇdY (Nˇ)  DR(Aˇd+1)∗Y ◦ DπˇY∗Dρˇ
∗
Y (Nˇ)[−1]
 DR
(Aˇd+1)∗Y
◦ Djˇ∗0YF (M)[−1]
 jˇ∗0Y DRAˇd+1Y F (M)[−1]
 RπˇY∗ρˇ∗Y Rad 0
(
DR
P
d
Y
(N)
)
,
and the projection formula implies
DR
Pˇ
d
Y
(Nˇ)  Rad 0(DR
P
d
Y
(N)
)
.
Thus we have proved the following theorem.
Theorem 4.1. Let M (respectively N ) be a monodromic and regular holonomic (respectively a
regular holonomic) module on Ad+1Y (respectively PdY ) such that
Dj∗0YM  DπY∗Dρ∗YN.
Moreover, we assume that there is a regular holonomic module Nˇ on PˇdY such that
DπˇY∗Dρˇ∗Y (Nˇ)  Djˇ∗0YF (M).
Then we have an isomorphism
DR
Pˇ
d
Y
(Nˇ)  Rad 0(DR
P
d
Y
(N)
)
in the quotient category
Perv
(
Pˇ
d × Y )/βˇ∗Y [d]Perv(Y ).
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consider a diagram
C
N+1 j0←↩ CN+1 ∖ {0} ρ→ PN,
and its dual
Cˇ
N+1 jˇ0←↩ CˇN+1 ∖ {0} ρˇ→ PˇN.
Here j0 and jˇ0 are inclusions and ρ and ρˇ are projections. Then we know
Dj∗0 0(λ, q)  Dρ∗†0(λ, q).
and
Dρˇ∗ˇ†0(λ, q)  Djˇ∗0 F
(
0(λ, q)
)
.
Moreover, since the Sklyanin transform tells us
Dσ ∗ˇ†0(λ, q) 
⊗
j
Dpˇ∗jM(λ,q),
Taking Y = SpecC, Theorem 4.1 shows
DR
PˇN
(
ˇ
†
0(λ, q)
) Rad 0(DRPN (†0(λ, q)))
in Perv(PˇN)/βˇ∗[N ]VectC. Thus we have in Perv((Pˇ1)N )/α∗[N ]VectC:
DR
(Pˇ1)N
(⊗
j
Dpˇ∗jM(λ,q)
)
 DR
(Pˇ1)N
(
Dσ ∗ˇ†0(λ, q)
)
 σ !DR
PˇN
(
ˇ
†
0(λ, q)
)
 σ !Rad 0(DRPN (†0(λ, q))).
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