ABSTRACT Control over wireless channels promises to be a great enabler for an interconnected world. Historically, the ''control engineering'' and ''wireless communications'' domains were seen as separate, but with upcoming 5G networks, joint design of wireless control systems promises large gains in both the domains for a wide range of applications. By means of a typical industrial use case of the automated guided vehicles (AGVs), we present a methodology to analyze the latency requirements along with the wireless links from a controller to a plant (downlink) and from a plant to its controller (uplink). From the perspective of a Wireless Communications Engineer, we present a framework to analyze the basic properties of the resulting control cycle in order to derive feasible latency values that differ from the commonly found values in the communications literature. Also, we highlight an approach to derive the proportional-derivative (PD) controller parameters that yield the best control performance according to the integral of absolute error (IAE) criterion. At last, we present the idea of a cross-domain manager (CDM) that is able to translate (in real-time) the current network performance metrics to optimal controller gains.
I. INTRODUCTION
On a global scale, human wealth has increased steadily over the last two centuries. We have grown accustomed to a steady stream of innovations provided to the consumer at very little cost, be it in agriculture, or in the textile, telecommunications or automotive industries, to name a few. The path from manual labor to fully automated production lines may be described by four industrial revolutions, briefly outlined in the following [1] The first industrial revolution started approximately in 1800 with first large production machines being powered through mainly water or steam, more seldom still through
The associate editor coordinating the review of this manuscript and approving it for publication was Liang Hu. manual labor. The second industrial revolution in the late 19 th century was driven by the introduction of widely available electricity and introduced the well-known assembly line, first in the automotive sector, later in the textile industry, mining of raw materials and agriculture. The third industrial revolution was triggered by ubiquitous access to cheap computation, i.e., the invention and introduction of the general purpose computer, around 1970 (all [2] ). The fourth industrial revolution is yet to come and was coined Industry 4.0 in Germany [3] , following the nomenclature of software versioning indicating a major upgrade.
The first, second, and third, i.e., previous, industrial revolutions caused products to be manufactured cheaper, faster, and reliably, enabled by ever-increasing degrees of automation. This is because humans, when compared with highly specialized machines, perform slowly, make frequent errors and thereby cost too much when performing monotonous production tasks.
The concept of Industry 4.0, however, forecasts production sites that are able to reconfigure themselves down to the manufacturing demands of an individual product, enabling very small lot sizes, down to one single unit [3] . In today's industry this is deemed highly unfeasible because production elements do not come with the necessary flexibility, i.e., they are programmed for a single task only, with little or no degree of on-the-fly adjustability.
The vision of Industry 4.0 is a tightly interconnected factory-of-the-future, with a high degree of reconfigurability, enabled by novel control schemes, highly distributed computational resources (wherever needed), and ubiquitous access to these resources through high-performance wired and, wherever feasible, wireless communication capabilities in order to connect the spatially distributed nodes of the application.
Especially regarding the last few meters within the communication chain, wireless communications promise to be a great enabler for Industry 4.0 due to the high on-the-fly reconfigurability and the significant reduction of installation costs (CapEx): sensors and plants can be placed wherever power is available and also mobile, battery-driven interconnected plants enter the realm of possibility.
A key challenge for wireless communication in industrial processes is to close control loops over the air, which poses very different demands towards the communication network from what cellular networks like wireless local area network (WLAN) or long term evolution (LTE) were originally designed for, i.e., mobile data traffic. A control loop is a feedback system that, based on sensor measurements, calculates an action to be performed by an actuator, in order to change the system towards a desired state. The impact of this action is again a fed back to the controller to calculate the next action and this way the control loop is closed. A simple and well-known example is the thermostat for controlling the temperature in a room: the current temperature is sensed and a controller calculates an action for a heating element (the actuator) to increase, decrease or keep steady the heating power, depending on the sensed temperature and on a reference temperature that is desired by the user. However, for Industry 4.0, most applications require much faster reaction times and shorter sampling periods than the thermostat example. While for the thermostat sampling periods of 1 minute and communication delays of multiple seconds are commonly not an issue, because it takes a long period of time to heat up (or cool down) a room, the control application of, e.g., balancing a scooter (Segway) has much tighter requirements. The current tipping angle of the scooter has to be looked at (sensed) on a millisecond basis, while a counter-reaction towards tipping has to be implemented on the same time scale, otherwise it will fall down. Although this is only a toy example, it clearly illustrates that different applications pose different demands. For actual industrial applications, more often than not, the exact communication requirements are not clear. However, dedicated wired communication infrastructure is currently usually used, which have a very high performance in terms of latency and packet loss rate, typically much superior than what is needed by most applications. If this is the case, then knowing the communication requirements is not strictly needed. In Industry 4.0, wireless and shared communications tend to be used more widely, and, because of performance impairments, this will have to change in order to keeps costs down.
In today's manufacturing systems, controllers -often nonlinear programmable logic controllers (PLCs) -are placed adjacent to the plant, requiring space and additional power. Sensors and actuators are connected via proprietary cable solutions or -if off-site -through wired fieldbus systems such as EtherCAT, Profinet IRT, or SERCOS III, to name a few. These systems cannot be extended with wireless communication links due to their bus structure and their consequently high degradation in latency, throughput, and reliability if wireless links were integrated.
Although intended mostly for monitoring purposes, there exist wireless systems intended for industrial usage. iWLAN (industrial WLAN, developed by Siemens) and WirelessHART, e.g., provide wireless functionality in industrial settings by effectively assigning specific transmissions time slots to the clients and thereby avoiding the typical collisions known from high user densities in carrier sense multiple access (CSMA) radio access schemes. iWLAN, however, only employs a single-connectivity, time-division-multipleaccess-based (TDMA) multi-access scheme, degrading the latency performance for an increasing number of users. On the other hand, WirelessHART, through its mesh structure, is designed for the process industry, 1 where latency is not important but reception reliability is increased at the cost of higher latency.
All proposed (wired) fieldbus solutions have in common that communication carried out therein has very low variance in terms of latency jitter, i.e., the variation of latency, usually being less than 1 µs. With a wireless communication infrastructure, this requirement is unrealistic and the application needs to deal with much higher jitter values when compared with wired counterparts.
Our motivation for this paper is firstly to derive tangible wireless communications design requirements for the automated guided vehicle (AGV) use case, which will be in high demand by Industry 4.0. This application should benefit from outsourcing computation to a multi-access edge cloud (MEC). It is intended to serve wireless communications engineers as guidelines for their design goals. We stress that the framework presented herein can be used for any other application as well, as long as the respective transfer function is known, i.e., the behavior can be modeled mathematically.
Secondly, we will sketch a possible solution on how to deal with varying latency values. We want to emphasize that we will not present a methodology to counteract latency jitter (this could be taken care of by buffering) but latency variations that arise over longer periods of time, possibly resulting from higher traffic load in the system.
II. RELATED WORK AND CONTRIBUTION
In classical control theory, communication impairments such as delay, jitter or packet drops are not considered and are not part of system design. This is meaningful if we assume that when any of these quantities is not perfect, usually something is severely wrong with the application setup, e.g., a cable is unplugged or cut. For traditional system design, each communication link is established over a dedicated cable, effectively eliminating the necessity of co-existence analysis of multiple applications because the different streams do not influence each other. However, for a high number of simultaneously operating applications, evidently, the cost for the communication infrastructure can be reduced dramatically when using a shared infrastructure instead. Specifically engineered examples of such systems were given in Section I, but also simple switched Ethernet can be considered. Differently from classical Control Theory, when communication impairments do play a role in the system, the literature refers to networked control systems (NCS). First works regarding the control theory of NCS have been published during the first decade of the 21st century [4] , [6] , [7] , also highlighting the limits of classical Control Theory for distributed systems, where multiple agents jointly work towards a common control goal. These works were motivated by the reduced cost of a shared network and the increased degree of distribution for a whole range of control applications but they often come with the cost of undeterministic and erroneous packet arrivals due to the shared medium. Although the given communication system examples are partly outdated for today's research (DeviceNet, FireWire) [4] , these networked systems will become essential in the pursuit of Industry 4.0, where the flexible reconfiguration of robot tasks and their collaboration over wired (Ethernet) and wireless (WLAN, 5G) networks is a key necessity. The aforementioned works generally describe fundamental limits for control applications that lack one or multiple features typically assumed in classical control theory. This might be that the application sends its data over a network that also serves non-control related traffic [4] , does not provide a global clock that is needed for accurate sampling [4] , [7] , suffers from data rate constraints [7] , [9] , introduces networkinduced delay [4] , [6] , [10] , drops packets [4] , [6] , heavy quantization [11] , or performs packet segmentation [4] , to name just the most prominent sources for error in the network. The problem at hand is therein viewed from a Control Engineering perspective, mostly focusing on the formulation of (multiple different) stability conditions for an abstract, general, highly-distributed, and non-linear control application. The motivation for this work is a tangible derivation of the impact of communication delay on a sample closed-loop control system, also highlighting an approach to counteract this delay during operation through cross-domain design, i.e., between the communication and control domains.
In contrast to the aforementioned literature, we assume a centralized controller (running on a wirelessly connected nearby computer), gathering the (spread) sensor data at one location and then distributing the computed control outputs to the plant nodes. While delays play a role in our design, we don't consider distributed controllers and our application can be easily ''sliced'' into multiple parallel instances thatcorrect operation assumed -do not physically interact with each other. 2 In other terms, the only point where the system exhibits coupling is in the controller. This means that the plants do not exhibit physical coupling with other plants (otherwise an accident will have occurred) as is the case for other applications like, e.g., cruise control. Additionally, we assume a required data rate in the up-and downlink for our application that is low enough to assume that there is no competition for wireless resources among the nodes. This is a reasonable assumption even in TDMA systems, since the required rate will remain lower than 10 kbit/s, as will be shown later. In (orthogonal) frequency division multiple access (OFDMA) systems like LTE or the new WLAN 802.11ax, this assumption will hold true even more, because node transmissions will not be required to be separated in time anymore.
These are the main distinctions between the NCS approach and the chosen approach in this article. We derive stability limits for the AGV control application where the position of every AGV in a factory hall is controlled wirelessly and the centralized controller runs in a nearby MEC. Subsequently, we optimize the application behavior by finding the optimal set of control parameters. The exchange of sensor and controller information is performed over a digital network, which -for simplicity -is modeled by abstract delay variables. Although the proposed framework is able to support other delay models, we apply the abstract delay model without loss of generality. The aim of this article is to introduce the control-theory-based framework rather than the study of different latency models. We consider both uplink and downlink delay. We assume that these delays can be measuredand are known to the network. Additionally, we assume fixed sampling intervals rather than event-driven control methods, that would be able to determine the value of the information to be transmitted and only transmit it when its value exceeds a certain threshold. Hence, for this article, the classical viewpoint of Control Theory, enabling the usage of tools like z-domain analysis, Bode plots, pole-zero-maps and more, is sufficient.
To the best of the author's knowledge, the communication delay requirements have not yet been derived for the AGV use case in the context of the proposed central-controller architecture.
Our contributions in this article can be summarized as follows:
1) the novel idea of centrally controlling a fleet of AGVs in a nearby MEC, 2) based on this architecture the (simplified) analytical description of this application, 3) the introduction of the control-theory-based modeling of the communication framework 4) the impact evaluation (loss of stability and performance degradation) of uncompensated communication delays in the uplink and downlink on the AGV control behavior, both theoretically and by means of simulation and 5) the introduction of a cross-domain-manager (CDM) that is able to translate communication Quality of Service (QoS) to an optimized set of application parameters.
The article is structured as follows: In Section III, we motivate the use case at hand and pose the relevant questions that are to be answered by our analysis. In Section IV, we present our system model. In Section V, we determine the fundamental limits of operation, i.e., the stability limits of our application. Thereafter, in Section VI, we optimize our system to counteract prevalent delay according to defined performance criteria. Finally, we conclude the paper in Section VII.
III. USE CASE
A use case commonly found in industry with enormous market growth rates of more than 16 % [12] , is the autonomous transport of goods and tools by means of AGVs. These systems come in many different shapes and sizes and also differ greatly in their technological functionality and capabilities. In terms of functionality, the most relevant aspect with respect to this analysis is the guidance system: How do these vehicles orientate themselves? Keeping the technological complexity of an AGV low (and thereby also its price), requires some kind of guidance infrastructure that needs to be physically installed in the facility. This might comprise of magnetic/reflective tape on the factory floor or radiosignal-transmitting wires placed just below the surface. Other navigation systems require high-performance computational capabilities on the AGV and, additionally, up-to-date environment maps in the AGV random access memory (RAM) in order to navigate completely autonomously. Examples in this regard are laser scanners or cameras mounted on the AGV and sophisticated control algorithms that transform the sensed data into actions. These systems tend to be (a) slower than the aforementioned because of this large computational overhead and (b) a lot more expensive through their higher technological sophistication. In the context of Industry 4.0, AGVs are required to
• be highly flexible due to their ever-changing environment (there are no predefined ''roads'')
• have low on-board computational complexity (which makes them light-weight and cheap)
• be part of an orchestrated AGV fleet.
To the best of our knowledge, these high-level requirements cannot be met by any of the aforementioned systems. Using wireless communications, however, they might be achievable. 1) Computation can be performed in a high-performance nearby computation center, i.e., an MEC.. 2) Sensing elements (including but not limited to laser scanners, cameras, lidar, and radio wave positioning systems) can be mounted not only to the AGV itself but also to the stationary factory infrastructure (walls, ceiling, ...), connected to the controller over wirewhere possible -or to a radio access network (RAN). 3) Each AGV only needs a wireless transceiver and lowlevel logic. This logic includes the lower levels within the control hierarchy that should not be calculated online due to their extremely high sample rate as well as their simple controller structure. One example is the current/torque control of motors that ensures that highlevel commands (e.g. acceleration values) are accurately executed. This can be modeled as a closed loop. However, closing the control loop over a wireless link has severe consequences for the application, due to prevalent latency and a packet loss probability orders of magnitude higher than with wired networks. Although not entirely comparable with the classical packet error rate (PER), typical block error rates (BLER) of LTE are in the order of 10% [13] . The medium access control (MAC) for LTE has to deal with these errors and does so through its hybrid automatic repeat request (HARQ) process. In WLAN 802.11 these values are in a similar range and worsen significantly for increasing numbers of users through usage of CSMA. The question that needs to be answered is: How strict are the communication requirements? In recent literature, this question is addressed with reference to other sources and it is difficult to find the origin of the information. Often, the Tactile Internet is cited with its requirement of round-trip latency values lower than 1 ms. This may be true for robotics that incorporate visual and haptic feedback, as described in [14] but are these requirements also necessary for robotics tasks that do not include a human? [15] deals with this question with reference to [16] (the German Federal Ministry of Education and Research), that states (translated from German):
''The respective requirements [of wireless industrial communication solutions] ensue from the equivalent of today's wired solutions.'' Transferring the requirements from the wired to the wireless domain and thereby uniforming the domains is a fundamentally flawed approach, although in literature, this is often taken as motivation for the need of ultra-reliable low-latency communication (URLLC). Instead, one should rather regard them as separate solution options to a problem and learn the advantages/disadvantages they individually bring.
Additionally, the latency requirement is sometimes inferred from the inverse of the control-cycle clock rate [17] . In robotics systems nowadays, the most common values of clock rates range between 1 kHz and 4 kHz, as it can be looked up in various data sheets of robotic arms, which leads to sampling periods between 250 µs and 1 ms. We want to emphasize that the inverse relation between latency and clock rate does not hold true and they must be viewed as two independent variables. Furthermore, one might ask, is a 1 kHz clock rate really necessary for all motion control applications? How may that be determined? In the aforementioned theory of NCS, one focus is to find the minimum communication rate of control systems until they become unstable. Although not the focus of this article, this shows that more often than not the requirements for real-time wireless communications posed by the control industry are highly exaggerated.
It does not seem strange that asking the robotics industry for their wireless communications demands yields a response that offers a plug-and-play solution for their already-existing products. And if these products are built for (wired) communication links that provide latency values lower than 1 ms, this is the answer one will receive. From a technological perspective, the question concerning the viability of this approach might be an interesting challenge, but it is evident that communication over-the-air with the same quality of service (QoS) as the wired counterpart will come with an unnecessarily high price tag. A converging approach seems most promising, which requires the following:
1) careful assessment of the added value of wireless links within a given control task 2) introduction of wireless communications with application-dependent (because each application has its own requirements) and mission-varying (because within the execution of a given control task, the demands on the wireless links may vary) QoS Taking a step back, a fundamental book on discrete-time control systems roughly estimates:
''Generally, sample rates should be faster than 30 times the bandwidth [of the system] in order to assure that the digital controller can be made to closely match the performance of the continuous controller'' [16, p. 61 ]. For many control plants, especially ones that control the movement of human-sized objects, the bandwidth is far below 30 Hz, such that these high-performance controllers with sample rates of 1 kHz and more are overdimensioned. For other plants, the bandwidth is far higher than 30 Hz and needs to be sampled at an even higher rate than 1 ms, e.g., currentcontrol in motors. Usually, in real-word applications, there is a whole hierarchy of control-loops dedicated to a given control goal. In the present use case of AGV control, the turning torque for each wheel must be controlled such that it matches a given acceleration value. This torque may be different for each wheel, e.g., when the vehicle turns corners. In every stage of the design process, the control engineer needs to ask the question if any of the locally gathered information is relevant for other control nodes and needs to be shared. If so, they further need to investigate how often this information needs to be shared and how this can be done. Here, we present a framework to find these QoS requirements by means of the AGV Use Case, simplified to 1-D for an easier grasp of the approach. That is, the vehicle in question is capable of accelerating and decelerating only, and not of turning its wheels. Although this may seem like an over-simplification at first glance, there exist AGVs that feature omni-directional maneuverability (see, e.g., [19] , but many others exist), which is just a linear 2D extension of the presented analysis.
Summarizing, we sketch a methodology to determine actual application-specific communication QoS requirements. Additionally, we quantify performance degradation for suboptimal QoS. Furthermore, the idea of a CDM is introduced that functions like a look-up table and dynamically changes the controller parameters according to prevalent communication QoS metrics in order to yield the best controlling performance.
IV. SYSTEM MODEL
The system model is depicted in Fig. 1 . X (z) denotes the reference signal, i.e., the desired position of the vehicle. Y (s) is the plant output, i.e., the actual position of the vehicle. H (s) describes the plant dynamics and thereby characterizes how controller commands impact the vehicle. E(z) denotes the error between reference and actual position, and G(z) describes the controller transfer function.
In Fig. 1 , some of the quantities are described using the Laplace transform variable s and others through its discrete time pendant z. This is because the controller is self-evidently implemented digitally (after all, it is executed on a computer) and is assumed to operate periodically. This is an important assumption that allows to describe the system in the zdomain. Different domains in a system always requires z ↔ s conversion at the interfaces. Here, for simplicity, ideal sampling (s → z) with a sample period T s and zeroth order hold (z → s, ZOH) are used. In order to outsource computation, i.e., the controlling effort, to a nearby edge cloud instance, wireless links need to be introduced between the edge cloud and the plant. These links cause transmission delay and are described by D dl (z) (downlink) and D ul (z) (uplink), respectively. These delay terms take the form z −n (downlink) and z −m (uplink), as known from classical control theory for dead-time values of τ dl = nT s and τ ul = mT s , respectively.
The plant dynamics H (s) for the present application take the simple form of a double integrator to convert between acceleration (input) and location (output), i.e., H (s) = 1/s 2 , neglecting the more complex relation between these quantities of an actual vehicle (including motor, gear and wheel dynamics) for simplicity. The feed-forward component H −1 effectively turns the control cycle into a slave controller, ensuring that the effect of X (z) on Y (s) is immediate and that inside the control cycle only the error in position is controlled as opposed to the position itself. Applications with a constant reference signal X (z), e.g., level control of a liquid inside a tank, do not necessitate this feed-forward block because the desired filling value is constant and therefore does not change over time. However, when controlling the position of a vehicle, the control quantity (here the position) changes and the feed-forward path -perfect knowledge about the plant dynamics assumed -virtually transforms the present reference signal into a constant value (0 in this case). In order to distinguish the different input parameters, X * (z) is introduced for the constant-control-input-case and takes the values of x * [k] = 0 ∀k.
For simplicity and practicality, the controller G(z) is chosen to take the form of a proportional derivative (PD) controller consisting of a proportional component P(z) and a derivative component D(z), such that G(z) = P(z) + D(z). The proportional component yields a correctional signal that is
proportional to the measured position error, i.e., P(z) = K p . The further away the vehicle is from the desired position X * (z), the higher the proportional correction signal will be, i.e., the more the vehicle will accelerate or decelerate in order to reduce the error. The derivative component (described through D(z) in Fig. 2 ) is designed to yield an output that is proportional to the derivative of the error signal E(z). For the present discrete-time case, the difference between successive samples is calculated, the result is weighted by
z . The derivative component linearly predicts the trend of the error curve and counteracts the determined relation. That is, if the error curve increases, the derivative component will work against the increase and if it decreases, D(z) will work against the decrease. D(z) takes a crucial role in the design of the controller because it significantly affects its performance in multiple ways. Firstly, correct dimensioning of D(z) greatly improves the response time of the controller. Sudden errors can be counteracted very quickly. Secondly, D(z) -also reasonable dimensioning assumed -greatly reduces overshoot errors. Imagine a controller only with a proportional component and a prevalent error in the system. The controller will try to correct it with a signal that is proportional to the error. When the error approaches zero (perhaps rapidly due to a large proportional controller gain), the control signal will also approach zero. After all, the controller assumes 3 There are multiple ways to define and output the difference. The aforementioned method is termed Backward Euler the system to be in the desired state since the error is very small. While this is technically true, the controller neglects the trend of the curve, which might be very steep and cause the error to overshoot beyond the desired state until it is being ''caught'' again by the proportional component. A derivative component that is able to linearly predict the error curve trend, counteracts the trend of the curve as it tries to ''flatten'' it. Thirdly, D(z) is a powerful tool to stabilize the control cycle.
Due to the anyways integrative nature of the plant, a potential integrator in the controller (the I-component of a PID controller) is omitted. Without preempting our results, our simulations have shown that however dimensioned, the integrative component worsened the application behavior in every investigated criterion. 4 In literature, many more sophisticated controllers exist that are able to outperform the PD controller easily. For the purpose of this paper that is more on the communications side, however, it suffices. The methodology presented in this paper is also applicable to other controller designs. N S (s) is uncorrelated additive white gaussian noise (AWGN) that is applied to the feedback sensor values. This noise component will play a vital role during the optimization of the control loop and will be presented in greater detail later in this paper.
The last component considered is a digital infinite impulseresponse (IIR) low-pass filter F(z) = b 0 z 1−a 1 z that is applied to the received samples before the controller. Its coefficients are chosen such that the DC gain equals 0 dB, i.e., b 0 = 1 − exp(−2πf c T s ) and a 1 = 1 − b 0 . This filter will also be motivated at a later stage in the paper.
V. STABILITY
In this section, the stability of the system model depicted in Fig. 1 is investigated. In order to do so, the behavior of the continuous-time plant needs to be transformed to the z-domain for joint analysis. This transformation can be per-formed in multiple ways, but since we deploy a ZOH element before the plant, the step-invariant conversion (also known as the ZOH method) is used. This transformation takes the form [18] 
for all times that are integer multiples of the sample time T s . In the following, the added noise is assumed to be negligibly small for stability analysis purposes. Although strictly spoken not correct [20] , this simplification is valid for the present case, because the introduced randomness is very small and mean-free. All results were verified in simulation and yield a stable system.
The transfer function of the overall system takes the form
and can be expanded to an equation too large to be displayed here. It incorporates the following six parameters: 1) T s → sample duration 2) m → uplink delay as integer multiple of T s 3) n → downlink delay as integer multiple of T s 4) f c → low-pass filter cut-off frequency 5) K p → proportional controller gain 6) K d → derivative controller gain This equation may be analyzed towards stability by determining the poles of the transfer function. The poles of a transfer function in the z-domain must be located inside the unit circle for stable operation. Recall that z = exp(sT s ) and , hence, all points within the unit circle in the z-domain are mapped to points within the left half-plane in the Laplace domain (s-domain). Since a negative real part in the Laplace domain translates to an exponential function with negative exponent in the time domain (via the inverse Laplace transform), an exponential decay of all signals is assured. For more information, please be referred to a fundamentals book on Laplace-and z-transform, e.g., [21] .
Since we cannot display a six-dimensional solution space for a single, complete stability region plot, we will fix the parameters (T s , f c , m, n) and display the stability region in the
Exemplary diagrams are shown in Fig. 3 for different values of m and n. Green points mark stability, red points mark instability. The expected decrease of the stability region as we increase the message delay is clearly visible.
Obviously, stability is always required for the design. Furthermore, most often, boundary conditions must be met additionally in order to ensure reasonable actuator commands for reasonable error values. E.g., a control cycle with a proportional gain of K p = 100 may be mathematically stable but accelerating at 10 m/s 2 for an offset of 10 cm seems unnecessarily exaggerated and is highly susceptible to overcompensation. Also, we have to consider that the vehicle at hand needs to be capable of applying the control commands at every operating point. Since we transformed our control cycle to a slave controller (we subtracted the predictable part from X (z) and obtained X * (z), see above) and, hence, we only control the error in position instead of the position itself, the vehicle needs to reserve ''acceleration capabilities'' for the position error control system. In this article, we assume a maximum acceleration value a max = 1 m/s 2 and minimum acceleration value of a min = −5 m/s 2 , which are always available to the control system for adjusting the vehicle to a desired position. In essence, the path planning of the vehicle needs to assure that at every point in time these acceleration values are available.
By simulation in Simulink R , all stable operating points in Fig. 3 are evaluated for their highest and lowest applied acceleration values for a step position error magnitude of 10 cm, i.e., the controller is suddenly confronted with a position error of 10 cm to the front and tries to adjust for this error. Configurations that violate the minimum and maximum acceleration values are subsequently excluded.
VI. OPTIMIZATION
In this section, we sketch an approach to derive the best set of control parameters for given values of τ dl and τ ul . In an actual deployment, a cross-domain manager, sitting at the interface between network and control application, is able to tune the controller parameters according to prevalent transmission delays in the system, implemented as a look-up table. The concept is illustrated in Fig. 4 . Strictly speaking, four control parameters can be adjusted: f c , T s , K d , and K p . For simplicity reasons, we will focus on optimal values for K d and K p albeit an optimization towards an optimal sampling interval T s and optimal cut-off frequency f c also suggests interesting results.
A. TIME SYNCHRONIZATION
We want to emphasize that, until this point, all of the previous analysis were performed in the z-domain. This has the following two consequences: 
FIGURE 5.
Same clock across the whole system (red) and shifted-clock system for buffer avoidance (green).
1) All clocks in the system are synchronous.
2) The delays in the uplink and downlink are integer multiples of the sample rate. When the controller transmits a control command to the plant at time t 0 , it will take τ dl until this command is received at t 1 . For systems that use a single global clock, the command is buffered until the next clock at t 3 . Only then will it be executed (until the next command is applied at t 6 , not shown in the figure) . The same holds true for the uplink. A sensor value transmitted at t 3 will be received after τ ul , i.e., at t 5 . It is buffered until the controller executes again at t 6 , generating a new control command. Alternatively, to reduce or eliminate the buffer times all together, the plant clocks for the transmitter and receiver at the plant can be separated and shifted (green). A received control command at the plant will be executed immediately and the plant will send its sensor values τ ul in advance of the next controller clock. This idea is very similar to Timing Advance in cellular networks. Evidently, the shorter the sample time (the higher the sample rate), the less benefit is to be expected from this approach. For sample rates of 1 ms and less, this approach hardly improves performance. But when designing a whole AGV fleet, a decrease of the sample rate (maybe to the order of 100 ms) may be practical in order to save wireless resources and then, the ''clock shift'' in the plant alleviates the resulting delay problem due to unnecessary buffering.
Both approaches, red and green, require a joint understanding of the current time, which translates to tight requirements of synchronizing clocks over wireless channels. For instance, in [22] , a wireless clock synchronization scheme is presented that is capable of keeping the clock offset between a master clock (here: controller) and local clock (here: plant) lower than 1.5 µs (95%-ile) even with commercial-off-the-shelf WLAN hardware. It is assumed that with specialized hardware and more sophisticated clock synchronization strategies, this accuracy will be even outperformed. Hence, for this analysis, the time synchronization issue is neglected.
For our optimization analysis, we choose the green clocks because they promise a great benefit for long sample times.
B. OPTIMIZATION CRITERION
In order to perform the optimization, a cost function needs to be defined that maps the performance of a given control system into a single value. The performance is usually characterized by the step response of a control system, i.e., the control cycle is confronted with a sudden error and its answer to this step is analyzed. Often, in industrial control systems, specifications like < 10 % overshoot 5 or a certain limit for the sise 6 and/or settling time 7 are given and these conditions need to be met. For our system, such specifications are not given and they also do not satisfy our optimization requirement to map the performance to a single value. Common measures that do meet our mapping requirement are the integral of absolute error (IAE) and the integral of the time-weighted absolute error (ITAE) of the step response. They are defined as
C. MOTIVATION FOR NOISE
Applying these criteria to the control cycle in Fig. 1 without the sensor noise input n S (t) = L −1 {N S (s)} and without the filter F(z) always results in an optimization action to assign K d the highest possible value that does not violate the maximum acceleration limit stated earlier in this paper. This leaves no room for the proportional gain K p , always setting it to 0. In an ideal world, this may pose the best control strategy but in the real world, control systems cannot operate through ideal differentials only. Similarly, while it is mathematically possible to determine the position of a street car only through the memory of pure accelerometer information, this will not work in a real system because prevalent constant errors in the system cannot be handled. To circumvent the issue, 5 The term Overshoot refers to a characteristic of stable control systems that -in the process of responding to the input step -exceed the final control value. 6 Rise Time refers to a systems response speed and specifies how long the system takes to rise from 5 % to 95 % of the final value. 7 Settling Time refers to the time it takes for a stable control system to stay within the boundary of, e.g., 2 % of the final value. an AWGN source for the sensor values is introduced with a noise power of P n = 1 cm 2 . This translates to a probability of roughly 68 % to have a position measurement error of |n S (t)| < 1 cm and roughly 95 % for |n S (t)| < 2 cm.
The introduction of noise to the system has severe consequences for the optimal controller design according to IAE and ITAE. The derivative controller gain K d needs to be chosen very small because unfiltered adjacent sensor values may easily differ by multiple centimeters. As an example, with a gain of Fig. 2 ) and a sampling interval of T s = 10 ms, the maximum value for K d the maximum acceleration of a max = 1 m/s 2 is exceeded is in the order of K d ≈ 0.3, which has only a minor impact on the overall control performance. Introducing the low-pass filter F(z) with a cut-off frequency f c in the range 1 Hz greatly improves the step response again.
D. IMPLEMENTATION
The task is to find the global optimum in terms of IAE and ITAE for a given set of values τ dl , τ ul , f c , and T s , i.e.,
Only values that are (a) stable and (b) do not exceed the allowed acceleration bounds need to be simulated. For all other values, the performance criteria are internally set to ∞ for evaluation purposes.
The simulation is performed with Simulink, while the evaluation and optimization is performed with MATLAB R .
For finding the global optimum within the aforementioned stability region, the simulated annealing algorithm [23] is used. Simulated annealing mimics the process undergone by misplaced atoms in a metal when it is heated and then slowly cooled. The algorithm is initialized with a temperature T and a pre-specified operating point, here (K d , K p ) = (1, 1). It then calculates the energy (IAE or ITAE) at that point. Thereafter, it randomly chooses a new value in the neighborhood of the operating point and compares the two energy levels. If the energy is lower, the algorithm will change to that operating point. If it is higher, it will randomly choose between (a) staying at the old operating point or (b) moving to the new operating point. The probability of choosing the new operating point, although it has more energy than the old one, scales with the difference of the energy values (the smaller the difference, the more likely to adapt the new value) and the current temperature T of the simulated annealing process (the higher the temperature, the more likely that the new operating point at higher energy level is accepted as a new operating point). After a given number of simulations, the temperature is reduced (cooled down) and jumping towards worse energy levels becomes less likely. Simulated annealing performs very well when optimizing globally, without getting stuck at local minima. Fig. 6 shows the optimization results for the IAE criterion. The figure depicts the development of the IAE criterion for increasing values of the uplink delay τ ul . For constant controller parameters K d and K p the IAE increases highly nonlinearly, especially when exceeding a delay of τ ul > 100 ms. The parameters for this curve are chosen according to the lowest IAE for τ ul = 0 ms. It shows clearly that when the controller parameters are adjusted during operation according to the prevalent delay in the system, the IAE can be kept low, almost holding the IAE at a constant value. The same holds true for latency values in the downlink as can be seen in Fig. 7 .
This can also be verified by looking at sample step responses, see Fig. 8 . For the first plot, the optimal parameters according to the IAE at τ ul = 0 ms and τ dl = 0 ms have been chosen (K d = 4.3 and K p = 7). The step error of 10 cm is corrected after approx. 1 s. If the controller parameters aren't adjusted for increasing delay, the system performs very badly and eventually even becomes unstable (second plot). If we change the parameters according to the proposed mechanism, the application still functions appropriately, albeit slower, only correcting the error after about 1.5 s instead of 1 s.
This approach was also performed for the ITAE criterion instead of IAE. Since the ITAE weights the position error linearly with the corresponding time index, errors at the end of the simulation are weighted a lot higher than at the beginning. Since for stable configurations the error to the ideal step only consists of white noise only after the settling time, the ITAE optimization mainly focuses on the reduction of noise in the system. Therefore, the dynamic change of controller parameters according to prevalent communication delay only has tiny impact on the overall ITAE performance for noisy feedback sensor samples.
VII. CONCLUSION
In this article, we are motivated by the benefit of a central entity in the network that controls a fleet of AGVs over wireless links. These links are assumed to come with non-zero latency. We presented a framework to investigate the actual latency requirement for the AGV Use Case until it becomes unstable. Furthermore, we introduced an entity namely the CDM that is able to tune the controller gains according to the prevalent delay in the system in real-time. We show that by choosing this approach instead of constant controller gains, the performance of our control application can be significantly improved over a large range of delays. It is still to be investigated how packet drops affect the system and which coping strategies from a CDM viewpoint could be implemented.
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