In this paper, we offer new necessary and sufficient conditions for the reverse order laws to hold for the weighted generalized inverses of matrices.
Introduction
For A ∈ C m×n , we denote by A * , R(A), N (A) and r(A), the conjugate transpose, the range space, the null space and the rank of A, respectively. Obviously for M = I m and N = I n the weighted Moore-Penrose inverse of A is the Moore-Penrose inverse of A.
For A ∈ C m×n , the sets of least-squares weighted generalized inverses of A ({1, 3M }-inverse of A), minimum-norm weighted generalized inverses of The reverse order law for the Moore-Penrose inverse seems first to have been studied by Greville [4] in 1960. Since then there have been quite a number of papers on this subject (see [8, 11] ).
In [10] for the first time the authors presented necessary and sufficient conditions for several types of reverse order laws for the weighted generalized inverses to hold. In this paper, we offer new necessary and sufficient conditions for the reverse order laws for the weighted generalized inverses of matrices. The significance of our results lies in the fact that the conditions given in this paper, especially for the {1, 2, 3M } and {1, 2, 4N }-reverse order laws, are purely algebraic while the conditions given in [10] are mostly rank conditions. We present necessary and sufficient conditions for the following inclusions
to hold, where A ∈ C m×n , B ∈ C n×k and M, N and K are three positive definite matrices of orders m, n and k, respectively. Also, we consider the reverse order law for the weighted {1, 3, 4}-inverses. We give necessary and sufficient conditions for
in the case when M, N, K are positive definite matrices of appropriate sizes.
2 Reverse order laws for the weighted {1, 3}, {1, 4}, {1, 2, 3} and {1, 2, 4}-inverses
Let A ∈ C m×n , B ∈ C n×k and let M ∈ C m×m , N ∈ C n×n and K ∈ C k×k be three positive definite matrices. In this section, we give necessary and sufficient conditions for the following inclusions to hold:
The results from this section generalize those of [7] and [2] to the case of weighted generalized inverses. First, we will state the characterization of the sets A{1, 3M } and A{1, 4N } given in [10] :
and N ∈ C n×n where M and N are positive definite. For G ∈ C n×m , we have:
Obviously, we can conclude that
Now, we will give a similar characterization of the sets A{1, 2, 3M } and A{1, 2, 4N }.
If we suppose that A * M AG = A * M and GAA † M,I n = G, we have that
Also,
The statement (ii ) can be proved in a similar way.
Throughout the paper, we will use the following lemma:
and N ∈ C n×n where M and N are positive definite. Then
In the next theorem we present new necessary and sufficient conditions (3 • and 4 • ) for (2.1) to hold.
Theorem 2.2 Let
and N ∈ C n×n are positive definite matrices, then the following conditions are equivalent: 
Now, by Theorem 3.1 [2] , we get that (2.5) is equivalent toBB †Ã * ÃB = A * ÃB , which is by Lemma 2.2 equivalent to
} is equivalent toB †Ã † ∈ (ÃB){1, 2, 3}, the proof follows by Theorem 3.1 [2] .
A similar result in the case of weighted {1, 4}-inverses follows from Theorem 2.2 by reversal of products:
If N ∈ C n×n and K ∈ C k×k are positive definite matrices, then the following conditions are equivalent:
. Now, the proof is similar to the one of Theorem 2.2 and follows from Theorem 3.2 [2] . Now, we will consider the reverse order law for the weighted {1, 2, 3}-inverses and weighted {1, 2, 4}-inverses. Remark that necessary and sufficient rank conditions for the reverse order law of {1, 2, 3} and {1, 2, 4}-inverses are given in [7] .
and N ∈ C n×n are positive definite matrices, then the following conditions are equivalent: Hence,Z ∈ (ÃB){1, 2, 3} ⇔ Z ∈ (AB){1, 2, 3M }.
3 Reverse order law for weighted {1, 3, 4}-inverses
In this section we consider the reverse order law for the weighted {1, 3, 4}-inverses. We give necessary and sufficient conditions for
in the case when M, N, K are positive definite matrices of appropriate sizes. Also, we give a very short proof that
We will begin with two auxiliary results:
Lemma 3.1 Let A ∈ C m×n and B ∈ C n×m . If M ∈ C m×m and N ∈ C n×n are positive definite matrices, then the following statements are equivalent: 
