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Abstract 
 
Total Revenue is an important indicator of the economic well being of a particular country. As it 
is known government has revenue either by the taxes it collects from society or by the investments 
it undertakes. This paper is interested in studying the total revenue component for government 
and some of the factors that affect it. The factors chosen in this paper are capital expenditure, 
current expenditure and VAT (value added tax). The factors chosen here are a combination of 
investment from government (including capital and current expenditure) and tax collection 
(including VAT), which as stated before are the most important components for a governments 
total revenue. 
This paper is especially interested in the Albanian case and the interrelation among the total 
revenue and the other three factors based on time series econometric model. As a consequence it 
will be based more on econometrics, but without leaving behind the economic interpretation of 
the results. It will be important to measure whether these factors have a positive or negative 
impact in the total revenue; whether their impact is statistically significant or not and whether 
they are sufficient indicators to determine the actual values of total revenue. 
After taking into consideration all these econometric factors, an economic analysis will  be 
applied; by comparing the expectation the economic theory has and the actual results of the 
econometric model, and by this way will be determined the validity of the model. 
Keywords: Total Revenue, CAPEX, Current Expenditure, VAT, Econometric model, Albania. 
 
Introduction 
In this paper we will analyze an econometric model, which consists of the total revenue 
component explained by capital expenditure, current expenditure and VAT. First of all here 
we aim to give a term explanation for all variables included in the estimation and make 
predictions of how do we expect them to affect the dependent variable, total revenue in our 
case. Then we will test for the significance of all the variables both individually and in group, 
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to see whether their effect on total revenue is significant and whether there exists 
multicollinearity problem between the variables. After testing for, it is known that 
econometric models suffer too much from trend and seasonality. Therefore, in this context we 
test also, for them; check whether they are significant and that being the case we try to remove 
them. 
After removing trend and seasonality, we check for the serial correlation, which is also a 
problem seen in time series data. Again we see for its significance and remove it if necessary. 
The next test is about the heteroskedasticity of the model, which again is tested for its 
significance by White Test and that being the case we again try to remove it. 
Next we test for the functional form misspecification and again look for its significance. That 
being the case, again we remove it. 
From the above tests, conclusions are given on the model so that we compare them with our 
predictions before constructing the model, state whether they explain enough of total revenue 
etc. 
1. Literature Review 
In this section we try to emphasize some of the most important opinions regarding the topic 
taken into consideration by some of the most well known scholars and economists. 
Mahdavi and Westerlund (2008) have shown that regarding the rising fiscal imbalance issue is 
complicated by at least two issues. Firstly, the division of the burden between the expenditure 
and revenue parts of the total budget during periods of fiscal problems requires an evaluation 
of initial levels of both taxes and expenditures, in order to determine if it will be worth 
changing them in the desired direction. Secondly, as for determining to which variable to give 
the temporal priority, one has to determine whether the changes that will be made in spending 
will occur, independently or simultaneously with the changes in taxes. According to Adesola 
(2000) value added tax is a consumer tax that is charged before selling the good. From his study, VAT 
is often defined as the sum of profit and wages. Gendron (2005) would define VAT as a 
consumption tax, taken as a tax base over income. 
Friedman (1978), one of the first scholars dealing with this issue, suggested that while an 
increase in taxes leads always to an increase in government expenditures, reduction in revenue 
would consequently lead to government expenditure reduction. According to the study of 
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Wagner (1976) and Buchanan and Wagner (1978), they argued that due to fiscal corruption, 
an increase in revenue would lead to a lowering in expenditures. They further concluded 
that expenditures funded by other things than direct taxation leads the general public to believe 
that the value of government expenditures is lower than what it would be under direct taxation. 
In the study of (Eita & Mbazima, 2008), they said that the causal relationship between 
government revenue and expenditure has remained an empirically debatable issue in the field 
of public finance. Over the past three decades, many studies have tried to investigate the 
relationship between expenditure and total revenue; the most important ones are shown below. 
According to the empirical study of Barro and Grilli (1994), government spending (or 
government expenditure) includes every kind of government consumption and investment; 
expect the transfer payments made by a state. Government expenditure can be split into 
the acquisition of goods and services for current use to directly yield profit or satisfy individual 
and collective necessities of the society; and the acquisition of goods and services for the 
purpose of creating future benefits such as infrastructure investment. Therefore, Government 
expenditure is categorized into either current expenditure or capital expenditure. Current 
expenditure is short- term spending or, differently stated, spending on items that are consumed 
and only last a limited period of time. They are items that are consumed in the process of 
providing a good or service. Contrary to current expenditure, capital expenditure is spending 
on long-term assets. It is the acquisition of items that will last and will be used time and time 
again so that they will provide good and services in the long term future. The best example of 
government expenditure would be the building of a new hospital, the purchase of new 
computer equipment or networks, building new roads and so on. The splitting point between 
these two types of spending is very important. While capital expenditure has a lasting impact 
on the economy and helps provide a more efficient and productive economy, current 
expenditure, on the other hand, doesn't have such a long-term impact. At the time money is 
spent, it is gone and the effect on the economic growth is simply a short-term one. 
The impact of the government expenditure is not yet conclusive and while some authors 
indicated that the impact of government expenditure on economic growth is negative or 
non significant (Akpan, 2005), others believed that the impact is positive and significant 
(Korman and Brahmasrene, 2007). 
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According to Barro (1990), it was indicated that expenditure on investment and productive 
activities is expected to have a positive contribution to economic growth, while government 
consumption spending is expected to have a long term growth. 
Other empirical studies have shown the interrelationship between the VAT revenue of a 
country and its level of economic growth. The revenue received from VAT is likely to be higher 
in an economy with higher level of individual income (Ebrill, et al. 2001). The primary 
expectation is that value added tax will impact positively on economic growth of a particular 
country. His study found that a positive and significant relationship exist between VAT 
and government revenue. The results of the finding showed that; the past values of value 
added tax could be used to predict the future behavior of the revenue. 
Empirical studies show that there are mixed findings on the nature of the relationship or 
direction of movement between government expenditure and government revenue. 
Granger (1969) concluded the revenues may be explained by past revenues and expenditures. 
Given that the past values of expenditure explain current revenues, then there exists causality 
of expenditure to revenue. The opposite being the case, then the flow of causation is from 
revenue to expenditure. 
2. Model Specification and Estimation 
 Model Specification 
 
Our data were taken from the Ministry of Finance. The data included are: 
 
 Total Revenue 
 
 Capital Expenditure 
 
 Current Expenditure 
 
 VAT 
 
Total Revenue: In business, revenue is the income  that  any company  or  government unit 
receives from its normal business activities, either from the expenditure the government 
undertakes or from the sale of goods and services to customers. Companies and government 
units receive revenue also from interest, taxes or other fees. 
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Capital Expenditure: Capital expenditures (CAPEX) are expenditures that are made to create 
long term future benefits. A capital expenditure is undertaken when a business or government 
unit spends money either to buy fixed assets or to add to the value of an existing fixed 
asset, which will provide long term future profits. 
Current Expenditure: Current expenditure, different from CAPEX, is expenditure on goods 
and services consumed within the current year, which needs to be made on a frequent basis 
to maintain the short term activities of the government. Current expenditure includes final 
consumption expenditure, property income paid, subsidies etc. 
VAT: A value-added tax (VAT) is a kind of consumption tax. Considering it from the 
perspective of the buyer, it is a tax on the price purchased. From the perspective of the seller, it 
is a tax on the value added to a product. The main purpose of VAT is to generate tax revenues 
to the government similar to the corporate income tax or the personal income tax. 
Data were taken for the Albanian country from January 1999 to January 2014 on monthly 
basis, on Ministry of Finance website. 
 Dependent Variable : Total Revenue 
 
 Independent Variables : Capital Expenditure, Current Expenditure & 
VAT 
 
The aim of this project is to show how the Total Revenue is explained by the Capital 
Expenditure, Current Expenditure & VAT on time series data. 
Model Estimation 
 
The general Equation: 
 
TotRevt = β0 + β1 * Capexpt + β2* Currexpt + β3* VATt + ut 
 
What we have to estimate here is the intercept (β0) and the slope coefficients (β1, β2, β3) of the 
respective variables. 
From the above equation we expect all of the variables to have a positive impact on Total 
Revenue, expect Capital Expenditure, which will yield profit on long run terms and not at 
the same time as the revenue increases. Therefore in this case we could suffer from time 
trend problems, since the effect of the capital expenditure is not given immediately, but rather 
after a long time. Below we show the E-views estimation 
 
 
 
  
459 
 
 
 
 
 
 
 
 
 
 
 
From the table we can construct the following equation with real numbers. 
TotRevt = 2746.9 -0.022 * Capexpt + 0.265* Currexpt + 1.82* VATt + ut 
As expected both Current Expenditure and VAT have a positive impact on Total Revenue, 
since they yield profit in the short run, while the Capital Expenditure as was expected has 
a negative impact on Total Revenue, as it yields profit on long run, and time trends problem 
occur here. 
The intercept explains that if all the independent variables are 0, total revenue would be equal 
to 2746.9 
The coefficient of Capital Expenditure explains that if the capital expenditure rises by 100 % 
with time the total revenue falls by 2.2 %. The same logic is also applied also for the two 
other slope coefficients. 
 Individual Hypothesis: 
 
From the E-views table we can see that the intercept, current expenditure and VAT are 
significant because their p-values are equal to 0, while the capital expenditure is not significant 
since its p-value is very big (=0.6188). 
 Group Hypothesis: 
 
H 0:  β0 = β1 = β2 = β3 =0 
H 1: H 0 is not true 
We use F-statistics in this case and from the Eviews table we can see that the p-value of the F- 
statistics which is equal to 0 therefore the variables are significant collectively. 
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LRP of Capital Expenditure 
 
Since the Capital Expenditure is not significant we want to check for time lags of it, so that 
we can include also other values in other years of that variable and observe if it changes 
its significance. By this way we can find its LRP (Long Run Propensity). 
 
 
 
 
 
 
 
 
As observed by the table even when adding lags they are not significant, including the lag 0 
and lag 1, while only lag 2 of Capital Expenditure is significant. We check again for their group 
significance by the Wald coefficient Restrictions. 
 
 
 
 
 
 
 
 
As seen from the Wald Coefficient restriction test, it is observed that the variables are 
significant in group, so that the method of including time lags for the Capital Expenditure 
will make it significant and what is more important is that it changes also its sign in some cases. 
The LRP = -0.019 + 0.029 – 0.097 = -0.087 
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Still the LRP keeps being negative, which might lead us to the conclusion that the time trend 
is the main problem for this case with capital expenditure. 
3. Multicollinearity 
Since we know that one of the main problems that a regression faces is multicollinearity, we 
need to test for it before passing to the other tests. If there is a high correlation between 
the variables, then the results we might get will be misleading and we cannot proceed with 
our model without correcting for multicollinearity. We provide the correlation of each 
variable relative to the others in the following table. 
 
 
 
 
 
 
As seen from the table, there is no high correlation between the variables, which indicates that 
this model is not problematic with regard to multicollinearity and therefore we can proceed 
with the other tests. 
4. Time Trend and Detrending 
Defining and estimating trend problems 
 
Trend Analysis is the practice of gathering information and trying to generate a pattern, or 
trend, in that information. Mainly trend analysis is used to predict future events, but it could 
also be used to estimate uncertain events in the past. Statistically speaking, trend analysis refers 
to methods for finding an underlying pattern of movements in a time series which would 
normally be partly or nearly completely hidden by the model. A simple description of these 
techniques is trend estimation, which can be undertaken within a formal regression analysis. In 
order to check for the trend we include a new variable @trend in the equation and check for its 
significance. 
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To test for the significance of the new term we can see that it is significant in all significance 
levels and therefore it shows that in this case trend is problematic. 
We have to detrend the equation. 
Detrending the equation 
 
We generate a new variable t = @trend(1999:01). The logic underlying for this new variable 
is that it gives incremental values from the beginning date to the ending date. 
We regress each of the variables on c and t and we save the 
residuals The new variables are: 
 dtTotrev – residuals saved from the regression of total revenue with c and 
t 
 
 dtCapexp– residuals saved from the regression of capital expenditure 
with c and t 
 
 dtCurrexp– residuals saved from the regression of current expenditure 
with c and t 
 
 dtVAT– residuals saved from the regression of VAT with c and t 
 
Now that we created the new detrended variables we can estimate them again to  check 
whether the trend has been removed. Intercept is not included since it will be not significant. 
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Here we see that the coefficients of all the terms changed after detrending, and also that 
capital expenditure is now positive due to the removal of trend and therefore more significant. 
Still in order to be sure that the trend was removed we add again the variable @trend to the 
new equation and observe its significance. If it’s not significant then trend is successfully 
removed, if it is significant trend was not removed. 
 
 
 
 
 
 
 
 
 
As it can clearly be seen from the regression the p-value of the @trend variable is 1 meaning 
that it is not significant anymore. So the trend was successfully removed. 
Now that we have removed trend, we want to check also for seasonality, see if it’s significant 
and that being the case, and remove also it. We will cover it in the next section. 
 
 
5. Seasonality 
Definition and Estimation of Seasonality 
 
Seasonality is a special characteristic of time series data, in which the data experiences regular 
and predictable changes which recur every calendar year. 
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Seasonality is seen in many time series data, and it's more present than one might think. For 
example, if you live in a climate with cold winters and warm summers, your home's heating 
costs probably rise in the winter and fall in the summer. Due to this reason, one would expect 
the seasonality of the heating costs to recur every year. 
In order to check for seasonality problems, we include 11 new variables, known as @SEAS 2 
up to @SEAS12 each representing a month. January is left as base year therefore it is 
not included. The following table gives the estimation: 
 
 
 
 
 
 
 
 
 
 
 
 
 
To check if the seasonality is significant we test the seasonality coefficients with a Wald 
Coefficient Restriction test. 
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Since the p-value is 0 we fail to reject H0 therefore the seasonality is significant and 
problematic in this case. 
Seasonal Adjustment 
In order to remove the seasonality we have to create new adjusted variables for both the 
dependent and independent variables. 
The new generated values after the seasonal adjustment are: 
 
 TOTREVSA – the adjusted total revenue 
 
 CAPEXPSA – the adjusted capital expenditure 
 
 CURREXPSA – the adjusted current expenditure 
 
 VATSA – the adjusted VAT 
 
We regress again all these new variables in order to check whether their coefficients have 
changed and whether seasonality has been removed. When we regress them, we get the 
following E-views estimation: 
 
 
 
 
 
 
 
 
 
 
 
Looking to the table, we see that coefficients have changed (Capital Expenditure is positive) 
and other variables have changes slightly. Still we want to prove that we have removed 
seasonality, therefore we add again all the 11 dummy variables to check if they are significant 
and to check if we removed seasonality. 
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From the above table all of them look not significant individually, but we use again Wald Test 
to check for their group significance. 
 
 
 
 
 
 
 
Seen from the table the probability of them being equal to 0 is = 97%. 
 
Therefore this is a strong evidence to accept the null hypothesis that the coefficients of all the 
seasonal dummy variables are equal to 0 
6. Autocorrelation 
Defining Autocorrelation 
 
Autocorrelation, known also as serial correlation, is the cross-correlation of a particular 
variable with itself. Informally speaking, it is the similarity between observations as a function 
of the time lag between them. It is a mathematical tool for finding repeating patterns, such as 
the presence of a periodic signal obscured by noise, or identifying the missing fundamental 
frequency in a signal implied by its harmonic frequencies. 
 
 
  
467 
 
Testing for Autocorrelation 
 
Before checking for Heteroskedasticity we have to check for the serial correlation and if 
necessary correct for it, since if serial correlation exists, then heteroskedasticity test will 
be invalid 
ut = α0 + α1 * ut-1 + α2 * ut-2 + vt 
 
We include two lags in the regression to see whether the error terms are correlated within two 
time lags. We use LM serial correlation test 
Our hypothesis is: 
 
H0: α1 = α2 =0 
 
H1: H0 is not true 
 
 
 
 
 
 
 
 
From the table received by including two time lags of the serial correlation, we can see that 
their F-statistics p-value=0.415 is very high and therefore we fail to reject H0 
It concludes that there is no serial correlation between the error terms in different time 
intervals and therefore we can easily test for heteroskedasticity now. 
7. Heteroskedasticity 
Definition of Heteroskedasticity 
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In statistics, any random variable is heteroskedastic if there are samples that have different or 
non-constant variances from others. Thus heteroskedasticity is the absence of homoskedasticity. 
The possible existence of heteroskedasticity complicates the application of regression 
analysis, mainly the analysis of variance, because the presence of heteroskedasticity can 
invalidate statistical tests of significance that assume that the modeling errors are uncorrelated 
and normally distributed and that their variances do not vary with the effects being modeled. 
Testing for Heteroskedasticity 
 
We use the white test to check whether heteroskedasticity is present, which adds 6 new 
variables to the equation, with interaction terms and squares. 
We get the residuals from the estimated equation 
 
We have Ût = totrevt - totrevt 
 
Ût
2 
= θ0 + θ1 * Capexpt + θ2* Currexpt + θ3* VATt + θ4 * Capexpt ^2 + θ5 * Currexpt ^2 + 
θ6 * VATt ^2 + θ7 * Capexpt * Currexpt + θ8 * Capexpt * VATt + θ9 * Currexpt * VATt + ε 
We want to test for: 
 
H0: θ1 = θ2 = θ3 = θ4 = θ5 = θ6 = θ7 = θ8 = θ9 = 0 
 
H1: H0 is not true 
Significance level = 5% 
From the following E-views table, we can see the results of heteroskedasticity. 
 
 
 
 
 
 
 
 
 
 
 
From the eviews result we can see that the p-value of the F-statistics is 0.092 and therefore we 
fail to reject it at 5% significance level, but not at 10% significance level. Therefore 
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t 
heteroskedasticity is not problematic at 5 % significance level (the level at which we are 
interested). 
8. Functional Form Misspecification 
Definition of functional form Misspecification 
 
In regression, functional form specification is the process of developing a regression model. 
This process consists of selecting an appropriate functional form for the model and choosing 
which variables to include. As a first step of regression analysis, a person specifies the model. 
If an estimated model is mispecified, it will be biased and inconsistent. Specification error 
occurs when an independent variable is correlated with the error term. 
Testing for functional form misspecification 
 
To test for functional form misspecification we transform the equation as follows: 
 
TotRevt = β0 + β1 * Capexpt + β2* Currexpt + β3* VATt + θ0TotRev 
2
 
 
We have included two fitted variables  
We want to test for: 
 
+ θ1TotRevt
3
 
H0: θ0 = θ1 = 0 
H1: H0 is not true  
 Significance level =5% 
From the e-views table we can observe the new estimated equation. The F- statistics and its p- 
value is given in order to test for the fitted values. Since the p-value is very large, it shows 
that the null hypothesis will not be rejected at any significance level. Therefore our model 
doesn’t suffer from functional form misspecification. 
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The test used in this case is the Ramsey Reset Test and will be shown in the following 
table: 
  
 
 
 
 
 
 
9. Conclusion 
This paper was based on the estimation of econometric equation including the variables: total 
revenue, capital expenditure, current expenditure and VAT. The primary reason of 
undertaking this study was to see how total revenue was affected by these variables. By 
considering also the economic theory, this would generate a kind of comparison between the 
econometric model, and the theory of economists. The main conclusion that we found on 
VAT and Current Expenditure, which is also reinforced by the economic theory, is that they 
positively affect the Total Revenue of the government, and furthermore they are significant. 
Economically speaking, as shown in the literature review, these two factors are expected to 
have a positive impact in the total revenue of any government. The next conclusion, that was 
found out is that CAPEX has a negative impact in the Total Revenue of the government, 
which is misleading since the variable is not significant. The economic interpretation of this 
issue is that CAPEX is a long term investment, which will yield profits in the distant future, 
and therefore it doesn’t follow the same trend with the total revenue. This was further 
proved by the LRP of CAPEX, which changed the sign of the variable and reduced its non-
significance. Furthermore, the positive effect of CAPEX on Total Revenue was proved by 
Trend and Seasonality test, which in both cases they showed that there exists trend and 
seasonality, and after removing them it could be observed that the CAPEX would become 
positive and significant. Furthermore, it was checked for heteroskedasticity, which was not 
present and therefore it wouldn’t give any problem in applying the test in our model. All the 
other tests performed, in order to indicate whether this model was being used properly, 
showed that there was no problems in the model expect, the trend and seasonality issue; 
which were fixed by the help of E-views. As a general conclusion, it can be stated that the 
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economic theory, which is important to state that it was taken from the foreign literature, 
was moving in the same direction, with the model that was built for the Albanian case; 
meaning that the same findings on literature were further reinforced by the model taken into 
consideration. 
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