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Abstract
We present a new method for the computation of the solutions of nonlinear equations when it is necessary
to use high precision. We improve the Euler–Chebyshev iterative method which is a generalization of an
improvement of Newton’s method. A symbolic computation allows us to find the best coefficients respect
to the local order of convergence. The adaptation of the strategy presented here gives an additional iteration
function with an additional evaluation of the function. It provides a lower cost if we use adaptive multi-
precision arithmetics. The numerical results computed using this system, with a floating point representing
a maximum of 210 decimal digits, support this theory.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Probably the best known and most widely used algorithm to find a root of a nonlinear equation
in one variable is Newton’s method that, when the root is simple, converges quadratically to it.
Improvements of the method, increasing to three the order of convergence, have been obtained
at the expense of an additional evaluation of the first derivative, an additional evaluation of the
function or a change in the point of evaluation [10].
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method [7,10] that uses an additional value of the second derivative and it is a generalization
of Newton’s method with an order of convergence equal to three. The variant that we present
here is a new method adding the evaluation of the function at another point (the one iterated in
Euler–Chebyshev’s method) and its order of convergence is increased from three to five.
Increasing the order of the method led us to obtain more precision widening the mantissa.
This procedure is slower than to get it using an interactive symbolic mathematics system of
computation such as Maple [11] with adaptive multi-precision arithmetics, that uses floating
point representation of up to 210 decimal places in the mantissa.
Furthermore, the preceding procedure has been tested in a set of functions appeared in [1,4].
The numerical results for these functions seem to show that, at least on this set, the new method
works better in terms of both order and efficiency.
2. Notation and basic results
Let f be a function with a simple root α, that is, f (α) = 0 and f ′(α) = 0. It is known that the
Newton iterative method is given by
xk+1 = g2(xk) = xk − fk
f ′k
, k = 0,1,2, . . . , (1)
where fk = f (xk) and f ′k = f ′(xk). It is a method with local order of convergence equal to two.
If we define the error in the kth step by ek = xk − α, then




with Ak = f
(k)(α)
k!f ′(α) .
This method has been improved in [9,10] by the composition of the two following iterative
methods:
xk+1 = g2(xk), x˜k+1 = xk+1 − fk+1
f ′k
, (2)
where fk+1 = f (xk+1). The method (2), has order of convergence three, and it can be compressed




)= G3(xk) = xk − fk + fk+1
f ′k
, k = 0,1,2, . . . , (3)
where we can consider that the value of fk in (1) is changed by fk + fk+1 into (3) and, as a
result, we obtain a stationary one point method. If we define e˜k+1 = x˜k+1 −α, then the difference
equation for the error becomes





Another way to present the method defined by Eq. (3) with a local order of convergence equal
to three is stated in the following theorem [6].
Theorem 1. Let denote f : I → R where I is a neighborhood of α that is a simple root of f (x).
Assume that f has derivatives up to the third order and is continuous in I . Then there is a set of
values for γi , i = 1,2, such that the iteration function defined by
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Euler–Chebyshev’s method uses the following iteration function:








, k = 0,1,2, . . . , (5)
where f ′′k = f ′′(xk). Traub [10] credits this method to Euler [5] but in the Russian literature it is
attributed to Chebyshev who wrote as a student in 1840/1841 a first paper awarded with a silver
medal [2,3]. An equivalent way to write (5) is known as Schröder’s formula [8]. Notice that the










3. The main result
In what follows, a constructive way to obtain a new iteration method G5, that is a variant of
the Euler–Chebyshev method (5) and that improves its order of convergence is given. We define
the function
Fk,k+1 ≡ F(xk, xk+1) = γ1f (xk) + γ2f (xk+1),
where xk+1 is computed by (5). Then, we search for a linear combination of fk and fk+1 such
that when the new value of Fk,k+1 is set instead of the value of fk , it improves the order of












, k = 0,1,2, . . . , (6)
which is a stationary one point method.
Note that (6) reduces to Euler–Chebyshev’s method when γ1 = 1 and γ2 = 0. The set of
values of γi , i = 1,2, such that the new iteration method defined by (6) has a maximum order of
convergence, is described in the following:
Theorem 2. Let denote f : I → R where I is a neighborhood of α that is a simple root of
f (x). Assume that f has derivatives up to the fifth order and is continuous in I . Then the set
of values of γi , i = 1,2, such that the iteration function defined by (6) has a maximum local











where e˜k+1 = x˜k+1 − α.
Proof. If we denote e by ek , from the Taylor expansions of f (x), f ′(x), and f ′′(x), we obtain








j−1 + O(e5), and
f ′′(xk) = f ′(α)
4∑





4 M. Grau, J.L. Díaz-Barrero / J. Math. Anal. Appl. 315 (2006) 1–7Setting K1 = f (xk)
f ′(xk) and K2 =
f ′′(xk)
2f ′(xk) , we get




e3 + (−4A32 + 7A2A3 − 3A4)e4
+ (8A42 − 20A22A3 + 10A2A4 + 6A23 − 4A5)e5 + O(e6)
and
K2 = A2 +
(−2A22 + 3A3)e + (4A32 − 9A2A3 + 6A4)e2
+ (−8A42 + 24A22A3 − 16A2A4 − 9A23 + 10A5)e3 + O(e4).
Then the local error of the Euler–Chebyshev method is given by
ek+1 = e − K1 ∗ (1 + K1 ∗ K2)
= (2A22 − A3)e3 + 3(−3A32 + 4A2A3 − A4)e4
+ 3(10A42 − 21A22A3 + 8A2A4 + 5A23 − 2A5)e5 + O(e6).
Note that in the preceding expression, we explicitly have written all the necessary terms to com-
pute e˜k+1. Furthermore,





If we define L1 = γ1f (xk) + γ2f (xk+1) and M1 = L1f ′(xk) , then





)+ γ2(2A22 − A3))e3 + · · · ,
and the error of the method G5 defined in (6) is
e˜k+1 = ek − M1 ∗ (1 + M1 ∗ K2) = (1 − γ1)e + γ1(1 − γ1)A2e2 + · · · .
It is then necessary to take the value γ1 = 1 to obtain the maximum order and




e3 + 3(−3A32 + 4A2A3 − A4)e4)
+ (6(1 − γ2)(4A2A4 − A5) + 6(5 − 3γ2)A42
+ (−63 + 51γ2)A22A3 + 3(5 − 4γ2)A23
)
e5 + O(e6).
Finally, for γ2 = 1 we obtain e˜k+1 = 3(2A22 − A3)2e5 + O(e6). 
We define a computational efficiency for an iterative method (see [10]) by E = ρ1/θ , where ρ
is the order of the method and θ is the cost of the evaluation of the function and its derivatives. If
we assume that all the evaluations have the same cost as function one, note that the improvement
of the computational efficiency goes from E3 = 31/3 = 1.442 for the old method G3 to E5 =
51/4 = 1.495 for the new method G5.
4. Numerical results
We have tested the methods (1), (3), (5), and (6) with thirteen functions (see [1,4]) using the
Maple computer algebra system. At each step of the iterative method, we define the length of the
mantissa of the floating point arithmetic with multi-precision by
Digits := ρ · [− log |ek| + 1],
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Test functions, their initial point x0 and their roots
Test function x0 Root
f1(x) = x3 + 1 −0.9 −1.0
f2(x) = 2xe−γ + 1 − 2e−γ x [γ = 5] 0.20 0.13826
f3(x) = 2xe−γ + 1 − 2e−γ x [γ = 10] 0.10 0.69314×10−1
f4(x) = 2xe−γ + 1 − 2e−γ x [γ = 20] 0.05 0.34657×10−1
f5(x) = [1 + (1 − γ )4]x − (1 − γ x)4 [γ = 5] 0.05 0.36171×10−2
f6(x) = [1 + (1 − γ )4]x − (1 − γ x)4 [γ = 10] 0.005 0.15147×10−3
f7(x) = [1 + (1 − γ )4]x − (1 − γ x)4 [γ = 20] 0.50 0.76686×10−5
f8(x) = x2 + sin x5 − 14 0.50 0.40999
f9(x) = 5x−14x 0.25 0.2
f10(x) = x − 3 ln(x) 2.00 1.8572
f11(x) = exp(x) − 4x2 0.75 0.71481
f12(x) = exp(x) − 4x2 4.25 4.3066
f13(x) = exp(−x) + cos(x) 1.50 1.7461
where ρ is the order of the method and [x] is the largest integer  x.
The iterative method is stopped when |xk − α| < 10−200, where α is the exact root computed
with 210 significant digits. In these methods it is necessary to begin with an initial approxima-
tion x0. Table 1 shows the functions, the initial approximation x0 which is the same for all four
methods, and the root with five significant digits.
Table 2 shows the number of necessary iterations for each method and each function to
compute the root with the described precision. Last line of Table 2 shows the total number of
evaluations of the functions and their derivatives (NFE). The minimum of NFE is for the G5
function.
The cost or computational time of these methods is described between parentheses in Table 2.
The number of times that the root is computed is one thousand, the unit of time is seconds and
the results presented here are an average of several computing methods, followed by a round-
ing of the figures. The quantities in Table 2 between parentheses in the last method, G5, attains
eight common minimum computational times and four absolute minimums for the thirteen func-
tions tested. In the last line, an averaged cost, AV, of the thirteen functions for each method is
given.
In Table 3 we describe how big are the regions of attraction around α. The computation of the
initial approximations is defined by x(s)0 = x0 + s ∗ ∆, where s ∈ Z and ∆ ≈ x0 − α. We have
used real intervals to represent the regions of attraction. The open side of an interval means that
there are not initial convergent approximations out of it a distance greater or equal to ∆. On the
other hand, the closed side of an interval means that its endpoint needs at most 19 iterations to
converge. Notice that points lying out of a closed interval to belong to the attraction region need
at least 20 iterations to converge.
Note also that in Table 3 the numbers under the regions of attraction means the number of
iterations needed to get α setting the endpoints as initial approximations. As it is well known, in
general, when the order of a method increases the region of attraction is reduced. In Table 3 we
have marked in bold the endpoints of the attraction regions that have changed when applying the
methods.
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Iteration number, computational time and number of function evaluations (NFE)
g2 G3 g3 G5
f1(x) 8 (15) 5 (10) 5 (10) 4 (15)
f2(x) 8 (20) 6 (20) 6 (20) 4 (15)
f3(x) 8 (20) 6 (20) 6 (20) 4 (15)
f4(x) 8 (20) 6 (20) 6 (20) 4 (15)
f5(x) 7 (15) 5 (15) 5 (15) 4 (15)
f6(x) 6 (15) 4 (15) 4 (10) 3 (10)
f7(x) 9 (20) 6 (15) 5 (15) 3 (10)
f8(x) 8 (25) 5 (20) 5 (20) 4 (20)
f9(x) 9 (25) 6 (25) 6 (35) 4 (25)
f10(x) 8 (15) 5 (15) 5 (15) 4 (15)
f11(x) 8 (20) 5 (15) 5 (15) 4 (15)
f12(x) 8 (20) 5 (15) 5 (15) 4 (15)
f13(x) 8 (20) 5 (15) 5 (15) 4 (15)
NFE (AV) 206 (19) 207 (17) 204 (17) 200 (15)
Table 3
Regions of attraction with less than twenty iterations
∆ g2 G3 g3 G5
f1(x) 0.1 [−85.7,4.8] \ {0} [−85.7,4.8] \ {0} [−85.7,4.8] \ {0} [−85.7,4.8] \ {0}
19 19 14 10 13 13 10 8
f2(x) 0.06 [−1.96,0.62] [−1.96,0.26] [−1.96,0.32) [−1.96,0.26)
19 17 14 7 13 7 10 5
f3(x) 0.03 [−0.98,0.31] [−0.98,0.13) [−0.98,0.16) [−0.98,0.13)
19 18 14 7 13 7 10 5
f4(x) 0.02 [−0.49,0.15] [−0.49,0.15] [−0.49,0.07) [−0.49,0.07)
19 17 14 14 13 6 10 5
f5(x) 0.05 [−13.1,0.65) [−13.1,0.50) [−13.1,0.45) [−13.1,0.45)
19 17 14 6 13 7 10 5
f6(x) 0.05 [−17.3,0.60) [−17.3,0.50) [−17.3,0.45) [−17.3,0.40)
19 12 14 6 14 7 10 5
f7(x) 0.005 [−20.48,0.63) [−20.48,0.515) [−20.48,0.445) [−20.48,0.410)
19 18 14 6 14 8 10 6
f8(x) 0.1 (0,1163] [0.2,1163] (0.2,1163] (0.2,1163]
11 19 6 13 6 14 5 10
f9(x) 0.05 (0.05,0.35) (0.05,0.25) (0.05,0.35) (0.05,0.30)
11 11 8 7 7 7 5 5
f10(x) 0.15 (0.05,2.60) (0.05,2.35) (0.05,2.35) (0.05,2.20)
13 11 9 9 8 7 6 5
f11(x) 0.035 (0.225,2.815) (0.4,2.815) (0.4,2.675) (0.47,2.570)
11 12 8 8 8 9 5 6
f12(x) 0.05 (3.35,14.15] (3.9,14.15] (3.9,14.15] (3.85,14.15]
19 19 8 14 7 13 8 10
f13(x) 0.25 [−11.5,3.0) [−11.5,2.5) [−11.5,2.5) [−11.5,2.5)
19 10 13 6 14 7 10 7
5. Concluding remarks
A variant of the Euler–Chebyshev iterative method based on a symbolic computation, that
allows us to find the best coefficients respect to the local order of convergence, is given. Only
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better than the other considered in accordance with the theoretical analysis of the order. Note also
the importance of using arithmetics that allow us to dynamically define the number of necessary
digits for the computations.
Finally, we conclude that the new method presented in this paper is competitive with other
recognized efficient equation solvers, namely Newton’s and Euler–Chebyshev’s methods.
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