Abstract. We present an asymptotic preserving scheme based on a micro-macro decomposition for stochastic linear transport equations in kinetic and diffusive regimes. We perfom a mathematical analysis and prove that the scheme is uniformly stable with respect to the mean free path of the particles in the simple telegraph model and in the general case. We present several numerical tests which validate our scheme.
Introduction
In the physical contexts associated with neutron transport, radiative transfer, rarefied gas dynamics, the systems can be described at several scales: the microscopic one which is interested into the evolution of each particle, the macroscopic one which, as indicated by its name, deals with the macroscopic quantities. There exists also an intermediate scale called mesoscopic where, this time, the evolution of the density of particles satisfying a kinetic equation is studied. The change from one scale to another is done by passing to the limit on one parameter of the system: when starting at the mesoscopic scale, the passage to the limit is on the mean free path, denoted by ε, which goes to 0.
This article focuses on one specific type of limit: the diffusion one. From a theoretical point of view, this subject has been treated in various different frameworks. We can mention the passage from the BGK model to the Navier-Stokes equation [18] , from the Boltzmann equation to the incompressible Navier-Stokes equation [6] or the convergence to the Rosseland approximation [2] . The starting point of our motivation is a stochastic perturbation of this last case by a Wiener process as in [5] (note that other types of stochastic version of this equation exist as in [1] but will not be treated here).
Indeed, lately, the study of stochastic perturbation of well known deterministic partial differential equations has been a subject of growing interest. The introduction of such term can be justified to model numerical and empirical uncertainties. What we are interested in here is a numerical study of these problems.
These types of problems, associated with a change of scales, can be very challenging numerically. Because of the stiff terms which are contained in the kinetic equation, classical numerical methods are prohibitively expensive. What we would like is schemes which mimics the asymptotic behavior of the kinetic equation, i.e. reduce to numerical approximations of the macroscopic equation when the scaling parameter goes to 0. This is exactly the purpose of the Asymptotic Preserving (AP) schemes. They have been first studied in neutron transport by Larsen, Morel and Miller [15] , Larsen and Morel [14] and Jin and Levermore [7, 8] for steady problems. For time dependent problems, we can mention the works of Klar [13] , Jin, Pareschi and Toscani [11] who
General setting
We are interested into the following stochastic linear kinetic equation (see [5] )
where f is the distribution function of particles that depends on time t > 0, on position x ∈ T = R/2πZ and on velocity v ∈ [−1, 1], dW t a cylindrical Wiener process on the Hilbert space L 2 (T). We can define it by setting
where the (β k ) k≥0 are independent Brownian motions on the real line and (e k ) k≥0 a complete orthonormal system in the Hilbert space
Moreover, we assume that σ satisfies 0 < σ m ≤ σ(x) ≤ σ M for every x. In Equation (1), the left-hand side represents the free transport of the particles while the righthand side models the interaction of particles with the medium.
We define the operator Π such that
which is the average of every velocity dependent function φ. The linear operator L that we will consider is given by
. We assume that s
It is standard to state the following properties :
• L acts only on the velocity dependence of f (it is local with respect to t and x).
• Π(Lφ) = 0 for every φ ∈ L 2 ([−1, 1]).
• The null space of L is N (L) = {φ = Πφ} (constant functions).
•
• L is non-positive self-adjoint in L 2 ([−1, 1]) and we have
for every φ ∈ N ⊥ (L).
• L admits a pseudo inverse from
• The orthogonal projection from
For instance, the one-group transport equation corresponds to
and it is classical in this case to prove that L satisfies all the previous properties. Equation (1) 
If the velocity set is {−1, 1}, dv is the discrete Lebesgue measure and the corresponding onegroup transport equation is called the telegraph equation. We denote f (t, x, 1) := p(t, x) and f (t, x, −1) := q(t, x). For σ = 1, the equation (1) becomes
We want to construct an AP scheme associated with the diffusive limit of (1) when ε goes to 0 which is
, see [5] .
Quite similarly to the deterministic case in [16, 17] , we adopt a micro-macro decomposition. Indeed, we introduce g such that f = ρ + εg with ρ = Π(f ) and g is such that Π(g) = 0 (6) and with the hypothesis on L, we obtain an equivalent system to (1):
where ).
Let us briefly comment the scheme (9) . Similarly to the deterministic case, we can observe that amongst the stiffest terms in ε, only the collision term is implicit. This will ensure stability as ε goes to 0. Furthermore, the upwind discretization of (I − Π)(v∂ x g) will ensure stability in the kinetic regime while the centered approximation of ∂ x Π(vg) and v∂ x ρ will allow to capture the diffusion limit. Indeed, we have formally when ε goes to 0
Therefore, using (10) in (9a), we obtain when passing to the limit
which is the usual 3-points stencil explicit scheme for the diffusion equation (5) with the notation
In the following, we are interested in the stability of this scheme. Of course, in our AP scheme context, we want to prove uniform stability with respect to ε. In the next section, we start with the simpler case of the telegraph equation in which we have only two discrete velocities v = ±1, and a one dimensional Brownian motion. The general case is proved in section 4.
The telegraph equation
In the telegraph model introduced previously, only two velocities v = +1 and v = −1 are present. As mentioned previously, in that case, the solution f is thus determined by f (t, x, 1) := p(t, x) and f (t, x, −1) := q(t, x) and the equation (4) reads
with β(t) a one dimensional Brownian motion. For the telegraph equation, f is decomposed into f = ρE + εg, where ρ = 1 2 (p + q) =: Πf , E = (1, 1) and g = (α, γ) with Πg = 0 which is written α = −γ. Thus, the micro-macro system (7) is written here
For this system, the scheme (9) takes the form
where (ξ n ) n≥1 are i.i.d. variables with a normal distribution. We denote j :
2 (α − γ) and the above scheme can be written under the much simpler form
In the following theorem, we prove the stability of this scheme.
There exist constants L, ∆t 0 , ∆x 0 and ε 0 such that for all ∆t ≤ ∆t 0 , ∆x ≤ ∆x 0 and ε ≤ ε 0 satisfying the CFL condition
then we have
for every n.
Proof. Similarly to the deterministic case, see [16] , the proof presented here is based on a standard Von Neumann analysis. We introduce the following notations J n i+ (15) is rewritten as follows
where the index i has been repaced by j to avoid confusion with i = √ −1. We take ρ n j and J n j+ 1 2 on the form of elementary waves ρ n j = ρ n (ϕ)e ijϕ and J n j+
2 )ϕ . As in [16] , we are interested into finding a relation between the amplitudes and conclude by linearity of the scheme. We obtain the following one
with θ = ϕ 2 . Under a matrix form, this rewrite as
with
At this point, we notice that A n+1 is a stochastic perturbation of the matrix A appearing in [16] :
Indeed, we can write
where the matrices B = B(µλ, µ 2 λ, sin θ) and C = C(µλ, µ 2 λ, sin θ) are explicitly given from the expression of A n+1 . Now, note that under the assumption (16), we have
for some fixed constant C, and similarly
Hence the quantities λµ and λµ 2 are uniformly bounded under the CFL condition (16) . We deduce that the matrices B(λµ, λµ 2 , sin θ) and C(λµ, λµ 2 , sin θ) are uniformly bounded with respect to θ, and ∆t, ∆x and ε satisfying the condition of the Theorem. Let us denote by F n the σ-algebra generated by ρ n , J n , ξ n , ρ n−1 , J n−1 , ξ n−1 , . . . , ρ 0 , J 0 , then, by 6 construction ξ n+1 is independent of F n and ρ n , J n are F n -measurable. Therefore, by properties of the conditional expectation, we have by explicit calculations using the fact that E(ξ n+1 |F n ) = 0,
for ∆t small enough, where the constant L depends on bounds on the matrix A, B and C. Now we will prove that under the condition (16), we have A 
The stability of the deterministic case is thus ensured if this expression is non negative for all X ∈ [0, 1]. Now the polynomial Q(X) := 1 − λ + 2λµX − 2λµ 2 X 2 − 2λµ 2 X is concave and satisfies Q(0) = 1 − λ > 0. Hence the condition will be satisfied if Q(1) ≥ 0 which is written
And we easily verify that this condition is ensured under the CFL condition (16) . This finishes the proof of the Theorem.
Stability analysis for the stochastic linear kinetic equations
We go back to the study of the general case and establish the uniform stability of the scheme (9). 
then the sequence ρ n and g n defined by the scheme (9) satisfy the energy estimate
for every n with C(T ) a constant which only depends on T . Hence, the scheme (9) is stable.
Notations and basic properties
We adopt the same notations as in [16] . We denote by M the number of points of the grid associated with the discrete positions x i and J := {1, . . . , M }. For every grid function µ = (µ i ) i∈J , we define
For every velocity dependent grid function
If φ and ψ are two velocity dependent grid functions, we define their inner product
We also give some notations for the finite difference operators which are used in scheme (9) . For every grid function φ = (φ i+ 1 2 ) i∈J , we define the following one-sided operators:
and the following centered operators:
Finally, for every grid function µ = (µ i ) i∈J , we define the following centered operator:
Let us recall here some results about these operators whose proofs can be found in [17] . ) i∈J , ψ = (ψ i+ 1 2 ) i∈J and µ = (µ i ) i∈J , we have
• Centered form of the upwind operator:
• A priori bound for the discrete derivative:
• Discrete integration by parts:
• Estimate for the adjoint upwind operator : for every positive real number α and for φ and ψ being velocity dependent
Finally, the operator Π satisfies also the following property:
Energy estimates
Using the notations introduced in the previous section, the scheme (9) can be written as
The energy of the system (7) being defined as ρ 2 dx + ε 2 Π g 2 dx, similarly to the telegraph equation case, it is clear that the scheme can be proved to be stable if the discrete energy at time n + 1 can be controlled by the discrete energy at time n.
Therefore, we multiply (37a) by ρ n+1 i
and we take the sum over i. Thus, using the standard equality a(a
Similarly to the proof of Theorem 3.1, we want to take the conditional expectation E [ · |F n ]. We applied it on (38). The second term of the left-hand side
This term can be written
using the fact that ρ n is F n -measurable and for all k, ξ n+1 k is independent of F n and the properties of the conditional expectation. Furthermore, similarly, the third term of the left-hand side of (38) becomes
Thus, we have
We do the same for g n multiplying (37b) by g n i+ 1 2 , taking the velocity average and summing over i, we obtain
Again, we take the conditional expectation and we obtain an expression similar as the one obtained for ρ n ,
First, we notice that the fifth term of the left-and side of (40) can be rewritten
Since the initial data satisfy Π g 0 i+ 
Therefore, the fifth term of the left-hand side of (40) becomes
Furthermore, using the assumptions on σ and the operator L and the properties of the conditional expectation, we have
Thus, we add up (39) and ε 2 × (40) and we use (42) and (43) and the discrete integration by parts (32). We obtain
In the following, we will eliminate ρ n+1 − ρ n in (44). Noticing that in (44) the term
∆x∆t|F n in the left-hand side can be rewritten as
∆x∆t|F n , it can be coupled with the last term of the right-hand side. We thus want to control the term
Using the Young inequality and the properties of the conditional expectation, we get for all α > 0,
Quite similarly, we have
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Thus, ρ n+1 − ρ n terms cancel out in (44) if α = 1 4∆t and (44) becomes
Let us now prove that quite similarly, g n+1 − g n can be eliminated. As in the deterministic case, we insert g n+1 in the inner product appearing in the left-hand side of (45) and we obtain
Thus, using the centered form of the upwind operator (30) and the discrete integration by parts (33) and (34) , A can be written
Using the discrete integration by parts (33), we obtain
using (35). Furthermore, using again the Young inequality, we obtain
, (45) becomes and we obtain
see [17] for more details. Thus, using the assumption (2), we see that if ∆t is such that
Remark 4.1. We notice that unlike the deterministic version, the stability is proved here only for finite time interval.
Numerical tests
We now compare the results obtained with our stochastic AP micro-macro scheme (9) (referred to as SMM) to the results obtained with a standard explicit discretization of the original equation (1) written in kinetic variable (for ε = 1) and to the results obtained with the Crank-Nicholson scheme (referred to as CN) for the diffusion limit (for ε = 10 −2 ) for the one-group transport equation
The space domain is [0, 1] discretized with N = 200 points and we use periodic boundary conditions. The initial data is f 0 (x, v) = (1 + cos(2πx + π)).
The time steps for the different scheme are chosen according to each associated CFL condition. We recall that for our scheme, it corresponds to (22).
The noise is taken under the form For both the diffusion and the kinetic case, for each time, we perform 100 realizations. In all the following, the curves are the mean of ρ over the 100 realizations. 
