Abstract. In the present paper, the modified Runge-Kutta method is constructed, and it is proved that the modified Runge-Kutta method preserves the order of accuracy of the original one. The necessary and sufficient conditions under which the modified Runge-Kutta methods with the variable mesh are asymptotically stable are given. As a result, the θ-methods with 1 2 ≤ θ ≤ 1, the odd stage Gauss-Legendre methods and the even stage Lobatto IIIA and IIIB methods are asymptotically stable. Some experiments are given.
Introduction
In this paper we consider the pantograph equation (1.1) x (t) = f (t, x(t), x(qt)), t ≥ 0,
where 0 < q < 1, x 0 ∈ C and f : R + × C × C → C is continuous. This system can be found in modelling many phenomena such as, for example, electrodynamics [7, 18] , nonlinear dynamical systems [5] , and so on. For a comprehensive list see [9] . Some results about the analytic solutions have been shown in [4, 9, 11, 13] .
There have been a lot of papers concerning the numerical stability of the test equation (1.2) x (t) = ax(t) + bx(qt), t ≥ 0,
where a, b, x 0 are complex constants and q ∈ (0, 1). The most difficult problem is the limited computer memory as shown in [16, 17] . There are two ways to avoid the storage problem. One way is by transforming (1.2) to an equation with constant time lag and variable coefficients as in [14, 15] , (
3) x (t) = ae t x(t) + be t x(t + log q), t ≥ t 0 , x(t) = x 0 (t), t 0 + log q ≤ t ≤ t 0 , where x 0 (t) is a continuous function in [t 0 +log q, t 0 ], and by applying the numerical methods with a constant mesh.
The other way is by applying numerical methods with the quasi-geometric mesh to (1.2) , directly, as in [2, 3, 16, 17, 19] . Other reason for applying numerical methods with the quasi-geometric mesh is that, when using the numerical methods with constant mesh, we obtain a difference system not of fixed order whose analysis is significantly more difficult, as shown in [10, 12] .
From [19] , we can see that the θ-methods with θ = 1 2 , the Gauss-Legendre methods and the Lobatto IIIA methods are not asymptotically stable. Until now there have been few papers which concern the stability of the Lobatto IIIB methods for the pantograph equation.
In the present paper, we construct a modified Runge-Kutta method and show that the method preserves the order of accuracy of the original one. We also give the necessary and sufficient conditions for the asymptotical stability of the modified Runge-Kutta method for (1.1) and lastly some experiments.
Runge-Kutta methods
In this section we will construct the modified Runge-Kutta method and show that this method preserves the order of accuracy of the original one. Consider
where y 0 ∈ C, T > 0 and f : R + × C → C is a continuous function. Let ∆ = {0 = t 0 < t 1 < · · · < t n = T } be a mesh and h n+1 = t n+1 − t n . The modified Runge-Kutta method is defined bȳ 
andȳ n = y n = y(t n ). Then it is sufficient to prove
In view of (2.3) and (2.5) we can obtain
where
T , and we have
Hence for sufficiently small h n+1 , I − h n+1 AF n+1 y is invertible and
which from (H1) and the boundedness of F n+1 and F n+1 y
) for a norm · in C s . Therefore it is obvious from (2.2) and (2.4) that (2.6 ) is true and the proof is complete.
In a way similar to [1] , we can show that the Runge-Kutta method (2.2), (2.3) is of order p for the pantograph equation (1.1) step by step. In the following we assume thatp ≥ p − 1, therefore p = p.
For the general pantograph equation (1.1), the modified Runge-Kutta method is defined by (2.7)
where y h (q(t n + c i h n+1 )) is an approximation to y(q(t n + c i h n+1 )). Here, the mesh H = {m; t 0 , t 1 , . . . , t n , . . . } is introduced as follows. Let γ 0 > 0 be given, t 0 = γ 0 and t m = q −1 γ 0 . We choose m − 1 grid points t 1 < · · · < t m−1 in (t 0 , t m ) and define the other points by
It is easy to see that the grid points t n such that qt n = t n−m for n ≥ 0 and the stepsize h n satisfies (2.8) qh n = h n−m for n ≥ 1 and lim
Furthermore, we are supposed to have the numerical solution available until γ 0 . Therefore the relation (2.7) can be represented by (2.9)
Preliminary results
In this section we investigate the asymptotical stability of the linear difference equations with variable coefficients
In the following we assume that a matrix norm · is subordinate to some vector norm · and there is a matrix M such that lim n→∞ M (n) = M .
Lemma 3.1. Suppose that the algebraic multiplicity of the eigenvalue ξ of M is 1 and the other eigenvalues have a module less than one. Then if |ξ| ≥ 1, there is a matrix norm
Proof. According to the Jordan Canonical theorem in [8] , there is a nonsingular matrix P such that
whereM is an upper triangle matrix and
We define a matrix norm
It is easily seen that
The last statement of the lemma can be obtain from ρ
It is easy to prove the following lemma by induction.
Lemma 3.2.
For some n 0 ∈ N, we denote
If, in addition, the conditions in Lemma 3.1 are satisfied, then for k ≥ 0, 
Then for any given n 0 and x 0 , the solution x(n) satisfies x(n) → 0 as n → ∞ if and only if |ξ| < 1.
Proof. If |ξ| < 1, then ρ(M ) < 1. Therefore from [6] we can obtain that for any given n 0 and x 0 , x(n) → 0 as n → ∞.
Suppose that |ξ| ≥ 1. According to Lemma 3.1, there is a norm
Since all norms are equivalent (see [8] 
In view of Lemma 3.1 and Lemma 3.2, we have
which implies that the theorem is complete.
The stability analysis
In this section we will investigate the numerical stability of (2.7) by applying the pantograph equation
where λ, µ ∈ C, 0 < q < 1 and the initial condition is y(0) = y 0 ∈ C.
It is well known that the solution of (4.1) tends to zero if
where Re(λ) is the real part of λ. In the remainder of this paper we assume that α n+1 (η) satisfies (H1) and (H2) α n+1 (η) > 0 for all η > 0 and n ≥ 0; (H3) for any mesh H, there exists an .7) is called H α -stable if any application of (2.9) to (4.1) generates numerical approximationsȳ n which tend to zero as n → ∞, for any q with 0 < q < 1, H = {m; t 0 , t 1 , . . . , t n , . . . }, α n+1 (η) satisfying (H1), (H2), (H3) and (H4) and (λ, µ) satisfying (4.2).
It is easy to see that for (4.1), (2.9) reads (4.3)
T , then (4.3) can be rewritten as
which is equivalent to
. 
then from (2.8), (H3) and the regularity of A , we havē
and (4.6)r ∞ is an eigenvalue of Q with the algebraic multiplicity 1.
Lemma 4.2. For any given mesh H, if (H2) and (H3) hold, then there is a constant C > 0 such that
Proof. In view of (2.8) and (H2), we can see that there exist constants M 1 and M 2 such that for all n = km + l, k ≥ 0 and 0 ≤ l ≤ m − 1,
Therefore it follows from (2.8) and (H3) that
In a similar way, there exist constants C i , i = 1, 2, 3, such that
Consequently, for all n = km + l, k ≥ 0 and 0 ≤ l ≤ m − 1,
As a result, 
which implies that the numerical solution of the method is not asymptotically stable from Theorem 4.3.
H α -stability of a stiffly accurate method.
Here we assume that a 1j = 0, 1 ≤ j ≤ s, and write 21 , a 31 , . . . , a s1 )
We also assume thatĀ is nonsingular and the Runge-Kutta method is stiffly accurate, i.e.,
The Lobatto IIIA methods and the linear θ-methods are typical examples of such Runge-Kutta methods.
Although our results in this subsection can be obtained in the same way as [19] , we will formulate the expressions of
and
Consequently, it is easy to see from the discussion in Section 4.1 that the conditions in Theorem 3.3 are satisfied. 
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Then multiplying (4.4) by P and denotingD
we have
and (4.4) becomes
Submitting (4.17) into (4.15) we can obtain 
,γ
By the same argument as in Section 4.1, letḠ i = lim n→∞Ḡ
. It is obvious that the conditions in Theorem 3.3 are satisfied. Proof. In fact, in view ofāĀ −1ē = 1 we have
Therefore (1) 
Numerical experiments
Let the Runge-Kutta method (A, b, c) be of order p, let H = {m; t 0 , t 1 , . . . } be a given mesh, h n+1 = t n+1 − t n and h = min 1≤i≤m h i . We define for n = km + l, l = 1, 2, . . . , m,
Therefore (H1), (H2) (H3) and (H4) hold. Let H = {m; t 0 , t 1 , . . . } be a geometric mesh which is defined by
Then from (5.1) we haveh n+1 = h n+2 for p = 2.
In Table 1 , a = −1, b = 0.5, q = 0.5,h n+1 = h n+2 , we list the absolute errors (AE) and relative errors (RE) at t = 16 of the one-leg θ-method with geometric mesh and the Ratio of the errors of the case m = 50 over that of m = 100. From Table 1 , we can see that the one-leg θ-method is of order 2 if θ = Finally we give some experiments of the Runge-Kutta method with quasi-geometric mesh, which is defined by
where T k = q −k , k ≥ −1 and m is an integer. In Table 2 , a = −1, b = 0.95, q = 0.5,h n+1 defined by (5.1), we list the absolute errors (AE) and relative errors (RE) at t = 16 of the 3-Gauss method and 2-Lobatto IIIB method with the quasi-geometric mesh and the Ratio of the errors of the case m = 50 over that of m = 100. The table shows that the methods defined in this paper can preserve the order of the classical methods. 
