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Abstract
The analysis of spin-locality of higher-spin gauge theory is formulated in terms of star-
product functional classes appropriate for the β → −∞ limiting shifted homotopy
proposed recently in [1] where all ω2C2 higher-spin vertices were shown to be spin-
local. For the β → −∞ limiting shifted contracting homotopy we identify the class of
functions H+0, that do not contribute to the r.h.s. of HS field equations at a given
order. A number of theorems and relations that organize analysis of the higher-spin
equations are derived including extension of the Pfaffian Locality Theorem of [2] to
the β-shifted contracting homotopy and the relation underlying locality of the ω2C2
sector of higher-spin equations.
Space-time interpretation of spin-locality of theories involving infinite towers of
fields is proposed as the property that the theory is space-time local in terms of original
constituent fields Φ and their local currents J(Φ) of all ranks. Spin-locality is argued
to be a proper substitute of locality for theories with finite sets of fields for which the
two concepts are equivalent.
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1 Introduction
The most symmetric vacuum solution to nonlinear field equations for 4d massless fields of all
spins of [3, 4] describes AdS4. Due to the presence of dimensionful AdS4 radius, higher-spin
(HS) interactions can contain infinite tails of higher-derivative terms. This can make the
theory non-local in the standard sense, raising the question which field variables lead to the
local or minimally non-local setup in the perturbative analysis as was originally discussed
in [5]. In [6, 7, 8] it was shown how nonlinear HS equations of [4] reproduce local current
interactions in the lowest order in interactions. More recently, in [2, 9] these results were
reproduced and extended to some higher-order vertices by an appropriate modification of
the conventional homotopy technics of [4].
However, it was not clear how the homotopy technics should be further modified to
lead directly to the proper local results in the higher orders of the perturbative analysis
of HS equations until recently a new type of limiting shifted homotopy was introduced in
[1] allowing to extend the results of the previous work to the vertices up to the fifth order
(in the action counting) in the sector of equations on the one-form gauge HS fields. The
resulting vertices were shown to be spin-local which means that, as explained in [2, 9, 1]
and in this paper, a vertex is local in the spinor space for any given set of spins. Moreover,
as argued below, spin-locality implies usual space-time locality in terms of combinations of
field variables (like different currents for instance) associated with the primary fields both
from the boundary and from the bulk perspective.
The new class of homotopy operators exhibits remarkable properties, partially studied
in [1]. The aim of this paper is to extend this analysis using the language of classes of
functions developed in [10]. This will allow us to greatly simplify the formalism factoring
out the structures that do not contribute to the final result. In this setup, HS equations of
[4] provide an extremely powerful tool for the analysis of HS gauge theories directly in the
bulk with no reference to AdS/CFT allowing a systematic computation of higher-order HS
vertices. We prove useful lemmas that simplify the analysis of the HS equations in general
and derive an important relation underlying locality of ω2C2 vertices computed in [1].
There are many reasons why it is important to elaborate the intrinsic analysis of the
HS gauge theory in the bulk with no reference to the holographic duals. The simplest is
that apart from free boundary theories dual to particular HS gauge theories in the bulk [11,
12], the latter equally well describe CFT dual interacting Chern-Simons boundary theories
[13, 14] where the computation of amplitudes is more involved. More general background
solutions of HS theories with more complicated boundary duals like for instance massive
deformations can also be of interest.
The approach proposed in this paper is applicable with slight modifications to HS theories
in d = 3 [5] and any d [15] as well as to a more general class of Coxeter HS theories [16] some
of which were conjectured to be related to String Theory upon spontaneous breakdown of
HS symmetries. Another class of problems where it can be useful includes exact solutions
in HS theory like the HS black hole solutions of [17, 18, 19]. The results of [1] and of this
paper demonstrate great efficiency of the limiting homotopy approach to the analysis of
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equations of [4]. We are not aware of any other means that could provide a comparably
efficient computational scheme in HS gauge theory.
Let us now explain the organization of the rest of the paper highlighting the main results.
We start by recalling by now standard material on free HS fields in Section 2. The concept
of spin-locality and its space-time interpretation are discussed in Section 3. Nonlinear HS
equations and general features of their perturbative analysis are recalled in Sections 4 and
5, respectively.
The construction of the class of star-product functions H introduced in [10] is recalled in
Section 6 where it is further extended in a way appropriate for the limiting shifted homotopy
approach. In particular, H is represented as a span of two subspaces H0+ and H+0 such
that, by Factorization Lemma (8.9) , elements of H+0 do not contribute to the dynamical
equations at a given order in the limiting homotopy formalism. Also, we identify the two-
sided ideal I = H0+ ∩H+0 elements of which can be discarded in all expressions containing
HS gauge fields ω as not contributing to dynamical field equations within the β → −∞
limiting homotopy procedure.
The shifted homotopy formalism is recalled in Section 7. Namely, after recalling the
general setup in Section 7.1, expressions for contracting homotopy and cohomology projector
are presented in Section 7.2 for a general β-shift. In Section 7.3, Pfaffian Locality Theorem
(PLT) of [2] is extended to the β-dependent contracting homotopies. This will be used later
in Section 9.2.3 as the instrumental tool for the proof of ultra-locality of the vertices in
question.
The limit β → −∞ is considered in Section 8. Namely, in Section 8.1 we derive the
limiting contracting homotopy formulae which underly the Pre-Ultra-Locality Theorem of
Section 9.2.3. In Section 8.2 the formula for limiting cohomology projector is derived from
which simple but important Factorization Lemma follows showing that elements of H+0 do
not contribute to field equations on physical fields.
A priori, application of the limiting homotopy prescription to general elements of H
may not be well defined leading to the one-forms W divergent in the β → −∞ limit. This
would not imply any divergency in the HS equations, the perturbative analysis of which is
well defined for any finite β < 1, but rather the inapplicability of the limiting homotopy
indicating potential non-locality of the theory. Hence, for the analysis of locality, it is
important to have a sufficient criterion guaranteeing that this does not happen. Details of
this analysis depend on a degree of the differential forms in the anticommuting spinorial
differentials θα.
Specificities of the spaces Hp of p-forms in θ are studied in Section 9. In Section 9.1 we
collect useful formulae on star products of elements of various spaces Hp up to terms in the
ideal I. Then in Section 9.2.1 we analyse properties of the limiting homotopy applied to H1.
It is shown that, generally, application of the limiting homotopy to H0+1 can lead to infinity
and a subspace H˜1 ⊂ H1 is identified in Section 9.2.2, such that application of the limiting
homotopy to H˜1 has a well defined limit β → −∞. In turn, in Section 9.2.3 it is shown that
△q,−∞H
+0
2 ⊂ H˜1. It is also shown here that the y-dependent part of △q,−∞H
+0
2 belongs to
H+01 which does not contribute to the field equations by Factorization Lemma.
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In Section 10, we introduce the notions of ultra-locality (originally introduced in [9]) and
pre-ultra-locality, that underly the analysis of spin-locality of HS equations. It is shown here
that the contribution resulting from △q,−∞H
+0
2 not only is well defined in the limit β → −∞
but is also pre-ultra-local that, in accordance with PLT, guarantees ultra-locality in the
second order in HS zero-forms C.
In Section 11 we prove the relation underlying analysis of HS vertices in the second order
in zero-forms C. Structure Relation considered in Section 11 proves that the r.h.s. of the
second-order part of nonlinear HS equations is indeed in H+02 meeting the conditions of Pre-
Ultra-Locality Theorem. This implies that the part of the vertex bilinear in the zero-forms
C is ultra-local.
Finally in Section 12 the efficiency of the developed methods is illustrated by an el-
ementary computation-free proof of spin-locality of the holomorphic part of the vertex
Υ2(ω, ω, C, C) evaluated in [1].
Conclusions are in Section 13. Some useful formulae are collected in Appendix A. Details
of the derivation of the β-dependent shifted contracting homotopy are given in Appendix B.
2 Free fields
The formulation of [4] uses the language of spinors. Its relation to the conventional setup in
terms of space-time derivatives is via unfolded equations as we briefly recall now.
Unfolded equations of 4dmassless Fronsdal [20, 21] fields of all spins s = 0, 1/2, 1, 3/2, 2 . . .
in AdS4 are formulated in terms of a one-form ω(Y ;K|x) = dx
nωn(Y ;K|x) and zero-form
C(Y ;K|x) [22], Y A = (yα, y¯α˙).1 Klein operators K = (k, k¯) satisfy
kyα = −yαk , ky¯α˙ = y¯α˙k , k¯yα = yαk¯ , k¯y¯α˙ = −y¯α˙k¯ , kk = k¯k¯ = 1 , kk¯ = k¯k .
(2.1)
To describe massless fields, the one-form ω(Y ;K|x) and zero-form C(Y ;K|x) should be,
respectively, even and odd in k, k¯. As a result, massless fields are doubled
C(Y ;K|x) = C1,0(Y |x)k + C0,1(Y |x)k¯ , ω(Y ;K|x) = ω0,0(Y |x) + ω1,1(Y |x)kk¯ . (2.2)
Unfolded field equations for free massless fields of all spins in AdS4 are [22]
R1(Y ;K|x) =
i
4
(
ηH
α˙β˙ ∂2
∂yα˙∂yβ˙
C(0, y;K|x)k + η¯Hαβ
∂2
∂yα∂yβ
C(y, 0;K|x)k¯
)
, (2.3)
D˜C(Y ;K|x) = 0 , (2.4)
1A = 1, . . . 4 is a Majorana spinor index while α = 1, 2 and α˙ = 1, 2 are two-component ones raised and
lowered by εαβ = −εβα, ε12 = 1: A
α = εαβAβ , Aα = A
βεβα and analogously for dotted indices.
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where η is a free phase parameter and
R1(Y ;K|x) := D
adω(Y ;K|x) := DLω(Y ;K|x) + λhαβ˙
(
yα
∂
∂y¯β˙
+
∂
∂yα
y¯β˙
)
ω(Y ;K|x) , (2.5)
D˜C(Y ;K|x) := DLC(Y ;K|x)− iλhαβ˙
(
yαy¯β˙ −
∂2
∂yα∂y¯β˙
)
C(Y ;K|x) , (2.6)
DLf(Y ;K|x) := dxf(Y ;K|x) +
(
ωαβL yα
∂
∂yβ
+ ωα˙β˙L y¯α˙
∂
∂y¯β˙
)
f(Y ;K|x), dx := dx
n ∂
∂xn
. (2.7)
Background AdS4 space of radius λ
−1 = ρ is described by a flat sp(4) connection w =
(wαβ, wα˙β˙ , hαβ˙) containing Lorentz connection wαβ, wα˙β˙ and vierbein hαβ˙, that obey
dxwαβ+wαγwβ
γ−λ2Hαβ = 0 , dxwα˙β˙+wα˙γ˙wβ˙
γ˙−λ2H α˙β˙ = 0 , dxhαβ˙+wαγh
γ
β˙+wβ˙ δ˙hα
δ˙ = 0 .
(2.8)
Here Hαβ := hαα˙hβα˙ andH
α˙β˙
:= hαα˙hα
β˙ are the frame two-forms (wedge symbol is omitted).
In the massless sector, system (2.3), (2.4) decomposes into subsystems of different spins,
with a spin s described by the one-forms ω(y, y¯;K|x) and zero-forms C(y, y¯;K|x) obeying
ω(µy, µy¯;K | x) = µ2(s−1)ω(y, y¯;K | x) , C(µy, µ−1y¯;K | x) = µ±2sC(y, y¯;K | x) ,
(2.9)
where + and − correspond to helicity h = ±s selfdual and anti-selfdual parts of the gen-
eralized Weyl tensors C(y, y¯;K|x). For spins s ≥ 1, equation (2.3) expresses the Weyl
zero-forms C(Y ;K|x) via gauge invariant combinations of derivatives of the HS gauge con-
nections. The primary-like Weyl zero-forms are just the holomorphic and antiholomorphic
parts C(y, 0;K|x) and C(0, y¯;K|x) which appear on the r.h.s. of Eq. (2.3). Those associated
with higher powers of auxiliary variables y and y¯ describe on-shell nontrivial combinations
of derivatives of the generalized Weyl tensors as is obvious from Eqs. (2.4), (2.6) relating
second derivatives in y, y¯ to the x derivatives of C(Y ;K|x) of lower degrees in Y . Hence,
higher derivatives in the nonlinear system hide in the components of C(Y ;K|x) of higher
orders in Y . To see whether the resulting equations are local or not at higher orders one has
to inspect the dependence of vertices on the higher components of C(Y ;K|x).
At the linearized level, Eq. (2.6) implies that ∂
∂x
is equivalent to ∂
2
∂y∂y¯
. Hence, at this
level the analysis of spin-locality in terms of y, y¯ variables is equivalent to that in terms of
space-time derivatives. However in higher orders Eq. (2.6) acquires nonlinear corrections
making the relation between the two formalisms less straightforward but still tractable as
we explain now.
3 Spin-locality and its space-time interpretation
Non-linear corrections to unfolded equations on physical fields ω(Y ) and C(Y ) extending
Central-on-shell theorem (2.3), (2.4) to higher orders can be packed into the form
dxω = −ω ∗ ω +Υ
ω
1 (ω
2, C) + Υω2 (ω
2, C2) + . . .+Υωn(ω
2, Cn) + . . . , (3.1)
dxC = −[ω,C]∗ +Υ
C
2 (ω,C
2) + ΥC3 (ω,C
3) + . . .+ΥCn (ω,C
n) + . . . , (3.2)
where ∗ is the Moyal star product acting on the commuting spinor variables Y in ω(Y ;K|x)
and C(Y ;K|x)
(f ∗ g)(Y ) =
∫
d4U d4V
(2π)4
exp [iUAV BCAB] f(Y + U)g(Y + V ) , (3.3)
CAB = (ǫαβ , ǫ¯α˙β˙) is the 4d charge conjugation matrix and U
A, V B are real integration
variables.
3.1 Spinor space
Since the spinor sector of HS equations is of fundamental importance all concepts in HS
theory including locality have to admit a proper interpretation in these terms. Therefore,
we regard the spin-locality of the HS theory as a fundamental concept. On the other hand, as
we explain now, spin-locality in spinor variables has clear space-time interpretation leading
to proper concept of minimal space-time non-locality in presence of infinite towers of fields.
As explained in [2], general exponential representation for the order-n corrections in the
zero-forms C can be put into the form
∑
pp¯
∫
dτ Pˆpp¯n (y, y¯, p, p¯, τ)Eˆ
pp¯
n (y, y¯, p, p¯, τ)C(Y1;K) . . . C(Yn;K)
∣∣
Yj=0
, (3.4)
where
pjα := −i
∂
∂yαj
, p¯jα˙ := −i
∂
∂y¯α˙j
, (3.5)
Pˆpp¯n (y, y¯, p, p¯, τ) is some polynomial of y, y¯, p
i and p¯i with coefficients being regular functions
of some homotopy integration parameters τ , and
Eˆpp¯n = Eˆ
p
n
ˆ¯Ep¯n , Eˆ
p
n (Bˆ, Pˆ , p|z, y) = exp i
(
−Bˆj(τ)p
j
αy
α +
1
2
Pˆij(τ)p
iαpjα
)
kp , (3.6)
where p = 0, 1 while Bˆj(τ) and Pˆij(τ) = −Pˆji(τ) are some τ -dependent coefficients.
Spin-locality of HS interactions is governed by the coefficients Pˆij in Eˆ
p
n (3.6) and
ˆ¯Pij in
ˆ¯Ep¯n that determine contractions between, respectively, undotted and dotted spinor arguments
of different factors of C(Yj;K|x). Since the contribution of Pˆij and
ˆ¯Pij-dependent terms is
via the exponential it gives rise to a non-polynomial expansion in piαpjα and p¯
iα˙p¯j α˙ and,
hence, via (2.4) and (2.6), to non-local expansion in space-time derivatives. In all available
examples nonlinear corrections to HS equations have the form (3.4), (3.6) where at least one
of the coefficients Pˆij(τ) and
ˆ¯Pij(τ¯) is non-zero. This is a manifestation of the fact that in
presence of an infinite tower of HS fields the full theory must contain infinite tower of higher
derivatives.
A less trivial question is on the locality of vertices involving particular spins s1, . . . sn. In
accordance with (2.9), for fixed helicities, the degree in yi variables in C(Yi;K|x) is related to
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that in y¯i. In that case the degree in p
iαpjα gets related to that in p¯
iα˙p¯j α˙ in a particular vertex.
As a result, for vertices with fixed spins, polynomiality in piαpjα implies polynomiality in
p¯iα˙p¯jα˙ and vice versa. Hence spin-locality for any fixed set of spins is achieved if at least
one of the coefficients Pˆij or
ˆ¯Pij is zero for any i, j. Once this happens in all orders, this is
equivalent to all-order spin-locality of HS equations. In [9] and [1] it was shown that this
happens for all ωC2 and ω2C2 vertices, respectively.
Equivalently, the spin-locality condition in 4d HS theory is that the rank of the sec-
ond derivative matrices contracting indices between any pair of zero-forms C(Yj) does not
exceed 2.
3.2 Space-time interpretation
Unfolded HS equations acquire nonlinear corrections (3.1), (3.2). In the lowest order, these
are interactions with currents which, in the sector of zero-forms, have the structure
dxC = −[ω,C]∗ +
∑
s,s1,s2
Jss1s2(Y ;K|x) + . . . , (3.7)
where, schematically, Jss1s2 = J
s
s1s2
[Cs1 , Cs2] denotes the spin-s current bilinear in the mass-
less fields of spins s1 and s2. These currents are local [6, 9]. However, their appearance
affects the relation between the fields C and space-time derivatives which can schematically
be written in the form
DLCs(Y ;K|x) = iλhαβ˙
(
yαy¯β˙ −
∂2
∂yα∂y¯β˙
)
Cs(Y ;K|x) +
∞∑
s1,s2=0
Jss1s2(Y ;K|x) + . . . . (3.8)
with DL (2.7).
In the nonlinear HS theory discussed in this paper the currents J are built from the
constituent fields C. As follows from the general properties of the unfolded equations [23],
they form modules over space-time symmetry algebra and can be interpreted as independent
current fields as well [24]. It is important that current corrections to spin-local field equations
contain at most a finite number of descendants of the primary current components in the
equations on the primary-like components of Cs. (This is most appropriately formulated in
terms of σ−-cohomology associated with primary-like dynamical fields and l.h.s. ’s of their
field equations [25, 26].)
Eq. (3.8) means that the interpretation of the components of C in terms of space-time
derivatives acquires J-dependent corrections. Plugging these into equation (3.8) will bring
corrections to the space-time equations to the structure
LFRφs =
∞∑
s1,s2=0
Jss1s2 [φs1 , φs2] +
∞∑
t=0
∑
s1,s2,s3
Jss1t
[
Cs1 , J
t
s2s3
]
+ . . . , (3.9)
where φs denotes a spin-s Fronsdal field, LFRφs is the l.h.s. of free Fronsdal equations
and, for a given s, at most a finite number of components (descendants) of every current
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contribute. Once currents in corrections to Fronsdal equations are treated as independent
fields (corresponding to independent operators of the boundary operator algebra) these terms
are still local containing a finite number of derivatives of each current.
If instead, expressions for currents J ts2s3 = J
t
s2s3
[Cs2 , Cs3] in terms of constituent fields
are plugged into (3.9), this can lead to expressions with an arbitrary number of derivatives of
the constituent fields because of the infinite summation over the spin label t. This is because
the same constituent fields C contribute to currents of different spins. For instance, two
spin-zero fields generate currents J t00[C0 , C0] of any spin t where the number of derivatives
of C0 increases with t. By this mechanism, formula (3.9) can bring corrections with the
infinite number of derivatives of the same constituent fields. Clearly, this phenomenon is
specific for theories containing infinite towers of fields allowing an infinite summation over t
in (3.9). For theories with a finite number of fields the concepts of locality and spin-locality
are equivalent.
The class of spin-local HS theories obviously leads to space-time theories of the type
explained above. Indeed, if at every next order of perturbation theory the field equations
acquire local higher-current corrections in terms of the genuine fields ω and C, at higher
orders these may lead to space-time non-local corrections in terms of constituent fields via
the mechanism illustrated by (3.9) which however will be still spin-local in terms of higher
currents.
On the other hand, if the r.h.s. of field equations cannot be expressed in terms of local
expressions of the constituent fields and all associated currents, such a theory is not spin-
local and should be treated as essentially non-local. For instance, this would happen if the
expressions for bilinear currents Jss1s2 were nonlocal. This can happen, in particular, as a
result of application of a non-local field redefinition to a spin-local (HS) theory.
To summarize, spin-locality implies that corrections to the space-time equations can
contain infinite tails of derivatives of the constituent fields but acquire local form once
reformulated in terms of local currents and their further generalizations as independent
objects. In fact, the currents Jss1s2[Cs1 , Cs2] correspond to proper conformal fields in the
AdS/CFT picture and lead themselves to higher currents that appear on the r.h.s. of the
their field equations which are the conservation conditions that acquire non-linear corrections
by virtue of completion of the unfolded equations in the higher orders. This happens if
currents and their higher extensions have local form in terms of lower fields and currents
analogously to how usual currents Jss1s2[Cs1 , Cs2] are local in terms of constituent fields C. If
HS equations are taken in the non-local frame where the nonlinear corrections are not spin-
local the corrections to HS equations may contain contributions built from infinite chains
of derivatives of the constituent fields and currents. These can contain infinite number of
terms built of C that may or may not at all be interpretable in terms of local currents and
their descendants.
Let us note that the higher currents have clear meaning in terms of homological resolution
underlying unfolded formulation of HS equations. For instance, local currents J2 that appear
on the r.h.s. of 4d massless field equations are primary fields of a rank-two module of the
4d HS algebra [27]. The latter can themselves be interpreted as 6d massless fields [24]. As
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such, they admit currents built from 6d massless fields that, in turn, can be interpreted as
rank-four currents J4 = J2J2 from the 4d perspective, having local form in terms of J2. This
process continues indefinitely as was observed in [28].
Corrections (3.9) are somewhat reminiscent of the current-exchange-like contributions
resulting from the holographic reconstruction [29] picture while the spin-local corrections to
the r.h.s. of the unfolded equations, which are local at any order, are analogues of the contact
terms. In other words, spin-locality implies that unfolded equations acquire only spin-local
corrections while the resulting space-time equations can acquire additional current-exchange-
like corrections which, may be non-local in terms of constituent fields but have local form in
terms of bilinear and higher currents associated with the boundary conformal fields.
It should be stressed that spin-local unfolded equations in which spin-locality is defined
directly in the spinor space as suggested in [9] and in this paper contain the full information
about HS theory allowing to do computations with no reference to space-time picture at all,
as was for instance demonstrated in [30] where the boundary OPE was computed directly
in terms of spinor space.
4 Nonlinear higher-spin equations
4d nonlinear HS equations [4] have the form
dxW +W ∗W = i(θ
AθA + ηB ∗ γ + η¯B ∗ γ¯) , (4.1)
dxB +W ∗B − B ∗W = 0 , (4.2)
where
γ = θαθακk , γ¯ = θ¯
α˙θ¯α˙κk¯ . (4.3)
W and B are fields of the theory which depend both on space-time coordinates xn and
on twistor-like variables Y A =
(
yα, y¯α˙
)
and ZA =
(
zα, z¯α˙
)
. It is convenient to introduce
anticommuting Z−differentials θA, θAθB = −θBθA. B is a zero-form, while W is the one-
form with respect to both dxn and θA differentials, i.e.,W = (W ,S), where W (Z; Y ;K|x) is
a space-time one-form, while S = θASA(Z; Y ;K|x) . As a result, equation Eq. (4.1) contains
three equations
dxW +W ∗W = 0 , (4.4)
dxS +W ∗ S + S ∗W = 0 , (4.5)
S ∗ S = i(θAθA + ηB ∗ γ + η¯B ∗ γ¯) , (4.6)
while equation Eq. (4.2) gives
dxB +W ∗B −W ∗B = 0 , (4.7)
S ∗B = B ∗ S . (4.8)
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The Y and Z variables provide a realization of HS algebra through the noncommutative
associative star product ∗ acting on functions of two spinor variables
(f ∗ g)(Z; Y ) =
∫
d4U d4V
(2π)4
exp [iUAV BCAB] f(Z + U ; Y + U)g(Z − V ; Y + V ) . (4.9)
1 is unity of the star-product algebra, i.e., f ∗ 1 = 1 ∗ f = f . Star product (4.9) provides a
particular realization of the Weyl algebra
[YA, YB]∗ = −[ZA, ZB]∗ = 2iCAB , [YA, ZB]∗ = 0 , [a, b]∗ := a ∗ b− b ∗ a . (4.10)
The Klein operators satisfy relations analogous to (2.1) with yα → wα = (yα, zα, θα),
y¯α˙ → w¯α˙ = (y¯α˙, z¯α˙, θ¯α˙), which extend the action of the star product to the Klein opera-
tors. Decomposing master fields with respect to the Klein-operator parity, A±(Z; Y ;K|x) =
±A±(Z; Y ;−K|x), HS gauge fields are W+, S+ and B− while W−, S− and B+ describe
an infinite tower of topological fields with every AdS4 irreducible field describing at most a
finite number of degrees of freedom. (For more detail see [4, 23]).
The left and right inner Klein operators
κ := exp izαy
α , κ¯ := exp iz¯α˙y¯
α˙ , (4.11)
which enter Eq. (4.3), change a sign of undotted and dotted spinors, respectively,
(κ ∗ f)(z,z¯; y,y¯)=exp izαy
αf(y,z¯; z,y¯), (κ¯ ∗ f)(z,z¯; y,y¯)=exp iz¯α˙y¯
α˙f(z,y¯; y,z¯), (4.12)
κ ∗ f(z, z¯; y, y¯) = f(−z, z¯;−y, y¯) ∗ κ , κ¯ ∗ f(z, z¯; y, y¯) = f(z,−z¯; y,−y¯) ∗ κ¯ , (4.13)
κ ∗ κ = κ¯ ∗ κ¯ = 1 , κ ∗ κ¯ = κ¯ ∗ κ , (4.14)
but commute with the differentials θA.
A complex parameter η = |η| exp iϕ, ϕ ∈ [0, π) , parameterizes a class of pairwise
nonequivalent nonlinear HS theories. The cases of ϕ = 0 and ϕ = π
2
correspond to so called
A and B HS models that respect parity [31]. In the original paper [4] a more general class of
models was considered with an arbitrary star-product function F∗(B) = η1B+ η2B ∗B+ . . .
in place of the linear one ηB. As argued in [2], the nonlinear terms in F∗(B) are essentially
non-local and hence have no obvious holographic duals. From the perspective of this paper,
the non-locality of these terms is indeed obvious as is briefly discussed in Conclusion.
5 Perturbative analysis
Perturbative analysis of Eqs. (4.1), (4.2) assumes their linearization around some vacuum
solution. The simplest one is
W0(Z; Y ;K|x) = w(Y ;K|x) , S0(Z; Y ;K|x) = θ
AZA , B0(Z; Y ;K|x) = 0 , (5.1)
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where w(Y |x) is some solution to the flatness condition
dxw + w ∗ w = 0 . (5.2)
A flat connection w(Y |x), that describes AdS4 via (2.8), is bilinear in Y
A
w(Y |x) = −
i
4
(wαβ(x)yαyβ + w¯
α˙β˙(x)y¯α˙y¯β˙ + 2h
αβ˙(x)yαy¯β˙) . (5.3)
Since S0 has a trivial star-commutator with the Klein operators K, the star-commutator
with S0 produces De Rham derivative in Z-space
[S0 , F (Z; Y ;K|x)]∗ = −2idZF (Z; Y ;K|x) , dZ := θ
A ∂
∂ZA
. (5.4)
HS equations reconstruct the dependence on ZA in terms of the zero-form C(Y ;K|x)
and one-form ω(Y ;K|x) representing the dZ-cohomological parts of B and W, respectively,
B(Z; Y ;K|x) = C(Y ;K|x) +
∞∑
j=2
Bj(Z; Y ;K|x) , (5.5)
W(Z; Y ;K|x) = ω(Y ;K|x) +
∞∑
j=1
Wj(Z; Y ;K|x) , (5.6)
where zero-forms Bj(Z; Y ;K|x) and one-formsWj(Z; Y ;K|x) are of order j in ω and C and
have zero projections to dZ cohomology
hdZ
(
Bj(Z; Y ;K|x)
)
= 0 , hdZ
(
Wj(Z; Y ;K|x)
)
= 0 ∀j (5.7)
with the projector hdZ defined within the chosen homotopy procedure as discussed in Sec-
tion 7.
The perturbative analysis goes as follows. Suppose that an order-n solution
W ′(n)(Z; Y ;K|x) = ω(Y ;K|x) +
n∑
j=1
Wj(Z; Y ;K|x) , (5.8)
B(n)(Z; Y ;K|x) =
n∑
j=1
Bj(Z; Y ;K|x) , B1(Z; Y ;K|x) = C(Y ;K|x) (5.9)
is found. Then, plugging it into equations (4.5), (4.6), (4.8) that contain S gives equations
that determine the dependence on Z in the next order while equations (4.4) and (4.7) turn
out to be Z-independent as a consequence of the consistency of the system. These produce
all nonlinear corrections to the unfolded HS equations in the form (3.1), (3.2).
6 Star-product functions
To simplify presentation, in this section we confine ourselves to the holomorphic sector of
unbarred variables zα and yα. Extension to the antiholomorphic sector is straightforward.
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6.1 Higher-spin algebra H
6.1.1 Star product
Analysis of locality is most convenient in terms of functions f(z, y, θ) of the form [10]
f(z, y, θ) =
∫
dτφ(τz, (1− τ)y, τθ, τ) exp[iτzαy
α] ≡ (6.1)
≡
∫
d2τδ(1− τ1 − τ2) exp[iτ1zαy
α]φ(τ1z, τ2y, τ1θ, τ1) ,
where τ -kernel φ is defined as
φ(τ1z, τ2y, τ1θ, τ1) = φ
i(τ1z, τ2y, τ1θ, τ1) + φ
b(τ1z, τ2y, τ1θ, τ1) , (6.2)
φi(τ1z, τ2y, τ1θ, τ1) =
τ2
τ1
ψ(τ1z, τ2y,
τ1
τ2
θ, τ1) , (6.3)
φb(τ1z, τ2y, τ1θ, τ1) = δ(τ1)χ0(y) + δ(1− τ1)θ
αθαχ2(z) (6.4)
with regular functions ψ(w, u, ξ, τi), χ0(y) and χ2(z) such that the poles in (6.3) in τ1 and τ2
are fictitious taking into account that z- and y- dependencies are accompanied with τ1 and
τ2, respectively:
ψ(0, y, 0, 0) = 0 , ǫαβ
∂2
∂θα∂θβ
ψ(z, 0, θ, 1) = 0 . (6.5)
In the sequel we will distinguish between the inner τ -kernels φi (6.3) and boundary ones
φb (6.3). Note that the decomposition of φ (6.2) into inner and boundary parts is not
unique due to the freedom in partial integration over τ (see Section 6.2.2). An important
consequence of (6.2) is that all inner zero-forms in θ contain a pre-exponential factor of τ2
while all inner two-forms in θ contain a pre-exponential factor of τ1.
Functions of the form (6.1) belong to the space of fields H introduced in [10]
H := ⊕2p=0Hp . (6.6)
Here Hp is spanned by such p-forms in θ (6.1) that
lim
τ→0
τ 1−p+εφi(w, u, θ, τ) = 0 , lim
τ→1
(1− τ)p−1+εφi(w, u, θ, τ) = 0 ∀ε > 0 . (6.7)
The boundary functions φb associated with χ0 and χ2 belong to H0 and H2, respectively.
Space H has a number of important properties. As shown in [10] and is explained below,
it forms an algebra with respect to the star product. To see this it is convenient to use the
following formula [10]:
f1 ∗ f2 =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫
d2sd2t exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ1(τ1((1− τ2)z − τ2y + s), (1− τ1)((1− τ2)y − τ2z + s), τ1θ, τ1)
×φ2(τ2((1− τ1)z + τ1y − t), (1− τ2)((1− τ1)y + τ1z + t), τ2θ, τ2) , (6.8)
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where
τ1 ◦ τ2 = τ1(1− τ2) + τ2(1− τ1) . (6.9)
The product law ◦ is commutative and associative. Note that 0 ≤ τ1 ◦ τ2 ≤ 1 and
0 ≤ 1− τ1 ◦ τ2 ≤ 1,
1− τ1 ◦ τ2 = τ1τ2 + (1− τ1)(1− τ2) . (6.10)
This follows from the simple observation that τ1 ◦ τ2 and 1−τ1 ◦ τ2 can be visualized as areas
of the diagonal and off-diagonal rectangles in the unite square cut by horizontal and vertical
lines going through points with coordinates τ1 and τ2
✲
✻
τ1
1
τ2 10
τ1τ2 τ1(1−τ2) τ1 ◦ τ2 = τ1(1−τ2) + (1−τ1)τ2
1− τ1 ◦ τ2 = τ1τ2 + (1−τ2)(1−τ1)
(1−τ1)τ2 (1−τ1)(1−τ2)
6.1.2 Inequalities
Functions
α11(τ) :=
τ1τ2
1− τ1 ◦ τ2
, α22(τ) :=
(1− τ1)(1− τ2)
1− τ1 ◦ τ2
, α11(τ) + α22(τ) = 1 , (6.11)
α12(τ) :=
τ1(1− τ2)
τ1 ◦ τ2
, α21(τ) :=
(1− τ1)τ2
τ1 ◦ τ2
, α12(τ) + α21(τ) = 1
obey obvious inequalities
0 ≤ αij(τ) ≤ 1 . (6.12)
Also one can make sure that the following useful inequalities hold by virtue of (6.9)
τ1(1− τ1) ≤ τ1 ◦ τ2(1− τ1 ◦ τ2) , τ2(1− τ2) ≤ τ1 ◦ τ2(1− τ1 ◦ τ2) . (6.13)
Indeed, the first inequality follows from the elementary relation
τ1 ◦ τ2(1− τ1 ◦ τ2)− τ1(1− τ1) = τ2(1− τ2)(1− 2τ1)
2 ≥ 0 .
Note that from associativity of the product ◦ an infinite chain of inequalities follows
τ1 ◦ τ2(1− τ1 ◦ τ2) ≤ τ1 ◦ τ2 ◦ τ3(1− τ1 ◦ τ2 ◦ τ3) ≤ . . . . (6.14)
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6.1.3 Class H
With notations (6.11), f1 ∗ f2 can be rewritten in the form
f1 ∗ f2 =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ1,2δ(τ1,2 − τ1 ◦ τ2)
∫
d2sd2t exp i[τ1,2zαy
α + sαt
α] (6.15)
φ1(α12τ1,2z − α11(1− τ1,2)y + τ1s, α22(1− τ1,2)y + α21τ1,2z + (1− τ1)s, τ1θ, τ1)
φ2(α21τ1,2z + α11(1− τ1,2)y − τ2t, α22(1− τ1,2)y + α12τ1,2z + (1− τ2)t, τ2θ, τ2) .
For instance consider f1 and f2 with inner τ -kernels (6.3). From (6.15) it follows that f
i
1 ∗ f
i
2
is also of the form (6.1) with inner τ -kernel. (The dependence on αij(τk) in (6.15) does not
affect this conclusion thanks to inequalities (6.12).) Moreover, using that [10]∫ 1
0
dτ1
∫ 1
0
dτ2δ(τ − τ1 ◦ τ2) = −
1
2
log((1− 2τ)2), (6.16)
one finds following the same reference that the class of functions (6.2) remains invariant
under the star product because − log((1 − 2τ)2) has simple zeros both at τ → 0 and at
τ → 1. Let us stress that though formula (6.3) contains negative powers of τ or 1− τ , r.h.s.
of (6.15) contains no divergencies since, as a consequence of (6.5), the negative powers of τ
and 1− τ are compensated by the τ -dependence of the z– or y–dependent terms.
Formula (6.15) simplifies if at least one of functions f1, f2 has a boundary τ -kernel.
Straightforwardly one can make sure that
fb1 ∗ f
b
2 = f
b
1,2 , f
i
1 ∗ f
b
2 = f
i
1,2 , f
b
1 ∗ f
i
2 = f
i
1,2 . (6.17)
In [10], a subalgebra Hloc ⊂ H was identified such that its elements have a milder
dependence at 1 − τ . In this paper we find it convenient to denote the same algebra H0+.
Namely, for f ∈ H0+p of the form (6.1) the condition
f ∈ H0+p : ∃ ε > 0 : lim
τ→1
(1− τ)p−1−εφ(w, u, θ, τ) = 0 (6.18)
is obeyed. This algebra has a number of interesting properties and was interpreted in [10]
as the algebra of local field redefinitions in the theory. Its interpretation in this paper is
similar.
6.1.4 Ideal I
The new important point not discussed in [10] is that H contains an ideal I spanned by
functions that have a polynomially softer behavior of τ -kernels both at τ → 0 and at τ → 1.
Namely,
f ∈ I : ∃ ε > 0 : lim
τ→0
τ 1−p−εφ(w, u, θ, τ) = 0 , lim
τ→1
(1− τ) p−1−εφ(w, u, θ, τ) = 0 . (6.19)
Note that the boundary functions with τ -kernels φb (6.4) do not belong to I.
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To show that I is a two-sided ideal of H we use formula (6.8). Let f1 ∈ H, f2 ∈ I.
Every element of I contains an additional factor of τ ε
′
(1− τ)ε
′
with some ε′ > 0. Hence, the
product (6.8) contains an additional factor of
a(τ2) = τ
ε′
2 (1− τ2)
ε′. (6.20)
By virtue of (6.13)
a(τ2) ≤
(
τ1 ◦ τ2(1− τ1 ◦ τ2)
)ε′
. (6.21)
This implies that f1∗f2 ∈ I. Thus I is a left ideal inH. The proof that I is also a right, and,
hence, two-sided ideal is analogous. To complete the proof, one has to check this property
for the boundary terms (6.4). This is elementary as well by virtue of (6.8).
6.1.5 H0+ and H+0
Elements of H0+p obey condition (6.18). Analogously, we define H
+0
p as the class of functions
obeying
f ∈ H+0p : ∃ε > 0 : lim
τ→0
τ 1−p−εφ(w, u, θ, τ) = 0 . (6.22)
For boundary terms (6.4) we assign
χ0(y) ∈ H
0+
0 , exp[izαy
α]χ2(z)θ
αθα ∈ H
+0
2 . (6.23)
Clearly,
I = H+0 ∩ H0+ , H0+ :=
2∑
p=0
H0+p , H
+0 :=
2∑
p=0
H+0p . (6.24)
It is not difficult to make sure that
H0+ ∗ H0+ ⊂ H0+ , H+0 ∗ H+0 ⊂ H0+ , (6.25)
H0+ ∗ H+0 ⊂ H+0 , H+0 ∗ H0+ ⊂ H+0 . (6.26)
These relations are in agreement with the facts that H0+ forms a subalgebra of H and I
forms a two-sided ideal of H.
Any f(z, y, θ) ∈ H can be decomposed as
f(z, y, θ) = f 0+(z, y, θ) + f+0(z, y, θ) , f 0+(z, y, θ) ∈ H0+ , f+0(z, y, θ) ∈ H+0 .
(6.27)
This is achieved by rewriting (6.1) in the form
f(z, y, θ) =
∫
d2+τδ(1 − τ1 − τ2)(τ1 + τ2) exp[iτ1zαy
α]φ(τ1z, τ2y, τ1θ, τ1) (6.28)
giving
f 0+(z, y, θ) =
∫
d2+τδ(1 − τ1 − τ2)τ2 exp[iτ1zαy
α]φ(τ1z, τ2y, τ1θ, τ1) , (6.29)
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f+0(z, y, θ) =
∫
d2+τδ(1 − τ1 − τ2)τ1 exp[iτ1zαy
α]φ(τ1z, τ2y, τ1θ, τ1) . (6.30)
Note that plugging repeatedly τ1 + τ2 into these formulae and discarding elements of the
ideal one can reach any powers of τ2 in (6.29) or τ1 in (6.30). Moreover, discarding terms in
the ideal I one arrives at
f 0+(z, y, θ) ≃
∫ ε
0
dτ exp[iτzαy
α]φ(τz, y, τθ, τ) , (6.31)
f+0(z, y, θ) ≃
∫ 1
1−ε
dτ exp[iτzαy
α]φ(z, (1− τ)y, θ, τ) (6.32)
with any ε > 0 where equivalence ≃ is up to terms in I. Indeed, all terms resulting from
the integration over τ in the region disconnected from 0 and 1 belong to I.
6.2 Invariant operations
In this section we consider two more operations that map H to itself.
6.2.1 γ maps
Operator γ (4.3) belongs to H and, hence,
γ ∗ f ∈ H , f ∗ γ ∈ H ∀f ∈ H . (6.33)
This is because the multiplication with γ adds two powers of θ due to multiplication with
θαθα and exchanges z and y simultaneously replacing τ → 1− τ as a consequence of (4.12),
(4.13). The star product with γ maps zero-forms in θ to two-forms.
A less obvious fact is that star multiplication with γ admits inverse γ−1
γ−1(f) :=
1
2
ǫαβ
∂2
∂θα∂θβ
k ∗ κ ∗ f(z, y, k, θ|x) (6.34)
that leaves invariant class H
γ−1(f) ∈ H ∀f ∈ H . (6.35)
Since the multiplication by γ and application of γ−1 swaps τ ↔ 1 − τ both of these
operations swap H0+ and H+0
γ ∗ H0+0 ⊂ H
+0
2 , γ ∗ H
+0
0 ⊂ H
0+
2 , (6.36)
γ−1(H0+2 ) ⊂ H
+0
0 , γ
−1(H+02 ) ⊂ H
0+
0 . (6.37)
As a consequence of (6.24) both of them leave ideal I invariant
γ ∗ I ⊂ I , γ−1(I) ⊂ I . (6.38)
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6.2.2 Integration by parts
Analysis of HS field equations sometimes involves integration by parts over the homotopy
integration parameters. It is convenient to eliminate a pre-exponential factor of zαy
α by
partial integration over the homotopy parameter as resulting from the ∂
∂τ
derivative of the
exponential in (6.1). It is important to make sure that this operation leaves invariant classes
H0+ and H+0.
Consider the following element of H
f(z, y, θ) =
∫
dτθ(τ)θ(1− τ)(1− τ)2izαy
α exp[iτzαy
α]ψ(τz, (1 − τ)y,
τ
1− τ
θ, τ) . (6.39)
It can be represented as
f(z, y, θ) = −
∫
dτ
∂
∂τ
[
θ(τ)θ(1 − τ)(1 − τ)2ψ(τz, (1 − τ)y,
τ
1− τ
θ, τ)
]
exp[iτzαy
α] (6.40)
giving
f(z, y, θ) = f 0+(z, y, θ) + f+0(z, y, θ) , (6.41)
where
f 0+(z, y, θ) = −ψ(0, y, 0, 0) (6.42)
−
∫
dτ1dτ2θ(τ1)θ(τ2)δ(1− τ1 − τ2)τ
2
2
∂
∂τ1
[ψ(τ1z, τ2y,
τ1
τ2
θ, τ1)] exp[iτ1zαy
α] ,
f+0(z, y, θ) = τ 22ψ(z, 0, τ
−1
2 θ, 1)
∣∣∣
τ2=0
(6.43)
+
∫
dτ1dτ2θ(τ1)θ(τ2)δ(1− τ1 − τ2)
∂
∂τ2
[τ 22ψ(τ1z, τ2y,
τ1
τ2
θ, τ1)] exp[iτ1zαy
α] .
If f(z, y, θ) ∈ H+0 then the boundary part of f 0+ (6.42) is zero, while the inner one H+0
contains an additional degree of τ1. Analogously, if f(z, y, θ) ∈ H
0+ then f+0 (6.43) contains
an additional degree of τ2. As a result, the partial integration over the homotopy parameter
preserves the classes H0+ and H+0 as well as the ideal I allowing to freely integrate by parts
within a given class.
7 Shifted homotopy
7.1 General setup
To eliminate Z-variables one has to repeatedly solve equations of the form
dZf(Z; Y ;K|x) = g(Z; Y ;K|x) (7.1)
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resulting from equations (4.5), (4.6), (4.8) that contain S. Here g(Z; Y ;K|x) is built from
already determined lower-order fields Bj (5.5) and Wj (5.6). Consistency of HS equations
guarantees formal consistency of Eq. (7.1)
dZg(Z; Y ;K|x) = 0 . (7.2)
Given homotopy operator ∂
∂2 = 0 , (7.3)
the operator
A := {dZ , ∂} (7.4)
obeys
[dZ , A] = 0 , [∂ , A] = 0 . (7.5)
For diagonalizable A, the standard Homotopy Lemma states that cohomology HdZ of dZ is
in the kernel of A
HdZ ⊂ KerA . (7.6)
In this case, it is possible to define such projector h to KerA
h2 = h (7.7)
and the operator A∗ that
[h , dZ ] = [h , ∂] = 0 , A
∗A = AA∗ = Id− h . (7.8)
The contracting homotopy operator
△ := A∗∂ = ∂A∗ (7.9)
gives the resolution of identity
{dZ ,△}+ h = Id (7.10)
allowing to find a solution to equation (7.1) with dZ-closed g outside HdZ (i.e., obeying
hˆg = 0) in the form
f = △g + dZǫ+ c, (7.11)
where an exact part dZǫ and c ∈ HdZ remain undetermined. These describe solutions to the
homogeneous equation (7.1) with g = 0.
The form of the resulting solutions depends on a chosen contracting homotopy △. The
freedom in this choice affects both the dz-exact and cohomological terms in (7.11). The
freedom in ǫ affects the form of gauge transformations while the form of c(ω,C) induces
perturbatively nonlinear field redefinitions. The problem is to single out a specific homotopy
procedure that leads to the spin-local form of the field equations at ǫ = 0, c = 0. In [2, 9]
we have identified a shifted homotopy that solves the problem in the lowest non-trivial order
in the zero-form sector. In [1] and in this paper this construction is extended further to the
class of contracting homotopy operators allowing to solve the problem in higher orders as
well.
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7.2 Shifted homotopy
The conventional homotopy operator
∂ = ZA
∂
∂θA
(7.12)
and contracting homotopy
△J (Z; Y ; θ) = ZA
∂
∂θA
1∫
0
dt
1
t
J (tZ; Y ; tθ) (7.13)
were used in the perturbative analysis of HS equations since [4]. Though being simple
and looking natural, they are known to lead to non-localities beyond the free field level
[12, 32, 33, 8].
An obvious freedom in the definition of homotopy operator (7.12) is to replace ZA by
ZA + aA with some Z-independent aA,
∂ → ∂a = (Z
A + aA)
∂
∂θA
,
∂
∂ZA
(aB) = 0 . (7.14)
Contracting homotopy △a and cohomology projector ha act as follows
△aφ(Z, Y, θ) =
∫ 1
0
dt
t
(Z+a)A
∂
∂θA
φ(tZ−(1−t)a, tθ) , haφ(Z, Y, θ) = φ(−a, Y, 0) . (7.15)
△0 is conventional contracting homotopy (7.13). The resolution of identity has standard
form
{dZ ,△a}+ ha = Id . (7.16)
For instance, one can set aA = cY A with some constant c. Naively, this exhausts all
Lorentz covariant options for aA. However aA can also be composed from the derivatives
with respect to the arguments of ω(Y ;K) and C(Y ;K) in g = g(ω,C) (7.1).
Let
Φ1(Y ;K) = ω(Y ;K) , Φ0(Y ;K) = C(Y ;K). (7.17)
Various terms on the r.h.s. of HS field equations contain products
Φan(Y ;K) = Φ
a1(Y1;K)Φ
a2(Y2;K) . . .Φ
an(Yn;K)
∣∣
Yi=Y
, a = {a1, . . . , an}, ai = 0, 1 .
(7.18)
These products is useful to treat independently for different orderings of ω and C since
HS equations are known to remain consistent with all fields valued in any associative (say,
matrix) algebra [22], in which case the fields are not commuting. This implies that the terms
associated with different labels a can be treated as independent.
The simplest option used in [2, 9] is
aaA = c0(a)YA +
∑
j
cj(a)∂jA , a = {a1, . . . , an} , (7.19)
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where ∂iA is the derivative with respect to the argument of the i
th factor Φai(Yi;K). The
class of shifts (7.19) was modified in [1] by replacing the YA–shift by the
∂
∂Y A
-shift:
aaA = iβ(a)
∂
∂Y A
+
∑
j
cj(a)∂jA , a = {a1, . . . , an} . (7.20)
Note that it is hard to keep the YA- and
∂
∂Y A
-shifts simultaneously because they do not
commute and, hence, the resulting shifts aaA would be noncommuting that is not allowed.
In fact, formula (7.15) with shift (7.20) is not convenient for practical computations. The
following integral representation for the shifted contracting homotopy [1] is more useful:
△0,βf(z, y, θ) =
∫
d2ud2v
(2π)2
exp ivαu
α
∫ 1
0
dt
t
(z − u)α
∂
∂θα
f(tz + (1− t)u, βv + y, tθ) . (7.21)
(To simplify formulae we confine ourselves to the sector of left spinors with undotted indices.)
More generally, for any z, y–independent spinor q,
△q,βf(z, y, θ) :=
∫
d2ud2v
(2π)2
exp ivαu
α
∫ 1
0
dt
t
(z−u+ q)α
∂
∂θα
f(tz+(1− t)(u− q), βv+ y, t, θ) .
(7.22)
This shifted contracting homotopy obeys resolution of identity (7.16) with the cohomology
projector
hq,β(f(z, y, θ)) =
∫
d2ud2v
(2π)2
exp ivαu
αf(u− q, βv + y, 0) . (7.23)
Note that application of formulae (7.21) and (7.23) to functions (6.1) leads to the Gaus-
sian integration over uα and vα which, in turn, generates nontrivial Jacobian in the integra-
tion measure, that is hard to obtain in the differential definition (7.20). This Jacobian plays
crucial role in the analysis of locality in [1] and in this paper.
Formulae (7.21) and (7.23) can be easily extended to the class of homotopies (7.20)
containing shifts of arguments of various fields f(z, y, θ) is built of. For instance, for
f(z, y, θ) = F (z, y,
∂
∂yi
)Φ(y1, K) . . .Φ(yk, K)
∣∣∣
yi=0
(7.24)
appropriate modifications of (7.21) and (7.23) result from the replacement of C(y1) . . . C(yk)
by C(c1v + y1) . . . C(ckv + yk).
Formula (7.23) yields for f(z, y, θ) (6.1)
h(1−β)q ,β(f) =
∫ 1
0
dτζ−2
∫
d2ud2v
(2π)2
exp i[vαu
α + τ(1 − β)ζ−1yαq
α] (7.25)
φ(τ(βu− (1− β)q)ζ−1, (1− τ)(v + yζ−1), τ) ,
where
ζ := (1− βτ) . (7.26)
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Note that we use a normalized shift q(1 − β), that naturally appears in the star-exchange
procedure [1] (see also Appendix A).
The contracting homotopy with q = 0 was presented in [1]. Derivation of the expression
for contracting homotopy with any q sketched in Appendix B yields
△(1−β)q ,β(f) =
∫
d2ud2v
(2π)2
∫
d3+τδ(1−
3∑
i=1
τi)
[ (1− β)τ1
1− β(1− τ2)
]p−1
exp i[vαu
α + τ1zαy
α − τ2qαy
α]
(1− βτ1)(z + q)
β − βτ3(u+ q)
β
1− β(1− τ2)
∂
∂θβ
(7.27)
φ
(
τ1z +
τ2τ3β
1− β(1− τ2)
u− τ2q, v + τ3y, θ,
1− τ3 − βτ1
1− β(1− τ2)
)
,
where
d3+τ := dτ1dτ2dτ3θ(τ1)θ(τ2)θ(τ3) , θ(τ) = 1(0) if τ ≥ 0(τ < 0) (7.28)
and p is the degree of f in θ:
f(w, u, µθ, τ) = µpf(w, u, θ, τ) . (7.29)
The last argument of φ in (7.27) results from the change of integration variables (B.7).
For inner functions φi (6.3) the contracting homotopy takes the form
△(1−β)q ,β(f) =
∫
d2ud2v
(2π)2
∫
d3+τδ(1 −
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qαy
α]
(
τ1
τ3
)p−1
(1− βτ1)(z + q)
β − βτ3(u+ q)
β
(1− βτ1 + τ3)
∂
∂θβ
(7.30)
ψ
(
τ1z +
τ2τ3β
1− β(1− τ2)
− τ2q, v + τ3y, θ,
1− τ3 − βτ1
1− β(1− τ2)
)
.
To simplify formulae in the sequel we will use notations
△
′
q,β := △(1−β)q,β , h
′
q,β := h(1−β)q,β . (7.31)
Formulae (7.25), (7.27) and (7.30) contain nontrivial prefactors and rational dependence
on the integration homotopy parameters τ resulting from the substitution of the dependence
on u and v into the exponential factor in (6.1). The final expressions are well defined for
−∞ < β < 1 . (7.32)
In particular, the potential divergency due to the factor of τ−1 in (6.2) does not contribute
in (7.25) because of the factor of τ in the first argument of φ. The seeming divergency due
to the factor of τ−13 in (7.30) is compensated due to the second regularity condition (6.5).
Beyond this region, divergencies can appear due to the degeneracy of the quadratic form
in the Gaussian integral. At β = 0, these formulae reproduce those of the conventional
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contracting homotopy introduced in [4] (see also [23]). Let us note that, as shown in [1], the
expression △′q,β(γ) is β-independent
△
′
q,β(γ) = △q,0(γ) (7.33)
that, along with star-exchange formulae (see Appendix A), imply that the analysis of the ηη¯
sector of HS equations turns out to be insensitive to β and can be performed in particular
at β = 0 as in [2, 9]. These vertices are also found in [1].
7.3 Pfaffian Locality Theorem
A class of shifted contracting homotopies introduced in [2] was shown to reduce the degree
of non-locality in all orders of the perturbation theory provided that shifts obey certain con-
ditions prescribed by the Pfaffian Locality Theorem (PLT). Properties of these contracting
homotopies were studied in [9] where they were shown to reproduce local lower-order vertex
Υ(ω,C, C) found originally in [6, 8] provided that the PLT conditions are respected. Here
we extend PLT to the β-shifted contracting homotopies.
In [2] we have identified odd and even classes of functions as follows. General exponential
representation for order-n corrections in the zero-forms C has the form∑
pp¯
∫
dτP pp¯n E
pp¯
n (τ)C(Y1) . . . C(Yn)
∣∣
Yj=0
, (7.34)
where P pp¯n is some polynomial of z, y and p
i (3.5) and their conjugates with coefficients being
regular functions of the homotopy parameters τ , and
Epp¯n = E
p
n E¯
p¯
n , E
p
n (T,A,B, P, p|z, y) = exp i(Tzγy
γ −Ajp
j
γz
γ −Bjp
j
γy
γ +
1
2
Pijp
iγpjγ)k
p ,
(7.35)
where p = 0, 1 and coefficients T ∈ C, A,B ∈ Cn, Pij = −Pji ∈ C
n×Cn may be τ -dependent.
In the even class of k-equipped exponentials
E0n : E
p
n (T,A,B, P, p|z, y) , p = n|mod 2 , n ≥ 1 (7.36)
coefficients in (7.35) satisfy
n∑
j=1
(−1)jAj = −T ,
n∑
j=1
(−1)jBj = 0 ,
n∑
i=1
(−1)iPij = Bj . (7.37)
In the odd class of k-equipped exponentials
E1n : E
p
n (T,A,B, P, p|z, y), p = (n + 1)|mod 2 , n ≥ 0 (7.38)
coefficients obey
n∑
j=1
(−1)jAj = 0 ,
n∑
j=1
(−1)jBj = 1− T ,
n∑
i=1
(−1)iPij = −Aj . (7.39)
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The odd and even classes form a Z2–graded algebra with respect to star product
E jn ∗ E
i
m ⊆ E
(j+i)|2
m+n (7.40)
in the sense that if conditions (7.37) or (7.39) were respected by the product factors f and
g, the same conditions of the respective parity will be respected by f ∗ g.
Following [2] we consider the action of the contracting homotopy △′qn(v),β (7.31) with
qn(v) = vjp
j , vj ∈ C
n (7.41)
on φnE
p
n , where E
p
n is some k-equipped exponential (7.35), while φ(z, y, p, θ) is a pre-
exponential factor containing a finite number of pj.
By definition (7.22), performing Gaussian integration with respect to u and v one has
△
′
qn(v),βφnE
p
n (T,A,B, P |z, y) =
∫ 1
0
dσφ˜n(σ, z, y, v, β, θ)E
′p
n(T
′, A′, B′, P ′|z, y) , (7.42)
where φ˜ is some pre-exponential factor and
E ′pn = exp i(T
′zγy
γ − A′jp
j
γz
γ −B′jp
j
γy
γ +
1
2
P ′ijp
iγpjγ)k
p (7.43)
with
T ′ = σTξ−1 , A′i = σAiξ
−1 , B′i = (Bi + (1− σ)(1− β)Tvi)ξ
−1 , (7.44)
P ′ij = Pij + (1− σ)(1− β) (Ajvi −Aivj) ξ
−1 − βξ−1(1− σ)(BjAi − BiAj) ,
ξ = 1− (1− σ)Tβ
Elementary calculation yields the following
Lemma 3 of [2]: If
n∑
j=1
(−1)jvj = 1 , (7.45)
Epn (T,A,B, P |z, y) ∈ E
1
n (7.46)
then k-equipped exponential E ′pn(T
′, A′, B′, P ′) (7.43) belongs to E1n for any σ and β.
Indeed, by virtue of (7.44)-(7.46), coefficients T ′, A′, B′, P ′ of E (7.43) can be easily shown
to satisfy (7.39) for any σ and β. 
Contracting homotopy △′qn(v),β with v satisfying (7.45) will be called odd. Note that
PLT-condition (7.45) coincides with that of [2] obtained at β = 0.
Analogously, one proves the following
Lemma 4 of [2]: If
n∑
j=1
(−1)jvj = 0 , (7.47)
Epn (T,A,B, P, p|z, y) ∈ E
0
n (7.48)
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then E ∈ E0n for any σ and β.
Contracting homotopy △′qn(v),β with v obeying (7.47) will be called even. Note that
PLT-condition (7.47) coincides with that of [2] in the absence of y-shifts.
In [2] we considered the odd class of zero-forms using PLT to show that the final result
is local by virtue of Z-dominance Lemma stating that since all Z-dependent terms should
disappear upon reduction to the cohomology sector, the part of the coefficients Pij responsible
for contraction of derivatives between different factors of C must vanish as well because they
are proportional to the coefficients Ai in the z-dependent terms in (7.35). In the even case,
this argument does not work since Pij is related to the coefficients Bi in the y-dependent
term in (7.35). However, the latter relation is useful again since, as will be shown below, the
final result turns out to be y-independent in the terms important for the analysis of locality.
As a result, it becomes not just local, but ultra-local in terminology of [9].
8 Limiting contracting homotopy and Factorization Lemma
As argued in [1] to obtain a local frame in the HS theory one has to use contracting homotopy
in the limit β → −∞. Our goal is to analyse when the limit β → −∞ is well defined. Let
us stress that even if it is not, this does not mean that the theory is ill-defined but rather
that it is unlikely spin-local since β has to be kept finite. In all cases analysed so far this
does not happen, however. In Section 9.2.3 we formulate a sufficient condition guaranteeing
that the limit β → −∞ is well defined.
8.1 Limiting contracting homotopy
To analyse the limit β → −∞ one has to use the class of functions (6.1). The worst possibility
would be if the terms in the arguments of φ in (7.27) were divergent. Fortunately, this does
not happen. Since
∑3
i=1 τi = 1, the β-dependent coefficient in φ does not exceed 1 hence
being well defined at β → −∞. This allows us to take the limit directly in (7.27) to obtain
△
′
q,−∞(f) =
∫
d2ud2v
(2π)2
∫
d3+τδ(1−
3∑
i=1
τi)
[ τ1
τ1 + τ3
]p−1
exp i[vαu
α + τ1zαy
α − τ2qβy
β]
τ1(z
β + qβ) + τ3(u
β + qβ)
τ1 + τ3
∂
∂θβ
φ
(
τ1z −
τ2τ3
τ1 + τ3
u− τ2q, v + τ3y, θ,
τ1
τ1 + τ3
)
. (8.1)
Analogously, (7.30) gives at β → −∞
△
′
q,−∞(f) =
∫
d2ud2v
(2π)2
∫
d3+τδ(1−
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β]
×
(τ1
τ3
)p−2(τ1
τ3
(zβ + qβ) + (uβ + qβ)
) ∂
∂θβ
ψ
(
τ1z −
τ2τ3
τ1 + τ3
u− τ2q, v + τ3y, θ,
τ1
τ1 + τ3
)
.(8.2)
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The fate of potential divergency on the r.h.s. of (8.2) due to the factor of τ p−23 is discussed
in Sections 9.2.1 and 9.2.3. Note that
τ1
τ1 + τ3
≤ 1 ,
τ3
τ1 + τ3
≤ 1 . (8.3)
Naively, one might think that ( τ1
τ1+τ3
)n behaves as τn1 at τ1 → 0. However, this is not the
case because of the integration over τ3. Indeed∫
dτ2dτ3δ(1−
3∑
i=1
τi)
τn1
(τ3 + τ1)n
=
∫ 1−τ1
0
dτ3
τn1
(τ3 + τ1)n
=
1
n− 1
τ1(1− τ
n−1
1 ) , n > 1 ,
(8.4)∫
d3+τδ(1−
3∑
i=1
τi)
τ1
(τ3 + τ1)
=
∫ 1−τ1
0
dτ3
τ1
(τ3 + τ1)
= −τ1 log τ1 . (8.5)
The common feature of this expressions is that, independently of n ≥ 1 they have simple
zeros both at τ1 = 0 and at τ1 = 1. (Logarithmic corrections do not matter in our analysis.)
This allows us to estimate behaviour of the integrand of (8.1) at τ1 → 0 and τ1 → 1 upon
integration over τ2 and τ3. If the factors τ1 and 1 − τ1 enter explicitly the formulae above
give for the leading behaviour at τ1 → 0 and τ1 → 1∫ 1
0
∫ 1
0
dτ2dτ3τδ(1−
3∑
i=1
τi)
τn+m1 (1− τ1)
k
(τ3 + τ1)n
= α(n,m, k)τm+11 (1− τ1)
k+1 , n > 0 , (8.6)
where α(n,m, k) are some coefficients.
We conclude that expressions
X =
∫
d3+τδ(1 −
3∑
i=1
τi)
τn1
(τ1 + τ3)n
φ
(
τ1z, (1− τ1)y, τ1
)
exp i[τ1zαy
α] (8.7)
with n ≥ 1 behave with respect to τ1 as
X ∼
∫ 1
0
dτ1τ1(1− τ1)φ
(
τ1z, (1− τ1)y, τ1
)
exp i[τ1zαy
α] , (8.8)
i.e., independently of n, τ3–integration adds one power of both τ1 and 1− τ1.
8.2 Factorization Lemma and limiting cohomology projector
8.2.1 Factorization Lemma
Factorization Lemma states:
In the limit β → −∞, cohomology projector (7.25) gives zero on H+0:
h′q ,−∞(H
+0) = 0 . (8.9)
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Indeed, as shown in [1], typical integrals that appear in the limit β → −∞ have the form
lim
β→−∞
∫ 1
0
dτ
β(βτ)m
(1− βτ)2+n
, n ≥ m. (8.10)
Obviously, it gives a finite result after the change of variables τ → τ ′ = −βτ . However,
if there is an additional factor of τ ε in (7.25) and hence (8.10) this is equivalent to the
appearance of the factor of (−β)−ε that sends the final result to zero in the limit β → −∞.
Note that Factorization Lemma provides a simple interpretation of the Z-dominance
Lemma of [2] which states that if the coefficients in front of the terms in the exponential
responsible for contractions between different product factors in (7.18) are dominated by the
coefficient in front of izαy
α, i.e., τ , then these terms do not contribute to the dynamical
equations leading to local field equations. In the setup of this paper this is simply because,
being dominated by τ , contractions bring an extra factor of τ hence belonging to H+0.
8.2.2 Limiting cohomology projector
Remarkably, the cohomology projector (7.25) remains finite in the limit β → −∞. Naively,
it gives 0 at β = −ε−1 with ε→ 0 since∫ 1
0
dτ
1
(1− βτ)2+n
= −(n + 1)−1
(
εn+2
(ε+ 1)n+1
−
εn+2
εn+1
)
= (n+ 1)−1ε+O(ε2) . (8.11)
However, this is not the case because, being a zero-form in θ, φ in (7.25) contains a factor of
τ−1 in front of the u-dependent terms. Indeed, by rescaling vα → (1−τ)
−1vα, uα → (1−τ)uα
the coefficient in front of v in the argument of φ in (7.25) takes the form∣∣∣∣τ(1 − τ)β(1− τβ)
∣∣∣∣ ≤ 1 . (8.12)
As such, it disappears in the limit β → −∞ by (8.11). However, once one of the factors of
τ is removed, β
(1− τ)
(1− τβ)
contains an extra factor of β ∼ ε−1 that precisely compensates the
factor of ε in (8.11) hence yielding a finite result in the limit. Thus, it is crucial that φ (6.1)
is of the form (6.2).
The limit β → −∞ can be taken directly in (7.25) to obtain for any f i
h′q ,−∞(f
i) =
∫ 1
0
dσ
∫
d2ud2v
(2π)2
exp i[vαu
α + σyαq
α]φi
(
− σ(q + u), v + (1− σ)y, 0, 0
)
. (8.13)
Indeed, due to (6.2), Eq. (7.25) yields for an inner zero-form φi
h′q ,β(f
i) =
∫ 1
0
dτ(1− βτ)−2
∫
d2ud2v
(2π)2
exp i[vαu
α] exp i((τ − βτ)(1− βτ)−1yαq
α)
φ((τβu− (τ − βτ)q)(1− βτ)−1, (1− τ)(v + y(1− βτ)−1), 0, τ) .
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Using Factorization Lemma allowing to discard terms with extra powers of τ we obtain
h′q ,−∞ = − lim
β→−∞
∫ 1
0
dτ(1− βτ)−2
∫
d2ud2v
(2π)2
exp i[vαu
α] exp i([1 − (1− βτ)−1]yαq
α)
β(1− βτ)−1
[1− (1− βτ)−1]
ψ(−(q + u)[1− (1− βτ)−1], (v + y(1− βτ)−1), 0, τ) .
Hence by virtue of (8.11) and ∫ 1
0
dσ(1− σ)n = (n+ 1)−1 (8.14)
h′q ,−∞(f) = −
∫ 1
0
dσ(1− σ)σ−1
∫
d2ud2v
(2π)2
exp i[vαu
α + σyαq
α]ψ(−(q + u)σ, v + y(1− σ), 0, 0) .
(8.15)
Whence, using (6.2), one obtains (8.13). Note that h′q ,−∞(f) acts as identity operator on
the z–independent boundary term (6.4) associated with χ0 and by zero on χ2.
9 Specific form degree relations
So far we considered general relations like (6.25), (6.26) valid for θ-forms of arbitrary degrees.
For the practical analysis it is important to specify them further for the spaces H0+p and H
+0
p
of p-forms of specific degrees. In this section we first derive star-product relations that greatly
simplify computations, and then discuss the properties of limiting contracting homotopies
acting on H1 and H2 resulting in the important Pre-Ultra-Locality Theorem.
9.1 Star products
In this section we compute star products for the spaces H0 and H1 up to the terms that
belong to the ideal I. The main reason for this is that such terms do not contribute to the
field equations by Factorization Lemma (8.9) since I0 ⊂ H
+0
0 and △q,−∞I1 ⊂ I0 (9.25). In
this section we focus on the more complicated star products of inner functions, omitting for
brevity label i. Extension to boundary functions is evident.
9.1.1 H0 ∗ H0
Consider product (6.8) for f0 ∗ f˜0 where both f0 and f˜0 are zero-forms in θ.
f0 ∗ f˜0 =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α] (9.1)
×φ(τ1((1− τ2)z − τ2y + s), (1− τ1)((1− τ2)y − τ2z + s), τ1)
×φ˜(τ2((1− τ1)z + τ1y − t), (1− τ2)((1− τ1)y + τ1z + t), τ2) .
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It is easy to see that
f+00 ∗ f˜
+0
0 ≃ 0 . (9.2)
Indeed, since f+00 has the form (6.1) with φ(u, w, τ) = τφ
′(u, w, τ) carrying an additional
factor of τ , and similarly for f˜+00 , from (6.16) and (6.12) it follows that the product f
+0
0 ∗ f˜
+0
0
contains a factor dominated by τ1 ◦ τ2(1− τ1 ◦ τ2)
2 sending it to I.
Computation of f 0+0 ∗ f˜
+0
0 and f
+0
0 ∗ f˜
0+
0 gives using (6.13)
H+0 ∋ f 0+0 ∗ f˜
+0
0 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2τ2
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ(−τ1τ2y, (1− τ1)((1− τ2)y − τ2z + s), τ1)
×φ˜(τ2((1− τ1)z + τ1y − t), (1− τ1)(1− τ2)y, τ2) . (9.3)
Indeed, since τ -kernel of f 0+0 ∗ f˜
+0
0 (9.3) contains a factor of τ2(1−τ1), from (6.16) and (6.13)
it follows that terms proportional to τ1 or 1−τ2 are dominated by (τ1 ◦ τ2(1− τ1 ◦ τ2))
2 hence
belonging to I. Analogously,
H+0 ∋ f+00 ∗ f˜
0+
0 ≃
∫ 1
0
dτ1τ1
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ(τ1((1− τ2)z − τ2y + s), (1− τ1)(1− τ2)y, τ1)
×φ˜(τ1τ2y, (1− τ2)((1− τ1)y + τ1z + t), τ2) . (9.4)
In f 0+0 ∗ f˜
0+
0 , we can neglect the s, t and y dependence in the first arguments of φ and φ˜.
Indeed, since τ -kernel of (9.5) contains a factor of (1 − τ1)(1 − τ2), from (6.16) and (6.13)
it follows that terms proportional to τ1 or τ2 are dominated by (τ1 ◦ τ2(1− τ1 ◦ τ2))
2. As a
result,
H0+ ∋ f 0+0 ∗ f˜
0+
0 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ(τ1(1− τ2)z, (1− τ1)((1− τ2)y − τ2z + s), τ1)
×φ˜(τ2(1− τ1)z, (1− τ2)((1− τ1)y + τ1z + t), τ2) . (9.5)
In particular, if φ(w, u, τ) = ϕ(w, τ), then f 0+0 ∗ f˜
0+
0 contains no contractions
f 0+0 ∗ f˜
0+
0 ≃
∫ 1
0
dτ1
∫ 1
0
dτ2 exp i[τ1 ◦ τ2zαy
α]
×ϕ(τ1(1− τ2)z, τ1)φ˜(τ2(1− τ1)z, (1− τ2)((1− τ1)y + τ1z), τ2) . (9.6)
Analogously, if φ˜(w, u, τ) = ϕ˜(w, τ)
f 0+0 ∗ f˜
0+
0 ≃
∫ 1
0
dτ1
∫ 1
0
dτ2 exp i[τ1 ◦ τ2zαy
α]
×φ(τ1(1− τ2)z, (1 − τ1)((1− τ2)y − τ2z), τ1)ϕ˜(τ2(1− τ1)z, τ2) . (9.7)
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These formulae play the key role in the analysis of locality of HS equations because they
apply to the contributions involving the space-time one-formW1 in either of the combinations
W1 ∗ f or f ∗W1 with f being a zero-form in θ. These terms contribute to the r.h.s. of the
dynamical equations
dω + ω ∗ ω +W1 ∗ f + f ∗W1 + . . . (9.8)
and
dC + [ω ,C]∗ + [W1 , f ]∗ + . . . (9.9)
implying ultra-locality of the W1-depended terms provided that f was local in the lower
orders. In particular, the contribution ofW1 ∗W1 to the field equations for ω turns out to be
local, which observation originally suggested locality of the whole deformation in this sector.
9.1.2 H0 ∗ H1 and H1 ∗ H0
Let us consider product (6.8) for inner zero- and one-forms in θ, f0 and f1, respectively.
Being a zero-form, f0 should contain a factor of
1− τ1
τ1
in the pre-exponential. On the other
hand, a one-form f1 contains no prefactors. As a result, if the factor of τ
−1
1 gets cancelled by
one or another mechanism, taking into account the logarithmic factor (6.16), the resulting
expression will belong to I and can be discarded. For instance, this allows us to discard the
integration variable s in the first argument of f0 in (6.8) giving
f0 ∗ f1 ≃
∫ 1
0
dτ1
∫ 1
0
dτ2
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ0(τ1((1− τ2)z − τ2y), (1− τ1)((1− τ2)y − τ2z + s), τ1θ, τ1)
×φ1(τ2((1− τ1)z + τ1y − t), (1− τ2)((1− τ1)y + τ1z + t), τ2θ, τ2) . (9.10)
First of all we observe that if f0 ∈ H
+0 containing an additional positive power of τ1 in
τ -kernel, then the whole result is in I, i.e.,
f+00 ∗ f1 ≃ 0 . (9.11)
Analogously,
f1 ∗ f
+0
0 ≃ 0 . (9.12)
Thus, the products f1 ∗ f0 and f0 ∗ f1 can be nontrivial if f0 = f
0+
0 ∈ H
0+ . Elementary
analysis using (6.13) and (6.16) shows
H+01 ∋ f
+0
1 ∗ f
0+
0 ≃
∫ 1
0
dτ1τ1
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ+01 (τ1((1− τ2)z − τ2y + s), (1− τ1)(1− τ2)y, τ1θ, τ1)
×φ0+0 (τ2τ1y, (1− τ2)((1− τ1)y + τ1z + t), τ2) , (9.13)
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H0+1 ∋ f
0+
1 ∗ f
0+
0 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ0+1 (τ1(1− τ2)z, (1− τ1)((1− τ2)y − τ2z + s), τ1θ, τ1)
×φ0+0 (τ2(1− τ1)z, (1− τ2)((1− τ1)y + τ1z + t), τ2) , (9.14)
H+01 ∋ f
0+
0 ∗ f
+0
1 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2τ2
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ0+0 (−τ1τ2y, (1− τ1)((1− τ2)y − τ2z + s), τ1)
×φ+01 (τ2(τ1y + (1− τ1)z − t), (1− τ2)(1− τ1)y, τ2) , (9.15)
H0+1 ∋ f
0+
0 ∗ f
0+
1 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ0+0 (τ1(1− τ2)z, (1− τ1)((1− τ2)y − τ2z + s), τ1)
×φ+01 (τ2(1− τ1)z, (1− τ2)((1− τ1)y + τ1z + t), τ2θ, τ2) . (9.16)
An important consequence of these relations is that the star product of any one-form of the
form f1 = θ
αzαf with any zero-form keeps this form modulo terms in H
+0
1 .
9.1.3 H1 ∗ H1
To analyse star products of one-forms in θα we should take into account that a two-form in θα
from H should contain an overall factor of
τ
1− τ
in τ -kernels. Since f1 and g1 had no overall
factors in τ -kernels, f1 ∗ g1 will be regular as well. Taking into account the contribution due
to logarithm (6.16), this means that f1 ∗ g1 in fact contains two extra powers of 1 − τ1 ◦ τ2
in the τ -kernel. Thus
f1 ∗ g1 ∈ H
0+
2 ∀f1, g1 ∈ H1 . (9.17)
As a result, using (6.26), we obtain that
f 0+1 ∗ g
+0
1 ≃ f
+0
1 ∗ g
0+
1 ≃ 0 . (9.18)
The remaining two products are
H0+2 ∋ f
0+
1 ∗ g
0+
1 ≃
∫ 1
0
dτ1(1− τ1)
∫ 1
0
dτ2(1− τ2)
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ0+1f (τ1(1− τ2)z, (1− τ1)((1− τ2)y − τ2z + s), τ1θ, τ1)
×φ0+1g (τ2(1− τ1)z, (1− τ2)((1− τ1)y + τ1z + t), τ2θ, τ2) , (9.19)
H0+2 ∋ f
+0
1 ∗ g
+0
1 ≃
∫ 1
0
dτ1τ1
∫ 1
0
dτ2τ2
∫
d2sd2t
(2π)2
exp i[τ1 ◦ τ2zαy
α + sαt
α]
×φ+01f (τ1((1− τ2)z − τ2y + s),−τ2(1− τ1)z, τ1θ, τ1)
×φ+01g (τ2((1− τ1)z + τ1y − t), τ1(1− τ2)z, τ2θ, τ2) . (9.20)
This completes the list of star products between inner zero- and one-forms in θ. Star
products H0 ∗H2 and H2 ∗H0 follow from H0 ∗H0 with the help of γ-maps of Section 6.2.1.
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9.2 Limiting contracting homotopy
Contracting homotopies with general parameters −∞ < β < 1 do not leave the spaces Hνµ
invariant. A distinguishing feature of the β → −∞ limiting homotopy is that, as shown
in this section, it exhibits special properties when acting on the spaces Hνµp , that underly
spin-locality of HS interactions and allow us to formulate a sufficient condition for the limit
β → −∞ be well defined.
9.2.1 Contracting homotopy of Hνµ1
For inner f1 ∈ H
νµ
1 formula (8.2) gives
△
′
q,−∞(f1) =
1
(2π)2
∫
d2vd2u
∫
d3+τδ(1 −
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β] (9.21)
×
(
(zβ + qβ) +
τ3
τ1
(uβ + qβ)
) ∂
∂θβ
ψ
(
τ1z −
τ2τ3
τ1 + τ3
u− τ2q, v + τ3y, θ,
τ1
τ1 + τ3
)
.
Generally, this formula may have logarithmic divergency due to τ1 integration of the term
τ3
τ1
(uβ + qβ). This does not happen however at least in the following two cases.
First, if f+01 ∈ H
+0
1 then ψ contains an additional factor of
τ1
τ1 + τ3
that cancels the
divergency. Since, by virtue of (8.8), τ3 integration brings a factor of τ1(1− τ1) we find that
△
′
q,−∞H
+0
1 ⊂ H
+0
0 . (9.22)
Second, if f 0+1 ∈ H
0+
1 , then ψ contains an additional factor of
1−
τ1
τ1 + τ3
=
τ3
τ1 + τ3
. (9.23)
Since, up to non-essential logarithmic terms,∫ 1−τ1
0
τ3
τ1 + τ3
∼ 2(1− τ1)
2 +O((1− τ1)
3) , (9.24)
the resulting expression at r.h.s. of (9.21) behaves as (1− τ1)
2 at τ1 → 1 as it has to in H
0+
0 .
From here and (9.22) follows an important fact that
△
′
q,−∞I1 ⊂ I0 (9.25)
allowing to discard the contribution of I1 to H
+0
1 in (9.22). As a consequence we obtain
ω–Lemma: Elements of I can be discarded in all terms containing space-time one-forms ω.
Indeed, such terms can never contribute to the sector of two-forms in θα via star product,
allowing us to use (9.25) along with Factorization Lemma (8.9) implying that I ⊂ H+0 does
not contribute under the cohomology projector.
However, to belong to H0+0 , △
′
q,−∞(f1) (9.21) should have a fictitious pole in τ1 obeying
(6.5) which is true if the whole expression consists of terms proportional to zα or carrying
an additional power of τ (the latter terms belong to H+0). As we show now, this is the case
if f 0+1 ∼ zαθ
α .
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9.2.2 Space H˜0+1
Let H˜0+1 be the subspace of H
0+
1 that consists of the one-forms proportional of zαθ
α. In
other words, consider f˜ 1 with ψ (6.2) of the form
ψ(w, u, θ, τ) = wαθ
αψ˜(w, u, τ) . (9.26)
Then formula (9.21) gives
△
′
q,−∞(f˜1) =
1
(2π)2
∫
d2vd2u
∫
d3+τδ(1 −
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β]
×zβ
( τ3
τ1 + τ3
uβ + qβ
)
ψ˜
(
τ1z −
τ2τ3
τ1 + τ3
u− τ2q, v + τ3y,
τ1
τ1 + τ3
)
, (9.27)
whence, by virtue of (9.24)
△
′
q,−∞H˜
0+
1 ⊂ H
0+
0 . (9.28)
On the other hand, △′q,−∞H
0+
1 for generic elements of H
0+
1 may be away from H
0+
0 giving
rise to divergent expressions. (Recall that, since for any finite β < 1 contracting homotopies
△q,β give finite results, this would just mean that the limit β → −∞ is ill-defined.) In
the next section we formulate a sufficient condition guaranteeing that this does not happen.
Then in Section 11 it will be shown that these conditions are indeed fulfilled at least to the
order ω2C2.
The following comment is now in order. Consider a one-form f1 containing an overall
factor zαθ
α
f1(z, y, θ) = zαθ
α
∫ 1
0
dττψ(τz, (1 − τ)y) exp iτzαy
α . (9.29)
Using decomposition (6.27) consider its f 0+1 part (6.29)
f 0+1 (z, y, θ) = zαθ
α
∫ 1
0
dττ(1 − τ)ψ(τz, (1 − τ)y) exp iτzαy
α . (9.30)
The remarkable fact is that
dzf
0+
1 (z, y, θ) ≃ 0 . (9.31)
Indeed,
dzf
0+(z, y) =
∫ 1
0
dττ(1 − τ) exp i(τzαy
α)
(
θγθ
γ − iτθγzγθβy
β − θγzγθ
α ∂
∂zα
)
ψ(τz , (1− τ)y)
= θγθ
γ
∫ 1
0
dτ1dτ2θ(τ1)θ(τ2)δ(1− τ1 − τ2)τ1τ2(1 +
1
2
τ1
∂
∂τ1
)[ψ(τ1z , τ2y) exp i(τ1zαy
α)]
=
1
2
θγθ
γ
∫ 1
0
dτ1dτ2θ(τ1)θ(τ2)δ(1− τ1 − τ2)τ
2
1
∂
∂τ2
(τ2ψ(τ1z , τ2y)) exp i(τ1zαy
α)] . (9.32)
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The last term belongs to I because it contains an additional factor of τ1τ2 compared to the
normally assigned to a two-form in H2 by (6.1), (6.3).
Relation (9.31) has a consequence that any element of H˜1
0+ is weakly dz–closed. This is
because any modification of the τ -dependence in formula (9.29) within the class H0+1 that
leaves the leading τ -dependence intact will only contribute to I.
It is useful to introduce the space H˜1
H˜1 := Span(H˜1
0+,H+01 ) . (9.33)
Relation (9.31) implies that
dzH˜1 ⊂ H
+0
2 . (9.34)
H˜1 is just the space that leads to the finite result under the action of the limiting con-
tracting homotopy, i.e.,
△
′
q,−∞H˜1 ⊂ H0 . (9.35)
From (9.13)-(9.16) it follows that the result of star product of any element of H˜1 and any
element of H0 is either proportional to z
αθα or belongs to H
+0
1 . Hence it holds remarkable
H˜1 Closure Lemma
H˜1 ∗ H0 ⊂ H˜1 , H0 ∗ H˜1 ⊂ H˜1 . (9.36)
H˜1 Closure Lemma has an important consequence that star product of S ∈ H˜1 with HS
fields W or B still belongs to H˜1.
9.2.3 Contracting homotopy of Hνµ2
The contracting homotopy △′q,−∞ does not leave the spaces H
νµ invariant. Let us show that
△
′
q,−∞H
+0
2 ⊆upslopeH
+0
1 . Consider f
+0
2 with ψ
+0 of the form
ψ+0(w, u, θ, τ) = θαθατψ˜
+0(w, u, τ) . (9.37)
Then, by (8.2),
△
′
q,−∞(f
+0
2 ) = 2
1
(2π)2
∫
d2vd2u
∫
d3+τδ(1−
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β] (9.38)
×
τ1
τ1 + τ3
(τ1
τ3
(zβ + qβ) + (uβ + qβ)
)
θβψ˜
+0
(
τ1z −
τ2τ3
τ1 + τ3
u− τ2q, v + τ3y,
τ1
τ1 + τ3
)
.
Decomposing f+02 = f
i
2
+0+fb2
+0, firstly we note that this happens already to the boundary
term. Indeed, any boundary term fb2 can be rewritten as f
b
2 = F (y)∗γ for some F (y). Using
the star-exchange formulae along with the identity △′q,βγ = △q,0γ [1], we have
△
′
q,−∞f
b
2 = △q,0f
b
2 . (9.39)
One can see that △′q,−∞f
b
2
+0 belongs to full H1, contributing, in particular to H
0+
1 . It is by
this mechanism the non-trivial first-order contribution to HS field equations comes from the
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term γ ∗ C ∈ H+02 on the r.h.s. of (4.6). Moreover, from (9.39) along with (7.21) it follows
that, for a zero shift q = 0 , the result is proportional to zαθ
α, i.e.,
△0,−∞f
b
2
+0 ∈ H˜1 . (9.40)
Let us now consider the contribution △′q,−∞f
i
2
+0 of the inner part. To see what happens,
first of all note that the pole in τ3 is fictitious because, in agreement with (6.3), ψ˜
+0
1 (w, r, τ)
must be linear in the second argument (up to possible y-independent terms from I that
carry an additional power of τ3
τ1+τ3
). Indeed, both τ3y and vα being equivalent to i
∂
∂uα
then
bring a factor of τ3 that cancels τ
−1
3 in the pre-exponential. More in detail, setting
ψ˜(w, r, τ) = rαψ˜
α(w, r, τ) (9.41)
and changing integration variables u → (τ1 + τ3)τ
−1
3 u, v → τ3(τ1 + τ3)
−1v we obtain from
(9.21)
f˜1 := △
′
q,−∞(f
i
2
+0) =
2
(2π)2
∫
d2vd2u
∫
d3+τδ(1−
3∑
i=1
τi) exp i[vαu
α+τ1zαy
α−τ2qβy
β] (9.42)
×
τ1
τ1+τ3
θβ
(
τ1z
β+(τ1+τ3)(u+q)
β
)( vα
τ1+τ3
+yα
)
ψ˜+0α
(
τ1z − τ2(u+q),
τ3
τ1+τ3
v+τ3y,
τ1
τ1+τ3
)
.
It is not hard to see that most of the terms in this expression belong to H+01 except for
one. Namely, vα in the pre-exponential can be replaced by i
∂
∂uα
. The important contribution
is from the differentiation of the first argument of ψ˜+0α. Neglecting terms from H+01 this
gives
−2i
1
(2π)2
∫
d2vd2u
∫
d3+τδ(1−
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β] (9.43)
×
τ1τ2
(τ1 + τ3)2
(
τ1z
β + (τ1 + τ3)(u+ q)
β
)
θβ∂1αψ˜
+0α
(
τ1z − τ2(u+ q),
τ3
τ1 + τ3
v + τ3y,
τ1
τ1 + τ3
)
.
By virtue of (8.3)–(8.5), all z-independent terms in the pre-exponential belong to H+01 .
However, by virtue of (8.4), the z-dependent term contributes to H0+1 giving
−2i
1
(2π)2
∫
d2vd2u
∫
d3+τδ(1−
3∑
i=1
τi) exp i[vαu
α + τ1zαy
α − τ2qβy
β]
×
τ 21 τ2
(τ1 + τ3)2
zβθβ∂1αψ˜
+0α
(
τ1z − τ2(q + u),
τ3
τ1 + τ3
v + τ3y,
τ1
τ1 + τ3
)
. (9.44)
Finally, taking into account that τ2 = 1 − τ1 − τ3 due to the delta-function δ(1 −
∑3
i=1 τi)
and that any additional factor of τ1 + τ3 or τ3 effectively increases the power of τ1 hence
sending the result to H+01 , we can replace τ2 by one and neglect the y-dependent terms
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in the argument of ψ˜+0α, that carry an additional factor of τ3, arriving at the final result
f˜ 0+1 ∈ H˜1
0+ with
f˜ 0+1 := f˜1
∣∣
mod H+0
1
= −
2i
(2π)2
∫
d2vd2u
∫
d3+τδ(1−
3∑
i=1
τi)
τ 21
(τ1 + τ3)2
zβθβ (9.45)
× exp i[vαu
α + τ1zαy
α − (1− τ1)qβy
β] ∂1αψ˜
+0α
(
τ1z − u− q,
τ3
τ1 + τ3
v,
τ1
τ1 + τ3
)
.
Note that for r-independent ψ˜ in (9.41), using that △′q,−β(f˜
i
2
+0) is β-independent, one easily
obtains that f˜ 0+1 ∈ H˜1
0+ as well, where
f˜ 0+1 := f˜1
∣∣
mod H+0
= 2
∫
dττ(1 − τ)zβθβ exp i[τzαy
α − (1− τ)qβy
β] ψ˜+0
(
τz − q, 0, τ
)
.(9.46)
Taking into account the definition (9.33) of H˜1, we arrive at
H+02 Homotopy Lemma:
△
′
q,−∞H
i +0
2 ⊂ H˜1 . (9.47)
Note that setting q = 0 in (9.47) we achieve that H+02 Homotopy Lemma (9.47) holds for
the whole H+02 including the boundary elements associated with χ2 (6.2).
H+02 Homotopy Lemma is of great importance for the analysis of HS vertices. A repre-
sentative of H˜0+1 for inner elements of H
+0
2 can be chosen in the form of (9.45) or (9.46).
The following comment is now in order. If △q,βH
+0
2 is evaluated at finite β = −ε
−1 the
result may have the form
△q,βH
+0
2 ∈ H˜1 + εH
0+
1 , (9.48)
i.e., the contribution to H0+ may be non-zero, being suppressed by the factor of ε. If,
following the strategy of [1], one would keep β finite till arriving to the final result containing
further action of △q,β and hq,β taking the limit β → −∞ in the very end, this may lead to
finite but different result since, being in general singular, △q,βH
0+ may develop the terms
containing a factor of ε−1 that can cancel ε in (9.48). Nevertheless, the final result will
still be ultra-local because the form of the exponentials (7.35) remains unaffected by this
procedure. Each of these limiting procedures is properly defined. Generally, one can consider
three limiting parameters β2 on two-forms, β1 on one-forms and β0 on zero-forms (in the
cohomology projector hq,β0) with βi = αiβ allowing various ratios of αi including
αi
αj
→ 0
at i > j implying that the limit β → −∞ is taken at every step as in this paper. The
procedure of [1] assumes α2 = α1 = α0 = 1. The results of application of different limiting
prescriptions may differ at most by ultra-local field redefinitions.
10 Pre-ultra-locality and ultra-locality
The results of Section 9.2 have a number of important consequences allowing to prove ultra-
locality of the vertices Υω2 (ω
2, C2) in equations (3.1) on space-time one-forms ω.
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A remarkable property of formula (9.45) is that f 0+1 is free from y-dependence in the
arguments of C if q is independent of C-derivatives pj , in particular at q = 0. Elements of
H such that arguments of zero-forms C are independent of y, will be called pre-ultra-local.
Note that for elements bilinear in the zero-forms C, that respect the PLT conditions, pre-
ultra-locality implies ultra-locality by virtue of (7.37) from which it follows that Pij = 0 once
Bi = 0 and i = 1, 2.
A subspace of Hνµ that consists of pre-ultra-local forms will be denoted Pνµ. The space
Uνµ ⊂ Pνµ of ultra-local forms consists of elements with at most a finite number of contrac-
tions between either holomorphic or anti-holomorphic arguments of the zero-forms C.
Now we consider properties of these two spaces separately.
10.1 Pre-ultra-locality
10.1.1 Pre-ultra-local spaces
From formulae (9.6), (9.7) it follows that the space P0+0 ∈ H
0+
0 of pre-ultra-local zero-forms
in θ is closed under the star product modulo terms in ideal I
P0+0 ∗ P
0+
0 ⊂ Span(P
0+
0 , I) . (10.1)
Indeed, by definition of pre-ultra-locality all additional contractions in (9.6), (9.7) among
the y-dependent terms will not affect arguments of zero-forms C free from the y-dependence.
From relations (9.2)-(9.4) it also follows that the space
P0 := Span(P
0+
0 ,H
+0
0 ) (10.2)
forms a subspace of H0
P0 ∗ P0 ⊂ P0 ⊂ H0 . (10.3)
Clearly,
P0+0 ∗ P0 ⊂ P0 , P0 ∗ P
0+
0 ⊂ P0 . (10.4)
Analogously, the space of pre-ultra-local one-forms P0+1 ⊂ H
0+
1 and
P1 := Span(P
0+
1 ,H
+0
1 ) (10.5)
form P0+0 - and P0 - bi-modules up to elements in I
P0+0 ∗ P
0+
1 ⊂ Span(P
0+
1 , I) , P
0+
1 ∗ P
0+
0 ⊂ Span(P
0+
1 , I) , (10.6)
P0 ∗ P1 ⊂ P1 , P1 ∗ P0 ⊂ P1 . (10.7)
Introducing the space P˜1
0+ ⊂ H˜1
0+ as the pre-ultra-local subspace of the space H˜1
0+ of
Section 9.2.2 we define a space
P˜1 := Span(P˜1
0+,H+01 ) (10.8)
and using again product formulae (9.14) and (9.16) obtain
P0+0 ∗ P˜1
0+ ⊂ Span(P˜1
0+, I) ⊂ P˜1 , P˜1
0+ ∗ P0+0 ⊂ Span(P˜1
0+, I) ⊂ P˜1 , (10.9)
P0 ∗ P˜1 ⊂ P˜1 , P˜1 ∗ P0 ⊂ P˜1 . (10.10)
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10.1.2 Consequences
Formula (9.45) along with (10.8) implies the following
Pre-Ultra-Locality Theorem:
△
′
0,−∞H
+0
2 ⊂ P˜1 , (10.11)
from which it follows that if the r.h.s. of equations for S is in H+02 then, at this order,
S ∈ P˜1.
As a simple consequence of (8.13) the arguments of zero-forms C in h0,−∞(P
0+
0 ) are y-
independent. (More generally this is true for hq,−∞(P
0+
0 ) with q not acting on the arguments
of C.) Hence, using Factorization Lemma (8.9), one has
h0,−∞(P0) ⊂ P
0+
0 . (10.12)
Note that the r.h.s. here only contains terms with boundary τ -kernels (6.4).
Analogously, from (9.27) it follows that the arguments of zero-forms C in △q,−∞(P
0+
1 )
with C-derivative-independent q are y-independent. Hence, taking into account (9.28) and
definition (10.8), we obtain
△0,−∞(P˜1 ) ⊂ P0 . (10.13)
As a result, by virtue of (10.3), (10.10) and (10.12) along with Factorization Lemma,
h0,−∞
(
△0,−∞
(
P0 ∗ P˜1
)
∗ P0
)
⊂ P0+0 , h0,−∞
(
△0,−∞
(
P˜1 ∗ P0
)
∗ P0
)
⊂ P0+0 , (10.14)
h0,−∞
(
P0 ∗ △0,−∞
(
P0 ∗ P˜1
))
⊂ P0+0 , h0,−∞
(
P0 ∗ △0,−∞
(
P˜1 ∗ P0
))
⊂ P0+0 .
In particular, from here it follows by virtue of Pre-Ultra-Locality Theorem (10.11)
h0,−∞
(
△0,−∞
(
△0,−∞(H
+0
2 ) ∗ P0
)
∗ P0
)
⊂ P0+0 , etc. (10.15)
For expressions bilinear in the zero-forms C pre-ultra-locality implies ultra-locality by
virtue of PLT. As explained in Sections 11 and 12, this proves that the vertices Υω2 (ω
2, C2)
in (3.1) are ultra-local.
10.2 Ultra-locality
Properties of spaces Up of p–forms (6.1) with ultra-local τ -kernels are analogous to those
with pre-ultra-local ones as we describe now.
Firstly, we observe that
U0+0 ∗ U
0+
0 ⊂ Span(U
0+
0 , I) . (10.16)
Indeed, by definition of pre-ultra-locality, formulae (9.6), (9.7) imply that additional contrac-
tions between the y-dependent terms will not affect y-independent arguments of zero-forms
C. From relations (9.2)-(9.4) it also follows that the space
U0 := Span(U
0+
0 ,H
+0
0 ) (10.17)
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forms a subspace of H0
U0 ∗ U0 ⊂ U0 ⊂ H0 . (10.18)
Using Factorization Lemma (8.9) and formula (8.13) with q = 0 one has
h0,−∞(U0) ∈ U
0+
0 . (10.19)
Analogously, the ultra-local space of one-forms U0+1 ⊂ H
0+
1 and
U1 := Span(U
0+
1 ,H
+0
1 ) (10.20)
form, respectively, U0+0 - and U0 - bi-modules (modulo elements of I in the former case)
U0+0 ∗ U
0+
1 ⊂ Span(U
0+
1 , I) , U
0+
1 ∗ U
0+
0 ⊂ Span(U
0+
1 , I) , (10.21)
U0 ∗ U1 ⊂ U1 , U1 ∗ U0 ⊂ U1 . (10.22)
Introducing the space U˜0+1 as the ultra-local subspace of H˜1
0+ and
U˜1 := Span(U˜1
0+,H+01 ) (10.23)
and using again product formulae (9.14) and (9.16) we obtain
U0+0 ∗ U˜
0+
1 ⊂ Span(U˜
0+
1 , I) ⊂ U˜1 , U˜1
0+ ∗ U0+0 ⊂ Span(U˜1
0+, I) ⊂ U˜1 , (10.24)
U0 ∗ U˜1 ⊂ U˜1 , U˜1 ∗ U0 ⊂ U˜1 . (10.25)
As above, one can see that by virtue of (9.28), (10.18), (10.19) (10.23) and (10.25) along
with Factorization Lemma
△0,−∞(U˜1 ) ⊂ U0 (10.26)
and
h0,−∞
(
△0,−∞
(
U0 ∗ U˜1
)
∗ U0
)
⊂ U0+0 , etc. (10.27)
11 Structure relation
11.1 Summary
Let us briefly summarize the key facts of the analysis performed so far.
Limiting contracting homotopy △0,−∞ maps H
+0
2 to the space H˜1 that gives finite pre-
ultra-local result under the action of △q,−∞. This implies that the contribution resulting
from I should be kept in the θ2 terms as giving rise to nontrivial S fields in H˜1. Also, the
parts of S in I should be kept to compute the contribution to S∗S giving rise to higher-order
corrections to S = S0 + S˜ via
− 2idZS˜ = −S˜ ∗ S˜ + i(ηB ∗ γ + η¯B ∗ γ¯) . (11.1)
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For this scheme to work the r.h.s. of the equation on S has to be in H+02 . This is indeed
the case in the first order in C since C ∗ γ ∈ H+02 . In this section we show that this property
also holds true in the second order thus allowing to apply the limiting homotopy formalism
to the computation of the second-order in C corrections to the equations on the one-form HS
fields ω leading to a spin-ultra-local result in accordance with PLT and Pre-Ultra-Locality
Theorem.
The central result of this section is structure relation that has the form
R2 := △a,0△b,0(γ) ∗ γ − △a,0(γ) ∗ △b,0(γ) ∈ H
+0
2 . (11.2)
It plays the key role in the perturbative analysis of the second-order in C contribution to S
in the (anti)holomorphic sector. Indeed, the equation on S2 in the holomorphic sector has
the form
− 2idzS2 + S1 ∗ S1 − iηB2 ∗ γ = 0 . (11.3)
As shown in [9], by virtue of the star-exchange formulae the last two terms turn out to be
proportional to △a,0△b,0(γ) ∗ γ − △a,0(γ) ∗ △b,0(γ). By (9.47), (11.2) implies that
S2 ∈ H˜1 . (11.4)
As a result, the second-order part of W2 generated by S2 is not only well defined in the limit
β → −∞ but ultra-local by PLT and Pre-Ultra-Locality Theorem. Note that each of the
two terms on the l.h.s. of (11.2) gives divergent contributions to W2 in the limit β → −∞.
However the contribution of the whole expression is finite.
11.2 The proof
First, from (7.22) it follows that
△a,0(γ) = 2(z
α + aα)θα
∫
dττ exp[i(τzαy
α − (1− τ)aαy
α)] k . (11.5)
(Recall that at the first order △′a,β(γ) is independent of β [1] and △
′
a,0(γ) = △a,0(γ).) Using
(6.8) it is straightforward to compute △a,0(γ) ∗△b,0(γ). The only comment is that the Klein
operator k from the first factor of γ moved to the right changes a sign of the shift parameter
b acting on the fields standing on the left from the expression △a,0(γ) ∗ △b,0(γ). (For more
detail see [2].) The final result is
△a,0(γ) ∗ △b,0(γ) = 2θ
αθα
∫ 1
0
dτ1τ1
∫ 1
0
dτ2τ2
(
2i− τ1 ◦ τ2zαy
α
+(1− (1− τ1)(1− τ2))(aαb
α − (aα − bα)y
α)− (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
(11.6)
exp i[τ1 ◦ τ2zαy
α + (1− τ1)(1− τ2)((aαb
α − (aα − bα)y
α) + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α] ,
where the integral over sα and tα in (6.8) has been evaluated by virtue of
1
4π2
∫
d2sd2t exp isαt
α = 1 ,
1
4π2
∫
d2sd2tsαt
α exp isαt
α = 2i , (11.7)
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∫
d2sd2tsα exp isαt
α =
∫
d2sd2ttα exp isαt
α = 0 . (11.8)
Now we single out the terms that belong to I. Namely, all terms containing a factor of
(1−τ1)(1−τ2) are of this type because, multiplied by τ1τ2 from the measure, by (6.13) these
are dominated by (τ1 ◦ τ2(1− τ1 ◦ τ2)
)2
, thus bringing additional degrees both in τ1 ◦ τ2 and
in
(
1− τ1 ◦ τ2). As a result, △a,0(γ) ∗△b,0(γ) can be represented in the form
△a,0(γ) ∗ △b,0(γ) = X
I
1 +X
I
2 +X , (11.9)
where
XI1 = −2θ
αθα
∫ 1
0
dτ1τ1(1− τ1)
∫ 1
0
dτ2τ2(1− τ2)(aαb
α − (aα − bα)y
α) (11.10)
exp i[τ1 ◦ τ2zαy
α + (1− τ1)(1− τ2)(aαb
α − (aα − bα)y
α) + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α]
and, using that
∫
dσ ∂
∂σ
f(σx) = f(x)− f(0),
XI2 = 2θ
αθα
∫ 1
0
dτ1τ1(1− τ1)
∫ 1
0
dτ2τ2(1− τ2)
∫ 1
0
dσ(aαb
α − (aα − bα)y
α)(
2i− τ1 ◦ τ2zαy
α + aαb
α − (aα − bα)y
α − (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
(11.11)
exp i[τ1 ◦ τ2zαy
α + σ(1− τ1)(1− τ2)(aαb
α − (aα − bα)y
α) + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α]
belong to I, while
X = 2θαθα
∫ 1
0
dτ1τ1
∫ 1
0
dτ2τ2 exp i
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
(
2i− τ1 ◦ τ2zαy
α + aαb
α − (aα − bα)y
α − (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
. (11.12)
Now we observe that(
(1− τ1)
∂
∂τ1
+ (1− τ2)
∂
∂τ2
)
τ1(1− τ2) = (1− τ1)(1− τ2)− τ1(1− τ2) , (11.13)
(
(1− τ1)
∂
∂τ1
+ (1− τ2)
∂
∂τ2
)
τ2(1− τ1) = (1− τ1)(1− τ2)− τ2(1− τ1) (11.14)
and, hence,(
(1− τ1)
∂
∂τ1
+ (1− τ2)
∂
∂τ2
)
τ1 ◦ τ2 = 2(1− τ1)(1− τ2)− τ1 ◦ τ2 . (11.15)
This implies,
i
(
(1− τ1)
∂
∂τ1
+ (1− τ2)
∂
∂τ2
)
exp i
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
(11.16)
=
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α − (1− τ1)(1− τ2)(2zαy
α + (aα + bα)z
α)
)
exp i
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
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and, hence,
X = 2θαθα
∫ 1
0
dτ1τ1
∫ 1
0
dτ2τ2(
2i−i
(
(1−τ1)
∂
∂τ1
+ (1−τ2)
∂
∂τ2
)
+ aαb
α−(aα−bα)y
α−(1−τ1)(1−τ2)(2zαy
α + (aα + bα)z
α)
)
exp i
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
. (11.17)
Integration by parts gives
X = Y +XI3 , (11.18)
where XI3 belongs to I,
I ∋ XI3 = 2θ
αθα
∫ 1
0
dτ1
∫ 1
0
dτ2
(
iτ1 ◦ τ2 − τ1τ2(1− τ1)(1− τ2)(2zαy
α + (aα + bα)z
α)
)
exp i
(
τ1 ◦ τ2zαy
α + (τ1(1− τ2)bα + τ2(1− τ1)aα)z
α
)
(11.19)
and
Y = 2θαθα
∫ 1
0
dτ1τ1
∫ 1
0
dτ2τ2(aαb
α−(aα−bα)y
α) exp i
(
τ1◦τ2zαy
α+(τ1(1−τ2)bα+τ2(1−τ1)aα)z
α
)
(11.20)
is the remaining term in △a,0(γ) ∗△b,0(γ) that does not belong to I. (Note that the analysis
of the holomorphic vertex in [1] contained partial integration being a zero-form image of this
one.)
This can now be compared with the expression for △a,0△b,0(γ) ∗ γ obtained in [9] (recall
that △a,0 of this paper coincides with △a of [9])
△a,0△b,0(γ) ∗ γ = 2θ
αθα
∫
dσ1dσ2θ(σ1)θ(σ2)θ(1− σ1 − σ2)(aα − bα)(a
α − yα)
× exp i((σ1 + σ2)zαy
α + (σ1aα + σ2bα)z
α) , (11.21)
that is not difficult to obtain directly. We observe that Y and △a△b(γ) ∗ γ have similar form
up to the substitution
σ1 → τ2(1− τ1) , σ2 → τ1(1− τ2) . (11.22)
As we show now, this implies (11.2).
Indeed, from (9.17) we see that S1 ∗ S1 and hence Y belong to H
0+
2 . Due to the factor of
τ1τ2 in the measure of Y (11.20) the dominating part of Y = Y
0+ comes from τ1 ∼ 1 − ε1,
τ2 ∼ 1− ε2 with small ε1,2,
Y ≃ 2θαθα
∫ ǫ
0
dε1
∫ ǫ
0
dε2(aαb
α−(aα−bα)y
α) exp i
(
(ε1+ε2)zαy
α+(ε2bα+ε1aα)z
α
)
, (11.23)
where ǫ is some small parameter. This expression coincides with the part of (11.21) resulting
from the integration around small σ1 and σ2 that proves (11.2). The precise form of the l.h.s.
of (11.2), which is quite tricky, will be presented elsewhere.
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Let us stress that property (11.2) has been proven for any parameters aα and bβ . Further
simplifications, occur in accordance with Pre-Ultra-Locality Theorem (10.11) eliminating
the y-dependence from zero-forms C upon application of the limiting contracting homotopy
and, if these parameters respect PLT , by Ultra-Locality Theorem implying that the resulting
contributions to the sectors of one- and zero-forms in θ are ultra-local.
12 Example: ultra-locality of holomorphic Υ2(ω, ω, C, C)
Perturbative analysis sketched in Section 5 implies that the quadratic correction to the
one-form sector of the field equations is (see also [1])
Υ2(ω, ω, C, C) = −h0,−∞ (dxW1 + dxW2 +W1 ∗W1 + {ω,W2}∗) , (12.1)
where
W2 =
1
2i
△0,−∞(dxS1 + dxS2 + {W1 , S1}∗ + {ω , S2}∗) , (12.2)
S2 =
i
2
△0,−∞(iηB2 ∗ γ − S1 ∗ S1) . (12.3)
By PLT the holomorphic part of Υ2(ω, ω, C, C) belongs to the PLT-even class. Following
[1], we consider the PLT-even contracting homotopy △0,−∞ and the respective cohomol-
ogy projector h0,−∞ allowing to discard the terms containing space-time differential dx. In
agreement with [1], the remaining terms will now be shown to be ultra-local by the following
computation-independent arguments.
I. The contribution of W1 ∗W1 is ultra-local.
Indeed, from [1] one has
W1=
iη
2
∫
d3∆τ
{
C(y1)∗¯ω(w1)t
αzα exp i(τ1zα(y
α+pα)+tα(τ1zα+τ3yα−(1−τ3)pα)) (12.4)
+ω(w1)∗¯C(y1)t
αzα exp i(τ1zα(y
α+pα)+tα(τ1zα−τ3yα+(1−τ3)pα))
}
k|y1=w1=0+h.c.
with t = −i ∂
∂w1
, p = −i ∂
∂y1
and convention that h.c. (Hermitean conjugation) swaps barred
and unbarred variables along with dotted and undotted indices.
By definition (10.17)
W1 ∈ U0. (12.5)
Hence by virtue of (10.18) and (10.19) W1 ∗W1 ∈ U0 and h0,−∞(W1 ∗W1) ∈ U0. This means
that the contribution of W1 ∗W1 to the field equations is ultra-local. 
II. The contribution of {W1, S1}∗ is ultra-local.
Indeed, from [9] one has
S1 = η θ
αzα
∫ 1
0
dτ τ exp(iτzα(y
α + pα1 ))k C(y1)|y1=0 + h.c. . (12.6)
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Hence, by definition (10.23), S1 ∈ U˜1 and by virtue of (10.25) along with (12.5) {W1, S1}∗ ∈
U˜1. By virtue of (10.26) △0,−∞({W1, S1}∗) ∈ U0. Then (10.18) and (10.19) give
h0,−∞
({
△0,−∞
(
{S1,W1}∗
)
, ω
}
∗
)
∈ U0. (12.7)
Thus, the contribution to the field equations of the PLT-even expression {W1 , S1}∗ is ultra-
local. 
III. The contribution of {ω, S2}∗ is ultra-local.
Indeed, by virtue of [9] S2 (12.3) has a form
S2 = −
η
2
△0,−∞
(
C ∗ C ∗ (△a,0△b,0(γ) ∗ γ − △a,0(γ) ∗ △b,0(γ))
)
, (12.8)
where aα = p1α + 2p2α , bα = p2α with pjα (3.5).
Straightforwardly one can make sure that for any zero-form f0(y)
f0(y) ∗ f
+0
2 ⊂ H
+0
2 , f
+0
2 ∗ f0(y) ⊂ H
+0
2 . (12.9)
Thus by virtue of structure relation (11.2) and Pre-Ultra-Locality Theorem (10.11) it follows
that
S2 ∈ △
′
0,−∞H
+0
2 ∈ P˜1 . (12.10)
In [2] it was shown in particular that S2 is PLT-even. By virtue of (7.37) from (12.10) it
follows
△
′
0,−∞H
+0
2 ⊂ U˜1 . (12.11)
Since ω ∈ U0, (10.18), (10.22), (10.26) and (10.27) give
h0,−∞
({
△0,−∞
(
{S2 , ω}∗
)
, ω
}
∗
)
∈ U0 , (12.12)
whence the vertex is ultra-local. 
13 Conclusion
In this paper we have analysed spin-locality of the 4d HS theory in terms of classes of star-
product functions that appear in the perturbative analysis of nonlinear equations of [4] based
on the β → −∞ limiting homotopy introduced in [1]. The space H of star-product functions
that appear in the perturbative analysis was introduced in [10]. It consists of two subspaces
H = Span(H0+,H+0) such that elements of the zero-form sector in spinor differentialsH+00 ⊂
H+0 do not contribute to the dynamical equations in the limiting homotopy formalism.
This fact is referred to as Factorization Lemma in this paper. Elements of H+00 give rise to
nonlocal contributions to vertices in HS field equations at finite β, that fits the interpretation
of H0+ as a local subalgebra of H suggested in [10]. Also, we identified the two-sided ideal
I = H0+ ∩H+0 elements of which can be discarded within the limiting homotopy procedure
in all sectors of HS field equations that contain HS gauge fields ω.
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A priori, application of the limiting homotopy prescription to general elements of H
may not be well defined leading to the HS gauge fields W divergent in the β → −∞ limit.
This does not imply any divergency in the HS equations, that are well defined for any finite
β < 1, but rather that inapplicability of the limiting homotopy may indicate that the theory
is essentially nonlocal. Hence, it is important to have a sufficient criterion guaranteeing that
this does not happen. This is provided by the H+02 Homotopy Lemma proven in the paper,
which states that the limit β → −∞ is well defined provided that the two-form in spinorial
differential θ on the r.h.s. of HS equations on S belongs to H+0. It is shown that this is
indeed true in the first and second orders in the zero-forms C. In the first order this fact
is trivial while in the second it follows from the remarkable Structure Relation proven in
Section 11.
Another important issue is to have a sufficient criterion for spin-locality of the resulting
vertices. This is also found in this paper in the form of Pre-Ultra-Locality Theorem following
from the Pfaffian Locality Theorem of [2] and its extension to β-dependent contracting
homotopies given in this paper. Using remarkable form of the limiting contracting homotopy,
it is shown that if the conditions of the H+02 Homotopy Lemma are fulfilled along with PLT
conditions, the resulting HS vertex is ultra-local in terminology of [9], i.e., in addition to
being spin-local, arguments of the zero-forms C are independent of the spinor variable y.
Using general properties of the limiting homotopy formalism it is shown that the resulting
ω2C2 vertices must be spin-local. This is of course in agreement with the detailed analysis
of [1]. The developed technique is, however, promising from the perspective of the analysis
of higher-order corrections.
It should be stressed that the analysis of this paper is heavily based on the specific form
of HS equations (4.1), (4.2) and star product (4.9). In particular, it follows that the only
version of the HS theory that admits spin-locality is that with linear function F∗(B) = ηB
with some complex parameter η. In accordance with [16], all possible nonlinear terms in
F∗(B) contain unremovable spin-non-local terms resulting from star products of the factors
of zero-forms C(Y ). This explains the distinguished role of the linear function F∗(B) = ηB in
HS theory from the holographic perspective: the HS theories with nonlinear F∗(B) have some
essentially nonlocal boundary duals. (It would be interesting to see which ones, however.)
The approach of this paper, which is applicable not only to the 4d HS theory of [4] but also
to HS theory in 3d of [5], any d of [15] and Coxeter HS theories of [16], provides a step towards
complete analysis of the level and role of non-locality in HS gauge theory. (For instance, in
the model of [15] spin-locality, demanding at most a finite number of contractions between
different zero-forms, should take place with respect to Lorentz-covariant components Y iAV
A
of the auxiliary variables Y iA where i = 1, 2 is the sp(2) vector index, A = 0, . . . d carries the
vector representation of o(d − 1, 2) and V A is the compensator field of the model.) So far
it agrees with the conjecture of [2] that HS theory should be spin-local in all orders of the
perturbation theory. The identification of the spin-local formulation of the HS gauge theory
should make it possible to analyze such important issues as causality and, in the framework
of Coxeter HS theory of [16], relation with analogous aspects of String Theory.
The concept of spin-locality underlying analysis of HS interactions in terms of spinors,
46
allows a clear interpretation in terms of usual x-space formulation. Namely, as explained in
Section 3.2, spin-local theories are space-time local in terms of the original set of fields (say
C) extended by their non-linear local currents Jn(C1, . . . , Cn). In other words, in spin-local
theories corrections to space-time dynamical equations have a form of local operators in
terms of Jn with various n. The class of spin-local theories sharing this property is just in
between local theories with local vertices expressed directly in terms of C and non-local ones
where the current corrections themselves can be nonlocal. Note that the difference between
local and spin-local theories matters only for the theories with infinite sets of fields as is the
case in HS theories. We believe that the concept of spin-local theories of infinite sets of fields
is just a proper substitute for that of local theories describing finite collections of fields.
The same time we believe that results of [1] and of this paper provide a proper basis
for the extension of the study of HS interactions to all higher orders and, in particular,
to the C3 vertex in the equations for zero-forms that includes, in particular, the scalar self-
interaction vertex. This will make it possible to compare the output of the limiting homotopy
prescription in the bulk with the conclusions of the papers [34], [35] obtained via holographic
reconstruction as well as with the paper [36] based on the light-cone formalism.
An interesting feature of the developed formalism is that it treats differently HS one-
forms ω and zero-forms C. In the sector of higher spins this is just what is needed given that
zero-forms C contain infinite tails of higher derivatives of Fronsdal fields while one-forms
ω contain at most a finite number of derivatives. However, the general version of the 4d
HS theory [4] contains also an infinite set of topological (Killing-like) fields, each carrying at
most a finite number of degrees of freedom. In this case the roles of one-forms and zero-forms
are just swapped: zero-forms Ctop contain finite numbers of derivatives of the topological
fields while one-forms ωtop contain infinite towers of derivatives. This can affect the analysis
of locality in the cases when the HS and topological sectors get interacting, that can happen
if some of the topological fields acquire a nontrivial VEV. In particular this happens in the
3d HS theory of [5] where the topological sector is related to the dynamical one. From this
perspective the results of [1] and of this paper demand further investigation accounting this
phenomenon.
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Appendix A. Useful formulae
As shown in [1], different contracting homotopy operators anticommute
△qI ,βI△qJ ,βJ = −△qJ ,βJ△qI ,βI . (A.1)
In particular, each of them squares to zero
△q,βI△q,βI = 0 . (A.2)
Also,
hq,βI△q,βI = 0 , △qI ,βIhqJ ,βJ = 0 , hqI ,βIhqJ ,βJ = hqJ ,βJ . (A.3)
Redefined contracting homotopy operators
△
′
q ,β := △(1−β)q ,β , h
′
q ,β := h(1−β)q ,β (A.4)
obey star-exchange formulaes of [9]
△
′
q ,β
(
a(y) ∗ f(z, y, k, θ)
)
= a(y) ∗ △′q+qa ,β
(
f(z, y, k, θ)
)
, (A.5)
△
′
q ,β
(
f(z, y, k, θ) ∗ a(y)
)
= △′q−qa ,β
(
f(z, y, k, θ)
)
∗ a(y)
and
h′q ,β
(
a(y) ∗ f(z, y, k, θ)
)
= a(y) ∗ h′q+qa ,β
(
f(z, y, k, θ)
)
, (A.6)
h′q ,β
(
f(z, y, k, θ) ∗ a(y)
)
= h′q−qa ,β
(
f(z, y, k, θ)
)
∗ a(y) ,
where qa represents the shift of the argument of a(y).
Using that γ ∗ a(y) = a(y) ∗ γ we obtain following [9]
△
′
q ,β(γ) ∗ a(y) = a(y) ∗ △
′
q+2qa ,β(γ) . (A.7)
Appendix B. Contracting homotopy derivation
Here we outline the main steps of the derivation of formula (7.28) following [1] where it was
derived for the case of q = 0. Applying (7.21) to (6.1) we obtain
△q,βf(z, y, θ) =
1
(2π)2
∫
d2ud2v
∫ 1
0
dτ
∫ 1
0
dttp−1 exp i[vβu
β + τ(tz + (1− t)(u− q))α(βv + y)
α]
×(z + q − u)α
∂
∂θα
φ(τ(tz + (1− t)(u− q)), (1− τ)(βv + y), τθ, τ) . (B.1)
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Now, shifting u→ u+ q and introducing new integration variables,
τ1 = tτ , τ = τ1 + τ2 , 1− τ = τ3 , (B.2)
with the Jacobian
det
∣∣∣∂τ, t
∂τi
∣∣∣ = (τ1 + τ2)−1 (B.3)
we obtain
△q,βf(z, y, θ) =
∫
d2ud2v
(2π)2
∫
d3+τ
τ p−11
(τ1 + τ2)p
δ(1−
3∑
i=1
τi) exp i[vβ(u
β + qβ) + (τ1z + τ2u)β(βv + y)
β]
(z − u)α
∂
∂θα
φ(τ1z + τ2u), τ3(βv + y), (τ1 + τ2)θ, τ1 + τ2) . (B.4)
Then, shifting the integration variables
uα → uα +
τ1β
1− τ2β
zα , vα → (1− τ2β)
−1(vα + τ2yα) , (B.5)
we have
△q,βf(z, y, θ) =
∫
d2ud2v
(2π)2
∫
d3+τδ(1−
3∑
i=1
τi)(τ1)
p−1(1− βτ2)
−3
exp i
[
vβu
β +
τ1
(1− βτ2)
zαy
α +
1
1− τ2β
(vα + τ2yα)q
α
]
((1− (τ1 + τ2)β)z − (1− βτ2)u)
α ∂
∂θα
φ
(
τ1
(1− βτ2)
z + τ2u,
τ3
1− βτ2
(y + βv), θ, τ1 + τ2
)
.(B.6)
To reduce this expression to the desired form (6.1) we finally change variables to
τ ′1 =
τ1
1− βτ2
, τ ′3 =
τ3
1− βτ2
, τ ′2 =
(1− β)τ2
1− βτ2
. (B.7)
This simplicial map preserves the class of simplices of unit perimeter in the sense that
3∑
i=1
τ ′i = 1 (B.8)
as a consequence of
∑3
i=1 τi = 1. The Jacobian is
det
∣∣∣∂τ ′i
∂τj
∣∣∣ = 1− β
(1− βτ2)3
. (B.9)
Using also that
1− βτ2 =
1− β
1− β(1− τ ′2)
(B.10)
and shifting
u→ u−
1− β(1− τ ′2)
1− β
q , (B.11)
we finally obtain (7.27) after discarding primes and the substitution q → (1− β)q.
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