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Abstract
This work investigates the existence of monotonic traveling wave and standing wave
solutions of RTD-based cellular neural networks in the one-dimensional integer lattice Z1: For
nonzero wave speed c; applying the monotone iteration method with the aid of real roots of
the corresponding characteristic function of the proﬁle equation, we can partition the
parameter space ðg; dÞ-plane into four regions such that all the admissible monotonic traveling
wave solutions connecting two neighboring equilibria can be classiﬁed completely. For the
case of c ¼ 0; a discrete version of the monotone iteration scheme is established for proving
the existence of monotonic standing wave solutions. Furthermore, if g or d is zero then the
proﬁle equation for the standing waves can be viewed as an one-dimensional iteration map
and we then prove the multiplicity results of monotonic standing waves by using the
techniques of dynamical systems for maps. Some numerical results of the monotone iteration
scheme for traveling wave solutions are also presented.
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1. Introduction
In this paper, we establish the existence of monotonic traveling wave and standing
wave solutions of RTD-based cellular neural networks (CNNs) by using the
techniques of monotone iteration coupled with the concept of upper and lower
solutions in the theory of monotone dynamical systems.
This study is motivated by the recent work of Itoh et al. [12] in which they reported
that the resonant tunneling diode (RTD), a class of quantum effect devices, is
an excellent candidate for both analog and digital nanoelectronics applica-
tions because of its structural simplicity, relative ease of fabrication, inherent high
speed and design ﬂexibility. The dynamics of the two-dimensional RTD-based CNN
with a neighborhood of radius r are governed by a system of n ¼ MN differential
equations
dxijðtÞ
dt
¼ gðxijðtÞÞ þ
X
k;cANij
ðaki;cjxkcðtÞ þ bki;cjukcðtÞÞ þ zij ; ð1:1Þ
for ði; jÞAf1; 2;y; Mg 	 f1; 2;y; Ng and tAR; where Nij denotes the r-neighbor-
hood of cell Cij; akc; bkc and zij denote the feedback, control and threshold template
parameters, respectively; xkcðtÞ and ukcðtÞ denote the state and input functions of cell
Ckc; respectively. For the sake of simplicity, the v-i characteristic of the RTD is
modeled by a piecewise-linear function g which is given by
gðxijÞ ¼ axij þ bðjxij  Vpj  jxij  VvjÞ  bðjxij þ Vpj  jxij þ VvjÞ
¼ axij þ m þ bðjxij  Vpj  jxij  VvjÞ if xijX0;
axij  m  bðjxij þ Vpj  jxij þ VvjÞ if xijp0;

ð1:2Þ
where m ¼ bðVv  VpÞ; a40; bo0 are constants, and Vp; Vv ð0oVpoVvÞ are the
peak and valley voltages of the RTD for the positive region of xij ; respectively.
Notice that the function g is symmetric with respect to the origin as shown in Fig. 1.
The use of RTDs in applications to cellular neural networks has been previously
reported in [2,5]. A circuit implementation of the RTD-based CNN can be found in
[12]. It is also pointed out in [12] that the bistable RTD-based CNN exhibits good
performance for a number of interesting image processing applications because of its
high-speed processing and high cell density. Thus, it is possible that a new generation
of low-power, high-speed, and large array-size CNNs appears with the introduction
of the RTD-based CNN. Many methods used in image processing and pattern
recognition can be easily implemented by the RTD-based CNN approach, however,
the mathematical analyses of the pattern formation, spatial chaos properties, and its
dynamical behavior are still not fully documented (see [2,5,9,12]).
In this article, we are interested in studying the existence of monotonic traveling
wave and standing wave solutions of the one-dimensional original RTD-based CNN
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without input and threshold terms deﬁned as follows:
dxiðtÞ
dt
¼ gðxiðtÞÞ þ axiðtÞ þ gxi1ðtÞ þ dxiþ1ðtÞ; ð1:3Þ
for all iAZ1 and tAR; where the real parameters a; g; d with gX0; dX0; and gþ da0
constitute the so-called space-invariant template that measures the synaptic weights
of self-feedback and neighborhood interaction.
A continuously differentiable function j : R-R such that
xiðtÞ ¼ jði  ctÞ; for all iAZ1 and tAR ð1:4Þ
is a solution of system (1.3) is called a traveling wave solution, where s :¼ i  ctAR is
the moving coordinate for a given nonzero wave speed cAR: Thus, under
assumption (1.4), the proﬁle equation of system (1.3) can be written as
cj0ðsÞ ¼ gðjðsÞÞ þ ajðsÞ þ gjðs  1Þ þ djðs þ 1Þ; ð1:5Þ
and we are attempting to prove the existence of monotonic solutions of (1.5)
supplemented with some appropriate asymptotic boundary conditions that will be
speciﬁed later. On the other hand, if c ¼ 0 then the propagation of traveling proﬁle
fails and we are seeking a discrete monotonic proﬁle function j : Z-R satisfying
0 ¼ gðjðiÞÞ þ ajðiÞ þ gjði  1Þ þ djði þ 1Þ: ð1:6Þ
Such a solution fjðiÞgiAZ of (1.6) is called a monotonic standing wave solution of
system (1.3).
The study of traveling wave and standing wave solutions for partial differential
equations and lattice dynamical systems has drawn considerable attention in the past
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Fig. 1. The v-i characteristic of the RTD.
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decades. The existence and stability of such solutions has been much studied for
lattice dynamical systems (see, e.g., [1,3,4,6–11,13–21] and many references therein).
For example, if a ¼ 2d; g ¼ d ¼ d40; and gðuÞ ¼ uðu  1Þ or gðuÞ ¼ uðu  kÞðu 
1Þ for some 0oko1=2; the equations are, respectively, called the discrete Fisher
equation and discrete Nagumo equation. These typical equations possessing
traveling wave or standing wave solutions have wide applications in various ﬁelds,
from chemistry and biology to physics and engineering. We refer the reader to
[1,4,14,19,20] for more details, see also Section 2.5.
For Eqs. (1.5) and (1.6), we are interested in ﬁnding monotonic proﬁle solutions
satisfying some speciﬁc boundary conditions, namely, the heteroclinic orbits of (1.5)
and (1.6) connecting two neighboring equilibria. To guarantee the existence of
equilibria of (1.5) and (1.6), some conditions for the parameters in (1.3) are required
as following:
0paþ 2m
Vv
oa þ gþ doap 2b: ð1:7Þ
If (1.7) holds, then a simple computation shows that there are ﬁve homogeneous
solutions x0; x
7
1 ; and x
7
2 of system (1.3) given by (cf. Fig. 2)
x0 ¼ 0; x71 ¼7
2bVp
a þ gþ d a 2b; and x
7
2 ¼7
2bðVv  VpÞ
a þ gþ d a: ð1:8Þ
Therefore, in the following of this article we always assume that (1.7) holds. We are
mainly interested in ﬁnding the monotonic traveling wave and standing wave
solutions of system (1.3) that satisfy the following asymptotic boundary conditions:
ðBC1Þ : lim
s-N jðsÞ ¼ x0 and lims-N jðsÞ ¼ x
þ
1 ;
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Fig. 2. The ﬁve homogeneous equilibria of (1.3).
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ðBC2Þ : lim
s-N jðsÞ ¼ x
þ
1 and lims-N
jðsÞ ¼ x0;
ðBC3Þ : lim
s-N jðsÞ ¼ x
þ
1 and lims-N
jðsÞ ¼ xþ2 ;
ðBC4Þ : lim
s-N jðsÞ ¼ x
þ
2 and lims-N
jðsÞ ¼ xþ1 :
It is to be understood that lims-7N jðsÞ means limi-7N jðiÞ for considering
standing wave solutions.
Using the monotone iteration scheme, the authors in [6] considered more general
setting of functional differential equations than (1.5) and proved the existence of
monotonic traveling wave solutions. Unfortunately, their results cannot be applied
directly to our Eq. (1.5) with the above-mentioned various asymptotic boundary
conditions. However, in this paper, we will still apply the similar monotone iteration
techniques with the concept upper and lower solutions to obtain the monotonic
traveling wave solutions, and to classify all the monotonic traveling wave solutions
for the given various parameters. To this aim, we ﬁrst partition the nonnegative
ðg; dÞ-plane into four regions Oi; i ¼ 1; 2; 3; 4 (cf. Fig. 3),
O1 ¼ fðg; dÞ j 0pgod and 2
ﬃﬃﬃﬃﬃ
gd
p
þ aoaþ 2bg;
O2 ¼ fðg; dÞ j 0pdog and 2
ﬃﬃﬃﬃﬃ
gd
p
þ aoaþ 2bg;
O3 ¼ fðg; dÞ j 0ogpd and 2
ﬃﬃﬃﬃﬃ
gd
p
þ aXaþ 2bg;
O4 ¼ fðg; dÞ j 0odog and 2
ﬃﬃﬃﬃﬃ
gd
p
þ aXaþ 2bg:
We remark that if aXaþ 2b then O1 and O2 vanish and, in this case, we allow g ¼ 0
and d ¼ 0 in O3 and O4; respectively. Notice that, in O1 and O2; the constraint
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Fig. 3. Partition of the nonnegative ðg; dÞ-plane.
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2
ﬃﬃﬃﬃﬃ
gd
p þ aoaþ 2b means somewhat the coupling strength is small in the coupled
system (1.3), while in O3 and O4; the coupling strength is large enough. In each
region Oi; by studying the properties of the corresponding characteristic function of
(1.5) at xþ1 ; we can completely classify all the monotonic traveling wave solutions of
(1.3) with various asymptotic boundary conditions. Indeed, we have the following
results:
Theorem 1. Assume that (1.7) holds. Consider the profile equation (1.5) with ca0; then
there exist critical speeds ci for i ¼ 1; 2;y; 20 with c2j1 ¼ c2j for j ¼ 1; 2;y; 10 such
that
(1) If ðg; dÞAO1 then there are monotonic traveling wave solutions of (1.3) satisfying
different boundary conditions as shown in Table 1.
(2) If ðg; dÞAO2 then there are monotonic traveling wave solutions of (1.3) satisfying
different boundary conditions as shown in Table 2.
(3) If ðg; dÞAO3 then there are monotonic traveling wave solutions of (1.3) satisfying
different boundary conditions as shown in Table 3.
(4) If ðg; dÞAO4 then there are monotonic traveling wave solutions of (1.3) satisfying
different boundary conditions as shown in Table 4.
In Theorem 1, we only consider monotonic solutions of the proﬁle equation (1.5)
connecting two neighboring nonnegative equilibria. However, since g is an odd
function, if we let ejðsÞ ¼ jðsÞ for sAR then the proﬁle equation (1.5) is changed
into
cej0ðsÞ ¼ gðejðsÞÞ þ aejðsÞ þ gejðs  1Þ þ dejðs þ 1Þ; ð1:9Þ
which is exactly the same form as (1.5). Hence, according to Theorem 1, we also
obtain the existence of monotonic traveling wave solutions of (1.3) connecting two
neighboring nonpositive equilibrium solutions.
Now, making an observation on cases (1-1) and (1-5), we immediately conclude
that for the same template ða; g; dÞ there are simultaneously monotonic traveling
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Table 1
Traveling wave solutions for ðg; dÞAO1
Case Range of speed Monotonicity of jðsÞ Boundary condition
(1-1) c1oco0 Nondecreasing (BC1)
(1-2) c2oco0 Nonincreasing (BC4)
(1-3) coc3o0 Nonincreasing (BC2)
(1-4) coc4o0 Nondecreasing (BC3)
(1-5) c4c5 ¼ 0 Nondecreasing (BC1)
(1-6) c4c6 ¼ 0 Nonincreasing (BC4)
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wave solutions which satisfy (BC1) with positive and negative wave speeds. Similar
situations occur in cases (1-2) and (1-6), cases (2-1) and (2-5), and case (2-2) with (2-
6). Therefore, it is natural to ask what happens when the wave speed c is zero. If
c ¼ 0 then the propagation of the traveling proﬁle fails. In this case, by using a
discrete monotone iteration method, we still can obtain the monotonic standing
wave solutions with various asymptotic boundary conditions. More speciﬁcally, if
g ¼ 0 or d ¼ 0 then Eq. (1.6) can be viewed as an one-dimensional iteration map, and
we can prove the multiplicity results of monotonic standing waves by the techniques
of dynamical systems for maps. The precise statements of the results are:
Theorem 2. Assume that (1.7) holds. Consider the profile equation (1.6), then we have
(1) If ðg; dÞAO1; then there are monotonic nondecreasing and nonincreasing standing
wave solutions of (1.3) satisfying ðBC1Þ and ðBC4Þ; respectively.
(2) If ðg; dÞAO2; then there are monotonic nonincreasing and nondecreasing standing
wave solutions of (1.3) satisfying ðBC2Þ and ðBC3Þ; respectively.
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Table 2
Traveling wave solutions for ðg; dÞAO2
Case Range of speed Monotonicity of jðsÞ Boundary condition
(2-1) 0ococ7 Nonincreasing (BC2)
(2-2) 0ococ8 Nondecreasing (BC3)
(2-3) 0oc9oc Nondecreasing (BC1)
(2-4) 0oc10oc Nonincreasing (BC4)
(2-5) coc11 ¼ 0 Nonincreasing (BC2)
(2-6) coc12 ¼ 0 Nondecreasing (BC3)
Table 3
Traveling wave solutions for ðg; dÞAO3
Case Range of speed Monotonicity of jðsÞ Boundary condition
(3-1) c4c1340 Nondecreasing (BC1)
(3-2) c4c1440 Nonincreasing (BC4)
(3-3) coc15o0 Nonincreasing (BC2)
(3-4) coc16o0 Nondecreasing (BC3)
Table 4
Traveling wave solutions for ðg; dÞAO4
Case Range of speed Monotonicity of jðsÞ Boundary condition
(4-1) coc17o0 Nonincreasing (BC2)
(4-2) coc18o0 Nondecreasing (BC3)
(4-3) c4c1940 Nondecreasing (BC1)
(4-4) c4c2040 Nonincreasing (BC4)
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(3) If ðg; dÞAO1 and g ¼ 0; da0; then there are infinitely many monotonic
nondecreasing and nonincreasing standing wave solutions of (1.3) satisfying
ðBC1Þ and ðBC4Þ; respectively.
(4) If ðg; dÞAO2 and ga0; d ¼ 0; then there are infinitely many monotonic
nonincreasing and nondecreasing standing wave solutions of (1.3) satisfying
ðBC2Þ and ðBC3Þ; respectively.
Finally, let us remark that in this paper we are concerned with the existence of
monotonic traveling wave and standing wave solutions. The issue of the stability of
these solutions is still open and will be discussed in a future paper.
The remainder of this paper is organized as follows. In Section 2, with the aid of
real roots of the corresponding characteristic function of (1.5) at xþ1 ; we construct the
upper and lower solutions of (1.5) for all ðg; dÞAOi; i ¼ 1; 2; 3; 4: We then prove
Theorem 1 by the method of monotone iteration with the constructed upper and
lower solutions. In Section 3, we ﬁrst establish a discrete version of the monotone
iteration scheme and then prove the existence results as stated in parts (1) and (2) of
Theorem 2. When the proﬁle equation (1.6) is the purely delayed or advanced type,
we prove parts (3) and (4) of Theorem 2 by using the theory of dynamical systems for
maps. Finally, in Section 4, some numerical results of the monotone iteration scheme
for traveling wave solutions are presented.
2. Monotonic traveling wave solutions ðca0Þ
In this section, we will ﬁrst introduce and study the characteristic function of (1.5)
at xþ1 : Making use of the real roots of the characteristic function, we can construct
the upper and lower solutions of (1.5) for all ðg; dÞAOi; i ¼ 1; 2; 3; 4: We then prove
Theorem 1 by the monotone iteration method.
2.1. Properties of the characteristic function
First of all, we deﬁne the characteristic function of (1.5) at xþ1 by
Wðs; c; xþ1 Þ ¼ csþ aþ 2b a  ges  des: ð2:1Þ
The characteristic function (2.1) arises from the linearized equation of (1.5) at the
equilibrium solution xþ1 and its roots play crucial roles in studying the behavior of
solutions of (1.5) near xþ1 : Some properties of the characteristic function are stated in
the following lemma.
Lemma 2.1. Assume that (1.7) holds. Then we have
(1) If ðg; dÞAO1; then there exist c3oc1oc5 ¼ 0; e140; e340; e540; s1 :¼ s1ðcÞo0;
s3 :¼ s3ðcÞ40; and s5 :¼ s5ðcÞo0; such that
Wðs1; c; xþ1 Þ ¼ 0; Wðs1  e; c; xþ1 Þ40; if c1oco0; 0oeoe1;
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Wðs3; c; xþ1 Þ ¼ 0; Wðs3 þ e; c; xþ1 Þ40; if coc3o0; 0oeoe3;
Wðs5; c; xþ1 Þ ¼ 0; Wðs5  e; c; xþ1 Þ40; if 0 ¼ c5oc; 0oeoe5:
(2) If ðg; dÞAO2; then there exist c94c74c11 ¼ 0; e740; e940; e1140; s7 :¼
s7ðcÞ40; s9 :¼ s9ðcÞo0; and s11 :¼ s11ðcÞ40; such that
Wðs7; c; xþ1 Þ ¼ 0; Wðs7 þ e; c; xþ1 Þ40; if 0ococ7; 0oeoe7;
Wðs9; c; xþ1 Þ ¼ 0; Wðs9  e; c; xþ1 Þ40; if 0oc9oc; 0oeoe9;
Wðs11; c; xþ1 Þ ¼ 0; Wðs11 þ e; c; xþ1 Þ40; if coc11 ¼ 0; 0oeoe11:
(3) If ðg; dÞAO3; then there exist c15o0oc13; e1340; e1540; s13 :¼ s13ðcÞo0 and
s15 :¼ s15ðcÞ40 such that
Wðs13; c; xþ1 Þ ¼ 0; Wðs13  e; c; xþ1 Þ40; if 0oc13oc; 0oeoe13;
Wðs15; c; xþ1 Þ ¼ 0; Wðs15 þ e; c; xþ1 Þ40; if coc15o0; 0oeoe15:
(4) If ðg; dÞAO4; then there exist c17o0oc19; e1740; e1940; s17 :¼ s17ðcÞ40 and
s19 :¼ s19ðcÞo0 such that
Wðs17; c; xþ1 Þ ¼ 0; Wðs17 þ e; c; xþ1 Þ40; if coc17o0; 0oeoe17;
Wðs19; c; xþ1 Þ ¼ 0; Wðs19  e; c; xþ1 Þ40; if 0oc19oc; 0oeoe19:
Proof. We ﬁrst deﬁne an auxiliary function h : R-R by
hðsÞ ¼ ðaþ 2bÞ þ a þ ges þ des:
Then we have
hð0Þ ¼ ðaþ 2bÞ þ a þ gþ d40; ð2:2Þ
h0ð0Þ ¼ d g; ð2:3Þ
h00ðsÞ ¼ ges þ des; ð2:4Þ
and
lim
s-N hðsÞ ¼
N if g40;
ðaþ 2bÞ þ a if g ¼ 0;

ð2:5Þ
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lim
s-N
hðsÞ ¼ N if d40;ðaþ 2bÞ þ a if d ¼ 0:

ð2:6Þ
Therefore, if g and d are not both zero, then hðsÞ is a convex function. Notice that
ﬁnding a root ofWðs; c; xþ1 Þ ¼ 0 is equivalent to ﬁnding a root of cs ¼ hðsÞ: With
this in mind, we now divide the proof into the following four parts:
(1) If ðg; dÞAO1 and g40; then h0ð0Þ40 and hðsÞ has an unique minimum value
which occurs at some so0 such that hðsÞ ¼ ðaþ 2bÞ þ 2 ﬃﬃﬃﬃﬃgdp þ ao0: Hence,
there exist c3oc1o0 such that both the lines y ¼ c1s and y ¼ c3s are tangent to
y ¼ hðsÞ: Now, the equation cs ¼ hðsÞ has two real roots whenever c1oco0;
0 ¼ c5oc; or coc3o0: Denote the larger one of two negative roots of cs ¼ hðsÞ by
s1 and s5 for c1oco0 and 0 ¼ c5oc; respectively, and denote the smaller positive
root of cs ¼ hðsÞ by s3 if coc3o0: Then, evidently, there exist e140; e340; and
e540 such that the assertions hold. If g ¼ 0; then hðsÞ is increasing in s and
lims-N hðsÞ ¼ a  ðaþ 2bÞo0: We still can achieve the proof with a minor
modiﬁcation.
(2) The argument for the case ðg; dÞAO2 is similar to part (1).
(3) If ðg; dÞAO3 and g40; then h0ð0Þ40 and hðsÞ has an unique minimum value
which occurs at some so0 such that hðsÞ ¼ ðaþ 2bÞ þ 2 ﬃﬃﬃﬃﬃgdp þ a40: Thus, there
exist c15o0oc13 such that both the lines y ¼ c13s and y ¼ c15s are tangent to y ¼
hðsÞ: The equation cs ¼ hðsÞ has two real roots whenever 0oc13oc or coc15o0:
Let s13o0 and s1540 be the larger one and smaller one of the two roots in each
case. Then there exist e1340 and e1540 such that the assertions hold. Finally, for the
case aXaþ 2b; g is allowed to be zero. If g ¼ 0; then hðsÞ is increasing in s and
lims-N hðsÞ ¼ a  ðaþ 2bÞX0: One can conclude the assertions still hold.
(4) For ðg; dÞAO4; the proof can be achieved in a similar way.
This completes the proof. &
2.2. Construction of upper and lower solutions
In this subsection, we will construct upper and lower solutions of (1.5) to establish
the existence of traveling wave solutions of system (1.3).
Deﬁnition 2.2. A continuous function U : R-R is called an upper solution of (1.5)
if it is differentiable almost everywhere and satisﬁes
cU 0ðsÞX gðUðsÞÞ þ aUðsÞ þ gUðs  1Þ þ dUðs þ 1Þ a:e: ð2:7Þ
A lower solution L : R-R of (1.5) is deﬁned in a similar way by reversing the
inequality, that is,
cL0ðsÞp gðLðsÞÞ þ aLðsÞ þ gLðs  1Þ þ dLðs þ 1Þ a:e: ð2:8Þ
By the deﬁnition of upper and lower solutions, we immediately have the following
properties.
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Lemma 2.3. Assume that UðsÞ and LðsÞ are upper and lower solutions of (1.5),
respectively. Define
ð bUðsÞ;bc; ba;bg;bdÞ :¼ ðUðsÞ;c; a; d; gÞ; ð2:9Þ
ðbLðsÞ;bc; ba;bg;bdÞ :¼ ðLðsÞ;c; a; d; gÞ: ð2:10Þ
Then bUðsÞ and bLðsÞ; respectively, satisfy the following inequalities:
bc bU 0ðsÞX gð bUðsÞÞ þ ba bUðsÞ þ bg bUðs  1Þ þ bd bUðs þ 1Þ a:e: ð2:11Þ
bcbL0ðsÞp gðbLðsÞÞ þ babLðsÞ þbgbLðs  1Þ þ bdbLðs þ 1Þ a:e: ð2:12Þ
That is, bUðsÞ and bLðsÞ are, respectively, upper and lower solutions to the profile
equation
bcj0ðsÞ ¼ gðjðsÞÞ þ bajðsÞ þ bgjðs  1Þ þ bdjðs þ 1Þ:
Proof. The proof is a direct veriﬁcation. &
Now, according to the properties of the characteristic function stated in Lemma
2.1, we can construct the upper and lower solutions of (1.5) as following:
Proposition 2.4. Assume that (1.7) holds.
(1) Let ðg; dÞAO1 and z40 be small enough. Then each component of the pair of
functions ðUiðsÞ; LiðsÞÞ; for i ¼ 1; 2;y; 6; as shown in Table 5, are upper and lower
solutions of (1.5), respectively, where c1oco0 and 0oeoe1 for i ¼ 1; 2; coc3o0
and 0oeoe3 for i ¼ 3; 4; and 0 ¼ c5oc and 0oeoe5 for i ¼ 5; 6:
(2) Let ðg; dÞAO2 and z40 be small enough. Then each component of the pair of
functions ðUiðsÞ; LiðsÞÞ; for i ¼ 7; 8;y; 12; as shown in Table 6, are upper and
lower solutions of (1.5), respectively, where 0ococ7 and 0oeoe7 for i ¼ 7; 8;
0oc9oc and 0oeoe9 for i ¼ 9; 10; and coc11 ¼ 0 and 0oeoe11 for i ¼ 11; 12:
(3) Let ðg; dÞAO3 and z40 be small enough. Then each component of the pair of
functions ðUiðsÞ; LiðsÞÞ; for i ¼ 13;y; 16; as shown in Table 7, are upper and lower
solutions of (1.5), respectively, where 0oc13oc and 0oeoe13 for i ¼ 13; 14; and
coc15o0 and 0oeoe15 for i ¼ 15; 16:
(4) Let ðg; dÞAO4 and z40 be small enough. Then each component of the pair of
functions ðUiðsÞ; LiðsÞÞ; for i ¼ 17;y; 20; as shown in Table 8, are upper and lower
solutions of (1.5), respectively, where coc17o0 and 0oeoe17 for i ¼ 17; 18; and
0oc19oc and 0oeoe19 for i ¼ 19; 20:
Proof. To prove the assertions, we only need to show that ðU1ðsÞ; L1ðsÞÞ and
ðU2ðsÞ; L2ðsÞÞ are upper–lower solution pairs of (1.5). For other cases, by combining
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Lemma 2.3 with similar arguments, we can prove the results according to the
procedure as shown in Fig. 4.
In Fig. 4, the notation i2j means that ðUjðsÞ; LjðsÞÞ can be proved as an upper–
lower solution pair by the same method as in proving the upper–lower solution pair
ðUiðsÞ; LiðsÞÞ; and vice versa. While the notation i-j means that ðUjðsÞ; LjðsÞÞ can be
proved to be an upper–lower solution pair by Lemma 2.3 when ðUiðsÞ; LiðsÞÞ is
already known an upper–lower solution pair.
(i) ðU1ðsÞ; L1ðsÞÞ is an upper–lower solution pair of (1.5). By the deﬁnition of U1ðsÞ
as stated in Table 5, if so0 then cU10ðsÞ ¼ 0 and, since gðxþ1 Þ ¼ ða þ gþ dÞxþ1 ; we
have
 gðU1ðsÞÞ þ aU1ðsÞ þ gU1ðs  1Þ þ dU1ðs þ 1Þ
¼ gðxþ1 Þ þ axþ1 þ gxþ1 þ dU1ðs þ 1Þ
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p gðxþ1 Þ þ axþ1 þ gxþ1 þ dxþ1
¼ cU10ðsÞ: ð2:13Þ
If s40; then using the fact that Wðs1; c; xþ1 Þ ¼ 0 we obtain
cU10ðsÞ ¼ zcs1es1s  zcðs1  eÞeðs1eÞs
¼ zðaþ 2b a  ges1  des1Þes1s  zcðs1  eÞeðs1eÞs ð2:14Þ
and
 gðU1ðsÞÞ þ aU1ðsÞ þ gU1ðs  1Þ þ dU1ðs þ 1Þ
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Formulas of upper–lower solution pairs ðUiðsÞ; LiðsÞÞ for i ¼ 7 to 12
C.-H. Hsu, S.-Y. Yang / J. Differential Equations 204 (2004) 339–379 351
ARTICLE IN PRESS
Table 7
Formulas of upper–lower solution pairs ðUiðsÞ; LiðsÞÞ for i ¼ 13 to 16
Table 8
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¼ gðxþ1  zð1 eesÞes1sÞ þ afxþ1  zð1 eesÞes1sg
þ gU1ðs  1Þ þ dfxþ1  zð1 eeðsþ1ÞÞes1ðsþ1Þg
¼ gðxþ1 Þ  gðxþ1  zð1 eesÞes1sÞ  azð1 eesÞes1s
þ gU1ðs  1Þ  dzð1 eeðsþ1ÞÞes1ðsþ1Þ  gxþ1 : ð2:15Þ
According to the characteristic function (2.1), we know that
Wðs1  e; c; xþ1 Þ ¼ cðs1  eÞ þ aþ 2b a  geðs1eÞ  des1e: ð2:16Þ
Thus, combining (2.14)–(2.16) with sufﬁciently small z40; one can verify that U1ðsÞ
is an upper solution of (1.5) for s40 if and only if
gU1ðs  1Þp zWðs1  e; c; xþ1 Þeðs1eÞs
þ gfxþ1  zð1 eeðs1ÞÞes1ðs1Þg: ð2:17Þ
Since Wðs1  e; c; xþ1 Þ40 and for sX1;
U1ðs  1Þ ¼ xþ1  zð1 eeðs1ÞÞes1ðs1Þ;
and then (2.17) holds obviously. Otherwise, if 0osp1 then
gfxþ1  zð1 eeðs1ÞÞes1ðs1Þg  gU1ðs  1Þ
¼ gzðeeðs1Þ  1Þes1ðs1Þ
X0: ð2:18Þ
Therefore (2.17) follows and thus U1ðsÞ is an upper solution of (1.5).
For L1ðsÞ; if so0 then cL10ðsÞ ¼ 0 and we have
 gðL1ðsÞÞ þ aL1ðsÞ þ gL1ðs  1Þ þ dL1ðs þ 1Þ
¼ dL1ðs þ 1Þ
X cL10ðsÞ: ð2:19Þ
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Fig. 4. Procedure for proving the upper–lower solution pairs.
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On the other hand, if s40 then using that facts Wðs1; c; xþ1 Þ ¼ 0 and gðxþ1 Þ ¼
ða þ gþ dÞxþ1 again, we get
cL10ðsÞ ¼ cs1xþ1 es1s
¼ðaþ 2bÞxþ1 es1s  xþ1 ða þ des1Þes1s  gxþ1 es1ðs1Þ ð2:20Þ
and
 gðL1ðsÞÞ þ aL1ðsÞ þ gL1ðs  1Þ þ dL1ðs þ 1Þ
¼ gðxþ1  xþ1 es1sÞ þ aðxþ1  xþ1 es1sÞ þ gL1ðs  1Þ þ dðxþ1  xþ1 es1ðsþ1ÞÞ
¼ gðxþ1 Þ  gðxþ1  xþ1 es1sÞ  gxþ1  xþ1 ða þ des1Þes1s þ gL1ðs  1Þ: ð2:21Þ
Now, combining (2.20) with (2.21), we can conclude that L1ðsÞ is a lower solution of
(1.5) for s40 if and only if
gðxþ1 Þ  gðxþ1  xþ1 es1sÞX ðaþ 2bÞxþ1 es1s
þ gðxþ1  xþ1 es1ðs1Þ  L1ðs  1ÞÞ: ð2:22Þ
Since gðxþ1  xþ1 es1ðs1Þ  L1ðs  1ÞÞp0 for all s40; for proving L1ðsÞ is a lower
solution of (1.5) for s40; it sufﬁces to prove that
gðxþ1 Þ  gðxþ1  xþ1 es1sÞXðaþ 2bÞxþ1 es1s: ð2:23Þ
If Vpoxþ1  xþ1 es1soVv then, by (1.2), we have
gðxþ1 Þ  gðxþ1  xþ1 es1sÞ ¼ ðaþ 2bÞxþ1 es1s: ð2:24Þ
Otherwise, if 0oxþ1  xþ1 es1spVp then, since bo0; we obtain
gðxþ1 Þ  gðxþ1  xþ1 es1sÞ ¼ 2bðxþ1  VpÞ þ axþ1 es1s
X ðaþ 2bÞxþ1 es1s: ð2:25Þ
Therefore (2.23) follows and L1ðsÞ is a lower solution of (1.5).
(ii) ðU2ðsÞ; L2ðsÞÞ is an upper–lower solution pair of (1.5).
If so0 then cU20ðsÞ ¼ 0 and, using the property gðxþ2 Þ ¼ ða þ gþ dÞxþ2 ; we have
 gðU2ðsÞÞ þ aU2ðsÞ þ gU2ðs  1Þ þ dU2ðs þ 1Þ
¼ gðxþ2 Þ þ axþ2 þ gxþ2 þ dU2ðs þ 1Þ
p gðxþ2 Þ þ axþ2 þ gxþ2 þ dxþ2
¼ cU20ðsÞ: ð2:26Þ
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On the other hand, if s40; then using the equality Wðs1; c; xþ1 Þ ¼ 0 we obtain
cU20ðsÞ ¼  cs1ðxþ2  xþ1 Þes1s
¼  ðaþ 2bÞðxþ2  xþ1 Þes1s þ ðxþ2  xþ1 Þða þ des1Þes1s
þ gðxþ2  xþ1 Þes1ðs1Þ; ð2:27Þ
and noting that gðxþ1 Þ ¼ ða þ gþ dÞxþ1 ; we get
 gðU2ðsÞÞ þ aU2ðsÞ þ gU2ðs  1Þ þ dU2ðs þ 1Þ
¼ gðxþ1 þ ðxþ2  xþ1 Þes1sÞ þ aðxþ1 þ ðxþ2  xþ1 Þes1sÞ
þ gU2ðs  1Þ þ dðxþ1 þ ðxþ2  xþ1 Þes1ðsþ1ÞÞ
¼ gðxþ1 Þ  gðxþ1 þ ðxþ2  xþ1 Þes1sÞ  gxþ1 þ gU2ðs  1Þ
þ ðxþ2  xþ1 Þða þ des1Þes1s: ð2:28Þ
By (2.27) and (2.28), one can verify that U2ðsÞ is an upper solution of (1.5) for s40 if
and only if
gðxþ1 Þ  gðxþ1 þ ðxþ2  xþ1 Þes1sÞ
p ðaþ 2bÞðxþ2  xþ1 Þes1s
þ gðxþ1 þ ðxþ2  xþ1 Þes1ðs1Þ  U2ðs  1ÞÞ: ð2:29Þ
Since gðxþ1 þ ðxþ2  xþ1 Þes1ðs1Þ  U2ðs  1ÞÞX0 for all s40; once we can prove that
gðxþ1 Þ  gðxþ1 þ ðxþ2  xþ1 Þes1sÞp ðaþ 2bÞðxþ2  xþ1 Þes1s; ð2:30Þ
then inequality (2.29) will hold. If Vpoxþ1 þ ðxþ2  xþ1 Þes1spVv then
gðxþ1 Þ  gðxþ1 þ ðxþ2  xþ1 Þes1sÞ ¼ ðaþ 2bÞðxþ2  xþ1 Þes1s: ð2:31Þ
Otherwise, if Vvoxþ1 þ ðxþ2  xþ1 Þes1s then, since bo0;
gðxþ1 Þ  gðxþ1 þ ðxþ2  xþ1 Þes1sÞ ¼ 2bðxþ1  VvÞ  aðxþ2  xþ1 Þes1s
p  ðaþ 2bÞðxþ2  xþ1 Þes1s: ð2:32Þ
Therefore (2.30) follows and then U2ðsÞ is an upper solution of (1.5).
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Next, we verify that L2ðsÞ is a lower solution of (1.5). If so0 then cL20ðsÞ ¼ 0
and
 gðL2ðsÞÞ þ aL2ðsÞ þ gL2ðs  1Þ þ dL2ðs þ 1Þ
¼ gðxþ1 Þ þ axþ1 þ gxþ1 þ dL2ðs þ 1Þ
X gðxþ1 Þ þ axþ1 þ gxþ1 þ dxþ1
¼ cL20ðsÞ: ð2:33Þ
If s40; then using the fact that cs1 ¼ ðaþ 2bÞ þ a þ ges1 þ des1 ; we have
cL20ðsÞ ¼  cs1zes1s þ cðs1  eÞzeðs1eÞs
¼  zðaþ 2b a  ges1  des1Þes1s
þ cðs1  eÞzeðs1eÞs ð2:34Þ
and, using gðxþ1 Þ ¼ ða þ gþ dÞxþ1 ; we get
 gðL2ðsÞÞ þ aL2ðsÞ þ gL2ðs  1Þ þ dL2ðs þ 1Þ
¼ gðxþ1 þ zð1 eesÞes1sÞ þ aðxþ1 þ zð1 eesÞes1sÞ
þ gL2ðs  1Þ þ dðxþ1 þ zð1 eeðsþ1ÞÞes1ðsþ1ÞÞ
¼ gðxþ1 Þ  gðxþ1 þ zð1 eesÞes1sÞ  gxþ1 þ azð1 eesÞes1s
þ gL2ðs  1Þ þ dzð1 eeðsþ1ÞÞes1ðsþ1Þ: ð2:35Þ
By virtue of the characteristic function (2.1), we know that
Wðs1  e; c; xþ1 Þ ¼ cðs1  eÞ þ aþ 2b a  geðs1eÞ  des1e: ð2:36Þ
Now, combining (2.34)–(2.36), we conclude that L2ðsÞ is a lower solution of (1.5) for
s40 if and only if
zWðs1  e; c; xþ1 Þeðs1eÞs þ gL2ðs  1ÞXgðxþ1 þ zð1 eeðs1ÞÞes1ðs1ÞÞ: ð2:37Þ
Since Wðs1  e; c; xþ1 Þ40; if sX1 then
gL2ðs  1Þ ¼ gðxþ1 þ zð1 eeðs1ÞÞes1ðs1ÞÞ
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which implies that (2.37) holds immediately. Otherwise, if 0oso1 then
gL2ðs  1Þ  gðxþ1 þ zð1 eeðs1ÞÞes1ðs1ÞÞ
¼ gzðeeðs1Þ  1Þes1ðs1Þ
X0: ð2:38Þ
Therefore (2.37) follows and hence L2ðsÞ is a lower solution of (1.5). This completes
the proof of Proposition 2.4. &
2.3. Monotone operators
In this subsection, we introduce four monotone operators Ti ði ¼ 1; 2; 3; 4Þ that,
combining with the upper and lower solutions constructed in the previous
subsection, will be applied to prove Theorem 1 in the next subsection.
Let C1 :¼ CðR; ½x0; xþ1 Þ and C2 :¼ CðR; ½xþ1 ; xþ2 Þ be two function spaces of
bounded continuous functions deﬁned on R with different ranges. Then deﬁne the
mappings H1 and H2 on C1 for co0 and c40; respectively, by
H1ðcÞðsÞ ¼ 1
c
fgðcðsÞÞ þ acðsÞ þ gcðs  1Þ þ dcðs þ 1Þg þ m1cðsÞ;
H2ðcÞðsÞ ¼ 1
c
fgðcðsÞÞ þ acðsÞ þ gcðs  1Þ þ dcðs þ 1Þg  m2cðsÞ;
where m1; m240 are chosen to be sufﬁciently large such that m14ða  aÞ=c and
m24ða aÞ=c: Similarly, deﬁne the mappings H3 and H4 on C2 for co0 and c40;
respectively, by
H3ðcÞðsÞ ¼ 1
c
fgðcðsÞÞ þ acðsÞ þ gcðs  1Þ þ dcðs þ 1Þg þ m3cðsÞ;
H4ðcÞðsÞ ¼ 1
c
fgðcðsÞÞ þ acðsÞ þ gcðs  1Þ þ dcðs þ 1Þg  m4cðsÞ;
where m3; m440 are also chosen to be sufﬁciently large such that m34ða  aÞ=c and
m44ða aÞ=c: Now, using the facts that gX0 and dX0; one can easily verify that the
operators Hi ði ¼ 1; 2; 3; 4Þ possess the following monotone properties:
(i) For co0; if c1ðsÞpc2ðsÞ then Hiðc1ÞðsÞpHiðc2ÞðsÞ for sAR and i ¼ 1; 3:
(ii) For c40; if c1ðsÞpc2ðsÞ then Hiðc1ÞðsÞXHiðc2ÞðsÞ for sAR and i ¼ 2; 4:
Furthermore, it is ready to show that
(i) For co0; jACj; 1pjp2; satisfying (1.5) is equivalent to
jðsÞ ¼ emis
Z s
N
emi tHiðjðtÞÞ dt; sAR; ð2:39Þ
where i ¼ 2j  1;
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(ii) For c40; jACj ; 1pjp2; satisfying (1.5) is equivalent to
jðsÞ ¼ emis
Z N
s
emi tHiðjðtÞÞ dt; sAR; ð2:40Þ
where i ¼ 2j:
We are going to consider (2.39) and (2.40) subject to various asymptotic boundary
conditions, (BC1)–(BC4). To this end, we ﬁrst deﬁne the proﬁle spaces G1;G2CC1
and G3;G4CC2 by
G1 ¼ fcAC1 j c is monotonic nondecreasing and satisfies ðBC1Þg;
G2 ¼ fcAC1 j c is monotonic nonincreasing and satisfies ðBC2Þg;
G3 ¼ fcAC2 j c is monotonic nondecreasing and satisfies ðBC3Þg;
G4 ¼ fcAC2 j c is monotonic nonincreasing and satisfies ðBC4Þg;
and then deﬁne the monotone operators T1 and T2 on C1 for co0 and c40
respectively and, similarly, T3 and T4 on C2; by
TiðcÞðsÞ ¼ emis
Z s
N
emi tHiðcÞðtÞ dt; for i ¼ 1; 3; ð2:41Þ
TiðcÞðsÞ ¼ emis
Z N
s
emi tHiðcÞðtÞ dt; for i ¼ 2; 4: ð2:42Þ
Then, by (2.39) and (2.40), it is obvious that jACj; 1pjp2; is a solution of (1.5) if
and only if j is a ﬁxed point of Ti for i ¼ 2j  1 or 2j (according as co0 or c40), i.e.,
TiðjÞðsÞ ¼ jðsÞ for all sAR: We conclude this subsection with some useful properties
of the operators Ti that are necessary in the monotone iteration scheme for proving
Theorem 1.
Lemma 2.5. Ti; for i ¼ 1; 2; 3; 4; have the following properties:
(1) Both T1 and T2 are invariant on Gi for i ¼ 1; 2; both T3 and T4 are invariant on Gi
for i ¼ 3; 4: That is, for j ¼ 1; 2; TjðcÞAGi whenever cAGi with 1pip2; for
j ¼ 3; 4; TjðcÞAGi whenever cAGi with 3pip4:
(2) Assume that cACj; 1pjp2: If cðsÞ is an upper (resp., a lower) solution of (1.5),
then cðsÞX (resp.,p) TiðcÞðsÞ for i ¼ 2j  1 or 2j according as co0 or c40; and
sAR:
(3) If c; ecðsÞAC1 (resp., C2) and cðsÞpecðsÞ for sAR; then TiðcÞðsÞpTiðecÞðsÞ for
sAR and i ¼ 1; 2 (resp., TiðcÞðsÞpTiðecÞðsÞ for sAR and i ¼ 3; 4Þ:
(4) If cðsÞACj; 1pjp2; is an upper (resp., a lower) solution of (1.5) then TiðcÞðsÞ; for
i ¼ 2j  1 or 2j according as co0 or c40; is also an upper (resp., a lower) solution
of (1.5).
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Proof. For simplicity, we will focus on the properties of operator T1 on C1 with
co0: For other cases, the assertions can be proved by using the similar arguments.
We omit the details.
(1) By the deﬁnition of H1; we know that H1ðcÞðsÞ is monotonic nondecreasing and
nonincreasing in variable s for cAG1 and cAG2; respectively. Direct calculation
shows that
T1ðcÞ0ðsÞ ¼ m1em1s
Z s
N
em1tfH1ðcÞðsÞ  H1ðcÞðtÞg dt ð2:43Þ
which implies T1ðcÞðsÞ is also monotonic nondecreasing and nonincreasing in
variable s for cAG1 and cAG2; respectively. Since
lim
s-N H1ðcÞðsÞ ¼ m1x0 and lims-N H1ðcÞðsÞ ¼ m1x
þ
1 if cAG1;
lim
s-N H1ðcÞðsÞ ¼ m1x
þ
1 and lims-N
H1ðcÞðsÞ ¼ m1x0 if cAG2;
by l’Hospital’s rule, we have
lim
s-N T1ðcÞðsÞ ¼ x0 and lims-N T1ðcÞðsÞ ¼ x
þ
1 if cAG1;
lim
s-N T1ðcÞðsÞ ¼ x
þ
1 and lims-N
T1ðcÞðsÞ ¼ x0 if cAG2:
Hence, T1 is invariant on G1 and G2:
(2) If cAC1 is an upper (resp., a lower) solution of (1.5), by (2.7) (resp., by (2.8)), we
have
c0ðsÞ þ m1cðsÞXðresp:; pÞH1ðcÞðsÞ: ð2:44Þ
Integrating (2.44) directly, we obtain
cðsÞXðresp:; pÞem1s
Z s
N
em1tH1ðcðtÞÞ dt ¼ T1ðcÞðsÞ: ð2:45Þ
(3) If c; ecðsÞAC1 and cðsÞpecðsÞ for sAR; then H1ðcÞðsÞpH1ðecÞðsÞ for sAR:
Hence, T1ðcÞðsÞpT1ðecÞðsÞ for sAR:
(4) Assume that cðsÞAC1 is an upper (resp., a lower) solution of (1.5). Combin-
ing the results of part (2) with the monotonicity of H1; we have H1ðcÞðsÞX
(resp., p) H1ðT1ðcÞÞðsÞ for sAR: It turns out that
c dT1ðcÞ
ds
ðsÞ ¼  cfm1T1ðcÞðsÞ þ H1ðcÞðsÞg
X ðresp:; pÞ  cfm1T1ðcÞðsÞ þ H1ðT1ðcÞÞðsÞg
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¼  gðT1ðcÞðsÞÞ þ aT1ðcÞðsÞ þ gT1ðcÞðs  1Þ
þ dT1ðcÞðs þ 1Þ;
for sAR: Hence, T1ðcÞðsÞ is an upper (resp., a lower) solution of (1.5).
This completes the proof of Lemma 2.5. &
2.4. Proof of Theorem 1
It is now in the position to prove Theorem 1. We ﬁrst prove case (1-1) in the part
(1). From Proposition 2.4, we know that ðU1ðsÞ; L1ðsÞÞ is an upper–lower solution
pair of (1.5). Since L1 is a monotonic nondecreasing lower solution in G1; by Lemma
2.5, the sequence of monotonic nondecreasing continuous functions L
ðnÞ
1 ðsÞ :¼
T
ðnÞ
1 ðL1ÞðsÞ; for n ¼ 0; 1; 2;y; are also lower solutions of (1.5) in G1 and satisfy
x0pLð0Þ1 ðsÞpLð1Þ1 ðsÞpLð2Þ1 ðsÞp?pLðnÞ1 ðsÞp?pU1ðsÞpxþ1 ; ð2:46Þ
for all sAR: Hence, there exists a monotonic nondecreasing function L1 : R-R such
that
L1ðsÞ ¼ limn-NL
ðnÞ
1 ðsÞ ð2:47Þ
with x0pL1ðsÞpU1ðsÞpxþ1 ; for all sAR: Next, for each sAR; applying Lebesgue’s
dominated convergence theorem, one can verify that
L1ðsÞ ¼ limn-N T
ðnþ1Þ
1 ðL1ÞðsÞ ¼ limn-N T1ðT
ðnÞ
1 ðL1ÞÞðsÞ
¼
Z s
N
em1ðtsÞH1ðL1ÞðtÞ dt
which implies L1ðsÞ is continuous and then L1ðsÞ ¼ T1ðL1ÞðsÞ for all sAR; i.e., L1 is a
ﬁxed point of T1 in C1: Thus, L

1AC1 is a solution of (1.5). The remaining part is to
claim that the limiting function L1 satisﬁes the boundary condition (BC1). To this
end, combining the fact that L1ðsÞ is monotonic nondecreasing with the nontrivial
barrier function U1XL1 on R; one can conclude that L

1 satisﬁes (BC1), and this
completes the proof of case (1-1).
The proof of other cases can be achieved in a similar way. For example, for case
(3-2) in part (3), we iterate the upper solution U14 to generate the sequence of upper
solutions U
ðnÞ
14 ðsÞ :¼ T ðnÞ4 ðU14ÞðsÞ; for n ¼ 0; 1; 2;y; and then use L14ðsÞ as the
nontrivial barrier function to prove the existence of monotonic nonincreasing
solution of (1.5) connecting xþ2 and x
þ
1 : &
2.5. Applications to the discrete Fisher and Nagumo equations
In this subsection we show that, for some speciﬁc templates ða; g; dÞ; the RTD-
based CNN (1.3) can be reformulated as the discrete Fisher and Nagumo equations.
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These typical models possessing traveling wave or standing wave solutions have wide
applications in various ﬁelds, see, e.g., [1,4,14,19,20].
Consider the one-dimensional RTD-based CNN in the following speciﬁc form:
dxiðtÞ
dt
¼ gðxiðtÞÞ þ baxiðtÞ þ dðxi1ðtÞ  2xiðtÞ þ xiþ1ðtÞÞ; ð2:48Þ
for all iAZ1 and tAR; i.e., take g ¼ d and replace the parameter a by ba  2d in (1.3).
Then the proﬁle equation can be written as
cj0ðsÞ ¼ gðjðsÞÞ þ bajðsÞ þ dðjðs  1Þ  2jðsÞ þ jðs þ 1ÞÞ; ð2:49Þ
and condition (1.7) is changed into
0paþ 2m
Vv
obaoap 2b: ð2:50Þ
Thus we have ﬁve equilibrium solutions to (2.49), namely,
x0 ¼ 0; x71 ¼7
2bVpba  a 2b; and x72 ¼72bðVv  VpÞba  a : ð2:51Þ
Next, shifting and scaling the proﬁle function jðsÞ and the nonlinearity gðxÞ þbax by
c1ðsÞ :¼
jðsÞ  xþ1
xþ2  xþ1
; ð2:52Þ
f1ðxÞ :¼ 1
xþ2  xþ1
fbaðxþ1 þ ðxþ2  xþ1 ÞxÞ  gðxþ1 þ ðxþ2  xþ1 ÞxÞg; ð2:53Þ
we immediately obtain the following properties:
f1ð0Þ ¼ f1ð1Þ ¼ 0; ð2:54Þ
f1ðxÞ40 for 0oxo1; and f10ð0ÞxXf ðxÞ for x40; ð2:55Þ
and then it leads to the so-called discrete Fisher equation:
cc10ðsÞ ¼ f1ðc1ðsÞÞ þ dðc1ðs  1Þ  2c1ðsÞ þ c1ðs þ 1ÞÞ: ð2:56Þ
According to cases (3-2) and (3-4) of Theorem 1, we have actually proved the
following results: for given ba; dAR with d40;
(i) There exists c1440 such that if c4c14 then we have a monotonic nonincreasing
solution c1ðsÞ of (2.56) satisfying the asymptotic boundary conditions,
lims-N c1ðsÞ ¼ 1 and lims-N c1ðsÞ ¼ 0;
(ii) There exists c16o0 such that if coc16 then we have a monotonic nondecreasing
solution c1ðsÞ of (2.56) satisfying the asymptotic boundary conditions,
lims-N c1ðsÞ ¼ 0 and lims-N c1ðsÞ ¼ 1:
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Indeed, the discrete Fisher equation (2.56) has been studied by Zinner et. al. [20] in
1993 using different approach (the continuation method) for more general
nonlinearity f1: Here, we brieﬂy summarize their results as follows.
Theorem 2.6 (Zinner et al. [20]). Suppose f1 is a Lipschitz continuous function and
differentiable at 0 satisfying (2.54) and (2.55). There exists a solution c1 : R-½0; 1 of
(2.56) with a given speed co0 satisfying
lim
s-N c1ðsÞ ¼ 0 and lims-N c1ðsÞ ¼ 1 ð2:57Þ
if and only if
dp sup
s40
cs f10ð0Þ
4 sinh2ðs=2Þ: ð2:58Þ
Furthermore, if (2.58) holds, then the solution c1ðsÞ is strictly increasing.
Noting that for our case, f1
0ð0Þ ¼ ba  ðaþ 2bÞ40: Deﬁne the function h1ðsÞ for
s40 by
h1ðsÞ :¼ cs ba þ ðaþ 2bÞ
4 sinh2ðs=2Þ ¼
cs ba þ ðaþ 2bÞ
es þ es  2 :
Then one can verify that lims-0þ h1ðsÞ ¼ N and lims-N h1ðsÞ ¼ 0: Denote
d :¼ sup
s40
cs ba þ ðaþ 2bÞ
es þ es  2 oN:
Then dod means that, for a ﬁxed co0; there is one positive s; say l; such that
d ¼ h1ðlÞ ¼ cl ba þ ðaþ 2bÞ
el þ el  2
and
doh1ðlþ eÞ for all sufficiently small e40:
In other words,
cl ba þ ðaþ 2bÞ  del  2d del ¼ 0:
This exactly means that the characteristic function Wðs; c; xþ1 Þ of (2.49) at xþ1 has
one positive root l; and it plays the role s15 in Lemma 2.1.
Similarly, if we deﬁne
c2ðsÞ :¼
jðsÞ
xþ2
; ð2:59Þ
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f2ðxÞ :¼ 1
xþ2
fbaxþ2 x  gðxþ2 xÞg; ð2:60Þ
then the nonlinear function f2 possesses the following properties:
f2ð0Þ ¼ f2 x
þ
1
xþ2
 	
¼ f2ð1Þ ¼ 0; ð2:61Þ
f2ðxÞo0 for 0oxox
þ
1
xþ2
; and f2ðxÞ40 for x
þ
1
xþ2
oxo1; ð2:62Þ
and the proﬁle equation (2.49) is changed into
cc20ðsÞ ¼ f2ðc2ðsÞÞ þ dðc2ðs  1Þ  2c2ðsÞ þ c2ðs þ 1ÞÞ ð2:63Þ
which is the discrete Nagumo equation. In [19], Zinner proved the following results
by using the index-theory:
Theorem 2.7 (Zinner [19]). Given a wave speed co0; if Vp þ Vvoxþ2 then there exists
some d40 such that for d4d40 the profile equation (2.63) admits a strictly
increasing solution satisfying
lim
s-N c2ðsÞ ¼ 0 and lims-N c2ðsÞ ¼ 1: ð2:64Þ
In fact, the condition Vp þ Vvoxþ2 is equivalent to the conditionZ 1
0
f2ðxÞ dx ¼ bðVv  VpÞðVv þ Vp  x
þ
2 Þ
xþ2 2
40 ð2:65Þ
which is required in [19] when f2 is a Lipschitz continuous function.
Theorem 2.7 shows the existence of strictly increasing traveling wave solu-
tions connecting two nonneighboring equilibrium solutions 0 and 1. In contrast,
it seems difﬁcult to obtain similar results by using the techniques of monotone
iteration method due to the lack of appropriate upper–lower solution pairs that
one can construct. This issue has become the subject of current research of the
authors.
3. Monotonic standing wave solutions ðc ¼ 0Þ
Observe that for the same templates ða; g; dÞAO1 there exist monotonic
nondecreasing solutions of (1.5) with (BC1) for c1oco0 and c40: Similar situations
occur in cases (1-2) and (1-6), cases (2-1) and (2-5), and cases (2-2) and (2-6) in
Theorem 1. Motivated by these basic observations, in this section, we are going to
study the failure of wave propagation ðc ¼ 0Þ: In other words, we attempt looking
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for standing wave solutions of (1.3), or equivalently, seeking fjðiÞgiAZ satisfy-
ing (1.6).
To this end, we will establish a discrete version of the monotone iteration scheme,
and then use this scheme to prove the existence of monotonic standing wave
solutions with various boundary conditions for ðg; dÞ in O1 or O2:
3.1. Construction of upper and lower solutions
The underlying idea is similar to the continuous case. We say that the
sequences f %UðiÞ j iAZg and f %LðiÞ j iAZg are, respectively, upper and lower solutions
of (1.6) if
0X gð %UðiÞÞ þ a %UðiÞ þ g %Uði  1Þ þ d %Uði þ 1Þ; ð3:1Þ
0p gð %LðiÞÞ þ a %LðiÞ þ g %Lði  1Þ þ d %Lði þ 1Þ; ð3:2Þ
for all iAZ: Let X denote the space fc j c : Z-½x0; xþ2 g: Deﬁne the following
standing proﬁle spaces Xi; for i ¼ 1; 2; 3; 4:
X1 ¼ fcAX j cðiÞA½x0; xþ1 ;cðiÞpcði þ 1Þ for iAZ; and ðBC1Þ holdsg;
X2 ¼ fcAX j cðiÞA½x0; xþ1 ;cði þ 1ÞpcðiÞ for iAZ; and ðBC2Þ holdsg;
X3 ¼ fcAX j cðiÞA½xþ1 ; xþ2 ;cðiÞpcði þ 1Þ for iAZ; and ðBC3Þ holdsg;
X4 ¼ fcAX j cðiÞA½xþ1 ; xþ2 ;cði þ 1ÞpcðiÞ for iAZ; and ðBC4Þ holdsg:
Next, we deﬁne the monotone operator D on X by
DðcÞðiÞ ¼ 1
m
ðgðcðiÞÞ þ ða þ mÞcðiÞ þ gcði  1Þ þ dcði þ 1ÞÞ; ð3:3Þ
where m40 is sufﬁciently large such that mþ a  a40: It is ready to show that a
function jAX is a solution of (1.6) if and only if j is a ﬁxed point of D: Moreover,
some properties of the operator D can be stated as follows:
Lemma 3.1. Assume that c; ecAX:
(1) c is an upper (resp., a lower) solution of (1.6) if and only if cðiÞX (resp., p)
DðcÞðiÞ for all iAZ:
(2) If cðiÞpecðiÞ for all iAZ; then DðcÞðiÞpDðecÞðiÞ for all iAZ:
(3) If c is an upper (resp., a lower) solution of (1.6), then DðcÞ is also an upper (resp.,
a lower) solution of (1.6).
(4) If cAXj; then DðcÞAXj; too.
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Proof.
(1) Suppose c is an upper (resp., a lower) solution of (1.6). By (3.1) (resp., (3.2)), we
have
mcðiÞX ðresp:; pÞ  gðcðiÞÞ þ ða þ mÞcðiÞ þ gcði  1Þ þ dcði þ 1Þ;
¼ mDðcÞðiÞ; for all iAZ: ð3:4Þ
On the other hand, if cðiÞX (resp., p) DðcÞðiÞ for all iAZ but c is not an
upper (resp., a lower) solution of (1.6), then there must exist some integer k such
that
0oðresp:; 4Þ  gðcðkÞÞ þ acðkÞ þ gcðk  1Þ þ dcðk þ 1Þ ð3:5Þ
which implies that cðkÞoðresp:; 4Þ DðcÞðkÞ: This leads to a contradiction.
(2) The assertion is evidently true due to the choice of m:
(3) Assume c is an upper (resp., a lower) solution of (1.6). Combining (1) with (2),
we have
cðiÞXDðcÞðiÞXDð2ÞðcÞðiÞ;
ðresp:; cðiÞpDðcÞðiÞpDð2ÞðcÞðiÞÞ; ð3:6Þ
for all iAZ: Hence, by (1) again, DðcÞ is also an upper (resp., a lower) solution
of (1.6).
(4) For simplicity, we only prove the case for cAX1; and the results for other cases
can be done in a similar way. Since cðiÞpcði þ 1Þ for all iAZ; we have
DðcÞðiÞ ¼ 1
m
ðgðcðiÞÞ þ ða þ mÞcðiÞ þ gcði  1Þ þ dcði þ 1ÞÞ
p 1
m
ðgðcði þ 1ÞÞ þ ða þ mÞcði þ 1Þ þ gcðiÞ þ dcði þ 2ÞÞ
¼DðcÞði þ 1Þ;
for all iAZ which implies DðcÞ is monotonic nondecreasing on Z:
Furthermore, a simple computation shows that
lim
i-N
DðcÞðiÞ ¼ x0 and lim
i-N
DðcÞðiÞ ¼ xþ1 :
Hence DðcÞAX1:
This completes the proof. &
We are now in the position to construct the practical upper and lower solutions of
(1.6) for ðg; dÞAO1 (or O2) through the help of the roots of characteristic function. If
ARTICLE IN PRESS
C.-H. Hsu, S.-Y. Yang / J. Differential Equations 204 (2004) 339–379 365
ðg; dÞAO1 (resp., O2) then there exists lo0 (resp., 0olþ) satisfying
Wðl; 0; xþ1 Þ ¼ aþ 2b a  gel
  del ¼ 0; ð3:7Þ
Wðl  e; 0; xþ1 Þ40; for all sufficiently small e40 ð3:8Þ
(resp.,
Wðlþ; 0; xþ1 Þ ¼ aþ 2b a  gel
þ  delþ ¼ 0;
Wðlþ þ e; 0; xþ1 Þ40; for all sufficiently small e40Þ:
Combining these results with Proposition 2.4 (see also, Lemma 2.1), we can deﬁne
the following four upper–lower solution pairs of (1.6):
Lemma 3.2. Assume that (1.7) holds.
(1) Let ðg; dÞAO1: We replace the negative number s1 by l in the formulas of
ðU1ðsÞ; L1ðsÞÞ and ðU2ðsÞ; L2ðsÞÞ in Table 5, and then define %Uj; %LjAX for j ¼ 1; 2
by
ð %U1ðiÞ; %L1ðiÞÞ ¼ ðU1ðiÞ; L1ðiÞÞ; for all iAZ; ð3:9Þ
ð %U2ðiÞ; %L2ðiÞÞ ¼ ðU2ðiÞ; L2ðiÞÞ; for all iAZ: ð3:10Þ
If z40 is small enough, then ð %U1; %L1Þ and ð %U2; %L2Þ are upper–lower solution
pairs of (1.6).
(2) Let ðg; dÞAO2: We replace the positive number s7 by lþ in the formulas of
ðU7ðsÞ; L7ðsÞÞ and ðU8ðsÞ; L8ðsÞÞ in Table 6, and then define %Uj; %LjAX for j ¼ 3; 4
by
ð %U3ðiÞ; %L3ðiÞÞ ¼ ðU7ðiÞ; L7ðiÞÞ; for all iAZ; ð3:11Þ
ð %U4ðiÞ; %L4ðiÞÞ ¼ ðU8ðiÞ; L8ðiÞÞ; for all iAZ: ð3:12Þ
If z40 is small enough, then ð %U7; %L7Þ and ð %U8; %L8Þ are upper–lower solution
pairs of (1.6).
Proof. Note that if we replace s1 by l
 in the formulas of ðU1ðsÞ; L1ðsÞÞ and
ðU2ðsÞ; L2ðsÞÞ in Table 5 then, for sufﬁciently small z40; ðU1ðsÞ; L1ðsÞÞ and
ðU2ðsÞ; L2ðsÞÞ are still upper–lower solution pairs of (1.5) with c ¼ 0: Hence, both
ð %U1; %L1Þ and ð %U2; %L2Þ are upper–lower solution pairs of (1.6). Part (2) can be proved
in a similar way. This completes the proof. &
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3.2. A discrete monotone iteration scheme for the existence of monotonic standing
wave solutions
In this subsection, with the aid of upper and lower solutions constructed above, we
will prove the results of part (1) and part (2) in Theorem 2 by using a discrete
monotone iteration scheme.
Proof of parts (1) and (2) of Theorem 2. For simplicity, we only prove the existence of
monotonic nondecreasing standing wave solution satisfying (BC1) in part (1). The
remaining parts can be obtained by the similar arguments.
Since %L1 is a lower solution in X1; according to Lemma 3.1, we know that DðnÞð %L1Þ;
for n ¼ 1; 2;y; are still lower solutions in X1 and, for each iAZ;
x0p %L1ðiÞpDð1Þð %L1ÞðiÞp?pDðnÞð %L1ÞðiÞp?p %U1ðiÞpxþ1 :
Therefore, for each iAZ; fDðnÞð %L1ÞðiÞgNn¼0 is a monotonic nondecreasing and
bounded sequence which implies that there exists a sequence of real numbers
fnigNi¼N such that
lim
n-N
DðnÞð %L1ÞðiÞ ¼ ni; for all iAZ: ð3:13Þ
Since DðnÞð %L1ÞAX1 for all nX0; one can prove that fnigNi¼N is also monotonic
nondecreasing. Deﬁne the function j : Z-½x0; xþ1  by jðiÞ ¼ ni: Then for each iAZ;
we have
jðiÞ ¼ lim
n-N
Dðnþ1Þð %L1ÞðiÞ ¼ lim
n-N
DðDðnÞð %L1ÞÞðiÞ ¼ DðjÞðiÞ:
Hence, j is a ﬁxed point of D: Finally, using %U1 as the barrier function, one can
verify that limi-N jðiÞ ¼ x0 and limi-N jðiÞ ¼ xþ1 : This completes the proof. &
Observe that if g ¼ 0 or d ¼ 0 then the proﬁle equation (1.6) can be viewed as an
one-dimensional iteration map problem. Thus, in what follows, we will explore the
multiplicity of monotonic standing wave solutions of (1.3) for ðg; dÞAO1 with g ¼ 0
and ðg; dÞAO2 with d ¼ 0 by the techniques of dynamical systems for maps.
3.3. Monotonic standing waves of advanced type ðg ¼ 0Þ
In this case, the proﬁle equation (1.6) is changed into
jði þ 1Þ ¼ gðjðiÞÞ  ajðiÞ
d
; for all iAZ: ð3:14Þ
Thus, if ðg; dÞAO1 with g ¼ 0 then lo0 satisﬁes
Wðl; 0; xþ1 Þ ¼ aþ 2b a  del
 ¼ 0: ð3:15Þ
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Hence, l ¼ lnfðaþ 2b aÞ=dg: Corresponding to part (1) of Theorem 2, we are
interested in studying the multiplicity of monotonic nondecreasing solutions of
(3.14) with (BC1) and monotonic nonincreasing solutions of (3.14) with (BC4).
3.3.1. Nondecreasing standing waves with (BC1)
First of all, noting that gðxÞ ¼ ax for 0pxpVp and then combining this fact with
an observation on (3.14), we deﬁne the following one-to-one map Q1 : R-R by
Q1ðxÞ ¼ ax  axd : ð3:16Þ
The graph of the map Q1 is shown in Fig. 5. Let xi ¼ jðiÞ for all iAZ: If 0pxipVp
then (3.14) can be written as an one-dimensional iteration map problem by
xiþ1 ¼ Q1ðxiÞ: ð3:17Þ
Note that, by (1.7), we have
Q1
0ðxÞ ¼ a a
d
41: ð3:18Þ
Let xL; xp; and xR be the images of Q1 at 0; Vp and x
þ
1 ; respectively, from (3.16) and
(3.18), we immediately conclude that
xL ¼ 0oxp ¼ ða aÞVpd oxR ¼
ða aÞxþ1
d
: ð3:19Þ
Since Q1ð0Þ ¼ xL ¼ 0; xL is a repelling ﬁxed point of Q1:
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Fig. 5. The graph of iteration map Q1:
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Next, deﬁne the interval I1 ¼ ½xp; xR and the nonempty set L1 by
L1 ¼
[N
j¼1
Q
ðjÞ
1 ðI1Þ: ð3:20Þ
Now, for an arbitrarily chosen xAL1; there exists a positive integer n ¼ nðxÞ such
that Q
ðnÞ
1 ðxÞAI1; but Qðn1Þ1 ðxÞeI1 with
0pQ11 ðQðn1Þ1 ðxÞÞoVppQ11 ðQðnÞ1 ðxÞÞpxþ1 : ð3:21Þ
Deﬁne a function j : Z-½0; xþ1  by jðnÞ ¼ Q11 ðQðnÞ1 ðxÞÞ and
jðiÞ ¼ x
þ
1 þ ðjðnÞ  xþ1 ÞeðinÞl

for i4n;
Q11 ðQðiÞ1 ðxÞÞ for ion:
(
ð3:22Þ
Then one can check that j is a monotonic nondecreasing solution of (3.14) with
(BC1). Since the nonempty subset Q11 ðI1ÞCL1 has positive measure and x is
arbitrarily chosen from L1; we can conclude that there are inﬁnitely many monotonic
nondecreasing solutions of (3.14) satisfying (BC1).
3.3.2. Nonincreasing standing waves with (BC4)
Our idea is similar to that in Section 3.3.1. Motivated by the observation that
gðxÞ ¼ ax þ 2m for xXVv; we deﬁne the following one-to-one map Q2 : R-R by
Q2ðxÞ ¼ ax þ 2m  axd : ð3:23Þ
See the graph of Q2 as shown in Fig. 6. Let xi ¼ jðiÞ for all iAZ: If xiXVv then
(3.14) can be written as an one-dimensional iteration map problem by
xiþ1 ¼ Q2ðxiÞ: ð3:24Þ
Let xL; xv; and xR be the images of Q2 at x
þ
1 ; Vv; and x
þ
2 ; respectively. Then by
(3.23) and the fact that
Q2
0ðxÞ ¼ a a
d
41; ð3:25Þ
we have
xL ¼ ða aÞx
þ
1 þ 2m
d
oxv ¼ ða aÞVv þ 2md oxR ¼ x
þ
2 : ð3:26Þ
Since Q2ðxþ2 Þ ¼ xR ¼ xþ2 ; xR is a repelling ﬁxed point of Q2:
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Deﬁne the interval I2 ¼ ½xL; xv and the nonempty set L2 by
L2 ¼
[N
j¼1
Q
ðjÞ
2 ðI2Þ: ð3:27Þ
Then for an arbitrarily chosen xAL2; there exists a positive integer n ¼ nðxÞ such
that Q
ðnÞ
2 ðxÞAI2; but Qðn1Þ2 ðxÞeI2 with
xþ1pQ12 ðQðnÞ2 ðxÞÞpVvoQ11 ðQðn1Þ1 ðxÞÞpxþ2 : ð3:28Þ
Deﬁne a function j : Z-½xþ1 ; xþ2  by jðnÞ ¼ Q12 ðQðnÞ2 ðxÞÞ and
jðiÞ ¼ x
þ
1 þ ðjðnÞ  xþ1 ÞeðinÞl

for i4n;
Q12 ðQðiÞ2 ðxÞÞ for ion:
(
ð3:29Þ
Then j is a monotonic nonincreasing solution of (3.14) with (BC4) and, since the
nonempty subset Q12 ðI2ÞCL2 has positive measure, we actually proved that there
are inﬁnitely many monotonic nonincreasing solutions of (3.14) satisfying (BC4).
This completes the proof of part (3) of Theorem 2.
3.4. Monotonic standing waves of delayed type ðd ¼ 0Þ
For ðg; dÞAO2 with d ¼ 0; the proﬁle equation (1.6) is changed into
gðjðiÞÞ þ ajðiÞ þ gjði  1Þ ¼ 0; for all iAZ; ð3:30Þ
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and the associated characteristic function is
Wðs; 0; xþ1 Þ ¼ aþ 2b a  ges: ð3:31Þ
Thus, the positive root lþ of the characteristic function (3.31) can be found in an
explicit form, lþ ¼ lnfg=ðaþ 2b aÞg: Now, corresponding to part (2) of Theorem
2, we are interested in studying the multiplicity of monotonic nonincreasing solu-
tions of (3.30) with (BC2) and monotonic nondecreasing solutions of (3.30) with
(BC3).
3.4.1. Nonincreasing standing waves with (BC2)
Motivated by that gðxÞ ¼ ax for 0pxpVp; we ﬁrst deﬁne the one-to-one map
f1 : R-R by
f1ðxÞ ¼ ax þ ax: ð3:32Þ
Let y ¼ f1ðxÞ: Then we have
x ¼ y
a  a:
Denote xi ¼ jðiÞ and yi ¼ f1ðxiÞ for all iAZ: If 0pxipVp then (3.30) can be written
as
yi þ gxi1 ¼ 0 ð3:33Þ
which implies that
yi ¼ gxi1 ¼ gyi1a a: ð3:34Þ
Thus, we deﬁne another one-to-one map F1 : R-R by
F1ðyÞ ¼ gya a: ð3:35Þ
The graph of F1 is shown in Fig. 7. We remark that if 0pyi=ða  aÞpVp; then (3.30)
can be written as an one-dimensional iteration map problem by
yi ¼ F1ðyi1Þ ¼ gyi1a a: ð3:36Þ
Let yL; yp and yR be the images of f1 at x
þ
1 ; Vp and 0, respectively. Since f1 is a
strictly decreasing function, we have
yL ¼ ða  aÞxþ1oyp ¼ ða  aÞVpoyR ¼ 0: ð3:37Þ
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Note that, by (1.7),
0oF10ðyÞ ¼ ga ao1 and F1ðyRÞ ¼ 0 ¼ yR: ð3:38Þ
Hence yR is an attracting ﬁxed point of F1:
Deﬁne the interval J1 ¼ ½yL; yp and set the nonempty set S1 by
S1 ¼
[N
i¼1
F
ðiÞ
1 ðJ1Þ: ð3:39Þ
For an arbitrary chosen yAS1; there exists a positive integer n ¼ nðyÞ such that
F
ðnÞ
1 ðyÞAJ1 and F ðnþ1Þ1 ðyÞeJ1 with
0pf 11 ðF ðnþ1Þ1 ðyÞÞoVppf 11 ðF ðnÞ1 ðyÞÞpxþ1 : ð3:40Þ
Deﬁne a function j : Z-½0; xþ1  by jðnÞ ¼ f 11 ðF ðnÞ1 ðyÞÞ and
jðiÞ ¼ x
þ
1 þ ðjðnÞ  xþ1 ÞeðinÞl
þ
for ion;
f 11 ðF ði2nÞ1 ðyÞÞ for i4n:
(
ð3:41Þ
Then j is a monotonic nonincreasing solution of (3.30) with (BC2) and, since the
nonempty subset F
ð1Þ
1 ðJ1ÞCS1 has positive measure, we actually proved that there
are inﬁnitely many monotonic nonincreasing solutions of (3.30) satisfying (BC2).
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3.4.2. Nondecreasing standing waves with (BC3)
The idea is similar to that in Section 3.4.1. We ﬁrst deﬁne two one-to-one maps,
f2 : R-R and F2 : R-R; by
f2ðxÞ ¼ ax  2m þ ax; ð3:42Þ
F2ðyÞ ¼ g y þ 2ma a
 	
; ð3:43Þ
where y ¼ f2ðxÞ: Let xi ¼ jðiÞ and yi ¼ f2ðxiÞ for all iAZ: If ðyi þ 2mÞ=ða  aÞXVv
then (3.30) can be written as an one-dimensional iteration map problem by
yi ¼ F2ðyi1Þ ¼ g yi1 þ 2ma a
 	
: ð3:44Þ
The graph of F2 is shown in Fig. 8.
Denote the images of the strictly decreasing function f2 at x
þ
2 ; Vv; and x
þ
1 by yL; yv;
and yR; respectively. Then we have
yL ¼ ða  aÞxþ2  2moyv ¼ ða  aÞVv  2moyR ¼ ða  aÞxþ1  2m: ð3:45Þ
By simple computation, we obtain
0oF20ðyÞ ¼ ga ao1 and F2ðyLÞ ¼ yLo0: ð3:46Þ
Hence yL is an attracting ﬁxed point of F2:
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Deﬁne the interval J2 ¼ ½yv; yR and the nonempty set S2 by
S2 ¼
[N
i¼1
F
ðiÞ
2 ðJ2Þ: ð3:47Þ
Now, choosing an arbitrary yAS2; one can conclude that there exists a positive
integer n ¼ nðyÞ such that F ðnÞ2 ðyÞAJ2 and F ðnþ1Þ2 ðyÞeJ2 with
xþ1pf 12 ðF ðnÞ2 ðyÞÞpVvof 12 ðF ðnþ1Þ2 ðyÞÞ: ð3:48Þ
Deﬁne a function j : Z-½xþ1 ; xþ2  by jðnÞ ¼ f 12 ðF ðnÞ2 ðyÞÞ and
jðiÞ ¼ x
þ
1 þ ðjðnÞ  xþ1 ÞeðinÞl
þ
for ion;
f 12 ðF ði2nÞ2 ðyÞÞ for i4n:
(
ð3:49Þ
Then one can verify that j is a monotonic nondecreasing solution of (3.30) satisfying
(BC3) and, since the nonempty subset F
ð1Þ
2 ðJ2ÞCS2 has positive measure, we have
proved that there are inﬁnitely many monotonic nondecreasing solutions of (3.30)
with (BC3). This completes the proof of part (4) of Theorem 2.
4. Numerical simulation
In this section we focus on the numerical simulation of the monotone iteration
scheme for the existence of traveling wave solutions. Using case (1-1) in Theorem 1
as an example, we can simulate the deformation of the lower solutions by solving a
sequence of initial-value problems as follows.
First, recall the initial lower solution L
ð0Þ
1 ðsÞ ¼ L1ðsÞ of case (1-1), which is given
by
L
ð0Þ
1 ðsÞ ¼
xþ1  xþ1 es1s; sX0;
0; sp0:

ð4:1Þ
Then the sequence of lower solutions fLðnÞ1 ðsÞg is generated by
L
ðnþ1Þ
1 ðsÞ ¼ T1ðLðnÞ1 ÞðsÞ ¼ em1s
Z s
N
em1tH1ðLðnÞ1 ÞðtÞ dt; ð4:2Þ
for all nX0; where parameter m140 is chosen to be sufﬁciently large. Indeed, we take
m1 ¼ ð1=cÞða aÞ þ 100 in our numerical experiment. Observe that
L
ðnþ1Þ
1 ðsÞ ¼ 0; for sp ðn þ 1Þ and for all nX0: ð4:3Þ
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Now differentiating (4.2), we ﬁnd that L
ðnþ1Þ
1 ðsÞ satisﬁes the following differential
equation:
dL
ðnþ1Þ
1 ðsÞ
ds
þ m1Lðnþ1Þ1 ðsÞ ¼ H1ðLðnÞ1 ÞðsÞ: ð4:4Þ
Thus we have induced a sequence of initial-value problems, (4.4) with (4.3) for all
nX0:
Next, we solve the initial-value problem (4.3) with (4.4) by some numerical solver.
For example, we adopt a second-order Runge–Kutta method (the modiﬁed Euler
scheme) with small mesh size Ds ¼ 103:
With a close inspection, one can ﬁnd that the similar ideas can be applied to cases
(1-2), (2-1), and (2-2) in Theorem 1. However, since the wave speed c is positive in
cases (2-1) and (2-2), we choose the parameters mi ¼ ð1=cÞða  aÞ þ 100; for i ¼
2; 4; in our numerical experiments. The following four examples demonstrate the
numerical simulation.
Example 4.1 (Case 1-1). We ﬁrst take the template ða; g; dÞ ¼ ð2:0; 0:01; 2:0Þ:
Choosing the parameters in the piecewise-linear function g by a ¼ 0:5001; b ¼ 1:0;
Vp ¼ 1:5; and Vv ¼ 2:0; one can check that ðg; dÞAO1; and the three nonnegative
equilibrium solutions to the proﬁle equation (1.5) are
x0 ¼ 0:0; xþ1 ¼ 1:98688654877806; and xþ2 ¼ 2:04039991838400:
Taking the wave speed c ¼ 0:05; we then use the bisection method to ﬁnd the two
negative roots l1 and l2 of the corresponding characteristic function
Wðs;0:05; xþ1 Þ:
l1 ¼ 1:71951495390216 and l2 ¼ 3:25926296378180;
where l1 plays the role s1 in Lemma 2.1. Finally, we solve the initial-value problem
(4.4) with (4.3) for n ¼ 0; 1;y; 34; where m1 ¼ 150:002: The deformation of the
lower solutions can be observed in Fig. 9. Numerical evidence shows that the
sequence of lower solutions approaches to a limiting function which is the
monotonic nondecreasing traveling wave solution satisfying (BC1).
Example 4.2 (Case 1-2). For simplicity, we take the same parameters as that in
Example 4.1, but consider the monotonic nonincreasing traveling wave solution
connecting xþ2 with x
þ
1 : We solve the following sequence of initial-value problems
numerically:
dU
ðnþ1Þ
2 ðsÞ
ds
þ m3U ðnþ1Þ2 ðsÞ ¼ H3ðU ðnÞ2 ÞðsÞ;
U
ðnþ1Þ
2 ðsÞ ¼ xþ2 for sp ðn þ 1Þ and for all nX0;
8><>: ð4:5Þ
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where m3 ¼ 150:002 and the initial upper solution U ð0Þ2 ðsÞ ¼ U2ðsÞ is given in Table 5
by
U
ð0Þ
2 ðsÞ :¼
xþ1 þ ðxþ2  xþ1 Þes1s; sX0;
xþ2 ; sp0:
(
ð4:6Þ
The deformation of the upper solutions is shown in Fig. 10.
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Fig. 9. Deformation of lower solutions in Example 4.1.
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Example 4.3 (Case 2-1). We change the template to ða; g; dÞ ¼ ð2:0; 2:0; 0:01Þ:
Choosing the parameters in the piecewise-linear function g the same with Example
4.1, we can check that ðg; dÞAO2; and the three nonnegative equilibrium solutions to
the proﬁle equation (1.5) are still
x0 ¼ 0:0; xþ1 ¼ 1:98688654877806; and xþ2 ¼ 2:04039991838400:
Taking the positive wave speed c ¼ 0:05; we use the bisection method to ﬁnd the two
positive roots l1 and l2 of the corresponding characteristic functionWðs; 0:05; xþ1 Þ:
l1 ¼ 1:71951495390216 and l2 ¼ 3:25926296378180;
where l1 plays the role s7 in Lemma 2.1. Similarly, we solve the following sequence
of initial-value problems:
dL
ðnþ1Þ
7 ðsÞ
ds
 m2Lðnþ1Þ7 ðsÞ ¼ H2ðLðnÞ7 ÞðsÞ;
L
ðnþ1Þ
7 ðsÞ ¼ 0; for sXðn þ 1Þ and for all nX0;
8><>: ð4:7Þ
where m2 ¼ 150:002 and the initial lower solution Lð0Þ7 ðsÞ ¼ L7ðsÞ is given in Table 6
by
L
ð0Þ
7 ðsÞ :¼
0; sX0;
xþ1  xþ1 es7s; sp0:

ð4:8Þ
The deformation of the lower solutions is shown in Fig. 11. Numerical evidence
shows that the sequence of lower solutions approaches to a limiting function which is
the monotonic nonincreasing traveling wave solution connecting xþ1 and x0:
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Fig. 11. Deformation of lower solutions in Example 4.3.
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Example 4.4 (Case 2-2). Again, for simplicity, we take the same parameters as that
in Example 4.3, but consider the monotonic nondecreasing traveling wave solution
connecting xþ1 with x
þ
2 : We seek the approximations to the following sequence of
initial-value problems:
dU
ðnþ1Þ
8 ðsÞ
ds
 m4U ðnþ1Þ8 ðsÞ ¼ H4ðU ðnÞ8 ÞðsÞ;
U
ðnþ1Þ
8 ðsÞ ¼ xþ2 for sXðn þ 1Þ and for all nX0;
8><>: ð4:9Þ
where m4 ¼ 150:002 and the initial upper solution U ð0Þ8 ðsÞ ¼ U8ðsÞ is given in Table 6
by
U
ð0Þ
8 ðsÞ :¼
xþ2 ; sX0;
xþ1 þ ðxþ2  xþ1 Þes7s; sp0:
(
ð4:10Þ
The deformation of the upper solutions is shown in Fig. 12.
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