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In this paper, we give completeness results for the reachability, containment, and 
equivalence problems for conflict-free vector replacement systems (VRSs). We first give an NP 
algorithm for deciding reachability, thus giving the first primitive recursive algorithm for this 
problem. Since Jones, Landweber, and Lien have shown this problem to be NP-hard, it 
follows that the problem is NP-complete. Next, we show as our main result that the contain- 
ment and equivalence problems are n,4complete, where nf is the set of all languages whose 
complements are in the second level of the polynomial-time hierarchy. In showing the upper 
bound, we first show that the reachability set has a semilinear set (SLS) representation that is 
exponential in the size of the problem description, but which has a high degree of symmetry. 
We are then able to utilize in part a strategy introduced by Huynh (concerning SLSs) to com- 
plete our upper bound proof. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The reachability, containment, and equivalence problems for vector replacement 
systems (VRSs) (or equivalently vector addition systems (VASs), vector addition 
systems with states (VASSs), or Petri nets) are the subject of many unanswered 
questions concerning computational complexity. The containment and equivalence 
problems are, in general, undecidable [l, 81. Plowever, the reachability problem is 
decidable [22] (see also [ 17]), and, for classes of VRSs (VASs, VASSs, Petri nets) 
whose reachability sets are effectively computable semilinear sets (SLSs), so are the 
containment and equivalence problems. Classes whose reachability sets are effec- 
tively computable SLSs include bounded VRSs [ 161, 5-dimensional VRSs (or, 
equivalently, 2-dimensional VASSs) [9], conflict-free VRSs [S], persistent VRSs 
[7, 18, 23, 251, and regular VRSs [6, 303. The best known lower bound for the 
general reachability problem is exponential space [19]. For bounded VRSs, tight 
nonprimitive recursive upper and lower bounds have been shown for the contain- 
ment and equivalence problems [4, 10, 20, 24, 261. For 2-dimensional VASSs, the 
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reachability, containment, and equivalence problems can be solved in DTIME(22”n) 
[lo]. The reachability problem for conflict-free VRSs has been shown to be NP- 
hard [ 1.51. The perhaps best studied class is that of symmetric VRSs. For this class, 
the reachability and equivalence problems have been shown to be exponential space 
complete [3, 13, 211. Few other complexity results appear to be known concerning 
these problems. 
In this paper, we show completeness results concerning conflict-free VRSs for 
these three problems. Conflict-free VASs were introduced by Crespi-Reghizzi and 
Mandrioli [5], who showed the reachability problem to be decidable for this class. 
Conflict-free Petri nets were later introduced by Landweber and Robertson [IS], 
who showed that the reachability set of a conflict-free Petri net was semilinear and 
that the boundedness problem for this class could be solved in exponential time. 
Howell, Rosier, and Yen [ 111 then introduced conflict-free VRSs as a formalism 
that contains both conflict-free VASs and conflict-free Petri nets as special cases, 
but for which the boundedness problem retains the same computational com- 
plexity; i.e., the boundedness problem was shown to be PTIME-complete for all 
three classes. (As was pointed out in [ 111, even though there are translations 
between the three classes, these translations do not always preserve sharp 
complexity bounds.) In this paper, we follow the precedent established in [ 111 of 
showing upper bounds for VRSs, the most general of the three models, and showing 
lower bounds for systems which satisfy the definitions of all three models. 
The main result of this paper is to show the equivalence and containment 
problems for conflict-free VRSs to be fl,P-complete, where n,’ is the second level of 
the polynomial-time hierarchy (see Stockmeyer [28]). Our proof depends in part 
upon a strategy developed by Huynh [ 143 in showing the equivalence problem for 
semilinear sets to be in n,‘. Given the fact that conflict-free VRSs have semilinear 
reachability sets [18], one might attempt to solve the problem by first providing a 
polynomial time translation from conflict-free VRSs to SLSs. A direct application of 
Huynh’s results would then yield the desired upper bound. Unfortunately, we can 
show that such a translation must be exponential. Our strategy, instead, is to show 
that the reachability sets can be represented as SLSs with certain special properties. 
These properties then enable us to obtain the desired upper bound, in spite of the 
fact that the translation remains exponential. Now in his proof, Huynh used the 
fact that the membership problem for semilinear sets is NP-complete [12]. We 
therefore first show that the reachability problem for conflict-free VRSs is in NP. 
(Since Jones, Landweber, and Lien [ 151 have shown the problem to be NP-hard, it 
follows that the problem is NP-complete.) In order to show this, we give some 
properties of conflict-free VRSs that allow us to show that there is an instance of 
integer linear programming that has a solution iff a given reachability problem has 
a solution; furthermore, this instance of integer linear programming can be 
“guessed” in polynomial time. The resulting algorithm represents the first primitive 
recursive algorithm to solve this problem. Our next step is to give a SLS represen- 
tation of the reachability set. We have already mentioned that this representation is 
exponential in the size of the problem description. On the other hand, we are able 
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to provide a SLS representation which has a high degree of symmetry. It is this 
symmetry that allows us to utilize Huynh’s technique in a manner that yields our 
upper bound. Finally, we show a matching lower bound to complete the proof of 
our main result. 
The remainder of the paper is organized as follows. In Section 2, definitions of 
the terminology used in this paper are given. In Section 3, we give our results con- 
cerning the reachability problem. In Section 4, we give our main result, that the 
containment and equivalence problems for conflict-free VRSs are fl,P-complete. 
Finally, we make some concluding remarks in Section 5. 
2. DEFINITIONS 
Let Z (N, R) denote the set of integers (nonnegative integers, rational numbers, 
respectively), and let Zk (Nk, Rk) be the set of vectors of k integers (nonnegative 
integers, rational numbers), Zk xm (Nk x m, Rk x “) be the set of k x m matrices of 
integers (nonnegative integers, rational numbers). For a vector UE Zk, let o(i), 
1 < id k, denote the ith component of u. For a matrix VE Zk x m, let V(i, j), 
I< i 6 k, 1 < j < m, denote the element in the ith row and jth column of V, and let 
uj denote the jth column of V. For a given value of k, let 0 in Zk denote the vector 
of k zeros (i.e., O(i) = 0 for i = 1, . . . . k). Now given vectors U, U, and w in Zk we say: 
l u = w iff u(i) = w(i) for i= 1, . . . . k; 
l u 2 w iff u(i) 2 w(i) for i= 1, . . . . k; 
. u>w iff v>w and u#w; 
l II= u + w iff u(i) = u(i) + w(i) for i= 1, . . . . k. 
A k x m vector replacement system (VRS), is a triple (uO, U, V), where u0 E Nk, 
UeNkxm, and VEZ’~~, such that for any i, j, l<i<k, l<j<m, U(i,j)+ 
V(i, j) 2 0. u,, is known as the start vector, U is known as the check matrix, and V is 
known as the addition matrix. A column uj of U is called a check uector, and a 
column ni of V is called an additional rule. For any x E Nk, we say addition rule uj is 
enabled at x iff x 2 uj. A sequence 8 = ( y,, . . . . y, > of rules in V is enabled at a vec- 
torxiffforeachj,l~j~n,y,isenabledatx+y,+...+y,_,.If8isenabledat 
uO, we say 8 is valid in (II,,, U, V). The reachability set of the VRS Y = (u,,, U, V), 
denoted by R(u,, U, V) (or R(Y)), is the set of all vectors z, such that z = 
00 +y, + ..’ + y, for some n 3 0, where each yj (1 < j 6 n) is a column of V, and 
( y , , . . . . y, ) is valid. Let CJ = ( wO, . . . . w, ) be a sequence of vectors in Nk. If w0 = uO, 
and for every r, 1~ r d t, there is a j such that w, = w,- I + uj and w,_, > uj, then 
we say (w,,, . . . . w,) is a path in (u,,, U, V). Let Y denote the Parikh mapping, such 
that if 0 is a sequence of rules in V, then Y(0) EN”, and Y(o)(j) is the number of 
occurrences of uj in 8. Let J(0) denote the displacement of 0, i.e., the sum of all the 
vectors in 8. We also define an extended Parikh mapping (see also [18]) Y+ such 
that Y+(e) = (Y(e), S(0)). If S(0) 30 ( >O), we call 8 a loop (positive loop). 
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A VRS (v,, U, V) is said to be conflict-free iff 
1. no number in U is greater than 1; 
2. no row in V has more than one negative number; and 
3. if V(i, j) = - 1, then the only nonzero element in row i of U is U(i, j). 
Note that according to this definition, all elements of U are either 0 or 1, and V 
contains no number less than - 1. Conflict-freedom guarantees that whenever any 
two rules vj and ui’ are enabled at a vector v, v, is also enabled at v + v,,. (Note that 
this must hold even when u is not in R(v,, U, V).) For a given k x m addition 
matrix V, the minimal check matrix is a k x m matrix U in which U(i, j) = 1 if 
V(i, j) = - 1, and U(i, j) = 0 otherwise. It is easy to see that the set of k x m conflict- 
free VRSs with minimal check matrices is equivalent to the set of k x m conflict-free 
VASs (see [S]). Furthermore, there is an obvious translation from a conflict-free 
Petri net (see [ 181) with k places and m transitions to a k x m conflict-free VRS 
whose addition rules have no elements larger than I. Thus, our definition is general 
enough to include both previous definitions. In addition, all lower bounds shown in 
this paper are shown using VRSs having minimal check matrices and no elements 
larger than 1. Thus, all of our completeness results hold for conflict-free VRSs, 
conflict-free VASs, and conflict-free Petri nets. 
The reachability problem for VRSs is to determine, for a given VRS Y and a 
vector v, whether VE R(Y). The containment and equivalence problems are to 
determine, for two given VRSs Y and “Y-‘, whether R(Y) c R(-lr’) and whether 
R(Y) = R( Y’), respectively. 
Part of our analysis involves notions from linear algebra and the theory of 
semilinear sets. For any vector v0 E Nk and any finite set P( = {v, , . . . . u,} ) E Nk, the 
set 9’(u,, P) = {x: 3k,, . . . . k, EN and x = u0 -I- Cy=, k,v,} is called the linear set 
with base uO over the set of periods P. A finite union of linear sets is called a 
semilinear set (SLS for short). If x = CT=, aivi for some a,, . . . . a, E Rk, then x is a 
linear combination of the vectors in P. If ai > 0 for all i, then x is nonnegative linear 
combination of the vectors in P. If in addition for some i, a, > 0, then x is a positive 
linear combination of the vectors in P. 
3. THE REACHABILITY PROBLEM 
The first problem we would like to examine is the reachability problem for con- 
flict-free VRSs. Jones, Landweber, and Lien [15] have shown this problem to be 
NP-hard. Although the problem is known to be decidable [S], no upper bound on 
its complexity has yet been shown. In order to tighten this gap, we will show the 
problem to be NP-complete. Our strategy is to guess an instance of integer linear 
programming whose solutions give Parikh maps of sequences of addition rules that 
lead to the desired vector. The following two lemmas will give sufficient conditions 
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to guarantee that for every solution X, there is a oalid sequence 8 such that 
Y(e) = x. 
LEMMA 3.1 (from [ 111). For any k x m conflict-free VRS Y = (u,, U, V) that is 
described by n bits, we can construct in time O(n’.5) a path o in which no rule in V is 
used more than once, such that $some rule v, is not used in o, then there is no path in 
which v, is used. 
Proof. We construct (r as follows. First, we execute all rules enabled at uO. Then 
we repeatedly cycle through 17, executing all those rules which are enabled but have 
not yet been executed. We continue until a complete pass is made through U, dur- 
ing which no position increases in value. (Note that this is a sufficient condition to 
conclude that no new rules are enabled.) Clearly, no more than m + 1 passes are 
made through U. On each pass except the last, there is at least one rule (say vi) 
enabled that was not enabled the previous pass; i.e., some position (say p) which 
was zero in the previous pass is now positive. Furthermore, since Y is conflict-free, 
if some rule subtracts from position p, that rule must be u,. Therefore, position p 
must have never previously been positive. Thus, on each pass except the last some 
position becomes positive for the first time, so the number of passes is no more than 
min(k, m) + 1 = O(n”.S). Therefore, the entire procedure operates in time O(n’.5). 
Now suppose there is a path e’ using rules not in 0. Let u, be the first such rule 
executed in Q’. Then all rules used before u, in rr’ are used in cr. Since u, is not 
executed in 0, no position i such that U(i, r) = 1 ever decreases in value in a; hence, 
if these positions ever become positive in 0, they must remain positive. Since all 
rules executed prior to u, in 0’ are also executed in (T, these positions must clearly 
become positive in rr. Then v, is enabled by (T, a contradiction. Therefore, if u, is not 
used in cr, then there is no path in which v, is used. i 
LEMMA 3.2. Let (v,, U, V) be a k x m conflict-free VRS, and let 8 be an arbitrary 
sequence of rules from V. If every rule in 0 appears in some path that uses only rules 
from 8, and if S(O) + v. > 0, then there is some valid sequence 19’ such that 
Y(W) = Y(e). 
Proof We will construct a path 0 consisting of a sequence of n segments, 
01, ..., O”, where n is the maximum number of times any rule appears in 0. Each 
segment will execute a sequence containing at most one occurrence of each rule in 
8. Furthermore, (r will be such that if some segment does not use some rule, then no 
succeeding segment will use that rule. Now, if we restrict our VRS to contain only 
the rules used in 0, then from Lemma 3.1, some sequence containing every rule in 8 
exactly once is valid at uo. The execution of this sequence yields 0,. We construct 
segment u,, 2 < r <n, as follows: while there is an enabled rule vi which occurs at 
least r times in 8 and has not yet been used in or, execute uj. We claim that 
according to this construction, segment (T, (1 d r < n) uses exactly one occurrence of 
each rule that appears at least r times in 8. Suppose, to the contrary, that at some 
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point in the construction of B,, there are no enabled rules in the nonempty set S of 
rules that appear at least r times in 8 but which have not been used in err. Without 
loss of generality, assume err is the first segment for which this happens. Let u, be 
the first rule used in (T that also appears in S, and let M: be the vector produced by 
the first r segments of G. Now there must exist an i, 1 d i 6 k, such that w(i) = 0 and 
U(i, j) = 1. If V(i, j) # - 1, then from the definition of conflict-freedom, no rule can 
subtract from position i, so position i would have had to have been 0 throughout 0. 
But this would mean uj could not have been executed even once-a contradiction. 
Therefore, V( i, j) = - 1. Since 6( 0) + u0 > 0, some rule u.~ used in g,. or occurring in 
S must add to position i. Since u, is the only rule that can subtract from position i, 
uY cannot have been executed since the last time uj was executed; otherwise, uj 
would be enabled by w. Thus, uj9 E S. Now clearly, uj and uj, have been executed the 
same number of times in the first r segments, so u,,(i) < w(i) = 0. Since uj is the first 
rule from S used in 6, some other rule (not u,‘) which adds to position i must have 
been executed before u, was first used. But this forces w(i) > O-a contradiction. 
Therefore, segment or contains exactly one occurrence of each rule that appears at 
least r times in 8, for 1 < r < n. Thus, the sequence 0’ of rules used in 0 satisfies the 
lemma. 1 
The following is a corollary to the proof of Lemma 3.2; it will be used in obtain- 
ing later results. 
COROLLARY 3.1. rf 6 is a sequence of rules enabled at u such that S(0) > 0, then 
there exists a vector v’ < v with no element larger than 1 and a sequence of rules 6’ 
with Y(t3) = ye’) such that 6’ is enabled at u’. 
Proof: Let u’(i) = 0 if u(i) = 0, u’(i) = 1 otherwise. Consider the first segment 
constructed in the proof of Lemma 3.2. Since each rule used in tl is used exactly 
once in this segment, no more than 1 is subtracted from any position during the 
execution of the segment. Thus, this segment is clearly enabled by u’. Now from 
Lemma 3.2, there is some sequence 6’ enabled at v’ such that Y(0) = Y((e’). u 
We are now ready to show the reachability problem to be NP-complete. Recall 
that the problem was shown to be NP-hard in [15]. An inspection of the construc- 
tion used in that proof reveals that it holds for both conflict-free Petri nets and 
conflict-free VASs. Hence, we only need to show the upper bound. 
THEOREM 3.1. The reachability problem for conflict-free VRSs is NP-complete. 
ProoJ: Let (v,, U, V) be a k x m conflict-free VRS, and let w E Nk be an 
arbitrary vector. Our algorithm assumes the existence of some path that results in 
w, and guesses the set of rules used in that path. It then verifies whether there is 
some path which uses exactly this set of rules. By Lemma 3.1, this can be verified in 
polynomial time. Let the set of guessed rules be the k x n matrix I”. Our algorithm 
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now verifies that there is some x E N”, x(i) Z 1 for 1 < i < n, such that l”x + a0 = w. 
From Borosh and Treybig [2], this can be verified in NP. Now from Lemma 3.2, if 
such an x exists, then w E R(v,, U, V). 1 
4. THE CONTAINMENT AND EQUIVALENCE PROBLEMS 
We now turn to the containment and equivalence problems. We will show that 
these problems are n,P-complete, where JJ,’ is the set of complements of all 
languages that can be recognized by a polynomial-time-bounded nondeterministic 
Turing machine with an NP oracle (see Stockmeyer [28]). A part of our proof is 
derived from a technique used first by Huynh [ 143 (see also [lo]). In [ 141, Huynh 
gave a proof that the containment and equivalence problems for semilinear sets are 
in n[. Landweber and Robertson [18] have shown that the reachability set of a 
conflict-free Petri net is semilinear; it is easy to verify that this also holds for VRSs. 
In what follows, we give an upper bound on the size of the SLS representation of 
the reachability set. In particular, we give an SLS representation in which no 
integer is larger than (~*k*m*n)~*~*“‘, where k and m are the dimensions of the 
VRS, n is the largest absolute value of any integer in the VRS, and c and dare fixed 
constants independent of k, m, and n. Now the technique used in [14] is to show 
that if the two SLSs are not equal, then there is a “small” witness to that fact. 
Unfortunately, applying our derived bounds to the result in [ 143 yields a bound of 
O((k*m*n)(k*m*n)“‘k*‘m ) for the largest integer in the smallest witness. This is clearly 
too large to guess in polynomial time. Furthermore, our bounds cannot be 
improved enough to make a direct application of Huynh’s results work. To see this, 
first note that Huynh’s upper bound is in terms of the number of periods in the 
SLSs, the dimension of the vectors, the maximum integer in either SLS, and the 
total number of linear sets. Now consider, for arbitrary n and k, the (k + 1) x k 
conflict-free VAS with start vector (1, 0, . . . . 0) and the following addition rules: 
l for each position i, 2 < i < k, a rule which will decrement position i - 1 and 
add n to position i; and 
l a rule which adds n to position k + 1. 
It is not hard to see that any SLS representation for the above VAS must have at 
least nk linear sets, nk periods, and a maximum integer of at least nk. Now even if 
this example represented the worst case, Huynh’s results yield a bound of 
O(W*n) (k*n)c’*k). In [lo], a variation of the proof in [14] was given in which a 
small enough bound was placed on the sizes of the periods to allow some degree of 
improvement to be made. Now in the above example, any SLS representation must 
clearly contain periods with integers at least n. Unfortunately, even if a bound of n 
could be placed on the largest integer in any period, this proof does not yield a 
polynomial bound on the binary representation of the smallest witness. 
What we are able to do, however, is to give a SLS representation with a high 
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degree of symmetry. We then consider two cases. In one case, we are able to make 
use of some of the techniques in [ 141 to give a tight bound on the size of the 
smallest witness. In the other case, the symmetry of the SLS allows us to show the 
existence of a witness without actually having to exhibit it. The following lemma 
gives the SLS representation of the reachability set of an arbitrary conflict-free VRS. 
LEMMA 4.1. Let (vO, U, V) be a k x m conflict-free VRS in which n is the largest 
absolute value of any integer. Then there exist constants c,, c2, d,, and A,, indepen- 
dent of k, m, and n, such that R(v,, U, V) = IJGEB 9(v, P,), where B is the set of all 
reachable vectors with no element larger than (c~k*m*n)C2’krm, and P, is the set of 
all displacements of positive loops enabled at v such that if p E P,., then 
1. p has no element larger than (d:k*m*n)“2’k’“, and 
2. ifv(i)=O, thenp(i)=O. 
Proof (UusB Y(v, P,) E R(v,, U, V)). Clear. 
(NV,, U> V G Uoe~ 9(v, P,)). Let YE R(v,, U, V). Then there is a sequence 8, 
enabled at v0 such that v0 + V!P(B,) = y. Let wi be a k-dimensional vector such that 
wl(i) = 0 iff y(i) = 0, wl(i) = 1 otherwise, and let w2 be an m-dimensional vector 
such that w,(j) = 0 iff Y(e,)(j) = 0, and w*(j) = 1 otherwise. Consider the following 
system of linear Diophantine inequalities: 
VrJ + vxaw, 
ug + vx=v 
x(j) = 0 iff wZ(j)=O 
x(j) 2 1 iff wZ(j) = 1. 
Clearly, ( Y(e,), y ) is a solution of the above system over the variables (x( 1 ), . . . . 
x(m), v( 11, . . . . v(k)). Furthermore, from Lemma 3.2, any solution to the above 
system is equivalent to some pair (Y(e,), w), where 13~ is a sequence enabled at u0 
which yields w when executed at vO. Let (!P(U*), w) be a minimal solution such 
that ( Y( e,), w ) 6 ( Y( 6’i ), y ). From results of von zur Gathen and Sieveking [ 3 1 ] 
and Huynh [ 121, there exist constants c, and c2 such that no element of w is larger 
than (cfk*m*n)cz*k*m. Note that since we can assume without loss of generality 
that n 2 1, ci and c2 are independent of w, and wl, and hence of y. If we now assign 
the values of c, and c2 to the constants (of the same name) in the definition of B 
given in the statement of the lemma, then w E B. 
We will now show that y E 9( w, P,). Since -Y is conflict-free and Y + (0,) 2 
Y + (e,), it is easy to see that there is a sequence e3 enabled at w such that 
Y+(e,)= Y+(&)+ Y+(e,). Since W, < wsy, if w(i)=O, then S(e,)(i)=O. 
Clearly, Y ‘(0,) 2 0. Let We be an m-dimensional vector such that wJ(j) = 0 iff 
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x(j)=0 iff w3(j)=0 
x(j)2 1 iff wj(j) = 1. 
Clearly, Y+ (0,) is a solution to the above system over the variables (x(l), . . . . x(m), 
u(l), ***, o(k)). Furthermore, from Lemma 3.2, any solution is an extended Parikh 
map of a loop enabled at w. Let Y ‘(0,) be a minimal solution of the above system 
such that Y + (0,) d Y + (0,). As above, no element in S(0,) is larger than 
(d:k*m*n)“2*k’“, where d, and d2 are constants independent of k, m, n, w, and y. 
We now assign the values of d, and d, to the constants (of the same name) in the 
definition of P, given in the statement. of the lemma. Notice that 0 d 
Y+(e,)- Y+(e,)< Y+(I~,) if Y+(03)#0. Since e4 is enabled at wand v is con- 
flict-free, there must be some loop enabled at w + S(0,) whose Parikh map is 
Y(V3) - Y(0,). Furthermore, since w1 6 w < w + s(e,), from Corollary 3.1, this new 
loop is enabled at wi , and hence at w. Thus, the above procedure may be iterated, 
breaking 8, into loops satisfying the definition of P,. Therefore, y E Z(w, P,), and 
hence y E UreB .9(u, P,). I 
The key feature of the SLSs given in the above lemma is that they will allow us to 
consider only two sets of periods-one set from each of the two VRSs under con- 
sideration. In particular, suppose we want to establish that R(“&) ~5 R(^Y;); i.e., we 
wish to illustrate the existence of a w E SL,\SL,, where SL, and SL, are the 
corresponding semilinear sets given in Lemma 4.1. Let B, (B,) be the set defined as 
B in Lemma 4.1 with respect to fl (vz, respectively), and for an arbitrary vector u, 
let Pj (Pz) denote the set defined as P, in Lemma 4.1 with respect to vi (“&, respec- 
tively). Suppose we have a w E SL, . Then w~g(bi, Pi,) for some b, EBB. If, in 
addition, w E SL,, then w E 9(b2, Pi,) for some b2 E B,. We will show in 
Lemma 4.4 that Pg, = P&. Thus, if w 4 SL,, we can verify this by showing that w $ 
U VCB* ’ %‘(u, Pi,), for some B; c B,. (We will show in Lemma 4.4 how to construct 
B;.) So to illustrate the existence of a w E SL, \SL,, it is sufficient to illustrate the 
existence of a WE Y(b,, Pj,,)\lJbeB; Y(b, Pi,) for some b, E B, and a particular 
B; c BZ. Note that in this process we are only concerned with two period sets, P& 
and Pi,. 
Consider two sets, Y(b,, PI), and ubcB T(b, P2). Furthermore, suppose that 
every vector in P, is a positive linear combination of the vectors in P,. In 
Lemma 4.2, we use some of the techniques given in [ 141 to show that if dp(b,, P,) 
iS not contained in lJbsB 9(b, P2), there must be a “small” witness to this fact. In 
particular, we will show the existence of a witness whose largest element is linear in 
the size of the largest element in the representations of P,, P,, B, and b,, and 
exponential in the dimension. By applying this bound to the bounds given in 
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Lemma 4.1, we will have shown the existence of a witness that can be written down 
in space polynomial in the description of the original VRSs. On the other hand, 
suppose some period in P, is not a positive linear combination of the vectors in P,. 
We will show in Lemma 4.3 that in this case, Y(b,, P,) cannot be contained in 
U bsB y4”(b~ p2). 
LEMMA 4.2. Let P,, P,, and B be finite subsets of Nk, b, E Nk, and n E N such 
that no integer in P,, P,, B, or b, exceeds n. If every vector in P, is a positive linear 
combination of vectors in P, and w~Y(b,, P,)\UbEB 9(b, Pz), then there is a w’ 
with no element larger than k*n2‘kf’ + n such that W’E Z(b,, P,)\ubcs 9(b, Pz). 
Proof: Suppose w contains some element larger than k*n2k+’ + n. We will show 
that there is a w’ < w in Y(b,, P,)\lJbEB 6p(b, P2). Let P, = {p,, . . . . p,}, and let 
w=b, +C/“=, a,?‘pj, where each a, EN. Since b, has no component larger than n, 
c,“= i a,?pj contains some component larger than k*n2k+ ‘. By the pigeonhole prin- 
ciple, there is some a,, > k*nk. Since p,, is a positive linear combination of vectors 
from P,, from Caratheodory’s theorem for cones (see, e.g., [29]), there is a matrix 
A with no more than k linearly independent columns, each of which is an element 
of P,, such that Ax = ph has a unique nonnegative solution. Furthermore, if A is 
not square, linearly dependent rows may be removed from A and p,, yielding the 
system A’x = pi with the same unique solution and a square matrix A’. From 
Cramer’s rule, x(j) = det(A;,,)/det(A’), where A’tjl is obtained by replacing the jth 
column of A’ with pk. If we now let A= ldet(A’)I, Ax= ,lph has a nonnegative 
integer solution. Furthermore, A < k*nk < a,,. Hence, w’ = 6, - Ap,, + ‘&p, a,*p, is 
in 5?(b,, P,) and w’< w. However, w’$ UbEB Y(b, P,); otherwise, w = w’ + %*ph = 
w’+AxEUb..~(b,P,). 1 
LEMMA 4.3. Let p, b, E Nk such that p # 0, and let P and B be finite subsets of 
Nk. If p is not a positive linear combination of the vectors in P, then there is an n E N 
such that b, + n*p $ UbsB .Z(b, P). 
Proof: Let P= {p,, . . . . p,}, and let x be a nonnegative element of R” that 
minimizes max i s i G k { 1 p(i) - J$‘= , p,(i)* x(j) I} = A. Since p is not a positive linear 
combination of the vectors in P and p #O, A > 0. Let n E N, be such that n > 
maxiGiG,,,.. {lb(i)-b,(i)l}/A. We claim that b, +n*p$U,,,Y(b, P). Suppose, 
on the contrary, that there exist bE B and YEN” such that 6, + n*p = 
b + c~! i p,*y(j). Then p - c,“=, p,*y( j)/n = (b - bl )/n, and for all 1 d i < k, 
Ip(i)-c,“=l pi(i)* y(j)/nl = I(b(i)-b,(i))/nl <A. But this contradicts the choice 
ofx. Thus, b, +n*p$UbG.y(b,P). 1 
We are now ready to show our upper bound for the containment and equivalence 
problems for conflict-free VRSs. 
LEMMA 4.4. The containment and equivalence problems for conflict-free VRSs are 
in n,‘. 
Proof Recall that n[ is the set of all complements of languages that can be 
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recognized by a polynomial-time-bounded nondeterministic Turing machine with 
an NP oracle. In what follows, we motivate and describe such an algorithm for 
noncontainment. The fact that a similar algorithm works for inequivalence will 
subsequently be obvious. 
Let Y1 and YZ be k x m conflict-free VRSs such that the largest absolute value of 
any integer in either VRS is n. We wish to establish whether there is a w E 
R( Y1)\R(YZ). From Lemma 4.1, if w exists, it must be in some linear set g(b, , PA,), 
where b, E R(-Y, ) and b, and PA, are as given in the lemma. Also from Lemma 4.1, 
a%)=U”.B Y(u, Pi), where B and PE are again as given in the lemma. Suppose 
b, E R(YQ. Without loss of generality, assume 6, E B, and consider the set PE,. If 
x E Y(bl, PA,) n R(-Y;), it must be in some linear set Z(b,, Pg,), where 6, E B. From 
the properties of Pi, and P&, x(i) = 0 iff b,(i) = 0 iff b,(i) = 0 for 1 < i < k. From 
Corollary 3.1, for any loop enabled at 6, , there is a loop with the same dis- 
placement enabled at some y < bl, where no component of y is greater than 1. 
Clearly, y d b2, so the same loop is enabled at b,. Hence, P& = Pi, (see the 
definition in Lemma 4.1). In order to show w E R(K)\R(YZ), it is therefore suf- 
ficient to show w E Y(b,, P&)\UVEBI g(u, Pi,), where B’ = {u: u E B and u(i) = 0 iff 
b,(i)=0 for 1 <idk}. 
Suppose every vector in Pi, is a positive linear combination of vectors from Pi,. 
Then from Lemma 4.2, if there is a w E $P(bl, P&)\UoEBf g(u, Pi,), there is one that 
can be written down in a polynomial number of bits. Furthermore, b, and any 
element in PL, or Pg, can be written down in a polynomial number of bits. Suppose, 
on the other hand, that there is a p E PA, that is not a positive linear combination of 
* the periods in P,,. From the definition of Pi,, p # 0; therefore, from Lemma 4.3, 
there is a w E LZ(b,, P&)\UvEB Y(u, Pi,). From Caratheodory’s theorem for cones 
(see, e.g., [29]), if p is a positive linear combination of vectors from a given subset 
P of Nk, then there is a subset P’ c P containing at most k vectors such that p is a 
positive linear combination of the vectors in P’. Thus, it can clearly be decided in 
NP whether a given p E Nk is a positive linear combination of vectors from Pi,. 
So to verify that there is a w E R(v,)\R(%‘& one needs only to verify that one of 
two situations occurs: either (1) there is a WE R(Y1)\R(YZ) that can be guessed 
directly using only a polynomial number of bits, or (2) there is a 6, E R(K) subject 
to the size bounds for elements of the set B given in Lemma 4.1 with respect to Y, , 
and a p E P& that is not a positive linear combination of the periods in Pi,. We 
therefore have the following algorithm: 
input VI, VT ; 
either (Guess which case we have.} 
(Assume we have a small witness.} 
guess w subject to the size constraints mentioned in Lemmas 4.1 and 4.2; 
verify that w E R( Y1); 
if w E R(Y2) {oracle call} 
then reject 
else accept 
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or {other case} 
guess b, and p consistent with the size constraints mentioned in Lemma 4.1; 
verify that h, E R( “y; ); 
verify that p E Pi, ; 
if p is a positive linear combination of Pi, {oracle call > 
then reject 
else accept 
The above algorithm clearly runs in polynomial time, and from the comments 
made above, can accept its input iff R(%) @ R(v*). Clearly, a similar strategy may 
be used to decide inequivalence. 1 
We are now ready to show our main result, that the containment and 
equivalence problems are n,P-complete. Before formally proving the theorem, we 
will briefly explain the strategy for showing the lower bound. Let X and Y be dis- 
joint sets of Boolean variables, and let F(X, Y) be a Boolean expression in 3DNF. 
Stockmeyer [28] showed the problem of deciding whether (VX)(ZiY): F(X, Y) = 0 is 
n,P-complete (the notations (VX) and (3 Y) denote (Vx, ... Vx,,) and (3y, ... 3y,,), 
respectively, where X= {x,, . . . . x,, } and Y = { y, , . . . . yn,} ). We will reduce this 
problem to the containment and equivalence problems. The reduction will consist 
of constructing two conflict-free VRSs, q and vZ, which are identical except that 
v* has one additional rule. Let us say that a clause in F(X, Y) is killed if one of its 
literals has a value of 0. The function of the VRSs is to simulate an assignment of 
values to the variables in Xu Y, signifying killed clauses by incrementing certain 
positions. The additional rule in vZ will allow it to kill all clauses after a complete 
assignment is made. Thus, if we record which clauses were killed by assignments to 
X variables, R(q) = R(vl) iff for any assignment of values to X there is an 
assignment of values to Y that results in killing all clauses. Now the VRSs must be 
able to record which variables have been assigned values, which clauses have been 
killed, and which clauses have been killed by X variables. We also wish to make our 
proof general enough to work for conflict-free VASs and Petri nets as well. To 
accommodate each of these requirements, we use two positions for each variable 
and eight positions for each clause. 
THEOREM 4.1. The equivalence and containment problems for conflict-free VRSs 
are n,P-complete. 
Proof We need only show that the containment and equivalence problems 
are JJ;-hard. Let X= {x ,,,.., x,,~}, Y= {y, ,..., y,,>, Xn Y=Qr, F(X, Y)= 
c, v ... v c,, cj = a1.j A a2,j A a3,,, ai, j E {x, X: XE Xu Y}. We will define a 
(2n, + 2n, + 8m) x (3n, + 3n, + 8m) conflict-free VRS VI and a (2n, + 2n, + 8m) x 
(3n, + 3n, +8m+ 1) conflict-free VRS “y^2 such that R(q)= R(c) iff (VX)@Y): 
F(X, Y) = 0. The construction will be such that R(q) c R(ntT2); hence, it will also be 
the case that R(-Y;) G R(q) iff (VX)(3 Y): F(X, Y) = 0. For ease of illustration, we 
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will treat the reachable vectors as a set of assignments to a set of variables. The 
addition rules will then operate on these variables. The variables we will use are 
{a,, &: l<i<n,}u{b,,6,: ldi~n,}u(c~,~, Ci,j: O<i<3, l<j<m}. ai and Zi 
will correspond to xi, bi and 6, will correspond to yi, c~,~ and & will correspond to 
Ci, and ci, j and Ci, j will correspond to LX, j. Both 6 and V2 will have start vectors 
of 0. 
Y( and “y; will both have the following rules: 
. u!, 1 <i<n,: 
aj - ui + 1 
cOj+--cOj+l VjforwhichxiEC,,lQj<m; 
. uf, 1 <i<n,: 
ai - ui + 1 
cO,j‘cO,j +l VjforwhichxiECj, l<j<m; 
. uj, 1 <idn,: 
bi - bi + 1 
cj,k t- Cj k -I- 1 vj, k for which aj,k = yi, 1 < j < 3, 1 <k <m; 
. vf, 1 <i<n,: 
b, - bi + 1 
. Uzj, O<i<3, l< j<m: 
ci,j -clj - 1 
E,j -Ci,j + 1; 
. vfj, 1 <i<3, l< j<m: 
C&j -Ci,j + 1 
ci- 1.j -c,+1,j + 1 
ci-l,jc-Fi-I,j-ll; 
cl,i c- cl,i + 1 
c3,i - c3,i + 1 
‘3.1 A c3,i - 1; 
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. 08, 1 dibn,: 
a, - a, - 1 
2; - a, + 1; 
. us, 1 <idn,: 
bi - bi - 1 
6, - 6; + 1. 
In addition to the above rules, Vz has the rule: 
10. 
l v. 
a,+--q+l, Vl6 i<n, 
a;+tij-1, Vl <i<n, 
bj c-b; + 1, Vl <i<n, 
?&-6,-l, Vl <i<n, 
CLj -cij + 1, Vl di<3,1 <<<mm. 
Clearly, both systems are conflict-free, and R(Vi) E R(V*). We will call all rules 
superscripted with i type i rules. The type 1 rules correspond to assignments of 0 to 
X variables, and type 2 rules correspond to assignments of 1 to X variables. 
Similarly, type 3 rules correspond to assignments of 0 to Y variables, and type 4 
rules correspond to assignments of 1 to Y variables. Note that the execution of a 
type 1 or 2 rule that corresponds with an assignment that kills clause C, will 
increment c~,~. Likewise, the execution of a type 3 or 4 rule that corresponds with 
an assignment that makes ai, i = 0 will increment c~,~. Thus, the function of the types 
5, 6, and 7 rules is to allow c~,~, 1 < i< 3, to reach any positive value if clause Cj is 
killed. Finally, the types 8 and 9 rules will enable rule ui” in Vz;, which in turn will 
allow c~,~, 1 d id 3, to reach any positive value if all aks and b,s have been 
incremented at least once. 
Based on the above comments, we now make the following observations: 
1. a, + (Ti reflects the number of value assignments made to xi (where any 
assignment may be made 0, 1, or more times). 
2. bi + 6, reflects the number of value assignments made to yi. 
3. co, j + ?o,j reflects the number of times clause C, has been killed by 
assignments to variables in X. 
4. In “y;, cLj + Fi,j, 1 < i< 3, can become positive only if clause Cj is killed. 
5. In -Y;, ciTj + E, j, 1 d id 3, can become positive only if either clause C, is 
killed or every variable in {X u Y} has been assigned a value at least once. 
We are now ready to show that R(Vz) E R(^Y,) iff (VX)(ZlY): F(X, Y) = 0. 
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( + ) Assume R( VZ) c R(^Y;). Let B: XH (0, 1 } be any assignment of Boolean 
values to the variables in X. We will show that there is a B’: Y H (0, 1 } such that 
F(B(X), B’(Y)) = 0. We will first construct a path G in VZ. Clearly, all rules of types 
14 are always enabled; therefore, we first execute, for each i, 1 < id n,, v,! if 
B(xi) = 0, or v: if B(xi) = 1. Next, we execute, for each i, 1 < i < n2, either vf or ~4. 
At this time, ai = 1 and bj = 1 for 1 d i < n,, 1 < j 6 n,. Thus, we can now execute, 
for each i, 1 <i<n,, and eachj, 1 d j<nn,, 
1 <i<n,, l< j<n,, we can execute v”. 
us and vi’. Since now Zi = 1 and Jj = 1, 
Note that this leaves ai = 1, Gi = 0, bj = 1, 
Ej=O, C,,,=O, 1<ck,!<2, and E,,,=O, for all l<i<n,, ldj<n,, l<k<3, 
1 <Z<m. co,, will be nonzero iff the assignment B kills clause C, (1 < Id m). Call 
the resulting vector w. 
Now since w E R($‘& w E R(-Y;) also. Let g’ be a path to w in Vi. Since ai = 1 
and ai = 0 in w, G’ must contain exactly one occurrence of either vi or 01, but not 
both. Furthermore, the rules of types 1 and 2 must clearly produce the same values 
in all the co, ;s as those in w, 1 6 i < m. Now the remaining rules in 0 must make all 
positions ci, j, 1 6 id 3, 1 6 j< m, positive. If clause Cj is not killed by B, then 
- cO, j = cO,~ - - 0, and the only way for any position ci, j, 1 < id 3, to become positive is 
for some type 3 or 4 rule to increment one of them. Since for each i, exactly one of 
vi’ or v4 must be executed in G’, we can define a mapping B’: Y H (0, 1 } such that 
B’( yi) = 0 iff v,’ is executed in 0’. Thus, for all j, 1 < j d m, if B does not kill C,, then 
B’ does. Hence, (VX)(3Y): F(X, Y) = 0. 
( e ) Assume (VX)(3 Y): F(X, Y) = 0. Let w be an arbitrary vector in R(^Y;). We 
will show that w E R(Vi). Let (T be a path to w in R(VZ). If rr does not use vl”, then 
clearly w E R(V1). Therefore, assume without loss of generality that Q uses vl”. It is 
clear from the proof of Lemma 3.2 that we can assume without loss of generality 
that some initial path Q’ in (T uses exactly one occurrence of every rule used by 0. 
Furthermore, it is clear from the proof of Lemma 3.1 that we can assume without 
loss of generality that at any point in u’, the next rule to be executed is some 
arbitrary rule used by cr, as long as it is enabled and has not yet been executed. 
Now under these assumptions, before vl’ can be executed for the first time, it must 
be the case that a, = 1 and 6, = 1; i.e., each type 8 and type 9 rule has been executed 
once. Now before vH (us) can be executed, either v,! or VT (v,’ or ~4) must have been 
executed. We will assume without loss of generality that exactly one of these two 
rules has been executed before ui” is first executed. Call the initial portion of G 
ending with the first execution of vl” a”, and let w’ be the vector produced by a”. 
We will first show that w’ E R( V, ); then we will show that there is a path from w’ 
to w in V1. We first execute in Vi the types 1 and 2 rules used in a”. Note that since 
exactly one of ut and vf is used in a”, this rule represents the assignment of a 
Boolean value to xi. Let B: XH (0, 1) represent the assignment induced by these 
rules. Since (VX)(3Y): F(X, Y) = 0, there is a B’: Y H (0, 1) such that for all j, 
1 d j < m, if C, is not killed by B, then it is killed by B’. We next execute the rules 
corresponding to B’. Now, the values of q, Gi, b,, 6,, c~,~, and C,,, match their 
counterparts in w’, 1 <iGn,, 1 d j<n,, 1 < k < m, and for every j, 1~ j < m, there 
is an i, 0 d id 3, such that ci j > 0. Furthermore, no ci j, 1 d i< 3, 1 <j< m, is 
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greater than 1. Thus, rules of types 5-7 can clearly be used to bring the c,.,s equal 
to their counterparts in w’. Hence, w’ is reachable in $5. We can now simulate the 
remainder of 0 as follows. We simulate 0 until the next occurrence of ur” in g is 
reached, except that we skip all occurrences of rules of types 8 and 9. (Note that the 
only rule in YT that the type 8 and 9 rules enable is u”.) Now for each subsequent 
occurrence of II” in cr, at least one of each type 8 and type 9 rule must have 
previously occurred in 0. Therefore, when the simulation of g reaches an occurrence 
of ur” (in G), ‘t I simulates exactly one occurrence of each rule of types 8-10 using 
only rules of types 5-7 (as above). We continue this process until the end of rr is 
reached. We then execute all rules of types 8 and 9 that have not yet been 
simulated. Thus, it should be clear that every rule in this simulation is enabled at 
the proper time and that w is reached. 1 
5. CONCLUSIONS 
The complexity of the reachability problem for general VRSs remains an open 
problem, with the best known lower bound being exponential space [19] and the 
best known upper bound being nonprimitive recursive [ 17,221. We have shown 
completeness results for the reachability, containment, and equivalence problems 
for conflict-free VRSs. The techniques used in this paper rely heavily on conflict- 
freedom. A property similar to conflict-freedom is persistence [18]. Thus, it seems 
quite possible that some of these techniques might extend to persistent VRSs. The 
complexity of the three problems for persistent VRSs is currently unknown. The 
three problems have a lower bound of PSPACE [27], but the best known upper 
bounds for the problems are nonprimitive recursive [7, 23, 251. The two main 
problems in extending these techniques seem to be that persistent VRSs may con- 
tain negative numbers smaller than - 1, and that the property of persistence is 
dependent upon the start vector. Another possible extension might be to consider 
an alternative definition of conflict-freedom which allows the use of numbers 
smaller than - 1. 
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