Abstract-We propose a procedure to design a state-quantizer with a fixed finite alphabet for a Lyapunov stable stochastic linear system, and a bounded policy based on the resulting quantized state measurements to ensure bounded second moments of the states in closed-loop.
I. INTRODUCTION
Recently the authors have investigated the stabilizability in the mean-square sense of a controlled discrete-time linear system subject to unbounded random disturbance. Namely, given a linear system , where is a stabilizable pair, is a bounded control signal ( for all ), and is a sequence of independent random vectors, we have demonstrated that with an appropriate choice of the control strategy, it is possible to attain mean-square boundedness of the state process (i.e., ) provided that has bounded fourth moment. 1 The reader is referred to our articles [13] and [2] , which deal with the case when full-state information is available; the more recent article [7] treats this problem in greater generality and establishes the result by means of a receding-horizon strategy.
It is of interest to extend the preceding result to the context of networked systems, i.e., supposing that the signals involved in both the state measurement and the actuation of the control action travel across a communication network. At least two key problems arise: first, all the information must be encoded, and in particular the state information is quantized; second, at certain times either the state information or the control action can be absent due to communication packet drops. The aim of this article is to deal with the first problem: we assume that the state information reaches the controller in a quantized form, and we propose a controller that ensures that the states of a Lyapunov stable system are mean-square bounded. 2 Stabilization of linear systems with quantized state measurements has a rich history, see, for example, [1] , [3] - [5] , [8] - [11] , [14] - [17] . While this article deals neither with networked control in its broad generality, nor with the case of multiple systems interacting over a network per se, it provides a contribution to the subject by proving that ensuring mean-square stability under unbounded noise and bounded control actions-a highly nontrivial task for Lyapunov stable linear systems even with full-state information-is possible with quantized state information. We stress that, unlike elsewhere in the literature, we do not focus on attaining stability under the assumption of a finite transmission rate available between sensors, controller, and actuators; our main result is not in terms of a minimum necessary rate. We establish, instead, that mean-square boundedness can be attained with the information provided by a fixed quantizer with finite alphabet-that is, knowing in which region of the state space, or "bin," out of finitely many, the state happens to lie at prescribed times-and our main result is in terms of the maximum "amplitude" of such bins.
The proof of our result is constructive: we show that the information relevant to ensure mean-square boundedness is encoded in the direction of the state vector. We therefore start by constructing a finite partition (the "bins") of the set of all possible directions, and a corresponding quantizer. Based on this fixed quantizer with finitely many values, we then define a time-varying policy as a concatenation of a -length policy , that depends only on the "bin" in which the state happens to fall at times .
As a consequence, the control actions can take only a finite number of values as well; hence, mean-square stability is trivially attained also with bounded transmission rate. Under mild assumptions on the control bound and on the maximum size of the bins, (and as a consequence their number,) this policy ensures mean-square boundedness of the states.
In the same vein, note that on the one hand, for linear systems with at least one eigenvalue outside the closed unit disc, it is impossible to attain mean-square boundedness of the states with bounded control actions [2] . Observe that although the finite data rate theorem [9, Theorem 2.1] asserts that it is possible to bound the variance of a stochastic linear system with unbounded noise by appropriate controls transmitted over a channel supporting a bounded data rate, the magnitude of the control needed must necessarily be unbounded if the system matrix is unstable. This was argued following Proposition 5.1 in [9] and established in [2] , and the technical problems involved are quite different from those concerned with stabilization of deterministic systems with quantized states, considered e.g., in [11] , where the disturbances are bounded. Due to the finiteness of the input set, the result of this article cannot be extended to unstable systems.
On the other hand, for asymptotically stable systems, any bounded sequence of controls is enough to ensure mean-square bounded states; therefore, a trivial quantizer is good enough. For Lyapunov stable systems that are not asymptotically stable, however, not all standard quantizers may work.
To summarize, our result shows that for the (borderline) case of Lyapunov stable systems, a specifically designed static quantizer with 2 The second problem can also be solved assuming a linear quantizer-treating the "quantization noise" as a further bounded disturbance; for a solution to this problem, we refer the reader to the companion article [6] , which provides a standard stochastic model for the packet drops, imperfect and partial state observation, and bounded control actions.
0018-9286/$31.00 © 2013 IEEE finitely many fixed bins suffices, and, as such, fills the gap between the two extreme cases above. The result is tested on a simple system at the end of the article.
II. THE RESULT
Consider the linear control system (1) where is the vector of states, is the vector of control actions, is a zero-mean sequence of noise vectors defined on some probability space , and and are matrices of appropriate dimensions. It is assumed that instead of perfect measurements of the state, quantized state measurements are available by means of a quantizer , where is a finite set of vectors in which we refer to as "bins". Our objective is to construct a quantizer and a corresponding control policy such that the magnitude of the control is uniformly bounded, (i.e., for some we have for all ,) the number of bins is finite, and the state of (1) is mean-square bounded (i.e., ,) in closed-loop.
Assumption 1:
• The matrix is Lyapunov stable-the eigenvalues of have magnitude at most 1, and those on the unit circle have equal geometric and algebraic multiplicities.
• The pair is reachable in steps, i.e., .
• is a zero mean sequence of independent vectors with .
• for all . The policy that we construct below belongs to the class of -history-dependent policies, where " -history" refers to the quantized states preceding the current time step. We refer the reader to [13] for the basic setup, definitions, and in particular to [13, §3.4 ] for details about a change of basis in that shows that it is sufficient to consider orthogonal. We let for a matrix of appropriate dimensions, let denote the Moore-Penrose pseudoinverse of , and let denote the minimal and maximal singular values of , respectively. denotes the identity matrix. For a , let and denote the projections onto the span of and its orthogonal complement, respectively. For let the radial -saturation function be defined as , and let denote the open ball centered at 0 and denote its boundary. Theorem 2: Consider the system (1) , and suppose that Assumption 1 holds. Let the quantizer be such that there exists a constant satisfying: a) , where is the maximal angle between and , , and b) for every .
Let
. Then successive -step applications of the control policy (2) ensures that . Remark 3: Observe that Theorem 2 outlines a procedure for constructing a quantizer with finitely many bins, an example of which on is depicted in Fig. 1 . We see from the hypotheses of Theorem 2 that the quantizer must be radial, and have no large gap between the bins on the -sphere; the quantization rule for the states inside does not matter insofar as mean-square boundedness of the states is concerned. As a consequence of the control policy in Theorem 2, the control alphabet is also finite with elements. Since the number of orthants grows exponentially with (the dimension of ) and since , the number of bins also increases at least exponentially with . Moreover, for quantizers such that • , i.e., the "density" of the bins on the -sphere increases indefinitely due to , and • uniformly in , (2) tends uniformly to the policy proposed in [13] .
Hereafter denotes conditional expectation for a -algebra . We need the following immediate consequence of [12 Preparatory to the proof of Theorem 2, observe that it is no loss of generality to assume that the matrix is orthogonal. Indeed, as argued in [13, Proof of Theorem 1], there exists a change of basis which decomposes a given system matrix into its real Jordan form, and after a rearrangement it is possible to block-diagonalize into an asymptotically stable part and an orthogonal part, which yield two decoupled subsystems. While mean-square boundedness of the former subsystem under bounded controls follows at once from standard Lyapunov techniques, the latter requires further analysis, and accordingly we shall henceforth consider to be orthogonal.
Proof of Theorem 2: Let be the -algebra generated by . Since is a measurable map, it is clear that is -adapted. For , on . Hence the assumptions of Theorem 2 stipulate that and . We choose (arbitrarily) the number of bins to be 8, and the quantized point to be located on the bisecting axis of each bin (exactly as in Fig. 1.) ; then , and we obtain and . Fig. 2 . shows the average of the square norm of the state over 1000 runs of the above system under the quantized policy. The result is compared with a similar policy having the same control authority but a lower number of bins than that required by our main Theorem; observe that the controller appears to ensure mean-square boundedness in this particular system. The results are also compared with the policy proposed in [13] , which was based on perfect (as opposed to quantized) state information.
