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IRREDUCIBLE MODULES OVER KHOVANOV-LAUDA-ROUQUIER
ALGEBRAS OF TYPE An AND SEMISTANDARD TABLEAUX
SEOK-JIN KANG1,2 AND EUIYONG PARK3,4
Abstract. Using combinatorics of Young tableaux, we give an explicit construction of irreducible
graded modules over Khovanov-Lauda-Rouquier algebras R and their cyclotomic quotients Rλ of
type An. Our construction is compatible with crystal structure. Let B(∞) and B(λ) be the
Uq(sln+1)-crystal consisting of marginally large tableaux and semistandard tableaux of shape λ,
respectively. On the other hand, let B(∞) and B(λ) be the Uq(sln+1)-crystals consisting of isomor-
phism classes of irreducible graded R-modules and Rλ-modules, respectively. We show that there
exist explicit crystal isomorphisms Φ∞ : B(∞)
∼
−→ B(∞) and Φλ : B(λ)
∼
−→ B(λ).
Introduction
Let g be a symmetrizable Kac-Moody algebra and let U−q (g) be the negative part of the quantum
group Uq(g) associated with g. Recently, Khovanov and Lauda [15, 16] and Rouquier [21] indepen-
dently introduced a new family of graded algebras R whose representation theory gives a categori-
fication of U−q (g). The algebra R is called the Khovanov-Lauda-Rouquier algebra associated with g.
Let λ ∈ P+ be a dominant integral weight. It was conjectured that the cyclotomic quotient Rλ gives
a categorification of irreducible highest weight Uq(g)-module V (λ) with highest weight λ [16]. This
conjecture was shown to be true when g is of type A∞ or A
(1)
n [1, 2, 3].
In [19], Lauda and Vazirani investigated the crystal structure on the set of isomorphism classes
of finite dimensional irreducible graded modules over R and Rλ, where the Kashiwara operators are
defined in terms of induction and restriction functors. Let B(∞) and B(λ) denote the Uq(g)-crystal
consisting of irreducible graded R-modules and Rλ-modules, respectively. They showed that there
exist Uq(g)-crystal isomorphisms B(∞)
∼
−→ B(∞) and B(λ)
∼
−→ B(λ), where B(∞) and B(λ) are
the crystals of U−q (g) and V (λ), respectively. Consequently, every irreducible graded module can be
constructed inductively by applying the Kashiwara operators on the trivial module.
On the other hand, in [18], Kleshchev and Ram gave an explicit construction of irreducible graded
R-modules for all finite type using combinatorics of Lyndon words. They characterized the irreducible
graded R-modules as the simple heads of certain induced modules. In [7], Hill, Melvin and Mondragon
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constructed cuspidal representations for all finite type and completed the classification of irreducible
graded R-modules given in [18]. It is still an open problem to construct irreducible graded Rλ-modules
in terms of Lyndon words. However, in this approach, the action of Kashiwara operators is hidden in
the combinatorics of Lyndon words.
In this paper, using combinatorics of Young tableaux, we give an explicit construction of irreducible
graded R-modules and Rλ-modules when g is of type An. Our construction is compatible with crystal
structure in the following sense. LetB(λ) be the set of all semistandard tableaux of shape λ with entries
in {1, 2, . . . , n+1} and let B(∞) be the set of all marginally large tableaux. It is well-known that B(λ)
and B(∞) have Uq(sln+1)-crystal structures and they are isomorphic to B(λ) and B(∞), respectively
[8, 9, 14, 20]. For each semistandard tableau of shape λ (resp. a marginally large tableau), we
construct an irreducible graded Rλ-module (resp. R-module) and show that there exist explicit crystal
isomorphisms Φλ : B(λ)
∼
−→ B(λ) and Φ∞ : B(∞)
∼
−→ B(∞). In our construction, irreducible graded
modules appear as the simple heads of certain induced modules that are determined by semistandard
tableaux or marginally large tableaux. Our work was inspired by [18] and [22]. We expect our work
can be extended to other classical type using combinatorics of Kashiwara-Nakashima tableaux in [14].
As was shown in [10], one may construct irreducible modules over the Khovanov-Lauda-Rouquier
algebra of type A using cellular basis technique introduced in [6].
This paper is organized as follows. In Section 1 and Section 2, we review the theory of Uq(sln+1)-
crystals and their combinatorial realization in terms of Young tableaux. In Section 3, we recall the
fundamental properties of Khovanov-Lauda-Rouquier algebras R and their cyclotomic quotients Rλ.
We also describe the crystal structures on B(∞) and B(λ). Section 4 is devoted to the main result of
our paper. For each semistandard tableau T ∈ B(λ), we construct an irreducible graded Rλ-module
Φλ(T ) := hdInd∇T as the simple heads of the induced module Ind∇T determined by T , and show
that the correspondence T 7−→ hdInd∇T defines a crystal isomorphism Φλ : B(λ)
∼
−→ B(λ). In
Section 5, we extend the construction given in Section 4 to marginally large tableaux to obtain an
explicit construction of irreducible graded R-modules. We also show that there exists an explicit
crystal isomorphism Φ∞ : B(∞)
∼
−→ B(∞) induced by Φλ.
1. The crystal B(λ) and Semistandard tableaux
In this section, we review the theory of Uq(sln+1)-crystals and their connection with combinatorics
of Young tableaux (see, for example, [8, 14]). Let I = {1, 2, . . . , n} and let
A = (aij)i,j∈I =

2 −1 0 · · · 0
−1 2 −1 · · · 0
...
. . .
...
0 · · · −1 2 −1
0 0 · · · −1 2

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be the Cartan matrix of type An. Set P
∨ = Zh1 ⊕ · · · ⊕ Zhn, h = C ⊗Z P
∨, and define the linear
functionals αi, ̟i ∈ h
∗ (i ∈ I) by
αi(hj) = aji ̟i(hj) = δij (i, j ∈ I).
The αi (resp. ̟i) are called the simple roots (resp. fundamental weights). Set Π = {α1, . . . , αn},
Q = Zα1 ⊕ · · · ⊕ Zαn and P = Z̟1 ⊕ · · · ⊕ Z̟n. The quadruple (A,P
∨,Π, P ) is called the Cartan
datum of type An. The free abelian groups P
∨, P and Q are called the dual weight lattice, weight
lattice, and root lattice, respectively. We denote by P+ = {λ ∈ P | λ(hi) ≥ 0 for all i ∈ I} the set of
all dominant integral weights. Define
ǫ1 = ̟1, ǫk+1 = ̟k+1 −̟k(k ≥ 1).
Then αi = ǫi− ǫi+1, P = Zǫ1⊕ · · · ⊕Zǫn, and every dominant integral weight λ = a1̟1+ · · ·+ an̟n
can be written as λ = λ1ǫ1 + · · ·+ λnǫn, where λi = ai + · · ·+ an (i = 1, . . . , n).
Let q be an indeterminate and for m ≥ n ≥ 0, define
[n]q =
qn − q−n
q − q−1
, [n]q! = [n]q[n− 1]q · · · [2]q[1]q,
[
m
n
]
q
=
[m]q!
[n]q![m− n]q!
.
Definition 1.1. The quantum special linear algebra Uq(sln+1) is the associative algebra over C(q)
generated by the elements ei, fi (i = 1, . . . , n) and q
h (h ∈ P∨) with the following defining relations:
(1.1)
qhqh
′
= qh+h
′
for h, h′ ∈ P∨,
qheiq
−h = qαi(h)ei, q
hfiq
−h = q−αi(h)fi,
eifj − fjei = δij
qhi − q−hi
q − q−1
,
1−aij∑
r=0
(−1)ke
(1−aij−r)
i eje
(r)
i =
1−aij∑
r=0
(−1)kf
(1−aij−r)
i fjf
(r)
i = 0 (i 6= j).
Here, we use the notation e
(k)
i = e
k
i /[k]q!, f
(k)
i = f
k
i /[k]q!.
For each λ ∈ P+, there exists a unique irreducible highest weight Uq(sln+1)-module V (λ) with
highest weight λ. It was shown in [11, 12] that every irreducible highest wight module V (λ) has
a crystal basis (L(λ), B(λ)). The crystal B(λ) can be thought of as a basis at q = 0 and most of
combinatorial features of V (λ) are reflected on the structure of B(λ). Moreover, the crystal bases
have very nice behavior with respect to tensor product. The basic properties of crystal bases can be
found in [8, 11, 12], etc.
By extracting the standard properties of crystal bases, Kashiwara introduced the notion of abstract
crystals in [13]. An abstract crystal is a set B together with the maps wt : B → P , e˜i, f˜i : B → B⊔{0},
εi, ϕi : B → Z∪{−∞} (i ∈ I) satisfying certain conditions. The details on abstract crystals, including
the notion of strict morphism, embedding, isomorphism, etc., can be found in [8, 13]. We only give
some examples including the tensor product of abstract crystals.
Example 1.2.
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(1) Let (L(λ), B(λ)) be the crystal basis of the highest weight module V (λ) with highest weight
λ ∈ P+. Then B(λ) is a Uq(sln+1)-crystal.
(2) Let (L(∞), B(∞)) be the crystal basis of U−q (sln+1). Then B(∞) is a Uq(sln+1)-crystal.
(3) For λ ∈ P , let Tλ = {tλ} and define the maps
wt(tλ) = λ, e˜itλ = f˜itλ = 0 for i ∈ I,
εi(tλ) = ϕi(tλ) = −∞ for i ∈ I.
Then Tλ is a Uq(sln+1)-crystal.
(4) Let C = {c} and define the maps
wt(c) = 0, e˜ic = f˜ic = 0, εi(c) = ϕi(c) = 0 (i ∈ I).
Then C is a Uq(sln+1)-crystal.
(5) Let B1, B2 be crystals and set B1 ⊗B2 = B1 ×B2. Define the maps
wt(b1 ⊗ b2) = wt(b1) + wt(b2),
εi(b1 ⊗ b2) = max{εi(b1), εi(b2)− 〈hi,wt(b1)〉},
ϕi(b1 ⊗ b2) = max{ϕi(b2), ϕi(b1) + 〈hi,wt(b2)〉},
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2).
Then B1 ⊗B2 is a Uq(sln+1)-crystal.
We now recall the connection between the theory of Uq(sln+1)-crystals and combinatorics of Young
tableaux. A Young diagram λ is a collection of boxes arranged in left-justified rows with a weakly
decreasing number of boxes in each row. We denote by Y the set of all Young diagrams. If a Young
diagram λ contains N boxes, we write λ ⊢ N and |λ| = N . The number of rows in λ will be denoted
by l(λ). We denote by tλ denotes the Young diagram obtained by flipping λ over its main diagonal.
We usually identify a Young diagram λ with the partition λ = (λ1 ≥ λ2 ≥ . . .), where λi is the number
of boxes in the ith row of λ. Recall that a dominant integral weight λ = a1̟1 + · · ·+ an̟n can be
written as λ = λ1ǫ1+ · · ·+λnǫn, where λi = ai+ · · ·+an (i = 1, . . . , n). Since λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0,
we identify a dominant integral weight λ = a1̟1 + · · ·+ an̟n with a partition λ = (λ1 ≥ λ2 ≥ · · · ≥
λn ≥ 0).
A tableau T of shape λ is a filling of a Young diagram λ with numbers, one for each box. We say
that a tableau T is semistandard if
(1) the entries in each row are weakly increasing from left to right,
(2) the entries in each column are strictly increasing from top to bottom.
We denote by B(λ) the set of all semistandard tableaux of shape λ with entries in {1, 2, . . . , n+ 1}.
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Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λs > 0) be a Young diagram with l(λ) = s and |λ| = λ1 + · · ·+ λs = N .
It is well-known that B(λ) has a Uq(sln+1)-crystal structure and is isomorphic to the crystal B(λ).
Let us briefly recall how to define the crystal structure on B(λ). Let B = B(̟1) be the crystal of the
vector representation V (̟1) given below.
B : 1
1
// 2
2
// · · ·
n−1
// n
n
// n+ 1 .
By the Middle-Eastern reading, we mean the reading of entries of a semistandard tableau by
moving across the rows from right to left and from top to bottom. Thus we get an embedding
ΥM : B(λ) → B
⊗N and one can define a Uq(sln+1)-crystal structure on B(λ) by the inverse of ΥM .
On the other hand, the Far-Eastern reading proceeds down the columns from top to bottom and
from right to left and yields an embedding ΥF : B(λ)→ B
⊗N , which also defines a Uq(sln+1)-crystal
structure on B(λ). It is known that the crystal structure on B(λ) does not depend on ΥM or ΥF and
that it is isomorphic to B(λ) (see, for example, [8]), where the highest weight vector is given by
Tλ =
1 · · · · · · 1 1 1
2 · · · · · · 2
...
...
...
s · · · s
.
For a semistandard tableau T ∈ B(λ), write
ΥM (T ) = aT1,λ1 ⊗ · · · ⊗ a
T
1,1 ⊗ a
T
2,λ2
⊗ · · · ⊗ aT2,1 ⊗ · · · ⊗ a
T
s,1 ,
where aTij is the entry in the jth box of the ith row of T . Define a map Ψλ : B(λ)→ Y
s by
Ψλ(T ) := (µ
(1), . . . , µ(s)),(1.2)
where µ(k) = (aTk,λk − k, a
T
k,λk−1
− k, . . . , aTk,1 − k) for k = 1, . . . , s. Note that µ
(k) could be the
empty Young diagram (0, 0, . . .) and that Ψλ is injective. Pictorially, Ψλ(T ) = (µ
(1), . . . , µ(s)) can be
visualized as follows:
1
2
s
...
...
n
· · ·
· · ·
· · · · · ·
µ
(1)
1
µ
(1)
λ1
µ
(2)
1
µ
(2)
λ2
µ
(s)
1 µ
(s)
λs
↑
µ(1)
↑
µ(2)
↑
µ(s)
Here, µ(i) = (µ
(i)
1 ≥ µ
(i)
2 ≥ · · · ≥ µ
(i)
λi
≥ 0) for i = 1, . . . , s.
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Example 1.3. Let g = sl6 and λ = 2̟1 + 2̟2 +̟4 +̟5. If
T =
1 1 3 3 4 6
2 3 4 5
3 5
5 6
6
,
then
ΥM (T ) = 6 ⊗ 4 ⊗ 3 ⊗ 3 ⊗ 1 ⊗ 1 ⊗ 5 ⊗ 4 ⊗ 3 ⊗ 2 ⊗ 5 ⊗ 3 ⊗ 6 ⊗ 5 ⊗ 6 ,
ΥF (T ) = 6 ⊗ 4 ⊗ 3 ⊗ 5 ⊗ 3 ⊗ 4 ⊗ 1 ⊗ 3 ⊗ 5 ⊗ 6 ⊗ 1 ⊗ 2 ⊗ 3 ⊗ 5 ⊗ 6 ,
and Ψλ(T ) = (µ
(1), µ(2), µ(3), µ(4), µ(5)), where
µ(1) := (5, 3, 2, 2, 0, 0), µ(2) := (3, 2, 1, 0), µ(3) := (2, 0), µ(4) := (2, 1), µ(5) := (1).
Pictorially, Ψλ(T ) = (µ
(1), µ(2), µ(3), µ(4), µ(5)) is given as follows:
1
2
3
4
5
6
↑
µ(1)
↑
µ(2)
↑
µ(3)
↑
µ(4)
↑
µ(5)
Note that ΥM (T ) can be obtained by reading the top entries of columns in the above diagram from
left to right.
The following lemma will play a crucial role in proving our main result (Theorem 4.8).
Lemma 1.4. Let T be a semistandard tableau of shape λ = (λ1 ≥ λ2 ≥ . . . ≥ λs > 0), and let
Ψλ(T ) = (µ
(1), µ(2), . . . , µ(s)),
where µ(i) = (µ
(i)
1 ≥ µ
(i)
2 ≥ . . . ≥ µ
(i)
λi
≥ 0) for i = 1, . . . , s. Suppose that T is not the highest weight
vector Tλ; i.e., not all µ
(1), . . . , µ(s) are (0, 0, . . .). Set
iT = min{µ
(i)
j + i− 1| 1 ≤ i ≤ s, 1 ≤ j ≤ λi, µ
(i)
j > 0},
ε = εiT (T ).
Then we have
(1) εiT (T ) = #{µ
(i)
j | µ
(i)
j > 0, µ
(i)
j + i− 1 = iT , 1 ≤ i ≤ s, 1 ≤ j ≤ λi};
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(2)
e˜εiT (T ) = T
+,
where T+ is the tableau of shape λ obtained from T by replacing all entries iT + 1 by iT from
the top row to the iT th row.
Proof. Let
ΥM (T ) = a1,λ1 ⊗ · · · ⊗ a1,1 ⊗ a2,λ2 ⊗ · · · ⊗ a2,1 ⊗ · · · ⊗ as,1 ,
where aij is the entry in the jth box of the ith row of T . Then, from the definition of Ψλ, we have
ai,λi−j+1 = µ
(i)
j + i (1 ≤ j ≤ λi),
which yields
iT = min{aij − 1| 1 ≤ i ≤ s, 1 ≤ j ≤ λi, aij > i},
#{aij | aij > i, aij − 1 = iT } = #{µ
(i)
j | µ
(i)
j > 0, µ
(i)
j + i− 1 = iT }.
Note that the set {aij − 1| 1 ≤ i ≤ s, 1 ≤ j ≤ λi, aij > i} is not empty since T is not the highest
weight vector Tλ. Take the rightmost number apq of ΥM (T ) such that apq = iT + 1. Since T is
semistandard; i.e.,
apk ≥ apq for k ≥ q,
ap′q′ 6= apq − 1 for 1 ≤ p
′ < p,
and
εi( j ) =
{
1 if i = j − 1,
0 otherwise,
ϕi( j ) =
{
1 if i = j,
0 otherwise,
our assertion follows from the tensor product rule of crystals. 
Example 1.5. We use the same notations as in Example 1.3. Consider the following diagram for
Ψλ(T ).
1
2
3
4
5
6
↑
µ
(1)
3
↑
µ
(1)
4
↑
µ
(2)
3
Thus we have
iT = 2, εiT (T ) = 3 = #{µ
(1)
3 , µ
(1)
4 , µ
(2)
3 },
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and
e˜32T = T
+ =
1 1 2 2 4 6
2 2 4 5
3 5
5 6
6
.
2. The crystal B(∞) and marginally large tableaux
In this section, we recall the realization of the Uq(sln+1)-crystal B(∞) in terms of marginally large
tableaux given in [4, 9, 20].
Definition 2.1.
(1) A semistandard tableau T ∈ B(λ) is large if it consists of n non-empty rows, and if for each
i = 1, . . . , n, the number of boxes having the entry i in the ith row is strictly greater than the
number of all boxes in the (i+ 1)th row.
(2) A large tableau T is marginally large if for each i = 1, . . . , n, the number of boxes having the
entry i in the ith row is greater than the number of all boxes in the (i+ 1)th row by exactly
one. In particular, the nth row of T should contain one box having the entry n.
We consider the following tableau:
T0 :=
1
2
...
n
.
For each marginally large tableau T , we construct a left-infinite extension of T obtained by adding
infinitely many copies of T0 to the left of T . When there is no danger of confusion, we identity a
marginally large tableau T with the left-infinite extension of T .
Example 2.2. Let g = sl4. The following tableau T is marginally large:
T =
1 1 1 1 2 3 4
2 2 2
3 4
.
The left-infinite extension of T obtained by adding infinitely many copies of T0 to the left of T is given
as follows.
· · · 1 1 1 1 1 2 3 4
· · · 2 2 2 2
· · · 3 3 4
.
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Let B(∞) be the set of all left-infinite extensions of marginally large tableaux. The Kashiwara
operators f˜i, e˜i (i ∈ I) on B(∞) are defined as follows ([20]):
(B1) We consider the infinite sequence of entries obtained by taking the Far-Eastern reading of
T ∈ B(∞). To each entry b in this sequence, we assign − if b = i + 1 and + if b = i.
Otherwise we put nothing. From this sequence of +’s and −’s, cancel out all (+,−) pairs.
The remaining sequence is called the i-signature of T .
(B2) Denote by T ′ the tableau obtained from T by replacing the entry i by i+ 1 corresponding to
the leftmost + in the i-signature of T .
• If T ′ is marginally large, then we define f˜iT to be T
′.
• If T ′ is not marginally large, then define f˜iT to be the marginally large tableau obtained
by pushing all the rows appearing below the changed box in T ′ to the left by one box.
(B3) Denote by T ′′ the tableau obtained from T by replacing the entry i by i− 1 corresponding to
the rightmost − in the i-signature of T .
• If T ′′ is marginally large, then we define e˜iT to be T
′′.
• If T ′′ is not marginally large, then define e˜iT to be the marginally large tableau obtained
by pushing all the rows appearing below the changed box in T ′′ to the right by one box.
(B4) If there is no − in the i-signature of T , we define e˜iT = 0.
Let T be a marginally large tableau in B(∞). For each i = 1, . . . , n, suppose that the ith row of T
contains bij-many j’s and infinitely many i’s. Define the maps wt : B(∞)→ P , ϕi, εi : B(∞)→ Z by
wt(T ) := −
n∑
j=1
(
n+1∑
k=j+1
b1k +
n+1∑
k=j+1
b2k + · · ·+
n+1∑
k=j+1
bjk)αj ,
εi(T ) := the number of −’s in the i-signature of T ,
ϕi(T ) := εi(T ) + 〈hi,wt(T )〉.
Proposition 2.3. [20, Theorem 4.8] The sextuple (B(∞),wt, e˜i, f˜i, εi, ϕi) becomes a Uq(sln+1)-crystal,
which is isomorphic to the crystal B(∞) of U−q (sln+1).
Note that the highest weight vector T∞ of B(∞) is given as follows:
T∞ =
· · · 1 1 1 1
· · · 2 2 2
...
...
...
· · · n
It was shown in [13] that there is a unique strict crystal embedding
ιλ : B(λ) →֒ B(∞)⊗T
λ ⊗C given by Tλ 7→ T∞ ⊗ tλ ⊗ c,(2.1)
where Tλ is the highest weight vector of B(λ). We now describe this crystal embedding explicitly. Let
T be a semistandard tableau of B(λ). We consider the left-infinite extension T ′ obtained from T by
adding infinitely many copies of T0 to the left of T . Then we construct the marginally large tableau
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Tml from T
′ by shifting the rows of T ′ in an appropriate way. Note that Tml is uniquely determined.
For example, if
T =
1 1 2 2 3
2 3 3
4
,
then we have
Tml =
· · · 1 1 1 1 1 1 2 2 3
· · · 2 2 2 3 3
· · · 3 4
.
Now the crystal embedding ιλ : B(λ) →֒ B(∞)⊗T
λ ⊗C is given by T 7−→ Tml ⊗ tλ ⊗ c [20].
For T ∈ B(∞), we denote by aTij the entry in the jth box from the right in the ith row of T . Define
a map Ψ∞ : B(∞)→ Y
n by
Ψ∞(T ) := (µ
(1), . . . , µ(n)),(2.2)
where µ(k) = (aTk,1 − k, a
T
k,2 − k, . . .) for k = 1, . . . , n. Since
aTk,j − k = 0 for j ≫ 0,
the Young diagram µ(k) is well-defined for each k. Then, by construction, for any T ∈ B(λ), we have
Ψλ(T ) = Ψ∞(Tml)
up to adding the empty Young diagrams. More precisely, we have the following lemma.
Lemma 2.4. Let T be a semistandard tableau of B(λ), and ιλ(T ) = Tml ⊗ tλ ⊗ c. Then Ψ∞(Tml) is
the n-tuple of Young diagrams obtained from Ψλ(T ) by adding the empty Young diagrams.
3. Khovanov-Lauda-Rouquier algebras of type An
In this section, we review the basic properties of Khovanov-Lauda-Rouquier algebras [15, 16, 19, 21].
Let α, β ∈ Q+ and d = ht(α), d′ = ht(β). Define
Iα := {i = (i1, . . . , id) ∈ I
d| αi1 + · · ·+ αid = α}.
Then the symmetric group Σd acts on I
α naturally. Let Σd+d′/Σd × Σd′ be the set of the minimal
length coset representatives of Σd × Σd′ in Σd+d′ . The following proposition is well-known.
Proposition 3.1. [5, Chapter 2.1], [19, Section 2.2]
There is a 1-1- correspondence between Σd+d′/Σd ×Σd′ and the set of all shuffles of i and j, where
i = (i1, . . . , id) ∈ I
α and j = (j1, . . . , jd′) ∈ I
β.
For i = (i1, . . . , id) ∈ I
α and j = (j1, . . . , jd′) ∈ I
β , we denote by i ∗ j the concatenation of i and j:
i ∗ j := (i1, . . . , id, j1, . . . , jd′) ∈ I
α+β .
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Definition 3.2. Let α ∈ Q+ and d = ht(α). The Khovanov-Lauda-Rouquier algebra R(α) of type An
corresponding to α ∈ Q+ is the associative graded C-algebra generated by 1i (i ∈ I
α), xk (1 ≤ k ≤
d), τt (1 ≤ t ≤ d− 1) with the following defining relations :
(3.1)
1i1j = δij1i, xk1i = 1ixk, τt1i = 1τt(i)τt,
xkxl = xlxk,
τtτs = τsτt if |t− s| > 1,
τtτt1i =

0 if it = it+1,
1i if |it − it+1| > 1,
(xt + xt+1)1i if |it − it+1| = 1,
(τtτt+1τt − τt+1τtτt+1)1i =
{
1i if it = it+2 and |it − it+1| = 1,
0 otherwise,
(τtxk − xτt(k)τt)1i =

1i if k = t and it = it+1,
−1i if k = t+ 1 and it = it+1,
0 otherwise.
For simplicity, we set R(0) = C. The grading on R(α) is given by
deg(1i) = 0, deg(xk1i) = 2, deg(τt1i) = −ait,it+1 .
For λ =
∑n
i=1 ai̟i ∈ P
+, let Iλ(α) be the two-side ideal of R(α) generated by x
ai1
1 1i (i = (i1, . . . , id) ∈
Iα), and define
Rλ(α) := R(α)/Iλ(α).
The algebra Rλ(α) is called the cyclotomic quotient of R(α) at λ.
Let R(α)-fmod (resp. Rλ(α)-fmod) be the category of finite dimensional graded R(α)-modules
(resp. Rλ(α)-modules). For any irreducible graded module M ∈ Rλ(α)-fmod, M can be viewed as an
irreducible graded R(α)-module annihilated by Iλ(α), which defines a functor
inflλ : R
λ(α)-fmod→ R(α)-fmod.
For M ∈ Rλ(α)-fmod, inflλM is called the inflation of M . On the other hand, from the natural
projection R(α)→ Rλ(α), we define the functor prλ : R(α)-fmod→ R
λ(α)-fmod by
prλN := N/I
λ(α)N for N ∈ R(α)-fmod.
From now on, when there is no danger of confusion, we identify any irreducible graded Rλ(α)-module
with an irreducible graded R(α)-module annihilated by Iλ(α) via the funtor inflλ.
The algebra R(α) has a graded anti-involution
ψ : R(α) −→ R(α)(3.2)
which is the identity on generators. Using this anti-involution, for any finite dimensional graded
R(α)-module M , the dual space M∗ := HomC(M,C) of M has the R(α)-module structure given by
(r · f)(m) := f(ψ(r)m) (r ∈ R(α),m ∈M).
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Note that, if M is irreducible, then M ≃M∗ by [16, Theorem 3.17].
GivenM =
⊕
i∈ZMi, let M〈k〉 denote the graded module obtained fromM by shifting the grading
by k; i.e.,
M〈k〉 :=
⊕
i∈Z
M〈k〉i,
where M〈k〉i :=Mi−k for i ∈ Z. We define the q-dimension qdim(M) of M =
⊕
i∈ZMi to be
qdim(M) :=
∑
i∈Z
(dimMi)q
i.
Set
R :=
⊕
α∈Q+
R(α), K0(R) :=
⊕
α∈Q+
K0(R(α)-fmod),
Rλ :=
⊕
α∈Q+
Rλ(α), K0(R
λ) :=
⊕
α∈Q+
K0(R
λ(α)-fmod),
where K0(R(α)-fmod) (resp. K0(R
λ(α)-fmod)) is the Grothendieck group of R(α)-fmod (resp. Rλ(α)-
fmod). For M ∈ R(α)-fmod (resp. Rλ(α)-fmod), we denote by [M ] the isomorphism class of M
in K0(R(α)-fmod) (resp. K0(R
λ(α)-fmod)). Then K0(R) (resp. K0(R
λ)) has the Z[q, q−1]-module
structure given by q[M ] = [M〈1〉].
Define the q-character chq(M) (resp. character ch(M)) of M ∈ R(α)-fmod by
chq(M) :=
∑
i∈Iα
qdim(1iM) i (resp. ch(M) :=
∑
i∈Iα
dim(1iM) i).
Note that the evaluation of qdim(1iM) at q = 1 is dim(1iM). For M ∈ R(α)-fmod and N ∈ R(β)-
fmod, we set
chq(M) ∗ chq(N) :=
∑
i∈Iα,j∈Iβ
qdim(1iM)qdim(1jN) i ∗ j,
ch(M) ∗ ch(N) :=
∑
i∈Iα,j∈Iβ
dim(1iM) dim(1jN) i ∗ j.
ForM,N ∈ R(α)-fmod, let Hom(M,N) be the C-vector space of degree preserving homomorphisms,
and Hom(M〈k〉, N) = Hom(M,N〈−k〉) be the C-vector space of homogeneous homomorphisms of
degree k. Define
HOM(M,N) :=
⊕
k∈Z
Hom(M,N〈k〉).
Let β1, . . . , βk ∈ Q
+ and set β = β1 + · · ·+ βk. Then there is a natural embedding
ιβ1,...,βk : R(β1)⊗ · · · ⊗R(βn) →֒ R(β),
which yields the following functors from R(β1)⊗ · · · ⊗R(βn)-fmod to R(β)-fmod:
Indβ1,...,βk − := R(β)⊗R(β1)⊗···⊗R(βn) −,
coIndβ1,...,βk − := HOMR(β1)⊗···⊗R(βn)(R(β), −).
The properties of the functors Ind, coInd and Res are summarized in the following lemmas.
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Lemma 3.3. [19, (2.3)] For M ∈ R(β1)⊗ · · · ⊗R(βk)-fmod and N ∈ R(β)-fmod, we have
HOMR(β)(Indβ1,...βkM,N)
∼= HOMR(β1)⊗···⊗R(βk)(M,Resβ1,...,βkN),
HOMR(β)(N, coIndβ1,...,βkM)
∼= HOMR(β1)⊗···⊗R(βk)(Resβ1,...,βkN,M).
Theorem 3.4. [19, Theorem 2.2] Let Mi ∈ R(βi)-fmod (i = 1, . . . , k) and
K := −
∑
i>j
(βi|βj),
where ( | ) is the nondegenerate symmetric bilinear form on Q defined by (αi|αj) = aij (i, j ∈ I).
Then there exists a homogeneous isomorphism
Indβ1,...,βkM1 ⊠ · · ·⊠Mk
∼= coIndβk,...,β1(Mk ⊠ · · ·⊠M1)〈K〉.
When there is no ambiguity, we will write Res, Ind, coInd for Resβ1,...,βk , Indβ1,...βk and coIndβ1,...,βk ,
respectively.
We first consider the special case when α = mαi. It is known that R(mαi) is isomorphic to the
nilHecke ring NHm (see [16, Example 2.2]). Thus R(mαi) has only one irreducible representation
(3.3) L(im) ∼= IndC[x1,...,xm] 1
up to grading shift, where 1 is the 1-dimensional trivial module overC[x1, . . . , xm]. We define chq(1) :=
(i, . . . , i). Since dimL(im) = m!, for any M ∈ R(α)-fmod and i = (· · · , i, . . . , i︸ ︷︷ ︸
m
, · · · ) ∈ Iα with
dim(1iM) > 0, we have
dim(1iM) ≥ m!.(3.4)
Take a nonzero element ζ in 1. Then L(im) is generated by 1⊗ ζ and, by [16, Theorem 2.5], L(im)
has a basis {w · 1⊗ ζ| w ∈ Σm}. Set L
0 = {0} and
Lk := {v ∈ L(im)| xkm · v = 0} (k = 1, 2, . . . ,m).
Since xm commutes with all xi (i = 1, . . . ,m− 1) and τj (j = 1, . . . ,m− 2), L
k can be considered as
R((m− 1)αi)-module. Moreover, by a direct computation, we have
Lk = {wτm−1 · · · τm−k+1 · 1⊗ ζ| w ∈ Σm−1}.(3.5)
It follows that Lk/Lk−1 is isomorphic to L(im−1) for each k = 1, . . . ,m.
We now return to the general case. Let M be a finite dimensional graded R(α)-module. For any
β ∈ Q+, set 1β :=
∑
i∈Iβ 1i. For i ∈ I, define
(3.6)
∆ikM := 1α−kαi ⊗ 1kαiM,
eiM := Res
α−αi,αi
α−αi ◦∆iM.
Then ei may be considered as a functor: K0(R(α)-fmod)→ K0(R(α− αi)-fmod).
Lemma 3.5. Let M ∈ R(α)-fmod and N ∈ R(β)-fmod. Then we have the following exact sequence:
0→ Indα,β−αiM ⊠ eiN → ei(Indα,βM ⊠N)→ Indα−αi,βeiM ⊠N〈−β(hi)〉 → 0.
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Proof. Our assertion follows from the Khovanov-Lauda-Rouquier algebra version of the Mackey’s
theorem [16, Proposition 2.18.]. 
Proposition 3.6. [16, Corollary 2.15] For any finitely-generated graded R(α)-module M , we have
1−aij∑
r=0
(−1)re
(1−aij−r)
i eje
(r)
i [M ] = 0,
where e
(r)
i [M ] =
1
[r]q!
[eriM ] for i ∈ I and r ∈ Z≥0.
Let us reinterpret the quantum Serre relations given in Proposition 3.6. Let M be a finite-
dimensional graded R(α)-module. Consider the sequences i{i,j}, i{j,i} ∈ I
α of the form:
i{i,j} := k1 ∗ (i, j) ∗ k2, i{j,i} := k1 ∗ (j, i) ∗ k2,
where k1,k2 are sequences satisfying k1 ∗ k2 ∈ I
α−αi−αj . Suppose |i − j| > 1. It follows from
Proposition 3.6 that
dim(1i{i,j}M) = dim(1i{j,i}M).(3.7)
We now consider the case |i− j| = 1. Let
i{i±1,i,i} := k1 ∗ (i ± 1, i, i) ∗ k2,
i{i,i±1,i} := k1 ∗ (i, i± 1, i) ∗ k2,
i{i,i,i±1} := k1 ∗ (i, i, i± 1) ∗ k2
for some sequences k1,k2 with k1 ∗ k2 ∈ I
α−2αi−αi±1 . Then, from Proposition 3.6, we have
2 dim(1i{i,i±1,i}M) = dim(1i{i±1,i,i}M) + dim(1i{i,i,i±1}M).(3.8)
Let B(∞) denote the set of isomorphism classes of irreducible graded R-modules, and define
wt(M) := −α,
e˜iM := soc eiM,
f˜iM := hd Indα,αiM ⊠ L(i),
εi(M) := max{k ≥ 0| e˜
k
iM 6= 0}
ϕi(M) := εi(M) + 〈hi,wt(M)〉.
Theorem 3.7. [19, Theorem 7.4] The sextuple (B(∞),wt, e˜i, f˜i, εi, ϕi) becomes a crystal, which is
isomorphic to the crystal B(∞) of U−q (sln+1).
For M ∈ Rλ(α)-fmod and N ∈ R(α)-fmod, let inflλM be the inflation of M , and prλN be the
quotient of N by Iλ(α)N . Let B(λ) denote the set of isomorphism classes of irreducible Rλ-modules,
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and for M ∈ Rλ(α)-fmod, define
wtλ(M) := λ− α,
e˜λiM := prλ ◦ e˜i ◦ inflλM,
f˜λi M := prλ ◦ f˜i ◦ inflλM,
ελi (M) := max{k ≥ 0| (e˜
λ
i )
kM 6= 0},
ϕλi (M) := ε
λ
i (M) + 〈hi,wt
λ(M)〉.
Theorem 3.8. [19, Theorem 7.5] The sextuple (B(λ),wtλ, e˜λi , f˜
λ
i , ε
λ
i , ϕ
λ
i ) becomes a crystal, which is
isomorphic to the crystal B(λ) of the irreducible highest weight Uq(sln+1)-module V (λ).
The following lemma is an analogue of [17, Theorem 5.5.1].
Lemma 3.9. Let M be an irreducible R(α)-module. Set ε := εi(M). Then we have
(1)
[eiM ] = q
−ε+1[ε]q[e˜iM ] +
∑
k
ck[Nk],
where Nk are irreducible modules with εi(Nk) < εi(e˜iM) = ε− 1,
(2)
[eεiM ] = q
−
ε(ε−1)
2 [ε]q![e˜
ε
iM ].
Proof. Since the assertion (2) follows from the assertion (1) immediately, it suffices to prove (1). By
in [16, Lemma 3.8],
∆iεM ∼= N ⊠ L(i
ε)
for some irreducible N ∈ R(α− εαi)-fmod with εi(N) = 0. Then we have
N ⊠ L(iǫ)
∼
−→ ∆iǫM ⊂ Resα−εαi,εαiM,
which yields
0 −→ K −→ Indα−εαi,εαiN ⊠ L(i
ǫ) −→M −→ 0
for some R(α)-module K. Note that εi(K) < ε.
On the other hand, it follows from (3.3) and (3.5) that
[∆iL(i
ε)] = q−ε+1[ε]q[L(i
ε−1)⊠ L(i)].
Since εi(N) = 0, it follows from [16, Proposition 2.18] that
[∆iIndα−εαi,εαiN ⊠ L(i
ǫ)] = q−ε+1[ε]q[Ind
α−αi,αi
α−εαi,(ε−1)αi,αi
N ⊠ L(iε−1)⊠ L(i)].
By [16, Lemma 3.9] and [16, Lemma 3.13], we obtain
hd(Indα−αi,αiα−εαi,(ε−1)αi,αiN ⊠ L(i
ε−1)⊠ L(i)) ∼= (f˜ ε−1i N)⊠ L(i)
∼= e˜iM ⊠ L(i),
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and all the other composition factors of Indα−αi,αiα−εαi,(ε−1)αi,αiN ⊠L(i
ε−1)⊠L(i) are of the form L⊠L(i)
with εi(L) < ε − 1. Moreover, since εi(K) < ε, all composition factors of ∆i(K) are of the form
L⊠ L(i) with εi(L) < ε− 1. Therefore, we obtain
[eiM ] = q
−ε+1[ε]q[e˜iM ] +
∑
k
ck[Nk],
where Nk are irreducible modules with εi(Nk) < εi(e˜iM) = ε− 1. 
The following lemmas are analogues of [22, Proposition 8, Proposition 9], which will play crucial
roles in proving our main theorem.
Lemma 3.10. For β1, . . . , βk ∈ Q
+, let γi be a 1-dimensional graded R(βi)-module.
(1) If Q is any graded quotient of Indβ1,··· ,βkγ1 ⊠ · · ·⊠ γk, then chQ contains
ch(γ1) ∗ · · · ∗ ch(γk).
(2) If L is any graded submodule of Indβ1,··· ,βkγ1 ⊠ · · ·⊠ γk, then chL contains
ch(γk) ∗ · · · ∗ ch(γ1).
Proof. It follows from Lemma 3.3 that
HOMR(β1)⊗···⊗R(βk)(γ1 ⊠ · · ·⊠ γk, Resβ1,...,βkQ)
is nontrivial, which implies that chQ contains the concatenation ch(γ1) ∗ · · · ∗ ch(γk).
Consider now the assertion (2). By Lemma 3.3 and Theorem 3.4, we have
HOMR(β1+···+βk)(L, Indβ1,··· ,βkγ1 ⊠ · · ·⊠ γk)
∼= HOMR(β1+···+βk)(L, coIndβk,··· ,β1γk ⊠ · · ·⊠ γ1)
∼= HOMR(βk)⊗···⊗R(β1)(Resβk,...,β1L, γk ⊠ · · ·⊠ γ1).
Since the above spaces are non-trivial, the assertion (2) follows. 
Lemma 3.11. Let β1, . . . , βk ∈ Q
+ and let M be an irreducible R(β1)⊗ · · ·⊗R(βk)-module. Assume
that i ∈ Iβ1+···βk appears in ch(Indβ1,...,βkM) with coefficient m.
(1) Suppose that i occurs with coefficient m in the character of any submodule of Indβ1,...,βkM .
Then socIndβ1,...,βkM is irreducible and occurs with multiplicity one as a composition factor
of Indβ1,...,βkM . If i occurs in ch(hdIndβ1,...,βkM), then Indβ1,...,βkM is irreducible.
(2) Suppose that i occurs with coefficient m in the character of any quotient of Indβ1,...,βkM .
Then hdIndβ1,...,βkM is irreducible and occurs with multiplicity one as a composition factor
of Indβ1,...,βkM . If i occurs in ch(socIndβ1,...,βkM), then Indβ1,...,βkM is irreducible.
Proof. Let L be a component of socIndβ1,...,βkM . By hypothesis, chL contains i with coefficient m as
a term. Since i occurs with coefficient m in the character of any submodule, socIndβ1,...,βkM should
be irreducible. In a similar manner, one can show that socIndβ1,...,βkM occurs with multiplicity one
as a composition factor of Indβ1,...,βkM . Suppose that i occurs in ch(hdIndβ1,...,βkM). Since the
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multiplicity of i in socIndβ1,...,βkM is equal to the multiplicity of i in Indβ1,...,βkM , Indβ1,...,βkM
should be irreducible.
The assertion (2) can be proved in a similar manner. 
4. Irreducible Rλ-modules and semistandard tableaux
In this section, we prove the main results of our paper. We give an explicit construction of irreducible
graded Rλ-modules (Theorem 4.5) and show that there exists an explicit crystal isomorphism Φλ :
B(λ)→ B(λ) (Theorem 4.8). From now on, isomorphisms of modules are allowed to be homogeneous.
For a, ℓ ∈ Z>0 with a+ ℓ− 1 ≤ n, let
α(a;ℓ) := αa + αa+1 + · · ·+ αa+ℓ−1 ∈ Q
+,
i(a;ℓ) := (a, a+ 1, . . . , a+ ℓ− 1) ∈ I
α(a;ℓ) .
Define ∇(a;ℓ) to be the 1-dimensional R(α(a;ℓ))-module Cv given by
xiv = 0, τjv = 0, 1iv =
{
v if i = i(a;ℓ),
0 otherwise.
(4.1)
The module ∇(a;ℓ) can be visualized as follows:
a
a+ 1
.
.
.
a+ ℓ− 1 •
...
•
•
ℓ
For simplicity, set ∇(a;0) := C. Note that ∇(a;ℓ) is graded and ch∇(a;ℓ) = i(a;ℓ).
Let µ = (µ1 ≥ · · · ≥ µr > 0) be a Young diagram, and k ∈ Z>0. Suppose that k + µ1 − 1 ≤ n.
Define
(4.2)
αµ[k] := α(k;µ1) + · · ·+ α(k;µr) ∈ Q
+,
∇µ[k] := ∇(k;µ1) ⊠∇(k;µ2) ⊠ · · ·⊠∇(k;µr),
t∇µ[k] := ∇(k;µr) ⊠∇(k;µr−1) ⊠ · · ·⊠∇(k;µ1).
Pictorially, the modules ∇µ[k] and
t∇µ[k] may be viewed as follows:
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k
k + 1
.
.
.
k + µ1 − 1 •
...
•
•
•
...
•
· · ·
•
...
• ,
↑
∇µ[k]
k
k + 1
.
.
.
k + µ1 − 1
•
...
•
· · ·
•
...
•
•
...
•
•
↑
t∇µ[k]
µ1
µ2
µr µr
µ2
µ1
One of the key ingredients of the proof of Theorem 4.8 is the fact that Ind∇µ[k] is irreducible
for any Young diagram µ and k ∈ Z>0. To prove this, we need several lemmas. The following
lemma may be obtained by translating the linking rule given in [22, Lemma 4] into the language of
Khovanov-Lauda-Rouquier algebras.
Lemma 4.1. Let ai, ℓi ∈ Z>0 with ai + ℓi − 1 ≤ n (i = 1, 2).
(1) If a1 + ℓ1 − 1 < a2, then
Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)
∼= Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1),
and Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2) is irreducible.
(2) If a2 ≥ a1 and a1 + ℓ1 ≥ a2 + ℓ2, then
Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)
∼= Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1),
and Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2) is irreducible.
Proof. Let α := α(a1;ℓ1) + α(a2;ℓ2) and let Σℓ1+ℓ2/Σℓ1 × Σℓ2 be the set of the minimal length coset
representatives of Σℓ1 × Σℓ2 in Σℓ1+ℓ2 .
(1) The condition a1 + ℓ1 − 1 < a2 can be visualized as follows.
a1
.
.
.
a1 + ℓ1 − 1
a2
.
.
.
a2 + ℓ2 − 1
•
...
•
•
...
•
ℓ1
ℓ2
By [16, Proposition 2.18], we have
ch(Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)) =
∑
w∈Σℓ1+ℓ2/Σℓ1×Σℓ2
w · (i(a1;ℓ1) ∗ i(a2;ℓ2)).
Note that each term in ch(Ind∇(a1;ℓ1)⊠∇(a2;ℓ2)) has multiplicity 1. Let Q be a quotient of Ind∇(a1;ℓ1)⊠
∇(a2;ℓ2). It follows from Lemma 3.10 that ch(Q) contains i(a1;ℓ1) ∗ i(a2;ℓ2) as a term. By (3.7), all terms
in ch(Ind∇(a1;ℓ1) ⊠ ∇(a2;ℓ2)) occur in ch(Q). Therefore, Ind∇(a1;ℓ1) ⊠ ∇(a2;ℓ2) is irreducible. In the
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same manner, one can prove that Ind∇(a2;ℓ2) ⊠ ∇(a1;ℓ1) is irreducible. Comparing the characters
ch(Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)) and ch(Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1)), by [16, Theorem 3.17], we conclude
Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)
∼= Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1).
(2) The conditions a2 ≥ a1 and a1 + ℓ1 ≥ a2 + ℓ2 can be visualized as follows.
a1
.
.
.
a2
a2 + ℓ2 − 1
.
.
.
a1 + ℓ1 − 1 •
...
•
•...
•
ℓ1 ℓ2
Let
k := (a1, a1 + 1, . . . , a2, a2, a2 + 1, a2 + 1, . . . , a2 + ℓ2 − 1, a2 + ℓ2 − 1, . . . , a1 + ℓ1 − 1) ∈ I
α.
By Proposition 3.1 and the identity
ch(Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)) =
∑
w∈Σℓ1+ℓ2/Σℓ1×Σℓ2
w · (i(a1;ℓ1) ∗ i(a2;ℓ2)),
it is easy to see that k occurs in ch(Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)) with multiplicity 2
ℓ2. On the other hand,
by Lemma 3.10, for any quotient Q of Ind∇(a1;ℓ1)⊠∇(a2;ℓ2), ch(Q) contains i(a1;ℓ1) ∗ i(a2;ℓ2) as a term.
By (3.7), ch(Q) must have the following term
(a1, . . . , a2, a2 + 1, a2, a2 + 2, . . . , a1 + ℓ1 − 1, a2 + 1, . . . , a2 + ℓ2 − 1).
Hence by (3.8) and Proposition 3.1, ch(Q) contains
(a1, . . . , a2, a2, a2 + 1, a2 + 2, . . . , a1 + ℓ1 − 1, a2 + 1, . . . , a2 + ℓ2 − 1).
Continuing this process repeatedly, ch(Q) must contain the term k. By (3.4), we deduce that k occurs
in ch(Q) with multiplicity 2ℓ2 . In the same manner, for any submodule L of Ind∇(a1;ℓ1)⊠∇(a2;ℓ2), ch(L)
contains k with multiplicity 2ℓ2 . Therefore, by Lemma 3.11, we conclude that Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)
is irreducible.
Similarly, one can prove that Ind∇(a2;ℓ2) ⊠ ∇(a1;ℓ1) is irreducible. Comparing the characters of
Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2) and that of Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1), by [16, Theorem 3.17], we obtain
Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2)
∼= Ind∇(a2;ℓ2) ⊠∇(a1;ℓ1).

Lemma 4.2.
(1) For a ∈ Z>0 and ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk > 0 with a+ ℓ1 − 1 ≤ n, we have
Ind∇(a;ℓ1) ⊠ · · ·⊠∇(a;ℓk)
∼= (Ind∇(a;ℓk) ⊠ · · ·⊠∇(a;ℓ1))
∗.
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(2) Let a1, . . . , ak ∈ Z>0 and ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk > 0. If
ai + ℓi − 1 = aj + ℓj − 1 ≤ n (i 6= j),
then we have
Ind∇(a1;ℓ1) ⊠ · · ·⊠∇(ak;ℓk)
∼= (Ind∇(ak;ℓk) ⊠ · · ·⊠∇(a1;ℓ1))
∗.
Proof. We first prove the assertion (1). Let
∇i := ∇(a;ℓi), βi := α(a;ℓi) for i = 1, . . . , k,
and β :=
∑k
i=1 βi. Take a nonzero element vi ∈ ∇i for each i = 1, . . . , k. From Lemma 3.3 and
Theorem 3.4, we have an exact sequence
0 −→ N −→ Resβ1,...,βkInd∇k ⊠ · · ·⊠∇1
q
−→ ∇1 ⊠ · · ·⊠∇k −→ 0
for some submodule N of Resβ1,...,βkInd∇k ⊠ · · ·⊠∇1. Take ξ ∈ Ind∇k ⊠ · · ·⊠∇1 such that
q(ξ) = v1 ⊗ v2 ⊗ · · · ⊗ vk ∈ ∇1 ⊠ · · ·⊠∇k.
Let r1 ⊗ · · · ⊗ rk be an element of R(β1)⊗ · · · ⊗R(βk) such that deg(r1 ⊗ · · · ⊗ rk) > 0. By (4.1), the
element r1 ⊗ · · · ⊗ rk annihilates ∇1 ⊠ · · ·⊠∇k, which implies that
(r1 ⊗ · · · ⊗ rk)ξ ∈ N.(4.3)
We now define a C-linear map f ∈ (Ind∇k ⊠ · · ·⊠∇1)
∗ by
f(ξ) = 1 and f(ζ) = 0 for ζ ∈ N.
Note that f does not depend on the choice of ξ, and by (4.3)
Cf ∼= ∇1 ⊠ · · ·⊠∇k.(4.4)
On the other hand, by a direct computation, we may assume that
ξ = y · vk ⊗ · · · ⊗ v1,
where y is the longest element in Σht(β)/Σht(βk) × · · · × Σht(β1). For any element
w ∈ Σht(β)/Σht(βk) × · · · × Σht(β1),
there exists w′ ∈ Σht(β) such that w
′w = y. Then, it follows from
(ψ(w′)f)(x) = f(w′x) =
{
1 if x = w · vk ⊗ · · · ⊗ v1,
0 otherwise,
that {ψ(w′)f | w ∈ Σht(β)/Σht(βk) × · · · × Σht(β1)} is a basis for (Ind∇k ⊠ · · · ⊠ ∇1)
∗. Hence the
R(β)-module (Ind∇k ⊠ · · ·⊠∇1)
∗ is generated by f .
Define the map
F : ∇1 ⊠ · · ·⊠∇k −→ Resβ1,...,βk(Ind∇k ⊠ · · ·⊠∇1)
∗
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by mapping v1 ⊗ · · · ⊗ vk to f . It follows from (4.4) that the map F is an R(β1) ⊗ · · · ⊗ R(βk)-
homomorphism. By Lemma 3.3, we have the R(β)-homomorphism
F : Ind∇1 ⊠ · · ·⊠∇k −→ (Ind∇k ⊠ · · ·⊠∇1)
∗
sending r · v1 ⊗ · · · ⊗ vk to r · f . Since
dim(Ind∇1 ⊠ · · ·⊠∇k) = dim(Ind∇k ⊠ · · ·⊠∇1)
∗
and (Ind∇k ⊠ · · ·⊠∇1)
∗ is generated by f , the map F is an isomorphism, which proves the assertion
(1).
The assertion (2) can be proved in a similar manner. 
Lemma 4.3.
(1) For a ∈ Z>0 and ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk > 0 with a+ ℓ1 − 1 ≤ n,
Ind∇(a;ℓ1) ⊠∇(a;ℓ2) ⊠ · · ·⊠∇(a;ℓk)
is irreducible.
(2) Let a1, . . . , ak ∈ Z>0 and ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk > 0. Suppose that
ai + ℓi − 1 = aj + ℓj − 1 ≤ n (i 6= j).
Set b := a1 + ℓ1 − 1 and
M := Ind∇(a1;ℓ1) ⊠∇(a2;ℓ2) ⊠ · · ·⊠∇(ak;ℓk).
Then we have
(a) M is irreducible,
(b) εb(M) = k,
(c) e˜kb (M) is isomorphic to Ind∇(a1;ℓ1−1) ⊠∇(a2;ℓ2−1) ⊠ · · ·⊠∇(ak;ℓk−1).
Proof. We first prove (2). We will use induction on ℓ1. If ℓ1 = 1, then our assertion follows from (3.3)
immediately. Assume that ℓ1 > 1. Let
N := Ind∇(a1;ℓ1−1) ⊠∇(a2;ℓ2−1) ⊠ · · ·⊠∇(ak;ℓk−1).
By the induction hypothesis, N is irreducible. By Lemma 3.3, it follows from
Resα(ai;ℓi)−αb,αb∇(ai;ℓi)
∼= ∇(ai;ℓi−1) ⊠∇(b;1)
that we get an exact sequence
Ind∇(ai;ℓi−1) ⊠∇(b;1) −→ ∇(ai;ℓi) −→ 0.
Since L(bk) ∼= Ind∇(b;1) ⊠ · · ·⊠∇(b;1)︸ ︷︷ ︸
k
, by transitivity of induction and Lemma 4.1 (2), we have
Ind(N ⊠ L(bk)) ∼= Ind(N ⊠∇(b;1) ⊠ · · ·⊠∇(b;1)︸ ︷︷ ︸
k
) −→M −→ 0.
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Hence, from [16, Lemma 3.7], we conclude that
εb(hdM) = k, N ≃ e˜
k
b (hdM),
and all the other composition factors L of M have εb(L) < k. On the other hand, from Lemma 4.2
and Lemma 4.1, we have
0 −→ hdM ≃ (hdM)∗ −→M∗ ≃M,
which yields εb(socM) ≥ k. Therefore, M is irreducible.
Similarly, using the operator e˜∨i in [19, (2.19)], one can prove the assertion (1). 
Combining Lemma 4.3 with (4.2) and Lemma 4.1, we obtain the following proposition.
Proposition 4.4. Let µ = (µ1 ≥ µ2 ≥ . . . ≥ µr > 0) be a Young diagram, and k ∈ Z>0. Assume that
k + µ1 − 1 ≤ n. Then
(1) Ind∇µ[k] is irreducible,
(2) Ind∇µ[k] is isomorphic to Ind
t∇µ[k].
Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λs > 0) be a Young diagram and let Ψλ : B(λ) −→ Y
s be the injective
map defined by (1.2). For a semistandard tableau T of shape λ, define
(4.5) ∇T := ∇µ(s) [s]⊠∇µ(s−1) [s− 1]⊠ · · ·⊠∇µ(1) [1],
where Ψλ(T ) = (µ
(1), . . . , µ(s)).
Let µ = (µ1 ≥ . . . ≥ µr > 0) be a Young diagram, and
tµ = (c1 ≥ . . . ≥ ct > 0).
For k ∈ Z>0, define
i(µ; k) := (k, . . . , k︸ ︷︷ ︸
c1
, k + 1, . . . , k + 1︸ ︷︷ ︸
c2
, . . . , k + µ1 − 1, . . . , k + µ1 − 1︸ ︷︷ ︸
ct
) ∈ Iαµ[k].
If k + µ1 − 1 ≤ n, then it follows from Proposition 3.1 and Proposition 4.4 that
i(µ; k) occurs in ch(Ind∇µ[k]) with multiplicity
tµ! := c1!c2! · · · ct!.(4.6)
By Proposition 3.1 and (4.6), we deduce
i(µ(s); s) ∗ · · · ∗ i(µ(1); 1) occurs in ch(Ind∇T ) with multiplicity
tµ(s)! · · · tµ(1)!.(4.7)
Now we will state and prove one of our main results.
Theorem 4.5. Let T be a semistandard tableau of shape λ. Then hdInd∇T is irreducible.
Proof. Let Ψλ(T ) = (µ
(1), . . . , µ(s)) and let Q be a quotient of IndT . It follows from Proposition 4.4
that (Ind∇µ(s) [s]) ⊠ (Ind∇µ(s−1) [s− 1])⊠ · · ·⊠ (Ind∇µ(1) [1]) is irreducible. Then, by Lemma 3.3, we
have the following exact sequence
0 −→ (Ind∇µ(s) [s])⊠ (Ind∇µ(s−1) [s− 1])⊠ · · ·⊠ (Ind∇µ(1) [1]) −→ Resα
µ(s)
[s],...,α
µ(1)
[1]Q,
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which implies that, by (4.6) and (4.7),
i(µ(s); s) ∗ · · · ∗ i(µ(1); 1) occurs in chQ with multiplicity tµ(s)! · · · tµ(1)!.
Therefore, our assertion follows from Lemma 3.11. 
Thus we obtain a map B(λ)→ B(∞) ⊗Tλ ⊗C given by
T 7→ hdInd∇T ⊗ tλ ⊗ c (T ∈ B(λ)).
We will show that this map is the strict crystal embedding which maps the maximal vector Tλ to
1⊗ tλ ⊗ c. Here, 1 is the trivial R(0)-module.
For a Young diagram µ = (µ1 ≥ µ2 ≥ · · · ≥ µr > 0), let
µ+ := (µ1 − 1 ≥ µ2 − 1 ≥ · · · ≥ µr − 1 ≥ 0).
For k = 1, . . . , n with k − µ1 + 1 ≥ 1, we define
∇̂µ[k] := ∇(k−µ1+1;µ1) ⊠∇(k−µ2+1;µ2) ⊠ · · ·⊠∇(k−µr+1;µr),
t∇̂µ[k] := ∇(k−µr+1;µr) ⊠∇(k−µr−1+1;µr−1) ⊠ · · ·⊠∇(k−µ1+1;µ1).
Pictorially, the modules ∇̂µ[k] and
t∇̂µ[k] may be visualized as follows:
k − µ1 + 1
k − µ1 + 2
.
.
.
k •
...
•
•
•
...
•
· · ·
•
...
•
,
↑
∇̂µ[k]
k − µ1 + 1
k − µ1 + 2
.
.
.
k •
...
•
· · ·
•
...
•
•
...
•
•
↑
t∇̂µ[k]
µ1
µ2
µr µr
µ2
µ1
By Lemma 4.3 and Lemma 4.1, we have the following lemma.
Lemma 4.6. Let µ = (µ1 ≥ · · · ≥ µr > 0) and k = 1, . . . , n with k − µ1 + 1 ≥ 1.
(1) Ind∇̂µ[k] is irreducible.
(2) Ind∇̂µ[k] is isomorphic to Ind
t∇̂µ[k].
(3) εk(Ind∇̂µ[k]) = r.
(4) e˜rk(Ind∇̂µ[k]) ≃ Ind∇̂µ+ [k − 1].
Let T be a semistandard tableau of shape λ = (λ1 ≥ · · · ≥ λs > 0). Suppose that T is not the
maximal vector Tλ. Write Ψλ(T ) = (µ
(1), . . . , µ(s)) and
µ(i) = (µ
(i)
1 ≥ µ
(i)
2 ≥ · · · ≥ µ
(i)
λi
≥ 0) (i = 1, . . . , s).
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Recall the notations given in Lemma 1.4:
iT := min{µ
(i)
j + i− 1| 1 ≤ i ≤ s, 1 ≤ j ≤ λi, µ
(i)
j > 0},
T+ := the tableau of shape λ obtained from T by replacing the entries
iT + 1 by iT from the top row to the iT th row.
We define
µ(i) := (µ
(i)
j | µ
(i)
j + i− 1 6= iT ) for 1 ≤ i ≤ s,
µmin := (µ
(i)
j | µ
(i)
j + i− 1 = iT , 1 ≤ i ≤ s).
Note that µmin is not the empty Young diagram (0, 0, . . .) and, by construction, for any component
µ
(i)
j in µmin, we have
µ
(i)
j′ ≥ µ
(i)
j for j
′ ≤ j, µ
(i′)
j′ + i
′ ≥ µ
(i)
j + i for i
′ < i.(4.8)
Example 4.7. We use the same notations as in Example 1.3 and Example 1.5. Consider the following
diagram for Ψλ(T ):
1
2
3
4
5
6
↑
µ(1)
↑
µ(2)
↑
µ(3)
↑
µ(4)
↑
µ(5)↓
µ
(1)
3
↓
µ
(1)
4
↓
µ
(2)
3
Then we have
µmin = (µ
(1)
3 , µ
(1)
4 , µ
(2)
3 ),
µ(1) = (µ
(1)
1 , µ
(1)
2 , µ
(1)
5 , µ
(1)
6 ), µ
(2) = (µ
(2)
1 , µ
(2)
2 , µ
(2)
4 ),
µ(3) = (µ
(3)
1 , µ
(3)
2 ), µ
(4) = (µ
(4)
1 , µ
(4)
2 ), µ
(5) = (µ
(5)
1 ).
Pictorially, the partitions µmin and µ
(i) (i = 1, . . . , 5) are given as follows:
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1
2
3
4
5
6
↑
µ(min)
↑
µ(1)
↑
µ(2)
↑
µ(3)
↑
µ(4)
↑
µ(5)
By Proposition 4.4, Lemma 4.1 (2) and (4.8), we obtain
Ind∇T ≃ Ind(∇µ(s) [s]⊠ · · ·⊠∇µ(1) [1])
≃ Ind(t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])
≃ Ind(t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1]⊠
t∇̂µmin [iT ]).(4.9)
In the same manner, we have
Ind∇T+ ≃ Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1]⊠
t∇̂µ+min
[iT − 1]).(4.10)
Now, we will prove our main result.
Theorem 4.8.
(1) For T ∈ B(λ), hdInd∇T is an irreducible R
λ-module.
(2) The map Φλ : B(λ)→ B(λ) defined by
Φλ(T ) = hdInd∇T (T ∈ B(λ))
is a crystal isomorphism.
Proof. Let λ = (λ1 ≥ · · · ≥ λs > 0), and let
φλ : B(λ)→ B(∞)⊗T
λ ⊗C,
T 7→ hdInd∇T ⊗ tλ ⊗ c.
We first show that φλ is the strict crystal embedding which maps the maximal vector Tλ to 1⊗ tλ⊗ c.
Here, 1 is the trivial R(0)-module. It is obvious that φλ maps Tλ to 1⊗ tλ⊗ c. If Tλ = e˜
max
i1 · · · e˜
max
ik
T
for T ∈ B(λ) and ij ∈ I, then it suffices to show that
e˜maxi1 · · · e˜
max
ik
φλ(T ) = φλ(e˜
max
i1 · · · e˜
max
ik
T ).
We will use induction on ht(λ − wt(T )). If wt(T ) = λ, then there is nothing to prove. Assume that
ht(λ− wt(T )) > 0. Write Ψλ(T ) = (µ
(1), . . . , µ(s)) and
µ(i) = (µ
(i)
1 ≥ µ
(i)
2 ≥ · · · ≥ µ
(i)
λi
≥ 0) (i = 1, . . . , s).
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From (4.9), we obtain
Ind∇T ≃ Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1]⊠
t∇̂µmin [iT ]).
Let
ε := εiT (Ind
t∇̂µmin [iT ]) ∈ Z>0.
Since ∆iT (∇(i;µ(i)j )
) = 0 for any µ
(i)
j ∈ µ
(i), it follows from Proposition 3.1 that
εiT (Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])) = 0.
By Lemma 3.3, we have the following nontrivial map:
(Indt∇µ(s) [s])⊠ · · ·⊠ (Ind
t∇µ(1) [1])⊠ (Ind
t∇̂µmin [iT ]) −→ Res(hdInd∇T ),
which implies that, by Proposition 4.4 and Lemma 4.6,
ε = εiT (hdInd∇T ).
Hence, by Lemma 3.9, we have
[eεiT (hdInd∇T )] = q
− ε(ε−1)2 [ε]q![e˜
ε
iT (hdInd∇T )].
On the other hand, by Lemma 3.5, we obtain
eiT (Ind∇T ) ≃ eiT (Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1]⊠
t∇̂µmin [iT ]))
≃ Ind(Ind(t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])⊠ eiT Ind(
t∇̂µmin [iT ])).
It follows from Lemma 3.9, Lemma 4.6 and (4.10) that
[eεiT (Ind∇T )] ≃ [Ind(Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])⊠ e
ε
iT Ind(
t∇̂µmin [iT ]))]
≃ q−
ε(ε−1)
2 [ε]q![Ind(Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])⊠ e˜
ε
iT Ind(
t∇̂µmin [iT ]))]
≃ q−
ε(ε−1)
2 [ε]q![Ind(Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1])⊠ Ind(
t∇̂µ+min
[iT − 1]))]
≃ q−
ε(ε−1)
2 [ε]q![Ind(
t∇µ(s) [s]⊠ · · ·⊠
t∇µ(1) [1]⊠
t∇̂µ+min
[iT − 1])]
≃ q−
ε(ε−1)
2 [ε]q![Ind∇T+ ].
Since eiT is an exact functor, we obtain an exact sequence
eεiT (Ind∇T ) −→ e
ε
iT (hdInd∇T ) −→ 0,
which yields that hdInd∇T+ ≃ e˜
ε
iT
(hdInd∇T ). By Lemma 1.4, we conclude
φλ(e˜
ε
iT T ) = hdInd(∇e˜εiT T
)⊗ tλ ⊗ c
≃ hdInd∇T+ ⊗ tλ ⊗ c
≃ e˜εiT (hdInd∇T )⊗ tλ ⊗ c
= e˜εiT φλ(T ).
By induction hypothesis, φλ is the strict crystal embedding. Therefore, our assertions (1) and (2)
follow from the crystal embedding B(λ)→ B(∞)⊗Tλ (M 7→ inflλM ⊗ tλ) given in [19, (5.10)].
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
As a result, the set {hdInd∇T | T ∈ B(λ)} gives a complete list of irreducible graded R-modules
up to isomorphism and grading shift.
Let us construct the inverse morphism Θλ : B(λ)→ B(λ) of Φλ. The following lemma is crucial.
Lemma 4.9. Let M be an irreducible graded Rλ(α)-module and let T be a semistandard tableau in
B(λ). Then the following are equivalent.
(1) M is isomorphic to hdInd∇T .
(2) wt(T ) = λ− α and dimHOM(∇T ,ResM) 6= 0.
Proof. Assume that M is isomorphic to hdInd∇T . Clearly, wt(T ) = λ−α. Moreover, by Lemma 3.3,
we have
dimHOM(∇T ,ResM) 6= 0.
Conversely, suppose that wt(T ) = λ−α and dimHOM(∇T ,ResM) 6= 0. Then we have a nontrivial
map
Ind∇T −→M −→ 0.
Then it follows from Theorem 4.5 that M ∼= hdInd∇T . 
Given an irreducible Rλ(α)-module M , we take TM ∈ B(λ) such that
wt(TM ) = λ− α and dimHOM(∇TM ,ResM) 6= 0.
By Theorem 4.8 and Lemma 4.9, the tableau TM is well-defined. Now, it is straightforward to verify
that Φλ and Θλ are inverses to each other.
Proposition 4.10. The map defined by Θλ : B(λ)→ B(λ) defined by
Θλ(M) = TM (M ∈ B(λ))
is the inverse morphism of Φλ.
5. Irreducible R-modules and marginally large tableaux
In this section, using the results proved in Section 4, we construct an explicit crystal isomorphism
Φ∞ : B(∞)
∼
−→ B(∞). Consequently, we obtain a complete list of irreducible graded R-modules up
to isomorphism and grading shift.
Let us recall the map Ψ∞ : B(∞)→ Y
n, T 7→ (µ(1), . . . , µ(n)) defined in (2.2). For T ∈ B(∞), we
define
∇T := ∇µ(n) [n]⊠∇µ(n−1) [n− 1]⊠ · · ·⊠∇µ(1) [1].
By Lemma 2.4, if ιλ(T
′) = T ⊗ tλ ⊗ c for T
′ ∈ B(λ), then we have
∇T ′ = ∇T .(5.1)
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Theorem 5.1. The map Φ∞ : B(∞)→ B(∞) defined by
Φ∞(T ) := hdInd∇T (T ∈ B(∞))
is a crystal isomorphism.
Proof. It is obvious that Φ∞ maps the maximal vector T∞ of B(∞) to the maximal vector 1 ofB(∞).
Here, 1 is the trivial R(0)-module. Take a tableau T ∈ B(∞) and suppose that T∞ = e˜
j1
i1
e˜j2i2 · · · e˜
jt
it
T
for some ik = 1, . . . , n, jk ∈ Z>0. Then it suffices to show that
e˜j1i1 e˜
j2
i2
· · · e˜jtitΦ∞(T ) = Φ∞(e˜
j1
i1
e˜j2i2 · · · e˜
jt
it
T ).
Take a dominant integral weight λ ∈ P+ with λ(hi)≫ 0 for all i ∈ I so that one can find T
′ ∈ B(λ)
satisfying
ιλ(T
′) = T ⊗ tλ ⊗ c,
where ιλ : B(λ) → B(∞) ⊗ T
λ ⊗ C is the crystal embedding given in (2.1). Note that Tλ =
e˜j1i1 e˜
j2
i2
· · · e˜jtitT
′. Hence it follows from Theorem 4.8 and (5.1) that
Φ∞(e˜
j1
i1
e˜j2i2 · · · e˜
jt
it
T ) = Φ∞(T∞) = Φλ(Tλ) = e˜
j1
i1
e˜j2i2 · · · e˜
jt
it
Φλ(T
′)
= e˜j1i1 e˜
j2
i2
· · · e˜jtit (hdInd∇T ′) = e˜
j1
i1
e˜j2i2 · · · e˜
jt
it
(hdInd∇T )
= e˜j1i1 e˜
j2
i2
· · · e˜jtitΦ∞(T ),
which completes the proof. 
We now construct the inverse map
Θ∞ : B(∞)→ B(∞)
of the crystal isomorphism Φ∞. Given an irreducible R(α)-module M , we take TM ∈ B(∞) such that
wt(TM ) = −α and dimHOM(∇TM ,ResM) 6= 0.
By Lemma 4.9 and Theorem 5.1, we obtain the following proposition.
Proposition 5.2. The map Θ∞ : B(∞)→ B(∞) defined by
Θ∞(T ) = TM (T ∈ B(∞))
is the inverse morphism of Φ∞.
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