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Заключение. Основным результатом исследования является оценка производствен-
ных мощностей предприятия и построение математической модели плана выпуска продук-
ции ограниченного временем на основе информации о схеме производства продукции, ре-
сурсах. Сформулирована двухкритериальная задача линейного программирования, которая 
включает: 1) критерий максимизации прибыли при заданных ограничениях на сырье и но-
менклатуру продукции; 2) критерий  минимизации затрат на производство, связанный с за-
грузкой оборудования. В докладе будут представлены расчёты производственной мощности 
предприятия и решение оптимизационной задачи. 
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Аннотация. Рассматривается задача управления запасами с учетом запаздываний в постав-
ках. Алгоритм управления запасами синтезирован в условиях неполной информации о модели спроса 
и построен на основе оптимизации линейного и квадратичного критериев, с использованием калма-
новской фильтрации для систем с неизвестным входом и процедуры сглаживания. Приводится при-
мер, иллюстрирующий предлагаемый подход. 
Ключевые слова: управление запасами, временные запаздывания, линейный критерий, 
квадратичный критерий, неизвестный вход, фильтр Калмана; сглаживание. 
 
Введение. Синтез управлений, основанный на оптимизации как линейных, так и 
квадратичных критериев, применяется во многих подходах, например, при управлении по 
прогнозирующей модели [1], при управлении по локальному критерию [2] и др. Основным 
преимуществом метода оптимального управления с такими критериями является значитель-
ное упрощение процедуры синтеза. Отметим, что указанные методы были применены к ре-
шению задач управления техническими системами, химическими процессами, к управлению 
запасами и оптимизации портфеля ценных бумаг [3–7]. В настоящей работе рассматривается 
алгоритм управления по дискретной модели склада с запаздываниями. Предполагается, что 
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модель спроса содержит неизвестные параметры. В отличие от [6], в данной работе рассмат-
ривается модель склада со многими запаздываниями, что позволяет учитывать поставки то-
варов от разных поставщиков. Кроме того, предлагается использовать алгоритмы сглажива-
ния для вычисления оценок с повышенной точностью, используемых при синтезе 
управлений. 
Синтез управлений по квадратичному критерию. Рассмотрим модель склада, ко-
торая описывается дискретным уравнением 
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где ( ) nx R   – вектор, i-я компонента которого ix  – количество товара i-го вида, 
( ) mu R   – вектор поставок (вектор управления), i-я компонента которого ( )iu   – объем по-
ставки товара i-й номенклатуры, ih  – временные запаздывания, ( )
ns k R  – вектор спроса в k
-й такт ( ( )is   – значение спроса i-й номенклатуры), 0x  и ( )j  ( , ( 1),M Mj h h    , 1)  – 
известные векторы, и iA B  заданные матрицы. 
Предполагается, что модель спроса содержит неизвестные параметры: 
( 1) ( ) ( ) ( )s k R R s k f f q k      , 0(0)s s ,                                                            (2) 
где R  – известная матрица, f – известный вектор, R  и f  представляют собой мат-
рицу и вектор неизвестных параметров, которые можно интерпретировать как ошибки в опи-
сании модели. Модель (2) может быть представлена как динамическая модель с неизвестным 
входом 
( 1) ( ) ( ) ( )s k Rs k f r k q k     , 0(0)s s  
где ( ) ( )r k Rs k f    – неизвестный вход.  Модель канала наблюдений за вектором 
спроса имеет вид 
( ) ( ) ( ),w k Hs k k   
где H  – матрица, ( )k  – случайный вектор ошибок, ( )q k  и ( )k – последовательности 
гауссовских случайных векторов со следующими характеристиками: 
M{ ( )} 0, M{ ( )} 0,q k k   M{ ( ) ( )} ,
T
kjq k q j Q M{ ( ) ( )} ,
T
kjk j T    M{ ( ) ( )} 0,
Tq k j   
где 
kj  символ Кронекера. 
В качестве квадратичного критерия используем критерий вида: 
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где M{}  – математическое ожидание, 0, 0iC D   – весовые матрицы, z  – отслежи-
ваемый вектор. 










                                                                                                           
Управление будет рассчитываться из условия (3) с использованием оценок фильтра-
ции ˆ ( )fs   и прогнозов спроса ˆ ( ).ps   Например, для определения (0)u , необходимо решить 
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На следующем шаге, чтобы найти (1)u , необходимо решить систему (4) с 1Mk h  . 
Затем, система (4) решается для 2Mk h  , 3Mk h  , и так далее. 
Получим оценку фильтрации на основе алгоритма калмановской фильтрации с неиз-
вестным входом [8, 9]: 
ˆ ˆ ˆ( ) ( 1) ( 1)f fs k Rs k f r k     + ˆ ˆ( )[ ( ) ( ( 1) ( 1))]f fK k w k H Rs k f r k     , 0ˆ (0)fs s , 
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1
( ) ( ( ) ) ( / 1)n fP k E K k H P k k   P(0) = P0,                                                                       (5) 
где оценка ˆ( )r   представлена ниже (см. (13).  
Экстраполятор, который будет осуществлять прогноз на 1 шаг ˆ ( 1)ps k  , определим 
следующим образом: 
ˆ ˆ ˆ( 1) ( ) ( )p ps k Rs k f r k     ˆ( )( ( ) ( ))p pK k w k Hs k , 0ˆ (0)ps s  
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Значения прогнозов ˆ ( )ps k j  для 2j   определяются по формуле 
ˆ ˆ ˆ( ) ( 1) ( 1)p ps k j Rs k j f r k j        .                                                                          (7) 
Заметим, что в (7) ˆ( 1)r k j   для 2j   можно находить, используя методы анализа 
временных рядов [10] 
Определим оценку rˆ  методом наименьших квадратов по критерию  
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где ( ) ( ) ( )i w i Hs i    ( ˆ( ) ( 1)s i Rs i f   ); V > 0, W ≥ 0 весовые матрицы соответ-
ствующих размерностей, 
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i i V i    . В результате, минимизируя (8), получим 
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где ˆ( ) ( ) [ ( 1) ]k w k H Rs k f      
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Вычислим значение M[ ( )]k  в (9), используя алгоритмы непараметрического сгла-
живания [11, 12]. Применяя аналог ядерных оценок регрессии Надарая-Ватсона [12], имеем 
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В соотношении (11) ( )K   – ядерная функция, j – коэффициент сглаживания. Предла-
гается использовать гауссовские ядра, а коэффициент сглаживания вычислять с помощью 
метода кросс-валидации [12]. 
Минимизация линейного критерия. Определим стоимость хранения товаров на 
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со следующими ограничениями:  
( ) ,i ix k X  [ , ],k k k T    1,..., ,i n                                                                                 (13) 
где ic  – стоимость хранения единицы товара для i-й номенклатуры в единицу времен-
ного интервала, iX  является страховым запасом для i-й номенклатуры. В (12) зависимость 
( , )ix t z  от z определяется с использованием управления (4) и уравнений модели (1). 
Минимизация критерия (12) при ограничениях (13) осуществляется по вектору z с по-
мощью численных методов, и на каждом шаге управление (объем поставок) ( )u k  пересчиты-
вается. Полученное значение оптимального вектора z  дает минимальную стоимость крите-
рия на интервале [k, k + T]. Вектор z  используется для определения объема поставок в 
соответствии с (4), затем решается задача минимизации критерия 1( 1, )J k z  при ограниче-
ниях (13) ( [ 1, 1]k k k T     ). Процедура реализуется рекурсивно. 
 
Поставки определяются с учетом следующих ограничений: 
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где maxG  – грузоподъемность транспортного средства, 
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k   является коэффициентом сжа-
тия. Значение minG  удовлетворяет условию max min maxГK G G G  , где ГK  – коэффици-
ент использования грузоподъемности транспортного средства.  
Заключение. Разработан алгоритм управления запасами с учетом транспортных за-
паздываний поставок от различных поставщиков для моделей спроса с неизвестными пара-
метрами. Для расчета спроса и его прогноза предлагается использовать алгоритмы калманов-
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Abstract. This work is dedicated to forecasting revenue using regression models. Autoregressive 
model, model of seasonal component, model of revenue dependence from day of week are considered. 
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Введение. Выручка является одним из основным показателем деятельности предпри-
ятия. Для планирования бюджета, расходов организации, а также выявления тенденции раз-
вития определяются прогнозные значения выручки. В настоящее время существует большое 
