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Let A(n, d, w) denote the maximum number of codewords in any binary constant weight code 
of length n, minimum distance d and constant weight w. In this note we mention some 
improvements o the lower bounds for A(n, d, w), d<_ 10, given in [2] and [4]. We also mention 
several ower bounds for A(n, 12, w). 
We call a binary constant weight code of length n, minimum distance at least d 
and constant weight w briefly an (n, d, w)-code. As usual we denote the maximum 
cardinality of an (n,d,w)-code by A(n,d, w). In this note we mention some new 
numerical lower bounds for A(n, d, w) which are better than those given in [2] and 
[4]. We also give several lower bounds for A (n, 12, w). We do not mention any upper 
bounds. For these we refer to [2] and [4]. The new lower bounds were found using 
various methods. Some of these codes were originally used as plans for number 
guessing pools. As it is not possible to prove all the mentioned lower bounds here, 
the authors would be pleased to send lists of codewords in any of these codes to 
anyone who requests them. 
In the following Cn always denotes a conference matrix of order n, that is an 
n x n-matrix with diagonal entries 0 and other entries + 1 or - 1, which satisfies the 
equation CnC~ = (n-1)I. For further information, see [3, pp. 55-58]. 
Theorem 1. I f  there exists a conference matrix Cn, then 
A (2n, n, n - 1) >_ 2n. 
Proof. I f  we encode all the rows of Cn first using the rules 0---,00, 1 ~01,  
we get a (2n, d, n -  1)-code C', for which 
n- -2  
d>_2. - -  +2=n.  
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We then multiply all the rows of C,, by -1  and encode the new rows using the 
same rules as before. We obtain another (2n, n, n -  1)-code C". 
Let c be the ith codeword of C". If we multiply only the ith row in the original 
matrix 6", by - 1, we get a new conference matrix. The same distance argument as 
before now applied to this matrix shows that the distance between c and C' is at least 
n. Therefore C--C'tA C" is a (2n, n, n -  1)-code and has 2n codewords. [] 
The resulting code has a nice structure which allows us to build new codes. 
Theorem 2. I f  n is a multiple of  4 and there exists a conference matrix C n, then 
A(2n+l ,n ,n -1 )>_2n+A n, 2, 2 
I f  furthermore, there exists a conference matrix Cn/2 or Cn+ 2, then 
A(2n+ 1,n ,n -  1)-> 3n. 
Proof. If there is a matrix C, we can form the 2n-element (2n, n, n -  1)-code C of 
the previous theorem. If we then take an optimal (n, n/2, n /2 -  1)-code and encode 
its codewords using the rules 0~00,  1 ~ 11, we get a (2n, n, n -2) -code C'. By the 
structure of the codewords of C the minimum distance of the code CO C' is n - 1. 
By adding 0 at the end of each codeword of C and 1 at the end of each codeword 
of C' we therefore obtain a (2n+ 1,n ,n -  1)-code which has 2n+A(n ,n /2 ,n /2 -  1) 
codewords. 
If there exists a matrix Cn+2 (n a multiple of 4), it is well-known that A(n + 1, 
n/2, n/2) _> 2n + 2 and by the Johnson bound consequently A(n, n/2, n/2 - 1)_> n. If 
there is a matrix C,,/2, this is also true by the previous theorem. [] 
As there are conference matrices of orders 8, 10, 12 and 14, we get the lower 
bounds A(17,8,7)_>24 and A(25, 12, 11)_>36. 
Example. Let us encode the rows of the Jacobsthal matrix of order 13 (see [3, 
p. 47]) first using the rules 0~00,  1 ~01,  -1  ~ 10 and then using the rules 0~00,  
1~10,  -1 -*01 .  Then we encode the words of a (13,6,6)-code which has 26 
elements according to the rules 0--,00, 1--, 11. These words together with the words 
00(10) 12 and 00(01) 12 form a (26, 12, 12)-code which has 54 codewords. Therefore 
A(26, 12, 12)_> 54. 
Let us now encode the rows of the Jacobsthal matrix of order 13 first using the 
rules 0~01,  1-~ 11, - 1--,00 and second using the rules 0~01,  1 ~00,  - 1 ~ 11. 
Then we encode the words of a binary code of length 13 and minimum distance 6
which has 32 codewords (see [1]) according to the rules 0~01,  1~10. These 58 
words form a (26, 12, 13)-code. Therefore A(26, 12, 13)>58. 
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Example. When we shorten the extended ternary Golay code we get a ternary code 
of length 9 and minimum distance 6which has 27 codewords. When we encode these 
words using the rules 0-*100, 1-,010, 2--001, we get a (27, 12,9)-code C1. We 
then apply the rules 0~000, 1-,111 to a binary (9,4, 3)-code which has 12 code- 
words and obtain another (27, 12, 9)-code C2. As the union C I tA C2 clearly also is 
a (27, 12, 9)-code we have proved that A(27, 12, 9)_> 39. Therefore A(27, 12, 9) = 39 
by the Johnson upper bound [3, pp. 525-526]. 
In the following tables we give our improvements. The second author has also 
shown that A(18, 8,6)=21 independently of [4]. The entry marked with the letter 
r has been proved by Seppo Rankinen [5]. In parenthesis we give the best previously 
known lower bounds according to [2] and [4]. 
Table 1. Lower bounds for A(n, 10, w). 
W 
n 7 8 9 10 I I  12 
21 13 21 26 (21) 38 38 26 (21) 
22 16 24 31 (22) r42 (38) 46 42 (38) 
23 18 (17) 29 (24) 40 (24) 50 (38) 55 (50) 55 (50) 
24 24 38 (27) 50 (24) 69 (54) 77 (54) 84 (54) 
rDue to S. Rankinen [5]. 
Table 2. Lower bounds for A(n, 12, w). 
W 
n 8 9 10 11 12 13 
23 6* 10" 16" 23* 23* 16" 
24 9* 16" 24* 24 d46" 24 
25 10" b25" 28 a36 c50 50 
26 13" 26 30 36 a54 a58 
27 15" a39" 39 43 57 58 
*Bound is exact. 
a Proved in the text. 
b From a 2 - (25, 9, 3) block design. 
c From a conference matrix. 
d From a Hadamard matrix. 
We would also like to mention a few other lower bounds: A(21,6,6)_>269, 
A(17,6,8)>_173, A(24,8,6)_>78, A(17,8,7)_>24 (proved in the text) and from 
[5] we have A(12, 4, 5) _> 77 which implies A(24, 4, 5)_> 1892 using van Pul's con- 
struction (see [4]). 
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