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Euler functions
Euler Gamma, Γ(z) is defined for z > 0 by:
Γ(z) =
∫ ∞
0
tz−1e−t dt
2/19 Pi?
22333ML232
Euler functions
Euler Gamma, Γ(z) is defined for z > 0 by:
Γ(z) =
∫ ∞
0
tz−1e−t dt
It is an improper integral, but is possible to verify that converges
2/19 Pi?
22333ML232
Euler functions
Euler Gamma, Γ(z) is defined for z > 0 by:
Γ(z) =
∫ ∞
0
tz−1e−t dt
It is an improper integral, but is possible to verify that converges
Gamma extends the factorial since
Γ(z + 1) = z Γ(z)
and being Γ(1) = 1 if n ∈ N we have n! = Γ(n+ 1)
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Euler Reflexion Formula
Γ(x)Γ(1− x) = pi
sinpix
for x /∈ Z
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Euler Beta Theorem If x, y > 0:
Γ(x) Γ(y)
Γ(x+ y)
=
∫ 1
0
s x−1 (1− s) y−1ds
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Euler Beta Theorem If x, y > 0:
Γ(x) Γ(y)
Γ(x+ y)
=
∫ 1
0
s x−1 (1− s) y−1ds
This identity can be reformulated introducing the Euler Beta function:
B(x, y) =
∫ 1
0
s x−1(1− s) y−1ds
in such a way
B(x, y) =
Γ(x) Γ(y)
Γ(x+ y)
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Proof
We start from Gamma’s definition Γ(x) =
∫ +∞
0
tx−1e−tdt then change
variable putting t = u2 so that
Γ(x) = 2
∫ +∞
0
u2x−1e−u
2
du
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Proof
We start from Gamma’s definition Γ(x) =
∫ +∞
0
tx−1e−tdt then change
variable putting t = u2 so that
Γ(x) = 2
∫ +∞
0
u2x−1e−u
2
du
Similarly
Γ(y) = 2
∫ +∞
0
v2y−1e−v
2
dv
Now use Fubini’s Theorem
Γ(x)Γ(y) = 4
∫∫
[0,+∞)×[0,+∞)
u2x−1v2y−1e−(u
2+v2)dudv
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Change to polar coordinateu = ρ cos ϑv = ρ sin ϑ
obtaining
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Change to polar coordinateu = ρ cos ϑv = ρ sin ϑ
obtaining
Γ(x)Γ(y) = 4
(∫ +∞
0
ρ2x+2y−1e−ρ
2
dρ
)(∫ pi/2
0
cos2x−1 ϑ sin2y−1 ϑ dϑ
)
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Change to polar coordinateu = ρ cos ϑv = ρ sin ϑ
obtaining
Γ(x)Γ(y) = 4
(∫ +∞
0
ρ2x+2y−1e−ρ
2
dρ
)(∫ pi/2
0
cos2x−1 ϑ sin2y−1 ϑ dϑ
)
= Γ(x+ y)
∫ pi/2
0
2 cos2x−1 ϑ sin2y−1 ϑ dϑ
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To end the proof we have to show that
B(x, y) =
∫ pi/2
0
2 cos2x−1 ϑ sin2y−1 ϑ dϑ
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To end the proof we have to show that
B(x, y) =
∫ pi/2
0
2 cos2x−1 ϑ sin2y−1 ϑ dϑ
But coming back to Beta’s definition
B(x, y) =
∫ 1
0
sx−1 (1− s)y−1ds
we are done putting s = cos2 ϑ
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Exercise
Show that ∫ 1
0
√
1− x4 dx = 1
4
B
(
1
4
,
3
2
)
Then, converting Beta into Gamma infer that∫ 1
0
√
1− x4 dx =
√
pi
6
Γ
(
1
4
)
Γ
(
3
4
)
Eventually use Reflexion formula to deduce∫ 1
0
√
1− x4 dx = Γ
2
(
1
4
)
√
72pi
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Duplication Formula
It is possible to show that
22x−1Γ(x)Γ(x+ 1
2
) =
√
piΓ(2x)
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Important Remark
Hypothesis f ∈ L(A) is essential and cannot be dropped.
For instance it is possible to show that∫ 1
0
(∫ 1
0
x2 − y2
(x2 + y2)2
dy
)
dx 6=
∫ 1
0
(∫ 1
0
x2 − y2
(x2 + y2)2
dx
)
dy
having f a “bad” singularity at origin
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Important Remark
Hypothesis f ∈ L(A) is essential and cannot be dropped.
For instance it is possible to show that∫ 1
0
(∫ 1
0
x2 − y2
(x2 + y2)2
dy
)
dx 6=
∫ 1
0
(∫ 1
0
x2 − y2
(x2 + y2)2
dx
)
dy
This is not against Fubini’s Theorem since
f(x, y) =
x2 − y2
(x2 + y2)2
/∈ L([0, 1]× [0, 1])
having f a “bad” singularity at origin
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Tonelli’s Theorem Let A ⊂ Rm measurable and f : A→ R measur-
able. Define S as the Rp subset where q-sections of A have positive
measure i.e.:
S = {x ∈ Rp | `q(Ax) > 0}
Then the equality holds∫
A
|f(x, y)| dxdy =
∫
S
(∫
Ax
|f(x, y)| dy
)
dx
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Ordinary Differential Equations
A differential equation is an equation that defines a relationship be-
tween a function and one or more derivatives of that function.
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Ordinary Differential Equations
A differential equation is an equation that defines a relationship be-
tween a function and one or more derivatives of that function.
For instance let y = y(x) be some function of the independent variable
x. The equation
dy
dx
(x) := y′(x) = x2y(x) (1)
states that the first derivative of the function y equals the product of
x2 and the function y itself. An additional, implicit statement in this
differential equation is that the stated relationship holds only for all
x for which both the function and its first derivative are defined
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Given f : Ω ⊂ R2 → Ry′(x) = f(x, y(x)), x ∈ Iy(x0) = y0, x0 ∈ I, y0 ∈ J
where I × J ⊆ Ω is called initial value problem
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
In order to obtain existence and uniqueness for solution to (S) we
assume that b(y0) 6= 0
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Theorem
Function y(x) defined, implicitely by:∫ y
y0
dz
b(z)
=
∫ x
x0
a(s) ds (R)
is the unique solution to (S)
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Theorem
Function y(x) defined, implicitely by:∫ y
y0
dz
b(z)
=
∫ x
x0
a(s) ds (R)
is the unique solution to (S)
Proof. Recalling that b(y0) = b(y(x0)) 6= 0 there exists a neighbor-
hood Ia of x0 such that x ∈ Ia =⇒ b(y(x)) 6= 0. Then if y(x) solves
(S) we can write
y′(x)
b(y(x))
= a(x). (Sb)
17/19 Pi?
22333ML232
Integrating (Sb) from x0 and x we obtain:∫ x
x0
y′(s)
b(y(s))
ds =
∫ x
x0
a(s) ds. (Sc)
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Integrating (Sb) from x0 and x we obtain:∫ x
x0
y′(s)
b(y(s))
ds =
∫ x
x0
a(s) ds. (Sc)
Now change variable putting u = y(s) so from du = y′(s) ds we find
out: ∫ y
y0
y′(s)
b(u)
du
y′(s)
=
∫ x
x0
a(s) ds,
giving thesis (R)
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
thus
d
dx
[B (y1(x))−B (y2(x))] = y
′
1(x)
b (y1(x))
− y
′
2(x)
b (y2(x))
=
a(x)b (y1(x))
b (y1(x))
− a(x)b (y2(x))
b (y2(x))
= 0.
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
thus
d
dx
[B (y1(x))−B (y2(x))] = y
′
1(x)
b (y1(x))
− y
′
2(x)
b (y2(x))
=
a(x)b (y1(x))
b (y1(x))
− a(x)b (y2(x))
b (y2(x))
= 0.
Notice that we used the fact that both y1(x) and y2(x) solve (S)
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
On the other side recalling the definition of B(y) we see that:
B (y1(x))−B (y2(x)) =
∫ y1(x)
y2(x)
1
b(t)
dt.
Now use the mean value theorem for integrals to infer that there
exists yx between y1(x) and y2(x) such that
B (y1(x))−B (y2(x)) = b(yx) (y1(x)− y2(x)) .
Thesis then follows from the assumption b(y) 6= 0, because it implies
y1(x) = y2(x)
