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Abstract
Alzheimer’s disease and other forms of dementia cause cognitive disabilities in the afflicted
person. As a result, the person with dementia often requires assistance from a primary caregiver.
However, while the caregiver is away from the home they are unaware of the person’s status and
may not be able to find out without returning to the home due to dementia’s effects on cognition.
In this thesis work, a system of embedded devices is presented which tracks a solitary dementia
patient in the home in real-time. The system is composed of three main hardware components.
Multiple passive and active sensors are strategically placed to monitor the patient. A number of
custom battery-powered embedded systems read the sensors and wirelessly transmit the sensor’s
values. A central computational node collects the wireless transmissions and analyzes the data.
Two algorithms were developed that detect the patient’s eating activities and location throughout
the home from the sensor data. A web-based user interface was designed that allows a primary
caregiver to remotely view the patient’s status while away from the home.
Numerous trials are performed which test the system’s ability to monitor the patient’s eating
activities and location. The positive results of the trials show that the proposed system is able
to detect eating patterns as defined by rules and localize in real-time the patient in the home,
accurate to a single quadrant of a room.
The proposed embedded system is highly affordable and has two novel features, namely eating
detection and patient localization accurate to a single quadrant of any room in the home. Both
features use sensors installed in the home and do not require the patient to wear any sensors on
their person. The state-of-the-art products currently available are able to localize only to a single
room without the patient wearing sensors.
vii
Chapter 1: Introduction
An estimated 5.2 million Americans had a diagnosed form of Alzheimer’s disease in 2014,
with more than 15 million Americans providing unpaid care for those individuals with Alz-
heimer’s disease and other forms of dementia [1]. Eighty-five percent of the unpaid caregivers
are immediate family but it is not uncommon for other relatives or friends to provide care. It
is estimated that in total these individuals provided 17.7 billion hours of unpaid care, an effort
valued at greater than $220.2 billion.
Of the unpaid caregivers, almost 60% are employed outside the home [2]. They attempt to
balance both titles of paid employee and primary caregiver but their employment often suffers
from consequences including excessive sick and vacation leave, irregular schedules, and lower pro-
ductivity. Some also report missed employment opportunities such as relocation, education, and
promotions. Overall, providing primary caregiving while holding employment leads to greater
levels of mental and emotional stress.
Caregivers must perform a wide array of tasks for a person with dementia (PWD), with the
range varying based on the person’s level of dementia. These most often include the instrumental
activities of daily living (IADL), such as shopping, preparing meals, providing transportation, and
handling household chores. The patients with more severe dementia may need assistance with
the activities of daily living (ADL), such as dressing, bathing, feeding, and using the bathroom.
Dementia patients also suffer from cognitive disabilities and may have issues in the home
while the caregiving family member is absent. The caregiver will return to the patient’s home
not knowing the status of the patient or the history of their daily activities. For example, the
caregiver may prepare food for the patient but cannot tell if the patient ate the food or discarded
it. It is possible to call the patient over a telephone but the patient may have cognitive disabilities
preventing them from recognizing a telephone call, or may not recognize the voice of the caller.
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These uncertainties while the working caregiver must be away from the patient cause great worry
and stress. Having a way to know that their loved one has eaten properly throughout the day,
used the bathroom regularly, and is not in an agitated state, provides relief to the caregiver.
In this thesis an embedded system is proposed that assists caregivers in monitoring the status
of a patient with dementia in their home. The system provides information about the patient’s
eating, giving a history of when eating has happened. It also localizes the patient and shows
a history of the patient’s location and movements in the home. This information allows the
caregiver to roughly assess the patient’s status and determine whether further action should be
taken without any direct interaction with the patient. If the caregiver assesses the situation as an
emergency, they may take measures such as contacting a neighbor and asking them to check in
or contacting emergency services.
While other systems already exist with this capability it is important to emphasize the three
unique traits of this solution when compared to the other systems that were investigated. Primar-
ily, the patient is not required to wear any sensors on their person. It is found that patients with
dementia are resistant to wearing any sort of jewelry or technology they are unfamiliar with. In
addition, when a PWD exhibits an episode of agitation or panic it is common that they remove
any foreign objects on their body, not limited to clothing. Second, the proposed system is capa-
ble of localizing the patient to one of four quadrants in a single room, supporting any number
of rooms in the home. This system also provides a method to track the patient’s eating behavior,
an ability not found in the other systems. Providing this information in a single resource ensures
uniqueness compared to the other systems that were reviewed.
1.1 Proposed Embedded System Overview
The proposed embedded system consists of three types of hardware components and a user
interface. First, we have the sensors. Numerous passive and active sensors are used to monitor
the patient’s activities and location within the home. Second, a number of small, custom battery-
powered embedded devices are responsible for reading the statuses of sensors strategically placed
in the home and wirelessly transmitting this information. They are called sensor nodes due to
2
their direct connection to the sensors in the system. The last hardware component in the system
is a central computational node called the central server. This unit receives the wireless transmis-
sions from the sensor nodes and performs activity recognition on this data. The raw sensor data
as well as the results of activity recognition are made visible to the user through a web interface
hosted by the central server. For security purposes, all the patient’s data is stored within their
home.
1.1.1 Novelty and Contributions
This work presents a novel method for localizing a solitary dementia patient in the home
with a resolution of a quadrant of a room without using any computer vision-based methods
or complex sensors requiring detailed setup. We also present a novel method for detecting eat-
ing activity of a solitary dementia patient by monitoring for preliminary eating actions, such as
the retrieval of silverware and the opening of the refrigerator door. Finally, we present a recon-
figurable general-purpose embedded sensing device that can read analog and digital sensors and
wirelessly transmit the sensor values to a central node.
1.1.2 Advantages and Disadvantages
An advantage of the proposed system is the ability to track eating behavior, localize with a
high resolution, and provide the information for remote viewing in a single solution. Providing
this information without requiring the patient to wear a sensor is very beneficial for applications
in homes of persons with dementia. It is common for dementia patients to refuse to wear sensors
on their body due to unfamiliarity or even paranoia. This is extremely beneficial during a panic
episode where dementia patients will remove foreign objects from their body, rendering useless
a system that utilizes an on-body sensor.
A disadvantage of the current approach to eating detection is the inability to state with cer-
tainty that eating has occurred. The system currently monitors the actions commonly performed
before eating but can not detect the eating action itself. In addition, the proposed system does
not support learning a patient’s normal behavior for the purpose of detecting abnormalities in
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their behavior, such as frequent bathroom visits or going to bed later than usual. Live alerts sent
to the caregiver in the event of an abnormal behavior are also not offered by the system.
1.2 Outline of Thesis
Chapter 1 motivates the research, defines the problem, and briefly describes the proposed
solution. Chapter 2 surveys related products and work. Chapter 3 presents the design and im-
plementation details of the proposed embedded system. Chapter 4 reports experimental results
gathered from testing of the system in a home. Finally, Chapter 5 draws conclusions and outlines
future extensions to the proposed system.
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Chapter 2: Remote Monitoring Systems — Related Work
Thanks to the advancements of technology, systems with the ability to monitor activities in
the home are not rare. However, systems that apply these abilities to better the lives of persons
suffering from some form of dementia or cognitive disability, and the individuals that care for
them, are not so common. This chapter will discuss four such products. The first, Philips Lifeline,
is an assistive technology for seniors living on their own at home. The second product, BeClose,
provides activity tracking of an individual and is marketed towards senior citizens and persons
with dementia. The third, QuietCare, is a commercial product created by Living Independent
Group later purchased by Care Innovations, LLC, an Intel-GE company. The fourth, CareAlert,
is a product offered by CareGenesis Corporation aimed at assisting the caregivers of patients with
dementia.
2.1 Philips Lifeline
The Lifeline product is designed to provide peace of mind to elderly individuals living at home
on their own [3]. The system consists of a pendant worn on the user’s person and a home base
placed somewhere in the home. The system allows the individual to contact emergency services
by only pressing a button on the pendant. Philips also widely advertises the fall detection offered
by the Lifeline system. The pendant contains circuitry which can detect a sudden fall, contact
emergency services, and forward the voice call through the pendant.
The Lifeline system is aimed at the group of elderly individuals who are able to live at home
unassisted but would like the peace of mind brought by a caregiver’s presence. As such, the
Lifeline system does not provide any information about the individual’s current or previous lo-
cations. It also does not claim to monitor the patient’s eating activities. A caregiver of a person
with dementia would not be able to use the Lifeline system to attain status information about the
patient. In addition, the Lifeline system requires that the individual wears a device at all times.
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Persons with dementia are likely to refuse to wear or even remove this foreign device at a time of
need, rendering the system useless.
2.2 BeClose
The BeClose system is an in-home monitoring system that learns an elderly individual’s nor-
mal routines and sends alerts to a caregiver if current actions become abnormal [4]. A number
of small wireless motion sensors are placed in rooms around the home to detect the individual’s
presence in a room. From this information an off-site center abstracts the individual’s activities
and then compares them against a learned history of the person, looking for abnormalities. If a
strange action is detected an alert containing detailed information such as the action, the time,
and the place is sent to the caregiver. They can then contact the individual, a neighbor, or emer-
gency services if desired. The service also offers a web interface for system configuration, data
reports, and activity history.
While BeClose does advertise the ability to detect a missed meal it does not advertise how this
is done or how accurate it may be. Judging by the information provided, this is done through
the individual’s presence in the kitchen and perhaps dining room area. The system does offer
information about the individual’s location but the precision appears to be room-based. With
only a single sensor placed in the room it seems that they monitor the presence or absence of a
person in a room.
2.3 Care Innovations QuietCare
Living Independent Group (LIG), founded in 2002, is a company with goals of monitoring the
location of a person in the home without invading privacy. Their flagship product, QuietCare,
is a system of wireless infrared sensors that when placed in strategic locations in the home would
accomplish this goal. Typically one sensor would be placed in each room, normally above or near
the doorway, and transmit the presence of a body in the room back to a central computation unit
which would then send this data off-site for analysis. The system would learn the typical behav-
iors of an individual then send alerts to a caregiver if the individual’s behavior seemed abnormal
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compared to the baseline. The capabilities of this system provided a feeling of security for those
individuals who are able to live independently but may have accidents.
GE Healthcare, a section of General Electric, aimed to develop a product that offered similar
capabilities but realized that the amount of research required is quite high. In 2008 GE pur-
chased a minority stake in LIG and began mass-marketing the product to gain acceptance from
user groups such as assisted-living facilities and family caregivers. Later, Intel partnered with
GE Healthcare as Care Innovations to assist in supporting LIG’s development of QuietCare [5].
Despite the support the product still has a low market penetration.
The QuietCare resources advertise the ability to detect medical issues such as a urinary-tract
infection by an increase in frequency of bathroom visits. However, they do not advertise the
ability to localize the patient in the home with a resolution better than a single room. Also,
there is no mention of the ability to monitor a patient’s food intake.
2.4 CareGenesis CareAlert
The CareAlert product offered by CareGenesis [6, 7, 8, 9] is a wireless in-home monitoring
system tailored specifically to assist the needs of cognitively-impaired individuals and their pri-
mary caregivers. Wireless sensors mounted in strategic locations throughout the home monitor
the location of the patient and their movements. It also monitors the presence of the patient in
their bed and records their time in and out of bed.
The CareAlert system operates in two modes: day mode and night mode. In night mode
the system provides live notifications to the in-home central station of the system to alert the
caregiver of the patient’s bed exits, location, and time out of bed. These notifications are effective
in preventing falls of frail patients after night-time bed exits. In day mode, this information is
recorded and available for replay when the caregiver returns to the home.
The CareAlert system cannot provide alerts to a caregiver when the patient is in the home
and the caregiver is not. The capabilities of remote notifications and monitoring are not available
in this system. The proposed system offers the capability to view the patient’s activities from
anywhere in the world so long as the viewer has an Internet connection.
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The CareAlert system was researched and developed by Dr. M. Rowe, a professor and en-
dowed chair in the College of Nursing at the University of South Florida, Tampa, Florida. The
proposed system is inspired and developed in collaboration with Dr. Rowe to improve upon her
previous system, CareAlert, and bring new features to the next version of the system, CareAl-
ertRemote.
2.5 Chapter Summary
This chapter covers numerous remote monitoring products currently available on the market.
All of the products are aimed at providing a service to an elderly person or their caregiver. The
BeClose and QuietCare products both track an individual’s location in the home however neither
have a resolution better than a single room. Solely the BeClose system advertises the ability to
detect a missed meal but their method is not disclosed and appears to be location-based only. A
better solution to both of these problems is desired.
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Chapter 3: Proposed Embedded System — Design and Implementation
The main goal of the proposed system is to provide a remote caregiver with real-time infor-
mation that enables them to assess the status of the patient while away from the home. The
information of greatest interest in this system are the eating history and the location history of
the patient. These requirements were provided when planning for the project began, primarily
because this information is not given in many existing systems.
The proposed system is composed of five main parts. Figure 1 shows a high-level diagram
illustrating the main components of the system and their connectivity. The sensors used to gather
information about the environment and the patient’s interaction with it are shown at the left of
the diagram. This data flows to the right of the diagram where the central server records, analyzes,
and displays it on the web-based user interface.
In this chapter, the five main parts of the system will be discussed in great detail, starting
from where the data originates in the system and following the path of data to the higher-level
parts of the system, ending at where the data is presented to the user. In Section 3.1 the sensors
that provide the data upon which the system operates will be discussed. There are three types
of sensors employed in the system, two for eating detection and the third for localization of the
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Figure 1: Block diagram of the main components in the proposed system.
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patient within the home. In Section 3.2, we will discuss the hardware and configuration of the
custom embedded systems responsible for reading the sensor values, the sensor nodes. Another
embedded subsystem is used to receive, format, and buffer in real-time the transmissions from
the sensor nodes. This component is called the coordinator node and the custom hardware and
software of this component will be covered in Section 3.3. The hardware and software of the
central computational unit of this system, the central server, will be discussed in Section 3.4.
The algorithms responsible for detecting the eating activities of the patient and their location in
the home will be detailed in Section 3.5 and Section 3.6, respectively. Finally, the user interface
to the system will be covered in Section 3.7.
Initially the proposed system was designed as a portion of a larger system. The larger system
offered visual eating detection using a Microsoft Kinect sensor. This mechanism monitored the
patient’s hand motions and position relative to the mouth to determine if the patient exhibited
eating motions. The larger system also offered localization of the patient using Microsoft Kinect
sensors. Fine-grained location of the patient in a single room was tracked so long as the patient
was in the field-of-view of the Kinect. The proposed system began as an augmentation to the
visual eating detection mechanism. If a pattern of preliminary eating activities were detected by
the non-visual eating detection mechanism it would trigger the visual eating detection mecha-
nism. The non-visual eating detection mechanism in the larger system is the same as that in the
proposed system.
The Microsoft Kinect sensor has a few drawbacks in this application. For eating detection the
subject must not look away from the Kinect or it would lose track of the subject’s face. A similar
issue plagued the hand tracking. Due to the Kinect sensor’s limited visible range, numerous
Kinect sensors would need to be deployed in a large room to cover the entire room. Integrating
the information from numerous Kinect sensors had proved to be difficult. In addition, the average
cost of $100 for a single Kinect sensor is costly if we consider a three-room home with one sensor
per room, a sensor in the kitchen, and the high-power computing devices required to process the
information from the Kinect sensors.
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As part of this work, a custom coarse localization mechanism was implemented to provide a
more-featured system. A new interface to the system was designed in order to be independent of
the modules of the larger system. The proposed system is not dependent on the capabilities of the
larger system and the features described in this thesis are self-sufficient and were independently
developed. The hardware and software architecture of the proposed system was designed to be
easily integrated into a larger system if desired.
3.1 Sensors Used in the System
At the lowest level of the hardware hierarchy exist the sensors. The system utilizes two types
of passive sensors to perform eating detection and a single type of active sensor to localize the
patient within the home. All of the sensors used in this system are widely available commercial
off-the-shelf (COTS) products. Avoiding hard-to-find specialty sensors keeps the overall cost of
the system down.
3.1.1 Eating Detection
To perform eating detection it was decided to detect activities that typically occur before eat-
ing takes place. For example, before eating a meal it is common to extract silverware from a
drawer. Another common activity is retrieving food, drink, or condiments from the refrigera-
tor. Relying on a single activity to determine if eating is occurring is not sufficient as patients
with dementia may perform the activity but become distracted or disturbed and not actually be-
gin eating. The system would have to monitor the area for numerous tell-tale activities before
indicating that there is a high chance that the patient has eaten.
It must be noted that the eating detection portion of this system was designed to be an augmentation
to a separate visual eating detection mechanism capable of tracking the eating behavior at a much finer
granularity. The visual eating detection mechanism is not part of this thesis. As we are not tracking
the eating action of the patient but rather actions that commonly occur before eating it is stated that
the currently-proposed system can indicate eating with high confidence and not with certainty.
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Figure 2: Mock-up of a kitchen showing sensor placement for eating detection.
Four activities were chosen that, if performed within a prespecified timeframe, can be used to
indicate with high confidence that the patient has eaten. Figure 2 shows locations in the kitchen
where sensors are placed to detect the four activities below.
1. Silverware has been extracted.
2. Item(s) have been removed from the refrigerator.
3. Food prepared for the patient has been removed.
4. The patient has placed food at their normal eating location.
The first task is to determine that silverware has been extracted. Silverware is most-commonly
held in a designated drawer in the kitchen area: the “silverware drawer.” If the silverware drawer
has been opened then we assume that silverware has been retrieved in preparation for eating.
To detect the opening of a silverware drawer a sensor similar to the ones used to monitor
windows and doors in home alarm systems is used. These sensors are commonly reed switches,
and consist of a switch and a magnet. Bringing the magnet near the switch will activate it, and
moving the magnet away will deactivate the switch. The switch and magnet are mounted in the
silverware drawer in a fashion that brings the magnet near the switch when the drawer is closed.
Further information regarding reed switches (and switches in general) is given in Appendix A.1.
The reed switch used in this system is in the normally-open configuration. When a magnet
is placed near the reed switch it is activated and the contacts close, providing continuity between
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Figure 3: Schematic of common configurations for sensing single-throw switch states.
the two terminals. Using a switch that has two states, open and closed allows the signal to be
abstracted to two states: drawer open and drawer closed.
As most microcontrollers do not have hardware for detecting continuity it is common to
connect one side of the switch to a source (a voltage source, for example) through a weak resistor
and tie the other side of the switch to the opposite source (ground, in this example). If the switch
is open, the node will be at the potential of the voltage source and sensed as digital value of 1.
If the switch is closed, the node will be at the potential of the reference and will be sensed as a
digital 0. Figure 3 illustrates this setup in both pull-up and pull-down configurations. A weak
resistor is used to prevent a direct short from the supply voltage to ground.
In the proposed system, pull-up resistors provided by the hardware on the sensor nodes pull
the sensed side of the switch to the supply voltage when the switch is open, reading as a digital 1
when the drawer is open. When the drawer is closed, the switch closes and the node is pulled to
ground which consequently is sensed as a digital 0.
The next activity of interest for performing eating detection is the retrieval of item(s) from the
refrigerator. It is possible to determine with high accuracy that a specific item has been removed
from the refrigerator. One solution is to attach RFID tags to every item in the refrigerator and
monitor their presence. This approach, however, is complicated and costly. A simpler, albeit less
accurate approach, is to monitor the refrigerator door. When the door is opened it is assumed that
13
an item is retrieved from (or placed into) the refrigerator. We are not concerned with determining
whether the item is incoming or outgoing, but rather if the refrigerator was indeed opened.
A suitable sensor for this purpose is the same sensor used for detecting opened doors, and
is indeed the same sensor used to monitor the silverware drawer: a reed switch. The magnet is
mounted so it is near the switch when the refrigerator door is closed. The same switch is used
with the magnet in the same configuration so the same outputs are expected: the digital value is
1 with the door open and 0 with the door closed.
It is possible to use the signal provided by the switch which controls the light in the refriger-
ator. However, doing so would increase the complexity of the setup procedure as the hardware
configuration of the refrigerator sensing mechanism would depend on the make and model of
the refrigerator present in the home. By installing a separate switch on the refrigerator the setup
procedure remains the same for every home.
The third activity of interest is the removal of prepared food. Patients with dementia that
are unlikely to eat regularly are likely unable to prepare their own food. In these scenarios the
caregiver will prepare food for the patient and place it in a designated area. It is desired to know
that the patient has removed this prepared food from the area where it was placed by the caregiver.
To do so a weight sensor is utilized. When the food is placed on the sensor the caregiver can
signal to the system that they are leaving. The system can then read the value of the sensor and
store it as an initial value. A large variation from this initial value would indicate that the food
has been removed from the sensor.
Sensors designed for measuring weight accurately are too large to be easily concealed and
can be rather expensive. For this application we are not interested in precise weight differences
but rather that there has been a large change in the weight on the sensor. A sensor similar to a
weight sensor but without emphasis on determining precise weight exists: force-sensitive resis-
tors. These sensors have a resistance that varies with the amount of mechanical force applied to
them. As we are expecting to see a relatively large change in weight between food present and
food absent these sensors are suitable for the purpose. The force-sensitive resistor used in this
14
VCC
10kΩ
MEASURE VOLTAGE HERE
Figure 4: Schematic of voltage divider configuration for force-sensitive resistors.
system is part number FSR408 from Interlink Electronics, a 10 mm x 622 mm resistive strip.
Further information about force-sensitive resistors is given in Appendix A.2.
As with the reed switches, general-purpose microcontrollers typically do not have built-in
hardware for reading resistance. A common solution to this problem is to build a voltage di-
vider and measure the voltage at the node between the two resistances. The resistance of the
force-sensitive resistor is the value of interest. By building a voltage divider with another resis-
tor of a known resistance and measuring the voltage between the two resistors using an analog-
to-digital converter (ADC), which is commonly found on microcontrollers, we can determine
the unknown resistance. Figure 4 illustrates the setup used in the system to measure the force-
sensitive resistor value.
The final activity of interest for detecting eating is the placement of food at the patient’s usual
dining location. In the patient’s home there is often a designated eating area where the individual
will habitually eat their meals. We want to detect that the patient has sat down at this area with
a meal.
The first approach involved detecting the presence of the patient in the chair at the dining
room table. This approach has a flaw that prevented us from pursuing this path. The method
used to detect their presence would require placing sensors on the floor or on the chair. Both of
these approaches were classified as hazardous as the patient may trip over them. We decided to
instead monitor the placement of food on the table. Patients with dementia form strong habits,
including the location where they eat. This allows us to place a weight sensor under a placemat
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on the dining room table in their typical eating location. When the patient places their food on
the placemat its presence will register in the sensor.
The sensor used in this location is the same sensor used to detect their retrieval of prepared
food, as the item is the same only the action is the inverse. Again, the system is looking only for
a large change in the force applied to the sensor.
3.1.2 Coarse Localization
To localize the patient within the home we decided that high precision was not required. The
ability to localize the patient to a room within a house was sufficient enough for this approach,
with any further precision being welcomed. As more is usually better, we decided to implement
the ability to localize a patient to a single quadrant of any room in the home. Each room would
be divided up into four similarly-sized areas with a distinct boundary between the areas and also
between rooms of the house.
As the system emphasizes the fact that the patient does not wear any sensors, all the sensors
for localization would need to be placed in the rooms. To reduce intrusion and increase a sense
of privacy the sensors would need to have a small footprint so as to be easily concealed. Also,
a simplistic setup that does not require any specialized equipment is beneficial, as a complicated
setup procedure increases setup cost due to increased time and equipment cost.
During normal ambulation it is expected that the patient will walk upright on both legs. Us-
ing this assumption, a sensor that detects line-of-sight between one side of the room and another
at the patient’s midsection would suit this purpose well. If the patient’s body breaks line-of-sight
then this change is detected by the sensor and can be used to infer the patient’s movement. In
a rectangular room, sensors can be placed on opposite walls, crossing lines near the center of
the room (see Figure 5). The two crossed lines created by these sensors would together form
boundaries between four quadrants in a room. By placing an additional sensing mechanism at
the doorway, the entrance into a room and the movements within a room can all be sensed. The
doorway activity could be detected with a reed switch but many times the internal doors are
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Figure 5: Example setup for localization sensors in a single room.
not shut after opening, rendering this mechanism useless. For simplicity, the same line-of-sight
sensor is used to detect the passage through a doorway.
A photoelectric sensor was chosen to fill these requirements. A photoelectric sensor emits an
infrared beam of light and detects the presence of this light, outputting a value. If the sensor does
not detect the light, it outputs a different value. Photoelectric sensors come in many different
operating modes, such as through-beam, diffusion, and retroreflective. More information on the
differences between the photoelectric sensor modes of operation and how they work is given in
Appendix A.3.
An industry-quality retroreflective-mode photoelectric sensor from Micro Detectors was cho-
sen for the system, part number QMIC-0N-0A. This particular sensor is a retroreflective photo-
electric sensor with a sensing distance of up to 7 m in one direction (14 m round-trip). It requires
a supply voltage of 10 VDC to 30 VDC and has an open-collector NPN output. The sensor is
shipped with a 1.75 in x 2.5 in retroreflector suitable for use with it, part number RL116. The
single-unit cost of the sensor at the time of purchase was approximately $43.1 For a three-room
home this will equate to ($43× 2 sensors/room× 3 rooms)+ ($43× 3 doorways), roughly $387
for the nine sensors.
The open-collector NPN output on the sensor is very similar to a normally-open switch.
When the sensor detects the light beam it emits, the output is in a high-impedance state, much
1All cost figures given in this thesis are in U.S. dollars.
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like the collector terminal on an NPN bipolar-junction transistor when the base current is zero.
When the sensor no longer detects the light beam, the output is pulled to ground, sinking any
current on the pin. This is similar to the collector of an NPN BJT when the emitter is tied to
ground and the base current is above the saturation current.
The setup for detecting the status of this sensor’s output is identical to the setup used on the
reed switches. A pull-up resistor is attached to the pin and the output of the sensor will be pulled
to VCC when the sensor detects the beam of light. When the beam is broken, the NPN transistor
in the sensor is activated and the pin is pulled to ground. This transition in potential results in a
change of digital values from 1 to 0, which can easily be detected by any digital hardware. The
benefit of the NPN output compared to one that drives both a high and a low level is that the
high level can be any voltage. This prevents the issue of shifting the high level to a voltage that
the sensing circuitry can tolerate. The high level is typically the supply voltage of the sensing
device.
3.2 Sensor Nodes
The sensor nodes are responsible for providing the central server with the statuses of the
sensors in the system. The sensor node design is a custom embedded system with wireless com-
munication, digital I/O, and analog inputs. It was designed to be physically small in size and
battery powered to allow easy concealment.
3.2.1 Hardware
A printed circuit board (PCB) was designed to fulfill the requirements of the sensor node. The
PCB was designed using KiCAD, a free and open-source ECAD software suite [10]. KiCAD has
utilities for schematic capture and PCB layout with great netlist integration, DRC, and parts
libraries. It also does not place any restrictions on the physical design, such as size, number of
components, or number of layers.
The two-layer PCB design measures 1.75 in x 2.30 in (see Figure 6). Each sensor node can
support up to six sensors, three digital and three analog. The analog and digital sensors interface
through two separate 6-pin headers. The intention was to connect the reed switches and photo-
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Figure 6: Top (a) and bottom (b) views of the custom PCB used to implement the sensor nodes.
electric sensors to the digital inputs and the force-sensitive resistors to the analog inputs. Power to
the system can be provided through a micro-USB jack from a 5 V cell phone charger or through
a two-pin header. A 3.3 V regulator ensures the components on the PCB receive a steady supply
voltage of 3.3 V as required by the wireless component on the board. There is a green status LED
on the board that is controlled by the wireless communication module.
To save design cost, the same PCB design is used for the coordinator node in the system. The
coordinator node is responsible for receiving and decoding all the transmissions from the sensor
nodes and will be discussed in Section 3.3. In the sensor node instances, the microcontroller and
supporting components are not populated on the board.
Wireless communication on each sensor node is provided by the XBee Series 1 RF module
from Digi International. These modules are standalone solutions that can function as a drop-in
wireless replacement for serial communications. Provided that the transmitting and receiving
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modules are configured properly, any data sent to the transmitting XBee module’s UART port
can be read directly from the receiving module’s UART port. The XBee Series 1 modules also
offer multiple digital I/O and analog inputs, can be reconfigured wirelessly, and have numerous
sleep modes, with the deepest sleep consuming only 10 µA at 3.3 V [11]. More information about
the XBee RF modules can be found in Appendix A.4.
The sensor nodes take advantage of the XBee module’s capability to sample inputs and trans-
mit the statuses periodically, so a microcontroller is unnecessary on the sensor nodes. Doing
so reduces overall power consumption of the board and also decreases the unit cost. The only
“intelligent” element in a sensor node is the XBee module. In essence, the sensor nodes act as
“dummy slave devices” that simply provide the system with the raw sensor data.
The full parts list to build a single sensor node is shown in Table 1. A schematic of the PCB
design for the sensor node is shown in Figure B.2 in Appendix B. For system testing each sensor
node has a 3xAA battery holder attached to the PCB. This enables the sensor nodes to be portable
and self-powered.
The total cost to build a single sensor node at the time of the build was $38.53, including PCB
manufacturing costs. A total of nine PCBs were ordered from Osh Park [12], a PCB prototyping
service similar to what MOSIS does for IC designs. Osh Park combines numerous orders and
submits them as large designs for fabrication, then separates the individual designs and ships them
to the customer. At the time of purchase Osh Park’s cost was $5 per square inch of design for a
batch of three. In total, the PCB order came to 1.75 in× 2.3 in× $5/in2× 3 batches = $60.60 for
a batch of nine PCBs. This gives a single PCB cost of about $6.73 for a total cost per sensor node
of $38.53. In higher quantities it is expected that parts unit costs as well as PCB costs to decrease
by as much as 40%, for a unit cost of under $25.
In the current configuration each sensor node pulls 60.8 mA at 4.38 VDC at idle. This mea-
surement was taken between the battery pack attached to each sensor node and the 2-pin power
input on the PCB. The current power consumption of a sensor node gives a runtime of approxi-
mately 32 hours from the 2000 mAh batteries. In this state the XBee RF module is in active mode.
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Table 1: Bill of materials for a single sensor node.
Item QTY ref Manufacturer Part Number Description Price/Unit Cost Supplier Supplier Part Number
F F UF STMicroelectronics LDFFFOSJJTR VregvylinearyJbJV pb%GIy pb%GIy DigimKey %hOmF5%5mFmND
5 F U5 DigiyInternational XB5%mAPImppF XBeeySeriesyF FhbppIy FhbppIy DigimKey fp5mF5OJmND
J 5 P5vPJ TEyConnectivity 5G5GJ%mf terminalyblockvyfypos Jbf5Iy Ob5%Iy DigimKey AhGJJOmND
% J RFbbRJ Stackpole RMCFpGpuJTFpKp ResvyFpKvyuXvypGpu pbpJIy pbphIy DigimKey RMCFpGpuJTFpKpCTmND
u J CFvCJvC% Kemet CpGpuCFp%KuRACTU CapvypbFuFvyFpXvyupVvypGpu pbFpIy pbJpIy DigimKey JhhmFFOpmFmND
f F C5 Kemet ESKFpfMpJuACJAA CapvyFpuFvy5pXvyJuV pbFuIy pbFuIy DigimKey JhhmfuhGmND
O 5 SullinsyConnectorySolutionsNPPNFpFBFCNmRC Connvyreceptvy5mmyFppos Fb5JIy 5b%fIy DigimKey SuOuFmFpmND
G F Pu FCI FpFFGFhJmpppFLF USBymicromBvysmtvyfemale pb%fIy pb%fIy DigimKey fphm%fFfmFmND
h F P% TEyConnectivity 5G5GJ%m5 terminalyblockvy5ypos Fb55Iy Fb55Iy DigimKey AhGJJJmND
Fp F DF LitemOn LTSTmCFOpKGKT LEDvygreenvypGpu pbJOIy pbJOIy DigimKey FfpmF%F%mFmND
FF F Ru Stackpole RMCFpGpuJT5OpR Resvy5OpvyuXvypGpu pbpJIy pbpJIy DigimKey RMCFpGpuJT5OpRCTmND
F5 F OshyPark Printedycircuityboard fbOJIy fbOJIy
Parts total JFbGpIy
Assembly total JGbuJIy
If placed in a sleep mode, the pin-change detection mechanism offered by the module is inactive
and will not react to state changes on configured digital inputs. In order to prevent loss of data
all XBee modules used on sensor nodes are in an active mode. Methods for reducing the power
consumption of the sensor nodes are described in Section 5.1.3.
3.2.2 XBee RF Module Configuration
The XBee module is the only configurable or programmable hardware in the sensor node
design. The periodic sampling of the sensors and the transmission of the values are handled by
the module’s configuration.
The XBee modules can be configured through the serial interface or the wireless interface. For
initial configuration it is easiest to do so through the serial interface using the module’s default
settings given in the datasheet. For the XBee Series 1 module, the default parameter values are
the following.
• Baud rate: 9600
• Flow control: None
• Data bits: 8
• Parity: None
• Stop bits: 1
Configuration of the parameters is done by sending AT commands over the serial interface.
AT commands were historically used to send commands to modems and similar equipment.
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For the XBee modules the protocol requires first sending the character sequence +++ to enter
command mode. Then, the parameters are modified by sending AT followed by the parameter
acronym, such as DL, followed by an optional value if the command requires one, followed by
a carriage return. To set the low word of the destination address to 40A1B613 the command
would be ATDL40A1B613\r. To exit command mode you must send the command ATCN\r.
Digi International has a software utility called X-CTU which can be used to set the parame-
ters in any of their RF modules. A screenshot of the configuration page of the utility is shown
in Figure B.1 in Appendix B. On this screen you can modify any of the modifiable parameters
of the radio. It also provides a brief description of what the parameter controls. The entire
configuration can be written to the radio by selecting the Write button. In addition, configura-
tion profiles can be saved to and loaded from a profile, greatly simplifying the configuration of
numerous radios.
A breakout board was used to assist programming the XBee modules as many computers do
not have a serial port. SparkFun Electronics offers a breakout board called the XBee Explorer
USB (PN WRL-08687, succeeded by PN WRL-11812). This board breaks the pins out to stan-
dard 0.100 in pitch headers but more importantly allows you to communicate with an XBee radio
over a USB interface via the on-board USB-to-serial converter.
We want to ensure that we receive reliable data from the sensors and that sensor activations
are not missed. To reiterate, each sensor node is capable of interfacing with six sensors total, three
of which are analog sensors (force-sensitive resistors) and three are digital sensors (reed switches).
To implement these requirements the XBee modules on the sensor nodes are configured for the
following behavior.
1. Configure three I/O pins as digital inputs.
2. Configure three I/O pins as analog inputs to the internal ADC.
3. Enable the internal pull-up resistors for the three digital inputs.
4. Every 5 seconds sample all six configured inputs (three analog inputs, three digital inputs)
and transmit the statuses.
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Table 2: XBee RF module configuration parameters.
Command Value16 Name Description
1. D5 3 DIO5 Config Digital Input
D4 3 DIO4 Config Digital Input
D3 3 DIO3 Config Digital Input
2. D2 2 DIO2 Config ADC Input
D1 2 DIO1 Config ADC Input
D0 2 DIO0 Config ADC Input
3. PR 83 Pull-up Resistor Enable bitmask 10000011
4. IR 1388 Sample Rate 5000 ms
5. IC 18 DIO Change Detect bitmask 00011000
5. If any of the three configured digital inputs change states (0→1 or 1→0) sample and trans-
mit the status all three digital inputs.
The parameter settings used to implement these behaviors are shown in Table 2. The index of
each entry matches the behavior it corresponds to in the list above. In each column, command is
an AT command, name is the name of the command, value is the value passed to the command (in
hexadecimal), and description describes the significance of the value. Further information about
the AT commands can be found in the XBee RF Module product manual [13].
The remainder of the parameters were left at the default value except for the destination ad-
dress and the personal area network (PAN) ID. The destination address was set to the 64-bit
address of the XBee module on the coordinator node, 0013A200 40A1B613. The PAN ID
was set to the same arbitrary value on all sensor nodes, CAFE. The PAN ID must match in order
for XBee RF modules to communicate.
3.3 Coordinator Node
The coordinator node is named after the central node in an XBee network configured in
the many-to-one topology. The XBee modules assuming this position are called coordinators,
thus the entity hosting this module is titled the coordinator node. The coordinator node is the
middle-man between the central server and the numerous sensor nodes. The coordinator node
is responsible for receiving data from all of the sensor nodes in the system, formatting the data,
and passing it to the central server upon request. It is also responsible for sending remote con-
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Table 3: Bill of materials for the coordinator node.
Item QTY ref Manufacturer Part Number Description Price/Unit Cost Supplier Supplier Part Number
F F UF STMicroelectronics LDFFFOSJJTR VregvylinearyJbJV pb%GIy pb%GIy DigimKey %HOmF5%5mFmND
5 F U5 DigiyInternational XB5%mAPImppF XBeeySeriesyF FHbppIy FHbppIy DigimKey fp5mF5OJmND
J 5 P5vPJ TEyConnectivity 5G5GJ%mf terminalyblockvyfypos Jbf5Iy Ob5%Iy DigimKey AHGJJOmND
% J RFbbRJ Stackpole RMCFpGpuJTFpKp ResvyFpKvyuXvypGpu pbpJIy pbpHIy DigimKey RMCFpGpuJTFpKpCTmND
u J CFvCJvC% Kemet CpGpuCFp%KuRACTU CapvypbFuFvyFpXvyupVvypGpu pbFpIy pbJpIy DigimKey JHHmFFOpmFmND
f F C5 Kemet ESKFpfMpJuACJAA CapvyFpuFvy5pXvyJuV pbFuIy pbFuIy DigimKey JHHmfuHGmND
O 5 SullinsyConnectorySolutionsNPPNFpFBFCNmRC Connvyreceptvy5mmyFppos Fb5JIy 5b%fIy DigimKey SuOuFmFpmND
G F Pu FCI FpFFGFHJmpppFLF USBymicromBvysmtvyfemale pb%fIy pb%fIy DigimKey fpHm%fFfmFmND
H F P% TEyConnectivity 5G5GJ%m5 terminalyblockvy5ypos Fb55Iy Fb55Iy DigimKey AHGJJJmND
Fp F DF LitemOn LTSTmCFOpKGKT LEDvygreenvypGpu pbJOIy pbJOIy DigimKey FfpmF%F%mFmND
FF F Ru Stackpole RMCFpGpuJT5OpR Resvy5OpvyuXvypGpu pbpJIy pbpJIy DigimKey RMCFpGpuJT5OpRCTmND
F5 F UJ Atmel ATMEGAJ5GPmAUR microcontroller Jb5JIy Jb5JIy DigimKey ATMEGAJ5GPmAURCTmND
FJ F PF FCI fOHHfm%pfHLF Jx5yheadervybFppypitch pb5fIy pb5fIy DigimKey fpHmJ5FGmND
F% F R% Stackpole RMCFpGpuJT5pKp Resvy5pKvyuXvypGpu pbpJIy pbpJIy DigimKey RMCFpGpuJT5pKpCTmND
Fu F XF Fox FOXSLFkpGpm5p CrystalvyGMHz pb%uIy pb%uIy DigimKey fJFmFFppmND
Ff 5 CuvCf Kemet CpGpuC5ppJFGACTU Capvy5ppFvyuXvyFppVvypGpu pb5fIy pbu5Iy DigimKey JHHmGpJ5mFmND
FO F Pf HarwinyInc M5pmHHHpu%f headervySPIyconnection pbFOIy pbFOIy DigimKey Hu5m55fGmND
FG F OshyPark Printedycircuityboard fbOJIy fbOJIy
Parts total Jfb%fIy
Assembly total %JbFHIy
figuration commands to the sensor nodes when the central server sends a special instruction to
it.
3.3.1 Hardware
The coordinator node uses the same PCB design as the sensor nodes. In fact, the coordinator
node shares the same hardware with the addition of a few extra components. As this node is
responsible for formatting data received from sensor nodes and also communicating with the
central server it must have some programmable processing on-board. The additional components
are for handling the processing. The full bill of materials for the coordinator node is shown in
Table 3. The hardware unique to the coordinator node are listed as items 12–17. The schematic
for the coordinator node is shown in Figure B.3 in Appendix B.
To handle the on-board processing requirements a microcontroller is installed. The selected
microcontroller is the Atmel ATmega328P running at 8 MHz via an external crystal oscillator.
This is an 8-bit AVR microcontroller sporting 32 KB of on-board flash memory, 2 KB RAM, 23
GPIO pins, and numerous hardware peripherals such as a 10-bit ADC, hardware timers, an SPI
block, and a UART. This model was selected for multiple reasons. First, it has a UART, which
is necessary (a UART can be emulated in software but it is complex) to communicate with the
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Figure 7: Flowchart for the software on the coordinator node.
XBee. Second, it is the same microcontroller used on many Arduino development boards. This
enables usage of a large amount of open-source libraries.
The coordinator node communicates with the central server over a SPI bus. The ATmega328P
microcontroller used on the coordinator node has a dedicated SPI hardware peripheral which is
used for SPI communications. Sensor data as well as special instructions flow through this com-
munication channel.
3.3.2 Software
The coordinator node acts as a middle-man between the numerous sensor nodes and the cen-
tral server. It receives transmissions from the sensor nodes, decodes them, and buffers the data,
waiting for the central server to request the data. Figure 7 shows a flowchart for the software
running on the coordinator node’s microcontroller.
The coordinator node must understand and decode the packets received from the sensor
nodes. The packets sent from the sensor nodes can be one of two different formats. The packet
format depends on whether it was triggered by the periodic timer or by a change in state of a dig-
ital input. Both packet formats are what is typically received when the module is in API mode.
On an XBee module, API mode is an alternative communication mode in which the data that is
sent matches the data that is received. In API mode all the communication between a host device
and the XBee is composed of a binary packet. The coordinator XBee module provides the data
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Figure 8: Format for the API packets received from the sensor nodes.
as API packets because there would otherwise be no way to determine from where the packet
originated. API packets contain information about the source, receive signal strength, and much
more. Figure 8 shows the format for the two packets that the coordinator node will receive.
These formats are specific to the configuration of the XBee modules on the sensor nodes. The
API format contrasts with the transparent operating mode. In transparent mode, the data sent
on the transmitting side and received on the receiving side are equal. Here, the XBee radios are
transparent to the two communicating parties, providing a wireless serial interface.
The coordinator XBee module configuration only differs from the default in a few parameters.
As with the sensor nodes, the PAN ID is set to CAFE. Then the module is set to the coordinator
role by setting the parameter CE to 1. The serial interface baud rate was set to 38400 (BD to 5) to
prevent data overflows due to an insufficient data rate.
To communicate with the XBee module the UART hardware peripheral on the AVR mi-
crocontroller is enabled and set up to match the parameters set in the module, 38400-8-N-1
Flow:None. The XBee module will asynchronously send data out the serial interface as soon
as it receives a packet so a special mechanism was necessary to prevent data loss while the micro-
controller is busy executing code.
An open-source library, avr-uart [14], is used to handle the incoming and outgoing UART
data. This software is a full-featured interrupt-driven UART library for AVR 8-bit microcon-
trollers that uses circular transmit and receive buffers. Using interrupts allows the microcon-
troller to be interrupted from its current task when a new byte of data has arrived in the received
data register of the UART. When this occurs, the library places the new data byte into its circu-
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lar receive buffer. This ensures that incoming data is retrieved immediately and is not lost. The
library’s outgoing mechanism is also interrupt-driven. If there is data in the library’s transmit
buffer an interrupt is called every time the UART has transmitted a byte. When this interrupt
occurs the library loads a new byte from the library’s circular transmit buffer into the UART’s
transmit data register, which the UART hardware will then transmit.
To initialize the library you must only specify the baud rate at which you wish to communi-
cate by passing the baud rate as a parameter to the initialization function in the library. In this
system the baud rate of the XBee coordinator module is set to 38400. The rest of the parame-
ters are default settings. The UART library provides methods for adding a byte to the circular
transmit buffer and reading a byte from the circular receive buffer.
The main loop of the software pulls data from the UART library’s circular receive buffer,
looking for packets from the sensor nodes. It does so by searching for the start delimiter (0x7E)
then checking if the following three bytes form a valid header. Valid headers for each packet type
are shown as bytes 1-4 in Figure 8. If a valid header exists the code extracts the remainder of the
packet, a length given by bytes 2–3 in the packet plus one for the checksum. This packet is placed
in a temporary buffer for holding a valid packet.
With a valid packet in the packet buffer the packet is then decoded. To verify that the packet
data has not been corrupted, the checksum of the packet is verified. To do this, the sum of all the
bytes in the payload (bytes 4–n) is computed. Then, this sum is added to the checksum, modulo
256 (0x100). If the result is 0xFF then the data is valid and the packet is decoded. Otherwise, the
packet is discarded. Decoding involves simply extracting the appropriate bytes from the packet.
It is important to note that the data is binary and not ASCII-encoded.
A custom C struct datatype, defined as NodePacket, is used to hold the data from each
packet. For each valid packet received, a NodePacket item is created and filled with the data
from the packet. The item is then buffered to wait for the data to be requested by the central
server. The coordinator node can hold at most 15 packets of data. Any new data that arrives
after the buffer is full is discarded. Table 4 shows the NodePacket datatype.
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Table 4: Main data structure used in the coordinator node software.
struct NodePacket
C Datatype Member Name Description
uint32_t snh Sensor Node Serial Number High Word
uint32_t snl Sensor Node Serial Number Low Word
uint8_t door1 Digital Sensor 1 Value
uint8_t door2 Digital Sensor 2 Value
uint8_t door3 Digital Sensor 3 Value
uint16_t force1 Analog Sensor 1 Value
uint16_t force2 Analog Sensor 2 Value
uint16_t force3 Analog Sensor 3 Value
uint8_t payload_len Length of XBee Packet Payload
Table 5: Special instructions supported by the coordinator node.
Byte Direction Description
0xAA Central Server→ Coordinator Send packet data to central server. First byte sent must be the num-
ber of packets currently in the buffer.
0xDD Central Server→ Coordinator Clear packet data buffer. All packets currently in the buffer are
discarded.
0xFE Coordinator→ Central Server Acknowledgment.
The central server communicates with the coordinator node over an SPI bus. In this relation-
ship, the coordinator node is an SPI slave device. This means that communication is initialized
by the central server. Special single-byte instructions are sent to the coordinator to request it to
perform actions, such as a packet data request or a sensor node configuration request. Table 5
lists the special instructions currently supported by the coordinator node.
An interrupt is fired when any new data arrives in the SPI data register. This allows the coor-
dinator to capture this data and perform the requested special instruction. The coordinator node
sends an acknowledge byte (0xFE) to signal that it is ready to perform the requested action. As
the SPI bus is controlled by the central server, it may clock the SPI bus before the coordinator
is ready to provide data. This will result in garbage values being retrieved. Using this handshak-
ing protocol ensures that the central server waits for the coordinator node to be ready before
proceeding.
3.4 Central Server
The central server is the central computational element in the system. It is responsible for
storing all sensor data, recognizing activities in the data, and providing a portal to view that data.
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The user interface to the system is currently hosted by the central server. This section is separated
into two subsections, much like the previous sections in this chapter. Section 3.4.1 will discuss
the hardware that composes the central server and Section 3.4.2 will discuss the software running
on the central server.
To better organize the chapter the software algorithms that compose the eating detection
and coarse localization mechanisms have dedicated sections and can be found in Section 3.5 and
Section 3.6, respectively. The software discussed in this section will be the software responsible
for receiving and storing the sensor data. All sensor data is stored in a database, from which the
other elements (such as the user interface and the detection algorithms) can retrieve data. This
modular approach greatly simplifies the code and allows the implementations of each module to
be modified so long as the database schema is constant. It also eliminates the need to implement
a method for synchronizing the data transferred between each module.
3.4.1 Hardware
The central server is the main processing element in the system. The hardware composing the
central server is an embedded platform, the BeagleBone Black by BeagleBoard. The BeagleBone
Black is an open-source community-supported development platform that is self-contained, low-
cost, and runs many popular distributions of Linux, such as Debian, Ångström, Ubuntu, and
many more. The BeagleBone Black is a lower-cost successor to the BeagleBoard, created to be an
equal competitor to the popular Raspberry Pi. It has a physical footprint size of 3.5 in x 2.15 in,
small enough to fit inside an Altoids tin. An image of a BeagleBone Black is shown in Figure 9.
The BeagleBone Black is a commercially-available product that can be purchased from sup-
pliers such as Element14, Adafruit, and Newark. Revision A5C is used in the system and was
purchased for $45. The most current version of the BeagleBone Black is revision C which sells
for $55.
On-board the BeagleBone Black offers a Texas Instruments microprocessor, the AM335x se-
ries ARM Cortex-A8 running at 1 GHz [15]. It also hosts 512 MB DDR3 RAM, 4 GB eMMC
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Figure 9: Overhead view of the BeagleBone Black by BeagleBoard.
flash storage, a micro-SD card slot for additional storage, and two programmable real-time units
(PRU) to handle a developer’s low-level real-time tasks.
For connectivity, the platform offers USB host capability, 10/100 Ethernet, HDMI output,
and two 46-pin expansion headers for GPIO. Through the expansion headers the developer has
access to dedicated hardware peripherals for external communications using SPI (Serial Periph-
eral Interface), I2C (Inter-Integrated Circuit), USART (Universal Synchronous/Asynchronous
Receiver/Transmitter), and CAN (Controller Area Network) protocols. Power to the device
can be provided via a dedicated barrel jack or through a USB client port. The minimal setup for
using the BeagleBone Black is simply a USB cable connecting a PC to the USB client port on the
device.
The central server communicates with the coordinator node using SPI. SPI (Serial Peripheral
Interface) is a synchronous serial communication interface and protocol that provides full-duplex
communication between a single “master” device and numerous “slave” devices and is widely
used in embedded systems. An SPI bus consists of the following conventionally-named signals:
MOSI, MISO, SCK, and SS. MOSI stands for master output slave input and is the unidirectional
data line for data flowing from the master device to a slave device. MISO stands for master input
30
slave output and is for data flowing in the opposite direction, from a slave device to the master
device. SCK is the serial clock line used for timing this synchronous communication protocol
and must have a frequency no greater than that which the slowest slave device supports. SCK is
controlled and generated by the SPI master device. SS stands for slave select and is used to activate
a single slave device. SPI is a communication protocol which allows numerous slave devices to
share the same data and clock lines. Each slave device on the bus has a dedicated SS input line,
allowing unique control of each device. All devices that have a value of 1 on the SS will tri-state
their outputs, releasing control of the MISO data line and allowing another device to use the bus.
In this relationship the central server acts as the master device. It is responsible for controlling
the MOSI, SCK, and SS lines.
The central server is hardwired to the coordinator node through a custom 5-conductor cable.
The cable attaches to connector P6 on the coordinator node and the four spi0 lines in the P9
header of the BeagleBone Black. The cable also carries a ground wire to ensure that both devices
share a common reference.
3.4.2 Software
The software implementing the central server’s functionality was written in a modularized
approach, inspired by object-oriented programming. Each main module uses data from the other
modules but is self-contained and can operate independently. In many software projects this
modularized approach is made difficult by the necessity to pass data between each component.
The same necessity is present in the central server but is solved through the use of a relational
database. The amount of data that must be shared amongst the components is not large and
must be non-volatile, making a relational database a great tool to enforce synchronization while
allowing reliable communication between software components without resorting to compli-
cated message passing. Figure 10 shows all components of the central server (including the two
detection algorithms) and their relationships.
All of the software discussed in this subsection is written in Python 2.7. In fact, all of the
code that implements the functionality of the central server is Python except for the web inter-
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Figure 10: Diagram of the software components that compose the central server.
face, which is written in PHP. Each Python module shown in Figure 10 contains a single class
(in object-oriented terms) except for CentralServer.py. This enforces modularity in the
software.
The CentralServer.py module contains the main function that is the entry point for
the central server software. This module is executed from the command line and calls the other
three modules below it, CoordinatorInterface, EatingDetector, and Localizer.
The main function of this module contains a simple infinite loop that periodically calls the high-
level methods of the three child modules. The main loop does not have a predetermined termi-
nation because the system should not cease functioning unless manually terminated. A preset
period of time is waited between each iteration of the loop. The wait period is 1 s in this system
as a finer granularity is not useful to the current algorithms.
As the database in the central server is the element through which each functional element
of the central server software communicates, as well as stores data in and retrieves data from, its
schema will be discussed first in order to provide proper context. Since queries to the database are
handled by theDBManager class in the Python moduleDBManager.py (as shown in Figure 10)
and not by the functional elements themselves, the methods in this class will also be discussed.
The database used in this system is a SQLite 3 relational database. It is composed of thir-
teen tables, in which each table is classified as a primary table or an ancillary table. The ancil-
lary tables contain information that is initialized after setup of the system and remains constant
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Figure 11: Tables in SQLite database, their columns, and the relationships amongst tables.
throughout operation. The primary tables store data that are generated during operation of the
system. Figure 11 details the tables and the relationships amongst them. The primary tables are
localization, eating_detection, activity, and sensor_state. The remaining
nine tables are ancillary tables and their contents do not change. A brief description for the pur-
pose of each table and the significance of its attributes will be given. Each column that is suffixed
with _id is a foreign key referring to the primary key of another table in the database. The text
appearing before _id is the name or partial name of the table to which it refers.
The table radio holds a record for each XBee radio used in the system. The high and low
words of the serial number are stored, along with a boolean value indicating if the radio is con-
figured as the XBee network coordinator.
The table sensor_type holds information about the different types of sensors used in the
system. The possible entries in the type column are door, force, and photoelectric. The possible
entries in the output_type column are analog and digital.
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The room table stores a record for every room in the house in which the system is set up. A
name is given to each room, such as bedroom or living room, and a brief description of the room
can also be given.
The mechanism table contains only two records: eating detection and localization. These
are the only two detection mechanisms currently supported by the system.
The radio_command table houses commands that can be sent from the coordinator XBee
radio to a specific sensor node or broadcast to every sensor node in the network. These commands
can change the check-in frequency, change the pin configuration, or be any other remote AT
command supported by the XBee Series 1 radios. Currently this feature is not implemented in
the system and this table contains no entries.
Thedirection table holds cardinal and intercardinal directions, such as north and southeast.
This table is used simply to prevent the duplication of these text strings in other tables.
Thequadrant table contains a record for every identified quadrant in the house in which the
system is set up. As room are separated into quadrants for the purpose of localization, this table
gives a unique identifier to each quadrant. Other information that aids in locating this quadrant,
such as the room name and the cardinal direction, are in each record. The room and direction
are foreign keys referring to the room and direction tables, respectively.
The adjacency table specifies the adjacency relationships between two quadrants as well
as the sensor that separates the quadrants. Each entry in this table is a foreign key referring to
another table.
The sensor table contains an entry for every sensor configured in the system. Any given
sensor must have an entry in this table in order for the system to record its values. Each sensor is
assigned a unique identifier, num. The sensor type, related detection mechanism, and XBee radio
to which it is attached are foreign keys. The sensor’s calibration or resting state value can be a
0 or 1 if the sensor type is digital, or any number if the type is analog. The pin number of the
XBee module to which the sensor is attached is also contained in this table.
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The sensor_state table holds an entry for the status of a single sensor for each transmis-
sion received from any sensor node. The record holds the identifier of the sensor this record
pertains to, the time it was stored in the database, and the value of the sensor in this transmis-
sion. The timestamp in each record varies by no more than 1 s from the time the sensor was read
because the sensor node transmissions are pulled from the coordinator node every 1 s. This table
is populated by the CoordinatorInterface class only.
The activity table holds recognized changes in the sensor values. This table is populated
by both the EatingDetector and the Localizer classes. Only the identifier of the sensor is
a foreign key. The remaining columns, previous and current times and sensor values, are dupli-
cates of the data in a record in the sensor_state table. The previous time and previous sensor
value are the time and value from the most-recent change detected at this sensor. The reasoning
for duplicating the fields is to allow the deletion of records in the sensor_state table to reduce
database size, as up to six records can be created by triggering a single sensor. The reasoning for
this will be explained on page 39.
The localization table contains the results of the localization mechanism and is popu-
lated by the Localizer class. Each entry in this table describes a transition of the patient from
one quadrant to another. Each column is a foreign key referring to the quadrant table or the
activity table. Retaining information about the activity from which the transition re-
sulted allows the system to relate the patient’s movement to the sensors which were triggered by
the movement and the time at which this happened.
The eating_detection table holds the results of the eating detection mechanism and is
populated by the EatingDetector class. The entries in the table are a record of the activities
that led to eating being detected. To ensure that the columns in each record refer to or con-
tain only a singular data, a “record” of eating detection will be numerous rows. The num and
num_sensors columns are of the “x out of y” form, where x is an index and y is the number
of entries in the “record.” Each record also contains the primary key of the activity this record
refers to. Entries are ordered chronologically by the primary key of this table.
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The Python class that handles all direct querying and communications with the database is
the DBManager class in DBManager.py. Preventing each functional software element in the
system from directly accessing the database enforces modularity as well as keeps the implemen-
tation of all database queries in a single location. An added bonus is that database connections
are properly created and terminated.
Upon instantiation of an DBManager object, the constructor creates a connection to the
SQLite database file. A similar destructor ensures that this connection is properly closed when
the object is deleted.
Three internal methods are used to query the database, each accepting an SQLite query as
a string parameter. A cursor containing the results of the query (if any) is returned from each
method. The difference between the three methods is the number of parameters that can be
passed in as values in the query. The sqlite3 Python module used by this class allows a place-
holder (‘?’) to be put in a query string if the values are passed in as arguments. This is similar
to the %s placeholder supported by the printf function in C and many other languages. One
method is for queries without parameters, one is for queries with parameters, and one is for
queries with a list of parameters. This third special method allows the same query to be executed
multiple times using a list of arguments.
Many of the methods in this class consist of a simple select or insert statement and do not
warrant specific mention in this section. There is a single method that does, however. The
insertSensorState() method inserts entries into the sensor_state table. Each entry
in this table contains the value of a sensor at a point in time, originating from a transmission from
a sensor node. Each transmission from an XBee radio (and thus, sensor node) contains the pin
status of each configured I/O pin on the radio. When the sensor node transmits the pin statuses,
it transmits the status of every configured I/O pin on the module, regardless of which sensor was
triggered. This means that the sensors in the system are radio-oriented or sensor-node-oriented.
It is beneficial to hide the relation between a sensor and the sensor node it is attached to, as the
system does not care who sent the sensor status but rather what the sensor status is. This method
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performs the translation from each radio-oriented sensor node transmission to a sensor-oriented
database entry.
This translation is performed by first determining the unique ID of the configured sensor that
is hosted by the given serial number on the given pin number. A simple query can retrieve these
results. Then, the ID of that sensor and the sensor value is inserted into the database, along with
a timestamp. If no configured sensor exists in the database with the given radio serial number
and pin number, the method performs no operation.
The CoordinatorInterface.py Python module and contained Python class
CoordinatorInterface handle the low-level communications with the coordinator
node. It requests the node data from the coordinator node, decodes it, and stores the data in
the SQLite database. It is emphasized that this module does not directly interact with the other
modules in the central server software. All data is synchronized through the database.
Upon creation of a CoordinatorInterface object, the special command 0xDD is sent
to the coordinator. As shown in Table 5 this command requests the coordinator node to clear
its internal buffer of sensor node transmissions. Once the coordinator node is powered on it
will begin receiving and storing all sensor node transmissions, even if the central server is not
running. Issuing this special command ensures that old (and possibly garbage) data is not stored.
An instance of the DBManager object is also instantiated upon creation. All database queries
are handled by the DBManager (see Figure 10).
The CoordinatorInterface class has two main functions: getNodeData() and
recordNodeData(). The first function handles the low-level communication with the co-
ordinator node and the decoding of the data. To perform SPI communications a SPI class from
a module made by Adafruit for the BeagleBone Black is imported, Adafruit_BBIO. This class
provides high-level SPI functions such as writebytes() and readbytes().
Each call to the function getNodeData() performs the operations shown in Figure 12. To
request packet data from the coordinator node, it sends the special command byte 0xAA to the
coordinator over the SPI bus. Then, the software waits for the coordinator to respond with the
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Figure 12: Flowchart for the getNodeData function in CoordinatorInterface.
Table 6: Format of packets coming from the coordinator node.
Byte index Information
0–3 Serial Number High Word
4–7 Serial Number Low Word
8 Door 1 Status
9 Door 2 Status
10 Door 3 Status
11–12 Force 1 Status
13–14 Force 2 Status
15–16 Force 3 Status
17 Payload Length
acknowledgment byte, 0xFF, stating that it is ready to proceed with the requested instruction.
One byte is read over the SPI bus. This byte contains the number of packets in the coordinator
node’s packet buffer, where each packet contains the status of each configured input pin on a
single sensor node’s XBee module. This number tells the software how many packets to read
from the coordinator node, where each packet contains 18 bytes (see Table 4). The software then
instantiates an object of the NodeState class which will be used to store the packet’s data. The
bytes in each packet have a significance that is shown in Table 6. Multi-byte fields are transmitted
least-significant-byte first. The NodeState object’s members are populated with the data from
this packet and the object is appended to a list. This procedure is followed for every incoming
packet. Then, the list of NodeState objects is returned.
The function recordNodeData() accepts a single variable as a parameter, which is ex-
pected to be a list of NodeState objects. It then iterates through this list, inserting the data
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from each object into the database via the insertSensorState() method provided by the
DBManager class. This is the method which translates the sensor node data from radio-oriented
to sensor-oriented. The CoordinatorInterface class does not have any knowledge of the
configured sensors that exist in the system. It simply calls the above database method for all six
configured I/O pins on the radio. The database method will only insert a record for the sensors
which exist in the system, which are those that have an entry in the sensor database table.
With a record being created for the number of configured sensors attached to a given sensor
node, up to six records can be inserted from triggering a single sensor. This results in up to six
times more entries in the sensor_state table than necessary, resulting in a bloated database ta-
ble. By duplicating the information in this table into the activity table, the reliance on persis-
tent data in sensor_state is removed. Then, the entire contents of the sensor_state table
can be deleted and the database vacuumed to reduce overall database size and speed up database
transactions. This optimization could be performed periodically, triggered by the disk space oc-
cupied by the database file.
Upon insertion into the database a timestamp is also affixed to each record. This timestamp
is the current Coordinated Universal Time, or UTC time, set in the BeagleBone Black using Net-
work Time Protocol (NTP). In the current configuration, sensor node transmissions are collected
from the coordinator node every 1 s and immediately inserted into the database. This means that
the timestamp attached to each record has a resolution of approximately 1 s.
3.5 Algorithm for Eating Detection
The eating detection mechanism is contained in the EatingDetector class of the Python
module EatingDetector.py. This class is responsible for detecting the eating activity of the
patient in the home using the sensors introduced in Section 3.1.1. A change in state is required of
all the sensors in the system configured for eating detection in order for the system to detect an
eating pattern. The resultant detection of an eating pattern is simply a high probability that the
patient is eating. As there is no mechanism in place to detect the activity of eating itself, it is not
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Figure 13: Flowchart of the algorithm used by the eating detection mechanism.
a certainty. The system detects activity that commonly leads to eating, and thus can only infer
that the patient has eaten. Figure 13 shows a flowchart depicting the eating detection algorithm.
Upon instantiation of an EatingDetector object the constructor builds a list of sensors
that are configured for the eating detection mechanism in the system. These are any records in the
sensor table that have a reference to the string “eating detection” in the mechanism column
of the table. This list of sensors is retrieved via a method of the DBManager object instantiated
by the class’s constructor. A Sensor object is instantiated and its members populated with the
results of this query and inserted into a Python data structure called the dict (short for dictionary).
In Python, a dict is a hash map that can store any hashable value with a key of any hashable value.
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Here, the key in the Python dict is the primary key of the sensor and the stored value is the created
Sensor object.
The constructor then determines the appropriate time from after which to pull sensor data.
The user must enter this time in a pre-specified format if the user desires to use data previously
captured by the system. Otherwise, the system will use the current UTC time for this purpose,
making only live data subject to the eating detection mechanism. A Patient object is instan-
tiated and used to store this time. The time value is updated every time a “detected change” in
sensor state is retrieved from the database.
Before performing any eating detection the sensor values of interest must be extracted from
the sensor_state table in the database. This table contains the states of all sensors connected
to a sensor node when a transmission is received, regardless of which sensor triggered the trans-
mission. The system must first filter out the data that is not of interest. These are sensor states
that have not changed value from the last-known state. These changes are detected by an aptly-
named method of the class: detectChanges(). These “detected changes” are then called an
“activity” and are recorded in the activity database table.
To detect the sensor activities, the detectChanges() method must first determine the
calibration value for the analog sensors in the system, which are the force sensors used to detect
the patient’s retrieval of prepared food and placement of the food at the eating location. The
calibration value for the analog sensors is simply the first sensor state it detects for a given analog
sensor. Ideally, the environment would be first set up and then the system activated, causing this
initial environment state to be recorded as the calibration value. The calibration value for digital
sensors is the value of the sensor in a resting state, a value that is static and known for each digital
sensor type. For the door sensors used on the refrigerator door and the silverware drawer this
value is a digital 0.
Knowing the calibration value the method then iterates through the dict of previously-init-
ialized Sensor objects and retrieves from the database a list of all recorded sensor states for
that sensor ID. For each sensor state the system determines if a change has occurred. The last-
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known value of the sensor is recorded in the Sensor object and is used for comparison against
the retrieved sensor state record. A detected change in sensor state for the purpose of eating
detection is a change in digital value if the sensor output is digital. If the sensor output is analog,
it is a change in value of 5% of the max value. The ADC in the XBee Series 1 radios have a 10-bit
ADC, giving 1024 possible values. A change would be 1024× 5% = 51.2. As the ADC only
reports integer values, this change would be a difference of 51 between the last-known state and
the current sensor state. If a change is detected, the sensor ID, times of the last-known and current
state record, and the last-known and current sensor values are pushed onto a list. A simple list is
used for this purpose as the contents are later accessed sequentially and will not be searched. The
Sensor object is also updated with this new time and value. After iterating through all sensors
in the system, this list is returned.
Another function is responsible for recording these sensor changes. It accepts a list of the
changes in the above format and records the changes via a method of the DBManager object.
The mechanism that detects eating patterns is in the method findEatingPatterns().
This method pulls all recorded eating detection sensor activities (the detected changes) from the
database. In order for an eating pattern to be detected, the following two conditions must be met.
1. The time delta between two consecutive sensor changes is no greater than 5 min.
2. A change has been detected in all configured eating detection sensors in the system.
• For digital door sensors, the sensor status has changed from the calibration value to
the inverse of the calibration value.
• For analog force sensors, the sensor status has changed by 51 from the last-known
value.
The mechanism will iterate through all detected sensor changes (sorted chronologically by
the database query), attempting satisfy both of these conditions. If a sensor change is found and
condition 1 passes, this change is appended into an internal list. This list is used to keep track
of the previous changes and assists in satisfying condition 2. If condition 1 fails at any point,
the internal list of valid changes is cleared. Once condition 2 is satisfied, this internal list holds a
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Figure 14: Flowchart of the algorithm used by the coarse localization algorithm.
chain of events that led up to this activity. This list is returned and is stored in the database as a
history of the activities in the eating pattern. Any detected eating pattern record in the database
consists of n records in the eating_detection table, where n is the number of configured
eating detection sensors.
3.6 Algorithm for Coarse Localization
The coarse localization mechanism is contained in the Localizer class of the Python mod-
ule Localizer.py. This class is responsible for performing coarse localization of a single pa-
tient to one quadrant of any configured room in the home. The sensors used for this mechanism
are discussed in Section 3.1.2. For a three-room home, the patient can be localized into one of
twelve quadrants (provided that they ambulate upright) without the patient wearing any sensors
on their person. Figure 14 shows a flowchart depicting the operations of the coarse localization
algorithm.
Upon instantiation of a Localizer object the constructor builds a list of configured sensors
that are being used for the localization mechanism. These sensors are those which have a reference
to “localization” in the mechanism column of the sensor table. This list is retrieved via an
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instantiation of theDBManager class. For every configured localization sensor, aSensor object
is created and the member variables are populated with the results of the query.
The Sensor.time variable is populated with one of two values. It can be the timestamp
from the most-recent entry for that sensor in theactivity table, or a pre-determined minimum
timestamp (Jan 1, 1970). The decision is made based on whether the mechanism is requested to
use old data (records with a timestamp older than the current time). If it is using old data, the
constructor searches for such data. The record with the most-recent timestamp from this set is
used. If no such data exists (or it is requested to only use new data), the minimum timestamp is
used. This member variable is used to store the last-known time when its records were investi-
gated. This ensures that records in the sensor_state table are not investigated twice, resulting
in incorrect localization.
Each instantiated Sensor object is then inserted into a Python dict with the sensor’s unique
ID as the dict’s key mapping to the Sensor object. Searching for a given sensor is trivial if the
sensor’s ID is known. Utilizing this built-in Python data structure simplifies searching to simply
indexing the dict with the sensor ID.
Another object is created which holds the last-known location of the patient, the time when
this transition occurred, and the activity ID associated with it. The class is called Person. Dur-
ing initialization, this information can come from old data as above or from user-provided infor-
mation. If using old data, the quadrant, timestamp, and activity ID are pulled from the last entry
in the localization table. If using only new data or such old data is non-existent, the user is
asked to enter the patient’s initial quadrant. The other two member variables are initialized to
the minimum timestamp and an activity ID of 0.
The constructor then builds an undirected graph of the home, where each quadrant in the
home is represented by a vertex in the graph and the boundaries of the quadrants are represented
by graph edges. An undirected graph is well-suited for this application as a single quadrant is di-
rectly connected to a very limited number of other quadrants and a transition between quadrants
can be easily represented by a trigger of the sensor that separates them. This approach is also in-
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herently resistant to false triggers of sensors in unconnected quadrants. The graph is undirected
because there is no restriction on how the patient can move about the home.
The undirected graph is represented by an incidence list. Similar to an adjacency list, an in-
cidence list contains the graph’s connectivity, detailing connections between graph vertices. In
constrast, the incidence list stores the vertices that are connected by a given edge. While an adja-
cency list is indexed by vertex and the contents are adjacent vertices, an incidence list is indexed by
edge and the contents are connected vertices. Using this method it is straightforward to associate
a given photoelectric sensor with a specific graph edge.
The incidence list is constructed by retrieving a list of quadrant adjacencies from the
adjacency table through the DBManager object. The result of this query is a list of triples,
each containing two adjacent quadrants in the home (two adjacent vertices in the graph) and the
sensor ID which separates these quadrants (the connecting edge in the graph). For every adja-
cency in the list of triples resulting from the query, a pair is inserted into the incidence list.
The incidence list is also a Python dict. The key (index) to the dict is a sensor ID and the value
(contents) is a list of adjacency pairs, where each pair is the unique ID of two adjacent quadrants in
the home. Doing this allows the localization method to determine a possible location transition
when given only the ID of a triggered sensor.
There are two main methods in the Localizer class: detectChanges() and
findTransitions(). The first method extracts all the recorded sensor states in the database
and detects the changes. For a digital sensor, a “change” is a change of value from 0 to 1 or 1 to 0.
This is done by investigating each record in the sensor_state table for a given sensor. For
each record, the last-known value is pulled from the Sensor.valmember of the corresponding
object in the dict of sensors. If the current value in the record is not equal to the value stored in
the object, a change has occurred. Such a comparison is possible because all localization sensors
are digital values and can be in only one of two states. A tuple is created containing the sensor’s
ID, timestamp from the Sensor object and the database record, and sensor value from the object
and from the record. This tuple is appended to a list. The time and valmembers of the current
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Sensor object are also updated with the data from the database record. After iterating through
all known sensors, the list is returned.
Another method records these sensor changes, now called “activities,” in the activity table
of the database. It accepts a list of the format described above and calls a method through the
DBManager object, which then inserts the records.
The second method, findTransitions(), is the method that performs localization. It
first gathers a list of all sensor activities newer than the timestamp in the Person object. Get-
ting activities newer than that time ensures that previously-investigated sensor activities are not
investigated again. If the previous sensor value is not the sensor calibration value (again, these
are digital values) and the current sensor value is the calibration value, a quadrant transition has
occurred. Both of these values come from a single record in the activity database table. With
this procedure, we are looking for when the sensor returns to its resting state. With the photo-
electric sensors, this occurs when the patient’s body restores line-of-sight between the sensor and
the retroreflector.
Then, the predicted quadrant transition is computed. This is done by first retrieving the list of
adjacency pairs from the incidence list, searched by the sensor’s ID. It then finds the adjacency pair
that contains the patient’s previously-known quadrant (this is stored in the Person.quadrant
member variable). In this pair, the quadrant that is not the current quadrant is the patient’s pre-
dicted new quadrant. If no such adjacency is found in the incidence list, either a false sensor
activity has occurred or the patient’s location has become unsynchronized with the system. This
could occur if the patient traverses quadrants without breaking the sensor’s line-of-sight. The pre-
vious and current quadrant and the previous and current activity ID are appended to a list. The
Person object is updated with the current quadrant, time, and activity ID. After investigating
all sensor activities in the returned query, the list of localizations is returned.
An additional method handles the insertions of the localization records into the database. As
with other database interactions, this is done via a method of the DBManager object.
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3.7 User Interface
The user interface to the system is a simple web interface that provides a user-friendly view of
the sensor data captured by the system and the results of the algorithms. The web interface pulls
data from the SQLite database, formats the results, and shows the data in tabular form. The web
interface is written in PHP. This hypertext preprocessing language allows HTML markup and
functional scripting code to exist in the same file, greatly simplifying the implementation.
Currently, the web interface is hosted by the same hardware on which the central server
runs, the BeagleBone Black. When operating on an internal network with the central server
and another web device on the same subnet, the other web device can view the user interface by
simply typing in the IP address of the central server. The web interface could easily be hosted
by another machine as long as the new host is able to execute queries on the database used by
the other central server software. This could be done by creating a networked interface to the
Internet that allows remote queries to be executed on the local database. This connection should
be encrypted to ensure privacy. To prevent patient information from being divulged, the database
must not be hosted outside the patient’s home.
As with the other software, the web interface communicates with the database via a dedi-
cated PHP class, DBManager, inside the file DBManager.php. This class is very similar to the
DBManager class used in the other software. Its sole job is to provide high-level functions that
execute predefined queries and return the results. The functions provided by this class are read-
only and do not modify the contents of the database. The user interface currently provides only
a view of the information in the database.
The data displayed on the main webpage of the interface are the results of localization and
eating detection. Figure 15 shows screenshot of the main webpage with sample eating and lo-
calization data. These two data are tabulated and displayed in separate tables on the main page.
The first table contains the localization history captured by the system. Each entry in this table
contains a transition the patient made by traversing quadrants in the home. Each row shows
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Figure 15: Main webpage of the user interface.
the number of the previous quadrant, the number of the current quadrant, and the time this
transition occurred.
The second table shows the eating detection results. Each row contains two pieces of infor-
mation: the location of a eating detection sensor and the time it changed states. Only the sensor
activities that were detected as an eating pattern are shown here. This means that all n sensors in
the n-sensor eating detection system were tripped. Hence, this table will contain any number of
n-row entries. Each n-row entry signifies a detected eating pattern. The entries are separated by
a row in the table containing the string “EATING DETECTED.”
On the main webpage are also links that will show detailed sensor information for each mech-
anism. On the localization detail page all sensor changes are shown, sorted chronologically. Each
row is the contents of a record in the activity table for the localization mechanism. Each row
shows the sensor ID and description, the previous and current timestamp (for this record), and
the previous and current sensor value. The sensor ID is a hyperlink which will take you to a page
containing sensor details. The eating detection detail page shows this same information, only for
the entries in the activity table that are for the eating detection mechanism. This distinction
48
Figure 16: Localization details webpage of the user interface.
Figure 17: Eating detection details webpage of the user interface.
Figure 18: Sensor details webpage of the user interface.
is made through the sensor’s mechanism column in the database. Figure 16 and Figure 17 show
the eating detection and localization details webpage, respectively.
The webpage that display sensor details shows the information referenced by and contained
in the sensor table of the database. This information is the sensor number, sensor type (force,
door, photoelectric), sensor output type (analog, digital), serial number of the XBee radio it is at-
tached to, the attached pin of the XBee radio, the calibration value, and the mechanism. Figure 18
shows a screenshot of the sensor details page.
In the current configuration, the webpage can be accessed at any time the central server is
running. As such, the database is live and is updated with new information any time a sensor
node transmits a packet of data. This means that the contents of the webpage can change if
new information is added to the database. To show the most recent data the webpage must be
refreshed.
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Table 7: Estimated system cost for a three-room home.
Item Unit Cost Quantity Total
Sensor node $38.53 7 $269.71
Door switch $2.95 2 $5.90
Force sensor $14.70 2 $29.40
Photoelectric sensor $43.00 9 $387.00
Coordinator node $43.19 1 $43.19
Central server $45.00 1 $45.00
Total $780.20
3.8 System Cost
A cost estimate for the proposed system is given in Table 7. This estimate assumes the system
will be set up in a single home with three rooms. In each room exist two photoelectric sensors
for localization as well as a single photoelectric sensor at the doorway. All three photoelectric
sensors are attached to a single sensor node. This equates to nine photoelectric sensors in all. In
the kitchen, four sensors are used for eating detection: two door switches and two force sensors.
It is assumed that each of these four sensors are attached to a dedicated sensor node. The system
must contain a single coordinator node for communicating with the numerous sensor nodes. In
addition, a single central server must exist in the system for perform data storage and analysis.
The unit costs given in Table 7 are based on the amounts paid at the time the devices were
purchased. The grand total for such a configuration is $780.20. The most costly portion of the
system is certainly the photoelectric sensors used for localizing the patient in the home. The total
cost of a system could be reduced by locating a lower-cost equivalent to the current photoelectric
sensor. In addition, purchasing components in large quantities typically results in lower unit
costs. At the time of purchase, the order quantities were too low to receive a discount.
The estimated system cost assumes that the patient’s home already has an Internet connection
and the networking hardware associated with this, such as a router. The system requires an active
Internet connection in order for the user interface to be viewed remotely.
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3.9 Chapter Summary
This chapter explains in detail each component of the proposed embedded system (see Fig-
ure 1). The sensors reveal information about the environment, allowing the system to detect the
patient’s movements and activity. The sensor nodes capture this sensor data and transmit it for
processing. The coordinator node receives the sensor node transmissions, decodes the data, and
buffers it, awaiting the central server’s request. The central server stores the sensor data and an-
alyzes it for eating patterns and location changes. It then provides this data for remote viewing
via the web-based user interface.
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Chapter 4: Experimental Results
To prove correct functionality of the system it was subjected to a number of trial runs with
the data output by each run recorded. The experimental setup used for the tests and the results of
the testing are discussed in this chapter. The eating detection and coarse localization mechanisms
of the system are independent of each other. Consequently, the test setup and testing results of
each mechanism will be discussed separately. Each mechanism was subjected to three distinct tests
with the collective set of tests demonstrating the abilities of the proposed system. The testing of
the eating detection mechanism is covered in Section 4.1 and the testing of the coarse localization
mechanism is covered in Section 4.2. The setup of the system that is specific to a mechanism
is discussed in the pertinent section. Any system setup that is common to both mechanisms is
discussed immediately following.
The entire system was set up in a small mobile home. The central server was powered through
a USB cable attached to its USB client port. The USB cable was attached to a dedicated USB hub
connected to a PC. This allowed serial communications with the central server over USB, if
desired. An internal network was created using a Linksys WRT54G wireless router. The central
server was connected to the router using a CAT 6 cable. The PC was also attached to the router
using a CAT 6 cable. This allows the PC to establish an SSH connection with the central server
for communication and for executing the central server software. The SSH connection is the
primary mode of communication between a PC and the central server. Attaching the central
server to the router also allows the PC to view the web-based user interface hosted by the central
server through a standard web browser. In the tests, the web browser used was Google Chrome
version 40.0.2214.115 m. The IP address assigned to the central server by the router’s DHCP was
192.168.1.100.
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The coordinator node was attached to the central server using a custom 5-conductor cable,
providing an SPI bus connection between the two devices as described in Section 3.4.1. The
coordinator node was powered via the micro-USB port on the PCB. The USB cable was attached
to a USB type-A port on the central server. This connection is only for providing power. The
USB 2.0 specification requires a minimum of 500 mA be provided to any attached device. As the
coordinator node draws fewer than 100 mA a data connection is not required between the two
devices.
4.1 Eating Detection
The sensors used in the eating detection mechanism are those listed in Section 3.1.1. The goal
is to detect the following activities.
1. Silverware has been extracted.
2. Item(s) have been removed from the refrigerator.
3. Food prepared for the patient has been removed.
4. The patient has placed food at their normal eating location.
To detect activity 1, a single door sensor was attached to the silverware drawer in the kitchen.
The magnet and reed switch were placed inside the drawer, out of view. The magnet was attached
to the stationary portion of the drawer, the cabinet. The reed switch was attached to the drawer
itself.2 The two pieces were positioned such that when the silverware drawer was closed, the
magnet and switch aligned and the switch was electrically closed. When closed, the door switch
reads a digital 0. When the drawer is opened, the door switch reads a digital 1. A sensor node
was attached to this door switch to read the switch’s status. This sensor node was placed on the
countertop for the test setup so it could be shared with the force sensors.3
Activity 2 is detected by monitoring the status of the refrigerator door. Another door switch
was used for this purpose. The magnet of the door switch was attached to the edge of the re-
2Double-sided tape was used to adhere the device to the drawer and cabinet. In a permanent deployment a more
permanent attachment method could be used, such as screws.
3During development, the input pins on a sensor node were inadvertently tied to the 12 VDC supply powering
the photoelectric sensors, rendering the XBee radio inoperable and causing a shortage of sensor nodes. In deploy-
ment this sensor node would be placed inside the silverware drawer and out of sight.
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frigerator door on top of the refrigerator. This refrigerator had the freezer and refrigeration
compartments separated vertically, allowing a sensor to be attached to the freezer or the refriger-
ator door on top of the appliance. The switch of the door sensor was attached to the stationary
top of the refrigerator. A single sensor node was dedicated to the monitoring the refrigerator as
this location is distant from the placement of the other sensors.
The removal of food (activity 3) was detected using a force sensor placed on the countertop.
This sensor was placed under a placemat to distribute the force exerted by the food set on top
of it. The resistive section of the force sensor is slightly below the edges of the sensor. If a flat
object is placed on top of the sensor it will not be registered. The placemat serves two purposes:
it allows the weight from the food to be exerted onto the resistive portion of the force sensor
and it also hides the force sensor from view. The wires leading to the force sensor were not
hidden from view in the test setup but in deployment a solution to hide the wires would need
to be devised. During each test, three dinner plates were stacked atop this sensor to simulate the
weight of a single dinner plate and prepared food. In each run, the dishes are placed here for
sensor calibration, allowing any deviation from this weight to be recognized as removal of the
plates. For food items that require refrigeration, this sensor and attached sensor node could be
placed inside the refrigerator.
To detect the placement of food at the eating location by the patient as described in activity 4,
an additional force sensor was used. This sensor was also placed on the countertop in the test
setup in order to share sensor nodes with the sensors for activities 1 and 3. In deployment this
sensor would be placed at the typical eating location of the patient, such as the dining table. As
with the other force sensor, a placemat was placed on top of it for concealment and to distribute
the weight onto the resistive section of the device.
The setup of the system’s sensors were recorded in the sensor table of the database so the
system could record the statuses of the sensors transmitted by the attached sensor nodes. The
pertinent content of this database table is shown in Table 8. This information is the same that is
shown on the sensor details page of the user interface, with some columns excluded. The radio
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Table 8: Details of sensor setup used in the eating detection tests.
Num. Desc. Type Out. Type XBee SN Node Conn. XBee Pin
1 Silverware drawer door digital 0013A200 40AE7E89 Door 3 3
2 Refrigerator door door digital 0013A200 40A6C57A Door 2 4
3 Prepared food force analog 0013A200 40AE7E89 Force 2 1
4 Placemat force analog 0013A200 40AE7E89 Force 1 2
Table 9: Eating detection test 1 results.
Sensor Location Time of Sensor Activity
Silverware drawer 2015-03-04 14:06:36
Prepared food 2015-03-04 14:06:45
Placemat 2015-03-04 14:07:35
Refrigerator door 2015-03-04 14:07:56
EATING DETECTED
table of the database was also initialized with data determined by the setup of the system. The
data in the radio table is interspersed within Table 8. The contents of each ancillary table in
the database is given in Appendix C.
4.1.1 Test 1
The goal of this test is to prove the ability to collect live sensor data from the sensors in the
system, record the data, and analyze it for eating detection patterns. The maximum duration
between consecutive activities is set at 5 min. This threshold can be varied by the user.
In this test, the first action performed is the retrieval of silverware from the silverware drawer.
Next, the stack of three dishes were removed from the sensor at the location of prepared food.
Next, the three dishes were set atop the sensor at the eating location. Finally, the refrigerator
door was opened to simulate the retrieval of an item from the refrigerator, such as a condiment.
Table 9 shows the eating detection results of this test. This is the same information shown
on the main page of the web interface. The eating detection mechanism details linked on the
main page contains the sensor changes and values that led to eating being detected. Table 10
shows the contents of this table. Note that the time in both tables are given in EST in the format
“Year-Month-Day Hour:Minute:Second” and the sensor values for the analog sensors are decimal
numbers in the range 0–1023.
55
Table 10: Details of sensor activities in eating detection test 1.
Sensor Num. Sensor Desc. Previous Time Prev. Val. Current Time Curr. Val.
1 Silverware drawer 2015-03-04 14:06:30 0 2015-03-04 14:06:31 1
1 Silverware drawer 2015-03-04 14:06:34 1 2015-03-04 14:06:36 0
3 Prepared food 2015-03-04 14:06:40 497 2015-03-04 14:06:45 1
4 Placemat 2015-03-04 14:07:30 0 2015-03-04 14:07:35 164
2 Refrigerator door 2015-03-04 14:06:58 0 2015-03-04 14:07:47 1
2 Refrigerator door 2015-03-04 14:07:47 1 2015-03-04 14:07:56 0
In the results of this test we can see that after sequential manipulation of the four sensors with
fewer than 5 min between manipulations the system detects an eating pattern and outputs this to
the user interface. In the digital sensors the system is looking for a transition from the inverse
of the sensor calibration value to the sensor calibration value. For the analog sensors the system
is looking for a change in value of 5% of the max sensor value from the calibrated value. The
calibrated value for these sensors is collected from the first sensor node transmission recorded
after the system is initialized. This value is seen in the “previous value” column of the results
table. As the ADC in the XBee radios use a 10-bit ADC, this equates to a change of 51 from the
calibrated sensor value.
4.1.2 Test 2
The purpose of this test was to prove that the order in which the sensors are triggered has no
effect on the detection of an eating pattern. Like the previous test, this test was also performed
using an empty initialized database. All data analyzed by the eating detection mechanism was
collected during the execution of the test. Between each action there is a time delay of fewer than
5 min.
The first action performed in this test is the retrieval of prepared food. As before, the prepared
food is mimicked with a stack of three empty dinner plates. Next, the stack of dishes was placed
on the placemat at the eating location to simulate the placement of food at the eating location.
Third, the refrigerator was opened. Last, the silverware drawer was opened to retrieve silverware.
The results of this test can be seen in Table 11 and Table 12. The format of these two tables
is the same as those displaying the results of test 1 in Section 4.1.1.
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Table 11: Eating detection test 2 results.
Sensor Location Time of Sensor Activity
Prepared food 2015-03-04 14:13:47
Placemat 2015-03-04 14:14:12
Refrigerator door 2015-03-04 14:14:57
Silverware drawer 2015-03-04 14:15:13
EATING DETECTED
Table 12: Details of sensor activities in eating detection test 2.
Sensor Num. Sensor Desc. Previous Time Prev. Val. Current Time Curr. Val.
3 Prepared food 2015-03-04 14:13:42 519 2015-03-04 14:13:47 0
4 Placemat 2015-03-04 14:14:07 0 2015-03-04 14:14:12 258
2 Refrigerator door 2015-03-04 14:14:00 0 2015-03-04 14:14:45 1
2 Refrigerator door 2015-03-04 14:14:45 1 2015-03-04 14:14:57 0
1 Silverware drawer 2015-03-04 14:15:02 0 2015-03-04 14:15:05 1
1 Silverware drawer 2015-03-04 14:15:12 1 2015-03-04 14:15:13 0
We observe that the system detected that the sensors were changed in the same order as they
were manipulated, an order different from the previous test, yet an eating pattern was still de-
tected. This proves that the detection of an eating pattern is not dependent on the sensors being
triggered in any specific order.
4.1.3 Test 3
Test 3 was performed to prove that the time between sensor activities must be shorter than
5 min. Any delay longer than that will reset the sequence of eating detection activities. As in the
previous tests, this test was also performed using an empty database. All data analyzed by the
eating detection mechanism was collected during the execution of the test. In this test there is a
time delay of longer than 5 min between two consecutive actions.
The first action performed in this test is the opening of the refrigerator. After this, a time of
greater than 5 min was waited before performing the next action. This delay was approximately
7 min. Next, the stack of dishes were removed from the sensor for monitoring the prepared food.
Then, the dishes were placed on the placemat at the eating location. Lastly, the silverware drawer
was opened.
The results of this test can be seen in Table 13 and Table 14. The format of these tables is the
same as in the previous two tests.
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Table 13: Eating detection test 3 results.
Sensor Location Time of Sensor Activity
Table 14: Details of sensor activities in eating detection test 3.
Sensor Num. Sensor Desc. Previous Time Prev. Val. Current Time Curr. Val.
2 Refrigerator door 2015-03-04 14:18:23 0 2015-03-04 14:18:52 1
2 Refrigerator door 2015-03-04 14:18:52 1 2015-03-04 14:18:57 0
3 Prepared food 2015-03-04 14:25:51 593 2015-03-04 14:25:56 0
4 Placemat 2015-03-04 14:26:12 0 2015-03-04 14:26:16 250
1 Silverware drawer 2015-03-04 14:26:42 0 2015-03-04 14:26:45 1
1 Silverware drawer 2015-03-04 14:26:52 1 2015-03-04 14:26:53 0
In this test it is important to note that the eating detection results shown in Table 13 do not
show that an eating detection pattern was detected. The table is empty because there were no
sensor activities that caused an eating pattern to be detected. This is because a time delay of
greater than 5 min occurred between two consecutive actions, causing the mechanism to be reset.
The delay occurred between rows 2 and 3 in Table 14. Had the refrigerator door been re-opened
after the other activities were performed (with a delay shorter than 5 min) the system would have
detected an eating pattern. This delay duration was chosen arbitrarily and any value could be used
for this delay. The value is not important, only the functionality that utilizes this value. This test
shows one case in which the time elapsed between two activities surpassed 5 min and an eating
pattern was not detected, proving the functionality of the time delay detection and it’s effect on
the eating detection mechanism.
4.2 Coarse Localization
The sensors used in the eating detection mechanism are those listed in Section 3.1.2. These
consist of only photoelectric sensors placed in the mobile home used as a test site. Two adjacent
rooms were configured with photoelectric sensors: the living room and a bedroom. Each room
housed two sensors each. Another sensor monitors the doorway between the two rooms and an
additional sensor monitors the hallway which is the entrance to the living room. Together, there
were six photoelectric sensors configured in the system for coarse localization.
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Figure 19: Overhead view of the coarse localization test setup.
In each room the sensors were placed on two adjacent walls and a reflector placed on the wall
opposite each sensor. This created four distinct quadrants per room and an additional quadrant
assigned to the hallway area for a total of nine quadrants. The system has the ability to localize
the patient in any one of these configured quadrants in the home. This setup is illustrated in
Figure 19. Each quadrant is numbered with a unique identifier and each sensor is numbered in
the same fashion. These identifiers are used by the system to distinguish each sensor and quadrant
from the others. The dashed lines between each sensor and the opposite wall signifies the light
beam emitted by the sensor and reflected by the retroreflector, and thus the boundary between
the quadrants.
The sensors are placed approximately in the horizontal middle of two adjacent walls in the
room to separate the room into quadrants. The sensor beams create boundaries between the quad-
rants. The numbering of the sensors is arbitrary and does not follow any numbering scheme. The
descriptions assigned to each localization sensor describes the direction of the quadrant boundary
created by the sensor’s line of sight. The numbers inside each sensor in Figure 19 are the sensor
numbers used throughout the testing of the localization mechanism. The sensors are vertically
placed approximately at shoulder level. This prevents the patient’s arm motions and leg motions
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from triggering a sensor numerous times, leading to incorrect localization. It is important that
the sensor is triggered only once for each time the quadrant boundary is traversed. The system
currently does not tolerate a localization sensor being triggered numerous times when the patient
traverses a single quadrant boundary.
As part of the system setup, all quadrants must be manually numbered with a unique iden-
tifier. The following devised scheme is used for the numbering of quadrants in these tests. The
most northwestern room configured in the system is the room which begins numbering. Then,
the most northwestern corner of this room is numbered as the first quadrant, quadrant 1. The
remaining three quadrants are numbered in a counterclockwise fashion with each quadrant num-
ber incrementing by one. Any entrances to other rooms are added to a queue and other rooms
are explored in a breadth-first-search manner. Connected rooms are extracted from the queue
when the current room has been fully explored and all quadrants numbered. In this search, the
next room to be configured is the bedroom. The first quadrant to be numbered in a connected
room is the quadrant that contains the pathway to the room which discovered it. The number of
the last-created quadrant is incremented by one and used for this quadrant. Then, following the
same counterclockwise order, the remaining quadrants in the bedroom are numbered. Finally,
the last quadrant to be numbered is the hallway. The quadrant numbers shown in Figure 19 are
the same ones used throughout the testing of the localization mechanism of the system.
The next piece of information required by the system to perform localization is a representa-
tion of the physical relationships amongst quadrants. In this system the room is represented by
an undirected graph where each quadrant is a vertex on the graph and the boundaries between
quadrants are edges in the graph. Each graph vertex is given a label which is the quadrant’s num-
ber. Each edge in the graph is given a label which is the number of the sensor that creates the
boundary. Figure 20 depicts the graph generated by the algorithm for this test setup. In this
scheme there are at most two edges that can have the same label. This conflict does not cause an
issue in this system due to the way the graph is represented.
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Figure 20: Undirected graph representing the quadrants in the localization test setup.
Table 15: Adjacency list created by the system for the localization test setup.
Edge (Sensor Number) Vertex (Quadrant Number)
5 (1, 9)
6 (1, 4), (2, 3)
7 (5, 6), (7, 8)
8 (1, 2), (3, 4)
9 (3, 5)
10 (5, 8), (6, 7)
The software of the localization mechanism represents the undirected graph of the rooms
using an incidence list. The index of the incidence list is the number of the sensor and the content
is pairs of adjacent quadrants. Using this method, each sensor can separate more than one pair
of quadrants. Transitions are determined by finding the pair with the current quadrant. The
paired quadrant is the appropriate transition, and thus the predicted quadrant. The incidence list
created by the system for the test setup is shown in Table 15. The incidence list is created from
the information contained in the adjacency table of the database, where each record contains
a pair of adjacent quadrants and the separating sensor number.
For each test, the software was run and live data was collected to localize the patient in a
quadrant. Localization is performed every time new data is collected from the sensors. In each
test a specific sequence of quadrants is traversed with the person walking upright and keeping
the hands along the body. The person crossed quadrants approximately in the middle of the
boundary, preventing the situation where both sensors are triggered. This case is not specifically
handled by the system and would lead to undetermined results.
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9→ 1→ 2→ 3→ 4→ 3→ 5→ 6→ 7→ 8→ 5→ 3→ 2→ 1→ 9
Figure 21: Sequence of quadrants traversed in test 1 of the localization mechanism.
4.2.1 Test 1
The goal of this test is to prove the ability to localize a single body in one of any configured
quadrants in a home. It also aims to prove that a change in the state of a sensor used for localization
will create an asynchronous transmission from a sensor node. Ensuring that these changes are
asynchronously transmitted and then recorded is integral to the accuracy of the system as any
periodic polling of the sensors is susceptible to lost data if the patient is moving across quadrant
boundaries faster than the sampling frequency of the sensor nodes.
In this test a prespecified sequence of quadrant transitions was performed by the test subject.
The results output by the system in this test are from sensor data captured and analyzed in real
time. There is no previous data stored in the database. As the system requires an initial quadrant
to localize, the user provided this information. In this test, the initial quadrant is quadrant 9. The
sequence of quadrants traversed by the user in this test is shown in Figure 21.
The results of this test can be seen in Table 16 and Table 17. The contents of these tables are
those shown by the localization history on the main page of the web interface and the localization
details page linked on the main page. Table 16 shows the previous quadrant and the current
quadrant of each transition along with a timestamp of this action. Table 17 shows more detailed
information about these actions, such as the values of the individual sensors and a description of
where these sensors are located.
In the results shown in Table 16 we can see that the transitions of quadrants exactly matches
the transitions the test subject made in Figure 21. The initial quadrant specified at runtime,
quadrant 9, is also shown in the results as the first quadrant in the list of transitions.
It is important to note that all the sensor changes listed in Table 17 are indeed different from
the previous value. When a change in any sensor attached to a sensor node occurs, the XBee
radio transmits the status of all configured digital inputs and outputs. This means that for a
single sensor change there will be an entry for at most three sensors, with the others having the
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Table 16: Localization test 1 results.
Previous Quadrant Current Quadrant Time of Transition
9 1 2015-03-04 12:19:27
1 2 2015-03-04 12:19:31
2 3 2015-03-04 12:19:43
3 4 2015-03-04 12:19:44
4 3 2015-03-04 12:19:46
3 5 2015-03-04 12:19:49
5 6 2015-03-04 12:19:53
6 7 2015-03-04 12:20:00
7 8 2015-03-04 12:20:04
8 5 2015-03-04 12:20:08
5 3 2015-03-04 12:20:15
3 2 2015-03-04 12:20:34
2 1 2015-03-04 12:20:36
1 9 2015-03-04 12:20:38
Table 17: Details of sensor activities in localization test 1.
Sns. Num. Sensor Desc. Previous Time P. Val. Current Time C. Val.
5 Hallway to living room 2015-03-04 12:19:12 1 2015-03-04 12:19:27 0
5 Hallway to living room 2015-03-04 12:19:27 0 2015-03-04 12:19:27 1
8 Living room east to west 2015-03-04 12:19:20 1 2015-03-04 12:19:31 0
8 Living room east to west 2015-03-04 12:19:31 0 2015-03-04 12:19:31 1
6 Living room north to south 2015-03-04 12:19:27 1 2015-03-04 12:19:39 0
6 Living room north to south 2015-03-04 12:19:39 0 2015-03-04 12:19:43 1
8 Living room east to west 2015-03-04 12:19:31 1 2015-03-04 12:19:44 0
8 Living room east to west 2015-03-04 12:19:44 0 2015-03-04 12:19:44 1
8 Living room east to west 2015-03-04 12:19:44 1 2015-03-04 12:19:44 0
8 Living room east to west 2015-03-04 12:19:44 0 2015-03-04 12:19:46 1
9 Living room to bedroom 2015-03-04 12:19:46 1 2015-03-04 12:19:48 0
9 Living room to bedroom 2015-03-04 12:19:48 0 2015-03-04 12:19:49 1
7 Bedroom north to south 2015-03-04 12:19:43 1 2015-03-04 12:19:53 0
7 Bedroom north to south 2015-03-04 12:19:53 0 2015-03-04 12:19:53 1
10 Bedroom west to east 2015-03-04 12:19:49 1 2015-03-04 12:19:59 0
10 Bedroom west to east 2015-03-04 12:19:59 0 2015-03-04 12:20:00 1
7 Bedroom north to south 2015-03-04 12:19:53 1 2015-03-04 12:20:04 0
7 Bedroom north to south 2015-03-04 12:20:04 0 2015-03-04 12:20:04 1
10 Bedroom west to east 2015-03-04 12:20:00 1 2015-03-04 12:20:07 0
10 Bedroom west to east 2015-03-04 12:20:07 0 2015-03-04 12:20:08 1
9 Living room to bedroom 2015-03-04 12:20:08 1 2015-03-04 12:20:15 0
9 Living room to bedroom 2015-03-04 12:20:15 0 2015-03-04 12:20:15 1
6 Living room north to south 2015-03-04 12:20:04 1 2015-03-04 12:20:28 0
6 Living room north to south 2015-03-04 12:20:28 0 2015-03-04 12:20:34 1
8 Living room east to west 2015-03-04 12:20:33 1 2015-03-04 12:20:35 0
8 Living room east to west 2015-03-04 12:20:35 0 2015-03-04 12:20:36 1
5 Hallway to living room 2015-03-04 12:20:33 1 2015-03-04 12:20:37 0
5 Hallway to living room 2015-03-04 12:20:36 0 2015-03-04 12:20:38 1
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9→ 1→ 4→ 3→ 5→ 6→ 5→ 8→ 5→ 3→ 2
Figure 22: Sequence of quadrants traversed in test 2 of the localization mechanism.
same value as the previous transmission. The goal of the function for detecting changes in sensor
values is to extract only the sensors that changed states and put these changes into the activity
database table. It is from this database table that Table 17 is populated, proving that although
there may exist numerous chronological entries in the database for a sensor with the same value,
only those entries which have a state different from the previous state are of interest and are used
for localization.
4.2.2 Test 2
In test 2 of the localization mechanism the system’s ability to extract and use the patient’s
previous location from the database is tested. Here, the scenario is that the system has been
rebooted while the patient is in a single quadrant. At startup the system is instructed to use
previous localization data. It then searches the localization table and extracts the most
recent localization entry in the table. This is the quadrant it uses as its initial quadrant. The
previous data used in this system is the data collected from the previous test. All of the data
collected and analyzed in test 1 are present in this test.
As with the previous test, a test subject was instructed to traverse a sequence of quadrants,
starting in quadrant 9. The quadrant sequence traversed is shown in Figure 22.
The results of this test can be seen in Table 18 and Table 19. The format of these tables is the
same as the tables displaying the results of the previous test. As the data used in this test builds
upon the data from the previous test, the results and sensor activity details shown in the web
interface contain the information from the previous test. To prevent duplicating data, only the
most recent record from the last dataset is shown to convey the last-known quadrant that is used
for the initial quadrant in this test run. This can be distinguished from the current test’s results
by comparing the timestamps.
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Table 18: Localization test 2 results.
Previous Quadrant Current Quadrant Time of Transition
1 9 2015-03-04 12:20:38
9 1 2015-03-04 12:58:19
1 4 2015-03-04 12:58:26
4 3 2015-03-04 12:58:29
3 5 2015-03-04 12:58:35
5 6 2015-03-04 12:58:40
6 5 2015-03-04 12:58:43
5 8 2015-03-04 12:58:48
8 5 2015-03-04 12:58:52
5 3 2015-03-04 12:58:56
3 2 2015-03-04 12:59:01
Table 19: Details of sensor activities in localization test 2.
Sns. Num. Sensor Desc. Previous Time P. Val. Current Time C. Val.
5 Hallway to living room 2015-03-04 12:20:33 1 2015-03-04 12:20:37 0
5 Hallway to living room 2015-03-04 12:20:36 0 2015-03-04 12:20:38 1
5 Hallway to living room 2015-03-04 12:20:37 1 2015-03-04 12:58:18 0
5 Hallway to living room 2015-03-04 12:58:18 0 2015-03-04 12:58:19 1
6 Living room north to south 2015-03-04 12:58:19 1 2015-03-04 12:58:25 0
6 Living room north to south 2015-03-04 12:58:25 0 2015-03-04 12:58:26 1
8 Living room east to west 2015-03-04 12:20:36 1 2015-03-04 12:58:29 0
8 Living room east to west 2015-03-04 12:58:29 0 2015-03-04 12:58:29 1
9 Living room to bedroom 2015-03-04 12:58:29 1 2015-03-04 12:58:34 0
9 Living room to bedroom 2015-03-04 12:58:34 0 2015-03-04 12:58:35 1
7 Bedroom north to south 2015-03-04 12:58:26 1 2015-03-04 12:58:39 0
7 Bedroom north to south 2015-03-04 12:58:39 0 2015-03-04 12:58:40 1
7 Bedroom north to south 2015-03-04 12:58:40 1 2015-03-04 12:58:43 0
7 Bedroom north to south 2015-03-04 12:58:43 0 2015-03-04 12:58:43 1
10 Bedroom west to east 2015-03-04 12:58:35 1 2015-03-04 12:58:47 0
10 Bedroom west to east 2015-03-04 12:58:47 0 2015-03-04 12:58:48 1
10 Bedroom west to east 2015-03-04 12:58:48 1 2015-03-04 12:58:51 0
10 Bedroom west to east 2015-03-04 12:58:51 0 2015-03-04 12:58:52 1
9 Living room to bedroom 2015-03-04 12:58:52 1 2015-03-04 12:58:55 0
9 Living room to bedroom 2015-03-04 12:58:55 0 2015-03-04 12:58:56 1
6 Living room north to south 2015-03-04 12:58:45 1 2015-03-04 12:59:01 0
6 Living room north to south 2015-03-04 12:59:01 0 2015-03-04 12:59:01 1
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2→ 1→ 9→ 1→ 4→ 3→ 2→ 1→ 4→ 1→ 9
Figure 23: Sequence of quadrants traversed in test 3 of the localization mechanism.
By viewing the results shown in Table 18 we can see that this test run indeed used the last-
known localization in the database as the initial quadrant. We can also see that the quadrant
transitions matches exactly the sequence of movements performed by the user in Figure 22.
4.2.3 Test 3
The purpose of this test is the same as test 2. Here, this test proves that the system is able to
extract the previous localization data and use the last-known location of the patient as the initial
quadrant. The data used in this test builds upon the data from the previous two tests. All data
used for localization (aside from the initial quadrant) is collected and analyzed real-time during
the run of the system.
In this run the last-known quadrant that the patient occupied was quadrant 2. The test subject
traversed a sequence of quadrants as specified in Figure 23. As seen, the test subject began in the
last localization, quadrant 2.
The results of this test can be seen in Table 20 and Table 21. The format of these tables is the
same as the tables displaying the results of the previous tests in Section 4.2.1 and Section 4.2.2. As
the data used in this test builds upon the data from the previous two tests, the results and sensor
activity details shown in the web interface contain the information from the previous tests. To
prevent duplicating data, only the most recent record from the last dataset (test 2) is shown to
display the last-known quadrant that is used for the initial quadrant in this test run. This can be
distinguished from the current test’s results by comparing the timestamps.
In Table 20 we can see that the system correctly localized all of the test subject’s movements
throughout the room, beginning with the last localization in quadrant 2. It correctly extracted
the sensor changes and did not lose synchronization with the patient’s movements.
4.3 Chapter Summary
This chapter gives experimental results of the proposed embedded system. The results show
that the hardware and software of the sensor nodes are able to detect changes in the attached sen-
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Table 20: Localization test 3 results.
Previous Quadrant Current Quadrant Time of Transition
3 2 2015-03-04 12:59:01
2 1 2015-03-04 13:16:21
1 9 2015-03-04 13:16:29
9 1 2015-03-04 13:16:36
1 4 2015-03-04 13:16:43
4 3 2015-03-04 13:16:48
3 2 2015-03-04 13:16:53
2 1 2015-03-04 13:16:58
1 4 2015-03-04 13:17:03
4 1 2015-03-04 13:17:08
1 9 2015-03-04 13:17:14
Table 21: Details of sensor activities in localization test 3.
Sns. Num. Sensor Desc. Previous Time P. Val. Current Time C. Val.
6 Living room north to south 2015-03-04 12:58:45 1 2015-03-04 12:59:01 0
6 Living room north to south 2015-03-04 12:59:01 0 2015-03-04 12:59:01 1
8 Living room east to west 2015-03-04 12:58:56 1 2015-03-04 13:16:20 0
8 Living room east to west 2015-03-04 13:16:20 0 2015-03-04 13:16:21 1
5 Hallway to living room 2015-03-04 12:59:01 1 2015-03-04 13:16:27 0
7 Bedroom north to south 2015-03-04 12:59:01 1 2015-03-04 13:16:28 0
5 Hallway to living room 2015-03-04 13:16:27 0 2015-03-04 13:16:29 1
5 Hallway to living room 2015-03-04 13:16:29 1 2015-03-04 13:16:34 0
5 Hallway to living room 2015-03-04 13:16:34 0 2015-03-04 13:16:36 1
6 Living room north to south 2015-03-04 13:16:36 1 2015-03-04 13:16:42 0
6 Living room north to south 2015-03-04 13:16:42 0 2015-03-04 13:16:43 1
8 Living room east to west 2015-03-04 13:16:40 1 2015-03-04 13:16:47 0
8 Living room east to west 2015-03-04 13:16:47 0 2015-03-04 13:16:48 1
6 Living room north to south 2015-03-04 13:16:50 1 2015-03-04 13:16:52 0
6 Living room north to south 2015-03-04 13:16:52 0 2015-03-04 13:16:53 1
8 Living room east to west 2015-03-04 13:16:48 1 2015-03-04 13:16:58 0
8 Living room east to west 2015-03-04 13:16:58 0 2015-03-04 13:16:58 1
6 Living room north to south 2015-03-04 13:16:53 1 2015-03-04 13:17:03 0
6 Living room north to south 2015-03-04 13:17:03 0 2015-03-04 13:17:03 1
6 Living room north to south 2015-03-04 13:17:03 1 2015-03-04 13:17:07 0
6 Living room north to south 2015-03-04 13:17:07 0 2015-03-04 13:17:08 1
5 Hallway to living room 2015-03-04 13:17:08 1 2015-03-04 13:17:14 0
5 Hallway to living room 2015-03-04 13:17:14 0 2015-03-04 13:17:14 1
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sors in real-time and transmit this information. The coordinator node is able to receive, decode,
and buffer the transmissions. The tests also show that the central server is able to request the sen-
sory data from the coordinator node and record it in the database without loss of sensor data. Also,
the tests combined prove that the proposed functionality of the eating detection mechanism and
localization mechanism are correct. Finally, the tests prove that the user interface successfully
extracts the sensor and activity detection information from the database and displays it for the
user.4
4The information from the user interface is transcribed into the tables displaying the test results for better read-
ability.
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Chapter 5: Conclusions and Future Work
In this thesis, an embedded system capable of monitoring a solitary PWD’s eating activity and
tracking their movements throughout a home has been presented. The data collected by the sys-
tem and the results of pattern analysis on this data is viewable remotely through a web browser.
The modularized approach taken throughout development of the system allows mechanisms of
the system, such as localization, to be improved without affecting the other mechanisms in the
system. Also, if extra computational power is required the central server is easily transferred to
more powerful hardware due to the portability of the Python programming language. The soft-
ware is high-level and does not depend on any specific hardware to be present, aside from an SPI
interface for communicating with the coordinator node. There are multiple USB-based devices
that will convert SPI data to a USB data stream, requiring only a USB port and the associated
software.
The sensor node used in this system was designed to be general-purpose and support com-
mon sensor types so it could be used in other systems with minimal changes. Currently, the sen-
sor node is being used in a system with similar functionality but for monitoring children with
Autism. In the child Autism project the sensor node holds the role of reading and transmitting
the status of digital sensors, just as in this proposed system.
5.1 Future Work
Numerous improvements could be made to the system to increase user-friendliness, reduce
complexity, improve responsiveness, lower power consumption, and decrease cost, among other
areas. In this section, future work that provides an improvement in each of these areas is discussed.
5.1.1 Interface Improvements
The localization data can be provided in a format that is easier to read for a user unaccustomed
to the system. This will also allow a user to get the information they want quickly without
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Figure 24: Example of a dynamic map for displaying the patient’s current location.
searching through lines of text. To do this, the localization information created by the system
could be input to a dynamic map of the home, highlighting the quadrant the patient currently
occupies. The dynamic map could also support viewing the quadrants previously occupied by
the patient, perhaps as an animation. Figure 24 illustrates an example of such a map showing the
patient’s current location.
5.1.2 Reducing Hardware Complexity
To reduce hardware complexity (at the cost of slightly-increased software complexity) the
role of the coordinator node could be extricated from this dedicated hardware and instead im-
plemented in the central server. The single hardware requirement for communicating with the
XBee network coordinator and receiving transmissions from the sensor nodes is the presence of
a UART, as the XBee Series 1 radios use serial communications as their primary communication
interface.
During initial planning it was decided that the coordinator node would handle all data col-
lection and analysis for the system. Only the results of data analysis would be sent to the central
server for storage and viewing. Later, it was desired that all the sensory information be available
for viewing by the user. Shortly thereafter, the decision was made to move the responsibility
of analyzing this data to the more-capable central server. Doing so allowed the use a high-level
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programming language and had no consequences as the data was already present at this level of
the system.
When this change was made, the coordinator node became simply a buffer for the packets
transmitted by the sensor nodes. It receives the transmissions, extracts the sensor data, and buffers
this data, awaiting a request from the central server to provide this information. To completely
remove the coordinator node the central server would need a serial connection and the ability
to monitor this interface in real-time. As transmissions can occur at any time, the central server
must be capable of capturing this data when it arrives to prevent any loss of sensor data.
5.1.3 Increasing Responsiveness and Reducing Power Consumption
Improving the responsiveness and reducing power consumption could be implemented with
a small hardware change on the custom embedded systems assuming the role of the sensor nodes.
Currently, all processing on the sensor nodes is performed by the on-board XBee Series 1 RF
modules. The hardware change involves installing a microcontroller on the sensor nodes (the
same microcontroller currently used on the coordinator node) and routing the sensor pins to the
microcontroller in addition to the XBee module.
The digital sensors are monitored continuously and the states of these sensors are transmitted
asynchronously any time a change occurs on the pin. However, in order for this pin-change
detection to function the XBee module must be active. If placed in a low-power sleep mode,
the pin-change detection mechanism is inoperable and changes in state of the attached sensors are
not captured. Similarly, reading the analog sensors used in the system require that the XBee radio
transmits the status periodically, regardless of whether a change has occurred. For these sensors,
the system is put in a low-power sleep mode, awaking periodically to sample and transmit the
sensor values. However, if there is a digital sensor attached to the same sensor node as an analog
sensor, the XBee radio is not allowed to enter a low power mode.
By routing the sensor connections to the microcontroller as well as the XBee module on the
sensor node PCB, the microcontroller can place the XBee module in a low-power mode until
a change is detected by the microcontroller. The Atmel ATmega328P microcontroller used in
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the coordinator node supports asynchronous wake on a pin change as well as a low-power sleep
mode, with a negligible power consumption of less than 5 µA [16]. The microcontroller could
wake periodically to sample the analog sensors. If a change of greater than 5% occurs in an analog
sensor, or the state of a digital sensor changes, the microcontroller could wake the XBee radio
and direct it to sample all configured I/O and transmit the sensor statuses. This change would
only impact the sensor nodes. The packet format transmitted by the XBee modules would be the
same as it is currently, requiring no change in the device that deciphers these packets. This would
improve the responsiveness of the system (the microcontroller could sample the analog sensors at
a higher frequency than currently done) and also greatly reduce power consumption by putting
the XBee module into pin-sleep mode while still offering asynchronous monitoring of digital
sensors. The pin-sleep mode supported by the XBee Series 1 modules has a power consumption
of nearly one-tenth that of the periodic sleep mode, as shown below.
A test was performed by placing a single XBee Series 1 module on a breadboard, powered by
a 3 V power supply. The current consumed by the radio in active mode was 46.1 mA. Cyclic
sleep mode wakes the radio periodically, samples the inputs, and transmits the readings. In this
mode the current draw drops to 178 µA. The pin-hibernate sleep mode offers the lowest power
consumption but requires an external device to control a sleep pin. In this mode the XBee module
draws only 20 µA.
Previous tests have shown that an ATmega328P in a sleep mode using the watchdog timer for
periodic wakes and the asynchronous pin-change wake draws approximately 10 µA. Assuming
a 100% efficient voltage regulator, the current draw with the XBee module and microcontroller
in a deep sleep would be approximately 30 µA. With a 2000 mAh-capacity battery, this gives a
projected battery life of 2777 days. This estimate assumes the device never wakes. If we con-
sider a more realistic scenario where the device is awake for 1 s every 5 min, the average current
consumption over the 300 s period is
(30µA× 299s)+ (76.1mA× 1s)
300s
= 284µA
Using the same 2000 mAh battery, this estimate gives a projected battery life of 293 days.
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In addition to this change in electrical connections, the voltage regulator used on the sensor
nodes could be changed from a linear type to a switching type. Linear voltage regulators operate
by burning the excess power to drop the source voltage, emitting this power as heat causing a low
efficiency. Switching voltage regulators operate by switching a transistor at a high frequency,
charging and discharging a capacitance on the output side to maintain a pre-specified voltage.
These switching voltage regulators typically have an efficiency of greater than 85%, a vast im-
provement over the linear regulator [17].
If we assume that the new design uses a switching voltage regulator with an efficiency of 85%,
our current draw estimation above will increase by 15% to 326 µA, for a battery life of 255 days.
This is well over a desired battery life of 6 months, leaving room for error caused by additional
inefficiencies in the design.
Both of these changes in the sensor node hardware would greatly decrease the power con-
sumption of the sensor node devices, extending usable battery life to six months or longer. With
a lower average power consumption, smaller batteries with lower capacities could be used, de-
creasing the physical footprint of the sensor nodes.
5.1.4 Decreasing System Cost
The simplest method to decrease per-unit cost of the system is to purchase items in larger
quantities. This includes the hardware components used by the sensor and coordinator nodes
as well as the custom PCBs these components are installed on. In addition, suitable lower-cost
component replacements can be selected, further reducing component cost. This is possible be-
cause the hardware used on the custom embedded systems are not proprietary or special-order.
Also, there are SoC implementations of the XBee Series 1 radio that do not have the additional
hardware present on the device currently used. These implementations have the same function-
ality but are not in breadboard-friendly packages, posing no issue to a solution that incorporates
a custom PCB design such as this proposed system. The result of this change is a smaller physical
footprint of the sensor node and a lower unit cost of the RF module.
73
5.1.5 Supporting Sensor Node Configurability
The remote configurability supported by the XBee Series 1 modules is not leveraged in the
proposed system. Incorporating this feature would allow the central server to reconfigure the
XBee modules on the sensor nodes. Possible reasons are to change the configuration of input
pins or to request a status update from a sensor node that has been idle for a long time to deter-
mine whether it is still operable. Implementing this would only require some small changes to
the software on the coordinator node. This remote configuration is applicable to sensor nodes
without a microcontroller (as in the proposed system) or with a microcontroller (as suggested in
the future work above).
5.1.6 Eating Detection and Localization Enhancements
The algorithms used in the system and presented in Section 3.5 and Section 3.6 could also be
improved. Currently, the localization setup requires that the patient walks upright in order to
break the line-of-sight of the localization sensors used. If the patient transitions quadrants with-
out tripping the sensor the system’s prediction of the patient’s location and the patient’s actual
location will become unsynchronized. Any future proper transitions will not resynchronize the
system unless the patient returns to the predicted quadrant without tripping any sensors. A new
mechanism could be developed that allows the system to resynchronize it’s predicted quadrant
in the event that this occurs. A possible approach is to examine the sensor activities that do not
make sense and adjust the prediction instead of ignoring these readings.
The current setup also requires that any given sensor is tripped only one time (1→ 0→ 1)
when the patient cross a quadrant boundary. The localization sensors are placed at the level of
the patient’s upper torso to attempt to enforce this requirement. When placed at a lower level,
hip-level for example, it is likely that the patient’s hand movements could trip a sensor numerous
times, causing the predicted quadrant to become unsynchronized with the actual quadrant. A
mechanism could be developed that monitors the time between sensor activities and determines
if consecutive activities are due to quadrant transitions or an anomaly such as the patient’s hand
movements. This would likely require a faster poll rate of the coordinator node, or the direct con-
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nection from central server to XBee coordinator, to retrieve the sensor readings quickly enough
to use this property in the mechanism.
The algorithm used in the proposed system for detecting eating patterns could also be im-
proved. Currently the algorithm requires that all sensors configured for eating detection be
tripped in order for the pattern to be detected. Instead, a probability could be assigned that
gives an estimate of how confident the system is that the patient is eating. As more sensors are
tripped, the confidence increases. In a simple implementation static weights could be assigned to
each sensor, such as 1/n per sensor for n configured sensors.
The ability to learn the patient’s behavior is a welcomed capability that would provide a large
benefit to the system. Currently the system is not “intelligent” and is unable to determine if
behaviors are normal or abnormal. With the ability to learn a baseline set of behaviors (eating,
movements, or otherwise) the system could alert the caregiver if an exhibited behavior is abnor-
mal or even dangerous, such as greater than 30 min in the bathroom or agitated back-and-forth
pacing. This is a capability that the BeClose product (Section 2.2) and QuietCare product (Sec-
tion 2.3) promote as a key feature.
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Appendix A: Further Information on System Hardware
This appendix provides additional background information about the three sensors used in
the proposed system. In Appendix A.1, extra information about reed switches, switch terminol-
ogy, and switches in general are covered. Appendix A.2 discusses how force-sensitive resistors are
constructed and how to use them. A background on photoelectric sensor operation and operat-
ing modes is given in Appendix A.3. Information about the XBee Series 1 and other RF modules
offered by Digi International is given in Appendix A.4.
A.1 Reed Switch
A simple reed switch is used to monitor the activity of objects that open, such as doors and
drawers. Reed switches are commonly used to detect the opening of doors and windows in resi-
dential alarm systems. A reed switch is an electrical component that can make or break an elec-
trical path in a circuit. It is composed of two (or more) ferrous metal reeds hermetically sealed in
a glass tube. Figure A.1 shows an image of a single-contact reed switch.
Switches are classified by their number of poles and throws. The number of poles describes
the number of distinct circuits controlled by a single input or switch. The number of throws
describes the number of unique circuit configurations each pole can be in, other than open. The
notation for describing a switch’s classification is mPnT, where m and n are integers. Following
convention, tuples are used for the count of 1 (single), 2 (double), and 3 (triple), with cardinal
Figure A.1: Single-pole single-throw reed switch [18].
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Figure A.2: Top view of the two substrates in a force-sensitive resistor [19].
numbers being used for the rest. A single-pole double-throw switch would be classified as SPDT
while a four-pole single-throw switch would be termed 4PST.
A reed switch is activated in the presence of a magnetic field. As with other switches, a reed
switch may be normally-open or normally-closed. In the first configuration, the ferrous reeds are
separated by a small air gap between the contacts and there is no conductivity between the two
terminals. When subjected to a magnetic field, the reeds flex, contact each other, and provide an
electrical path. In a normally-closed configuration, the reeds contact each other in a resting state.
When a magnetic field is applied the reeds flex apart, creating a small air gap between the contacts
and removing the electrical circuit. The magnetic field may be provided by placing a magnet near
the reed switch or by energizing an electromagnet or a coil.
A.2 Force-Sensitive Resistor
A force-sensitive resistor also assists in eating detection and is used to detect the presence or
absence of items. These devices are commonly used in touch-sensitive keypads, such as those
found on a microwave. Force-sensitive resistors are flexible laminated devices that have an inher-
ent resistance which varies with the amount of mechanical force applied to it.
Force-sensitive resistors typically consist of two substrates laminated together. A conductive
ink or polymer is printed onto the top substrate in an interleaved-fingers pattern. An example
of this pattern is shown in white in Figure A.2. The two terminals on the device connect to the
two halves of the pattern on the top substrate. The two terminals are not electrically connected.
The bottom substrate is composed of a resistive film and can be seen as the black portion in
Figure A.2. An adhesive spacer is placed between the top and bottom substrate before being
laminated together. This ensures that the two substrates are separated in a resting state.
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When a mechanical force is applied to the device the bottom substrate is pressed into the
pattern on the top substrate. This increases the level of conductivity between the two terminals
of the device, thus decreasing the resistance. The level of conductivity is directly proportional
to the pressure applied. In other words, as the amount of force applied increases, the resistance
of the device decreases. This change in resistance can be used to detect some stimulus in the
environment.
A.3 Photoelectric Sensor
The third type of sensor used in this system is an active sensor and is integral in performing
localization. It is a photoelectric sensor. Photoelectric sensors are commonly used to determine
the presence of an object in line-of-sight. Typical applications can be found in an automated
assembly line and in electric garage door openers in a home. In an assembly line these sensors are
used to detect the presence or absence of an item for various functions such as event timing, item
counting, and emergency shut-down. In electric garage door openers these sensors can be found
at ankle-height near the bottom of the garage door. In this application the sensor is used to detect
the presence of a foreign object in the path of the door, such as a child, a pet, or a vehicle.
The main components of a photoelectric sensor are a transmitter and a receiver [20]. Trans-
mitters in photoelectric sensors operate by emitting a pulse-width modulated (PWM) light at a
predetermined wavelength, pulse width, and frequency. The light source in photoelectric trans-
mitters is typically a light-emitting diode (LED). The receiver consists of a receiving element
(a phototransistor suffices), an amplifier, and a signal converter. The receiver will constantly
monitor the incoming light and determine whether its properties (such as wavelength and PWM
frequency) match the expected transmitter output. A load attached to the receiver is manipulated
to signal whether the incoming light is a match or not.
Photoelectric sensors are categorized into three methods of target detection: diffused mode,
through-beam mode, and retroreflective mode. Each method is better-suited for a different sens-
ing environment and will be detailed below. Figure A.3 depicts the three operating modes.
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Figure A.3: Three operating modes of photoelectric sensors [21]. (a) Diffused mode. (b)
Through-beam mode. (c) Retroreflective mode.
Photoelectric sensors operating in diffused mode are also called proximity sensors due to the
way they operate. These sensors have the transmitter and receiver enclosed in the same housing.
The light from the transmitter reflects off an object (if within range) and is detected by the re-
ceiver. The object’s composition and geometry greatly affect the intensity of the light detected
by the receiver. These factors can be used to differentiate between objects but often inhibit the
performance of the sensor. An advantage of photoelectric sensors operating in diffused mode is
that a separate receiver is not required. However, the sensing range is dependent on the object’s
size, color, material composition, and finish, often leading to a shorter sensing range relative to
the other operating modes.
In through-beam mode, also called opposed mode, the transmitter and receiver are in sepa-
rate housings and are placed on opposite sides of the expected object path. The light from the
transmitter is aimed at the receiver. When an object moves in the path of the light beam it will
break the beam and activate the output on the receiver. These sensors inherently have the high-
est sensing distance because the light travels in one direction and is not reflected. A drawback
of opposed mode sensors is the increased cost due to the separate transmitter and receiver. Also,
there is increased complexity because a transmitter and receiver must be mechanically mounted
and electrically connected in the system.
The final mode of operation, retroreflective mode, can be considered as a combination of dif-
fused and through-beam mode. It has the reduced complexity of diffused mode sensors but the
increased range of through-beam mode. Retroreflective photoelectric sensors house the transmit-
ter and receiver in the same housing but use a dedicated reflective element to reflect the light back
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to the receiver. By using a reflective element we gain much higher accuracy and intensity of the
reflected light while only electrically connecting a single device. A reflector must be mounted in
a position opposing the transmitter/receiver but the reflectors are typically very small (around
4 in2) and do not require any electrical connections. A variant of retroreflective sensors uses po-
larization filters to differentiate between light reflected by the reflector and light reflected by an
object. This variant often has a shorter range and higher cost than plain retroreflective sensors.
The reflector used by retroreflective photoelectric sensors, the retroreflector, deserves a spe-
cial mention. This special type of reflector has a unique property: it reflects light back at the
same angle of incidence at which it entered. This is due to the prismatic construction of the re-
flective elements in the reflector. This property is especially useful in this application as it enables
the photoelectric transmitter to transmit a narrower (and more intense) cone of light, resulting
in a greater sensing distance. It also greatly simplifies system setup. The geometric plane of the
reflector simply needs to be placed roughly normal to the beam of light (the reflective properties
of this reflector are very tolerant of this angle) and anywhere within the beam cone.
A.4 XBee RF Modules by Digi International
Communication between the sensor nodes and the central server is provided by XBee RF
modules from Digi International. XBee modules are standalone wireless communication mod-
ules that were designed for low bandwidth and low power consumption. Many of the XBee
modules are roughly based on the ZigBee suite of protocols with proprietary methods designed
by Digi for high-level communication.
The physical layer of XBee radios are based on ZigBee’s specifications, implementing the
IEEE 802.15.4 standard. This standard, defined in 2003, is focused on offering the lower net-
working levels for a wireless personal area network. It has lower bandwidth, lower power con-
sumption, lower complexity, and generally lower cost than Wi-Fi and Bluetooth. The radios
operate in the industrial, scientific, and medical (ISM) band, specifically at 2.4 GHz.
There are many different models of XBee modules offered by Digi. The model of interest is
the one used in this system: the XBee 802.15.4, also known as the XBee Series 1. This module
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supports point-to-point, point-to-multipoint, and peer-to-peer network topologies [11]. It offers
a data rate of up to 250 Kbps and a communication range of up to 100 ft in an indoor environment
that doesn’t provide wireless line-of-sight.
In simple communication applications the XBee Series 1 modules can be a simple drop-in
cable replacement. The modules utilize a 3.3 V UART as the serial data connection. By sending
data to this interface on a transmitting module you can read the same data from a receiving module
provided that the XBee modules are properly configured. Any transmissions received by an XBee
module will be read from the module’s serial interface.
In addition to replacing simple wired communications, the XBee Series 1 also offers con-
figurable inputs and outputs (I/O). The Series 1 contains a total of eight digital I/O pins with
optional pull-up resistors, six of which can be configured as 10-bit analog-to-digital converter
(ADC) inputs with an external voltage reference. It also has two pins that can be configured
for pulse-width modulation (PWM) output. The configuration of the I/O and all other settings
are programmed over the serial interface. The XBee Series 1 also offers remote configuration in
which a module can be reconfigured by sending special commands to it over the wireless interface.
The modules tolerate a supply voltage of 2.8 VDC to 3.4 VDC which is suitable for many
battery-powered applications. At 3.3 V, the radio has a transmit current draw of 45 mA and
a receive current draw of 50 mA. The modules also support numerous sleep modes, with the
deepest sleep mode consuming less than 10 µA.
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Appendix B: Additional Figures
Figure B.1: Modem configuration tab of Digi’s X-CTU software.
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Figure B.2: Schematic for the sensor node PCB.
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Figure B.3: Schematic for the coordinator node PCB.
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Appendix C: Database Setup for System Testing
Table C.1: Contents of radio table in database for test trials.
_id sn_high sn_low coordinator
1 0013A200 40A5C997 0
2 0013A200 40A6C57A 0
3 0013A200 40AE7E89 0
4 0013A200 40AE7E96 0
5 0013A200 40AE7E85 0
6 0013A200 40A1B613 1
Table C.2: Contents of direction table in database for test trials.
_id name description
1 northeast
2 southeast
3 southwest
4 northwest
Table C.3: Contents of room table in database for test trials.
_id name description
1 kitchen
2 bedroom
3 living room
4 bathroom
5 hallway
Table C.4: Contents of quadrant table in database for test trials.
_id quadrant direction_id room_id
1 1 4 3
2 2 3 3
3 3 2 3
4 4 1 3
5 5 3 2
6 6 2 2
7 7 1 2
8 8 4 2
9 9 1 5
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Table C.5: Contents of sensor_type table in database for test trials.
_id type output_type
1 door digital
2 force analog
3 photoelectric digital
Table C.6: Contents of mechanism table in database for test trials.
_id mechanism
1 eating detection
2 localization
Table C.7: Contents of radio_command table in database for test trials.
_id description command
Table C.8: Contents of sensor table in database for test trials. Database columns calibra-
tion_value and mechanism_id are shortened in this table to cal._value and mech._id, respectively.
_id num type_id radio_id radio_pin cal._value mech._id description
1 4 2 3 2 1 Placemat
2 3 2 3 1 1 Prepared food
3 2 1 2 4 0 1 Refrigerator door
4 1 1 3 3 0 1 Silverware drawer
5 5 3 5 3 1 2 Hallway to living room
6 6 3 5 4 1 2 Living room north to south
7 7 3 5 5 1 2 Bedroom north to south
8 8 3 1 3 1 2 Living room east to west
9 9 3 1 4 1 2 Living room to bedroom
10 10 3 1 5 1 2 Bedroom west to east
Table C.9: Contents of adjacency table in database for test trials.
_id quadrant1_id quadrant2_id sensor_id
1 1 9 5
2 1 2 8
3 3 4 8
4 1 4 6
5 2 3 6
6 3 5 9
7 5 6 7
8 7 8 7
9 5 8 10
10 6 7 10
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