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Abstract
Motivated by the desire to understand classical-quantum correspondences, we
study concentration phenomena of approximate eigenfunctions of a semiclassical
pseudodifferential operator P (h). Such eigenfunctions appear as steady state so-
lutions of quantum systems. Here we think of h as being a small parameter such
that h2 is inversely proportional to the energy of such a system. As we under-
stand classical mechanics to be the high energy (or small h) limit of quantum
mechanics we expect the behaviour of eigenfunctions u(h) for small h to be re-
lated to properties of the associated classical system. In particular we study the
connection between the classical flow and the quantum concentration properties.
The flow, (x(t), ξ(t)), of a classical system describes the system’s motion
through phase space where x(t) is interpreted as position and ξ(t) is interpreted
as momentum. In the quantum regime we think of an eigenfunction as being
composed of highly localised packets moving along bicharacteristics of the classi-
cal flow. With this intuition we relate concentration of eigenfunctions in a region
to the time spent by projections of bicharacteristics there.
We use the Lp norm of u when restricted to submanifolds as a measure of con-
centration. A high Lp norm particularly for small p is indicative of concentration
near the submanifold.
We reduce the estimates on eigenfunctions to operator norm estimates on
associated evolution operators. Using the semiclassical analysis methods devel-
oped in Chapter 3 we express these evolution operators as oscillatory integral
operators. Chapter 2 covers the technical background needed to work with such
operators. In Chapter 4 we determine eigenfunction estimates for eigenfunctions
restricted to a smooth embedded submanifold Y of arbitrary dimension. If Y is a
hypersurface, the greatest concentration occurs when there are bicharacteristics
of the classical flow embedded in Y . In Chapter 5 we assume that projections of
such bicharacteristics can be at worst simply tangent to Y and thereby obtain
better results for small values of p.
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Chapter 1
Introduction
This work is motivated by a desire to understand the high energy limit of Quan-
tum Mechanics and how classical properties of a system carry over into the quan-
tum regime.
One can describe the classical dynamics of a system in terms of a Hamiltonian
p(x, ξ). Intuitively we think of this Hamiltonian as representing the total energy
of the system (which is conserved). To guide our intuition we consider only the
simple example of a single particle system of mass one. The Hamiltonian gives
rise to a flow x˙(t) = ∂ξp(x, ξ)ξ˙(t) = −∂xp(x, ξ)
which describes the motion of the particle through phase space where x(t) is
interpreted as position and ξ(t) momentum. In general, a classical observable
is a function a(x, ξ) on phase space. For example the kinetic energy of a free
particle is given by the observable a(x, ξ) = |ξ|2.
When working in the quantum regime, we abandon the notion of describing
exact position and momentum and instead work with probability densities. A
system is defined by a wave function Ψ(t, x) and an observable, such as position
or momentum, is represented by an operator acting on Ψ(t, x). We obtain these
operators via a quantisation procedure. Under quantisation we have
xi → xi ξi → ~
i
∂
∂xi
= ~Dxi
where xi is the multiplication operator, xi(f) = xif and ~ is Planck’s constant
which is very small compared to the O(1) scales of classical mechanics. We
say that we are quantising at a scale ~. We can then use the correspondence
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between differentiation in spatial variables and multiplication in Fourier variables
to quantise general observables a(x, ξ) (see Chapter 3 for details). In general we
write the operator obtained by quantising the observable a(x, ξ) on scale ~ as
a(x, ~D).
We interpret |Ψ(t, x)|2 to be the probability density associated with the system
described by Ψ(t, x). The wave function Ψ(t, x) describing the quantum system
is defined via the Schro¨dinger equation~DtΨ+ p(x, ~D)Ψ = 0Ψ(0, x) = u0(x) (1.0.1)
where p(x, ~D) is obtained by quantising the Hamiltonian. For example if
p(x, ξ) = ξ · ξ + V (x),
p(x, ~D) =
n∑
i=1
~
2D2xi + V (x)
= −~2∆+ V (x).
Such Hamiltonians form an important set of examples. They represent a particle
moving in Rn acting under the potential V (x). When V (x) = 0 this represents
a free particle. Indeed if ∆g is the Laplace-Beltrami operator on a Riemannian
manifold M , then
~DtΨ− ~2∆gΨ = 0
describes the mechanics of quantum free particle motion on M .
We are particularly interested in the so called stationary state solutions to
(1.0.1) for which the probability density |Ψ(x, t)|2 is independent of time. These
take the form
Ψ(t, x) = e
−iEt
~ uE(x)
where uE(x) satisfies
p(x, ~D)uE = EuE.
The eigenvalue E is interpreted as the energy of this stationary state. So to study
the high energy limit of quantum mechanics we need to study eigenfunctions uE
with large E. We have
(p(x, ~D)−E)uE = 0
therefore uE is a solution to
p˜(x, ~D)uE = 0
3where p˜(x, ξ) = p(x, ξ)−E. Notice that the flow generated by p˜(x, ξ) is the same
as that generated by p(x, ξ).
We return now to our notion from classical mechanics that p(x, ξ) represents
the conserved energy of a system. Then for a system with initial energy E, the
particle moves along bicharacteristics of the flow (x(t), ξ(t)) such that
p˜(x(t), ξ(t)) = p(x(t), ξ(t))− E = 0.
In the high energy limit if p˜(x0, ξ0) 6= 0 and u is a solution to
p˜(x, ~D)u = 0
supported near x0 we therefore expect that uˆ(ξ0) would be small. In Chapter 3 we
formalise this concept and say that u is localised near points (x0, ξ0), p˜(x0, ξ0) = 0.
In the simplest example, free particle motion on Rn, p(x, ξ)=p(ξ)= ξ · ξ and
Ψ(t, x) satisfies ~DtΨ− ~2∆Ψ = 0Ψ(0, x) = u0(x). (1.0.2)
Calculating formally we can express Ψ(t, x) as U(t)u0(x) where U(t) is the oper-
ator
U(t)u =
∫
K(t, x, y)u(y)dy
K(t, x, y) = ~−n
∫
e
i
~
(<x−y,ξ>−tξ2)dξ.
As we are interested in stationary states with energy E, we pick some ξ0 such
that p(ξ0) = |ξ0|2 = E and localise around this frequency with a smooth function
χ equal to one on B(0, 1) and zero off B(0, 2). We define Uξ0(t) by
Uξ0(t)u =
∫
Kξ0(t, x, y)u(y)dy
Kξ0(t, x, y) = ~
−nǫ−n/2
∫
e
i
~
(<x−y,ξ>−tξ2)χ
(
ξ − ξ0
ǫ
)
dξ.
The kernel of Uξ0(t) is an oscillatory integral so the major contribution toKξ0(t, x, y)
comes at the critical points of the phase function (see Chapter 2 for details on
oscillatory integrals). The critical points occur when
x− y − 2tξ = 0.
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Recall that if we flow an initial point (y, ξ) for time t under the flow generated by
p(ξ) = ξ · ξ, we obtain (y+2tξ, ξ). Therefore, for any given x, y and t, the major
contribution to Kξ0(t, x, y) comes from near the frequency that is necessary to
flow y to x in time t. The cut off function χ restricts the frequencies available so
Kξ0(t, x, y) is small unless y can be flowed to x in time t with an initial momentum
within ǫ of ξ0.
It is easy to see that the function
uξ0(x) = e
i
~
<x,ξ0>
is a stationary state solution to (1.0.2). To create a L2 normalised solution we
consider the wave packet
u(x) = χ(x)e
i
~
<x,ξ0>.
Now u(x) is an approximate eigenfunction with error ∼ ~E1/2. Compared with
E, the energy of the system, this error is very small; we will later formalise the
notion of an approximate solution. We can break u(x) up into small packets
localised around points
ux0(x) = ǫ
−n/2χ
(
x− x0
ǫ
)
e
i
~
<x,ξ0>.
Then
Uξ0(t)ux0 = ~
−nǫ−n
∫∫
e
i
h
(<x−y,ξ>−tξ2+<y,ξ0>)χ
(
ξ − ξ0
ǫ
)
χ
(
y − y0
ǫ
)
dξdy.
Recall that the critical points of the phase function are given by
x− y − 2tξ.
Now Kξ0(t, x, y) is only large if |x− y − 2tξ| is small for some ξ within 2ǫ of ξ0.
As ux0(y) is only supported for y within 2ǫ of x0 we have that |Uξ0ux0| is small
unless
|x− x0 − 2tξ0| ≤ Cǫ.
This gives us a useful intuition; we think of u(x) as being composed of highly
localised packets moving along bicharacteristics of the flow. We can then relate
concentration in a region to the amount of time projections of bicharacteristics
spend there. Therefore, if there are stable invariant sets under the flow, we would
expect to see concentration of |u(x)| in these regions. In the case of free particle
motion on a sphere we can indeed see such behaviour. In this example we are
searching for solutions to
∆Su = −l(l + 1)u
5where l(l+1) = E/~2. If γ is a great circle we can set up coordinates (θ, φ) such
that γ = {(θ, φ) | θ = π/2}. Then, the L2 normalised (up to a constant) sequence
of spherical harmonics l1/4 sinl θ concentrates on γ as l →∞. Analogous examples
can be found in higher dimensions. We wish to study the potential concentration
of such eigenfunctions and link such concentrations to the properties of the flow.
Many different techniques for studying the potential concentrations of eigen-
functions are available. A large body of recent work focuses on semiclassical mea-
sures (see for example Anantharaman [1], Anantharaman-Koch-Nonnenmacher
[2], Anantharaman-Nonnenmacher [3], Bourgain-Lindenstrauss [4],
Ge´rard-Leichtnam [15], Rudnick-Sarnak [38], Zelditch [47] and Zelditch-Zworski
[48]). The aim of these studies is generally to prove non-concentration theorems
under geometric conditions on the geodesic flow (such as Anosov flow).
Sogge’s more general work [42] on spectral clusters implies sharp estimates
for ||u||Lp(M) of the form ||u||Lp(M) . λδ(n,p) ||u||L2(M) where λ is the eigenvalue of
u. These estimates are extended into the semiclassical regime by Burq, Ge´rard
and Tzvetkov [6] (for the Laplacian) and Koch, Tataru and Zworski [26] (for
semiclassical operators). Multilinear estimates for spherical harmonics have also
been obtained by Burq, Ge´rard and Tzvetkov [7]. In related work Koch and
Tataru [25] give Lp estimates for eigenfunctions of the Hermite operator
H = −∆+ x2.
In 2004 Reznikov [37] proved bounds for restrictions of Laplacian eigenfunc-
tions to curves where the underlying manifold was a hyperbolic surface. In 2009
Burq, Ge´rard and Tzvetkov [8] produced results giving Lp estimates for the re-
striction of eigenfunctions of the Laplace-Beltrami operator on a compact mani-
fold to a submanifold.
Theorem (Burq-Ge´rard-Tzvetkov). Let (M, g) be a compact Riemannian man-
ifold of dimension n and Y a smooth embedded submanifold of dimension k.
Suppose ∆g is the Laplace-Beltrami operator given by the metric g and uj is a
sequence of L2 normalised eigenfunctions of ∆g,
−∆guj = λ2juj.
Then
||uj||Lp(Y ) . λδ(n,k,p)j (1.0.3)
where
δ(n, n− 1, p) =
n−12 − n−1p , 2nn−1 < p ≤ ∞n−1
4
− n−2
2p
, 2 ≤ p < 2n
n−1
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and for k 6= n− 1
δ(n, k, p) =
{
n−1
2
− k
p
, 2 ≤ p ≤ ∞, (k, p) 6= (n− 2, 2).
For k = n− 1, n 6= 2, p = 2n/n− 1
||uj ||Lp(Y ) . (log λj)1/2λ
n−1
2n
j ;
for (n, k, p) = (2, 1, 4) the above estimate holds without the log divergence term.
For k = n− 2, p = 2
||uj||Lp(Y ) . (log λj)1/2λ
1
2
j .
Remark 1.0.1. Hu [23] also proves this result for Laplacian eigenfunctions re-
stricted to a general submanifold obtaining the same index δ(n, k, p) except with-
out the log divergence when k = n− 1 and p = 2n/n− 1.
In addition to proving estimates for general submanifolds Burq, Ge´rard and
Tzvetkov [8] obtained better results for curves in R2 that have positive geodesic
curvature (L2 concentration λ1/6 as compared to λ1/4 for arbitrary curves). Hu
[23] extended this result to hold for hypersurfaces in Rn which have positive
definite fundamental form. Better L2 estimates are known in some special cases.
Toth [46] shows L2 concentration of O(| log(h)|) on a generic curve in R2 in the
quantum completely integrable case. In the special case of a flat two or three
dimensional torus Bourgain and Rudnick [5] obtain a nonconcentration result for
Laplacian eigenfunctions restricted to a curved hypersurface.
This work extends Burq, Ge´rard and Tzvetkov’s results on Laplacian eigen-
functions using techniques found in Koch-Tataru-Zworski [26] and Burq-Ge´rard-
Tzvetkov [6] to treat them in the more general semiclassical setting.
In the semiclassical setting we make a further translation of the problem to
encode energy into the operator. If
(−~2∆+ V (x)−E)u = 0
we can, by dividing the equation by E, obtain
(−h2∆+ Vh(x)− 1)u = 0
where h2 = ~2/E and Vh(x) = (h
2/~2)V (x). We write this as
p(x, hD)u = 0
7where
p(x, ξ; h) = ξ · ξ + Vh(x).
We are now quantising on a scale h which is inversely proportional to the square
root of the energy. Therefore the high energy limit corresponds to h → 0. We
could also think of this limit as a fixed energy E and a dimensional rescaling that
sends ~→ 0.
We now study approximate eigenfunctions (quasimodes) of semiclassical pseu-
dodifferential operators p(x, hD) obtained by quantising symbols p(x, ξ; h) on a
scale h. In allowing approximate eigenfunctions we allow an error of order h.
That is we study families of L2 normalised functions u(h), h → 0, such that
p(x, hD)u = OL2(h) for p(x, hD) a semiclassical pseudodifferential operator with
symbol p(x, ξ; h). We assume that u is localised, that is outside a compact set
of (x, ξ) the contributions to u are negligible. As we have effectively scaled
the frequency variables by h−1, localisation acts like a spectral cut off exclud-
ing frequencies greater than h−1. The localisation condition is compatible with
p(x, hD)u = OL2(h) and indeed localising an eigenfunction introduces an error
of order h, so there is no loss of generality in allowing such approximate eigen-
functions. With the localisation assumption, we can reduce the global problem
of restriction estimates to local estimates on small patches of phase space. We
also place some nondegeneracy assumptions on p(x, ξ) (we say p(x, ξ) satisfying
such assumptions are admissible – see Definition 4.0.3). Under these conditions
we obtain Theorem 4.0.1.
Theorem 4.0.1 (p54) Let (M, g) be a smooth n dimensional Riemannian man-
ifold with no boundary and let Y be a smooth embedded submanifold with dimen-
sion k. Let u(h) be a family of L2 normalised functions that satisfy p(x, hD)u =
OL2(h) for p(x, hD) a semiclassical operator with symbol p(x, ξ; h). Assume fur-
ther that u is localised and p(x, ξ; h) is admissible. Then the Lp norms restricted
to Y are:
||u||Lp(Y ) . h−δ(n,k,p)
δ(n, n− 1, p) =
n−12 − n−1p , 2nn−1 ≤ p ≤ ∞n−1
4
− n−2
2p
, 2 ≤ p ≤ 2n
n−1
and for k 6= n− 1
δ(n, k, p) =
{
n−1
2
− k
p
, 2 ≤ p ≤ ∞, (k, p) 6= (n− 2, 2).
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For k = n− 2, the L2 estimate is
||u||L2(Y ) . h−1/2 log1/2(1/h).
The index δ(n, k, p) is the same as Burq-Ge´rard-Tzvetkov [8] obtained for
Laplacian eigenfunctions with a log improvement at p = 2n/(n− 1). Figure 1.1
shows δ(n, n − 1, p) plotted against 1/p and Figure 1.2 shows δ(n, k, p) plotted
against 1/p for k ≤ n− 2.
In Section 4.1 we reduce the study of eigenfunctions to studying the solution
operator for the evolution equation
hDt − a(x, hDx¯) = 0 (1.0.4)
where for x ∈ M,x = (t, x¯) and a(x, ξ¯) is determined by the symbol p(x, ξ).
Further, the important contributions come from the case where we can write
y ∈ Y as y = (t, y′), that is when dt 6= 0 on Y (Section 4.1). Now we express
the solution operator U(t) of (1.0.4) as an oscillatory integral operator. It is
then enough to prove LptL
p
y′ operator norm bounds on W (t) = RY ◦ U(t) where
RY is the restriction operator onto the submanifold Y . As U(t) is an evolution
equation, it is natural to use Strichartz estimates to obtain the LptL
p
y′ bounds
on W (t). However, unlike U(t), W (t) is not a unitary operator as is normally
required to apply Strichartz estimates. To deal with this, we prove a set of
Strichartz estimates which, instead of unitarity, assumes L2 norms onW (t)W ⋆(s)
of a similar form to the usual dispersion L1 → L∞ bounds.
Theorem 4.2.1 (p62) Let W (t), t ∈ R be a family of operators W (t) : H →
L2(X), where H is a Hilbert space and (X, dx) is a measure space. Assume that
W (t) satisfies the estimates:
• for all t, s ∈ R and f ∈ L1(X)
||W (t)W ⋆(s)f ||L∞(X) . h−µ∞(h + |t− s|)−σ∞ ||f ||L1(X) ;
• for all t, s,∈ R and f ∈ L2(X)
||W (t)W ⋆(s)f ||L2(X) . h−µ2(h+ |t− s|)−σ2 ||f ||L2(X) ;
then (∫
||W (t)f ||rLp dt
)1/r
. h−γ ||f ||H
9Figure 1.1: δ(n, n− 1, p) plotted against 1/p (hypersurfaces case).
Figure 1.2: δ(n, k, p) plotted against 1/p for k ≤ n− 2.
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γ =
µ∞ − µ2
r(σ∞ − σ2) +
σ∞µ2 − σ2µ∞
2(σ∞ − σ2)
for pairs of (r, p), 2 < r ≤ ∞, 2 ≤ p ≤ ∞ such that
2
r
+
2
p
(σ∞ − σ2) = σ∞.
Using an oscillatory integral expression for W (t) with the nondegeneracy as-
sumptions on the symbol p(x, ξ; h), stationary phase methods give L1 → L∞ and
L2 → L2 estimates for W (t)W ⋆(s) (Proposition 4.3.1). In the hypersurface case
the Strichartz estimates of Theorem 4.2.1 are then used to obtain LptL
p
y′ estimates
for W (t) when p = 2n/(n− 1). The full range of estimates are obtained by inter-
polation between this point and the L∞t L
∞
y′ and L
2
tL
2
y′ estimates, both of which
are directly calculated. For submanifolds of higher codimension, Theorem 4.0.1
follows directly from interpolation between the L∞t L
∞
y′ and L
2
tL
2
y′ estimates.
The index δ(n, k, p) given by Theorem 4.0.1 is optimal in the sense that for
each (n, k, p) there is a manifold M of dimension n, submanifold Y of dimension
k and a sequence of functions u(hj), hj → 0 for which δ(n, k, p) is achieved (see
examples 4.5.1 and 4.5.2). In their original paper Burq, Ge´rard and Tzvetkov
showed an improvement for small p in dimension two where the submanifold was
a curve with positive geodesic curvature. For Laplacian eigenfunctions Hu [23]
extended this result to hypersurfaces with positive definite second fundamental
form. Here we obtain this improved result in the general semiclassical setting
where the hypersurface is curved with respect to the Hamiltonian flow determined
by the symbol p(x, ξ) (see Definition 5.0.4).
Theorem 5.0.5 (p82) Let M , P (h) and u(h) be as in Theorem 4.0.1. Suppose
H is a smooth embedded hypersurface in M . If H is curved with respect to the
flow given by p(x, ξ), then the estimate for p = 2 can be improved from δ = 1/4
to δ˜ = 1/6. By interpolation with the result of Theorem 4.0.1 for p = 2n/(n−1),
we obtain
||u||Lp(H) . h−δ˜(n,p), 2 ≤ p ≤
2n
n− 1 ,
δ˜(n, p) =
n− 1
3
− 2n− 3
3p
. (1.0.5)
Figure 1.3 shows δ˜(n, p) plotted against 1/p (solid line). For comparison the
dotted line shows δ(n, n− 1, p) for p ≤ 2n/n− 1.
Theorem 5.0.5 uses the same framework as Theorem 4.0.1, so it is only nec-
essary to prove the L2 estimate ||u||L2(H) . h−1/6 ||u||L2(M). All other estimates
11
Figure 1.3: δ(p) and δ˜(p) plotted against 1/p
are obtained by interpolation with the results from Theorem 4.0.1. It is possible
to prove this L2 estimate directly from stationary phase estimates. However, it
is more efficient to use a result by Pan and Sogge [31] for oscillatory integrals
with folding canonical relations. This result is the analogous result for oscillatory
integral operators (whose phase functions are not necessarily homogeneous) to
Melrose and Taylor’s [28] result for Fourier integral operators with folding canon-
ical relations. These estimates also have sharp examples, see Example 5.4.1.
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Chapter 2
Oscillatory Integral Operators
An important technique used in this work is that of representing operators in
terms of oscillatory integrals. Estimates on operator norms can then be found by
exploiting cancellation induced by high frequency oscillation. We aim to write an
operator Tλ in the form
Tλf =
∫
Kλ(x, y)f(y)dy (2.0.1)
Kλ(x, y) =
∫
eiλψ(x,y,η)b(x, y, η;λ)dη (2.0.2)
where λ is a large parameter. If ψ(η) is not constant the term eiλψ oscillates
with high frequency creating much cancellation. The exact level of cancellation
is determined by the critical points of ψ. The background material presented
here can be found in many texts, see for example Ho¨rmander [21], Sogge [43] or
Stein [44].
2.1 Stationary Phase Estimates
We are concerned with two types of oscillatory integral. The simplest is
I(λ) =
∫
Rn
eiλψ(η)b(η;λ)dη, λ > 0. (2.1.1)
We will also work with oscillatory integrals that depend on a variable x
I(x, λ) =
∫
Rn
eiλψ(x,η)b(x, η;λ)dη, λ > 0. (2.1.2)
In both cases we assume that ψ ∈ C∞ has ℑψ = 0 and that b ∈ C∞c . Further
we assume b and all its derivatives are bounded in λ as λ → ∞. The best case
13
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scenario is if ψ has no critical points at all (nonstationary phase). In this case we
obtain a bound of λ−N for any N > 0.
Lemma 2.1.1. Let b ∈ C∞c (Rn) and |Dkb(η;λ)| be bounded for k ∈ N as λ→∞.
Suppose ψ ∈ C∞ such that |∇ηψ| ≥ c > 0 on the support of b. Then for all λ > 1,
|I(λ)| =
∣∣∣∣∫ eiλψ(η)b(η;λ)dη∣∣∣∣ ≤ CNλ−N , N = 1, 2, · · · (2.1.3)
Proof. After a partition of unitary and change of coordinates, we may assume
that |∂ψ/∂η1| ≥ c/2 on supp(b). Defining the operator L(ψ,D) as
L(ψ,D) =
1
iλ∂ψ/∂η1
∂
∂η1
,
we see that L(ψ,D)eiλψ(η) = eiλψ(η). Therefore integrating by parts∣∣∣∣∫ eiλψ(η)b(η)dη∣∣∣∣ = ∣∣∣∣∫ eiλψ(η)(L⋆)Nb(η)dη∣∣∣∣
where L⋆ is the adjoint of L. That is,
L⋆(ψ,D) =
∂
∂η1
(
1
iλ∂ψ/∂η1
)
.
As (L⋆)Nb is O(λ−N) we obtain 2.1.3.
Note that the requirements on the regularity of b can be weakened a little and
we can still get a good level of decay. If b is only CM , for some value of M , we
can use the same integration by parts argument for N ≤M and obtain a bound
for |I(λ)| of O(λ−M).
This estimate provides a very strong level of decay for I(λ). However in
applications, phase functions frequently do have critical points. Where these
critical points are nondegenerate, we can still obtain some decay. In fact, if the
Hessian of ψ is nondegenerate we get I(λ) = O(λ−n/2). We first prove this for
the one dimensional case.
Lemma 2.1.2. (van der Corput) Suppose b(λ, η) has compact η-support and sat-
isfies ∣∣Dαη b(η;λ)∣∣ ≤ Cα
for all α > 0. Let ψ be a phase function such that ψ(0) = 0 and ψ′η(0) = 0.
Further suppose that ψ′′η(0) 6= 0. If ψ′η 6= 0 on supp(b( · ;λ))\{0} then, for all
β > 0
Iβ(λ) =
∫
R
eiλψ(η)|η|βb(η;λ)dη
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obeys the bound
|Iβ(λ)| ≤ Cβ(1 + λ)−1/2−β/2.
Proof. We first divide Iβ(λ) into two pieces by introducing a C
∞ function ρ(η)ρ(η) = 1 |η| < 1ρ(η) = 0 |η| > 2.
For some δ which we will determine later we write
Iβ(λ) =
∫ 2δ
−2δ
eiλψ(η)|η|βb(η;λ)ρ(η/δ)dη +
∫ ∞
−∞
eiλψ(η)|η|βb(η;λ) (1− ρ(η/δ)) dη
= I1 + I2.
A bound on the integral I1 is obtained by considering only the absolute value of
the integrand,
|I1| ≤ C
∫ 2δ
−2δ
|η|βdη ≤ Cβδβ+1.
To estimate I2, we return to the operators L(ψ,D) and L
⋆(ψ,D) used in the
proof of Lemma 2.1.1. Then, integrating by parts, we obtain
|I2| ≤
∣∣∣∣∫ ∞
−∞
eiλψ(η) (L⋆(ψ,D))N
(|η|βb(η;λ)(1− ρ(η/δ))) dη∣∣∣∣
.
∫ ∞
δ
∣∣∣(L⋆(ψ,D))N (ηβb(η;λ)(1− ρ(η/δ)))∣∣∣ dη.
The assumption ψ′′η (0) 6= 0 implies that
ψ(η) = η2a(η) a(0) 6= 0.
Therefore ∣∣∣∣ 1ψ′η(η)
∣∣∣∣ . 1η .
Now ∣∣L⋆(ψ,D)Nηβb(η;λ)∣∣ . λ−Nηβ−2N
and for |η| > δ ∣∣L⋆(ψ,D)Nηβb(η;λ)ρ(η/δ)∣∣ . λ−Nηβ−Nδ−N .
Therefore we obtain
|I2| ≤ λ−N
∫ c
δ
(
ηβ−2N + ηβ−Nδ−N
)
dη ≤ Cλ−Nδβ−2N+1.
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Combining the estimates for I1 and I2 we have
|Iβ(λ)| ≤ Cβ
(
δβ+1 + λ−Nδβ−2N+1
)
.
Therefore to balance the terms we choose δ = λ−1/2. So
|Iβ(λ)| ≤ Cβ(1 + λ)−1/2−β/2.
We can extend this to an n-dimensional result. We assume that we have
a phase function with critical point at zero (∇ψ(0) = 0) and that the matrix(
∂2ψ
∂ηi∂ηj
)
is nondegenerate. In this case we say that ψ has a nondegenerate critical
point at zero.
Theorem 2.1.3. Suppose that b(η;λ) has compact η-support and satisfies∣∣Dαη b(η;λ)∣∣ ≤ Cα
for all α > 0. Let ψ be a phase function such that ψ(0) = 0 and ψ has a non-
degenerate critical point at zero. If ∇ψ(η) 6= 0 on supp(b( · ;λ))\{0}
Iβ(λ) =
∫
Rn
eiλψ(η)ηβb(η;λ)dη
obeys the bound
|Iβ(λ)| ≤ Cβ(1 + λ)−n/2−|β|/2
for any multi-index β.
Proof. To prove Theorem 2.1.3 for the general case, we first prove it for the case
ψ(η) = Q(η) =
(
η21 + · · ·+ η2j − η2j+1 − · · · − η2n
)
. (2.1.4)
We will then make use of the Morse Lemma which states that near a non-
degenerate stationary point at the origin there is a smooth change of variables
such that in the new variables η˜, φ(η˜) = Q(η˜). We work by induction on dimen-
sion. Consider the one dimensional integral
Iβ(λ) =
∫ ∞
−∞
eiλη
2
ηβb(η;λ)dη.
Lemma 2.1.2 gives us
|Iβ| ≤ C(1 + λ)−1/2−|β|/2
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which proves Theorem 2.1.3 for the case n = 1. We are now in a position to
complete the inductive step. We assume Theorem 2.1.3 is true in dimension n−1
and rewrite Iβ(λ) as∫
Rn−1
eiλ
eQ(η′)
{∫ ∞
−∞
eiλη
2
1b(η1, η
′;λ)ηβ11 dη1
}
η′β
′
dη′.
Here η′ = (η2, ..., ηn) and Q˜(η
′) = Q(η)− η21. Lemma 2.1.2 gives a bound on the
inner integral. Therefore if we define b˜(η′;λ) to be equal to the inner integral, we
have that b˜(η′;λ) obeys the bound∣∣∣Dγη′ b˜(η′;λ)∣∣∣ ≤ Cγ(1 + λ)−(1+β1)/2.
Now using our induction hypothesis we get∣∣∣∣(1 + λ)(1+β1)/2 ∫
Rn−1
eiλ
eQ(η′)b˜(η′;λ)(η′)β′dη′
∣∣∣∣ ≤ C(1 + λ)−[(n−1)+|β′|]/2.
Hence
|Iβ(λ)| =
∣∣∣∣∫ eiλQ(η)b(η;λ)ηβdy∣∣∣∣ ≤ Cβ(1 + λ)−[n+|β|]/2.
We will be working with operators Tλ that are determined by kernels of the
form (2.0.2). Therefore we need to obtain expressions for integrals such as I(λ, x)
as defined by (2.1.2). Suppose ψ(x, η) is a real, smooth function satisfying
∇ηψ(0, 0) = 0
det
(
∂2ψ/∂ηj∂ηk
) 6= 0 when x = η = 0.
Then, from the implicit function theorem, for x small we have a smooth solution
ϕ(x) to
∇ηψ(x, ϕ(x)) = 0. (2.1.5)
We assume that the η-support of b is small enough such that there is a unique
solution ϕ(x) to (2.1.5) and place bounds on b(x, η, λ) similar to those of Theorem
2.1.3. We then obtain an expression for I(x, λ) with the same rate of decay in λ
as the I(λ) of Theorem 2.1.3.
Theorem 2.1.4. Suppose b and ψ are as above and that for any multi-indices
γ1, γ2 and β and 1 ≤ i ≤ n:
• ∣∣Dγ1x Dγ2η b(x, η;λ)∣∣ ≤ Cγ1,γ2;
18 CHAPTER 2. OSCILLATORY INTEGRAL OPERATORS
• if ϕ(x) = (ϕ1(x), . . . , ϕn(x)) satisfies ∇ηφ(x, ϕ(x)) = 0 and
|Dβxϕi(x)| . κ|β| for some κ > 0;
then
I(λ, x) =
∫
eiλψ(x,η)b(x, η;λ)dη = (1 + λ)−n/2eiλφ(x,ϕ(x))b˜(x;λ)
such that b˜(x;λ) obeys the bounds
|Dαxb(x;λ)| ≤ Cβκ|α|
for any multi-index α.
Proof. First we define a new phase function ψ˜(x, η) = ψ(x, η)−ψ(x, ϕ(x)). There-
fore
I(x, λ) = eiλψ(x,ϕ(x))
∫
eiλ
eψ(x,η)b(x, η;λ).
Now we have a phase function ψ˜(x, η) which has
ψ˜(x, ϕ(x)) = 0
∇ηψ˜(x, ϕ(x)) = 0.
Therefore we are in a position to use Theorem 2.1.3 which gives
I(λ, x) = (1 + λ)−n/2eiλφ(x,ϕ(x))b˜(x;λ).
It remains only to determine bounds for x derivatives of b(x;λ). These bounds
are proved in Lemma 2.1.5.
Lemma 2.1.5. If b˜(x;λ) is defined as in Theorem 2.1.4, then
|Dβx b˜(x;λ)| . κ|β|
for any multi-index β.
Proof. We write
b˜(x;λ) = (1 + λ)−
n
2
∫
eiλ
eψ(x,η)b(x, η;λ)dη
where ψ˜(x, η) = ψ(x, η) − ψ(x, ϕ(x)). From the Morse Lemma it is enough to
prove Lemma 2.1.5 for
ψ˜(x, η) =
m∑
j=1
(ηj − ϕj(x))2 −
n∑
j=m+1
(ηj − ϕj(x))2.
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In this case we have
∂ψ˜(x, η)
∂xi
= −2
m∑
j=1
(ηj − ϕj)∂ϕj(x)
∂xi
+ 2
n∑
j=m+1
(ηj − ϕj)∂ϕj(x)
∂xi
so
∂ψ˜(x, η)
∂xi
= −[∂xiϕ(x)]T∇ηψ˜(x, η) (2.1.6)
where
[∂xiϕ(x)] =
∂xiϕ1(x)...
∂xiϕn(x)
 .
Now let
I(λ, x; b) =
∫
eiλ
eψ(x,η)b(x, η;λ)dη,
∂
∂xi
I(λ, x; b) =
∫
eiλ
eψ(x,η)
(
iλ
∂ϕ(x)
∂xi
b(x, η;λ) +
∂b(x, η;λ)
∂xi
)
dη.
By (2.1.6) we have∫
eiλ
eψ(x,η)iλ∂ϕ(x)
∂xi
b(x, η;λ)dη = −[∂xiϕ(x)]T
∫
eiλ
eψ(x,η)iλ∇ηψ˜(x, η)b(x, η;λ)
and, integrating by parts,∫
eiλ
eψ(x,η)iλ∂ϕ(x)
∂xi
b(x, η;λ)dξ = [∂xiϕ(x)]
T
∫
eiλ
eψ(x,η)∇ηb(x, η;λ)dη
so
∂
∂xi
I(λ, x; b) = I(λ, x; [∂xiϕ]
T∇ξb+ ∂xib).
The bounds on the derivatives of b˜(x;λ) then follow from Theorem 2.1.3.
These estimates form the basic machinery we will use to obtain estimates on
operator norms of oscillatory integral operators. We aim to write an operator in
terms of a kernel
Tf(x) =
∫
K(x, y)f(y)dy
where K(x, y) is given by an oscillatory integral with nondegenerate critical
points. We can then use Theorem 2.1.4 to find an expression for K(x, y) which
itself oscillates.
The simplest situation is when we have
Tλf =
∫
eiλψ(x,y)b(x, y;λ)f(y)dy (2.1.7)
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and
det
(
∂2ψ
∂xj∂yk
)
6= 0
on the support of b(x, y;λ) ∈ C∞c (Rn × Rn). As usual we assume that b(x, y;λ)
and all its derivatives are bounded as λ→∞.
Theorem 2.1.6. If Tλ is given by (2.1.7) and
det
(
∂2ψ
∂xj∂yk
)
6= 0
then for 2 ≤ p ≤ ∞ and λ > 1
||Tλf ||Lp . λ−n/p ||f ||Lp′ .
Proof. Note that the L1 → L∞ estimate
||Tλf ||L∞ . ||f ||L1
is trivial. We will prove the L2 → L2 estimate directly and then use interpolation
to determine the intermediate estimates. We write ||Tλf ||2L2 as
||Tλf ||2L2 =
∫∫
K˜λ(y, z)f(y)f¯(z)dydz
where
K˜λ(y, z) =
∫
Rn
eiλ(ψ(x,y)−ψ(x,z))b(x, y;λ)b¯(x, z;λ)dx.
From Taylor’s Theorem we have that
∇x[ψ(x, y)− ψ(x, z)] =
(
∂2ψ
∂xj∂yk
)
(y − z) +O(|y − z|2)
so when |y − z| is small∣∣∇x[ψ(x, y)− ψ(x, z)]∣∣ ≥ c|y − z|. (2.1.8)
Using a smooth partition of unity to decompose b(x, y;λ), we can assume that
condition (2.1.8) holds on the support of b(x, y;λ). We can therefore use nonsta-
tionary phase estimates (Lemma 2.1.1). We obtain∣∣K˜λ(y, z)∣∣ ≤ CN(1 + λ|y − z|)−N for all N > 0. (2.1.9)
Applying Young’s inequality gives that the operator with kernel K˜λ maps from
L2 to L2 with norm O(λ−n) hence
||Tλf ||2L2 . λ−n ||f ||2L2
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and so
||Tλf ||L2 . λ−n/2 ||f ||L2 .
Now from the Riesz interpolation theorem and trivial L1 → L∞ bounds, we
obtain
||Tλf ||Lp . λ−n/p ||f ||Lp′ .
Remark 2.1.7. The bound on K(x, y) given by 2.1.9 can be seen as an almost
orthogonality statement. That is contributions to Tλf from near y and near z
are close to being orthogonal to each other unless |y − z| is small.
2.2 Canonical Relations
In the previous section we have seen that estimates on Lp norms of Tλf depend
only on the type of critical points of ψ. It is useful to abstract this concept.
Note that for a kernel of the form
Kλ(x, y) =
∫
eiλψ(x,y,η)b(x, y, η;λ)dη
|Kλ(x, y)| is very small, O(λ−N), if |ψ′η(x, y, η)| ≥ c > 0 on the support of
b(x, y, η;λ). Therefore the only major contributions to the kernel Kλ(x, y) come
from near the critical points of ψ. Let Σψ be defined by
Σψ = {(x, y, η) | ψ′η(x, y, η) = 0}.
If we assume that the differentials d(∂ψ/∂ηj), 1 ≤ j ≤ n are linearly independent
then Σψ is a 2n dimensional C
∞ submanifold. We can study Σψ and therefore
Kλ(x, y) geometrically in term of the Lagrangian parameterised by ψ. We say
that ψ locally parameterises a Lagrangian L if the map
Σψ ∋ (x, y, η)→ (x, ∂xψ, y,−∂yψ)
is a (local) diffeomorphism.
This technique is similar to those used to study Fourier integral operators
associated with a Lagrangian L. Such operators have the form
Tf =
∫∫
eiψ(x,y,η)b(x, y, η)f(y)dydη
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where ψ locally parameterises L. In this case the symbol b(x, y, η) is not nec-
essarily compactly supported so the kernel of T is interpreted as a distribution.
For b(x, y, η) supported away from Σψ however, the kernel of T is smooth.
Where Kλ(x, y) is given by an oscillatory integral with nondegenrate critical
points, Theorem 2.1.4 gives us an expression forKλ(x, y) involving the oscillatory
factor eiλψ(x,y,η(x,y)). We can therefore define the Lagrangian in terms of x and y.
Definition 2.2.1. Let Tλ be an oscillatory integral operator given by
Tλf =
∫
eiλψ(x,y)b(λ, x, y)f(y)dy
then canonical relation Cψ is given by
Cψ = {(x, ψ′(x, y), y,−ψ′(x, y))} ⊂ T ⋆Rn × T ⋆Rn.
The canonical relation is a Lagrangian submanifold of T ⋆R2n with respect
to the standard symplectic form. If ψ(x, y) = ψ(x, y, η(x, y)) where η(x, y) is
determined as the solution to a nondegenerate critical point equation, Cψ is the
Lagrangian parameterised by ψ(x, y, η).
We can state nondegeneracy conditions in terms of the projections πL and πR
from Cψ onto the left and right copies of T ⋆Rn. For example, the condition on
the matrix in Theorem 2.1.6 can be restated as the fact that both πL and πR are
diffeomorphisms. This is the case in classical theory of Fourier integral operators
where Ho¨rmander obtains L2 continuity [20]. In the same setting it is possible to
also obtain Lp continuity results, see for example [41].
2.3 Spectral Projections
The first Lp estimates for eigenfunctions of second order elliptic operators were a
direct consequence of operator norm estimates on spectral projection operators
obtained by Sogge in 1988. He studied spectral projections for P a self-adjoint,
second order elliptic differential operator with smooth coefficients. That is he
studied the L2 → Lp mapping properties of the operator Eλ defined by
Eλ =
∑
λj∈[λ,λ+1]
Ej
where the operators Ej are spectral projections onto the eigenspace associated
with eigenvalue λ2j . To prove eigenfunction bounds it is easier to work with an
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approximate spectral projection operator. The techniques displayed here can be
found in for example [30], [40] and [43]. We pick some χ 6= 0 such that χˆ is
supported in a window [ǫ, 2ǫ] and study the operators
χλ = χ(Q− λ)
where Q =
√
P . It is assumed that the principal symbol of Q, q0(x, ξ) is homo-
geneous of order one and has the property that the cospheres {ξ | q0(x, ξ) = 1}
have nonvanishing curvature. Using a parametrix expression for eitQ, the operator
χ(Q− λ) is expressed as an oscillatory integral operator
χλf = χ(Q− λ)f =
∫
Kλ(x, y)f(y)dy
Kλ(x, y) = λ
n−1
2 eiλψ(x,y)b(x, y;λ) (2.3.1)
where b(x, y;λ) ∈ C∞c (Rn × Rn) is supported away from the diagonal x = y,
|∂αx,yb(x, y;λ)| ≤ Cα
and the matrix (
∂2ψ
∂xi∂yj
)
has rank n − 1. Therefore the problem of operator norms for χλ reduces to
studying the properties of oscillatory integral operators Tλ,
Tλf =
∫
eiλψ(x,y)b(x, y;λ)f(y)dy.
The model case for all these problems is when P is the Laplace-Beltrami operator
−∆g, in which case ψ(x, y) = dg(x, y) the distance between x and y measured in
the metric g. As we will see in Section 2.4 the operator Tλ maps L
2 to Lp with
bounds
||Tλf ||Lp . λδ˜(n,p) ||f ||L2
where δ˜(n, p) is given by
δ˜(n, p) =
−np
2(n+1)
n−1
≤ p ≤ ∞
−n−1
4
− n−1
2p
2 ≤ p ≤ 2(n+1)
n−1
.
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Figure 2.1: δ(n, p) plotted against 1/p.
This then gives estimates for χλ of
||χλf ||Lp . λδ(n,p) ||f ||L2
δ(n, p) =
n−12 − np
2(n+1)
n−1
≤ p ≤ ∞
n−1
4
− n−1
2p
2 ≤ p ≤ 2(n+1)
n−1
.
Figure 2.1 shows δ(n, p) plotted against 1/p. These estimates are sharp. For
p ≥ 2(n+1)
n−1
sharp examples can be found from functions concentrated around a
point. For the small p the sharp examples display concentration in a tube of
radius λ−1/2.
In 2009 Burq, Ge´rard and Tzvetkov [8] used the same framework as Sogge
to obtain estimates for Laplacian eigenfunctions restricted submanifolds Y of a
general Riemannian manifold M . Within this framework it is enough to find
L2(M) → Lp(Y ) operator norms for χλ. Again this reduces to working with an
oscillatory integral Tλ, or rather after the TT
⋆ trick with TλT
⋆
λ . Applying this
trick has the added advantage of reducing the problem to one of an operator
mapping between spaces of the same dimension, TλT
⋆
λ : L
p′(Y )→ Lp(Y ).
Burq, Ge´rard and Tzvetkov use arguments similar to Greenleaf and Seeger
[17] to prove operator bounds on the resultant oscillatory integral. They are also
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able to prove better results for small p in dimension two under some geometric
assumptions on the hypersurface (in this case a curve). They assume that the
curve has positive geodesic curvature and are able to obtain an L2 → L2 bound
of λ1/6 an improvement of λ1/12 on the general bound of λ1/4. Using the same
framework Hu [23] is able to extend this result to obtain better estimates for
the restriction of Laplacian eigenfunctions to a hypersurface in n dimensions in
the case that the hypersurface is curved (contains no embedded geodesics). In
both cases results on the mapping properties of oscillatory integral operators
are used. These properties are determined in terms of the mapping properties
of the left and right projections from the canonical relation Cψ onto copies of
T ⋆Rn. In the curved hypersurface case both projections are folds. Estimates
can be obtained analytically as in Comech [10] or Cuccagna [13] or by using the
canonical relation to reduce the problem to one with a model phase function that
yields an easy calculation. Pan and Sogge [31] take the latter approach to prove
an analogous statement for oscillatory integral operators to Melrose and Taylor’s
result [28] on Fourier integral operators with folding canonical relations. These
estimates can also be shown to be sharp. For submanifolds of lower dimension it is
impossible to prove better estimates relying on assumptions about the geometry of
the hypersurface alone. These estimates are all optimised by eigenfunctions that
concentrate around a point and therefore locating that point on the submanifold
guarantees optimal estimates.
2.4 Operators Associated with Spectral Projec-
tion
In the case that Tλ has kernel Kλ(x, y) given by (2.3.1) we are working with an
oscillatory integral operator whose phase function satisfies the condition that the
matrix (
∂2ψ
∂xi∂yj
)
(2.4.1)
has rank n−1. If the matrix (2.4.1) had rank n it would be easy to use stationary
phase estimates to exploit the oscillation in the kernel as in Theorem 2.1.6. To
overcome this we use a smooth partition of unitary to decompose b(x, y;λ) and
freeze variables t and r such that if x = (t, x′) and y = (r, y′),(
∂2ψ
∂x′i∂y
′
j
)
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has rank n− 1. We then define Tλ(t) as
Tλ(t)f =
∫
T rλ(t)(f(r, ·))dr
where
T rλ(t)(f(r, ·)) =
∫
eiλψ(t,x
′,r,y′)b(t, x′, r, y′;λ)f(r, y′)dy′.
Therefore
||Tλf ||Lp .
∫
||T rλ(t)(f(r, ·))||LptLpx′ dr
and it is enough to prove an estimate on ||T rλ(t)(f(r, ·))||LptLpx′ of the form
||T rλ(t)(f(r, ·))||LptLpx′ . λ
δ˜(n,p) ||f(r, ·)||L2 .
For a fixed t and r let Cψ(t, r) denote the canonical relation associated with
T rλ(t). The left and right projections of Cψ(t, r) onto T ⋆Rn−1 are diffeomorphisms.
Therefore by Theorem 2.1.6 we obtain for any g ∈ L2(Rn−1)
||T rλ(t)g||L2 . λ−
n−1
2 ||g||L2
so
||T rλ(t)(T rλ(s))⋆g||L2 . λ−(n−1) ||g||L2 . (2.4.2)
It is then possible from stationary phase estimates to find L1 → L∞ estimates
for T rλ(t)(T
r
λ(s))
⋆ in terms of |t− s| giving that for g ∈ L1(Rn−1)
||T rλ(t)(T rλ(s))⋆g||L∞ . λ−
n−1
2 (λ−1 + |t− s|)−n−12 ||g||L1 . (2.4.3)
Interpolation between (2.4.2) and (2.4.3) gives Lp
′ → Lp estimates for 2 ≤ p ≤ ∞.
Estimates for ||T rλ(t)g||LptLpx′ then follow from applying Hardy-Littlewood-Sobolev
fractional integration. The combination of the numerologies from interpolation
and Hardy-Littlewood-Sobolev gives that
||T rλ(f(r, ·))||Lp0 . λ−n/p0 ||f(r, ·)||L2
for p0 =
2(n+1)
n−1
. Further interpolation between this point and the L2 → L2 and
L1 → L∞ estimates calculated directly from (2.4.2) and (2.4.3) give
||T rλ(t)(f(r, ·))||LptLpx′ . λ
δ˜(p) ||f(r, ·)||L2
for
δ˜(p) =
−np
2(n+1)
n−1
≤ p ≤ ∞
−n−1
4
− n−1
2p
2 ≤ p ≤ 2(n+1)
n−1
.
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These oscillatory integral estimates are due to Stein [44]. See also Sogge [43]
for an exposition similar to the one presented here. This is the simplest case.
When we add in the restriction to a submanifold as in Chapters 4 and 5, the
estimates on Tλ become more complicated. By restricting to a submanifold we
introduce singularities to the left and right projections from Cψ(t, r) reducing the
cancellation available from the oscillations.
2.5 Singular Canonical Relations
There is large and varied literature on oscillatory (or Fourier) integral operators
associated with singular canonical relations. The two main techniques are:
• reduction to a normal form. In this method the geometry of the Lagrangian
associated to the operator is used to simplify the problem to one with a
model phase function; and
• an analytic approach involving freezing variables and decomposing around
singularities.
The first approach has been used by Melrose and Taylor [28] and Pan and
Sogge [31] to study operators where both projections are folds. Folds are the
simplest type of singularities. A map smooth F : Rn → Rn is said to have a fold
(see for example [16]) at x0 if:
• dF (x) is rank n− 1;
• the function det dF vanishes simply at x0, implying in particular that locally
near x0, the set of y ∈ Rn such that dF (y) has rank n − 1 is a smooth
hypersurface S containing x0; and
• the kernel of dF (x) is not contained in the tangent space to S:
Tx0S + ker dF (x0) = Tx0R
n.
For example the map F : Rn → Rn given by
F (x1, . . . , xn) = (x
2
1, x2, . . . , xn)
is a fold at any point x0 = (0, x
′
0).
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Using geometrical work built up by Melrose in his work on equivalence of
glancing hypersurfaces [29], Melrose and Taylor [28] show that a Fourier inte-
gral operator with folding canonical relation on both sides can be expressed in
terms of Airy functions. Regularity properties then follow directly from this rep-
resentation. Pan and Sogge [31] use Melrose and Taylor’s earlier work to give
an analogous result for oscillatory integral operators associated with a two sided
fold. For a Fourier integral operator one obtains a 1/6 loss of derivative while the
associated oscillatory integral operator has an L2 bound of
||Tλf ||L2 . λ−
n
2
+ 1
6 ||f ||L2 .
In the early 90s Phong and Stein produced a series of papers ([32], [33], [34],
[36], [35]) studying degenerate phase functions analytically. The first major step
was to build up models for phase functions displaying singularities in terms of
polynomial phase ([33], [34]). With some technical refinements of the van der
Corput lemma for operators [36] they were able to obtain L2 regularity results
for operators on the plane (R2).
Following this Greenleaf and Seeger [17] studied one sided folds (either πL
or πR is a fold) for oscillatory integrals and their associated Fourier integral
operators. They obtained a 1/4 loss of derivative or
||Tλf ||L2 . λ−
n
2
+ 1
4 ||f ||L2 .
This result can be improved if some other assumptions are made about the sec-
ond projection. Comech [10] obtained better L2 continuity (loss of 1/(4 + 2k−1)
derivatives) in the case where one side is a fold and the other side has a fixed
type k. Comech also studied the case of a two sided fold where one of the folds
degenerates [9].
After the fold, the next simplest type of singularity is a cusp singularity.
Greenleaf and Seeger [18] studied L2 continuity for a one sided cusp and Comech
and Cuccagna [11] studied L2 the two sided cusp case. Greenleaf and Seeger also
studied general low order degeneracies (including but not limited to cusps) in
[19]. In [13] Cuccagna studied L2 continuity where both projections are type k.
There are also studies of Lp continuity, for example Seeger’s [39] work in R2.
Comech and Cuccagna [12] studied Lp continuity in Rn in the special case that
one of the projections is a fold and the other of type k.
Chapter 3
Semiclassical Analysis
We would like to study the links between the quantum and classical manifesta-
tions of systems. In classical mechanics, an observable a(x, ξ) is a function on
phase space T ⋆M . We interpret a point in phase space (x, ξ) as representing a
moving body with position x and momentum ξ. Under quantisation on a scale h
we have that
xi → xi ξi → h
i
∂
∂xi
= hDxi
where xi is the multiplication operator xi(f) = xif . We understand h to be
a small parameter. For a simple particle system h = ~/
√
2mE where m is the
mass of the particle, E is its energy and ~ is Planck’s constant. We can use the
correspondence between differentiation in spatial variables and multiplication in
Fourier variables to quantise a general observable a(x, ξ) . We set
a(x, hD)f = F−1h (a(x, ξ)Fh(f))
where
Fhf = 1
(2πh)
n
2
∫
e−
i
h
<y,ξ>f(y)dy; F−1h f =
1
(2πh)
n
2
∫
e
i
h
<y,ξ>f(ξ)dξ
is the scaled Fourier transform. Therefore we can also write this quantisation as
a(x, hD)f =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>a(x, ξ)f(y)dydξ. (3.0.1)
Note that this expression is very similar to that defining a pseudodifferential op-
erator, the only difference is the scaling in h. Such operators are known as semi-
classical pseudodifferential operators. Semiclassical analysis allows us to study
pseudodifferential and Fourier integral operators depending on a parameter h.
We think of h as being small and obtain error terms bounded by powers of h. In
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physical systems, h2 is inversely related to the eigenvalue (energy) of a system
so the h → 0 limit corresponds to the high energy limit. This chapter covers
the background semiclassical material needed in this thesis. For a more complete
study of semiclassical analysis see Burq-Ge´rard-Tzvetkov [6], Evans-Zworski [14],
Koch-Tataru-Zworski [26] or Martinez [27]. Many of the techniques are similar
to those employed for the pseudodifferential calculus (see for example Ho¨rmander
[22] or Taylor [45]).
3.1 Quantisation
It is necessary to place some assumptions on the symbols a(x, ξ) and the function
f so that (3.0.1) is well defined. If f ∈ S and a(x, ξ) is a polynomial in ξ, (3.0.1)
is clearly well defined. We will therefore assume that a(x, ξ) has polynomial like
growth. We also allow a(x, ξ) to have some h dependence but assume symbols
to be smooth in h as h→ 0. Definition 3.1.1 gives the formal definitions for the
symbol spaces we will use.
Definition 3.1.1. Let a(x, ξ; h) ∈ C∞(Rn×Rn) depend smoothly on the param-
eter h. We define the symbol classes Sm for m ∈ R:
• Sm = {a(x, ξ; h) | |∂αx∂βξ a(x, ξ; h)| ≤ C(1 + |ξ|)m−|β|};
• S∞ = ∪mSm;
• S−∞ ∩m Sm.
Note that if a(x, ξ; h) ∈ Sm then a(x, ξ; h) ∈ Sm′ for m′ > m.
Given this definition we can formalise the idea of quantisation. The quantisa-
tion procedure given by (3.0.1) is not the only option. A function of phase space
commutes in the sense that xξ = ξx however hxDx 6= hDxx. For a(x, ξ) = xξ,
(3.0.1) would give us a(x, hD) = hxDx. However there is no reason to suggest
that this is more natural than a˜(x, hD) = hDxx. We therefore define a family of
operators Opt(a) where 0 ≤ t ≤ 1 to resolve this ambiguity.
Definition 3.1.2. Let a(x, ξ; h) ∈ Sm be a symbol and f ∈ S. We define the t
semiclassical quantisation Opt(a) as
Opt(a)f =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>a(tx+ (1− t)y, ξ; h)f(y)dydξ. (3.1.1)
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Two special quantisations are the standard quantisation
a(x, hD)f(x) =
1
(2πh)n
∫
e
i
h
<x−y,ξ>a(x, ξ; h)f(y)dydξ
and the Weyl quantisation
aw(x, hD)f(x) =
1
(2πh)n
∫
e
i
h
<x−y,ξ>a
(
x+ y
2
, ξ; h
)
f(y)dydξ.
Where the integral in (3.1.1) is not absolutely convergent we understand
Opt(a) to be defined as an oscillatory integral via integration by parts (see The-
orem 3.1.4).
Remark 3.1.3. The standard quantisation has the property that a(x, hD)f =
F−1h (aFhf). For real symbols the Weyl quantisation aw(x, hD) is self-adjoint.
These nice properties mean that these two quantisations are most commonly
used.
Theorem 3.1.4. Let a(x, ξ; h) ∈ Sm then
Opt(a) : S → S
such that the seminorms of Opt(a)f can be estimated by a finite number of semi-
norms of a and f . That is they are bounded uniformly in h.
Proof. We first show that Opt(a) maps S → L∞ such that |Opt(a)f | ≤ C where
C depends only on a finite number of seminorms of f and a. We have
Opt(a)f =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>a(tx+ (1− t)y, ξ; h)f(y)dydξ.
Note that
Dαξ e
i
h
<x−y,ξ> =
(
1
h
)|α|
(x−y)αe ih<x−y,ξ>; Dβy e
i
h
<x−y,ξ> =
(−1
h
)|β|
ξβe
i
h
<x−y,ξ>.
We first split the integration in ξ with a cut off function ψ ≡ 1 on B(0, 1) and
zero outside B(0, 2). Therefore
Opt(a)f = Tf +Rf :
Tf =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>ψ(ξ)a(tx+ (1− t)y, ξ; h)f(y)dydξ;
and
Rf =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>(1− ψ(ξ))a(tx+ (1− t)y, ξ; h)f(y)dydξ.
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As on the support of (1− ψ(ξ)) |ξ|−1 is a smooth function, we can integrate by
parts N times in y to obtain
|Rf | . hN−n
∫∫
(1 + |ξ|)m−N |f˜(y)|dydξ
where f˜ ∈ S. Therefore for N large enough
|Rf | .
∑
|α|≤N
||Dαf ||L∞ .
This only leaves Tf where the integrand is compactly supported in ξ. Let
ζ ∈ C∞c (R) with support in [1/2, 2] such that
∞∑
j=−∞
ζ(2−js) = 1.
For j ≥ 1
Tjf =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>ζ
(
2−j
h
|x− y|
)
ψ(ξ)a(tx+ (1− t)y, ξ; h)f(y)dydξ
and
T0f = Tf −
∞∑
j=1
Tjf.
We treat T0 first,
|T0f | . h−n
∫∫
|x−y|≤h
ψ(ξ)dξdy . ||f ||L∞ .
On the support of ζ
(
2−j
h
|x− y|
)
|Dαξ e
i
h
<x−y,ξ>| ≥ C2(j−1)|α|
so applying nonstationary phase (Lemma 2.1.1) we have that for any N > 0
|Tjf | . h−n2−(j−1)N
∫∫
|x−y|≤2j+1h
ψ(ξ)|f(y)|dξdy . 2j(n−N) ||f ||L∞
with a constant that depends on the derivatives of a up to order N . Therefore if
N is large enough
|Tjf | . 2−j ||f ||L∞
and |Opt(a)f | is bounded independent of h. Now
xjOpt(a)f =
1
(2πh)n
∫∫ (
hDξje
i
h
<x−y,ξ>
)
a(tx+ (1− t)y, ξ; h)f(y)dydξ
+Opt(a)(xjf).
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Integration by parts in ξ gives
1
(2πh)n
∫∫ (
hDξje
i
h
<x−y,ξ>
)
a(tx+ (1− t)y, ξ; h)f(y)dydξ = hOpt(−Dξa)f
so
xjOpt(a)f = hOpt(−Dξa)f +Opt(a)(xjf)
and therefore |xαOpt(a)f | is bounded independent of h. Finally
Dβxx
αOpt(a)f =
Dβx
(2πh)n
∫∫
e
i
h
<x−y,ξ>xαa(tx+ (1− t)y, ξ; h)f(y)dydξ
and is therefore equal to a sum of terms of the form
1
(2πh)n
∫∫
e
i
h
<x−y,ξ> ξ
β1
h|β1|
xβ2Dβ3x a(tx+ (1− t)y, ξ; h)f(y)dydξ.
Integrating by parts in y gives that this is the same as
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>xβ2 a˜(tx+ (1− t)y, ξ; h)f˜(y)dydξ
where a˜(x, ξ; h) ∈ Sm and f˜ ∈ S. Therefore |DxxαOpt(a)f | is bounded indepen-
dent of h.
Example 3.1.5. 1. If a(x, ξ) = ξα then for 0 ≤ t ≤ 1
Opt(a)f = (hD)
αf.
2. If a(x, ξ) = V (x) then for 0 ≤ t ≤ 1
Opt(a)f = V (x)f.
3. If a(x, ξ) = 〈x, ξ〉 then for 0 ≤ t ≤ 1
Opt(a)f = (1− t)〈hD, xf〉+ t〈x, hDf〉.
4. If a(x, ξ) =
∑
|α|<N aα(x)ξ
α and t = 1 (standard quantisation) then
a(x, hD)f =
∑
|α|<N
aα(x)(hD)
αf.
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Taking a closer look at Example 3 we see that the quantisations Opt(a) only
differ in lower order (in h) terms
a(x, ξ) =
n∑
i=1
xiξi
Opt(a) = (1− t)
n∑
i=1
hDxi(xif) + t
n∑
i=1
hxiDxif
= (1− t)
n∑
i=1
(hxiDxif + hf) + t
n∑
i=1
hxiDxif
=
n∑
i=1
hxiDxif + hn(1− t)f.
So
Opt(a)−Opt′(a) = hn(t′ − t)f.
The lower order term comes from when the derivative “hits” a xi term rather
than the function f . This can be generalised to all smooth symbols.
Theorem 3.1.6. Let f ∈ S and a(x, ξ; h) ∈ Sm then
(Opt(a)−Opt′(a)) f = h
(2πh)n
∫∫
e
i
h
<x−y,ξ>a˜(x, y, ξ; h)f(y)dydξ (3.1.2)
where a˜(x, y, ξ; h) is smooth as h→ 0 and∣∣∂αx∂βy ∂γξ a˜(x, y, ξ; h)∣∣ ≤ Cα,β,γ(1 + |ξ|)m−1−|γ|.
Proof. As the operators Opt(a) are linear it is enough to show that
(Opt(a)−Op1(a)) f is given by (3.1.2). Now
(Opt(a)− Op1(a)) f =
1
(2πh)n
∫∫
e
i
h
<x−y,ξ> (a(tx+ (1− t)y, ξ; h)− a(x, ξ; h)) f(y)dydξ.
We expand a(tx+ (1− t)y, ξ; h) in y around x to obtain
a(tx+ (1− t)y, ξ; h) = a(x, ξ; h) + (x− y) · Λ(x, y, ξ; h)
where Λ(x, y, ξ; h) is a n-vector with components in Sm. Therefore
(Opt(a)− Op1(a)) f = 1
(2πh)n
∫∫
e
i
h
<x−y,ξ>(x− y) · Λ(x, y, ξ; h)f(y)dξ.
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Now, as ∇ξe ih<x−y,ξ> = ih(x− y), integration by parts gives us
(Opt(a)−Op1(a))f = h
(2πh)n
∫∫
e
i
h
<x−y,ξ>a˜(x, y, ξ; h)f(y)dydξ
where a˜(x, y, ξ; h) = i∇ξ · Λ(x, y, ξ; h). Therefore
|∂αx∂βy ∂γξ a(x, y, ξ; h)| ≤ Cα,β,γ(1 + |ξ|)m−1−|γ|.
Note that the function a˜(x, y, ξ, h) inherits symbol like properties. Therefore
the operator (Opt(a)−Opt′(a)) has similar properties to semiclassical pseudodif-
ferential operators. This allows a certain freedom to pick a convenient quantisa-
tion when studying only the first order terms.
We can easily extend the domain for semiclassical pseudodifferential operators
if we have significant decay in the symbol. For a symbol that is in Schwartz space
we can in fact extend the domain to S ′.
Theorem 3.1.7. Assume a ∈ S
1. For each 0 ≤ t ≤ 1, Opt(a) can be defined as an operator mapping S ′ → S
with parametric dependence on h. Furthermore the map is continuous.
2. Opt(a)
⋆ = Op1−t(a¯), which for real symbols implies that the Weyl quantisa-
tion is self-adjoint
(aw(x, hD))⋆ = aw(x, hD).
Proof. 1. We have that
Opt(a)u(x) =
∫
Rn
Kt(x, y)u(y)dy
where
Kt(x, y) =
1
(2πh)n
∫
Rn
e
i
h
<x−y,ξ>a(tx+ (1− t)y, ξ; h)dξ
so the kernel Kt(x, y) is in S. Therefore for any u ∈ S ′ we can write
Opt(a)u = u(Kt(x, ·))
so Opt(a) maps S ′ continuously into S.
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2. The kernel of Op(t)(a)⋆ is K⋆t (x, y) = Kt(y, x) = K1−t(x, y) which is the
kernel of Opt(a¯).
In this work we will be concerned with Lp estimates for functions that are
localised in both space and frequency. For that reason we are only interested in
symbols which are compactly supported in both x and ξ. Therefore this chapter
will focus on symbols in S. Much of the material for symbol in Sm is similar for
those in S. It is also possible to work with symbols that have (or their derivatives
have) singularities at h = 0.
Note that while a pseudodifferential operator whose symbol has compact sup-
port is smoothing (that is it has a C∞ kernel), the h scaling makes such a semi-
classical operator more interesting. Intuitively we should think of this as being a
spectral cut off functions for frequencies less than Ch−1. So a singularity develops
in the kernel as h→ 0.
Although for a Schwartz symbol a(x, ξ; h) we know that Opt(a) is defined as
an operator from L2 → L2, we would like to determine how its operator norm
depends on h.
Theorem 3.1.8. Let a(x, ξ; h) ∈ S and Opt(a) is given by (3.1.1) then for u ∈ L2
||Opt(a)u||L2 ≤ C ||u||L2
where C is independent of h.
Proof. We write
Opt(a)u = (2πh)
−n
∫
K(x, y)u(y)dy
where
K(x, y) =
∫
e
i
h
<x−y,ξ>a(tx+ (1− t)y, ξ; h)dξ.
Note that we have
Dαξ e
i
h
<x−y,ξ> =
(
1
h
)|α|
(x− y)α.
Therefore integrating by parts we obtain the bound
|K(x, y)| ≤ CN
(
1 +
|x− y|
h
)−N
for any N > 0. By Young’s inequality
||Opt(a)u||L2 ≤ CNh−n ||u||L2
∫ (
1 +
|y|
h
)−N
dy.
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So for N ≥ N + 1
||Opt(a)u||L2 ≤ CN ||u||L2 .
Corollary 3.1.9. Let a(x, ξ; h) ∈ S, then
||Opt(a)−Opt′(a)||L2→L2 = O(h).
Proof. By Theorem 3.1
(Opt −Opt′)f = h
(2πh)n
∫
e
i
h
<x−y,ξ>a˜(x, y, ξ; h)f(y)dydξ
where a˜(x, y, ξ; h) is a Schwartz function and so by the same techniques as The-
orem 3.1.8
||Opt(a)−Opt′(a)||L2→L2 = O(h).
3.2 Composition of Operators
To work with these operators we will need to be able to compose, and in some
cases invert them. We work only in the standard quantisation here, as we have
seen the other quantisations are only OL2(h) different. Theorem 3.2.1 gives a
formula for the composition of two Schwartz symbols.
Theorem 3.2.1. Let a(x, ξ; h), b(x, ξ; h) ∈ S then
a(x, hD)b(x, hD) = c(x, hD)
where for any N ∈ N the symbol c(x, ξ; h) ∈ S of c(x, hD) is given by
c(x, ξ; h) =
∑
|α|<N
h|α|
|α|!(iDξ)
αa(x, ξ; h)Dαxb(x, ξ; h) + h
NcN(x, ξ; h)
where cN(x, ξ; h) ∈ S has a smooth parametric dependence on h as h→ 0.
Proof. We have
a(x, hD)b(x, hD)f =
1
(2πh)2n
∫
R4n
e
i
h
(<x,η>−<v,ξ>+<y,ξ−η>)a(x, η; h)b(y, ξ; h)f(v)dydηdvdξ
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=
1
(2πh)n
∫∫
e
i
h
<x−v,ξ>c(x, ξ; h)f(v)dvdξ
where
c(x, ξ; h) =
1
(2πh)n
∫∫
e
i
h
<x−y,η−ξ>a(x, η; h)b(y, ξ; h)dydη.
Making a variable change η → η − ξ
c(x, ξ; h) =
1
(2πh)n
∫∫
e
i
h
<x−y,η>a(x, ξ + η; h)b(y, ξ; h)dydη
= a(x, ξ + hD)b(· , ξ; h) (3.2.1)
where the operator a(x, ξ + hD) has symbol a(x, ξ + η; h). Therefore by The-
orem 3.1.4, c(x, ξ; h) has rapid decay in x. As both a(x, ξ; h) and b(x, ξ; h) are
in Schwartz space, (3.2.1) gives that c(x, ξ; h) has rapid decay in ξ. Therefore
c(x, ξ; h) ∈ S. Now we expand a(x, ξ + η; h) around η = 0
a(x, ξ + η; h) =
∑
|α|<N
1
|α|!
(
∂
∂ξ
)α
a(x, ξ; h)ηα + rN(x, ξ, η; h)
where rN (x, ξ, η; h) vanishes to order N at η = 0. Therefore
c(x, ξ; h) =
1
(2πh)n
∑
|α|≤N
1
|α|!
(
∂
∂ξ
)α
a(x, ξ; h)
∫∫
e
i
h
<x−y,η>ηαb(y, ξ; h)dydη+
1
(2πh)n
∫∫
e
i
h
<x−y,η>rN(x, ξ, η; h)b(y, ξ; h)dydη (3.2.2)
=
∑
|α|≤N
1
|α|!
(
∂
∂ξ
)α
a(x, ξ; h)(hDx)
αb(x, ξ; h) +RN(x, ξ; h)
=
∑
|α|≤N
h|α|
|α|!(iDξ)
αa(x, ξ; h)Dαxb(x, ξ; h) +RN (x, ξ; h).
So it remains only to prove that RN(x, ξ; h) = h
NcN(x, ξ; h) where cN(x, ξ; h) has
a smooth parametric dependence on h. The remainder term is given by
RN(x, ξ; h) =
1
(2πh)n
∫∫
e
i
h
<x−y,η>rN(x, ξ, η; h)b(y, ξ; h)dydη.
As rN(x, ξ, η; h) vanishes to order N at η = 0 it can be written as a sum of terms
of the form ηαr˜(x, ξ, η; h) where |α| = N and r˜(x, ξ, η; h) is smooth as h → 0.
Therefore RN (x, ξ; h) can be written as the sum of terms of the form
1
(2πh)n
∫∫
e
i
h
<x−y,ξ>ηαr˜N(x, ξ, η; h)dη.
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Note that
Dαy e
i
h
<x−y,η> =
(−1
h
)|α|
ηαe
i
h
<x−y,η>.
Therefore integrating by parts N times gives
RN(x, ξ; h) = h
NcN(x, ξ; h)
where cN(x, ξ; h) is smooth as h→ 0.
Corollary 3.2.2. Suppose a(x, ξ; h), b(x, ξ; h) ∈ S then
||a(x, hD)b(x, hD)− (ab)(x, hD)||L2→L2 = O(h).
Proof. Apply Theorem 3.2.1 with N = 0 to obtain
(a(x, hD)b(x, hD)− (ab)(x, hD))f = hc(x, hD)f
where c(x, ξ; h) ∈ S and therefore by Theorem 3.1.8
||hc(x, hD)f ||L2 . h ||f ||L2 .
As the remainder term can be made O(hN) for any N we say that the symbol
c(x, ξ; h) obtained from the composition formula is asymptotic to
∑
α
h|α|
|α|!(iDξ)
αa(x, ξ; h)Dαxb(x, ξ; h).
Definition 3.2.3 gives the formal statement of this concept.
Definition 3.2.3. Let a(x, ξ; h), aj(x, ξ; h) ∈ S, j = 1, 2, · · · be smooth as h→ 0.
We say that a(x, ξ; h) is asymptotic to the sum of hjaj(x, ξ; h),
a(x, ξ; h) ∼
∞∑
j=0
hjaj(x, ξ; h)
if for all N > 0
h−N
(
a(x, ξ; h)−
N−1∑
j=0
hjaj(x, ξ; h)
)
∈ S
with a smooth dependence on h as h→ 0.
In fact given a set of aj(x, ξ; h) we can always form such an asymptotic sum.
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Proposition 3.2.4. If aj(x, ξ; h) ∈ S, j = 1, 2, · · · there exists an a(x, ξ; h) ∈ S
such that
a ∼
∞∑
j=0
hjaj(x, ξ; h).
Further if
a˜(x, ξ; h) ∼
∞∑
j=0
hjaj(x, ξ; h)
for any N > 0
h−N(a(x, ξ; h)− a˜(x, ξ; h))→ 0
as h→ 0.
Proof. Let χ : R → R be a (non-smooth) cut off function equal to one on the
interval [0, 1] and zero outside this interval. Define a(x, ξ; h) as
a(x, ξ; h) =
∞∑
j=0
hjaj(x, ξ; h)χ(λjh)
for λj an increasing sequence such that λj → ∞. Note that for any fixed h this
sum is finite. For any set of multi-indicies α = (α1, α2, α3, α4) we have
h−Nxα1ξα2Dα3x D
α4
ξ
(
a(x, ξ; h)−
N−1∑
j=0
hjaj(x, ξ; h)χ(λjh)
)
= AN +BN
AN = h
−Nxα1ξα2Dα3x D
α4
ξ
∞∑
j=N
hjaj(x, ξ; h)χ(λjh)
BN = h
−Nxα1ξα2Dα3x D
α4
ξ
N−1∑
j=0
hjaj(x, ξ; h)(χ(λjh)− 1).
Now for any fixed N there is some hN such that
λN ≤ h−1N
and therefore for sufficiently small h, BN = 0. So it remains only to consider the
first term, AN . We have
|AN | ≤
∞∑
j=N
hj−NCα,jχ(λjh)
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and on the support of χ(λjh), h ≤ λ−1j . Therefore
|AN | ≤
∞∑
j=N
λ
−(j−N)
j Cα,j.
We will employ a diagonal argument to obtain the sequence λj. Note that for any
α = (α1, α2, α3, α4) there is a sequence λα,j such that |AN | is bounded independent
of h. Now let
λj = sup
|α|≤j
λα,j .
If |α| ≤ N we have that
|AN | ≤ CN,α.
For |α| > N we split our estimate into two terms
|AN | ≤
|α|∑
j=N
hj−NCα,jχ(λjh) +
∞∑
j=|α|+1
hj−NCα,jχ(λjh).
The second term is bounded due to our choice of λj and the first term is a finite
sum. Therefore
|AN | ≤ CN,α.
Finally to prove the uniqueness statement, assume such an a˜(x, ξ; h) exists
∣∣h−N(a˜(x, ξ; h)− a(x, ξ; h))∣∣ ≤ h−N ∣∣∣∣∣a˜(x, ξ; h)−
N∑
j=0
hjaj(x, ξ; h)
∣∣∣∣∣+
h−N
∣∣∣∣∣a(x, ξ; h)−
N∑
j=0
hjaj(x, ξ; h)
∣∣∣∣∣
≤ h(C1 + C2)
and therefore goes to zero as h→ 0.
We will use the composition formula and asymptotic summation to develop
local inverses in the case where |a(x, ξ; h)| is bounded away from zero.
3.3 Localisation
Definition 3.3.1. A function f depending parametrically on h is said to satisfy
the localisation condition if there exists χ ∈ C∞c (Rn × Rn) such that
f = χ(x, hD)f +OS(h
∞).
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The function χ is known as the localiser.
This localisation assumption allows us to reduce to a local problem. We can
write
χ(x, ξ) =
N∑
i=1
χi(x, ξ)
for some N < ∞ where each χi has arbitrarily small support. Therefore we can
study the contributions to f localised to small patches of phase space. Using the
localisation assumption we are, in a similar fashion to the L2 → L2 bounds of
Theorem 3.1.8, able to get a bound on ||f ||Lp in terms of ||f ||Lq where q ≤ p.
Lemma 3.3.2. (semiclassical Sobolev) Suppose that a family f = f(h) satisfies
the localisation condition then for 1 ≤ q ≤ p ≤ ∞
||f ||Lp . hn(1/p−1/q) ||f ||Lq . (3.3.1)
Proof. We have
f = χ(x, hD)f +OS(h
∞)
=
∫
K (x, y) f(y)dy +OS(h
∞)
where
K(x, y) =
1
(2πh)n
∫
e
i
h
<x−y,ξ>χ(x, ξ)dξ.
Now by Lemma 2.1.1 we obtain
|K(x, z)| . h−n
(
1 +
|x− y|
h
)−N
.
Applying Young’s inequality gives (3.3.1).
In many calculations we will need to be able to control the size of the support
of a symbol. Therefore we wish to replace a symbol in Sm with a compactly
supported symbol while only conceding a small error. This then allows us to
transfer the local properties of the function to the symbol.
Theorem 3.3.3. Let a(x, ξ; h) ∈ Sm and f be a localised function with localiser
χ. Then there exists a˜(x, ξ; h) ∈ C∞c (Rn ×Rn) such that
a˜(x, hD)f = a(x, hD)f +OL2(h
∞).
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Proof. We may replace f with χ(x, hD)f . Let χ˜(x, ξ) ∈ C∞c (Rn ×Rn) such that
χ˜ ≡ 1 on the support of χ(x, ξ). Define
a˜(x, ξ; h) = χ˜(x, ξ)a(x, ξ; h).
Although we cannot apply Theorem 3.2.1 directly (as a(x, ξ; h) is not in Schwartz
space) much of the computation can still be used. We have
(a˜(x, hD)− a(x, hD))χ(x, hD)f = c(x, hD)f
where the symbol c(x, ξ; h) is given by
c(x, ξ; h) =
1
(2πh)n
∫∫
e
i
h
<x−y,η>(a˜(x, ξ + η; h)− a(x, ξ + η; h))χ(y, ξ)dydη.
As χ ∈ S and a(x, ξ; h) ∈ Sm, by Theorem 3.1.4 c(x, ξ; h) is well defined and has
rapid decay in x. As χ(y, ξ) is compactly supported c(x, ξ; h) ∈ S. Therefore we
can still obtain the expression
c(x, ξ; h) =
∑
|α|≤N
h|α|
|α|!(iDξ)
α(a˜(x, ξ; h)− a(x, ξ; h))Dαxχ(x, ξ) +RN(x, ξ; h)
where
RN(x, ξ; h) =
1
(2πh)n
∫∫
e
i
h
<x−y,η>rN(x, ξ, η; h)χ(y, ξ)dydη
and rN (x, ξ, η; h) vanishes to order N at η = 0. Note that as χ is compactly
supported in ξ, RN (x, ξ; h) is also compactly supported in ξ so Theorem 3.1.8
can be applied. Further χ is compactly supported in y so we can still perform
integration by parts in y to obtain
RN(x, ξ; h) = h
NcN(x, ξ; h)
and therefore RN(x, hD) maps L
2 → L2 with norm O(hN). Now for
(x, ξ) ∈ Supp(χ)
a˜(x, ξ; h)− a(x, ξ; h) ≡ 0
therefore
c(x, ξ; h) = hNcN(x, ξ; h)
for any N ≥ 0. So we obtain
a˜(x, hD)f = a(x, hD)f +OL2(h
∞).
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Note that the support of a˜(x, ξ; h) is slightly larger that the support of χ(x, ξ).
If a symbol a(x, ξ; h) is bounded away from zero, |a(x, ξ; h)| ≥ c > 0 we can invert
it. We would like to see whether this property holds for operators.
Definition 3.3.4. A symbol a(x, ξ; h) is locally elliptic if on some compact set
K ⊂ Rn ×Rn
|a(x, ξ; h)| ≥ c > 0
For locally elliptic symbols we can produce local left and right inverses.
Theorem 3.3.5. Let a(x, ξ; h) ∈ S be a locally elliptic symbol on a compact set
K ⊂ Rn×Rn. Further suppose that χ(x, ξ) is a smooth function supported on K.
Then there exists b(x, ξ; h), d(x, ξ; h) ∈ C∞c (Rn ×Rn) such that
a(x, hD)b(x, hD)χ(x, hD) = Idχ(x, hD) +OL2→L2(h
∞)
d(x, hD)a(x, hD)χ(x, hD) = Idχ(x, hD) +OL2→L2(h
∞).
Further
(d(x, hD)− b(x, hD))χ(x, hD) = OL2→L2(h∞).
Proof. A reasonable approximation to an inverse is (a(x, ξ; h))−1. In a similar
fashion to the proof of Theorem 3.3.3 we set χ˜(x, ξ) ≡ 1 for (x, ξ) ∈ K and
require that χ˜ ≡ 0 when |a(x, ξ; h)| ≤ ǫ for some 0 < ǫ < c. By Theorem 3.3.3
we may replace Id with χ˜2(x, hD) and a(x, hD) with a˜(x, hD) where a˜(x, ξ; h) =
χ˜(x, ξ)a(x, ξ; h). If we set
b0(x, ξ; h) = χ˜(x, ξ)(a(x, ξ; h))
−1
Theorem 3.2.1 gives us
a˜(x, hD)b0(x, hD) = c0(x, hD)
where
c0(x, ξ; h) = χ˜
2(x, ξ) + hr1(x, ξ; h)
so this is an approximate inverse to order h. We therefore look to add an order
h term to b0(x, ξ; h) to cancel out the error term. We set b1(x, ξ; h) as
b1(x, ξ; h) = −r1(x, ξ; h)(a(x, ξ; h))−1
and obtain
a˜(x, hD)(b0(x, hD) + hb1(x, hD)) = c1(x, hD)
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c1(x, ξ; h) = χ˜
2(x, ξ) + hr1(x, ξ; h)− hχ˜(x, ξ)r1(x, ξ; h) + h2r2(x, ξ; h).
As r1(x, ξ; h) = χ˜(x, ξ)r1(x, ξ; h) on the support of χ,
||(r1(x, hD)− (χ˜r1)(x, hD))χ(x, hD)||L2 = O(h∞).
We therefore have an approximate inverse to order h2. We continue in this fashion
with
bj(x, ξ; h) = −rj(x, ξ, h)(a(x, ξ; h))−1
where rj(x, ξ; h) is the remainder term generated by bj−1(x, ξ; h). Consequently
if
bN (x, ξ; h) =
N−1∑
j=0
hjbj(x, ξ; h),
a˜(x, hD)bN(x, hD)χ(x, hD) = χ˜
2(x, hD) + hNrN (x, hD)
where rN(x, hD) ∈ C∞c (Rn × Rn). We define
b(x, ξ; h) ∼
∞∑
j=0
bj(x, ξ; h) (3.3.2)
then
a˜(x, hD)b(x, hD)χ(x, hD) = χ˜2(x, hD) +OL2→L2(h
∞)
and
a(x, hD)b(x, hD)χ(x, hD) = Idχ(x, hD) +OL2→L2(h
∞).
A similar calculation gives d(x, ξ; h) such that
d(x, hD)a(x, hD)χ(x, hD) = Idχ(x, hD) +OL2→L2(h
∞).
Now
d(x, hD)a˜(x, hD)b(x, hD)χ(x, hD) = d(x, hD) Idχ(x, hD) +OL2→L2(h
∞)
and
d(x, hD)a˜(x, hD) = c(x, hD)
where
c(x, ξ; h) = χ˜2(x, ξ) + hNrN(x, ξ; h).
Therefore
χ˜2(x, hD)b(x, hD)χ(x, hD) +OL2→L2(h
∞)
= d(x, hD)a˜(x, hD)b(x, hD)χ(x, hD)
= d(x, hD)χ(x, hD) +OL2→L2(h
∞). (3.3.3)
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By the composition formula of Theorem 3.2.1 the symbol of b(x, hD)χ(x, hD)
has support in the set Supp(χ) (modulo an order h∞ error). Therefore
χ˜2(x, hD)b(x, hD)χ(x, hD) = b(x, hD)χ(x, hD) +OL2(h
∞)
and
||(b(x, hD)− d(x, hD))χ(x, hD)||L2 = O(h∞).
3.4 Approximate Propagators
We need to be able to solve (approximately) a scaled evolution equation of the
form
(hDt − A(t))u = 0.
Theorem 3.4.1. Suppose (hDt − A(t))u = 0u(0, x) = u0(x) (3.4.1)
where A(t) = a(t, x, hD) and t is considered as a parameter. Then for small times
t there is an approximate solution operator (propagator) U(t) to (3.4.1) such that
for χ(x, ξ) ∈ C∞c (Rn × Rn),
(hDt −A(t))U(t)χ(x, hD) = OL2(h∞).
The approximate propagator U(t) is given by
U(t)u(x) =
1
(2πh)n
∫∫
e
i
h
(φ(t,x,η)−<y,η>)b(t, x, η; h)u(y)dydη (3.4.2)
where the phase function φ(t, x, η) satisfies
∂tφ(t, x, η)− a(t, x,∇xφ(t, x, η)), φ(0, x, η) = 〈x, η〉. (3.4.3)
Proof. We have an ansatz of the form
U(t)u =
1
(2πh)n
∫
e
i
h
(φ(t,x,η)−<y,η>)b(t, x, η; h)u(y)dydη
where b(t, x, η; h) is smooth in all arguments as h → 0. By Theorem 3.3.3 we
can assume b(t, x, η; h) is compactly supported. We keep the same notation as
Theorem 3.3.3 with χ˜ ≡ 1 on the support of χ and set
φ¯(t, x, y, η) = φ(t, x, η)− 〈y, η〉.
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To satisfy the initial condition of (3.4.1) we require immediately that
φ(0, x, η) = 〈x, η〉 and b(0, x, η; h) = χ˜(x, η). To satisfy the PDE we require
e
i
h
φ¯(t,x,y,η)b(t, x, η; h)∂tφ(t, x, η) + e
i
h
φ¯(t,x,y,η)hDtb(t, x, η; h)−
a(x, hD)
(
e
i
h
φ¯(t,x,y,η)b(t, x, η; h)
)
= 0 (3.4.4)
and so need to determine an expression for
a(x, hD)
(
e
i
h
φ¯(t,x,y,η)b(t, x, η; h)
)
.
To factor out the e
i
h
φ¯(t,x,y,η) term we must obtain an expression of the form
a(x, hD)
(
e
i
h
φ¯(t,x,y,η)b(t, x, η; h)
)
= e
i
h
φ¯(t,x,y,η)C(φ¯, a)b(t, x, η; h)
where
C(φ¯, a)b(t, x, η) = e−
i
h
φ¯(t,x,y,η)a(x, hD)e
i
h
φ¯(t,x,y,η)b(t, x, η; h).
We have
C(φ¯, a)b(t, x, η) =
1
(2πh)n
∫∫
e
i
h
(<x−v,ξ>−(φ¯(t,x,y,η)−φ¯(t,v,y,η)))a(x, ξ)b(t, v, η; h)dvdξ
and Taylor’s theorem gives
φ¯(t, x, y, η)− φ¯(t, v, y, η) = 〈∇xφ(t, x, y, η), x− v〉+ φ¯E(t, x, y, v, η)
where |φ¯E(t, x, y, v, η)| = O(|x − v|2). Therefore after the change of variables
ξ → ξ +∇xφ(t, x, y, η) we have
C(φ¯, a)b(t, x, η; h) =
1
(2πh)n
∫∫
e
i
h
(<x−v,ξ>−φ¯E(t,x,y,v,η))a(x, ξ +∇xφ; h)b(t, v, η; h)dvdξ.
In a similar fashion to the proof of the composition formula in Theorem 3.2.1 we
expand a(x, ξ +∇xφ; h) by Taylor’s theorem
a(x, ξ +∇xφ; h) =
∑
|α|<N
1
|α|!
(
∂
∂ξ
)α
a(x,∇xφ ; h)ξα + rN(x, ξ; h)
where rN(x, ξ; h) vanishes to order N at ξ = 0. Now we have
1
(2πh)n
∫∫
e
i
h
(<x−v,ξ>−φ¯E(t,x,y,v,η))ξαf(v)dvdξ=(hDv)
α
(
e−
i
h
φ¯E(t,x,y,v,η)b(t, v, η; h)
)∣∣∣
x=v
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so
C(φ¯, a)b(t, x, η; h) =
∑
|α|<N
1
α!
(
∂
∂ξ
)α
a(x,∇xφ¯)(hDv)α
(
e−
i
h
φ¯E(t,x,y,v,η)b(t, v, η)
)∣∣∣
x=v
+RN(t, x, η; h).
As |φ¯E| = O(|x− v|2) the only O(1) term comes from α = 0, all other terms are
at least O(h). We will solve the PDE successively in of powers of h. The O(1)
term gives
∂tφ(t, x, η)− a(x,∇xφ(t, x, η)) = 0
the eikonal equation which has a solution for small times as given by Hamilton-
Jacobi theory. Note that this equation does not depend on the symbol b(t, x, η; h)
and along with the initial condition φ(0, x, η) = 〈x, η〉 completely determines φ.
We will solve the lower order terms by expressing b(t, x, η; h) as a sum in h and
successively solving away terms. We set
bN (t, x, η; h) =
N−1∑
j=0
hjbj(t, x, η; h)
where each of the bj(t, x, η; h) are smooth as h → 0 and are given by the linear
transport equations
∂tbj(t, x, η; h)−
∑
|α|=1
(
∂
∂ξ
)α
a(x,∇xφ; h)
(
∂
∂x
)
b(t, x, η; h)+
∑
|α|=2
(
∂
∂ξ
)α
a(x,∇xφ; h)
(
∂
∂x
)α
φbj(t, x, η; h) = Fj(t, x, η; h) (3.4.5)
where Fj(t, x, η; h) depends on bk(t, x, η; h) for k < j. Now
(hDt − a(t, x, hDx))e ih φ¯(t,x,y,η)bN (t, x, η; h) = hNe ih φ¯(t,x,y,η)c(t, x, η; h)
where c(t, x, η; h) has smooth parametric dependence on h and is compactly sup-
ported. As
φ¯(t, x, y, η) = φ(t, x, η)− 〈y, η〉
the operator defined by
hN
(2πh)n
∫∫
e
i
h
φ¯(t,x,y,η)c(t, x, η; h)u(y)dydη (3.4.6)
can be written as
hN
(2πh)
n
2
∫
e
i
h
φ(t,x,η)c(t, x, η; h)(Fhu)dη.
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Now
φ(t, x, η) = 〈x, η〉+O(|t|)
so for small times by Theorem 2.1.6 the operator defined by (3.4.6) maps L2 to
L2 with norm hN . Consequently we only need an estimate on the remainder term
RN(t, x, η; h) given by
RN(t, x, η; h) =
1
(2πh)n
∫∫
e
i
h
(<x−v,ξ>−φE(t,x,v,η))rN(x, ξ; h)b(t, v, η; h)dvdξ.
As rN(x, ξ; h) vanishes to order N at ξ = 0 it can be expressed as a sum of terms
ξαr˜N(x, ξ; h). Now
Dαv e
i
h
<x−v,ξ> =
(−1
h
)|α|
ξαe
i
h
<x−v,ξ>
so integrating by parts with |α| = N ,
RN(t, x, η; h) =
hN
(2πh)n
∫∫
e
i
h
<x−v,ξ>r˜N(x, ξ; h)D
α
v
(
e−
i
h
φE(t,x,v,η)b(t, v, η; h)
)
dvdξ.
As |φE(t, x, v, η)| = O(|x− v|2) we can write RN (t, x, η; h) as a sum of terms of
the form
I(N1, N2)=
hN−N1
(2πh)n
∫∫
e
i
h
<x−v,ξ>r˜(x, ξ; h)
∑
|β|=N1−N2
(x−v)βe− ihφE(t,x,v,η)b˜(t, v, η; h)dvdξ
where N2 ≤ N1 and N1 +N2 ≤ N . Therefore integrating by parts in ξ we obtain
I(N1, N2) =
hN−N2
(2πh)n
∫∫
e
i
h
<x−v,ξ>r¯(x, ξ; h)e−
i
h
φE(t,x,v,η)b˜(t, v, η; h)dvdξ
where r¯(x, ξ; h) is smooth as h→ 0. Therefore
RN(t, x, η; h) = h
N/2R˜N (t, x, η; h)
where RN (t, x, η; h) is smooth in h and compactly supported. This implies that
the operator defined by
h
N
2
(2πh)n
∫∫
e
i
h
φ¯(t,x,y,η)R˜N (t, x, η; h)u(y)dydη
maps L2 to L2 with norm of order hN/2. Finally if UN(t) is given by
UN (t)u =
1
(2πh)n
∫∫
e
i
h
(φ(t,x,η)−<y,η>)bN (t, x, η; h)u(y)dydη
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then
(hDt − a(t, x, hDx))UN(t) = OL2→L2(hN/2).
Therefore if
b(t, x, η; h) ∼
∞∑
j=0
hjbj(t, x, η; h)
and
U(t) =
1
(2πh)n
∫∫
e
i
h
(φ(t,x,η)−<y,η>)b(t, x, η; h)u(y)dydη
U(t) is the approximate solution operator to (3.4.1).
3.5 Semiclassical Lp Estimates
The purpose of this thesis is to transfer estimates for eigenfunctions restricted to
submanifolds into the semiclassical setting where we are able to use the ideas of
classical-quantum correspondence to guide our intuition. Instead of working with
an eigenfunction of a differential operator we work with a family of L2 normalised
functions u(h) and operators p(x, hD) such that p(x, hD)u(h) = OL2(h). Within
this semiclassical framework, Sogge’s [42] original 1988 estimate for eigenfunctions
of an elliptic operator can be restated and extended. This was done by Burq,
Ge´rard and Tzvetkov [7] for Laplacian eigenfunctions and then by Koch, Tataru
and Zworski [26] for semiclassical pseudodifferential operators.
In the framework of semiclassical pseudodifferential operators the assumptions
on the operator P are expressed in terms of its symbol. The problem reduces
to a local problem around points in phase space (x0, ξ0) such that p(x0, ξ0) = 0.
Koch, Tataru and Zworksi place nondegeneracy and curvature assumptions on
p(x, ξ). Namely, if p(x0, ξ0) = 0 then:
(A1) ∂ξp(x0, ξ0) 6= 0; and
(A2) the hypersurface {ξ | p(x0, ξ) = 0} has nonzero Gaussian curvature.
With a change of coordinates assumption (A1) implies that p(x0, ξ0) = 0 ⇒
∂ξ1p(x0, ξ0) 6= 0. Using the implicit function theorem they factorise p(x, ξ) as
p(x, ξ) = e(x, ξ)(ξ1 − a(x, ξ))
where the symbol e(x, ξ) is bounded away from zero. Therefore e(x, hD) can
be approximately inverted and so can be ignored. They then interpret x1 as at
“time” variable and, writing x = (t, x¯) find an approximate solution to
(hDt − a(x, hDx¯))u = hf(t, x¯) ||f ||L2x¯ = O(1) (3.5.1)
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in terms of an oscillatory integral operator
U(t) =
1
(2πh)n
∫∫
e
i
h
(φ(t,x¯,η)−<y,η>)b(t, x, η)f(y)dηdy (3.5.2)
as given by Theorem 3.4.1. The phase function φ satisfies the eikonal equation∂tφ(t, x¯, η) + a(t, x¯,∇x¯φ(t, x¯, η)) = 0φ(0, x¯, η) = 〈x¯, η〉. (3.5.3)
Using Duhamel’s principle to write a solution to 3.5.1 as
u(t, x) = U(t)u(0, x) +
1
i
∫ t
0
U(t− s)f(s)ds
they reduce the problem of eigenfunction estimates to mixed space time operator
norm estimates for U(t). It is therefore natural to phrase estimates on ||U(t)f ||LptLpx
in terms of Strichartz estimates. Using the semiclassical Fourier transform it is
easy to show that ||U(t)f ||L2x¯ = O(1). The Keel-Tao [24] formalism for Strichartz
estimates then only requires that an L1 → L∞ estimate of the form
||U(t)U⋆(s)f ||L∞ . h−µ(h + |t− s|)−σ ||f ||L1
be found. This follows from (3.5.2) and (3.5.3) via stationary phase methods.
Therefore the Strichartz governing equation gives a p0 such that
||U(t)f ||Lp0t Lp0x . h
− 1
p0 ||f ||L2(M) .
It is not surprising that p0 =
2(n+1)
n−1
as the Keel-Tao formalism for abstract
Strichartz estimates use the same interpolation and fractional integration meth-
ods that were used to prove estimates on the oscillatory integrals related to spec-
tral projections in Section 2.4.
In the next chapter, we carry out an analogous program where we estimate
the Lp norm of u restricted to a submanifold of dimension k.
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Chapter 4
Submanifold Restriction
Estimates
We now move to studying quasimodes of a semiclassical pseudodifferential opera-
tor restricted to a submanifold. In this chapter we consider smooth submanifolds
of arbitrary dimension without geometrical constraints.
Let P = P (h) be a semiclassical pseudodifferential operator on a Riemannian
manifold M . We will assume that P has a real principal symbol and that its full
symbol is smooth in the semiclassical parameter h. We will also assume that we
are using the standard quantisation, that is P = p(x, hD). Other more technical
assumptions on P similar to those in discussed Section 3.5 are given in Definition
4.0.3. We prove estimates for approximate solutions u = u(h) to the equation
P (h)u(h) = 0. As usual in semiclassical analysis, we assume that the u(h) are
defined at least for a sequence hj tending to zero. We will make the assumption
that u(h) can be localised, and therefore will be able to reduce the problem to
one of local analysis.
Our precise definition of approximate solution, or quasimode, is that
P (h)u(h) = OL2(h) as h→ 0. This definition is natural with respect to localisa-
tion. If P (h)u(h) = OL2(h), and χ is a localiser, then by Theorem 3.3.3 we may
assume p(x, ξ) is compactly supported and therefore by Corollary 3.2.2
P ◦ χu = χ ◦ Pu+OL2(h).
Therefore χu is also a quasimode of P . Also note that
||Opt(p)− p(x, hD)||L2→L2 = O(h).
Therefore if u is a quasimode of p(x, hD), it is also a quasimode of Opt(p) so there
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is no loss of generality by working only with the standard quantisation. The main
theorem of this chapter is below.
Theorem 4.0.1. Let (M, g) be a smooth n dimensional Riemannian manifold
with no boundary and let Y be a smooth embedded submanifold with dimension
k. Let u(h) be a family of L2 normalised functions that satisfy Pu = OL2(h) for
P a semiclassical operator with symbol p(x, ξ; h). Assume further that u satisfies
the localisation property and that the symbol p(x, ξ; h) is admissible. Then the Lp
norms restricted to Y are:
||u||Lp(Y ) . h−δ(n,k,p)
δ(n, n− 1, p) =
n−12 − n−1p , 2nn−1 ≤ p ≤ ∞n−1
4
− n−2
2p
, 2 ≤ p ≤ 2n
n−1
(4.0.1)
and for k 6= n− 1
δ(n, k, p) =
{
n−1
2
− k
p
, 2 ≤ p ≤ ∞, (k, p) 6= (n− 2, 2). (4.0.2)
For k = n− 2 the L2 estimate is
||u||L2(Y ) . h−1/2 log1/2(1/h).
Figure 4.1 shows the exponent δ(n, n− 1, p) (the hypersurface case) and, for
comparison, the Lp estimates over the whole manifold (Sogge [42] for spectral
clusters and Koch-Tataru-Zworski [26] for semiclassical operators). Figure 4.2
shows δ(n, k, p) for submanifolds of codimension greater than one.
The localisation assumption allows us to move from a global problem to a
local one. As χ has compact support in T ⋆M we can write
χ(x, ξ) =
N∑
i=1
χi(x, ξ)
for some N < ∞ where each χi has arbitrarily small support. Now we may
assume that we are working on a coordinate patch of T ⋆M . Therefore we identify
M with Rn and Y with Rk. An element x ∈M will be denoted x = (y, z) where
Y = {z = 0}. An element ξ ∈ T ⋆xM will be written as ξ = (ξy, ξz). Note that if
M is a compact manifold, the localisation requirement in the spatial variables is
trivially satisfied.
The assumption of localisation given by Definition 3.3.1 gives localisation of
u in T ⋆M . It will be necessary, especially when applying semiclassical Sobolev
estimates, to know that u|Y is localised in T ⋆Y .
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Figure 4.1: δ(n, k, p) plotted against 1/p for the hypersurface case (solid line) and
whole manifold estimates (dashed line).
Figure 4.2: δ(n, k, p) plotted against 1/p for submanifolds of codimension greater
than one (k ≤ n− 2).
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Lemma 4.0.2. If u satisfies the localisation condition then there exists some
χ˜(y, ξy) compactly supported in T
⋆Y such that
RY u = χ˜(y, hDy)RY u+OS(h
∞)
where RY is the restriction operator onto the submanifold Y .
Proof. First as u(x) is localised we can replace u(x) with χ(x, hD)u. Let
ψ(y, ξy) ∈ C∞c (Rk × Rk) such that ψ(y, ξy) = 1 for all (y, ξy) such that
(y, z, ξy, ξz) ∈ Supp(χ(x, ξ)) for some (z, ξz). As χ(x, ξ) = ψ(y, ξy)χ(x, ξ),
repeated integration by parts gives
(Id− ψ(y, hDy))RY χ(x, hD)u = OS(h∞)
which implies
RY χ(x, hD)u = ψ(y, hDy)RY χ(x, hD)f +OS(h
∞)
as required.
As we assume that p(x, ξ, h) is smooth in h we can write p(x, ξ, h) = p0(x, ξ)+
hq(x, ξ, h). Now as u is localised,
p(x, hD)χ(x, hD)u = OL2(h)⇒ p0(x, hD)χ(x, hD)u = OL2(h).
Therefore we abuse notation somewhat and assume that we are working with a
symbol p(x, ξ) independent of h.
Using the localisation condition, we can prove that when p(x, ξ) is bounded
away from zero, the local contribution is small. From Theorem 3.3.5, we have
that if |p(x, ξ)| ≥ 1/C on a local patch then we can invert p(x, hD) up to order
h∞. That is, choosing χ(x, ξ) supported on this patch, we can find some q1(x, hD)
and q2(x, hD) such that
q1(x, hD)p(x, hD)χ(x, hD) = χ(x, hD) +OL2→L2(h
∞)
and
p(x, hD)q2(x, hD)χ(x, hD) = χ(x, hD) +OL2→L2(h
∞).
So if p(x, hD)u = OL2(h) and |p(x, ξ)| > 1/C we can invert p(x, hD) to get
χ(x, hD)u = OL2(h).
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Now using Lemma 3.3.2 (semiclassical Sobolev estimates) to estimate ||u||L∞ by
||u||L2 we have
||u||∞ = O(h−(n−2)/2). (4.0.3)
To obtain an estimate on the L2 norm of the restriction of u to Y we use Lemma
3.3.2 again this time only in the z coordinates. We have
||u(y, 0)||L2y . ||u(y, z)||L∞z L2y . h
−n−k
2 ||u(y, z)||L2zL2y . (4.0.4)
So the L2 norm of u when restricted to a submanifold of dimension k isO(h−
n−k−2
2 ).
Interpolating between (4.0.3) and (4.0.4) gives us better Lp estimates than those
given by Theorem 4.0.1. Consequently, we can ignore regions where p(x, ξ) is
bounded away from zero.
This reduces our problem to considering functions u localised around points
(x0, ξ0) such that p(x0, ξ0) = 0. To proceed, we need to place some non-degeneracy
conditions on p(x, ξ). These conditions are very similar to those required by Koch,
Tataru and Zworski [26]. However, restricting to a submanifold requires that the
curvature condition be strengthened.
Definition 4.0.3. A symbol p(x, ξ) is admissible if it satisfies the following non-
degeneracy conditions:
(A1) for any pair (x0, ξ0) such that p(x0, ξ0) = 0, ∂ξp(x0, ξ0) 6= 0; and
(A2) the second fundamental form on {ξ | p(x0, ξ) = 0} ⊂ T ⋆x0M is positive
definite.
The first condition which states that p(x, ξ) vanishes simply will be used to
convert this problem into one regarding evolution operators. The second condi-
tion guarantees dispersion and is needed for some later stationary phase estimates.
Under these conditions, along with localisation, we prove Theorem 4.0.1.
As discussed in Section 3.5, when proving their semiclassical Lp estimates
both Koch, Tataru and Zworski [26] and Burq, Ge´rard and Tzvetkov [6] used the
assumption (A1) along with the implicit function theorem to write p(x, ξ) as
p(x, ξ) = e(x, ξ)(ξ1 − a(x, ξ′)). (4.0.5)
Then by using x1 as a time variable, t, they reduced the problem to studying the
evolution equation
(hDt − a(t, x′, hDx′))u = 0. (4.0.6)
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An approximate propagator U(t) for (4.0.6) can be written down as a Fourier inte-
gral operator (Theorem 3.4.1). By proving a decay estimate on ||U(s)⋆U(t)||L1→L∞
they were able to use Strichartz estimates to determine the mixed “space-time”
norm. Using the Strichartz estimate for the pair (p, p) they obtained an estimate
on the Lp norm for p = 2(n+1)
n−1
. From the localisation assumption and Duhamel’s
principle they determined the L∞ estimate. All other Lp estimates were obtained
by interpolation between these points and the trivial L2 bound.
We follow a similar procedure to find estimates for ||u||Lp(Y ). As the L∞
estimate on the submanifold must be the same as over the full manifold, we only
need to find a L2 bound and the Lp bound given by the appropriate Strichartz
estimates.
We cannot however use this method immediately, as we do not know whether
the time variable t = x1 determined by (4.0.5) remains a valid co-ordinate when
restricted to the submanifold Y . For example, t could be constant on Y . How-
ever, the localisation property comes to our aid at this point and allows us to
prove the required estimates (or better) when t is constant on Y . This provides a
natural division of the problem into two cases. In the first case, the time variable
is constant on Y and, given the symbol factorisation, the proof of Theorem 4.0.1
follows easily from conservation of energy and localisation. In the second case,
where time is a coordinate when restricted to Y , we need to use Strichartz esti-
mates. Although the usual form of Strichartz estimates do not fit this problem,
we are able to modify the abstract Strichartz estimates for our use.
The usual statement of semiclassical Strichartz estimates assumes L2 bound-
edness independent of h. In this case our family of operators W (t) will be deter-
mined from the full evolution operator by a restriction of some spatial variables.
Therefore W (t) does not necessarily have a h-independent L2 bound. However
in the Keel-Tao [24] picture of Strichartz estimates which we will use this lack of
unitarity does not matter. We need only to have a bound from which to interpo-
late. Obviously having a different interpolation endpoint will somewhat change
the relationship between the Strichartz pair (r, p) and n.
As we have shown that areas where |p(x, ξ)| > 1/C make negligible contribu-
tions, we can study p(x, ξ) around the points (x0, ξ0) where p(x0, ξ0) = 0.
In Section 4.1 we will factorise the symbol to create an evolution equation
and show that if ∂ξzp(x0, ξ0) 6= 0 the localisation condition is enough to prove
Theorem 4.0.1. Section 4.2 gives the necessary extension of the abstract Strichartz
estimates and governing equation for the Strichartz pairs (r, p). Section 4.3 uses
a Fourier Integral Operator to represent the evolution operator U(t) and obtains
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estimates for the restriction of U(t) to the submanifold. Section 4.4 uses the
estimates from Section 4 with the extended Strichartz estimates from Section 4.2
to prove Theorem 4.0.1.
4.1 Symbol Factorisation
By assumption (A1) we have that when p(x, ξ) = 0, then ∂p
∂ξi
6= 0 for some
i. By the implicit function theorem we can solve the equation ξi = a(x, ξ
′) on
{ξ | p(x0, ξ) = 0} and, on the support of χ, we have
p(x, ξ) = e(x, ξ)(ξi − a(x, ξ′))
where e(x0, ξ0) 6= 0. Now, as u is a quasimode,
e(x, hD)(hDxi − a(x, hDx′))u = OL2(h).
As e(x0, ξ0) 6= 0 we can, by choosing χ with small enough support, approximately
invert e(x, hD) (Theorem 3.3.5). Then,
(hDxi − a(x, hDx′))u = OL2(h).
We therefore study the associated homogeneous evolution equation
(hDt + a(x, hDx′))u = 0
where the xi space variable is thought of as the “time” variable. If we can
understand the properties of the evolution operator U(t), we will then be able to
use Duhamel’s principle to obtain estimates for u.
As we are estimating the restriction of u to a submanifold, we want to study
a restricted form of U(t) defined by
W (t) = RY ◦ U(t).
It is now important to determine whether our time variable is a “z” variable (Y is
contained in a single time slice) or a “y” variable (Y is transverse to time slices).
To deal with this, we will split the proof of Theorem 4.0.1 into two cases. Case
1, where ∂ξzp(x0, ξ0) 6= 0 (the easy case) is proved below. Case 2, ∂ξzp(x0, ξ0) = 0
(the harder case) requires the use of abstract Strichartz estimates that allow for
non-unitary energy bounds.
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Proof of Theorem 4.0.1 in Case 1. We will prove that if ∂ξzp(x0, ξ0) 6= 0 the Lp
estimates for u are at least as good (and possibly better) than those given by
Theorem 4.0.1. In fact we will prove directly only the L2 estimate
||u||L2(Y ) . h−
n−k−1
2 . (4.1.1)
For a submanifold with k ≤ n− 2, interpolation between (4.1.1) and the known
L∞ estimate yields δ(n, k, p) for all p. For the hypersurface case k = n − 1
interpolation between (4.1.1) and the known L∞ estimate yields δ(n, k, p) for
p ≥ 2n
n−1
and better estimates for smaller values of p.
We may assume ∂p
∂ξzi
6= 0 for some i; we assume i = 1. We can therefore
factorise the symbol as
p(x, ξ) = e(x, ξ)(ξz1 − a(x, ξy, ξz ′))
where z = (z1, z
′). As Pu = OL2(h) and e(x0, ξ0) 6= 0 we can conclude that
(hDz1 − a(x, hDy, hDz′))u = hf(x) (4.1.2)
where ||f ||L2 = O(1). The associated homogeneous evolution equation is
(hDt − a(t, x¯, hDx¯)u = 0 (4.1.3)
where t = z1 and x¯ = (y, z
′). Now, allowing the variable z1 to act as a time
variable, we can find a family of propagators Us(t) such that
(hDt − a(s + t, x¯, hDx¯))Us(t) = 0 Us(0) = Id .
The solution operators Us(t) have L
2 norm O(1).
Using Duhamel’s principle we write
u(t, x¯) = U0(t)u(0, x¯) + i
∫ t
0
Us(t− s)f(s, x¯)ds. (4.1.4)
Combining (4.1.4) with the conservation of L2 mass for the homogeneous problem
we have that if u is L2 normalised, the L2 mass of u restricted to the initial
hypersurface T = {x | z1 = 0} is of order one. We now use the localisation
assumption along with semiclassical Sobolev estimates (Lemma 3.3.2) to obtain
an estimate for the L2 mass of u restricted to the submanifold Y , {(y, z1, z′) |
(z1, z
′)=(0, 0)}. We have
||u(y, 0, 0)||L2y . ||u(y, 0, z
′)||L∞
z′
L2y
. h
n−k−1
2 ||u(y, 0, z′)||L2
z′
L2y
. h
n−k−1
2 .
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Remark 4.1.1. We have shown that in the case where Y is a hypersurface and
z is a normal coordinate to Y
z˙ = ∂ξzp(x0, ξ0) 6= 0
there is no L2 concentration Y . Intuitively, we can think of this case as represent-
ing a localised packet moving with nonzero velocity in the normal direction. Such
a packet passes immediately through a hypersurface causing no L2 concentration
there. The case where
z˙ = ∂ξzp(x0, ξ0) = 0
is the case where it is possible that a trajectory is embedded in the hypersurface.
In such a case a packet moving along this trajectory would cause a concentration
of L2 mass.
As we have now dealt with case 1 we will, for the rest of this chapter, assume
∂ξzp(x0, ξ0) = 0 (case 2) which by (A1) from Definition 4.0.3 implies ∂ξyp(x0, ξ0) 6=
0. To prove the estimate in this case we use the same kind of symbol factorisation
but this time y1 will act as the time variable.
We will use a Fourier integral operator representation of U(t) to obtain L2→L2
and L1 → L∞ bounds for W (t)W ⋆(s). We can then use the Strichartz estimates
to obtain an estimate on (∫
||W (t)u||rp dt
)1/r
where p = r. However as we will be fixing some of the spatial variables at zero
we cannot expect that W (t) will still be unitary. To deal with this, we need to
adapt the abstract Strichartz estimates.
4.2 Extended Strichartz Estimates
Working with the Keel-Tao [24] formalism we have a family of operators W (t)
such that
W (t) : H → L2(X)
for some Hilbert space H and measure space X. When we apply this, we will
have H = L2(Rn−1) and X = Rk−1. Note that T = Rn−1 is a time slice in
M and X = Rk−1 is a time slice in Y . The Strichartz assumptions modified
to include a semiclassical parameter h (see Koch-Tataru-Zworski [26] and Burq-
Ge´rard-Tzvetkov [6]) are that
||W (t)f ||L2 ≤ C ||f ||H
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and
||W (t)W ⋆(s)f ||L∞(X) ≤ h−µ(h+ |t− s|)−σ ||f ||1 .
Under these assumptions we have a mixed norm estimate of(∫
||W (t)f ||rLp dt
)1/r
. h−
µ
rσ ||f ||H
where
2
r
+
2σ
p
= σ
and (r, p) 6= (2,∞).
We modify these estimates by allowing the L2 norm of W (t)W ⋆(s)f to have
a bound of a similar form to the L∞ bound.
Theorem 4.2.1. Let W (t), t ∈ R be a family of operators W (t) : H → L2(X),
where H is a Hilbert space and (X, dx) is a measure space. Assume that W (t)
satisfies the estimates:
• for all t, s ∈ R and f ∈ L1(X)
||W (t)W ⋆(s)f ||L∞(X) . h−µ∞(h+ |t− s|)−σ∞ ||f ||L1(X) ; (4.2.1)
• for all t, s,∈ R and f ∈ L2(X)
||W (t)W ⋆(s)f ||L2(X) . h−µ2(h+ |t− s|)−σ2 ||f ||L2(X) ; (4.2.2)
then (∫
||W (t)f ||rLp dt
)1/r
. h−γ ||f ||H (4.2.3)
γ =
(
µ∞ − µ2
r(σ∞ − σ2) +
σ∞µ2 − σ2µ∞
2(σ∞ − σ2)
)
for pairs of (r, p), 2 < r ≤ ∞, 2 ≤ p ≤ ∞ such that
2
r
+
2
p
(σ∞ − σ2) = σ∞. (4.2.4)
Proof. Following Keel-Tao [24] we will prove the bilinear form of the estimate∣∣∣∣∫∫ 〈W ⋆(s)F (s),W ⋆(t)G(t)〉 dsdt∣∣∣∣ . ||F ||Lr′s Lp′x ||G||Lr′t Lp′s . (4.2.5)
Converting (4.2.1) and (4.2.2) into bilinear forms, we have the estimates
|〈W ⋆(s)F (s),W ⋆(t)G(t)〉| . h−µ∞(h+ |t− s|)−σ∞ ||F (s)||L1 ||G(t)||L1 (4.2.6)
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and
|〈W ⋆(s)F (s),W ⋆(t)G(t)〉| . h−µ2(h+ |t− s|)−σ2 ||F (s)||L2 ||G(t)||L2 . (4.2.7)
Interpolation between (4.2.6) and (4.2.7) yields
| 〈W ⋆(s)F (s),W ⋆(t)G(t)〉 | ≤ h−β(p,µ2,µ∞)(h+ |t− s|)−β(p,σ2,σ∞) ||F (s)||Lp′ ||G(t)||Lp′
where
β(p, σ2, σ∞) =
2(σ2 − σ∞)
p
+ σ∞.
We now use Hardy-Littlewood-Sobolev fractional integration for the t and s
integrations. This will give us the equation governing the relationship between r
and p. We have that ∫∫
f(x)g(y)
|x− y|α dxdy ≤ ||f ||Lq1 ||g||Lq2
for 0 < α < n and
1
q′1
+
1
q′2
=
α
n
.
In this case we set q1 = q2 = r
′ and
α =
2(σ2 − σ∞)
p
+ σ∞
so Hardy-Littlewood-Sobolev gives us
2
r
=
2(σ2 − σ∞)
p
+ σ∞.
Rearranging this gives
2
r
+
2
p
(σ∞ − σ2) = σ∞ (4.2.8)
as the governing equation for these modified Strichartz estimates. Note that when
σ2 = µ2 = 0 and σ∞ = σ, this is just the original abstract Strichartz estimates
governing equation
2
r
+
2σ
p
= σ.
Now we have that 2γ = β(p, µ2, µ∞) and, substituting the expression for p given
by (4.2.8), we get that(∫
||W (t)f ||rLp dt
)1/r
≤ h−
“
µ∞−µ2
r(σ∞−σ2)
+
σ∞µ2−σ2µ∞
2(σ∞−σ2)
”
.
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Note that this simplifies considerably when µ1 = σ1 and µ2 = σ2, to become(∫
||W (t)f ||rLq dt
)1/r
≤ h−1/r.
Remark 4.2.2. It is of course possible to further generalise these estimates by
assuming Lq
′ → Lq bounds on W (t)W ⋆(s) for some (q0, q1) rather than the usual
(2,∞).
4.3 Evolution Operator Estimates
The symbol factorisation of Section 4.1 gives that for u a quasimode of P
(hDt − a(t, x¯, hDx¯))u = OL2(h)
where x¯ = (y′, z) and x = (t, y′, z). We can express the solution operator, U(t),
for this equation as an oscillatory integral given by Theorem 3.4.1
U(t)u(x¯) =
1
(2πh)n−1
∫ ∫
e
i
h
(φ(t,x¯,η)−<w,η>)b(t, x¯, η, h)u(w)dwdη + E(t)u(x¯)
where
∂tφ(t, x¯, η) + at(x¯,∇x¯φ(t, x¯, η)) = 0, φ(0, x¯, η) = 〈x¯, η〉
b(t, x¯, η, h) ∈ C∞c (R× T ⋆Rd ×R) E(t) = O(h∞) : S ′ → S.
As on {ξ | p(x0, ξ) = 0} ξy1 = a(x, ξ′) and we may assume ∂ξ′a(x0, ξ′0) = 0,
the second fundamental form hij of {ξ | p(x0, ξ) = 0} at ξ0 is given by
hij = − ∂
2a
∂ξ′i∂ξ
′
j
= − ∂
2a
∂ηi∂ηj
. (4.3.1)
The non-degeneracy condition (A2) implies hij is a positive definite matrix, there-
fore on a small enough patch ∂2ηa (where η is the dual variable to x¯ = (y
′, z)) is
also positive definite. Recall that W (t) = RY ◦ U(t), so we have (for d = n− 1)
W (t)f(x) =
1
(2πh)d
∫∫
e
i
h
(φ(t,(y′,0),η)−<w,η>)b(t, y′, η, h)u(w)dwdη. (4.3.2)
In what follows we will write φ(t, (y′, 0), η) = φ(t, y′, η) and for η ∈ Rd understand
〈y′, η〉 = 〈(y′, 0), η〉. All dashed variables are in Rk−1 and all undashed variables
are in Rd = Rn−1.
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Proposition 4.3.1. If W (t) is given by (4.3.2) then it satisfies the estimates
||W (t)W ⋆(s)f ||L∞ . h−
n−1
2 (h + |t− s|)−n−12 ||f ||1
||W (t)W ⋆(s)f ||L2 . h−
n−k
2 (h + |t− s|)−n−k2 ||f ||2 .
Proof. First we get a L∞ bound on the Schwartz kernel ofW (t)W ⋆(s). This result
can be found in [26] but for convenience we repeat it here. Using the integral
representation for U(t) and the fact that W (t)f is the restriction of U(t)f to Y
we write W (t)W ⋆(s)f as
W (t)W ⋆(s)f =
∫
W (t, s, y′, v′)f(v′)dv′
where
W (t, s, y′, v′) =
1
(2πh)2d
∫
R3d
e
i
h
(φ(t,y′,η)−φ(s,v′,ζ)−<w,η−ζ>)Bdwdηdζ,
B = B(t, s, y′, v′, w, η, ζ ; h) ∈ C∞c (R2+6d). To find an estimate for |W (t, s, y′, v′)|
we will use repeated applications of the stationary phase method. First we calcu-
late the critical points in w and ζ , allowing us to perform the (w, ζ) integration.
The phase function φ is stationary and non-degenerate at ζ = η, w = ∂ζφ(s, v
′, ζ)
and so Theorem 2.1.4 implies that
W (t, s, y′, v′) =
1
(2πh)d
∫
Rd
e
i
h
(φ(t,y′,η)−φ(s,v′,η))B1(t, s, y
′, v′, η; h)dη.
Finally we must use stationary phase again to deal with the η integration. From
the initial condition on φ in the formulation of the parametrix we can write
φ(s, y′, η)− φ(s, v′, η) = 〈y′ − v′, η〉+ 〈y′ − v′, sF (s, y′, v′, η)〉
and so defining the phase function φ˜ by
φ˜(t, s, y′, v′, η) = φ(t, y′, η)− φ(s, v′, η)
we have that
φ˜(t, s, y′, v′, η) = (t−s)a(0, y′, η)+〈y′−v′, η+sF (s, y′, v′, η)〉+O((t−s)(|t|+ |s|)).
So the phase is stationary when
0 = ∂ηφ˜ = (Id+ s∂ηF )(y
′ − v′) + (t− s)(∂ηa+O(|t|+ |s|)). (4.3.3)
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When s is small, Id+ s∂ηF is invertible and this implies that at a critical point
|y′ − v′| = O(t− s).
The Hessian is given by
∂2η φ˜ = s∂
2
η〈y′ − v′, F 〉+ (t− s)(∂2ηa +O(|t|+ |s|))
= (t− s)(∂2ηa+O(|t|+ |s|))
where ∂2ηa = ∂
2
ηa(0, y
′, η). Here we use the non-degeneracy of ∂2ηa to give that if
t and s are sufficiently small then, at a critical point,
∂2η φ˜ = (t− s)Ψ(y′, v′, t, s, η) (4.3.4)
where Ψ(y′, v′, t, s, η) is an invertible matrix,
| det(Ψ(y′, v′, t, s, η))| ≥ c > 0,
and the elements of Ψ(y′, v′, t, s, η) are smooth in all variables. So for |t−s| > Mh,
for some suitably largeM , we can apply the stationary phase method to conclude
that
|W (t, s, y′, v′)| ≤ C
hd
(
1 +
|t− s|
h
)− d
2
. h−
d
2 (h+ |t− s|)− d2 .
When |t− s| < Mh we can use trivial estimates to show that
|W (t, s, y′, v′)| ≤ Ch−d
. h−
d
2 (h+ |t− s|)− d2 .
From these estimates we can obtain the necessary bounds on the L1 → L∞ norm
of W (t)W (s)⋆. We have
||W (t)W (s)⋆||L1→L∞ . ess sup|W (t, s, y, v)| ≤ Ch−
d
2 (h+ |t− s|)− d2 .
For the L2 estimate we need to use the oscillations of W (t, s, y′, v′) itself. First
note that from the critical point equation (4.3.3) we have that if, for some suit-
ably large K, |y′ − v′| ≥ K|t − s| critical points cannot occur. In this case as
|∇ηφ˜(t, s, y′, v′, η)| is bounded away from zero we can estimate |W (t, s, y′, v′)| by
nonstationary phase, Lemma 2.1.1, obtaining
|W (t, s, y′, v′)| . h−d
(
1 +
|y′ − v′|
h
)−N
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and as |y′ − v′| ≥ K|t− s|
|W (t, s, y′, v′)| . h−d
(
1 +
|y′ − v′|
h
)−N (
1 +
|t− s|
h
)−N
.
In view of this we split W (t, s, y′, v′) as
W (t, s, y′, v′) = W1(t, s, y
′, v′) +W2(t, s, y
′, v′)
where
W1(t, s, y
′, v′) = ζ
( |y′ − v′|
|t− s|
)
W (t, s, y′, v′)
W2(t, s, y
′, v′) =
(
1− ζ
( |y′ − v′|
|t− s|
))
W (t, s, y′, v′)
and ζ(r) : R→ R is a smooth nonnegative cut off function
ζ(r) =
1 |r| ≤ 32K0 |r| ≥ 2K.
We now have
W (t)W ⋆(s) = (W (τ)W ⋆(s))1 + (W (τ)W
⋆(s))2
where (W (t)W ⋆(s))i is the operator with integral kernel Wi(t, s, y
′, v′). Now by
Young’s inequality
||(W (t)W ⋆(s))2f ||L2 . h−d
(
1 +
|t− s|
h
)−N
||f ||L2
∫ (
1 +
|y′|
h
)−N
dy′
. h−(d−k+1)
(
1 +
|t− s|
h
)−N
||f ||L2 .
It therefore only remains to deal with (W (t)W ⋆(s))1.
When |t− s| ≥Mh by Theorem 2.1.4 we have
W1(t, s, y
′, v′) =
e
i
h
ψ(t,s,y′,v′)b(t, s, y′, v′)ζ
(
|y′−v′|
|t−s|
)
hd/2(h+ |t− s|)d/2
where
ψ(t, s, y′, v′) = φ˜(t, s, y′, v′, η(y′, v′, t, s))
and η(y′, v′, t, s) is determined by (4.3.3) (the implicit function theorem guaran-
tees that given φ˜η = 0 we can solve for η = η(y
′, v′, t, s) due to (4.3.4) and the
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invertibility of Ψ). To exploit the oscillations in the e
iψ
h factor we use the methods
employed in Theorem 2.1.6. That is, we square the L2 norm of (W (τ)W ⋆(s))1f
and use the nonstationary phase methods of Lemma 2.1.1. We therefore need
derivative bounds (in y′) on b(t, s, y′, v′). Lemma 2.1.5 gives us that bounds on
Dβy′b(t, s, y
′, v′) depend only on bounds on Dαy′η(y
′, v′, t, s), 0 ≤ |α| ≤ |β|.
To obtain derivative bounds on η(y′, v′, t, s) we differentiate (4.3.3) in y′ to
obtain
0 = (I˜dk−1,d +O(|t|+ |s|)) + [∂y′η(y′, v′, t, s)]T (t− s)Ψ
where I˜dk−1,d is the (k − 1, d) dimensional matrix [Idk−1 |0]. Therefore
(t− s)[∂y′η(y′, v′, t, s)]T = −(I˜dk−1,d +O(|t|+ |s|))Ψ−1. (4.3.5)
This gives us
|Dy′iη(y′, v′, t, s)| .
1
|t− s| .
To obtain the multi-index bound we simply differentiate (4.3.5) leading to
|Dαy′η(y′, v′, t, s)| .
(
1
|t− s|
)|α|
(4.3.6)
for any multi-index α. In fact for |α| ≥ 2, (4.3.6) is far from being sharp. However
sharper estimates in these cases will not imply better estimates on b(t, s, y′, v′) as
(4.3.6) is sharp for |α| = 1. So by Lemma 2.1.5 with λ = |t−s|/h and γ = |t−s|−1
|Dβy′b(t, s, y′, v′)| .
(
1
|t− s|
)|β|
for any multi-index β.
Now we have
||(W (t)W ⋆(s))1f ||2L2 =
∫∫∫
W1(t, s, y
′, v′)W 1(t, s, y
′, w′)f(v′)f¯(w′)dv′dw′dy′
=
∫∫
W˜ (t, s, v′, w′)f(v′)f¯(w′)dv′dw′
where
W˜ (t, s, v′, w′) =
∫
W1(t, s, y
′, v′)W 1(t, s, y
′, w′)dy′. (4.3.7)
We will estimate (4.3.7) via the nonstationary phase estimates of Lemma 2.1.1.
The phase function in question is
ψ(t, s, y′, v′)− ψ(t, s, y′, w′).
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From Taylor’s theorem we have that
∇y′i [ψ(t, s, y′, v′)− ψ(t, s, y′, w′)] =
k−1∑
j=1
∂2ψ
∂y′i∂v
′
j
(v′ − w′)j +O(|v′ − w′|2),
written in matrix form this is
∇y′ [ψ(t, s, y′, v′)− ψ(t, s, y′, w′)] = ∂
2ψ
∂y′∂v′
(v′ − w′) +O(|v′ − w′|2).
So we study the matrix ∂
2ψ
∂y′∂v′
. We need that it has rank k − 1 or equivalently
that its determinent is nonzero. As
∂ηφ˜(t, s, y
′, v′, η(y′, v′, t, s)) ≡ 0
and
φ˜(t, s, y′, v′, η) = φ(t, y′, η)− φ(s, v′, η)⇒ ∂
2φ˜
∂y′i∂v
′
j
= 0
we get
∂2ψ
∂y′i∂v
′
j
= −
d∑
k,l=1
[∂v′jηk(y
′, v′, t, s)]
(
∂ηk∂ηl φ˜
)
[∂y′iηl(y
′, v′, t, s)]
for i, j = 1 . . . k − 1. In matrix form this is
∂2ψ
∂y′∂v′
= [∂v′η(y
′, v′, t, s)]T [∂2η φ˜] [∂y′η(y
′, v′, t, s)].
We already have
∂2η φ˜ = (t− s)Ψ = (t− s)(∂2ηa +O(|t|+ |s|))
and
(t− s)[∂y′η(y′, v′, t, s)]T = −(I˜dk−1,d +O(|t|+ |s|))Ψ−1.
Therefore we only need an expression for [∂v′η(y
′, v′, t, s)]T . Differentiating (4.3.3)
in v′ gives
0 = −(I˜dk−1,d +O(|t|+ |s|)) + [∂v′η(y′, v′, t, s)]T (t− s)Ψ
so
(t− s)[∂v′η(y′, v′, t, s)]T = −(I˜dk−1,d +O(|t|+ |s|))Ψ−1.
Therefore
[∂v′η(y
′, v′t, s)]T∂2η φ˜[∂y′η(y
′, v′, t, s)] =
−1
t− s
(
I˜dk−1,d(∂
2
ηa)
−1I˜d
T
k−1,d +O(|t|+ |s|)
)
.
70 CHAPTER 4. SUBMANIFOLD RESTRICTION ESTIMATES
The leading term is the upper (k−1, k−1) block matrix of ∂2ηa. As ∂2ηa is positive
definite the matrix ∂
2ψ
∂y′∂v′
is non-degenerate. Consequently
|∇y′ [ψ(t, s, y′, v′)− ψ(t, s, y′, w′)]| ≥ c|v
′ − w′|
|t− s| .
Therefore integrating (4.3.7) by parts will gain a factor of
h|t− s|
|v′ − w′|
from the phase function. However each integration by parts also gains a factor of
1
|t− s|
from differentiating the symbol. Overall each integration by parts gains
h
|v′ − w′| .
So we have a bound on W˜ (t, s, v′, w′) of
|W˜ (t, s, v′, w′)| . h−d|t− s|−d
(
1 +
|v′ − w′|
h
)−N∫
ζ
( |y′ − v′|
|t− s|
)
ζ
( |y′ − w′|
|t− s|
)
dy′
. h−d|t− s|−(d−k+1)
(
1 +
|v′ − w′|
h
)−N
and
||(W (t)W ⋆(s))1f ||2L2 . h−d|t− s|−(d−k+1)
∫∫
f(v′)f¯(w′)dv′dw′(
1 + |v
′−w′|
h
)N
for all N > 0. Therefore by Ho¨lder and Young,
||(W (t)W ⋆(s))1f ||2L2 . h−d|t− s|−(d−k+1)hk−1 ||f ||2L2
. h−(d−k+1)|t− s|−(d−k+1) ||f ||2L2 .
So for |t− s| ≥Mh
||(W (t)W ⋆(s))1f ||L2 . h−
d−k+1
2 |t− s|− d−k+12 ||f ||L2 .
It now remains to deal with the case |t− s| ≤ Mh. In this case W1(t, s, y′, v′) is
only supported on the region |y′ − v′| . h. We have that
|W (t, s, y′, v′)| . h−d.
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Using Young’s inequality we obtain
||(W (t)W ⋆(s))1f ||L2 . h−(d+k−1) ||f ||L2 .
Hence
||(W (t)W ⋆(s))1f ||L2 ≤ Ch−
d−k+1
2 (h+ |t− s|)− d−k+12 ||f ||L2 .
Putting these estimates together with the estimates we already have for (W (t)W ⋆(s))2
we obtain
||W (t)W ⋆(s)f ||L2 ≤ Ch−
d−k+1
2 (h+ |t− s|)− d−k+12 ||f ||L2 .
As we have used one of our original spatial variables as time we have d = n− 1.
This completes the proof of Proposition 4.3.1.
Remark 4.3.2. In these submanifold cases it is not enough to assume, as Koch-
Tataru-Zworski [26] did in the full manifold case, that the second fundamental
form on {ξ | p(x0, ξ) = 0} is merely non-degenerate. This would imply that
∂2ηa is non-degenerate, however that is not enough to guarantee that the upper
(k−1, k−1) block matrix of ∂2ηa is also non-degenerate. Therefore we cannot prove
the L2 → L2 estimates on W (t)W ⋆(s) if we assume only non-degeneracy. Note
that the L1 → L∞ estimate does however still hold under the weaker assumption
of non-degeneracy.
We can now use Strichartz estimates (Proposition 4.3.1) on W (t). We are in
the case that µ1 = σ1 and µ2 = σ2, so we have(∫
||W (t)f ||rLp dt
)1/r
. h−1/r ||f ||L2
when
1
r
+
k − 1
2p
=
n− 1
4
.
This gives us that r = p when
p =
2(k + 1)
n− 1 .
In particular for k = n− 1,
p =
2n
n− 1 .
When k = n− 2, p = 2 so this is an endpoint. When k ≤ d− 3, 2(k+1)
n−1
< 2 so the
Strichartz estimates give us no point (p, p).
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4.4 Proof of Theorem 4.0.1
Recall that Case 2 was ∂ξzp(x0, ξ0) = 0 and so by (A1) in Definition 4.0.3
∂ξyp(x0, ξ0) 6= 0. Without loss of generality, we assume ∂ξy1p(x0, ξ0) 6= 0 and
∂ξy′p(x0, ξ0) = 0. Around a point (x0, ξ0) where p(x0, ξ0) = 0, we use ∂ξy1p(x0, ξ0) 6=
0 and the implicit function theorem to factorise p(x, ξ) as
p(x, ξ) = e(x, ξ)(ξy1 − a(x, ξ′)).
Therefore if u is a quasimode of p(x, hD),
e(x, hD)(hDt − a(x, hDy′ , hDz)u = OL2(h).
Setting t = y1, x¯ = (y
′, z) and using the ellipticity of e(x, hD) to invert it modulo
a h∞ term we have
(hDt − a(x, hDy′ , hDz)u = hf(t, x¯)
where ||f ||L2(M) = O(1).
Using Duhamel’s principle we write
u(t, x¯) = U0(t)u(0, x¯) + i
∫ t
0
Us(t− s)f(s, x¯)ds
where Us(t) is the solution operator for
(hDt − a(s + t, x¯, hDx¯))Us(t) = 0 Us(0) = Id .
When we restrict to the submanifold Y by setting z = 0 we get
u(t, y′, 0) = W0(t)u(0, x¯) + i
∫ t
0
Ws(t− s)f(s, x¯)ds.
As we already have the L∞ estimates we are looking for a bound for the L2
norm and the bound given by the Strichartz estimates where appropriate. Using
Minkowski’s inequality we have for any q
||u||Lq(Y ) .
(∫
||W0(t)u0||qLq
y′
dt
)1/q
+∫
R
(∫
||Ws(t− s)f(s, x′)||qLq
y′
dt
)1/q
ds (4.4.1)
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where u0 is the restriction of u to the initial time slice T = {(t, x¯) | t = 0}.
Therefore to obtain a Lq bound we need to estimate(∫
||Ws(t)u0||qLq
y′
dt
)1/q
.
As the estimates given by Proposition 4.3.1 depend only on a finite number
of derivatives of a(t, x¯, η), by controlling the patch size we obtain uniform (in s)
estimates for Ws(t). Therefore we need only work with W0(t) = W (t). In the
case where k = n−1 we obtain an estimate from Strichartz, see Proposition 4.3.1.
Therefore with p = 2n
n−1
||u||Lp(Y ) . h−1/p ||u0||L2(T ) + h−1/p
∫
R
||f(s, x′)||L2(T ) ds
. h−1/p.
For all other k either there is no pair (p, p) given by the Strichartz estimates or
the pair is the endpoint pair (2, 2).
We also need to obtain the L2 estimates. These can be obtained directly from
the bilinear form (4.2.5).
Proposition 4.4.1. The following submanifold estimates hold
||u||L2(Y ) .
h−
n−k−1
2 k ≤ n− 3
h−1/4 k = n− 1.
For k = n− 2
||u||Lp(Y ) .
h
−(n−12 −
n−2
p ) p > 2
log1/2(1/h)h−1/2 p = 2.
Proof. We will determine these bounds directly from the estimates on the bilinear
forms. We have that if∫∫
|〈W ⋆(s)F (s),W ⋆(t)G(t)〉| . h−γ ||F ||L2tL2x ||G||L2tL2x
then (∫
||W (t)f ||2L2(X) dt
)1/2
. h−γ/2 ||f ||H .
Therefore, using the estimates determined in Proposition (4.3.1), we need to
estimate
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h−
n−k
2
∫∫ ||F (s)||2 ||G(t)||2
(h+ |t− s|)n−k2
dsdt
which, by Ho¨lder, is the same as estimating
h−
n−k
2
∣∣∣∣∣∣(h+ |t|)−n−k2 ⋆ ||F ||2∣∣∣∣∣∣
L2t
||G||L2tL2x .
Using Young’s inequality this reduces to estimating
h−
n−k
2
∣∣∣∣∣∣(h+ |t|)−n−k2 ∣∣∣∣∣∣
L1t
.
As we are on a compact manifold and the “time” variable is actually one of our
space variables this corresponds to estimating
h−
n−k
2
∫ C
0
(h+ τ)−
n−k
2 dτ.
Pulling the h out of the denominator and making a change of variable gives that
this is equivalent to estimating
h−
n−k
2 · h−n−k2 · h
∫ C/h
0
(1 + σ)−
n−k
2 dσ
= h−(n−k−1)
∫ C/h
0
(1 + σ)−
n−k
2 dσ.
When k ≤ d− 3 the integral is O(1) therefore(∫
||W (t)u||2L2 dt
)1/2
. h−
n−k−1
2 .
Substituting this into (4.4.1) we get that
||u||L2(Y ) . h−
n−k−1
2
(
1 +
∫
R
||f(s, x′)||L2
x′
ds
)
. h−
n−k−1
2 .
When k = n− 1 we estimate∫ C/h
0
(1 + σ)−1/2dσ =
[
(1 + σ)1/2
]C/h
0
. h−1/2.
So (∫
||W (t)u||2L2 dt
)1/2
. h−1/4.
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Again substituting this estimate into (4.4.1) gives
||u||L2(Y ) . h−1/4.
For k = n− 2 ∫ C/h
0
(1 + σ)−
n−k
2 . log(1/h),
so
||u||L2(Y ) . log1/2(1/h)h−1/2.
For p > 2 we estimate
h−β(p,
n−1
2
,1)
∫∫ ||F (s)||Lp′ ||G(t)||Lp′
(h+ |t− s|)β(p,n−12 ,1)dsdt
by applying Ho¨lder and then Young we have
h−β(p,
n−1
2
,1)
(
h−
p
2
β(p,n−1
2
,1)h
∫ C/h
0
(1 + σ)−
p
2
β(p,n−1
2
,1)dσ
) 2
p
.
When p > 2 the integral is O(1) therefore(∫
||W (t)u||pp dt
)1/p
. hβ(p,
n−1
2
,1)+1/p
= h−(
n−1
2
−n−2
p )
which implies
||u||Lp(Y ) . h−(
n−1
2
−n−2
p ).
We can now estimate the other Lp norms by interpolation between these
estimates and, in the hypersurface case, that given by Strichartz estimates thereby
arriving at the full range of estimates. This completes the proof of Theorem 4.0.1.
Remark 4.4.2. As noted in Remark 4.3.2 the L1 → L∞ estimate on W (t)W ⋆(s)
holds if we weaken condition (A2) in definition 4.0.3 to require the second fun-
damental form on {ξ | p(x0, ξ) = 0} to be non-degenerate. From this estimate
by Young and Hardy-Littlewood-Sobolev, we can still obtain some estimates for
small k and large p. If k < n−1
2
the the full range of estimates hold. For k ≥ n−1
2
we obtain the estimates given by Theorem 4.0.1 ifp ≥ 4kn−1 k > n−12p > 4k
n−1
k = n−1
2
.
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4.5 Optimal Examples
Apart from the log divergence for p = 2 and k = n − 2, all the estimates given
by Theorem 4.0.1 are known to be sharp. To produce sharp examples we study
the local model around (x0, ξ0) = (0, 0)
p(x, ξ) = ξ1 −
n∑
i=2
ξ2i .
The symbol p(x, ξ) is obviously admissible. As p(x, ξ) = p(ξ) is independent of x
we can use the characterisation of p(x, hD) as
p(x, hD)u = F−1h (p(·)Fhu)
to build examples via the semiclassical Fourier transform. The semiclassical
Fourier transform preserves L2 norms so we have that if
||p(Fhu)(·)||L2 = O(h)
then u is a quasimode for p(x, hD). We rewrite p(ξ) as
p(ξ) = p(τ, η) = τ − η · η
where τ is dual to t and η is dual to x¯ = (y′, z). The symbol p(τ, η) is zero when
τ = η · η. Therefore we should look for quasimodes whose semiclassical Fourier
transform is supported near this hypersurface. We first develop an example which
concentrates around a point.
Example 4.5.1. Let ζ(τ, η) ∈ C∞c (Rn) be such that ζ(τ, η) ≥ 0 and
ζ(τ, η) =
1 |p(τ, η)| ≤ h0 |p(τ, η)| ≥ 2h
and χ(r) ∈ C∞c (R) be a cut off function (χ 6≡ 0) such that χ(r) ≥ 0 and χ = 0
for |r| > ǫ. We set
ζ˜(τ, η) = χ(|τ |)χ(|η|)ζ(τ, η).
Note that ∣∣∣∣∣∣ζ˜(·)∣∣∣∣∣∣
L2
= Ch1/2
so f(τ, η) = h−1/2ζ˜(τ, η) has L2 norm order one and
||p · f ||L2 = O(h).
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Therefore if u(x) = χ(|x|)F−1h f
p(x, hD)u = OL2(h)
so u is a quasimode of p(x, hD). Now we restrict u to the submanifold Y . We
write x = (y, z) = (t, y′, z), Y = {(y, z) | z = 0}. Therefore u|Y = RY (u) is given
by
RY (u) =
h−
1
2χ(|y|)
(2πh)
n
2
∫
e
i
h
(tτ+<y′,η>)ζ˜(τ, η)dτdη.
When |t| ≤ ǫh and |y′| ≤ ǫh, the phase function (tτ + 〈y′, η〉) takes values con-
tained in the set [−πh/4, πh/4]. Therefore there is no significant oscillation from
the e
i
h
(tτ+〈y′,η〉) factor, indeed the real part of this factor is positive. Therefore
|RY (u)| ∼ h−n2− 12+1 = h−n−12 .
This implies
||u||Lp(B(0,ǫh)) ∼ h−(
n−1
2
− k
p)
which optimises δ(n, k, p) for submanifolds with codimension higher than one and
for hypersurfaces with p ≥ 2n
n−1
.
For the case of a hypersurface and p ≤ 2n
n−1
, we need to produce a quasimode
that is concentrated along a bicharacteristic on the hypersurface. We develop an
example that concentrates on the bicharacterisic x(t) = (t, 0, . . . , 0), ξ(t) = 0.
Note that the projection of this bicharacteristic onto Rn remains in the hyper-
surface {(y, z) | z = 0}.
Example 4.5.2. Note that ∣∣∣∣∣∣χ(h− 12 η)∣∣∣∣∣∣
L2
= ch
n−1
4
and ∣∣∣∣χ (h−1τ)∣∣∣∣
L2
= ch1/2
so
f(τ, η) = h−
n−1
4
− 1
2χ
(
h−1|τ |)χ(h− 12 |η|)
has L2 norm order one and
||p · f ||L2 = O(h).
Again we set u = χ(|x|)F−1h f and therefore
RY u =
h−
n−1
4
− 1
2χ(|y|)
(2πh)
n
2
∫
e
i
h
(tτ+<y′,η>)χ
(
h−1|τ |)χ(h− 12 |η|)dηdτ.
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Now on the set |t| ≤ ǫ, |y′| ≤ ǫh1/2 the exponential term does not oscillate
significantly, so
|RY u| ∼ h−n−14 − 12−n2+1+n−12 = h−n−14
and
||RY u||Lp([0,ǫ]t×By′(0,h1/2)) ∼ h
−(n−14 −
n−2
2p )
which optimises the estimates of Theorem 4.0.1 for 2 ≤ p ≤ 2n
n−1
.
As we note in Remark 4.4.2, Theorem 4.0.1 requires the stronger curvature
condition that {ξ | p(x0, ξ) = 0} has positive definite second fundamental form
(as compared to only requiring that it be nondegenerate). It is necessary to make
this stronger assumption.
Example 4.5.3. Consider in three dimensions the symbol
p(x, ξ) = ξ1 − ξ2 · ξ3
or with τ dual to x1 = t and η dual to x¯ = (x2, x3)
p(t, η) = τ − η1 · η2.
We study quasimodes of this operator restricted to the submanifold Y = {x |
x3 = 0}. Note that if we write p(τ, η) as
p(τ, η) = τ − a(η)
the matrix ∂2ηa is given by (
0 1
1 0
)
and so is obviously nondegenerate but not positive definite. The symbol p(τ, η) is
zero when τ = η1 · η2 so we seek solutions whose semiclassical Fourier transform
is concentrated on this surface. Consider the function
f(τ, η) = h−1χ(h−1|τ |)χ(h−1|η1|)χ(|η2|)
we have ||f ||L2 = O(1) and ||p · f ||L2 = O(h). Now let u = χ(|x|)F−1h f , RY u is
given by
RY u =
h−1
(2πh)
3
2
∫
e
i
h
(tτ+<y′,η>)χ(h−1|τ |)χ(h−1|η1|)χ(|η2|)dτdη1dη2.
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The factor e
i
h
(tτ+<y′,η>) does not oscillate for significantly |t|, |y′| ≤ ǫ so
|RY u| ∼ h−1− 32+2 = h− 12
and
||RY u||Lp(B(0,ǫ)) ∼ h−
1
2 .
This is the estimate obtained by interpolating between the results of Remark 4.4.2
and the L2 estimates that follow from localisation alone. Therefore the stronger
assumption of positive definiteness is indeed needed.
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Chapter 5
Curved Hypersurfaces
So far we have made no geometrical assumptions on the submanifold Y . However
in Chapter 4 (p60) we showed that if a hypersurface H is given by H = {(y, z) |
z = 0} and ∂ξzp(x0, ξ0) 6= 0, there is no concentration on the hypersurface. That
is, if χ is a localiser supported near (x0, ξ0)
||χ(x, hD)u||L2(H) = O(1).
This is significantly better than the h−1/4 concentration possible if ∂ξzp(x0, ξ0)=0.
Recall that the classical flow defined byx˙(t) = ∂ξp(x, ξ)ξ˙(t) = −∂xp(x, ξ) (5.0.1)
describes the movement in phase space of a classical particle with classical Hamil-
tonian p(x, ξ). For the model case of the Laplacian, the flow defined by (5.0.1) is
the geodesic flow. We return to the intuition of highly localised packets moving on
trajectories defined by the flow. The more time a packet spends near a hypersur-
face, the more concentration we would expect to see there. As noted in Remark
4.1.1, ∂ξzp(x0, ξ0) 6= 0 corresponds to the case where z˙(x0, ξ0) 6= 0. That is, the
flow has nonzero velocity in the normal direction. In this case bicharacteristics
cannot remain in H . Therefore a wave packet localised around a bicharacteris-
tic passes directly through H causing no concentration. However, in the general
case, a bicharacteristic may stay inside H , allowing considerable concentration of
an associated wave packet. As shown in Example 4.5.2 this concentration in L2
can be as bad as h−1/4. To improve on this, we need to rule out bicharacteristics
that stay inside H . A natural assumption to make is that the projections of
bicharacteristics are only simply tangent to H . In local coordinates this is the
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same as saying that whenever a bicharacteristic is tangent to H , that is z˙(x0, ξ0)
vanishes (x0 ∈ H), then the normal acceleration z¨(x0, ξ0) is nonzero. We phrase
this by saying that H is curved with respect to the bicharacteristic flow.
Under this additional assumption, which we label (A3) below, we show that
the concentration is at most h−1/6.
Definition 5.0.4. A hypersurface H of M is curved with respect to the flow if
the projection of the bicharacteristic flow to M is at most simply tangent to H ,
or in other words, if for one (and hence any) boundary defining function z for H ,
we have
(A3) For any (x0, ξ0), z˙(x0, ξ0) = 0 implies that z¨(x0, ξ0) 6= 0.
Theorem 5.0.5. Let M , P (h) and u(h) be as in Theorem 4.0.1. Suppose H is a
smooth embedded hypersurface in M . If H is curved with respect to the flow given
by p(x, ξ; h), that is satisfies assumption (A3), then the estimate for p = 2 can be
improved from δ = 1/4 to δ˜ = 1/6. By interpolation with the result of Theorem
4.0.1 for p = 2n/(n− 1), we obtain
||u||Lp(H) . h−δ˜(n,p), 2 ≤ p ≤
2n
n− 1 ,
δ˜(n, p) =
n− 1
3
− 2n− 3
3p
. (5.0.2)
Remark 5.0.6. For p ≥ 2n/(n−1) there is no improvement in the curved case. In
this case the ‖ · ‖Lp(H) norm is maximised by functions that concentrate at points
(see Example 4.5.1) so we would not expect the geometry of the hypersurface to
affect such estimates.
Remark 5.0.7. This result semiclassically extends the work of Burq, Ge´rard and
Tzvetkov [8] and Hu [23] for Laplacian eigenfunctions. In that case assumption
(A3) is equivalent to requiring that H is curved with respect to the geodesic flow
which occurs if and only if H has positive definite second fundamental form.
Figure 5.1 shows δ˜(n, p) plotted against 1/p alongside δ(n, n − 1, p) as given
by Theorem 4.0.1 for comparison.
5.1 Evolution Equation
Using the arguments of Chapter 4 (see (4.0.4)) we can assume that u is localised
around a point (x0, ξ0) such that p(x0, ξ0) = 0. Assumption (A1) then tells us that
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Figure 5.1: δ˜(n, p) plotted against 1/p with δ(n, n− 1, p) for comparison.
∂ξp(x0, ξ0) 6= 0. Due to localisation we may identifyM with Rn and H with Rn−1.
We write x = (y, z) where y ∈ Rn−1 and z ∈ R is a boundary defining function
for H . Let ν be the dual coordinate to z and write ξ = (ξy, ν). If ∂νp(x0, ξ0) 6= 0
then we have z˙ 6= 0 and therefore u does not concentrate at H at all (see Case 1
Theorem 4.0.1 p60). Therefore we may assume that ∂νp(x0, ξ0) = 0. This implies
that ∂ξyp(x0, ξ0) 6= 0. By a linear change of y coordinates we can assume that
∂ξy1p(x0, ξ0) 6= 0 and ∂ξjp(x0, ξ0) = 0 for j ≥ 2.
Again we apply the implicit function theorem to express ξ1 as
ξ1 = a(x, ξ
′). (5.1.1)
We shall now write y1 = t and think of it as a time variable. Let x = (t, x¯) where
x¯ = (y′, z). We denote the dual variables as (τ, η) where η = (η′, ν), η′ dual to y′.
Thus x = (t, y′, z) and correspondingly ξ = (τ, η′, ν). We keep T for the initial
hypersurface {t = 0}, and recall that H = {z = 0}. We assume that t = 0 at
(x0, ξ0) and write (x0, ξ0) = ((0, x¯0), ξ0) = ((0, y
′
0, 0), (τ0, η
′
0, ν0)).
As a consequence of (5.1.1), we have
p = e(x, ξ)
(
τ − a(x, η))
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near (x0, ξ0), where e(x0, ξ0) 6= 0. By localising suitably we may assume that
|e(x, ξ)| ≥ c > 0 on the support of the localiser χ. As u is a quasimode of P we
again have
e(x, hDx)
(
hDt − a(t, x¯, hDx¯)
)
u = OL2(h)
and by Theorem 3.3.5 we may invert e(x, hD) modulo OL2(h
∞). Therefore(
hDt − a(x, hDx¯)
)
u = hf(t, x¯)
where ||f ||L2(M) = O(1).
As in Chapter 4 let Us(t) be defined by(
hDt − a(s+ t, x¯, hDx¯)
)
Us(t) = 0, Us(0) = Id .
Using Duhamel’s principle we write
u(t, x¯) = U0(t)u(0, x¯) + i
∫ t
0
Us(t− s)f(s, x¯)ds.
Recall that RH is the operation of restriction to the hypersurface H , and
Ws(t) = RH ◦ Us(t). Also, u0 is the restriction of u to the initial hypersurface
T = {t = 0}. Then
u(t, y′, 0) =W0(t)u0 + i
∫ t
0
Ws(t− s)f(s, x¯)ds.
Using Minkowski’s inequality we have
||u||L2(H) .
(∫
||W0(t)u0||2L2
y′
dt
)1/2
+∫
R
(∫
||Ws(t− s)f(s, x¯)||2L2
y′
dt
)1/2
ds. (5.1.2)
Recall that ‖u0‖L2(T ) . ‖u‖L2(M) (see Section 4.1 p60). Therefore to prove The-
orem 5.0.5, that is obtain a L2 bound of
||u||L2(H) . h−1/6 ||u||L2(M) ,
it suffices to obtain an estimate, uniform in s, of the form(∫
||Ws(t− s)f ||2L2
y′
dt
)1/2
. h−1/6 ||f ||L2(T ) . (5.1.3)
For each s we will show that (5.1.3) holds with a constant that depends only on
the seminorms of a(x, η). In fact, the estimates are uniform given uniform bounds
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on a finite number of derivatives of a, and given uniform lower bounds on the
nondegeneracies involved in the computation in Section 5.3 — see Remark 5.3.5.
This holds provided that the patch size is chosen to be sufficiently small. There-
fore we only address the estimate for W0(t), which we denote by W (t) from here
on. To obtain this estimate we express W (t), thought of as a single operator from
L2(T ) to L2(H) instead of as a family parameterised by t, as a Fourier integral
operator and study its canonical relation.
5.2 Fourier Integral Representation
We express the solution operator of
hDt − a(t, x¯, hDx¯) = 0 (5.2.1)
as an oscillatory integral operator (Theorem 3.4.1). We will then be able to
transfer properties of the flow to properties of the phase function defining the
operator U(t). We have
U(t)u(x¯) =
1
(2πh)d
∫ ∫
e
i
h
(φ(t,x¯,η)−<v,η>)b(t, x¯, η, h)u(v)dvdη + E(t)u(x¯)
where
∂tφ(t, x¯, η)− a(t, x¯,∇x¯φ(t, x¯, η)) = 0, φ(0, x¯, η) = 〈x¯, η〉
b(t, x¯, η, h) ∈ C∞c (R× T ⋆Rd × R) E(t) = O(h∞) : S ′ → S.
Recall that W (t) = RH ◦ U(t), so
W (t)f(y′) =
1
(2πh)n−1
∫∫
e
i
h
(φ(t,(y′,0),η)−<v,η>)b(t, y′, η, h)f(v)dvdη.
Again we write φ(t, y′, η′, ν) for φ(t, (y′, 0), η). We want to estimate the operator
norm of W (t) regarded as a single operator acting from L2(T ) to L2(H). Note
that W (t) = Z ◦ Fh where Fh is the semiclassical Fourier transform:
Fhf(η) = 1
(2πh)
n−1
2
∫
e−
i
h
η·vf(v)dv;
and the operator Z is given by
Zg(t, y′) =
1
(2πh)
n−1
2
∫∫
e
i
h
φ(t,y′,η′,ν)b(t, y′, η′, ν, h)g(η′, ν) dη′ dν.
As ||Fhf ||L2 = ||f ||L2, it is enough to estimate the L2 → L2 operator norm of Z.
To estimate the operator norm of Z, we view it as a semiclassical Fourier integral
operator and analyse the structure of its canonical relation.
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5.3 Folding Canonical Relation
To prove Theorem 5.0.5 we need to show that the operator norm of Z is bounded
by Ch−1/6. To do this we use the following theorem of Pan and Sogge [31] which
is the analogue for oscillatory integral operators of Melrose and Talyor’s [28]
theorem on Fourier integral operators with folding canonical relations.
Theorem 5.3.1 (Pan-Sogge). Let the oscillatory integral operator Tλ be defined
by
Tλf(x) =
∫
Rd
eiλψ(x,y)β(x, y)f(y)dy
where β ∈ C∞0 (Rd ×Rd) and the phase function ψ ∈ C∞(Rd × Rd) is real. If the
left and right projections from the associated canonical relation
Cψ = {(x, ψ′x(x, y), y,−ψ′y(x, y))}
have at most folding singularities, then
||Tλf ||L2(Rd) . λ−
d
2
+1/6 ||f ||L2(Rd) .
Let us recall (see for example [16]) that a smooth map F : Rd → Rd has a
folding singularity at x0 ∈ Rd if:
(i) dF (x0) is rank d− 1;
(ii) the function det dF vanishes simply at x0, implying in particular that locally
near x0, the set of y ∈ Rd such that dF (y) has rank d − 1 is a smooth
hypersurface S containing x0; and
(iii) the kernel of dF (x0) is not contained in the tangent space to S:
TxS + ker dF (x0) = Tx0R
d.
Given (i), an equivalent condition to (ii) and (iii) is that if v is a nonzero element
of ker dF (x), then
Dv(det dF (x0)) 6= 0. (5.3.1)
The operator Z is a Fourier integral operator with canonical relation
C = {(t, y′, ∂tφ, ∂y′φ, η′, ν,−∂η′φ,−∂νφ)}.
The left and right projections on C are represented in local coordinates by
πL : (t, y
′, η′, ν) 7→ (t, y′, ∂tφ, ∂y′φ)
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and
πR : (t, y
′, η′, ν) 7→ (η′, ν, ∂η′φ, ∂νφ)
(we remove the irrelevant minus signs from πR for notational convenience).
The matrix dπL takes the form
dπL =
 Id 0
∗ B

where
B =

∂2tη′φ ∂
2
tνφ
∂2y′η′φ ∂
2
y′νφ

.
From the eikonal equation we have
φ(t, y′, η′, ν) = 〈y, η〉+ ta(0, y′, η′, ν) +O(|t|2).
Therefore at (x0, ξ0) we have ∂
2
y′η′φ = Id, ∂
2
tη′φ = ∂η′a = 0, ∂
2
y′νφ = 0 and
∂2tνφ = ∂νa = 0, so we get
B =
 0 0
Id 0
 .
It is clear that the vector field ∂ν is in the kernel of dπL(x0, ξ0). Moreover, det dπL
is given by ∂2tνφ · det(∂2y′η′φ) plus terms vanishing to second order at (x0, ξ0). To
show that πL has a fold at (x0, ξ0) we need by (5.3.1) to show that ∂ν(det dπL) is
nonzero at (x0, ξ0). Due to the vanishing of both “off-diagonal” terms ∂
2
tη′φ and
∂2y′νφ, the nonvanishing of ∂ν(det dπL) at (x0, ξ0) is equivalent to the nonvanishing
of ∂ν(∂
2
tνφ) = ∂
3
tννφ.
The matrix dπR takes the form
dπR =
 0 Id
D ∗

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D =

∂2η′tφ ∂
2
y′η′φ
∂2νtφ ∂
2
νy′φ

and we see that ∂t is in the kernel of dπR(x0, ξ0). To show that πR has a fold
at (x0, ξ0) we need by (5.3.1) to show that ∂t(det dπL) is nonzero at (x0, ξ0).
As above, due to the vanishing of the “off-diagonal” terms ∂2tη′φ and ∂
2
y′νφ,
the nonvanishing of ∂t(det dπL) at (x0, ξ0) is equivalent to the nonvanishing of
∂t(∂
2
tνφ) = ∂
3
ttνφ.
The proof of Theorem 5.0.5 is therefore completed by Lemma 5.3.2.
Lemma 5.3.2. Under assumptions (A1), (A2) and (A3), we have
∂3tννφ(x0, ξ0) 6= 0, and ∂3ttνφ(x0, ξ0) 6= 0.
Remark 5.3.3. To simplify notation we write (x0, ξ0) for the argument of φ
corresponding to this point, although (0, y′0, 0, τ0, η
′
0, ν0) would be more accurate.
Proof. We use the Hamilton-Jacobi equation
∂tφ(t, x¯, η
′, ν) = a
(
t, x¯, ∂x¯φ(t, x¯, η
′, ν)
)
. (5.3.2)
Since at t = 0 we have φ(0, x¯, η′, ν) = y′ · η′+ zν (recall that x¯ = (y′, z)), we have
∂3tννφ(0, x¯, η
′, ν) = ∂2ννa(0, x¯, η
′, ν).
Now we apply assumption (A2): it says that the second fundamental form of
the submanifold {τ = a(x0, η)} ⊂ Tx0M is positive definite. We have that (see
(4.3.1))
hij(ξ0) = ∂
2
ηiηj
a(x0, η0).
Therefore ∂2ηa is positive definite and ∂
2
ννa 6= 0 at (x0, η0). Hence πL has a fold
singularity at (x0, ξ0).
To treat the term ∂3ttνφ(x0, ξ0), we differentiate (5.3.2) in t, obtaining
∂2ttφ = ∂ta+ ∂ηa · ∂2x¯tφ.
Using (5.3.2) again on the term ∂2x¯tφ we obtain
∂2ttφ = ∂ta + ∂ηa ·
(
∂x¯a + ∂ηa · ∂2x¯x¯φ
)
.
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We evaluate this at t = 0 since the next derivative to be applied, namely ∂ν , is
tangent to {t = 0}. At t = 0 we have ∂2x¯x¯φ = 0, so we get
∂2ttφ
∣∣∣
t=0
= ∂ta+ ∂ηa · ∂x¯a.
Now when we differentiate in ν, we get
∂3ttνφ(x0, ξ0) = ∂
2
tνa(x0, η0) + ∂
2
ηνa(x0, η0) · ∂x¯a(x0, η0)
since ∂ηa(x0, η0) = 0.
At this point recall that we have chosen coordinate (t, y′, z) and
(τ, η′, ν) = (τ, η) such that
∂ηp(x0, ξ0) = 0
and
τ0 − a(t0, x¯0, η0) = 0.
It follows that 
∂ξa(x0, η0) = 0
∂τp(x0.ξ0) = e(x0, ξ0)
∂x¯p(x0, ξ0) = −e(x0, ξ0)∂x¯a(x0, η0)
∂tp(x0, ξ0) = −e(x0, ξ0)∂ta(x0, ξ0).
(5.3.3)
Now we apply assumption (A3), which says that z¨ 6= 0. We express z¨ in terms
of a. We have
z˙ = ∂νp = ∂ν
(
e(x, ξ)(τ − a(x, η))).
Differentiating a second time and using the flow identities
x˙ = ∂ξp(x, ξ) ξ˙ = −∂xp(x, ξ)
we have
z¨ =
(
∂τp∂t + ∂ηp∂x¯ − ∂tp∂τ − ∂x¯p∂η
)(
(τ − a)∂νe− e∂νa
)
.
At (x0, ξ0) using the identities given in (5.3.3) we can simplify this to
z¨(x0, ξ0) = −e(x0, ξ0)
(
∂2νta(x0, η0) + ∂x¯a(x0, η0) · ∂2νηa(x0, η0)
)
.
Therefore, applying assumption (A3), we find
∂3ttνφ(x0, ξ0) = −
z¨(x0, ξ0)
e(x0, ξ0)
6= 0.
This shows that πR has a fold singularity at (x0, ξ0) and completes the proof.
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Remark 5.3.4. It is easy to see from the calculations above that assumption
(A3) is equivalent to the statement that πR has a folding singularity. Similarly,
assumption (A2) is equivalent to the statement that πL has a folding singularity
for every hypersurface H whose tangent space Tx0H at x0 contains ∂ξp(x0, ξ0)∂x,
that is the tangent vector of the projected bicharacteristic through (x0, ξ0).
Remark 5.3.5. According to [9], Theorem 2.2, one obtains uniform bounds of
the form Ch−1/6 on the norms of the operators Ws given by (5.1.3) provided that
there are uniform bounds on a finite number of derivatives of the symbol of Ws,
and uniform lower bounds on the determinant of ∂2y′η′φ, ∂ν(∂
2
tνφ), and ∂t(∂
2
tνφ).
These lower bounds are achieved simply by shrinking the patch size sufficiently
and using continuity. Thus we obtain a bound as in (5.1.3) uniformly in s, as
desired.
5.4 Optimal Examples
All the estimates given by Theorem 5.0.5 are sharp. We study a simple local
model around (0, 0) for hypersurface curved with respect to the flow. Let
H = {x | xn = 0} and p(x, ξ) be given by
p(x, ξ) = ξ1 − xn −
n∑
i=2
ξ2i .
Therefore writing x = (t, y′, z) and ξ = (τ, η′, ν)
t˙ = 1 y˙′ = −2η′ z˙ = −2ν
τ˙ = 0 η˙′ = 0 ν˙ = 1.
Therefore the flow (x(s), ξ(s)) with initial point (0, 0) is given by
t(s) = s y′(s) = 0 z(s) = −s2
τ(s) = 0 η′(s) = 0 ν(s) = s.
Clearly we have that condition (A3) is satisfied as z¨(0) = −2. The operator
p(x, hD) is given by
p(x, hD) = hDt − z − h2D2z −
n−2∑
i=1
h2D2y′i .
There is a simple separable solution that optimises the L2 estimates
u(t, y′, z) = h−
n−2
4
− 1
2
− 1
6χ(|t|)χ(h− 12 |y′|)Ai(h− 23z)
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where Ai is the Airy function. On the hypersurface defined by z = 0 this gives
||RH(u)||Lp(H) ∼ h−
1
6
optimising the L2 estimates. To obtain a quasimode that optimises the estimates
of Theorem 5.0.5 for all p ≤ 2n
n−1
it is necessary to again work on the Fourier side.
Note that
Fh(p(x, hD)u) = (τ − hDν − η · η)Fhu = (τ − hDν − ν2 − η′ · η′)Fhu.
As the semiclassical Fourier transform preserves L2 norms, if∣∣∣∣(τ − hDν − ν2 − η′ · η′)f ∣∣∣∣L2 = O(h)
and u = F−1h f
||p(x, hD)u||L2 = O(h).
We therefore seek a solution for
(τ − hDν − ν2 − η′ · η′)f = 0. (5.4.1)
Example 5.4.1. It is obvious that
g(τ, η′, ν) = e
i
h
(−1
3
ν3+ν(τ−η′·η′))
is a solution to (5.4.1). The natural scaling ν → h−1/3ν induces a scaling of
τ → h−2/3τ and η′ → h−1/3η′ and accordingly we place cut off functions appro-
priate to that scale. We set
f(τ, η′, ν) = h−
n−2
6
− 1
3χ(|ν|)χ(h− 23 |τ |)χ(h− 13 |η′|)e ihψ(τ,η′,ν)
where
ψ(τ, η′, ν) =
−1
3
ν3 + ν(τ − η′ · η′).
Now ||f ||L2 = OL2(1) and f satisfies (5.4.1). We define the function u as
u = χ(|x|)F−1h f.
Now RHu is given by
RHu =
h−
n−2
6
− 1
3χ(|y|)
(2πh)
n
2
∫
e
i
h
(tτ+<y′,η′>+ψ(τ,η′,ν))χ(|ν|)χ(h− 23 |τ |)χ(h− 13 |η′|)dτdη′dν.
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Now for |t| ≤ ǫh1/3 the factor e ih tτ does not oscillate significantly and can be ig-
nored. Similarly for |y′| ≤ ǫh2/3 the factor e ih<y′,η> does not oscillate significantly
and is also ignored. Therefore making the change of variables
ν → h−1/3ν η′ → h−1/3η′ τ → h−2/3τ
we obtain
|Rhu| ∼ h−n−26 − 13−n2+ 23+n−13
∣∣∣∣∫ eiψ(τ,η′,ν)χ(h1/3|ν|)χ(|τ |)χ(|η′|)dτdη′dν∣∣∣∣ . (5.4.2)
For ǫ small enough ψ behaves like −1
3
ν3. Ho¨rmander’s asymptotics ([21] Theorem
7.7.18) for oscillatory integrals gives∣∣∣∣∫ eiψ(τ,η′,ν)χ(h1/3|ν|)χ(|τ |)χ(|η′|)dτdη′dν∣∣∣∣ ∼ 1
but it is also easy to prove this directly. We split the integral (5.4.2) in two with
a cut off function ρ(τ, η′, ν) ≥ 0,
ρ(τ, η′, ν) =
1 |ψ| ≤ 430 |ψ| ≥ 3
2
.
When |ψ(τ, η′, ν)| ≤ 3/2, we have
Re
(
eiψ
) ≥ c > 0
so ∣∣∣∣∫ eiψ(τ,η′,ν)ρ(τ, η′, ν)χ(h1/3|ν|)χ(|τ |)χ(|η′|)dτdη′dν∣∣∣∣ ∼ 1.
On the support of (1− ρ(τ, η′, ν)) by choosing ǫ small enough we have
|ψ′ν(τ, η′, ν)| = |τ − ν2 − η′ · η′| ≥ C > 1.
Therefore we can apply Lemma 2.1.1 to obtain∣∣∣∣∫ eiψ(τ,η′,ν)(1− ρ(τ, η′, ν))χ(h1/3|ν|)χ(|τ |)χ(|η′|)dτdη′dν∣∣∣∣ . (C)−N
for any N > 0. Therefore this term can be made negligible. We obtain
|RHu| ∼ h−n−26 − 13−n2+n−13 + 23 = h−n−13
and
||u||Lp([0,ǫh1/3]t×By′(0,ǫh2/3)) ∼ h
−n−1
3
+ 1
3p
+
2(n−2)
3p = h−(
n−1
3
− 2n−3
3p )
which optimises the estimates of Theorem 5.0.5.
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