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Australia
Electrons are indistinguishable, but the energy of each electron is different in different
materials and if we can exploit this energy, then we can systematically study the changes of
electronic properties in non free-electron metals.
One of the fundamental requirements from the electronic characterizations of
materials is to understand what parameters effectively control the flow of electrons.
But we do not have the authority to demand nor persuade the Nature to reveal its
secret parameters. Adding to that, all electrons are the same, indistinguishable, we
cannot distinguish one from another, be it in a metal or a wood. However, the en-
ergy that each or a group of electrons possess is different in different materials due to
different types of atoms in a given material. This is also true for electrons in atoms
due to different magnitudes of electron-nucleus Coulomb force. In view of this, what
we are proposing here is a methodology that, instead of roughing-up the electrons
with various experimental techniques, we can interrogate their parent atoms to reveal
information about their electronic energies. In other words, the atomic ionization en-
ergy or the atomic energy-level difference (see Figure 1) can be used to theoretically
predict the systematic changes to the conductivity, carrier density, electron-phonon
interaction, heat capacity and spin-orbit coupling strength, with respect to differ-
ent dopant in a given non free-electron compound.1)–5) Such predictions are not
only important for experimentalists to evaluate their data and design new materials,
but also theoretically significant so as to understand what parameters influence the
motion of electrons in strongly correlated matter. The above stated objective (of in-
terrogating the constituent atoms) can be achieved with the methodology proposed
in the Refs.,1)–5) which starts with the many-body Hamiltonian,
Hˆϕ = (E0 ± ξ)ϕ. (1)
Hˆ is the many-body Hamiltonian, while ϕ is the many-body wavefunction. The
eigenvalue, E0± ξ is the total energy, in which E0 is the total energy at temperature
(T ) equals zero and ξ is the atomic energy-level difference. The + sign of ±ξ is for
the electron (0→ +∞) while the − sign is for the hole (−∞→ 0). Using this newly
defined total energy, we can derive the ionization energy based Fermi-Dirac statistics
(iFDS), as given below1)
fe(E0, ξ) =
1
e[(E0+ξ)−E
(0)
F
]/kBT + 1
,
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2fh(E0, ξ) =
1
e[E
(0)
F
−(E0−ξ)]/kBT + 1
, (2)
Fig. 1. Energy levels of hydrogen-like atom (not to scale). En=1,2,3 is the standard energy level
notation while, (E0 ± ξ)n=1,2,3 is the new notation introduced from Eq. (1).
Fig. 2. Standard Fermi Dirac (FDS) and ionization energy based Fermi-Dirac (iFDS) distributions
for temperatures, T = 0, T > 0 and T1 > T .
where kB is the Boltzmann constant and E
(0)
F is the Fermi level at temperature
equals zero. Figure 2 shows that the standard FDS and iFDS are theoretically exact,
with non-trivial transformation between them. The explicit content of this operator,
Hˆ, namely, the kinetic and potential energy operators need not be known explic-
itly since ξ is unique for each atom, which can be obtained from the experimental
atomic spectra. Using Eqn. (2), one can actually estimate the excitation probability
3of electrons from different atoms in a given compound. For example, the total energy
from Eqn. (1) carries the fingerprint of each constituent atom in a compound and
it refers to the difference in the energy levels of each atom rather than the absolute
values of each energy level in each atom. Hence, the kinetic energy of each electron
from each atom will be captured by the total energy and preserves the atomic level
electronic-fingerprint in the compound. The application of this theory is well es-
tablished in strongly correlated matter namely, high-Tc superconductors (cuprates),
ferromagnets (manganites), diluted magnetic semiconductors and ferroelectrics (ti-
tanates).1)–3) Physically, ξ implies the energy needed to overcome the many-body
potential energy that exists in a particular system. That is, ξ is the energy needed
to excite a particular electron to a finite distance, r, not r→∞. In solids, the mag-
nitude of ξ is exactly what we need to know that reasonably defines the electronic
properties. Hence, ξ = ErealI ∝ EI , where EI is the ionization energy of a free atom
or ion (with r →∞), and its average value can be obtained from1)
EI =
z∑
i
EIi
z
. (3)
The subscripts, i = 1, 2,...z, where z denotes the number of valence electrons
that can be excited or contributes to the electronic properties of a solid. Recently,
various experimental techniques have been employed by Manyala et al.6) to measure
the electronic properties, such as electrical conductivity, magnetic susceptibility and
specific heat of Mn doped FeSi compound, and yet, it is not possible to pin-point
directly the reasons why and how systematic increment of Mn content (from x =
0.01 to 0.025) increased the conductivity (below 5K) and specific heat of Fe1−xMnxSi.
Manyala et al. have indirectly explained the conductivity increment with Mn content
as due to increment of temperature-independent mobile carriers. The increment of
mobile carriers is assumed from the magnetic susceptibility (χ) results, where χ(T )
curve shifts upward with x (χ ∝ x).
Using our ionization energy theory, we can actually explain how and why the
Mn content changed the conductivity and specific heat of Fe1−xMnxSi in the regime
that satisfies the under-screened Kondo effect. Firstly, the carrier density (n) can be
calculated from1)
n =
∫
∞
0
fe(E0, EI)Ne(E0)dE0 ∝ exp
[
−EI
kBT
]
, (4)
where kB denotes the Boltzmann constant whereas, Ne(E0) is the density of
states. The specific heat formula is given by1)
Cv =
2π2kB
5
[
kBT
~c
]3
e−
3
2
λ(ξ−E0
F
) ∝ exp
[
−
3
2
λEI
]
, (5)
where e is the electronic charge, λ = (12πǫ0/e
2)aB , ~ is Planck constant, c is
the sound velocity, ǫ0 and aB denote permittivity of free space and Bohr radius,
4respectively. Hence, all we need to know now is the relationship between EI and x.
Since Mn doped FeSi is equivalent to hole doping,6) then we can surmise that the
average valence state of Mn should be less than Fe. Thus, using Eqn. (3) we obtained
the respective averaged values for the ionization energies, EI(Mn
2+,3+ = 1113.1,
1824.8 kJmol−1) < EI(Fe
3+,4+ = 1760.5, 2642.9 kJmol−1). Prior to averaging, the
ionization energies for the elements, Mn and Fe were taken from Ref.7) Smaller EI
implies weak electron-phonon coupling that gives rise to easier electron-flow and also
large carrier density. However, this scenario is reversed if EI is large. Consequently,
Mn content (with smaller EI) systematically decreases the EI of the compound
and subsequently increases the carrier density. This in turn shifts the T -dependent
conductivity (below 5K) and specific heat curves upward with respect to Mn doping
in Fe1−xMnxSi, due to Eqn. (4) and Eqn. (5), respectively. In principle, we can use
this theory to fine-tune the conductivity in the under-screened Kondo regime or the
specific heat of Fe1−xMnxSi with elements other than Mn.
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