Meta-learning has received a tremendous recent attention as a possible approach for mimicking human intelligence, i.e., acquiring new knowledge and skills with little or even no demonstration. Most of the existing meta-learning methods are proposed to tackle few-shot learning problems such as image and text, in rather Euclidean domain. However, there are very few works applying meta-learning to non-Euclidean domains, and the recently proposed graph neural networks (GNNs) models do not perform effectively on graph fewshot learning problems. Towards this, we propose a novel graph meta-learning framework -Meta-GNN -to tackle the few-shot node classification problem in graph meta-learning settings. It obtains the prior knowledge of classifiers by training on many similar few-shot learning tasks and then classifies the nodes from new classes with only few labeled samples. Additionally, Meta-GNN is a general model that can be straightforwardly incorporated into any existing state-of-the-art GNN. Our experiments conducted on three benchmark datasets demonstrate that our proposed approach not only improves the node classification performance by a large margin on few-shot learning problems in meta-learning paradigm, but also learns a more general and flexible model for task adaption.
INTRODUCTION
Analyzing graph structure data with various deep learning methods has spurred a significant recent research interest [12] . A large number of models have been developed for solving different problems. While earlier methods mainly focused on embedding nodes in an unsupervised manner in order to capture the global/local network structure, recent efforts applied sophisticated deep learning models -which have been successfully used on Euclidean domain -to non-Euclidean graph structure data, resulting in many prominent Graph Neural Networks (GNNs)-based methods -e.g., GCN [4] , GraphSAGE [3] , SGC [11] , etc.
Despite recent breakthroughs in GNNs, one setting that presents a challenge is that of few-shot learning, which aims at addressing data deficiency problem by recognizing new classes from few labeled samples. Existing GNNs models always need to re-learn their parameters to incorporate the new information when new classes are encountered, and if the number of nodes in each new class is small, models' performance will suffer a catastrophic decline. The inability to handle situations where one or very few samples exist, is one of the major challenges for the current GNNs. To address this issue, some recent studies have focused on solving the few-shot learning on graph data where GNNs are either trained via co-training and self-training [5] , or extended by stacking transposed graph convolutional layers for reconstructing input features [13] .
Meta-learning (i.e., learning to learn), has drawn a significant attention in the AI community in the recent years, due to its capability of quickly adapting to new tasks and learning transferable knowledge between tasks, with a few samples. It has been widely considered as similar to the human intelligence where humans are capable to rapidly learn new classes, with few samples and by utilizing previously learned prior knowledge. Meta-learning systems are trained by being exposed to a large number of tasks and are tested on their ability to learn new tasks. This differs from many standard machine learning techniques, which involve training on a single task and testing on held-out samples from that task [5, 13] . We refer to the processes of learning on a large number of tasks and testing on a new task as meta-training and meta-testing, respectively.
Adopting meta-learning for image and text learning has yielded significant progress and several models and algorithms have been recently proposed -e.g., Matching Networks [10] , Prototypical Networks [9] , MAML [1] , etc. Despite the extensive studies and the promising results on analyzing data with Euclidean-like properties (e.g., images and text), there is surprisingly little work on applying meta-learning to graphs (non-Euclidean data). Among the main reasons are that graph data is more irregular, noisy and exhibits more complex relations among nodes, which make it difficult to directly apply existing meta-learning methods.
To bridge this gap, we present a general graph meta-learning framework called Meta-GNN, focusing on the few-shot node classification problem on graph data. To our knowledge, our work is the first to incorporate the meta-learning paradigm into GNNs, providing the capability of well adapting or generalizing to new classes that have never been encountered before, with very few samples. In summary, the main contributions of our work are as follows:
• We formulate a new graph few-shot learning paradigm for node classification. It is different from previous work in that we aim to classify nodes from new classes with only few samples each.
• We propose a generic framework for tackling few-shot node classification, which can be easily combined with any popular GNNs models and opens up a new perspective of graph structure data analysis.
• We demonstrate the superiority of our method over several stateof-the-art GNNs models on three benchmark datasets.
METHODOLOGY
An undirected graph, denoted as G = (V , E, A, X), is a quadruple where:
is an edge set; (3) A ∈ R n×n is a symmetric (typically sparse) adjacency matrix where a i j denotes the weight of the edge between nodes v i and v j ; and (4) X ∈ R n×d is a feature matrix with x i ∈ R d representing the characteristics of a given node v i . Problem Definition: We consider the few-shot node classification problem within the meta-learning paradigm. Simply speaking, we aim to obtain a classifier that can be adapted to new classes that are unseen during the training process, given only a few samples in each new class. Formally, each node v i in the training set D train belongs to one of the classes in C 1 . Nodes in a given disjoint testing set D test are associated with totally different new classes C 2 . In D test , a small number of nodes have labels/classes available. Our goal is to find a function f θ that is able to classify the rest of the unlabeled nodes into one of the classes in C 2 , with a low misclassification rate. If the number of labeled nodes in each class is K, the task is known as |C 2 |-way K-shot learning problem, where K is a very small number. Thus, we address the graph meta-learning problem for node classification, in order to extract transferable knowledge from training data that will allow us to perform well on the testing data with unseen classes.
Graph Neural Networks
Modern GNNs jointly utilize the graph structure information and the node feature X to learn a new representation vector h v of a node, usually following a neighborhood aggregation scheme. After l iterations of the aggregation, a node's representation captures the structural information from its l-hop network neighbors. An illustrative example is shown in the right part of Figure 1 , whereby as the graph passes through the first layer of GNN, the red node aggregates the information from node 1, 2 and 3, and after the second layer, it gathers the information from node 5 and node 6. Formally, the l-th layer of a GNN is defined as:
where h
v is the feature vector of node v at the l-iteration/layer. We initialize h (0) = X and denote with N (v) the set of nodes adjacent to v. The final representation h (L) v will be used for downstream tasks such as link prediction and node classification. The choices of AGGREGATE and COMBINE operation are crucial to the task performance, and plenty of approaches have been proposed and achieved impressive results (see [12] for a recent comprehensive overview). However, as observed in the literature [7] , deep neural networks generally perform poorly on few-shot learning tasks. A main cause is that the standard gradient descent method (including its many variants) requires a large number of examples to obtain a satisfactory performance, which is not upheld in the few-shot learning setting.
Meta-GNN
We now present the details of our Meta-GNN framework. Our approach is based on the methodology of meta-learning which often follows an episodic paradigm and solves a new few-shot learning problem (i.e., meta-testing task, T mt ) by training on many sampled similar tasks (i.e., meta-training tasks). We refer to the corresponding training and testing sets in all tasks as support set and query set, respectively. Our method leverages MAML [1] for the gradient updates during training. After training on considerable meta-training tasks, Meta-GNN is expected to learn (as a prior knowledge) how to quickly adapt to a new task using only a few datapoints in the new task. The performance of Meta-GNN is measured by meta-testing on the new task, i.e., fine-tuning Meta-GNN on a few samples from the support set of T mt and evaluating it on the query set of T mt .
We denote our Meta-GNN model as f θ with parameters θ , and the training set as D train = { (x 1 , y 1 ) , . . . , (x i , y i ) , . . . , (x N , y N )} where y i ∈ C 1 and N is the number of nodes in the training set. We will fork M meta-training tasks from D train : T = {T 1 , T 2 , · · · , T M }. Both the support set S i and query set Q i of meta-training task T i are sampled from D train . In the support set, we have y i2 ) , . . . , (x is , y is )}, where s = |S i |; x is is the input vector of node v is with label y is . Task Sampling: Before presenting the details of Meta-GNN, we prepare M tasks T by sampling from D train according to the graph meta-learning principals. In short, we sample |C 2 | classes from C 1 {   T1 T1 T1   T2 T2 T2   T3 T3 T3 · · · Figure 1: Overview of Meta-GNN. The black θ , red θ and blue θ represent the randomly initialized parameters, the parameters after one meta-update and after all meta-updates, respectively. M is the number of meta-training tasks.
and then randomly sample K nodes for each class to simulate fewshot node classification. Specifically, we use the following steps to generate the graph meta-training tasks: (1) - (4) for M times; Thus, we first randomly sample |C 2 | classes from C 1 , denoted as C. Then we can obtain D C , which is a subset of training set D train containing elements (x i , y i ), where y i is one of the classes in C; Next, we randomly sample K × |C 2 | nodes from D C to form the support set S i , where K is the number of nodes in each class of S i (i.e., the number of shots). Finally, we randomly sample P nodes from the remaining nodes in D C to compose the query set Q i which, in turn, is used in constructing the meta-training task T i = S i + Q i . Repeating the above steps M times, yields M meta-training tasks. Meta-training: We expect to obtain a good initialization of Meta-GNN, which is generally applicable to similar tasks, and explicitly encourage the initialization parameters to perform well after a small number of gradient descent updates on a new few-shot learning task. When learning a task T i , we begin with feeding the support set S i to Meta-GNN, and calculate the cross-entropy loss:
Then we perform parameters updates, using a simple gradient descent with one or several steps in task T i . For brevity, we will only describe one gradient update in the rest of this section -with a note that performing multiple gradient updates is a straightforward extension:
where α 1 is the task-learning rate and the model parameters are trained to optimize the performance of f θ ′ i across meta-training tasks. More specifically, the meta-objective is as follows: where p(T ) is the distribution of meta-training tasks. Note that the meta-optimization is performed over the model parameters θ , whereas the objective is computed using the updated model parameters θ ′ . This is because we need good initialization parameters θ for all the similar few-shot node classification tasks, instead of certain updated parameters θ ′ i performing well on only a particular task T i . Essentially, Meta-GNN aims to optimize the model parameters so that it maximizes the node classification performance on a new task after one or a small number of gradient descent updates. The meta-optimization across tasks is performed via stochastic gradient descent (SGD), and the model parameters θ are updated as follows:
where α 2 is the meta-learning rate -i.e., an additional hyperparameter introduced by our framework. Meta-testing: For meta-testing, we simply need to feed the nodes of the support set of the new few-shot learning task (i.e., T mt ) to the Meta-GNN, and update parameters θ ′ mt via one or a small number of gradient descent steps using Eq.(4). Therefore, the performance of Meta-GNN can be easily evaluated on the query set of T mt .
The overall operational process of Meta-GNN is depicted in Figure 1 .
EXPERIMENTS
We now present the empirical results of Meta-GNN performance for node classification on three commonly used datasets: Cora [8] , Citeseer [8] and Reddit [3] . For reproducibility, the source code and datasets are publicly available 1 . Since our work focuses on fewshot learning problem in the context of meta-learning paradigm, we make some modifications in the dataset partition, to ensure the feasibility of the few-shot learning (cf. Section 2.2).
For the Cora and Citeseer datasets, we randomly set apart two classes as meta-testing classes (i.e., the corresponding nodes forming D test with |C 2 | = 2), and the rest nodes (i.e., D train ) are used to generate meta-training tasks following the method described in section 2.2. Similarly for the Reddit, except that |C 2 | = 5 due to the relatively large number of unique labels. Each class in the support set of meta-training and meta-testing tasks has only one or three samples (i.e., K = 1 or K = 3) for all datasets. We observed that, when the support set is extremely small, the performance of each method is sensitive to the node selection. Therefore, we evaluate all models on 50 randomly selected nodes in the support set and report the average accuracy on Cora and Citeseer. For Reddit, as there are significant more classes and corresponding nodes in each class, we select the same nodes as support set for each run and conduct 50 different runs, and report the average Micro-F1 score. In order to fairly and accurately assess performance of our Meta-GNN and other baselines, we conduct 10 cross-validation on Cora and Reddit and 5 on Citeseer. The statistics of datasets after pre-processing are shown in Table 1 . Baselines: For Cora and Citeseer, we compare Meta-GNN against DeepWalk [6] , Node2Vec [2] , GCN [4] , SGC [11] and GraphSAGE [3] . For Reddit, we compare with GCN [4] , SGC [11] and GraphSAGE [3] . Notably, we only modify the dataset partition to satisfy the fewshot learning setting in meta-learning paradigm, and other settings of each model are the same as its original implementation. Implementation and Parameter Setups: To demonstrate the applicability of our framework, we implement Meta-GNN with two GNN models, i.e., SGC and GCN, forming two instances Meta-SGC and Meta-GCN. To accelerate the model convergence, we set batch size as 5 for Cora and Citeseer, but 12 for Reddit. The α 1 and α 2 are set to 0.5 and 0.003 in Meta-SGC, while the corresponding values are set to 0.1 and 0.001 in Meta-GCN respectively. The other settings of GNN module in the two models are the same as the suggestion of their original papers. Experimental Result: Table 2 and Table 3 show the results of the performance comparison between Meta-GNN and baselines, from which we can clearly observe that our proposed model achieves the best performance across all three datasets. Generally speaking, GNN models, including ours, significantly outperform the embedding based models, e.g., DeepWalk and Node2Vec, on the few-shot learning scenarios. Among GNN models, we surprisingly find that two inductive GNN models, GraphSAGE with Mean and Pool operation/variants, have not shown competitive results, even compared with GCN and SGC. This result indicates that previous inductive graph learning models, which have shown promising results when encountering with new nodes (as reported in the original paper [3] ), do not generalize well to new classes.
The superiority of Meta-GNN on Cora and Citeseer varies with the number of samples in support set, i.e., the less samples, the more improvement Meta-GNN improves over the baselines. This proves our primary motivation, i.e., adapting meta-learning into GNN models for few-shot graph learning. On the more challenging dataset Reddit, Meta-GNN can reap more improvement due to its capability of adapting to new tasks -there are more tasks for learning to learn the node representation and therefore a more general task adaption model obtained by Meta-GNN. When comparing the two GNN modules in Meta-GNN, we did not observe any significant discrepancy -Meta-SGC performs better on Cora while Meta-GCN achieve slightly higher scores on Citeseer and Reddit, however we note that SGC and its corresponding meta-learning version Meta-SGC are ordered faster than GCN and Meta-GCN [11] , respectively.
CONCLUSIONS
We have presented a generic graph meta-learning framework for few-shot node classification that leverages meta-learning mechanism to learn better parameter initialization of GNNs. The proposed Meta-GNN model can adapt well to new learning tasks (even new classes) with few labeled samples and significantly improves the performance in the context of few-shot node classification under meta-learning paradigm. Encouraging results have been obtained 
