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Notation
The following tables show the significant symbols, operators, functions, spaces and
abbreviations used in this work. Local notations are explained in the text and are not
listed here.
Symbol Definition Dimension
Greek Letters:
α` Longitudinal dispersivity [L]
αt Transverse dispersivity [L]
β Rotation angle of ambient flow direction [L/L]
e Discretization length of the objective space
θ Parameter set that is modeled as random variables
µ Mean value
σ2 Variance
τ Travel time [T]
ΩGD Area of guaranteed detection
ΩPU Permitted uncertainty area
ΩU Uncertainty area
Latin Letters:
AGD Size of the area of guaranteed detection
[
L2
]
APU Size of the area of permitted uncertainty
[
L2
]
B Aquifer thickness [L]
c Aqueous contaminant concentration
[
M/L3
]
ccrit Critical concentration at the production well
[
M/L3
]
cdet Chemical detection limit
[
M/L3
]
Cthres Constant concentration value
[
M/L3
]
dopt Optimal set of decision variables
D Hydromechanic dispersiontensor
[
L2/T
]
De Effective diffusion coefficient
[
L2/T
]
DL Longitudinal dispersion coefficient
[
L2/T
]
Dm Molecular diffusion coefficient
[
L2/T
]
Ds Uncertainty diameter [L]
DT Transverse dispersion coefficient
[
L2/T
]
IV Notation
K Hydraulic conductivity matrix [L/T]
Lid List of linear indices containing information about the
EDO set
M Possible monitoring-well location
mIG0 Scaling factor of the inverse Gaussian distribution [1/T]
m˙in Mass discharge [M/T]
mp Mass of a single particle [M]
MIGC0 Scaling factor of the cdf of the inverse Gaussian distri-
bution
[−]
Pdet Probability of detection [−]
R Possible contamination source
t Time [T]
tˆmax User-defined maximum desirable early-warning time [T]
tˆmaxi Individual maximum achievable early-warning time [T]
tˆmin User-defined minimum desirable early-warning time [T]
uˆmin User-defined minimum early-warning time utility [−]
v Velocity Scalar [L/T]
v Velocity vector [L/T]
V Volume
[
L3
]
wmax Maximum width of the detectable portion of a plume [L]
xmax x-position of the most distanced intersection point of
the detectable portions of two rotated plumes
[L]
xopt x-position where the detectable portion of a plume has
its maximum width
[L]
xtip End point of the detectable portion of a plume [L]
ythres y-position of a concentration isoline [L]
Operators
∇ (·) Nabla operator
() · () Scalar product
∆ Differential operator
∂ Partial derivative
(·)T Transposed vector/matrix
Functions
c (t) Breakthrough curve of an instantaneous mass release
C (t) Breakthrough curve of a continuous mass release
C˜ (x˜, y˜) Concentration distribution in the standard space
erf (·) Error function
Notation V
erfi (·) Imaginary error function
fcost Objective function: costs
fdet Objective function: detection probability
fwarn Objective function: early-warning time
f˜ Aggregated objective function over multiple realizations/scenarios
T (x, y) Transformation
P (x, y) Probability map
Ui (·) Individual non-linear utility function
Wj (·) Lambert W function
Spaces and Sets
AS Approximation set
E Linear set used as a surrogate for the EDO set
D Space of permitted solutions
PF Pareto front
RS Reference set
Abbreviations
ACO Ant Colony Optimization
ADE Advection-Dispersion Equation
cdf cumulative distribution function
CV Control Volume
DP Detection Probability
DE Differential Evolution
DVGW German Technical and Scientific Association for Gas and Water
EA Evolutionary Algorithm
EDO Elementary Decision Option
EWT Early-Warning Time
FDM Finite Difference Method
FEM Finite Element Method
IG Inverse Gaussian Distribution
LIR Linear-Indexing Representation
LP Linear Programming
LW Zweckverband Landeswasserversorgung
MC Monte Carlo
MOEA Multi-Objective Evolutionary Algorithm
NFE Number of Function Evaluations
NLP Nonlinear Programming
VI Notation
PCX Parent-Centric Crossover
pdf probability density function
PM Polynomial Mutation
PSO Particle Swarm Optimization
PT Particle Tracking
PTRW Particle Tracking Random Walk
RPTRW Reverse Particle Tracking Random Walk
SBX Simulated Binary Crossover
SPX Simplex Crossover
UM Uniform Mutation
UNDX Unimodal Normal Distribution Crossover
U_Protect Synthetic test case of a groundwater model
WHO World Health Organization
Z_Based Synthetic test case of a groundwater model
Abstract
Motivation and Goal
Safe drinking water is not only a necessary resource for human life but also a human
right according to a declaration of the United Nations in 2010 [163]. Hence, to pro-
tect one of the largest sources of freshwater, the groundwater, many national guide-
lines and regulations exist [e.g., 46, 164]. Even in the European Union, where most
of the people have access to high-quality freshwater, the politics is still discussing im-
proving the groundwater-protection guidelines [53]. This is in accordance with the
World Health Organization (WHO), who claims that also in industrial countries hu-
man health is at severe risk because of contaminated water [176]. To control this risk,
the WHO suggests water safety plans [30], with monitoring as one of the key aspects.
This thesis contributes to an optimization framework for reliable early-warning moni-
toring systems in drinking-water well catchments for the sake of risk control.
Unfortunately, well catchments of water suppliers include many possible threats (for
example gas stations) that require monitoring. Ideally, monitoring can fulfill three ob-
jectives in this context: it warns of contamination events (1) reliably, (2) as early as pos-
sible, and (3) at low costs. These three objectives, however, are impossible to achieve
simultaneously in reality. Instead, many trade-off networks exist that are also called
Pareto optimal. These networks contain a compromise between the conflicting objec-
tives and cannot be improved in one of the objectives without sacrificing at least one
other objective. The conflict between the objectives makes the optimal-design problem
of groundwater monitoring networks challenging, and the complexity even increases
when also considering uncertainty in system dynamics and hydrogeological context of
the groundwater aquifer.
The overarching goal of this thesis is to contribute to a safe water supply. To achieve
this goal, I provide a framework that optimizes monitoring networks in drinking-water
well catchments with respect to the three competing objectives introduced above. I
approach this goal from different directions leading to the four main contributions
introduced below.
Contributions and Conclusions
Formulation of the Optimization Problem First, I formulate the multi-objective op-
timization problem and develop the corresponding objective functions that mathe-
matically express the objectives mentioned above to enable their quantification and
evaluation. To benchmark my contributions, I develop two test cases: the first ab-
stracts typically used models from water-supply companies, and the second captures
key complexities for real-world source water protection in groundwater-based water
supplies.
The key conclusion from this part is that multi-objective optimization is an appropriate
approach to tackle the monitoring-network optimization problem. It provides detailed
insights into the trade-offs between the considered objectives and provides significant
added value for decision makers.
Enhancing Performance of the Optimization Algorithm The optimization problem
posed above can easily become a massive computational and algorithmic challenge.
Therefore, the second contribution tackles performance problems of large, complex,
discrete multi-objective optimization problems. The problem is that the often used
binary representation of search spaces for discrete optimization problems is limited to
a relatively small number of decision-relevant variables. Optimization problems with
a large number of decision variables, however, suffer from performance problems in
search speed and quality.
Therefore, I develop:
1. a search-space representation that increases the reliability of the optimization, as
well as the search speed (efficiency) and search quality (effectiveness).
2. a search-space reduction method that provides efficient and effective search for
Pareto-optimal solutions by dramatically reducing the size of the search space.
I found that especially a proper search-space representation during the optimization is
key for an enhanced optimization. These findings carry over to a much wider class of
optimization problems than the monitoring problem featured in my thesis.
Simplification of Methods for Practical Application In the field of hydro(geo)logy,
there is a substantial gap between latest academic developments and practice. Thus,
aiming of technology transfer, I develop strategies to apply academic concepts in prac-
tice such that they are frugal enough to run on standard personal computers, and
that they can be operated with realistically available data. The developed concepts
include, among others, performance improvements regarding the simulation of possi-
ble groundwater contamination and uncertainty representation, the risk assessment of
the possible threats in well catchments, and the modeling of unknown contamination
threats.
The main conclusion over these contributions is that it is possible to replace data-
hungry complex statistical methods with frugal strategies that are simple enough for
practical application but are still scientifically rigorous. In fact, this effort has enabled
a collaboration project with a group of water supply companies, where the developed
methods were applied successfully.
Developing Analytical Solutions for Uncertainty Quantification The above three
contributions all assume that a numerical simulation model for the well catchment is
available, which is not always true. Therefore, I investigate the physical mechanisms
of groundwater contaminant transport and their uncertainties that control the optimal
placement of monitoring wells. I develop analytical solutions that help (1) understand
optimization results given parameter uncertainty, and (2) analyze the effects of the
controlling factors and their uncertainty on the optimal monitoring-well placement.
The solutions are provided in closed form, and hence can easily be used for uncer-
tainty analyses and decision support regarding monitoring networks even when no
numerical model is available.
Practical Application Finally, for the sake of demonstration, I apply most of the de-
veloped methods from the four contributions introduced above on a real case to show
that a transfer from academic methods to practical application is possible. Here, I also
introduce some communication strategies that help simplify the collaboration between
academia and practice.

Kurzfassung
Motivation und Ziel
Sauberes Trinkwasser ist nicht nur eine notwendige Lebensgrundlage für den Men-
schen. Nach einer UN-Vereinbarung von 2010 ist es auch ein menschliches Recht Zu-
gang zu sauberen Trinkwasser zu haben [163]. Um eine der größten Frischwasserspe-
icher (das Grundwasser) vor Kontaminationen zu schützen, existieren viele nationale
Richtlinie und Gesetze [z. B., 46, 164]. Selbst in der Europäischen Union wird über
die Verbesserung des Trinkwasserschutzes diskutiert [53], obwohl fast alle Bewohner
Zugang zu sauberem Trinkwasser haben. Das passt zu der Einschätzung der World
Health Organization (WHO), die besagt, dass sogar in Industrieländern ein hohes
Risiko für die Gesundheit der Menschen durch verschmutztes Trinkwasser besteht
[176]. Um das Risiko zu kontrollieren, empfiehlt die WHO Trinkwassersicherheit-
skonzepte [30], in denen die Überwachung des Risikos zur Kontrolle eine wichtige
Rolle spielt. In dieser Arbeit entwickle ich Strategien und Methoden zur Optimierung
eines zuverlässigen Frühwarnsystems in Trinkwassereinzugsgebieten zur effektive
Risikokontrolle.
Leider gibt es innerhalb der Trinkwassereinzugsgebiete von Wasserversorgung-
sunternehmen viele mögliche Gefährdungsquellen für das Grundwasser (z. B.
Tankstellen), die mit Grundwassermessstellen bzw. Messnetzten überwacht werden
sollten. Solche Messnetze erfüllen idealerweise drei Hauptziele: sie warnen den
Wasserversorger vor einer Grundwasserverschmutzung (1) zuverlässig, (2) so früh
wie möglich, und (3) zu geringen Kosten. Diese drei Ziele sind in der Realität allerd-
ings nicht gleichzeitig erfüllbar. Stattdessen gibt es viele Netzwerkdesigns, die alle
unterschiedliche Kompromisse zwischen den drei Zielen abbilden. Diese Kompro-
misslösungen werden Pareto-optimal genannt und können in keinem Ziel verbessert
werden, ohne dass sich gleichzeitig mindestens ein anderes Ziel verschlechtert. Der
Konflikt zwischen den Zielen macht dieses Optimierungsproblem zu einer Heraus-
forderung. Die Komplexität steigt noch einmal, wenn das zugrundeliegende System
Unsicherheiten in Dynamik und im hydrogeologischem Kontext enthält.
Das große Ziel dieser Arbeit ist es einen Beitrag zum Trinkwasserschutz zu leis-
ten. Um dieses Ziel zu erreichen, entwickle ich Strategien und Methoden, mit denen
Messstellennetze in Trinkwassereinzugsgebieten auf der Basis der oben vorgestellten
drei Zielkriterien optimiert werden können. Dabei nähere ich mich dem Ziel dieser
Arbeit von verschiedenen Richtungen, die zu vier Hauptentwicklungen führen. Diese
stelle ich im Folgenden kurz vor.
Beiträge und Schlussfolgerungen
Formulierung des Optimierungsproblems Zuerst formuliere ich das multikriterielle
Optimierungsproblem und stelle die zugehörigen Zielwertfunktionen auf. Die Ziel-
wertfunktionen drücken die drei oben vorgestellten Zielkriterien mathematisch aus,
um sie quantifizieren und bewerten zu können. Zum Testen und Überprüfen der
in dieser Arbeit entwickelten Strategien und Methoden entwickle ich zwei Testfälle.
Der Erste ist an typische Grundwassermodelle von Wasserversorgungsunternehmen
angelehnt und der Zweite bildet Schlüsselkomplexitäten von Transportsimulation in
Grundwasser ab.
Es zeigt sich, dass die multikriterielle Optimierung ein geeigneter Ansatz für das vor-
liegende Optimierungsproblem ist. Sie bietet einen guten Überblick über die Kompro-
misse zwischen den betrachteten Zielen und bietet Entscheidungsträgern somit eine
gute Grundlage für Entscheidungsprozesse.
Performancesteigerung des Optimierungsalgorithmus Das oben vorgestellte Opti-
mierungsproblem wird schnell zu einer rechenintensiven und algorithmischen Her-
ausforderung werden. Deshalb beschäftige ich mich im zweiten wissenschaftlichen
Beitrag mit der Performance der Optimierung bezüglich großer, komplexer, diskreter
multikriterieller Optimierungsprobleme. Das Problem ist, dass die häufig gewählte
binäre Repräsentation von diskreten Suchräumen auf eine relativ kleine Anzahl von
entscheidungsrelevanten Variablen begrenzt ist. Optimierungsprobleme mit einer
großen Anzahl von Entscheidungsvariablen haben daher eine schlechte Leistungs-
fähigkeit hinsichtlich Suchgeschwindigkeit und Qualität.
Deshalb entwickle ich:
1. eine Suchraumdarstellung, die effizientes und zuverlässiges Optimieren er-
möglicht.
2. eine Methode zur Reduktion von Suchräumen, die die Suche nach Pareto-
optimalen Lösungen effizienter und effektiver macht, indem sie den Suchraum
signifikant verkleinert.
Daraus lässt sich schließen, dass während der Optimierung eine gut ausgewählte
Suchraumdarstellung der Schlüssel für eine leistungsmäßig starke Optimierung
ist. Das verbessert signifikant die Zuverlässigkeit der Optimierung, steigert die
Suchgeschwindigkeit (erhöhte Effizienz) und die Suchqualität (gesteigerte Effektiv-
ität). Diese Ergebnisse lassen sich auf eine große Klasse von Optimierungsproblemen
übertragen und gelten nicht nur für das Messnetze-Optimierungsproblem aus dieser
Arbeit.
Vereinfachung von Methoden für den praktischen Gebrauch Im Bereich der Hy-
dro(geo)logie gibt es eine erhebliche Diskrepanz zwischen den aktuellen akademis-
chen Entwicklungen und Methoden aus der Praxis. Abzielend auf den Wissenstrans-
fer, entwickle ich in meinem dritten Beitrag Strategien und Methoden, die recheninten-
sive und datenhungrige akademische Konzepte vereinfachen, so dass sie in der Praxis
anwendbar sind. Die vereinfachten Methoden müssen dabei so wenig Rechenleis-
tung benötigen, dass sie auf einem marktüblichen Computer laufen können, ohne wis-
senschaftlich inkorrekt zu sein. Die behandelten Konzepte umfassen unter anderem
die Simulation von möglichen Grundwasserverschmutzungen, Unsicherheitsbewer-
tung, Risikobewertung von möglichen Verschmutzungsquellen in Brunneinzugsgebi-
eten, und die Modellierung von unbekannten Verschmutzungsquellen.
Die wichtigste Schlussfolgerung ist, dass es möglich ist, komplexe statistische Meth-
oden, die viele Daten benötigen, durch einfache Strategien zu ersetzten, die einfach
genug für die praktische Anwendung sind. Gleichzeitig genügen sie trotzdem wis-
senschaftlich sauberen Ansprüchen. Die Ergebnisse konnte ich in einem gemeinsamen
Projekt mit einer Gruppe von Wasserversorgungsunternehmen erfolgreich anwenden.
Entwicklung von analytischen Lösungen für Unsicherheitsquantifizierung Die
drei oben genannten Beiträge gehen alle davon aus, dass ein numerisches Simulation-
smodel des Brunneneinzugsgebietes zur Verfügung steht. Diese Annahme ist nicht
immer wahr. Deshalb untersuche ich im vierten Beitrag die physikalischen Mecha-
nismen des Grundwasserschadstofftransports und deren Unsicherheiten, die die op-
timale Platzierung einer Grundwassermessstelle kontrollieren. Hier entwickle ich an-
alytische Lösungen, die helfen (1) Optimierungsergebnisse bezüglich Platzierung von
Messstellen unter Parameterunsicherheit zu verstehen, und (2) die Effekte der kontrol-
lierenden Faktoren und deren Unsicherheiten auf die optimale Platzierung von Grund-
wassermessstellen zu analysieren.
Die entwickelten Lösungen liegen in geschlossener Form vor und können dadurch
einfach für Unsicherheitsanalysen verwendet werden und den Entscheidungsprozess
bezüglich optimaler Messstellenpositionierung unterstützen, auch wenn kein nu-
merisches Modell vorliegt.
Praktische Anwendung Zum Abschluss wende ich die entwickelten Methoden aus
den oben vier vorgestellten Beiträgen zu Demonstrationszwecken an einem Problem
aus der Realität an. Hiermit zeige ich, dass der Transfer von Wissenschaft zur Praxis
möglich ist. Außerdem stelle ich einige mögliche Kommunikationsstrategien vor, die
eine Zusammenarbeit in Projekten zwischen Wissenschaft und Praxis vereinfachen
können.

Chapter 1
Introduction
1.1 Motivation
Clean drinking water is an essential resource and the foundation of life. While many
regions worldwide suffer from water shortage, other regions (e.g., Denmark, or Ger-
many) still seem to have an almost unlimited amount of water, such that water qual-
ity becomes the major consideration for securing the required freshwater resources.
Since ninety-seven percent of the world’s usable freshwater is stored in groundwater
[141], aquifers are in a special focus of resource protection. In Germany and many
other countries, defined water protection zones are common protection measures for
drinking-water well catchments and their wellheads. Such zones restrict land-use ac-
tivities and are specified in national guidelines and regulations [e.g., 46, 164, 173].
However, these restrictions typically cannot remove all possible threats (called possible
contamination sources in the following) from the well catchments for several reasons:
• Political reasons: Land-use restrictions are trade-offs between conflicting activi-
ties that relate to economy, ecology, society, and public/private land-ownership
rights. The actual political priorities determine, which activities will be restricted
and/or regulated.
• Historical reasons: In centuries-old cities that fall in relatively newly declared
protection zones, it is impossible to strictly fulfill all regulations of groundwater
protection, although especially urban areas include many possible contamination
sources.
• Unknown sources: Possible contamination sources that are unknown in location
and existence cannot be removed.
• Uncertainty: The actual outline of the well catchment is affected by changing hy-
drological conditions. Even if the protection zones are planned in consideration
of different hydraulic scenarios, unforeseen geological, hydrological, or hydroge-
ological conditions might change the actual outline of the well catchment in an
unconsidered way.
Thus, very often there is an entire inventory of possible contamination sources in well
catchments that puts the groundwater and drinking-water production wells at risk.
Hence the risk needs to be assessed and controlled.
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To control the risk for groundwater, the World Health Organization (WHO) proposed
three-step Water Safety Plans [30]:
1. knowing all relevant possible contamination sources,
2. identifying measures to control these possible sources, and
3. ensuring that they are in fact controlled.
Transposing these steps to well catchments leads to
1. an identification of all possible contamination sources and to assess their risk
within well catchments,
2. the installation of monitoring networks to track the groundwater quality prior to
extraction, and
3. the actual operation of monitoring networks.
Therefore, the German Technical and Scientific Association for Gas and Water (DVGW) rec-
ommend in their technical standards the installation of monitoring networks for well
catchments [45], and most well catchments are already equipped with monitoring net-
works. However, the technical standards provide only vague guidance about how
these networks should be designed. Specifically, the regulations suggest that numeri-
cal groundwater models should be used to plan monitoring networks, but they do not
give information about how these models can or should be used to optimize them, not
to mention that the regulations do not define ’optimality’. Furthermore, most of the
existing networks grew historically. Their individual monitoring wells follow diverse
purposes, e.g., monitoring groundwater levels or contamination plumes of existing
sources. Hence, they are often inadequate or sub-optimal for rigorously controlling the
risk that emanates from the inventory of possible contamination sources. To summa-
rize, water suppliers do not have a tool that helps to optimally (re-)design monitoring
networks within their well catchments.
Consequentially, the overall goal of my thesis is to develop and to provide a frame-
work for water suppliers that helps fulfill the three steps of the WHO Water Safety
Plans mentioned above. That is, to support the identification and the risk assessment
of possible contamination sources within well catchments, to (re-)design optimal mon-
itoring networks, and to reduce the overall costs of such networks for an economic
operation. The work towards these goals was supported by the DVGW through a joint
project over two years called Risk-Based Groundwater Monitoring for Well Head Protec-
tion Areas that additionally included water suppliers and stakeholders. The idea of the
project was to provide clear guidance in monitoring-network design for water suppli-
ers, considering the demands of the regulations and the needs of the water suppliers.
This project strongly influenced the direction of this thesis, because all developed con-
cepts and methods had to be scientifically rigorous, but also applicable in practice on
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standard desktop computers. That is, all methods are required to be operable with the
expertise and data available in water supply companies, and they have to be compu-
tationally efficient. In the following section, I will introduce the problem in detail, and
formulate clearly defined research questions and the corresponding approaches.
1.2 Research Questions and Approaches
The research questions and approaches that follow from the motivation and the goal
of my work can be categorized into the three general groups Optimization, Transport
Simulation, and Uncertainty. In total, seven research questions result from the problem,
enumerated below within the three categories.
Optimization
Within the DVGW project introduced above, we defined three main objectives to be
fulfilled by an ideal monitoring network in well catchments: (1) a maximum detection
probability of contamination from possible contamination sources for a reliable risk
control, (2) a maximum early-warning time (early detection of spilled contaminants)
to increase the reaction time of water suppliers to install countermeasures, and (3)
minimum installation and operation costs of the network.
It is apparent that under fiscal restrictions (third objective) the monitoring-network
goals are competing and cannot be fulfilled simultaneously. Figure 1.1 exemplary
shows two scenarios of possible groundwater contamination and different possible
monitoring networks (labeling can be found in the figure). The color gradient from
green (early warning) to red (late detection) qualitatively describes the decrease of
early-warning time over distance from possible contamination source to pumping
well. For both scenarios, perfect knowledge of the possible contamination plumes
from the possible contamination is assumed. Scenario (A) considers only one single
possible contamination source. The black squared monitoring well provides maxi-
mum detection probability (built within the detectable portion of the plume), a max-
imum early-warning time (it is close to the contamination source), and low costs (a
single monitoring well is sufficient). A different solution with no costs would use the
pumping well as monitoring well. This solution would provide maximum detection
probability, but minimum early-warning time. Hence, the monitoring network could
not be used as early-warning system and would be meaningless for water providers.
Differently to scenario (A), scenario (B) considers three possible contamination sources
and all must be detected for a maximum detection probability. Two possible solutions
that achieve maximum detection probability are (1) an expensive monitoring network
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including the white and blue monitoring wells, or (2) the less expensive monitoring
network with a single green monitoring well that monitors all three sources simultane-
ously in one point. Drawback of the single monitoring well is the lower early-warning
time due to the late detection of all three sources. Less expensive trade-off networks
that do not seek for maximum detection probability can increase early-warning time
for selected possible contamination sources by shifting their focus to selected sources
and ignoring the others. Thus, the selected sources can be detected as early as possible
(e.g., white monitoring well, or both blue monitoring wells).
In conclusion, the three objectives are conflicting and it is impossible to find the perfect
monitoring network that completely satisfies all three objectives simultaneously, i.e., a
maximum detection probability, a maximum early-warning time, but no costs. Rather,
many trade-off solutions can be found with a different balance between the three ob-
jectives. For finding these trade-off solutions, formal optimization can be applied to
the problem. Due to the conflicting objectives, the general optimization approach is to
formulate the problem as a multi-objective optimization problem and to translate the
objectives in quantifiable objective functions. For large and complex problems, how-
ever, the optimization might need long wall-clock times to find (eventually) satisfying
solutions. Consequently, the first two research questions are:
1. How can I formulate the optimization problem for an effective optimization?
(A)
(B)
Monitoring
Wells
Gradient of Early-
Warning Time
Pumping
Well
Possible Contami-
nation Source
1
Figure 1.1: Two different scenarios of possible groundwater contamination. Scenario
(A): A single possible contamination source can be monitored by a single monitoring
well that should be close to the possible contamination source for early warning. Sce-
nario (B): Multiple possible contamination sources need monitoring. Three monitoring
networks (green countered square, white and blue contoured squares, white contoured
square) satisfy the three objectives to different degrees that cannot be fulfilled simulta-
neously.
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2. How can I speed up the optimization (improve efficiency), improve optimization
quality (increase effectiveness), and minimize quality variability of optimization
results (increase reliability)?
Transport Simulation
Irrespective of the optimization results, the optimization is based on data from numer-
ical transport simulations. Developing the corresponding transport models is difficult
and time-consuming. First, transport relevant model parameters and boundary con-
ditions are subject to uncertainty (see next category below). Second, the possible con-
tamination sources form the source terms of transport simulation. Hence, water sup-
pliers need to collect a lot of information from their well catchments as model input
data. Here, the most challenging part is to identify all relevant possible contamination
sources and to prioritize them according to their risk for the production wells. This
prioritization is important for the monitoring-well design that should especially mon-
itor the most dangerous possible contamination sources. While the identification of
possible sources is mostly laborious work, their risk quantification is often impossible.
Too many data are unknown, e.g., the probability of failure, or the type and amount of
harmful substances that are stored at the location of question. Therefore, the next two
research questions are:
3. How can I support the data collection of the water suppliers and help to distin-
guish between relevant and irrelevant possible contamination sources?
4. How can water suppliers prioritize the relevant possible contamination sources
according to their risk without the data required for a quantitative risk assess-
ment?
Uncertainty
In addition to the challenges introduced above, finding optimal positions of monitor-
ing wells is also challenging because various parameters influence the reliability and
optimality of a suggested monitoring location and are often subject to uncertainty:
• There may be uncertainty in hydro(geo)logy, i.e., in global and local velocity
fields, which can vary in angle and absolute value.
• There may be uncertainty in the exact position of possible contamination sources,
or even worse, there may be possible contamination sources that are unknown in
existence, hence in location.
• There may be uncertainty in transport-relevant parameters that describe, e.g.,
dispersion and decay.
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• There may be uncertainty in the spilled mass of contamination when a possible
contamination source fails.
The resulting research questions are:
5. How can I consider in a computationally feasible way the uncertainty in hy-
dro(geo)logy, transport-relevant parameters, and location of possible contami-
nation sources to get optimization results that are robust against uncertainty?
6. How can I consider unknown possible contamination sources?
7. How can I verify optimization results under uncertainty?
Summarized, in this thesis, I investigate and present a framework that enables water
suppliers to optimize their monitoring networks according to the three objectives de-
tection probability, early-warning time, and costs on standard desktop computers. The
key approaches cover
• the multi-objective optimization problem formulation,
• the data collection and transport simulation,
• and uncertainty representation for a robust optimization.
1.3 State of the Art
The general field of groundwater monitoring is huge and research is going in diverse
directions. Two main categories are the monitoring of groundwater levels and the
monitoring of groundwater quality. In this thesis, the second category is relevant and
can further be divided into two classes:
1. Monitoring of existing groundwater contamination, and
2. monitoring of potential groundwater threats to safeguard groundwater quality.
For the first class of monitoring networks, the objectives can still be manifold. Typ-
ical tasks for existing plumes are to find the shape of the contamination plume [e.g.,
9, 108] for better taking countermeasures, to estimate the contaminant discharge [e.g.,
99, 145, 161] for a better risk-assessment of the contaminant plume, or to identify con-
taminant sources [e.g., 66, 119, 139] for permanent and effective counter measures. The
second class of monitoring networks focuses on protecting source water for water-
supply companies against possible future contamination events. Differently to the first
class of monitoring networks, here the networks are typically large-scale and long-term
groundwater monitoring networks (see review by Loaiciga et al. (1992) [106] and the
comprehensive review in the work of Kollat et al. (2011) [96]).
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As already said in Section 1.1, for reducing the risk evolving from these possible fu-
ture contamination events, the most common measure is to restrict the land use within
well protection zones [e.g., 46, 164]. However, with growing urban density and con-
tentious competition over highly valued land uses, it is becoming increasingly difficult
to characterize and manage source water well protection zones, especially in rapidly
expanding cities. Additionally, there is uncertainty in the actual outline of the well
catchment. Thus, there is always an inventory of possible contamination sources in the
catchment that remains to be assessed and controlled. Accordingly, there is ample liter-
ature on capture zone delineation and its uncertainty [e.g., 80, 120, 153, 167], on aquifer
vulnerability [e.g., 4, 44, 184], on (probabilistic) well vulnerability [e.g., 51, 52, 60] and
on risk analysis [e.g., 28, 159]. While such works help to evaluate the possible contam-
ination sources to which the production well is exposed, they are not yet helpful in
controlling them.
These contamination detection problems are also closely related to early work focused
on monitoring of landfills [e.g., 111, 112, 117, 118, 154]. Although early work such as
Massmann and Freeze (1987a,1987b) [111, 112] performed a single-objective risk-cost-
benefit analysis to optimize and evaluate the quality of monitoring networks, there
is a growing trend in the monitoring literature towards formulations that consider
multiple objectives and multi-objective optimization. Commonly employed objectives
include maximizing the detection probability, minimizing costs, and minimizing the
contaminated area, or the volume of contaminated groundwater, respectively, [e.g.,
118, 154, 179]. The last of these objectives is indirectly related to the objective of early
detection of a contamination that would provide benefits in remediation costs and re-
source protection. In my approach, however, an early detection gains benefits in the
reaction time of water suppliers to install countermeasures for well-head protection of
the production wells. The monitoring network is used as early-warning system. Mon-
itoring networks as early warning systems are often associated with disaster manage-
ment for natural hazards such as tsunami or earthquake warning systems, e.g., Allen
and Kanamori (2003) [3]. Alternatively, there is research on detection sensor networks
in the signal processing literature [e.g., 115], but without existing applications to well
catchments. Therefore, the major differences between my approach and the named
studies are:
1. They do not consider the protection of groundwater wells against a whole inven-
tory of possible contamination sources. Instead, they focus on monitoring of a
single landfill.
2. My approach considers a significant number of candidate monitoring locations
and therefore poses a severely challenging multi-objective combinatorial prob-
lem.
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1.4 Contributions and Structure of the Work
This thesis is structured into eight chapters that can be divided into three parts:
Introduction and Background After the introduction in the current Chapter 1, Chap-
ter 2 introduces the fundamentals and background of the following chapters. These
chapters do not contain any novelties or contributions.
Contributions Chapters 3, 4, 5, and 6 form the main part of this thesis and contain
my own contributions:
• In Chapter 3, I formulate the optimization problem and develop the objective
functions. These objective functions relate to the efficiency, effectiveness, and
robustness of the monitoring network. Here, I also introduce two benchmark test
cases that I developed and that are used in the following chapters.
• In Chapter 4, I tackle performance problems of multi-objective optimization al-
gorithms for large and complex, discrete multi-objective optimization problems.
The focus is on search-space representation and search-space reduction to achieve
efficiency, effectiveness, and reliability of the optimization process.
• In Chapter 5, I develop feasible methods regarding transport simulation, risk
assessment, and robust multi-objective optimization for an improved search for
optimal early-warning monitoring networks in practice. These methods illustrate
the achievable transfer to practice.
• Finally, in Chapter 6, I introduce analytical solutions that help understand opti-
mization results given parameter uncertainty.
Application and Summary In Chapter 7, I apply the optimization framework on a
real case from a local water-supply company. I also discuss strategies for a successful
transfer from academia to practice, lessons we have learned during the project I intro-
duced in Chapter 1. The last chapter (Chapter 8) contains a summary and the main
conclusions of this thesis. Finally, I briefly introduce possible future investigations
evolving from the discussed methods in the previous chapters.
Relation to Published Works
This dissertation is based on several publications including Nowak et al. (2015) [126],
Bode et al. (2016a) [19], Emmert et al. (2016) [48], Bode et al. (2017) [14], Bode
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et al. (2018b) [15], Bode et al. (2018c) [21] (submitted), and Bode et al. (2018a) [13]
(in preparation). Chapters 1, 2, and 8 may contain similar and/or identical formula-
tions from these works, but do not contain any scientific novelties and contributions.
Therefore, I omit a clear identification in these chapters. The remaining contributing
chapters include general but unique references of the sources in the very beginning of
each chapter.
I presented most of my results on a number of international conferences, including
• AGU 2013-2016: Bode et al. (2013, 2014c, 2015, 2016b) [10, 16, 22, 20]
• EGU 2015: Bode et al. (2015) [17]
• NGWA 2014: Bode et al. (2014a) [11]
• CMWR 2014: Bode et al. (2014b) [12]
• NUPUS 2013: Bode and Nowak (2013) [18]
Finally, this thesis played an important rule on the methodical level within in the joint
research project Risk-Based Groundwater Monitoring for Well Head Protection Areas to-
gether with the DVGW and the related final report [67]. Following the project, the
results should also be used to revise the technical guideline W108 [45].
Chapter 2
Fundamentals
In this chapter, I give a brief introduction to all fundamentals relevant for understand-
ing this thesis. In Section 2.1 I introduce the governing equations of groundwater flow
and transport. The following two sections introduce possible approaches to solve the
governing equations, ie.e, analytical solutions in Sections 2.2 and numerical methods
and established software in Section 2.3. Sections 2.4 and 2.5 are related to locations
and levels of uncertainty within the scientific workflow of modeling and to uncertainty
quantification. Section 2.6 gives a brief introduction to optimization and an overview
of different optimization techniques with the emphasis on multi-objective optimiza-
tion. Finally, Section 2.7 introduces metrics that help evaluate the performance of opti-
mization algorithms.
2.1 Governing Equations of Flow and Transport in
Porous Media
Steady-State Flow in Confined Aquifers
Steady-state groundwater flow in confined aquifers can be described by
−∇ · (K∇h) = qs in Ω, (2.1)
with hydraulic conductivity K [L/T], hydraulic head h [L], and source and sink term qs[
L2/T
]
in the domain Ω [8]. Equation 2.1 is subjected to the general boundary condi-
tions:
− (K∇h) · n = qˆ on Γ1 and (2.2)
h = hˆ on Γ \ Γ1, (2.3)
using the prescribed fluxes qˆ and heads hˆ on the Neumann boundary Γ1 and on the
Dirichlet boundary Γ \ Γ1. The normal vector n points outwards on the domain. In
confined aquifers, vertical flow is often negligible in relation to the horizontal flow.
Then, the conductivity K can be substituted by the depth-integrated transmissivity
T = K · B, with B [L] as the aquifer thickness. Equation 2.1 adopts to
−∇ · (T∇h) = qs , (2.4)
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and is also known as the two-dimensional, depth-averaged groundwater-flow equa-
tion.
Transport of Conservative Tracer
The advective-dispersive transport of conservative tracers is commonly described by
the advection-dispersion equation (ADE):
∂c
∂t
+∇ · (vc−D∇c) = 0 in Ω, (2.5)
with concentration c [M/L3], time t [T], velocity v = qne [
L/T] and Darcy velocity q
[L/T], effective porosity ne [−] and hydromechanic (or macroscopic) dispersion tensor
D
[
L2/T
]
[143]:
D = (αt‖v‖+ Dm) I+ (α` − αt) vv
T
‖v‖ . (2.6)
Here, α` and αt (both [L]) are the longitudinal and transverse dispersivities, Dm
[
L2/T
]
is the molecular diffusion coefficient, and I is the identity matrix. The boundary con-
ditions for Equation 2.5 are given by:
−n · vc + n · (D∇c) = Jˆ on Γ2 and (2.7)
c = cˆ on Γ \ Γ2, (2.8)
with Jˆ as a prescribed normal flux density and cˆ as prescribed concentrations. Under
steady-state conditions, the first term in Equation 2.5 becomes 0 and the advective-
dispersive transport is described by:
∇ · (vc−D∇c) = 0 . (2.9)
2.2 Relevant Analytical Solutions
Spatial Concentration Distribution
For parallel flow with a uniform dispersion coefficient D and uniform velocity v, Equa-
tion 2.5 can be written as
∂c
∂t
+ v · ∇c−∇ · (D∇c) = 0 . (2.10)
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For a continuous point-like injection of a conservative tracer, a two-dimensional ana-
lytical steady-state solution for Equation 2.10 is given by
c (x, y) =
m˙in
B
1√
4pivxDT
· exp
(
− y
2v
4DTx
)
. (2.11)
Here, the longitudinal dispersion DL
[
L2/T
]
was neglected, because the point source
is a continuous injection. Then, the longitudinal dispersion plays only a minor role
for the concentration distribution in space [e.g., 73]. For the sake of completeness, a
derivation of Equation 2.11 can be found in Appendix A.1. Equation 2.11 provides an
expression for the aqueous contaminant concentration c [M/L3] at any point (x, y) at
steady state due to a continuous injection with mass discharge m˙in [M/T], aquifer thick-
ness B, groundwater-flow velocity v, and transverse dispersion coefficient DT
[
L2/T
]
.
Breakthrough Curve
For a simple groundwater model with uniform and parallel flow and uniform dis-
persion coefficient, the shape of a unit-mass breakthrough curve of a point-like and
instantaneously injected aqueous contaminant mass can be calculated analytically and
is given by the inverse Gaussian distribution (IG) [e.g., 57] (cf. Figure 2.1). For these
groundwater models the assumption of Fickian transport is valid [e.g., 7], i.e., disper-
sion can be modeled as Brownian motion. The probability density function (pdf) of the
inverse Gaussian distribution is given by
f (t; µ,λ) =
(
λ
2pit3
) 1
2 · exp
(
−λ (t− µ)2
2µ2t
)
, (2.12)
for time t > 0. It is fully described by the mean µ > 0 and the shape parameter
λ > 0. The shape parameter λ is a function of the mean and the variance σ2 and can be
calculated as λ = µ
3
σ2
.
Accordingly, the analytical shape of the breakthrough curve of a continuous point
source is given by the cumulative distribution function (cdf) of Equation 2.12 (cf. Fig-
ure 2.1):
F (t; µ,λ) =
1
2
1+ erf

√
λ
t
(
t
µ − 1
)
√
2

+ exp(2λ
µ
)
1
2
1+ erf
−
√
λ
t
(
t
µ + 1
)
√
2


(2.13)
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In applications, both functions have to be scaled to calculate the time-dependent con-
centration distribution c (t). The corresponding scaling factor depends on the prop-
erties of the contaminant and the release conditions. A detailed explanation on the
derivation of this scaling factor can be found in Section 5.1.
2.3 Numerical Solutions of Flow and Transport
Analytical solutions are only valid for strongly simplified problems. Realistic prob-
lems, however, are highly complex, hence groundwater flow and transport (Equa-
tions 2.1 and 2.5) cannot be solved analytically anymore. Instead, numerical simulation
techniques are used.
Numerical methods can roughly be distinguished between Eulerian and Lagrangian.
Eulerian methods apply mass balance on fixed control-volumes to approximate the un-
known quantity (e.g., flow velocity of water). Lagrangian methods are based on mov-
ing parcels, approximating the unknown quantity by tracking discrete parcels over
space and time. Two well-known representatives of the Eulerian method are the finite
difference method (FDM) [e.g., 149] and the finite element method (FEM) [e.g., 180].
Representatives of Lagrangian methods are the particle tracking method (PT) [e.g., 130]
and the particle-tracking-random-walk method (PTRW) [e.g., 56, 84, 102, 140, 172]. In
groundwater modeling, Eulerian methods are usually used to approximate ground-
water flow and complex multiphase multicomponent transport processes. Lagrangian
0 2.5 5
0
0.5
1
pdf
cdf
µ = 1
λ = 2
1
Figure 2.1: Inverse Gaussian distribution: Probability density function (pdf) as ana-
lytical solution for the shape of the breakthrough curve of an instantaneous point-like
contaminant injection, and the cumulative distribution function (cdf) as solution for
the continuous injection.
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methods are used for simple transport processes.
In practice, two established software for developing and simulating numerical ground-
water models are ModFlow [74] and FeFlow [39, 160]. Both software are widely spread
among groundwater-related engineering companies and water suppliers. While Mod-
Flow is based on a finite difference method to solve the groundwater flow equation,
FeFlow calculates the velocity field using a finite element method. Most of the velocity
fields I use in this thesis are created by an in-house FEM code as described in Nowak
et al. (2008) [127].
Solving the flow equation with Eulerian methods (like FEM or FDM) is neither chal-
lenging nor computationally expensive. For transport simulation, however, these
methods are very expensive and prone to oscillation and numerical dispersion. In
contrast, the Lagrangian-based PTRW method is simple to implement, fast, robust,
and free of numerical dispersion and oscillation [e.g., 140]. In the following section, I
describe this method in detail.
Particle-Tracking-Random-Walk
Unlike particle tracking, PTRW is not a deterministic method as it includes a model
to simulate the random diffusion/dispersion behavior of virtual solute particles in
groundwater flow. This model assumes Fickian transport laws and, strictly spoken,
is only valid on fully resolved velocity fields (i.e., at which the parameterization of
dispersion through enhanced diffusion is valid).
The approximation of the steady-state ADE (Equation 2.9) is given by an ensemble of
particles driven by advection and dispersion:
Xp (t + ∆t) = Xp (t) + ∆Xp (t + ∆t) , (2.14)
with the particle position Xp [L], the particle displacement ∆Xp [L], time t [T] and time
discretization ∆t [T]. The particle shift ∆Xp is obtained by
∆Xp (t + ∆t) = u∗∆t + B
(
Xp, t
)√
∆t · ξ (t) , (2.15)
with the deterministic drift u∗ =
(
u
(
Xp, t
)
+∇ ·D (Xp, t)) that is determined by
the velocity u and the gradient of the dispersion tensor D, and the stochastic term
B
(
Xp, t
)√
∆t · ξ (t), with the displacement matrix B that scales a vector of standard
normally distributed random variables ξ. The displacement matrix B has to fulfill the
condition B · BT = 2D. Following Salamon et al. (2006) [140], for three-dimensional
problems B can be calculated as
B =

ux
|u|w` − uxuz|u|√u2x+u2y wt −
uy√
u2x+u2y
wt
uy
|u|w` −
uyuz
|u|√u2x+u2y wt
ux√
u2x+u2y
wt
uz
|u|w`
√
u2x+u2y
|u| wt 0
 , (2.16)
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with w` =
√
2 (α` |u|+ Dm) and wt =
√
2 (αt |u|+ Dm).
Finally, at each location, the temporal evolution of particle densities can be used to
estimate breakthrough curves. If the number of particles is large enough, it can be
done by direct density estimation. Otherwise, if the number of particles is too small
for a direct estimation, one can use a parametric density estimation [e.g., 49], e.g., by
using Equations 2.12 and 2.13 introduced in Section 2.2.
Reverse Particle-Tracking-Random-Walk
Reverse particle-tracking-random-walk (RPTRW) is a concept that enables, for in-
stance, to localize the catchment of drinking-water wells with a single simulation. The
basic idea behind this concept is to reverse the entire velocity field and inject a unit
mass at the pumping wells [e.g., 60, 100, 121]. Then, transport is solved reversely
by applying the PTRW method. The boundary conditions have to be adjusted prop-
erly, based on the boundary conditions of the forward transport simulation. For both
methods (PTRW and RPTRW) I used an already existing code also used in Koch and
Nowak (2014, 2015, 2016) [90, 91, 92] and Bode et al. (2016a) [19].
2.4 Sources of Uncertainty Considered in this Work
Decision-supporting models are usually affected by many sources of uncertainty.
Walker et al. (2003) [169] generalized uncertainties according to their location in the
modeling process and defined the following five types of uncertainty:
1. Context uncertainty refers to the problem and the purpose of the model. If problem
and purpose are not defined clearly, the model outcome can be highly uncertain.
For instance, a model for predicting water levels of a lake can neither be used to
forecast water levels of a river nor to predict the damage caused by a flood.
2. Model uncertainty describes the uncertainty related (1) to the choice of the con-
ceptual model, i.e., the mathematical equations, and (2) to their computational
implementation.
3. Parameter uncertainty is associated with the data used for model calibration, as
well as the calibration method itself. While some parameters are known with
certainty (e.g., universal constants like pi), unknown parameters are determined
by calibration, hence are affected by measurement errors of the calibration data
and the setup used for calibration (method, level of accuracy, grid resolution,
etc.).
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4. Input uncertainty refers to all data that describe the reference system. Input is af-
fected by uncertainty (1) due to external driving forces that might underlie natural
variabilities (e.g., the evaporation of water is related to solar radiation), and (2)
due to a lack of knowledge about system relevant data (e.g., pumping rate of a
groundwater extraction well).
5. Model outcome uncertainty describes the prediction error that is caused by the types
of uncertainty introduced above.
In this work, I will only consider parameter and input uncertainty (in the following, I
will address both as parameter uncertainty) for three reasons:
1. This work is strongly influenced by requirements and limitations of practical ap-
plications because results should be used by water suppliers. The models typi-
cally used by water suppliers have already been developed with substantial fi-
nancial investments, and concepts and their mathematical implementation are
mostly limited to the software that was decided to be used many years ago. In-
vestigating model uncertainty for concepts that are not predefined in the models
of the water suppliers (e.g., dispersion models) would be too time-consuming for
the practical use.
2. In this work, model outcome uncertainty is dominated by parameter uncertainty.
For instance, uncertainty in ambient flow direction causes large uncertainty in the
location of a contaminant plume. Then, for water suppliers, it is more important
to identify the possible contaminated area than possible tailing in contaminant
breakthrough curves due to different dispersion models.
Therefore, context and model uncertainty is not within the scope of this work. By only
considering parameter uncertainty, I assume that all used mathematical equations are
sufficiently close to the real processes that govern the system so that models predict
the real physical states of the systems reasonably well. The parameters I considered as
uncertain are
• the permeability field (heterogeneity concepts: layering, zonations, and geostatis-
tics),
• boundary conditions of flow and transport,
• sink and source terms, and
• transport relevant parameters.
A detailed description of how I considered uncertainty can be found in the relevant
sections (Sections 3.5 and 6.3).
When discussing uncertainty, I also follow the terminology of Walker et al. (2003) [169]
regarding the uncertainty level. They distinguish between three types of uncertainty
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levels: statistical uncertainty, scenario uncertainty, and recognized ignorance. Statistical
uncertainties can be described by probability distributions and hence are quantifiable.
Scenario uncertainty does not have a known probability distribution, but its effects
can be investigated by making assumptions about the uncertain parameters to create
possible scenarios: scenario uncertainty can describe possibilities but without assigned
probabilities. Recognized ignorance contains uncertainty that is known to exist but
ignored because neither probability distributions are known nor the behavior such
that useful assumptions can be made to express it as scenario uncertainty. These three
uncertainty levels are bracketed by the two extrema of determinism, where everything
is known, and total ignorance, where it is unknown what is unknown. With the term
uncertainty, I refer to scenario uncertainty unless specified otherwise.
2.5 Uncertainty Quantification with Monte-Carlo
Methods
In the field of uncertainty quantification, Monte-Carlo (MC) methods are often used
to analyze the statistical distribution of a deterministic model outcome. While the
idea of MC methods is dating back to the Babylonian era [72], Metropolis and
Ulam (1949) [116] labeled it and established a systematic use. The basic idea of MC
methods is to run a model multiple times with random but equally likely model input
parameters and so approximate the distribution of the model outcome. Each set of in-
put parameters is called MC experiment and the model outcomes are called realizations.
Then, the distribution of realizations can be analyzed statistically. Many different MC
methods exist, which mostly differ in the sampling rule of the model input parameters
[e.g., 137]. The three main steps of MC methods are:
1. Input parameter set: Multiple sets of input parameters have to be generated,
based on the distribution of the input parameters, and based on a specified sam-
pling rule.
2. Model run: Each parameter set triggers a (deterministic) model run.
3. Statistical analysis: The set of realizations is evaluated via, e.g., histograms or
probability density estimators.
MC methods are computationally expensive and they require a large number of real-
izations for a good approximation of the model outcome distribution. However, they
are intuitive, easy to implement, and independent of the model.
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2.6 Optimization
The following introduction to optimization problems is based on the work of Zitzler
et al. (2004) [181] and on the book of Talbi (2009) [157]. In general, an optimization
problem is the search for the best solution according to a certain criterion from all fea-
sible solutions within the search spaceΩ. Mathematically, the criterion can be expressed
as an objective function f that maps possible solutions from the search space Ω to the
objective space Y:
f : Ω→ Y . (2.17)
The outcome of f is an objective vector y = (y1, y2, . . . , ym) ∈ Y . The challenge is to find
a solution x = (x1, x2, . . . , xn) ∈ Ω such that f (x) is either minimal or maximal. In
the following, all problems are defined as minimization problems. That is, the global
optimum x∗ ∈ Ω satisfies the following constraint:
∀x ∈ Ω , f (x∗) ≤ f (x) . (2.18)
In the case that Y is a subset of the real numbers (Y ⊆ R), the problem is a standard
single-objective optimization problem with a scalar-valued objective function f . Al-
though there might be more than one optimal solution, Equation 2.18 can be fulfilled
because all optimal solution vectors x are mapped to the same scalar objective value y.
If the objective function f consists of multiple sub-functions f and Y ⊆ Rm with m > 1,
the problem is called a multi-objective optimization problem. Then, optimal solutions x
might be mapped to different objective vectors y such that a global optimum is not
necessarily existent. In this case, the comparison of two solutions x1 and x2 is more
complex and follows the principle of Pareto dominance [128]: the assigned objective
vector y1 dominates y2 if no component of y1 is greater (less good) than a component
of y2 and at least one component of y1 is smaller (better). Mathematically, this domi-
nance is expressed as y1 ≺ y2. In this case, solution x1 is said to dominate solution x2.
Solutions that are not dominated by any other solution x ∈ Ω are called non-dominated
solutions or Pareto-optimal solutions. The Pareto set contains all Pareto-optimal solutions
and is a subset of the search spaceΩ. The Pareto front is the image of the Pareto-optimal
solutions in the objective space and is a subset of the objective space Y.
There are two main classes of optimization models to formulate and solve the opti-
mization problems: linear programming (LP) and nonlinear programming (NLP). Further,
these models can be divided into continuous problems and discrete problems, as well as
low-dimensional problems and high-dimensional problems.
Linear programming is a model where the objective function, as well as the constraints
of the optimization problem, are both linear. LP is relatively easy to solve and there
are efficient and exact optimization algorithms (e.g., the simplex algorithm [29]). The
beauty of LP is that the search space (determined by the constraints) and the objective
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Figure 2.2: Two-dimensional Pareto-front for two objective functions. The Pareto front
is a set of non-dominated solutions (red spheres) and dominates all solutions that are
not Pareto optimal (dominated solutions in black/gray). The color of the dominated
solutions changes from black to transparent gray regarding their distance towards the
Pareto front.
function are convex. Hence, either the global optimum can be found on the contact
point between objective function and the search space Ω, or the objective function is
parallel to the edge of the search space Ω and each found optimum is a global opti-
mum.
Problems with a nonlinear objective function and/or nonlinear constraints have to be
solved with nonlinear programming. The search space Ω of NLP problems is a subset
of Rn where n is the number of modifiable influencing parameters of the problem.
For low-dimensional problems, n is small, while for high dimensional problems n is
a large number. An example of a low-dimensional problem is the optimization of a
flight trajectory of a cannonball: for covering the longest possible distance, one can
only modifying the shooting angle (n = 1). An example of high-dimensional problems
is the optimization of a monitoring network with a large number of possible locations
for monitoring wells.
Continuous optimization problems differ from discrete problems in the composition of
the search space Ω. Continuous problems are related to continuous search spaces, i.e.,
the number of solutions is infinite. Discrete problems are often combinatorial problems
and are based on a finite set of solutions, although the number of solutions might run
towards infinity for large problems.
The choice of the best optimization algorithm to solve the problem depends on the
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optimization problem itself (following the No Free Lunch theorem by Wolpert (1995,
1997) [177, 178]). For instance, efficient and exact algorithms exist for a continuous,
quadratic, convex problem [e.g., in 125]. However, for NLP, it is often unknown
whether a problem is convex or not. Thus, many local optima might exist and the
search for a global optimum is computational very expensive. Then, so-called meta-
heuristics come into play that do not aim to find the global optimum, but a sufficiently
good approximation. In the following section, I will give a brief overview of common
optimization methods with a focus on meta-heuristics.
2.6.1 Optimization Techniques and Optimization Algorithms
The easiest optimization problems are posed by differentiable functions with a closed-
form expression of the derivative. To solve such problems, the first derivative locates
the extrema and the second derivative defines whether these extrema are local maxima
or minima To find the global optimum, local optima just have to be compared.
Functions that are differentiable but do not have a closed-form derivative cannot be
optimized analytically. When it is known a priori that the problem has a global opti-
mum but no local optima (e.g., in convex problems), gradient-based optimization methods
are a good choice to apply. For gradient-based methods, it is not important to know
the function to be optimized in an explicit way. However, the function value and the
gradient at each point has to be calculable. Then, these methods start from an arbitrary
point and always go in the direction of the negative slope.
These methods can also be applied to functions with local optima (e.g., non-convex
problems) but either the algorithms need modifications for being able to leave a local
optimum, or the search for the global optimum is done multiple times with random
starting points. As a result, the solution time for non-convex problems can be very
time consuming, especially for large problems. One of the most famous algorithms is
the Gradient Descent [e.g., in 107, here labeled as Gradient Ascent], which only uses the
information of the first derivative. Modifying the Gradient Descent method using also
the second derivative results in the well-known Newton Method [e.g., 38].
Large-size non-convex problems can be tackled by meta-heuristics. Although there is
no guarantee that they will find the global optimum, it has already been shown that
they are very efficient and effective. That is, they approximate the global optimum
in an acceptable time. Many classifications of meta-heuristics exist, e.g., deterministic
and stochastic search, or population-based and single-solution based search.
The Simulated Annealing algorithm [24, 85] can be classified as a stochastic and single-
solution based search. Stochastic, because the algorithm uses partially randomized
decisions in its rules towards the optimal solution, and single-solution based, because
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at the same time the algorithm considers only one possible solution. Simulating An-
nealing is based on the so-called Hill-Climbing Algorithm, which tests solutions around
the current solution and replaces the current solution when a better one is found in
the neighborhood. Simulated Annealing differs from the Hill-Climbing algorithm at
the replacement step of the current solution: Simulated Annealing always replaces the
current solution if the new solution is better. If the new solution is worse, the cur-
rent solution will be replaced with a certain probability that depends on the difference
between the current and the new solution, and a parameter t. Initially, t has a high
value, but over iterations, t decreases (t can be seen as temperature what also explains
the name of this algorithm: the temperature cools down (anneals) over time). A high
value in t means that the probability of accepting worse solutions is high and the al-
gorithm randomly explores the search space. Contrary, a decreasing t means that the
acceptance rate decreases and the algorithm exploits the current region of the search
space.
Differently to Simulated Annealing, the algorithm Tabu Search by Glover (1986) [62],
also contains memory of the search process. That is, Tabu Search includes a list of
solution candidates the algorithm already explored and refuses to get back to these
solutions. Consequently, Tabu Search only works for discrete problems, otherwise,
the memorized Tabu-list would be infinite, and therefore useless. Candidate solutions
within this list are released after a certain optimization time or a certain number of
iteration steps. This list enables the algorithm to leave local optima by forcing it to ex-
plore neighboring regions that might be worse but in the direction of a better solution.
Extensions of this algorithm include different memory lists, e.g., to avoid the loss of al-
ready found good solutions, and to provide a diverse search that supports a sufficient
degree of exploration.
Population-based meta-heuristics explore the search space simultaneously with many
solution candidates. These solution candidates communicate among each other and use
swarm intelligence to find the optimal solution. Examples of popular algorithms are
the Ant Colony Optimization (ACO) [43], the Particle Swarm Optimization (PSO) [83], and
Evolutionary algorithms (EAs).
ACO is based on the efficiency of an ant colony to find the shortest way to a food
source. An obstacle that is between the ants and the source must be bypassed, either
clockwise, or counter-clockwise. In the beginning, the probability for both sides is the
same. If one of the two ways is shorter, over time, the shorter way enables the ants to
be faster in collecting the food and the shorter trail is used more often. After a while,
the shortcut is full of pheromones, a substance ants are using for communicating and
the other ants will also use the shortcut. Thus, to apply ACO, optimization problems
have to be formulated as pathways.
PSO is based on fish schools or bird flocks that search for good food places. Each par-
ticle (fish or bird) represents a solution candidate of the optimization problem and all
22 Fundamentals
particles explore the search space. The individual change in their locations within the
search space follows rules that consider (1) the position of the best solution each indi-
vidual particle has discovered yet, (2) the position of the best solution the neighboring
particles have discovered yet, and (3) the position of the best solution all particles have
discovered yet. Together, the particle swarm is moving towards the optimal solution.
EAs are optimization methods that are based on natural evolution. Research on EAs
within the last few decades has shown that they can handle large and complex search
spaces and are easily and successfully adaptable to multi-objective problems. Thus,
EAs designed for solving multi-objective optimization problems are called multi-
objective evolutionary algorithms (MOEAs). In this thesis, I use an MOEA to solve
the optimization problem. Many studies have shown that MOEAs can handle chal-
lenging optimization problems [see reviews of 109, 124]. In the following section, the
principle of MOEAs is introduced more into detail. This introduction is based on the
tutorial of Zitzler et al. (2004) [181].
2.6.2 Multi-Objective Evolutionary Algorithm - MOEA
As already mentioned above, MOEAs are evolutionary algorithms designed for solv-
ing multi-objective optimization problems. They are population-based meta-heuristics
and explore the search space with many candidate solutions. The main principles of
MOEAs are selection and variation. Selection describes the competition for reproduction
and resources, whereas variation describes the creation of new individuals by recombi-
nation and mutation. In MOEAs, an individual is a solution candidate of the optimiza-
tion problem and a set of individuals are called population. The selection process is
separated into two different selections: the mating selection and the environmental se-
lection. While mating selection can roughly be described as a selection process due to
assertiveness, the environmental selection is often described as survival of the fittest.
Mating selection is separated into two phases. First, the fitness of all individuals of the
population is determined by the objective functions (i.e., their quality). Second, the
mating pool is created by a sampling rule that selects the individuals regarding their fit-
ness. An often used sampling rule is the so-called tournament selection, where a certain
number of individuals is randomly drawn from the population and the individuals
are compared by their fitness. The winner of the tournament becomes a member of the
mating pool. By doing many tournaments, one obtains a mating pool with many fit
solutions.
The mating pool (also called parent population) is treated by variation operators that
usually are members of the two overall classes recombination and mutation. While
recombination creates a predefined number of new individuals (called children and
children population) by combining parts of a certain number of old individuals of the
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parent population (called parents), mutation modifies individuals by changing small
parts of them.
The environmental selection determines the composition of the new population by
selecting individuals from the old, parent and children population. That is, MOEAs
have a generational memory that stores the currently best approximation of the Pareto
set and contains information that evolves over generations.
The procedure of MOEAs is illustrated in Figure 2.3: First, an initial population is cre-
ated, either randomly or predefined with expert knowledge. Second, the basic steps
explained above are iterated in a loop (mating selection, variation, environmental se-
lection). Each loop iteration is called a generation. The goal of an MOEA is to find the
best approximation of the Pareto set (i.e., to minimize the distance of the approxima-
tion set to the Pareto set) and to cover the complete Pareto set (i.e., to maximize the
diversity of the approximation set). That is, the goal of an MOEA is multi-objective
itself: proximity and diversity. Proximity is mainly related to the mating selection. A
good choice of parent population pushes the search of optimal solutions in the right
direction. Diversity is related to selection in general. For instance, a selection opera-
tor that only draws the same solution from a population leads to no diversity. Both
goals, diversity and proximity, are also influenced by the so-called elitism, a term that
describes how to prevent the loss of solutions from the currently best approximation
set. In the following, I introduce strategies to improve the optimization quality (i.e.,
diversity and proximity) and speed.
Fitness Assignment The fitness assignment of MOEAs can be classified into three ba-
sic categories: the aggregation-based, the criterion-based and the Pareto-based strate-
gies. While the aggregation-based strategies aggregate the objective functions to a sin-
gle fitness function (e.g., via a weighted mean with randomly drawn weights such
that each individual has a different direction [71, 79]), criterion-based methods just
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Figure 2.3: Sketch of an MOEA. An optimization run starts with the initial population,
followed by the illustrated iterative loop. The iteration is called generation.
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use one single objective-function value to assign a fitness value to each individual
[e.g., 101, 142]. Goldberg (1989) [63] introduced first Pareto-based strategies, where
the fitness of each individual is related to Pareto dominance. Three main approaches
evolved from this basis: the dominance rank [58] that is related to the number of indi-
viduals which dominate the assessed individual, the dominance count that is related to
the number of individuals that are dominated by the assessed individual, and the dom-
inance depth where the current population is subdivided into several fronts (the best is
the current approximation of the Pareto front) and the rank is the actual front number
[e.g., 33, 152].
Elitism Elitism is an approach that prevents the loss of good solutions due to ran-
dom effects during the optimization. An often used concept to avoid this loss is using
an archive. It serves as an external storage and contains all non-dominated solutions
and, in some cases, also promising but dominated solutions. Especially for continu-
ous problems, storage problems might occur. Thus, dominance criteria (cf. paragraph
above) and density criteria (cf. paragraph below) are applied to reduce the number of
solutions kept in the archive.
Diversity Preservation In multi-objective optimization problems, maximizing diver-
sity is important, as the optimal result is not a single solution but a multi-dimensional
Pareto front. The basis for most approaches to increase diversity is to acknowledge
density information of the population during the selection process. That is, the proba-
bility for an individual to be selected decreases when this individual has many neigh-
boring solutions. The density is mostly evaluated in the objective space. Methods for
density estimation include kernel methods (e.g., used in NSGA [152]) and nearest neigh-
bor methods (e.g., clustering in SPEA2 [182]). Basic methods for density estimation can
be found in Silverman (1986) [147]. They have in common that each solution must
be compared with all other solutions. Two different approaches are the crowding dis-
tance (used in the NSGA-II [33, 36]) and the e-dominance archive [introduced in 103]
(a variation is called e-box dominance archive [e.g., 35, 94]). The crowding distance esti-
mates the density of solutions surrounding a particular solution only on the same front
(dominance depth). The e-box dominance archive discretizes the objective space into
hyperboxes (e-boxes with the side-length e). In each e-box, only the non-dominated
solution remains (the solution closest to the lower-left corner in a minimization prob-
lem). Afterwards, dominance is related to e-boxes and their lower-left corner.
Crossover and Mutation Operators As already mentioned above, the variation step
in MOEAs is based on crossover- and mutation-operators. Often used operators are
the Simulated Binary Crossover [32], Unimodal Normal Distribution Crossover [86], Sim-
plex Crossover [162], Polynomial Mutation [32] and Uniform Mutation. These operators
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explore the search space of the optimization problem differently. Thus, an adaptive
probability-based use of them is recommended [e.g., 168, 69]. The probability of be-
ing applied to the individuals is related to the number of produced solutions by each
operator within the archive. That is, good performing operators are more likely to be
applied again.
Steady-State e-MOEA Deb et al. (2003) [35] introduced a steady-state e-MOEA that
follows the idea of an e-box dominance archive and differs from classical generational
MOEAs in the selection process for the mating. Instead of having just one population
that evolves over the generations, a steady-state MOEA consist of two populations,
the EA population, and the archive population. The mating happens between two
solutions from each population and their sizes remain constant. The archive size is
predefined by the number of e-boxes. Details about the selection process and further
improvements can be found in Deb et al. (2003) [35], Kollat and Reed (2007) [94], and
Hadka and Reed (2013) [69].
2.7 Metrics in Multi-Objective Optimization
Performance metrics evaluate solution strategies of optimization problems. For single-
objective optimization problems, the value of the objective function can be used di-
rectly as a measure of quality: the smaller the objective value (in a minimization prob-
lem), the better the solution. However, unlike single-objective optimization, the qual-
ity of an approximation set from a multi-objective optimization cannot be evaluated
easily. Although the concept of Pareto optimality defines whether a solution is non-
dominated and belongs to the approximation set or not, it becomes more complex
to compare the quality of two different approximation sets. For instance, approxi-
mation set A could have a good proximity but is not diverse, while set B might be
worse in proximity but good in diversity. Thus, the principle of Pareto optimality
cannot be used as metric to test whether approximation set A is preferred over set B.
An overview of existing methods to measure the performance of multi-objective op-
timization strategies can be found in Deb (2001) [31], Knowles and Corne (2002) [89],
and Zitzler et al. (2003) [183]. Zitzler et al. (2003) [183] showed that optimization prob-
lems need at least as many performance metrics as the number of objective functions
the problem has, in order to compare two approximation sets unambiguously. How-
ever, the main objectives of MOEAs are proximity and diversity of the approximation
set [e.g., 23, 37]. Therefore, I introduce three performance metrics that focus especially
on diversity and proximity: generational distance, hypervolume, and additive e-indicator.
Since the real Pareto front (PF) is usually not known, the approximation sets (AS)
are compared with a reference set (RS), which is the best set of solutions known at
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this time. The following explanations and notations are based on the paper of Reed
et al. (2013) [134].
(1) (2)
(3) (4)
Figure 2.4: Metrics to measure the quality of an approximation set. Multi-objective
problem with two objective functions (vertical and horizontal axes). Dashed line: Ref-
erence set. Black dots: Approximation set. (1): Reference set and a good approxima-
tion set. (2): Generational distance of an approximation set with a gap. The missing
solutions are marked in gray. The Euclidean distance from the approximation-set so-
lutions to the reference set is illustrated as black lines. The gap has no influence on
this indicator. Its value only increases slightly due to the quality of the worse solution.
Thus, it is an indicator only for proximity. (3): The additive e-indicator is the distance
of the worst solution to the nearest solution of the reference set (illustrated as the black
line). A small value means that the approximation set is good in all of its solutions and
hence it is consistent. (4): The hypervolume (shaded area) measures the volume that is
covered by the approximation set. A bad diversity/proximity decrease the hypervol-
ume and hence it is a measure of both proximity and diversity. This figure is based on
the illustration of Hadka and Reed (2012) [68].
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Generational Distance The generational distance [e.g., 165, 166] (sub-figure (2) in
Figure 2.4) measures the average Euclidean distance of the approximation-set solu-
tions to the nearest solutions of the reference set. This proximity is represented by the
indicator IG, calculated as follows:
IG (AS, RS) =
√
∑x∈AS d2x
NASS
(2.19)
with
dx = min
y∈RS
√√√√NOF∑
i=1
( fi (x)− fi (y))2 .
Here, NASS is the number of solutions within the approximation set, NOF is the number
of objective functions, dx is the minimum Euclidean distance between the solutions
of the approximation set (x) and the reference set (y), and fi, i ∈ NOF is the set of
objective functions.
Additive e-Indicator The additive e-indicator [183] (sub-figure (3) in Figure 2.4) is
neither a good measure for proximity nor for diversity, but for consistency [68]. It mea-
sures the smallest distance an approximation set has to move towards the reference set
such that all solutions of the reference set would be dominated by the approximation
set. This distance is given by the worst approximation-set solution, i.e., the distance
that the solution is required to "improve" in order to dominate its nearest neighbor
solution of the reference set:
Ie (AS, RS) = max
y∈RS
min
x∈AS
max
1≤i≤NOF
( fi (x)− fi (y)) . (2.20)
However, additive e-indicator is very sensitive to gaps within the approximation set
because gaps dramatically increase the worst distance, even when the rest of the ap-
proximation set might have a good proximity.
Hypervolume The hypervolume [183] (sub-figure (4) in Figure 2.4) is a measure for
proximity and diversity. It measures the volume of the dominated objective space by
the approximation set. As the hypervolume is the result of a volume integral
∫
V , it is
computationally expensive to calculate. Hypervolume indicator IH is the hypervolume
of the approximation set normalized by the hypervolume of the reference set:
IH (AS, RS) =
∫
V αAS (x) dx∫
V αRS (y) dy
(2.21)
with
αAS (x) =
{
1 if ∃ z ∈ AS such that z  x
0 otherwise
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and αRS (y) likewise. That is, α (·) contains the dominated objective space. The hy-
pervolume indicator gives a good impression of the quality of an approximation set
because it combines proximity and diversity such that good performance in IH means
that the approximation set is diverse and converged.
Chapter 3
The Optimization Problem: Reliable
Early-Warning Monitoring
Most of the content of this chapter has been published in the Journal TRANSPORT IN
POROUS MEDIA under the title Optimization for Early-Warning Monitoring Networks in
Well Catchments Should Be Multi-objective, Risk-Prioritized and Robust Against Uncertainty
[19]. I am reusing parts of the text and figures from this publication by the kind per-
mission of the publisher Springer.
As stated in Chapter 1, groundwater abstraction wells are commonly protected by
zones of restricted land use. Such wellhead protection areas typically do not cover the
entire well catchment, and numerous possible contamination sources that are within
the catchment remain uncovered. Each of them could release contaminants at any time
that could hit the well sooner or later and put the quality of supplied water at risk.
In this context, it seems fortunate that most well catchments are equipped with mon-
itoring networks (at least in countries like Germany and Denmark). Such networks,
however, often grew historically while following diverse purposes that changed with
time, e.g., monitoring the groundwater level, or identifying the shape of existing con-
tamination plumes. Thus, they are often inadequate (or at least suboptimal) as reliable
and cost-efficient risk control mechanism according to modern standards. A priori-
tization according to the severity of the perceived risk is sometimes done implicitly
(through adding monitoring wells to monitor the possible contamination sources that
are currently perceived as the most severe ones), but seldom in a coordinated fash-
ion. In such situations, a re-optimization of the existing monitoring networks is advis-
able. Contrary, there are well catchments in other countries without any monitoring
networks for controlling possible contamination sources. The absence of monitoring
networks often coincides with the absence of corresponding budgets or regulations.
However, this is in sharp contrast with the recommendation of the World Health Or-
ganization to use a risk control structure [30]. To initialize cost-minimal risk control in
such cases, again, optimization of monitoring networks is advisable. Thus, in any case,
one could achieve or increase effectiveness and cost efficiency of monitoring-based risk
control through formal, risk-prioritized optimization.
When optimizing monitoring networks for such purposes, it is apparent that the goals
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of monitoring are manifold and often competing [e.g., 136]. In the current context, they
should include at least the following three objectives:
1. to reliably detect contaminant spills for a reliable risk-control level,
2. to detect new contaminant spills as early as possible after they have occurred,
because countermeasures such as installing additional water treatment steps re-
quire time for implementation, and
3. to minimize costs for installation and operation of the monitoring network.
In the following, I will call these three objectives detection probability, early-warning time,
and costs. It is intuitive that these objectives are partly competing (a cost-efficient mon-
itoring network cannot offer a high detection probability and a long early-warning
time). Hence, concepts of multi-objective optimization are appropriate [e.g., 110].
To reliably monitor possible contamination sources under uncertain conditions, sce-
nario analyses or Monte-Carlo simulation should be used to cover predictive uncer-
tainty. Probabilistic coverage of uncertainty in predicting the yet non-existent contam-
inant transport from the possible contamination sources is substantial. Appropriate
treatment of uncertainty and a corresponding formulation of the multi-objective opti-
mization problem will make the optimization results robust against considered uncer-
tainty.
In this chapter, I introduce the optimization problem. Here, the primary focus is on
developing the objective functions, i.e., the mathematical translation of the objectives.
With this intention, I begin with defining the requirements the transport simulation
has to meet (Section 3.1). On this basis, I can formulate problem-specific objective
functions (Section 3.2). In Section 3.3, I classify the optimization problem according to
well-known problem classes and I show in Section 3.4 how to extend the optimization
problem for uncertain conditions. In Section 3.5, I introduce two test cases that I will
use as benchmark through the entire work. Finally, in Section 3.6, I will show and
exemplarily discuss selected results for monitoring network optimization.
3.1 Model Setup
The optimization approach assumes that a sufficiently well-calibrated simulator for
flow and transport in the well catchment is available. The extension to account for
parameter uncertainty will be discussed in Section 3.4. In practical applications, such
a simulator will typically solve the groundwater flow equation at steady state, and
the advection-dispersion equation for contaminant transport (cf. Section 2.1). We also
assume that there is a list of known possible contamination sources that typically in-
cludes, e.g., housing areas with oil tanks, sewer systems and wastewater treatment
plants, industrial sites, and so forth.
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First, we discretize the catchment area (model domain) with a fine spatial mesh of
possible monitoring well locations Mj, j = 1, . . . , nM. For each possible location,
the drilling costs should be known, or at least estimable. All possible contamination
sources Ri, i = 1, . . . , nR within the model domain are relevant in the following. We
assume that conservative estimates of contaminant mass mi in case of spill events are
available for each possible contamination source Ri, and that the corresponding chem-
ical detection limit cdeti is known.
Second, starting from the possible contamination sources, we solve instantaneous-
release forward transport problems to simulate the contaminant plumes that would
emerge in case a possible contamination source actually released contaminants into the
subsurface. Following the discussion of risk estimation in well catchments in Enzen-
hoefer et al. (2015) [50], we distinguish the different spatial extent of possible contami-
nation sources (e.g., point sources, line sources and areal sources versus point sources
with uncertain position along a line or within an area) through corresponding source
geometries. From all these transport simulations, we store the following data:
δij =

1 a contamination released at possible contamination source Ri
exceeds the detection limit cdeti at monitoring candidate
location Mj
0 no detectable concentration at Mj.
(3.1)
If δij = 1, we can also obtain the travel time τdetij between contaminant release at
possible contamination source Ri and first exceedance of the detection limit cdeti at
monitoring-well candidate Mj. We also extract a travel time τi,well that marks the first
arrival of a critical concentration ccriti at the production well. The difference yields the
respective early-warning time tij:
tij =
{
max
(
τi,well − τdetij , 0
)
early-warning time
(
if δij = 1
)
0 no early warning
(
δij = 0
)
.
(3.2)
Further, we extract the duration ∆tvisij for which the contaminant plume from possible
contamination source Ri is visible at a monitoring-well candidate Mj, i.e., the duration
for which the simulated plume from Ri exceeds the detection limit cdeti at the position
of Mj.
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3.2 Optimization Problem Formulation
I formulate the multi-objective optimization problem at hand as follows:
dopt = arg min
d∈D
[ fdet, fwarn, fcost] . (3.3)
Here, dopt is the optimal set of decision variables d, which characterize the planned
monitoring system (e.g., number and positions of monitoring wells, filtering depth
and screened window, frequency of sampling). D is the space of permitted designs
(e.g., restricted to accessible positions within the catchment, maximum admissible in-
stallation and operation costs), and fdet, fwarn, and fcost are the objective functions that
assign goal attainment levels to each design d ∈ D. These three objective functions are
explained in the following.
I formulate each objective as a minimization problem, i.e., fdet is the probability of not
detecting any of the emitted plumes, fwarn evaluates the time lost between contaminant
spill and detection, and fcost specifies the costs of installation and operation. Further-
more, I normalize all objective functions to the interval [0, 1], such that the theoretical
optimal value in all individual objectives is zero. While fdet falls between zero and one
by definition, I express fwarn through a utility function that I chose to be normalized to
that interval, and I normalize the costs function fcost through division by a maximum
admissible cost value.
3.2.1 Detection Probability
The values δij from Equation 3.1 express, which contaminant plumes from the possible
contamination sources Ri can in principle be detected by the monitoring wells Mj.
However, the monitoring wells are only sampled in time intervals of ∆tsamplej while
the plumes exceed the detectable concentration cdeti only for a duration ∆t
vis
ij . This
fact causes a probability that a plume may pass unnoticed through a monitoring well
position due to unfortunate timing. To account for this effect, I adjust from δij to a
probability of detection Pdetij as follows:
Pdetij (d) = min
 ∆tvisij
∆tsamplej (d)
, 1
 · δij . (3.4)
The aggregation of the obtained probabilities Pdetij over all possible contamination
sources Ri, i = 1 . . . nR and over all monitoring wells suggested from the candidates
Mj, j = 1 . . . nM by any given design d is multi-objective itself and will be discussed in
Section 3.2.4.
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3.2.2 Early-Warning Time
Early-warning time in context of supply-well protection is the time period between
the first detection of a groundwater contaminant and its arrival time at the production
wells. In other words, it is the remaining time for water suppliers to install coun-
termeasures against the imminent contamination. Hence, a sufficiently long early-
warning time for each possible contamination sources is desirable. Nonetheless, for
the optimization, a simple linear relation between individual early-warning time val-
ues and the overall early-warning performance of a monitoring network is not suitable:
the achievable early-warning time values for different possible contamination sources
may vary between none and several decades, and an increase in early-warning time of
remote sources is less valuable for water suppliers as an increase for close sources.
Therefore, I use a non-linear utility function Ui (t) (see Figure 3.1) for each possible
contamination source Ri (illustrated by the different solid black lines). The utility Ui (t)
is normalized by the individual maximum achievable early-warning time tˆmaxi that is
defined through the travel time τi,well from possible contamination source Ri to the
production wells. A monitoring network that can achieve tˆmaxi as early-warning time
obtains a utility of one for source Ri. This specification serves to ensure that a monitor-
ing well that achieves the maximum possible early-warning time for source Ri is rated
with the maximum possible utility value.
Short early-warning times for supply-well contaminations are critical for a reliable
freshwater production and each increment of these early-warning times can be very
valuable. Short early-warning times can either be related to possible contamination
sources close to the production wells or they are caused by a bad performance of the
monitoring well. To distinguish these two scenarios, I introduce a user-defined mini-
mum desirable early-warning time tˆmin and a corresponding early-warning time utility
uˆmin that determines the benefit of tˆmin. tˆmin defines whether an early-warning time is
critical (orange and red area in Figure 3.1) and uˆmin defines whether the performance
of a monitoring well is bad (red area in Figure 3.1). That is, the larger uˆmin, the steeper
Ui
(
t ≤ tˆmin), and the larger the increase in utility for extended early-warning times to-
wards the maximum achievable early-warning time for possible contamination source
Ri. If the travel time τi,well is larger than a user-defined maximum desirable early-
warning time tˆmax, tˆmaxi is set to tˆ
max, such that longer early-warning times have no
additional benefit for the water supplier (green area in Figure 3.1). In other words,
tˆmax is the maximum still useful early-warning time and monitoring wells within the
green area provide maximum utility. The performances of monitoring wells within
the yellow area in Figure 3.1 are between sufficient and very good. These monitoring
wells can reach large early-warning times and high utility values. Usually, from tˆmin
to tˆmax, the utility should grow slower compared to the utility of the orange/red area.
Early-warning times within this corridor still feature an increasing early-warning time
utility, but these extension are less important and can be seen as an extra benefit.
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Summarized, for remote possible contamination sources, monitoring wells should fall
into the green or the yellow area. Close possible contamination sources with short
travel times towards the production wells should be monitored as early as possible
(orange area). In either case, the red area should be avoided by monitoring wells.
Technically, I assign U(t = 0) = 0, U(t = tˆmin) = uˆmin and U(t ≥ tˆmax) = 1. This
yields as utility function:
Ui (t) =

1 ∀t : t ≥ tˆmax
(1−uˆmin)·(t−tˆmaxi )
tˆmaxi −tˆmin
+ 1 ∀t : tˆmin ≤ t ≤ tˆmaxi ∧ tˆmaxi < tˆ
min
uˆmin
t
tˆmaxi
∀t : t ≤ tˆmin ∨ tˆmaxi ≥ tˆ
min
uˆmin .
(3.5)
Changes in all three user-defined values (uˆmin, tˆmin, and tˆmax) might influence the final
results more or less distinctively. For instance, uˆmin defines the steepness of the utility-
curve between 0 and tˆmin. Therefore, it can be seen as a catchment-specific weighting
factor for early or late detection, hence it needs to be chosen carefully.
3.2.3 Costs
The objective function for costs, fcost, is a summation of predefined and predictable
costs, like depth-specific drilling costs that are spatially variable, and operation costs
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Figure 3.1: Case-specific utility function Ui(t) for early warning defined in Equa-
tion 3.5. Each solid line represents the utility as a function of early-warning time of
possible contamination sources that differ in τi,well. The colors represent four different
characteristic areas of this function.
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that are composed of costs per sampling round within a given budget period:
fcost =
NC
∑
l
Cl , (3.6)
with NC different expenses Cl [AC]. Consequential costs are not included. Examples for
consequential costs are costs due to a shut down of production wells as consequence of
exceeding a threshold concentration, or high remediation costs due to a late detection
of a contamination and a large contaminated area. Since some consequential costs can
be extremely high, they are a strong motivation for installing reliable early-warning
monitoring networks. However, a consequential-cost function would complicate the
optimization problem dramatically and economic models would need to be added to
forecast potential financial damages. These are two reasons why consequential costs
are not considered in this work, but the extension would be technically straightfor-
ward: they could be incorporated as separate objective functions without influencing
any other implementations discussed here.
3.2.4 Evaluation of a Monitoring Network - Aggregation Rules
For any given design d, there is a list Ld of monitoring wells to be installed. From that
list, several monitoring wells Mj, j ∈ Ld could have non-zero detection probabilities
Pdetij for any of the given possible contamination sources Ri. However, these monitoring
wells could differ in early-warning time and detection probability, and we need to de-
fine a rule how to identify a unique value for detection probability and early-warning
utility for each possible contamination source Ri. We need such a rule to avoid that
the monitoring wells have to be sampled for the whole list of possible contaminants
(alternatively, this could also be solved by optimization).
There is no general rule that the monitoring well with the best early-warning time for
a possible contamination source Ri will automatically have the best value in detection
probability for this Ri. As a rule to identify a unique monitoring well per possible
contamination source when rating the network performance, I use a method of best
compromise. That means, I select the one monitoring well position Mj for the possible
contamination source Ri out of the list Ld that maximizes the product of detection
probability and early-warning time tij:
`i = arg max
j∈Ld
[
Pdetij tij
]
. (3.7)
Finally, I average the values of Pdetij with j = `i over all possible contamination sources
Ri to obtain the overall detection probability Pdetd of the monitoring network and de-
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fine:
fdet (d) = 1− 1nR
nR
∑
i=1
Pdeti`i︸ ︷︷ ︸
Pdetd
. (3.8)
As argued in Section 3.2.2, the achievable early-warning time values for different pos-
sible contamination sources may vary between none and several decades, such that a
simple linear relation between individual early-warning time values and the overall
early-warning performance of the monitoring network is not suitable. Instead, I work
with a non-linear utility function Ui
(
tij
)
. Thus, in analogy to fdet, I define:
fwarn (d) = 1− 1nR
nR
∑
i=1
Ui
(
ti`i
)
︸ ︷︷ ︸
Uwarnd
, (3.9)
where Uwarnd is the overall early-warning utility of the monitoring network defined by
d.
3.3 Classification of the Optimization Problem
After formulating the optimization problem, it can be classified using the terms defined
in Section 2.6. The optimization problem is based on a finite search space that contains
all combinations of potential monitoring well locations (cf. Section 3.1), hence it is a
discrete combinatorial problem. The problem is high dimensional: each possible monitor-
ing well location has the potential to influence the outcome of the optimization (at least
changes in cost function). It is a multi-objective optimization problem with three compet-
ing objectives with the objective functions defined above. The objective functions are
highly non-linear and the problem is very likely non-convex. The problem formulation
is yet deterministic. However, it can easily be extended to a stochastic optimization
problem (considering uncertainty), as I will present in the following section.
3.4 Considering Uncertainty for Reliable Monitoring
Networks
The objective functions fdet and fwarn use the simulation-based data specified in Sec-
tion 3.1. Hence, they rely on model-based predictions about flow and transport in
the catchment, which are subject to uncertainty. The uncertainty arises from many
sources, but I only focus on parameter uncertainty (as I discussed in Section 2.4),
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which includes the description of flow boundary conditions. Uncertainty in transport
boundary-conditions is already considered by the possible contamination sources.
When not accounting for uncertainty, the optimized monitoring network would most
likely achieve a lower performance (when applied in practice) than predicted by the
optimization. Vice versa, accounting for uncertainty at least to some extent will make
the optimized monitoring networks robust against the considered parameter uncer-
tainty.
Thus, I propose to perform Monte-Carlo simulations if the pdfs of the considered un-
certain parameters are known, scenario analyses otherwise. Each scenario or Monte-
Carlo realization k, k = 1, . . . , nk yields its own values δijk, τdetijk , τik,well and ∆t
vis
ijk for the
quantities defined in Section 3.1. Then, we replace the affected objective functions fdet
and fwarn in Equation 3.3 by adequate statistics over the objective function values f
(k)
det
and f (k)warn obtained per realization:
dopt = arg min
d∈D
[
f˜det, f˜warn, fcost
]
, (3.10)
where f˜ could denote, e.g., the largest value or a high percentile (since the objective
functions are formulated for a minimization problem) or the arithmetic mean. The
expected value is a risk-neutral approach to optimization under uncertainty [e.g., 54],
while working with extremes or percentiles is a risk-averse and even more robust ap-
proach.
3.5 Benchmark
To demonstrate and discuss the proposed methods and approaches, I set up two syn-
thetic application scenarios as test cases. The first test case is inspired by typical models
used for well catchment management. It consists of a domain divided into a few zones
with different hydraulic conductivity values. I will refer to it as Z_Based from now on,
as zonation-based model. The second test case is abstracted from a real-world case
and captures key complexity of urban source water protection. Hence, I refer to it as
U_Protect in the following, as urban water protection.
Both test cases represent a single geological layer of an aquifer as a quasi-three-
dimensional domain (15,000m × 7,000m × 10m for Z_Based and 15,000m × 7,500m
× 10m for U_Protect). The regional flow direction is approximately from east to west,
defined through Dirichlet conditions at all domain boundaries. The prescribed bound-
ary values follow geometrically from a uniform gradient that is specified through its
absolute value and its orientation relative to the east-west axis. For simplification, all
possible contamination sources are assumed to be point sources with a pulse release of
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their contaminant. Each source is represented by 1000 particles released as point-like
and instantaneous injection (particles are injected within an area of 5× 5 m2). In the
following, I describe both test cases in detail.
3.5.1 Z_Based
As mentioned above, the model domain of Z_Based is divided into several different
hydraulic conductivity zones with the intention to reflect typical groundwater models
of water suppliers (e.g., developed with ModFlow). All relevant model parameters of
Z_Based are provided in Table 3.1, and a system sketch is shown in Figure 3.2. Near
the eastern boundary of the model domain, there is a gallery of 15 pumping wells with
50 meters spacing between neighboring wells. The figure also shows the location of
the considered possible contamination sources as red circles.
For covering the robustness aspect mentioned in Section 3.4, Z_Based works with four
different hydraulic scenarios (cf., Table 3.2) that differ in the strength of the regional
head gradient, in its orientation angle, and in the overall pumping rate of the well
gallery. These scenarios represent aspects of hydrological uncertainty. They do not
include the other sources of uncertainty listed in Section 2.4 to keep the application
scenario straightforward. The different scenarios yield travel times from the most dis-
tant possible contamination source to the well of up to 80 years. Again, for the sake of
simplicity, I assume conservative tracer transport. This assumption may seem crude,
but it is justifiable as a worst-case scenario for contaminant impact on the well, i.e.,
unretarded transport and no degradation.
I discretize the domain with rectangular, equispaced cells sized 10m × 10m × 10m
and simulate groundwater flow with the standard-Galerkin finite element code al-
ready used in Nowak et al. (2008) [127]. For all subsequent transport simulations, I
employ the Particle-Tracking Random Walk (PTRW) code used earlier by Enzenhoefer
et al. (2014) [51] and by Koch and Nowak (2014) [90]. I choose PTRW due to its ease of
implementation and its absence of numerical dispersion [e.g., 84, 102, 140].
Table 3.1: Transport-relevant parameters of Z_Based. The hydraulic conductivity value
provided here is the arithmetic mean of all zone-wise values.
Average
conductivity
K [m/s]
Porosity
n [−]
Molecular diffu-
sion coefficient
Dm
[
m2/s
] Longitudinaldispersivity
α` [m]
Transverse
dispersivity
αt [m]
3.15× 10−4 0.35 1× 10−9 3 0.3
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Figure 3.2: Model domain of Z_Based. Grayscale: zonation and values of hydraulic
conductivity; Black rectangle: position of the well gallery; Blue overlay: union of
all scenario-wise well catchments (see Table 3.2); Red circles: possible contamination
sources.
Table 3.2: Definition of four different hydraulic scenarios
Hydraulic scenario Gradient strength [−] Gradient angle [◦] Pumping rate [l/s]
1 0.01 0 15
2 0.01 15 15
3 0.015 0 15
4 0.01 0 7.5
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3.5.2 U_Protect
U_Protect is a test case that captures the key complexity of a real-world case. It in-
cludes:
• a random conductivity field instead of zonations,
• urban areas with a high density of possible contamination sources, and economic
restrictions in installation of monitoring wells and countermeasures, and
• inaccessible areas, where the feasibility of installing monitoring wells is not
given.
The conductivity field is defined on a fine numerical mesh (10m× 10m× 10m) by Y =
log (K). I assume local isotropy, that is, K simplifies to the scalar K. The field follows
the underlying discretized, two-dimensional multi-Gaussian random space function:
p (Y) ∝ exp
(
−1
2
(Y− µY)T C−1 (Y− µY)
)
, (3.11)
with Y as vector of Y-values at all locations within the domain. The random space func-
tion is defined by the mean µY, the variance σ2Y and a stationary covariance function
C (l) that is used to complete the covariance matrix C in Equation 3.11. As covariance
model we use the Matérn covariance function [113]:
C (l) =
σY
2κm−1Γ (κm)
(2
√
κml)
κm Bκm (2
√
κml) , (3.12)
with l as an effective separation distance between x1 and x2:
l =
√(
∆x1
λ1
)2
+
(
∆x2
λ2
)2
.
Here, Γ (·) is the Gamma function, Bκm (·) the modified Bessel function of the third kind
[e.g., 1], κm is a shape parameter that controls the shape of the covariance function and
λi with i = 1, 2 is the correlation length. All relevant model parameters of U_Protect
are provided in Table 3.3, and a system sketch is shown in Figure 3.3.
On the eastern side at x = 13000 m, eleven pumping wells are installed, all along a
north-south line at y ∈ [3500, 4000] m, and each with a pumping rate of 30 l/s. The
distance between neighboring pumping wells is 50 m. Within the test case there are
three different types of areas:
1. The open field with no limitation regarding the installation of monitoring wells
(illustrated in Figure 3.3 as gray/white structure),
2. urban areas (illustrated in Figure 3.3 as maps) where it is not possible to install
monitoring wells, either because it is too expensive or because there are strong
conflicts (e.g., mobility, shopping, ...), and
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Table 3.3: Transport-relevant parameters of U_Protect. The hydraulic conductivity
value provided here is the arithmetic mean of all values.
Average
conductivity
K [m/s]
Porosity
n [−]
Molecular diffu-
sion coefficient
Dm
[
m2/s
] Longitudinaldispersivity
α` [m]
Transverse
dispersivity
αt [m]
0.08 0.3 1× 10−9 1 0.1
3. inaccessible areas (illustrated in Figure 3.3 as a forest) where it is not possible to
install monitoring wells, because it is too expensive in time, effort and costs.
For representing uncertainty in hydro(geo)logy, I vary (a) the ambient flow direction
of the groundwater, and (b) the conductivity field. The variations in ambient flow
direction are controlled by the Dirichlet boundary condition: the general flow direction
is corrected by an angle β drawn from a normal distribution N
(
µβ, σ2β
)
with mean
µβ = 0 and variance σ2β = 10
2.
0 m 7 500 m 15 000 m
0 m
3 750 m
7 500 m
10−5 10−3 10−1
hydraulic conductivity [m/s]
1
Figure 3.3: Model domain of U_Protect. Grayscale: values of hydraulic conductivity;
Black rectangle: position of the well gallery; Maps: urban areas; Forest: difficult acces-
sible area; Red circles: possible contamination sources within urban areas.
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The variations in the conductivity field are controlled by the covariance function
C (l) (Equation 3.12). Following the Bayesian geostatistical approach [e.g., 87], also
the covariance function is uncertain. Therefore, I model the structural parameters
θ =
[
σ2Y,λi, κm
]
as random variables and the covariance function C (l) itself becomes a
random function governed by the random parameter θ: C (l, θ).
3.6 Exemplary Results
In this section, I exemplary discuss an optimization result of the optimization problem
defined above. Therefore, I use optimization outcomes from the following Chapter 4,
where all relevant optimization settings can be found in Table 4.4. I discuss the results
using Figure 3.4 and Figure 3.5.
Figure 3.4 shows an approximation of the Pareto front of the optimization problem
(red spheres) and the projections of the three-dimensional approximation set onto
the planes of the coordinate system. Figure 3.5 shows two different monitoring net-
works for U_Protect. One is marked with black crosses and the other one is marked
with green pluses. In the following discussion, I refer to the networks as CROSSES
and PLUSES. The two selected monitoring networks CROSSES and PLUSES are high-
lighted as green and black spheres, respectively, in Figure 3.4, according to their colors
in Figure 3.5.
Figure 3.4 clearly reveals that the three considered objectives are competing. One can
achieve a full coverage of all possible contamination sources at maximum early warn-
ing utility, but only with a budget that allows installing 9 monitoring wells (black
sphere of the approximation set). At decreasing costs, one can either maintain max-
imum detection probability (back/right edge of the approximation set) while losing
early-warning time, or one can try to lose less early-warning functionality but restrict
that functionality to a smaller number of possible contamination sources (back/left
edge of the approximation set). In general, for this problem there is a list of four ge-
ometric aspects in the Pareto front (and approximation sets) that will hold for any
catchment:
1. The idealistic goal of benefits without costs (blue sphere in Figure 3.4) can never
be reached.
2. Maximum detection probability and yet minimum costs are only possible by
directly monitoring the mixed water of the pumping-well gallery (bottom
front/right corner of the objective space). Since I did not consider this case as
relevant in our application, the optimization was not forced to search for Pareto
optima at this part of the approximation set.
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Figure 3.4: Approximation of the Pareto front for the multi-objective optimization
problem on U_Protect. Blue sphere: theoretical optimum; Red spheres: non-
dominated solutions (approximation set of the Pareto front); green and black sphere:
performance of the selected monitoring networks shown in Figure 3.5 (green: PLUSES;
black: CROSSES). Gray dots projections of the approximation set onto the planes of the
coordinate system
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3. The solution with almost no costs and a very poor detection of the possible con-
tamination sources (bottom/left edge of the objective space) is to place one indi-
vidual monitoring well at the cheapest individual drilling position and depends
only on the complexity of fcost. This selection defines the bottom back/bottom
left tip of the Pareto front.
4. The top/right back tip of the Pareto front is given by the most expensive solution
that places monitoring wells close to the possible contamination sources.
These four facts define the fundamental geometry of the Pareto front. Only the cur-
vature of the Pareto front towards the idealistic unattainable optimum depends on
the properties of the investigated catchment and the positions of its possible contam-
ination sources. Contamination sources arranged in a line transverse to the dominant
flow direction would lead to a strong competition between the objective functions (and
hence to a low curvature of the Pareto front) because non-overlapping plumes prohibit
the monitoring of several possible contamination sources with only a few monitor-
ing wells. Possible contamination sources arranged in a longitudinal line would lead
to one overlapping plume, with almost no competition between costs and detection.
Clustered possible contamination sources would fully remove the competing character
of all objective functions because these sources could be monitored with good early-
warning time by just one or a few monitoring wells very close to the spill location.
The selected monitoring networks shown in Figure 3.5 both have a detection proba-
bility of 100%, i.e., they reliably monitor all possible contamination sources. However,
they starkly differ in their number of monitoring wells (9 for CROSSES, 5 for PLUSES),
and hence in costs (88% vs. 41% of maximum costs). The high performance of PLUSES
in detection probability at relatively low costs can be achieved by the strategy to mon-
itor the well catchment at positions where several predicted contaminant plumes co-
incide. As a result, the network PLUSES is shifted towards the pumping wells, and
further away from the possible contamination sources. In contrast, the more expensive
network CROSSES forms a barrier wall close to the urban areas, where all possible
contamination sources occur. Consequently, the performance in early-warning time of
CROSSES outperforms the one of PLUSES.
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Figure 3.5: Model domain of U_Protect (cf. Figure 3.3). Grayscale: values of veloc-
ity field; Magenta overlay: possible contamination plumes (degree of transparency is
equivalent to the number of overlapped plumes); Black crosses/green pluses: possible
monitoring networks.
Chapter 4
Representation and Reduction of the
Search Space
This chapter is based on the submitted manuscript Search Space Representation and Re-
duction Methods to Enhance Multi-Objective Water Supply Monitoring Design to the Jour-
nal WATER RESOURCES RESEARCH [21]. I am reusing parts of the text and figures from
this manuscript.
This chapter builds on the general problem formulation from the previous chapter.
It contributes enhanced approaches for managing large search spaces to make opti-
mization faster (computationally less expensive) without sacrificing the quality of the
attained trade-off solutions. These methods work for combinatorial optimization prob-
lems with a precalculable search space and approach the problem of speed by reduc-
ing or re-organizing the search space. Fortunately, my problem formulation allows for
precalculating the transport simulations for each possible contamination source and
monitoring well such that the mathematical space of possible monitoring-well posi-
tions and a few relevant properties are known before searching for optimal monitoring
networks. From this available information, all possible monitoring networks can be
created, hence the search space is precalculable. The strategies introduced in this chap-
ter focus on two key aspects of the design problem:
1. a more compact representation of the search space that can be addressed with
evolutionary multi-objective search operators, and
2. a formal mathematical screening of candidate decisions to reduce the search
space.
While the representation of the search space affects the optimization algorithm in use,
the search-space reduction is a pre-processing step with a stand-alone application.
Both general ideas are outlined in the following two paragraphs.
Representation of the search space. We assume that the optimization is based on
precalculated numerical transport simulations from all possible contamination sources
towards the production wells. Then, we have a discrete approximation of our model
domain (the well catchment) and a finite set of possible monitoring-well positions. The
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search space consists of the power set of all possible monitoring-well positions, hence
its size can easily reach intractable dimensions. For instance, the number of possi-
ble monitoring networks with up to 15 monitoring wells arranged from 100 possible
monitoring-well positions yields a search space larger than 3× 1017 possible combi-
nations (without repetition). Therefore, usually, the search space (power set) is not
defined explicitly, but implicitly by all possible monitoring-well positions. The set of
all possible positions can reproduce all combinations the search space contains. For
the sake of generality, I use the term elementary decision options or EDOs to refer to
candidate monitoring-well positions, and the EDO set to define the entire mathemat-
ical space of all possible monitoring-well positions. A common representation of the
EDO set during the optimization is the binary representation (cf. Section 4.2.1). How-
ever, state-of-the-art evolutionary multi-objective algorithms struggle with the binary
representation in combination with large EDO sets that have complex interdependent
decision variable sensitivities on the objective functions [95, 146]. The number of dis-
crete decision variables directly correlates with the total number of EDOs (NEDO) as
well as with the computational scaling of the search tool [94]. To reduce the number
of decision variables, I introduce the linear-indexing representation in Section 4.2.2 that
is based on the random keys representation proposed by Bean (1994) [6]. The basic idea
of the random keys representation is that the search for optimal solutions takes place
on an easier surrogate space that is more appropriate to the translation and variation
operators of heuristic optimizers than the original (binary) mathematical space. The
linear-indexing representation underlies the random keys representation and serves to
decouple the number of decision variables from the exponential growth of the power
set of EDOs.
Reduction of the search space. Evolutionary multi-objective optimization represents
a balance between robustness to challenging mathematical problem features (noncon-
vexity, discreteness, stochasticity, nonlinearity, etc.) and the degree to which the algo-
rithms maintain their ability to provide high-quality Pareto-approximation sets. A core
control on this balance is the number and type of decisions that compose the search
space. A common strategy to more effectively address this balance is to reduce the
search-space size. A number of different reduction strategies have been established in
the literature. An overview of existing methods can be found in the position paper of
Maier et al. (2014) [109]. Many of these methods use adaptively refining grids, either
on binary encoding [e.g., 64, 144, 175], or numerical grid-based dynamic emulation
[e.g., 5, 148]. Alternatively, Walters and Lohbeck (1993) [170], as well as Walters and
Smith (1995) [171], focus on screening solutions that are not valid or feasible. Build-
ing on a similar logic, I propose decision space reduction strategies that exclude EDOs
(along with large portions of the search space in the corresponding power set) that are
limited in their influence on the optimization. Simple exclusions are already possible
given expert knowledge about the optimization problem. For example, in ground-
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water monitoring, one could remove candidate monitoring wells where it would be
impossible to detect contamination. Usually, the expert-driven reduction of the set of
EDOs yields a search space that still remains very large. Further reduction can be done
by excluding redundant EDOs from the set. The check for redundancy is based on
comparing pairs of EDOs. If one EDO dominates the other or both are equally good,
the better option remains in the set, and the other one can be excluded. There are
different approaches for implementing this comparison. It can be done in a system-
atic manner (e.g., all EDOs are compared among each other), or it can be done with a
heuristic, randomized screening method.
As the overall optimization problem of this thesis is combinatorial, a reduction of sin-
gle possible monitoring-well positions would reduce the number of their combinations
dramatically. For instance, a relatively small problem with an EDO set of 100 possible
monitoring-well positions and a search space that includes combinations of 1 to 5 mon-
itoring wells, can be simplified by more than 40% when 10 positions of the EDO set are
proven to be irrelevant and removed (from ∼ 79× 106 to ∼ 47× 106 possible solu-
tions). That is, the optimization algorithm can either search more intensely within the
remaining 60% candidate solutions for optimal solutions, or it can keep the intensity
level, but reduce optimization time.
The presented representation and reduction methods in this chapter significantly en-
hance the effectiveness, efficiency, and reliability of the optimization. The proposed
framework shifts focus to the most impactful monitoring design decisions while also
enhancing decision makers understanding of key performance trade-offs. In combina-
tion, the proposed representation and reduction techniques have significant promise
for enhancing the size and the scope of combinatorial monitoring problems that can be
explored.
The remainder of this chapter provides a more detailed explanation of our proposed
representation and reduction contributions. The following section introduces the used
optimization algorithm (the Borg MOEA [69]) and its performance metrics. Section 4.2
describes the different ways in which the search space within the optimization was
represented. In Section 4.3, I define the reduction strategies explored in this study.
Here, I also generalize the methods to show that they can be used for a broad class
of optimization problems. I provide a list of conditions that a problem has to meet
to reliably speed up and to improve the optimization procedure with our reduction
methods. Section 4.4 provides the details of the computational experiment used to
benchmark the contributions. Section 4.5 presents the results and discussion of the
tested search space representation and reduction methods. Finally, in the last section
(Section 4.6), I summarize and conclude this study.
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4.1 Methods
4.1.1 Multi-Objective Optimization Algorithm
Reed et al. (2013) [134] showed that the Borg MOEA [introduced in 69] has competi-
tive to superior performance relative to existing state-of-the-art MOEAs on a diverse
suite of multi-objective water resource applications including a monitoring benchmark
problem. These results motivated my use of the Borg MOEA. The key characteristics
of the Borg MOEA are:
1. the use of an e-dominance archive [103] that enhances the convergence and the
diversity of the approximation set,
2. the use of e-progress [69] to evaluate the search progress and to avoid stagnation
in search,
3. the adaptive re-sizing of the population [75, 93] to provide a population large
enough to improve the current approximation set but small enough to still be
efficient in calculation time,
4. the adaptive selection of multiple recombination operators [168], based on the
current solution-composition of the approximation set and
5. that Borg is a steady-state e-MOEA [35] that avoids computationally expensive
operations and can be easily parallelized.
Borg includes six different recombination operators: Simulated Binary Crossover (SBX)
[32], Differential Evolution (DE) [155], Parent-Centric Crossover (PCX) [34], Simplex
Crossover (SPX) [162], Unimodal Normal Distribution Crossover (UNDX) [86], and
Uniform Mutation (UM). Additionally, Polynomial Mutation (PM) [32] mutates the
offsprings generated by SBX, DE, PCX, and SPX.
4.1.2 Performance Metrics
I use the normalized hypervolume as the performance metric, where the hypervol-
ume of an approximation set is normalized by the hypervolume of the reference set
(cf. Section 2.7). The hypervolume is a good indicator of the proximity and diversity
of attained approximation sets. Achieving hypervolumes close to one signals that the
approximation set is meeting the same level of diversity and proximity as the reference
set. Hypervolume also provides a rigorous means of ranking alternative problem for-
mulations regarding their performance. Overall, we can evaluate MOEA performance
in terms of effectiveness, efficiency, and reliability. An effective optimization means that
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the hypervolume of an approximation set is close to one. Efficiency describes the abil-
ity of the search algorithm to quickly find good solutions, which can be measured by
the number of function evaluations (NFE) or the optimization runtime necessary for
a specific hypervolume attainment. Reliability refers to minimizing the variation in
attained search results across random-seed trials. For calculating the hypervolume, I
use the diagnostic framework of Hadka and Reed (2012) [68].
4.2 Representation of Search Spaces
When tackling an optimization problem with an MOEA, algorithmic representation of
the search space is fundamentally important as it shapes the scope of search as well as
the appropriateness of search operators (i.e., mating, mutation, and selection). Here,
I only discuss spatially discretized problems as illustrated in Figure 4.1. Again, the
search space is implicitly defined via an EDO set that contains all elementary deci-
sion options, while the explicit definition would be the power set of all EDOs (i.e., all
possible combinations of the elementary decision options).
Solutions within the search space can be addressed in different ways that directly
depend on the representation of the EDO set. In many optimization problems, it is
appropriate to represent the search space by the physical meaning of the EDOs di-
rectly (in the current problem the physical meaning are the coordinates of the possible
monitoring-well positions). However, the EDO-set representation is required to be
closed under the genetic operators of the optimization algorithm. That is, when the
genetic operators are applied to EDOs, the resulting elements should be EDOs as well,
hence a part of the EDO set. Otherwise, the genetic operators could generate invalid
solutions.
Figure 4.2 shows the meaningful physical EDO set of U_Protect (see Section 3.5.2) as
gray area on the bottom plane. It is obvious that this EDO set is not closed against
the genetic operators when using coordinates to represent the search space because
the genetic operators could easily enter invalid (not gray) areas. A possible closing
strategy is to make the search area convex by overestimating it to include the void
space (in Figure 4.2 the interspersed white spaces between gray areas in the bottom
rectangle). However, the complexity of the optimization problem would increase un-
necessarily and the search would be likely to degrade in effectiveness and efficiency.
Thus, I present two different representation approaches in the following two sections.
4.2.1 Binary Representation
The binary representation of search spaces is often used in discrete optimization prob-
lems [e.g., 135] and many optimization algorithms are preset for a binary optimization
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Figure 4.1: Basic steps to represent the search space in the current test case (from left
to right). First, the physical space is approximated by numerical simulation. The set of
EDOs is given by the mesh discretization and implicitly defines the search space. Sec-
ond, with binary representation, all EDOs are decision variables and switch between
two statuses: on or off. That is, only activated decision variables determine the out-
come of the solution. Third, with linear-indexing representation, the set of EDOs (here
in total 37 EDOs) is reshaped to a list. The number of decision variables is indepen-
dent of the number of EDOs and only depends on the desired maximum number of
monitoring wells.
(e.g., traditional genetic algorithms [174]). This representation follows the criteria of
closure through the use of integer operators such as rounding because all EDOs can
only be zero or one (EDO ∈ [0, 1]). Especially for combinatorial problems, the binary
representation is intuitive. For instance, consider the optimal design of monitoring net-
works: a monitoring-well position can be switched on or off and the MOEA is search-
ing for the best on/off combinations (cf. middle sub-figure in Figure 4.1). That is, each
solution is a list of on/off decisions and contains the entire set of EDOs, all decision
variables, respectively.
Although the binary character of the decision variables appears simple, this rep-
resentation is limited to problems with a relatively small number of decision vari-
ables (< 200) on currently available machines. The presence of fiscal constraints and
physics-based interdependencies between the binary decisions makes the monitoring
problem an extremely difficult analog to the classic combinatorial Knapsack (i.e., with
non-deterministic polynomial time hardness or NP-hard [95, 146]).
4.2.2 Linear-Indexing Representation
As a means of reducing the number of decision variables and to better manage prob-
lems with a large number of EDOs, I introduce the linear-indexing representation of the
search space. For a discrete problem, the set of EDOs can be transformed into a list
Lid of linear indices that just contain the information about the original location of the
EDOs within the EDO set (cf. right sub-figure in Figure 4.1). The approach is to ad-
dress the list Lid via an index i (i ∈ E and E = {1, 2, . . . , NEDO}) and use the linear
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set E as a surrogate for the actual EDO set. With that, the index i becomes a decision
variable and the number of considered decision variables is limited by the user to the
maximum number of EDOs (Nmax) per solution (e.g., a maximum number of monitor-
ing wells given by an upper-cost constraint). We complete our set of decision variables
with a set of binary decision variables that define whether a drawn EDO (via the index
i) is part of the solution candidate or not. With this, we achieve that the number of
decision variables is constant, even if a solution addresses less than the number Nmax
of EDOs. We can guarantee the closure of the EDO set under the genetic operators by
the use of integer operators for both types of decision variables. For a combinatorial
optimization problem, linear-indexing representation reduces the number of decision
variables dramatically compared to the binary representation, if the maximum desired
number of decision variables Nmax is small compared to the EDO set. For instance, if
the upper limit of a planned monitoring network is five wells, only ten decision vari-
ables are required: five that address the actual locations of the monitoring wells and
another five that switch the five drawn monitoring wells on or off.
For efficient and effective optimization runs, the sorting of the EDOs within the list
Lid is crucial. This is because, when using evolutionary algorithms, proximity in the
search space should imply proximity in the objective space. In Figure 4.2 the EDO set
of U_Protect is illustrated. Here, the gray area on the lower plane illustrates the binary
representation. The colored area with the gradient from upper back to lower front
illustrates the linear-indexing representation. The values on the z-axis represent the
position of the EDOs within Lid. All EDOs are sorted by their distance to the pumping
wells. Thus, neighboring EDOs within the EDO set that might have similar charac-
teristics, are also contiguous within Lid. A more advanced sorting strategy that works
without educated guess about the properties of the problem could sort the EDOs di-
rectly based on similarity characteristics in the objective space, e.g., using clustering
via a k-means algorithm [76], or according to travel times ( fwarn) from/to sources or
wells.
4.3 Search Space Reduction Methods
In the following sections, we discuss possible reduction methods for precalculated,
finite, and discrete search spaces. We explore reduction methods with a range of prop-
erties including ease of implementation, strength of reduction, and preservation of
Pareto-optimal solutions. The three reductions are summarized as follows:
1. The fundamental reduction method requires knowledge about the optimization
problem and about the numerical-model results that provide the pre-calculated
data for the optimization. This method removes obviously irrelevant EDOs from
the EDO set.
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Figure 4.2: Example of the two discussed methods how to represent the search space.
The binary representation is illustrated as a gray area where a contamination can be
detected. The linear-indexing representation is illustrated as colored surface. The z-
values describes the position within the list of all EDOs (i.e., it corresponds to the
sorting of the EDOs). Thus, the sorting can influence the efficiency of the optimization
and can be done in different ways. In this illustration, the EDOs are sorted by their
distance to the pumping wells.
2. The grid-based reduction method is often used for optimization problems and is
easy to handle. It discretizes the EDO set using a grid and represents all EDOs
within the same grid cell by the best single EDO that is determined by user-
defined rules.
3. The comparison-based reduction method compares the goal attainment of two arbi-
trary EDOs and removes the dominated one. We present two different imple-
mentations, the optimal reduction, and the optimization-based reduction.
Their key characteristics are summarized in Table 4.1.
4.3.1 Fundamental Reduction
The search space for many optimization problems has a high potential for simple and
fast reduction. Reduction can be considered at two fundamental levels.
First, external constraints can be used to a priori screen out EDOs that are not favorable.
For example, in the U_Protect test case (cf. Section 3.5), all monitoring-well positions
that trigger high installation and/or operation costs, can be excluded, also when there
is a dangerous or infeasible installation of a monitoring well (e.g., in cities, or anhydrite
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Table 4.1: Key Characteristics of the Presented Reduction Methods
Reduction Method Easy to implement Reduction poten-
tial
Possible loss of
Pareto-optimal
solutions
Fundamental Yes Varies No
Grid-Based Yes High Yes
Optimal No Varies No
Optimization-
Based
No High Yes
layers that could grow when coming into contact with water). These areas are shown
as maps or forest in Figure 3.5. When doing this reduction too generously, there is a
risk of over-restricting the EDOs and eliminating important decision alternatives from
the search space. Strong restrictions within the search space might lead to the loss
of solutions that would otherwise be part of the Pareto-optimal set. That being said,
extremely large decision spaces with complex constraints could require dramatically
more search or even render search operators invalid.
Second, for precalculated problems, the meaningful set of useful EDOs can be deter-
mined a priori and the search is restricted to the useful EDOs. In our case, the pre-
calculated dataset clearly identifies all positions where a contamination could be de-
tected, and those where no contaminant plume from any of the possible contamination
sources will ever pass by. That is, using the complete model domain as the EDO set
is pointless, because many of its EDOs only cause costs but do not contribute to a
monitoring-network solution. These useless EDOs can be excluded easily and quickly
from the EDO set without the risk of losing relevant Pareto-optimal solutions from the
search space. This reduction leads to the fingered geometry of the remaining EDO
positions in Figure 4.2, also shown in Figure 3.5 as semi-transparent red areas down-
gradient of the considered possible contamination sources.
4.3.2 Grid-Based Reduction
The basic idea of the grid-based reduction is to represent the actual EDO set by a re-
duced set of representative EDOs. The choice of the representative EDOs is based on
a regular or irregular coarse-meshed grid that more coarsely discretizes the original
EDO set. Then, all EDOs within a discretization element of the coarse grid are repre-
sented by just one EDO. Optimization problems that are strongly focused on a spatial
EDO set frequently employ this reduction method [e.g., 5, 96, 105]. The main drawback
is that potentially well-performing EDOs get lost that could better contribute to global
solutions than their representative EDOs. There is no guarantee that the lost EDOs
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are not part of any Pareto-optimal solution. However, this method is a very effective
reduction method and easy to implement.
Here, I implemented this reduction method on U_Protect and used a grid resolution
that was coarse enough to downsize the EDO set such that the binary representation
could be applied. I used three decision criteria to find the representative EDOs:
1. all EDOs that could only detect one possible contamination source were directly
removed,
2. in each discretization element, among all remaining EDOs, I kept only the
one that could detect the largest number of up-gradient possible contamination
sources, and
3. in the case that two locations could monitor the same number of possible con-
tamination sources, I kept the EDO that was closer to the center of area of all
detectable plumes.
I did not use the early-warning time as a third decision criterion because, within one
discretization element, the differences of the EDOs are relatively small compared to the
overall travel time of the contaminants to the production wells.
4.3.3 Comparison-Based Reduction Methods
While the grid-based reduction method is a brute-force method that eliminates EDOs
without checking whether any EDO might be part of Pareto-optimal solutions, the
following two comparison-based reduction methods identify only irrelevant EDOs and
exclude them from the EDO set.
The main idea is to check, whether a single EDO xj can either be replaced by another
EDO xk because they have the same effect or because EDO xk dominates EDO xj. For
the check whether EDO xj can be excluded from the EDO set or not, all objective values
fi (x) (with i = 1, 2, . . . , NOF and NOF as the number of objective functions) must fulfill
the following three conditions:
1) f (xk)  f
(
xj
)
and (4.1)
2) f (xk)  f
(
xj, xk
)
and
3) f (X)  f (xj, X) or f (xk, X)  f (xj, X) .
Here, f denotes the set of objective functions fi and X is an arbitrary subset of EDOs
without xj,k
(
X ⊆ EDO set\ {xj, xk}). In detail, Equation 4.1 means:
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1. If EDO xk is not dominated by EDO xj (described by ), and
2. xk is also not dominated by the set of both EDOs
[
xj, xk
]
, and
3. if any arbitrary EDO subset X is not dominated by the set
[
xj, X
]
, or if the set
[xk, X] is not dominated by the set
[
xj, X
]
, then xj can be removed from the EDO
set.
In the case when all three constraints are fulfilled, the EDO xj cannot be a part of any
Pareto-optimal solution, because the gain in goal attainment will always be higher with
xk for any solution.
While the first and the second constraints in Equation 4.1 are intuitive, the third con-
straint is just for completeness. Many objective functions already include the third con-
straint if the first and the second are fulfilled (e.g., all monotonic objective functions).
If the third constraint must be evaluated for each comparison step, the comparison-
based methods are not feasible anymore, because the number of all arbitrary subsets X
is almost as large as the explicit search space.
Comparison-based methods only work in a meaningful manner for discretized prob-
lems and finite EDO sets. Otherwise, they would suffer infinite runtime. In the follow-
ing, I will present two different methods that use the EDO-comparison concept: the op-
timal reduction method and the optimization-based reduction method. The main difference
between the two methods is that the optimal reduction method globally and systemati-
cally identifies all irrelevant EDOs, and the optimization-based reduction method only
checks the relevance of EDOs relative to already checked EDOs. Unchecked EDOs can-
not be a part of the resulting reduced EDO set. In other words, for the first method,
it can be guaranteed that no EDO will be excluded that is part of a Pareto-optimal so-
lution set, while for the second method it can only be guaranteed that the remaining
EDOs are better than the checked and excluded EDOs. However, there might be better
EDOs within the unchecked but excluded EDOs.
Optimal Reduction
As already said above, the optimal reduction method uses the EDO comparison glob-
ally. The degree of EDO-set reduction and the runtime of this method depends on the
characteristic of the EDO set. Two characteristics are of special relevance: (1) the spatial
variability of similar EDOs, and (2) the variability of objective values of all EDOs:
1. EDO sets with many spatially clustered redundant EDOs can significantly be re-
duced in relatively short time.
2. EDO sets with highly variable EDOs in objective values cannot be reduced
strongly, because the EDOs can cooperatively complete their individual weak-
nesses.
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3. EDO sets with many redundant EDOs that are spatially variable would lead to
a long runtime because the ratio of comparison operations and eliminations of
EDOs would clearly be on the side of comparison operations.
While the first case is ideal from the view of reduction, the second and the third cases
are suboptimal. However, at least for the third case, it is possible to shift the ratio
between comparison operations and eliminations of EDOs to the elimination side. Fol-
lowing the first characteristic from above, the order of comparison is crucial for com-
putational efficiency. For example, the probability that two potential monitoring wells
M1 and M2 monitor the same possible contamination sources is high when M1 and M2
are neighbors. Then, M1 might be dominated by M2 (or vice versa) and together they
might not provide any improvements; M1 can be excluded from the EDO set. If M1 is
not contiguous to M2 and they monitor different possible contamination sources, to-
gether they always improve the overall objective value for detection probability. When
acknowledging this behavior, for the third case the organization of EDOs can be ma-
nipulated regarding their objective values such that clusters of similar EDOs are neigh-
boring upon re-organization. Alternatively, all EDOs can be sorted according to their
distance to the current reference EDO (cf. Figure 4.2) to identify clusters of similar
EDOs.
A special case of EDO sets with highly variable EDOs in the objective space (second
case) is an EDO set with a small value range. Many EDOs provide almost the same
quality, but cannot be removed from the EDO set following the rules defined in Equa-
tion 4.1. Then, an effective computational efficiency booster for the optimal-reduction
method is to modify the objective space of the fundamental EDO set in a way that
EDOs with different, but almost equal, qualities are getting the same values (called be-
ing homogenized in the following). This approach reduces the number of EDOs within
the comparison steps (cf. Equation 4.1). More EDOs can be rejected immediately be-
cause only one of multiple EDOs with the same quality (after the homogenization)
must be a part of the final reduced EDO set. For the homogenization of the funda-
mental EDO set, we discretize its objective space in hyperboxes with a side length e
similar to the e-box dominance concept (cf. Section 2.6.2). Then, we can either apply
the e-box dominance concept and only accept a single non-dominated solution per hy-
perbox, or we randomly choose a solution per box (equivalent to the round function).
The difference between the two methods is illustrated in Figure 4.3. With an increasing
discretization length e, the EDO set would be more homogeneous in objective values,
and the reduction would be more efficient. However, both approaches (e-box concept
and round-function) would nullify the guarantee that the reduced EDO set contains
all Pareto-optimal solutions. Still, but depending on the discretization length e, the
resulting EDO sets could be a very good approximation of the optimal reduced EDO
set. Therefore, I suggest applying these methods only if the EDO set is very indifferent
in the objective values of the EDOs, such that a combination of two EDOs has almost
no impact on the joint objective value.
58 Representation and Reduction of the Search Space
OF1
O
F
2
1
Figure 4.3: Differences between the e-box dominance concept and the round function
(colored boxes discretize the objective space) on an example with the two objective
functions OF1 and OF2. The red line illustrates the real but unknown Pareto front. The
dots are candidate solutions. Each box is represented by one solution that becomes
selected over multiple other candidate solutions per box (black dots). The difference
between the e-box dominance concept and the round function is that the e candidates
are deterministically selected out of all non-dominated box solutions (green and black
dots, the gray dots are dominated) and the round function handles all candidate solu-
tions within a box equally and also dominated solutions can be selected.
Optimization-Based Reduction
The optimization-based reduction method uses formal optimization algorithms to approx-
imate the EDO set of the optimal reduction method introduced directly above, hence
is an alternative but an approximate approach for complex and large EDO sets. The
required optimization algorithm for the reduction can be the same as for the entire op-
timization problem. However, it might be necessary to adopt the objective functions
of the overall problem, if the objective functions aggregate over multiple single values.
With the aggregation, information will be lost and EDOs will be wrongly excluded
from the EDO set. For instance, in Equation 4.2 two EDOs are being compared by
the aggregating objective function f∗. Although the single values of both EDOs differ,
they have the same aggregated objective value ( f 1∗ and f 2∗ ) and together, they would
increase the aggregated objective value:
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f 1∗ = mean
(
1
0
)
= 0.5
f 2∗ = mean
(
0
1
)
= 0.5 (4.2)
f 1,2∗ = mean
(
1
1
)
= 1.
Therefore, when working with aggregating objective functions, the comparison must
take place on the non-aggregated level, such that only EDOs are eliminated if all single
values are dominated by another EDO.
The objective functions of our optimization problem aggregate over the single values
for all possible contamination sources. However, to evaluate the performance of mon-
itoring wells, it also matters, which possible contamination source they are able to
monitor. That means, we have to segregate our objective functions into objective func-
tions for each possible contamination source. This modification leads to an increase in
dimensionality of the optimization problem, but the segregated objective functions are
easy to evaluate.
Although the approximation of the optimal reduced EDO set can save computing time,
there are two drawbacks compared to the optimal reduction of the EDO set: (1) it
is an approximation, thus EDOs might be excluded from the EDO set that could be
part of a Pareto-optimal solution, and (2) the quality of the EDO set depends on the
runtime of this pre-optimization, generating yet another trade-off between efficiency
and effectiveness.
4.4 Computational Experiment
The computational experiment exploits the U_Protect test case described in Section 3.5
with and without considering uncertainty. The U_Protect benchmarking problem cap-
tures key source water protection monitoring challenges as to contribute generalizable
insights when distinguishing our proposed approaches for reduction and representa-
tion of the search space.
Without considering uncertainty First, I simulated the contaminant evolution from
all 30 possible contamination sources towards the pumping well (using the particle-
tracking-random-walk method) and recorded all relevant data that were needed for
the objective function (cf. Section 3.2). Second, on the resulting set of EDOs, I applied
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the fundamental reduction (Section 4.3.1) to get the base EDO set. Third, on this base
set, I tested the remaining reduction methods introduced in Section 4.3. Then, I for-
mulated seven different problem formulations varying the different EDO sets and the
representation method (linear-indexing representation (LIR) versus binary representa-
tion (BR)). A summary of the problem formulations is shown in Table 4.2.
With considering uncertainty First, I performed around 300 realizations of the con-
taminant evolution of all 30 possible contamination sources varying hydro(geo)logic
parameters and ambient flow direction among all realizations. Second, I aggregated
the resulting separated EDO sets using the arithmetic mean over the single EDOs and
realizations (cf. Section 3.4). Third, I applied the fundamental reduction to get the
base EDO set for the uncertainty case. Finally, I tested the optimal reduction method
together with the linear-indexing representation and varied the homogeneity of the
EDO-set objective space. A summary of the problem formulations is shown in Table 4.3
All reduction methods were performed on a single Intel Core i5-4590 CPU at 3.30 GHz
and 32GB RAM. Both experiments were optimized with the parallelized master-slave
Table 4.2: Summary of the Different Problem Formulations Without Considering Un-
certainty
# Repr. Redu.
Meth. 1
Redu.
Meth. 2
Redu.
Meth. 3
Size of
EDO set
Random
Seeds
1 LIR Fundamental - - 219,122 500
2 LIR Fundamental Optimal - 1,189 200
3 LIR Fundamental Optimal Grid 150 200
4 LIR Fundamental Optimization - 1,479 200
5 LIR Fundamental Grid - 148 200
6 BR Fundamental Optimal Grid 150 200
7 BR Fundamental Grid - 148 200
Table 4.3: Summary of the Different Problem Formulations With Considering Uncer-
tainty
# Repr. Redu.
Meth. 1
Redu.
Meth. 2
Booster Size of
EDO set
Random
Seeds
8 LIR Fundamental - - 436,986 30*
9 LIR Fundamental Optimal - 69,202 200
10 LIR Fundamental Optimal Round 801 200
* Reduced number of runs due to extended wall-clock time of 600 s.
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version of the Borg MOEA introduced in Hadka and Reed (2015) [70] on a cluster
(Sun Grid Engine version 6.2u3 as batch-queuing system) with 7 compute nodes. Each
node includes eight Quad-Core AMD Opteron Processors 2376 at 2.3 GHz and 32GB
of RAM. Subtracting the communication cores, in total 49 cores remained for the opti-
mization.
For each problem formulation, we started the optimization multiple times (random-
seed analysis) to account for the stochastic nature of the optimization and evaluate the
reliability of its search (cf. last column in Tables 4.2 and 4.3). Runtime dynamics were
compiled by tracking the evolution of the approximation sets over the number of func-
tion evaluations (NFE). That is, the evolution of the approximation set was tracked
every 1,000 function evaluations. An exception is the base case with uncertainty con-
sideration. Due to its long wall-clock time, the evolution was tracked every 50,000
function evaluations. The e precisions for the e-box dominance were set to $1,000 for
the cost function fcost and to 0.01 for detection probability fdet and early-warning time
utility fwarn. All default settings for the Borg MOEA (crossover and mutation parame-
ters, e precision, wall-clock time, etc.) are summarized in Table 4.4.
For analyzing the different reduction and representation methods, I used the diagnos-
tic framework of Hadka and Reed (2012) [68] to calculate the evolution of the hyper-
volume over number of function evaluations. I use the merged approximation set over
all optimization runs and problem formulations as reference for the best possible ap-
proximation set.
Table 4.4: Default Settings of the Borg MOEA
Parameter Value Parameter Value
PM Rate 1/L* PCX Zeta 0.1
PM Distribution Index 20 UNDX nr. of Parents 10
SBX Rate 1 UNDX nr. of Offspring 2
SBX Distribution Index 15 UNDX Eta 0.35
DE Crossover Rate 0.1 UNDX Zeta 0.5
DE Step Size 0.5 Initial Population Size 100
UM Rate 1/L Injection Rate 0.25
SPX nr. of Parents 10 Wall-Clock Time 14 s
SPX nr. of Offspring 2 Nr. of Cores 49
SPX Epsilon 3 fcost Epsilon 1000
PCX nr. of Parents 10 fdet Epsilon 0.01
PCX nr. of Offspring 2 fwarn Epsilon 0.01
PCX Eta 0.1 NFE Output Interval 1000
* L: Number of decision variables.
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4.5 Results and Discussion
I investigate the effects of the different problem formulations (listed in Ta-
bles 4.2 and 4.3) in terms of their resulting effects on the efficiency, effectiveness, and
reliability of the MOEA solution framework. Initially, I demonstrate the benefits of
the linear-indexing representation in Sections 4.5.1 and 4.5.2. Next, Section 4.5.2 also
analyzes how search-space reduction can influence optimization results positively and
negatively. In Section 4.5.4, I demonstrate and discuss the effects of search-space rep-
resentation and wall-clock time reduction for selected problem formulations. In Sec-
tion 4.5.5, I explore the effects of selected search-space reduction methods on resulting
trade-off analysis and decision making aspects of the source water monitoring prob-
lem. Finally, Section 4.5.6 investigates the effect of considering uncertainty on the op-
timal reduction method.
4.5.1 Linear-Indexing Representation is more Reliable and Efficient
At first, let us compare the linear-indexing representation against the binary represen-
tation in terms of reliability and efficiency. Figure 4.4 shows attained hypervolume
with increasing numbers of function evaluations (NFE) for the linear-indexing and
binary search-space representations (Scenarios 5 and 7). The ’blue’ hypervolume per-
formance dynamics are the result of the linear-indexing representation and the ’red’ is
based on the binary representation. The solid and the dashed lines represent the me-
dian (over all 200 random-seed trials) for the respective representations. The shaded
areas represent variations in attained hypervolume, representing the 10% and the 90%
percentiles across the random-seed trials. Figure 4.4 highlights that the linear-indexing
representation aids in attaining highly reliable (low variance) MOEA search perfor-
mance. In contrast, the binary representation clearly increases the difficulty of the
search problem yielding a much higher variance in hypervolume dynamics.
In terms of efficiency, two characteristics of the hypervolume evolution in Figure 4.4
are important: (1) the initial hypervolume level, and (2) the gradient of the hypervol-
ume over NFE. A relatively high initial hypervolume indicates the existence of highly
diverse valid solutions at the beginning of the optimization, such that the algorithm
does not have to invest function evaluations for searching them. A large positive gra-
dient of the hypervolume indicates a fast improvement of the optimization results.
As can be seen in Figure 4.4, the problem formulation based on the linear-indexing
representation outperforms the binary problem formulation in both reliability and
efficiency. The hypervolume performance differences between the two search-space
representations result due to the enormous difference in their resulting number of
decision variables. The large number of decision variables within the binary repre-
sentation (149) yields a vast decision space that requires a large NFE to approximate
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Figure 4.4: Runtime dynamics: Hypervolume over function evaluations (NFE) for two
problem formulations that only differ in search-space representation (Blue (Scenario
5): Linear-indexing representation; Red (Scenario 7): Binary representation). The used
EDO set includes 148 EDOs and is grid-based reduced with a grid size of 500× 500 m2
(cf. Section 4.3.2). The shaded areas represent the variation in hypervolume of all per-
formed random-seed trials and are bounded by the 10% and 90% percentiles. The solid
and the dashed lines represent the median for the respective problem formulation.
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Pareto-optimal monitoring trade-offs. In contrast, the linear-indexing formulation has
a relatively small set of decision variables (31) and better captures feasible monitor-
ing solutions. That is, both representation methods address the power set of EDOs,
but linear-indexing representation ignores all EDO combinations that are larger than
a specified maximum number. Thus, the linear-indexing formulation has an immense
initial advantage compared to the binary formulation. This advantage persists over
the entire illustrated NFE range in Figure 4.4.
4.5.2 Linear-Indexing Representation Can Handle Large EDO Sets
Next, we examine the behavior of the linear-indexing representation regarding large
EDO sets. Figure 4.5 shows comparative hypervolume dynamics as a function of NFE
for alternative implementations of the linear-indexing representation that vary in their
different EDO sets. The different EDO sets originate from the fundamental set and
several options for search-space reduction. Figure 4.4 already demonstrates that the
linear-indexing representation improves both efficiency and reliability of search com-
pared to the binary representation. The linear-indexing representation is successfully
addressing large EDO sets without significant losses in MOEA performance. Direct
comparison with the binary representation is not tractable given the binary represen-
tation is limited to EDO sets with a maximum of about 1,000 EDOs on the available
machines. The largest EDO set within our test-case framework, however, possesses
more than 200,000 EDOs (i.e., the full fundamental-reduced set labeled as ’Full’ in Fig-
ure 4.5 and plotted in orange). The other EDO sets used in Figure 4.5 contain 1,500
EDOs or less (cf. Table 4.2) and will be discussed in detail later on.
The ’Full’ problem formulation (Scenario 1) is less computationally efficient; its hy-
pervolume converges only slowly. Additionally, the ’Full’ problem formulation initi-
ates with weak monitoring solutions with low initial hypervolume performance when
compared to the other illustrated problem formulations. The main reason for these
drawbacks is that only a small percentage of the 200,000 EDOs is actually useful, and
the remaining EDOs are limited in contributing to Pareto-optimal solutions due to the
hardness of the optimization problem: the number of bad and dominated solutions
within the initial search population is high and the optimization algorithm needs more
NFE to identify a pool of promising EDOs.
Despite these shortcomings, the fact that linear-indexing representation can manage
such large EDO sets is definitively useful and attractive for the optimization: First,
for some optimization problems, the ’Full’ EDO set cannot be reduced, or the reduced
EDO set is still too large for alternative representations like the binary one. Second,
reduction algorithms can be complex to implement, and in some instances, they can
be too computationally burdensome. Nevertheless, in terms of effectiveness, a search-
space reduction is often advisable. Therefore, in the following, I compare different
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Figure 4.5: Runtime dynamics: Hypervolume over function evaluations (NFE) for five
problem formulations that differ in the used EDO set (Scenarios 1-5). All problem for-
mulations are based on the linear-indexing representation. As in Figure 4.4, the shaded
areas represent variations in hypervolume and are bounded by the 10% and 90% per-
centiles. The solid lines represent the median for the respective problem formulation.
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reduction methods and the impacts of their reduced EDO sets on search efficiency and
effectiveness.
4.5.3 Search-Space Reduction Increases Efficiency
In Figure 4.5, the problem formulations with small EDO sets show a strong increase
in hypervolume during the first 5,000 NFE. From this perspective, the reduced EDO
sets enable a highly efficient optimization, but for an unbiased evaluation, the invested
NFE and/or wall-clock times of the different reduction algorithms must be included to
the analysis. Unfortunately, for reduction methods, their wall-clock times and required
number of function evaluations are difficult to generalize across problems. Generaliza-
tion challenges emerge due to (1) the optimization problem, specifically the EDO-set
size and EDO properties (e.g., the objective values for single EDOs), and (2) on algo-
rithm choices (e.g., grid discretization in the grid-based method).
For the sake of completeness, the wall-clock times of the reduction algorithms for
U_Protect can be found in Table 4.6. For U_Protect all reduction methods were rela-
tively fast, but experiments on different problems have shown that the wall-clock time
is subject to large fluctuations, especially for the ’Optimal’ reduction method. How-
ever, the ’Full’ problem formulation needs around 33,000,000 NFE to reach the same
hypervolume as the ’Optimal’ problem formulation after 500,000 NFE (not illustrated
in Figure 4.5). It is very likely that for more complex problems than U_Protect, this
discrepancy increases, hence more time can be invested into an effective EDO-set re-
duction.
However, Figure 4.5 shows that an EDO-set reduction can be worthwhile. Here, the
’Optimal’ and the ’Optimal + Grid’ formulations are clearly superior and outperform
the ’Full’ problem formulation in both efficiency and effectiveness. The ’Optimization’
problem formulation is, at least, more efficient compared to the ’Full’ formulation, but
the ’Grid’ formulation fails and can neither outperform the ’Full’ formulation in effi-
Table 4.5: Hypervolumes for different problem formulations after 1,000, 5,000, 125,000,
and 500,000 NFE
Label 1,000 5,000 125,000 500,000
Full 0.582 0.713 0.911 0.934
Optimal 0.746 0.856 0.967 0.974
Optimal + Grid 0.788 0.880 0.960 0.964
Optimization 0.683 0.799 0.917 0.925
Grid 0.590 0.728 0.844 0.850
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ciency, nor in effectiveness. In the following, I discuss the reasoning behind the differ-
ent performances of the presented problem formulations.
The ’Grid’ problem formulation (Scenario 5) is based on a grid-based reduced EDO set
with a grid size of 500× 500 m2. Following the rules defined in Section 4.3.2, all EDOs
within the same grid cell are represented by a single EDO and the others are removed
from the EDO set. The final selected EDO subset contains the best compromise EDOs
per grid cell, but the selection neglects combinatorial effects with EDOs from the same
and other grid cells. Hence, many EDOs are removed that would have otherwise been
a part of the Pareto-optimal solutions. Therefore, it is impossible for the ’Grid’ for-
mulation to reach high hypervolume values. The limits of its EDO set can be seen in
Figure 4.5 (black).
The ’Optimal’ and the ’Optimization’ reduction strategies (Scenarios 2 and 4) are based
on EDO sets that are reduced with the comparison methods (cf. Section 4.3.3). While
the ’Optimal’ EDO set guarantees to contain all EDOs that are part of Pareto-optimal
solutions, the ’Optimization’ EDO set only approximates the ’Optimal’ EDO set with-
out any guarantee of optimality. The ’Optimal + Grid’ EDO set (Scenario 3) is a grid-
based reduced subset of the ’Optimal’ EDO set. Its representative EDOs are all rel-
evant, but other, also relevant EDOs, are removed by the additional grid-based re-
duction. From Figure 4.5, it is clear that for the U_Protect test case the ’Optimal’ and
the ’Optimal + Grid’ problem formulations perform significantly better than the ’Op-
timization’ problem formulation. Both reach a similar high final value in hypervol-
ume (cf. Table 4.5), with a slight advantage for the ’Optimal’ formulation. This is
not surprising considering that the ’Optimal’ search space contains all Pareto-optimal
solutions, in contrast to the search spaces of the ’Optimal + Grid’ formulation. For
longer optimization run times, this gap in hypervolume would clearly grow, because
the ’Optimal’ formulation has (at least) the potential to reach the ideal hypervolume
of one. However, the performance of the ’Optimal + Grid’ formulation is quite strong,
especially compared with the ’Grid’ formulation.
The large difference between the ’Grid’ and the ’Optimal + Grid’ formulation puts the
’Grid’ reduction method into a different perspective. Not only the reduction method
itself determines the quality of the reduced EDO set, but also the quality of the un-
derlying (to be reduced) EDO set. Using the ’Optimal’ EDO set as basis for the ’Grid’
reduction enables an EDO selection out of the best EDOs, while the ’Full’ EDO set as
basis mainly contains bad EDOs. As a conclusion, the ’Grid’ reduction method can
be useful for a reduction of large but high-quality EDO sets. In contrast, EDO sets
with many redundant and/or dominated EDOs should not be reduced by the ’Grid’
method.
The last three sections clearly showed the benefits of linear-indexing representation
versus binary representation, and the benefits of EDO-set reduction in general. How-
ever, the performed hypervolume runtime-dynamic analysis lacks of a differentiated
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Table 4.6: Wall-Clock Times of the Reduction Methods used on U_Protect
Optimal Optimal + Grid Optimization Grid
42 s 47 s 30 s 8 s
view of the optimization results, because it averages over the entire Pareto-set approx-
imation. Hence, it cannot identify local strengths and weaknesses in objective space of
the approximation sets. But, for instance, outperforming local parts of approximation
sets might be of special interest for stakeholders and decision makers, if these parts
belong to the subjectively preferred regions of the objective space. The hypervolume
analysis also cannot provide any information about the physical space, but the choice
for a certain problem formulation is often connected with its impact on the effective
physical solutions. For example, in many cases, uncertainty of optimization-relevant
input data blurs the optimization results, and decision makers might need an alterna-
tive solution for the objectively favorite one. Therefore, in the following two sections,
I compare the objective and physical space of different problem formulation approxi-
mation sets and show the resulting effects and benefits.
4.5.4 Representation Impacts on Trade-off Analyses
Building on the results of Section 4.5.1, this section investigates the geometrical con-
sequences (the shape of approximative Pareto sets) for estimating and understanding
monitoring trade-offs that emerge by specifying the alternative search space represen-
tations. The left column of Figure 4.6 shows runtime dynamics (1 s, 3.5 s, 7 s) for
the evolving approximated Pareto-fronts for detection probability (DP, x-axis), early-
warning time utility (EWT, y-axis) and costs (Costs, z-axis). Figure 4.6 compares the
problem formulations for the ’Optimal + Grid’ EDO set where the red solutions ex-
ploited the linear-indexing representation (Scenario 3), and the green solutions utilized
the binary representation (Scenario 6). Blue solutions were found with both representa-
tions. For a better visualization, I project the approximation sets on the respective two-
dimensional planes. The theoretically ideal point is in the bottom right back corner.
Please note that the y-axes only report values between 0.5 and 1 for the early-warning
time utility.
After 1 second, the red approximation set of the linear-indexing formulation already
covers a broad range of the objective space, while the green approximation set from the
binary representation only covers the upper right edge. The poor diversity of the green
front is caused by the difficulty of the search space problem as implicit to the binary
representation. The probability of finding valid solutions consisting of a maximum
of 15 EDOs is low, the probability of finding low-cost monitoring networks (less than
15 EDOs) is even lower. Hence, the binary representation causes exploration of the
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objective space to initially be approached from the high-cost upper-right edge in Fig-
ure 4.6, representing the high-cost zone of monitoring alternatives. Even the few green
binary representation alternatives found early are fully dominated by the broader red
linear-indexing front, which very rapidly captures less expensive solutions with equal
early-warning time utility and equal detection probability.
Given more time for search (3.5 and 7 seconds), the linear-indexing red front has al-
ready translated the space to find a Pareto approximate front, allowing the algorithm
shift its focus to capturing a more diverse suite of solutions along the full extent of the
objectives’ trade-offs. The binary representation’s green front also improves with ad-
ditional search to cover larger portions of the objective space. After 7 seconds, portions
of both fronts become equal in the compromise region (blue spheres in the middle of
the fronts). The extents of the linear-indexing red front, however, still fully dominate
those found with the binary representation. The sparsity of the binary green front in
the lower back left of the scatter plot has direct negative impacts for decision support
given this region should capture trade-off solutions with low costs, low detection prob-
ability, but high early-warning time utility. These solutions are low-cost monitoring
networks (only few monitoring wells) that closely monitor selected possible contami-
nation sources.
In the right column of Figure 4.6, both problem formulations are based on linear-
indexing representation but exploit different EDO sets. Here, the red front was found
using the ’Optimal’ reduced EDO set (Scenario 2), and the green front was found using
the ’Full’ EDO set (Scenario 1). As already seen in the left column, with the linear-
indexing representation both approximation fronts explore large parts of the objective
space. Over runtime, both converge, but the ’Full’ EDO set green front is mostly dom-
inated by the ’Optimal’ reduced EDO set formulation. Thus, as already shown in Fig-
ure 4.5, the hypervolume of the ’Optimal’ red front has a larger extent compared to
the hypervolume of ’Full’ green front. In contrast to the binary problem formulation
from the left column of Figure 4.6, here a shorter wall-clock time would not lead to
significant consequences. However, it shows the benefits of the ’Optimal’-reduction
methods for the approximation. From Figure 4.5, it can be seen that the ’Optimal’
red approximation set reaches the same hypervolume after 8% of the illustrated NFE
(∼ 15, 000 NFE) as the ’Full’ green approximation set after 125,000 NFE. That is, to
get similar optimization results, decision makers can decide between long wall-clock
times and using the ’Full’ problem formulation, or reducing the ’Full’ EDO set with
the ’Optimal’-reduction method and also reduce wall-clock time of the optimization.
These differences would be expected to matter more as monitoring problems increase
in size and shift towards rapid response operational warning systems for water sup-
plies.
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Figure 4.6: Runtime dynamics of approximation sets. Left column: ’Optimal + Grid’
reduced EDO set with linear-indexing representation (red, Scenario 3) and binary rep-
resentation (green, Scenario 6); Mutual solutions of both problem formulations in blue.
Right column: ’Full’ EDO set (green, Scenario 1) and ’Optimal’ EDO set (red, Scenario
2), both with linear-indexing representation; Mutual solutions of both problem formu-
lations in blue.
4.5.5 Monitoring Impacts from Problem Formulation
Up to this point, I have investigated the hypervolume runtime dynamics and the evo-
lution of approximation sets in the objective space. In this section, I demonstrate
the endpoint monitoring effects of the different candidate problem formulations. Fig-
ure 4.7 shows the resulting monitoring-well positions (blue bars) for the U_Protect test
case (cf. Figure 3.5). The height of the blue bars is proportional to the frequency a po-
sition occurred in the solutions that compose the approximation sets. The frequency is
normalized by the number of solutions per set. Here, I compare three problem formu-
lations that are based on the linear-indexing representation (Scenario 1: ’Linear, Full’,
Scenario 2: ’Linear, Optimal’, Scenario 5: ’Linear, Grid’, sub-figures (A), (B), (C) in Fig-
ure 4.7), and one problem formulation based on the binary representation (Scenario 7:
’Binary, Grid’, sub-figure (D)).
Figure 4.7 clearly illustrates similarities and differences of the approximation sets for
the four considered problem formulations. The ’Linear, Full’ and ’Linear, Optimal’
problem formulations (4.7A) and (4.7B) have similar spatial distributions and frequen-
cies of possible monitoring-well positions. For long wall-clock times, distributions of
the monitoring locations become very close as expected, since the ’Linear, Optimal’ for-
mulation in (4.7B) is based on the ’Optimal’ EDO subset (4.7A). The main differences
between the two problem formulations is that (4.7A) includes clustering spots of pos-
sible positions and (4.7B) can represent these spots by single positions because equally
performing positions for the same possible contamination sources were thinned out
with the ’Optimal’-reduction method. The position distributions for the ’Linear, Grid’
(4.7C) and the ’Binary, Grid’ (4.7D) formulations are less dense and include void spaces
in the middle of the original EDO set. Obviously, the optimization was forced to fol-
low a different strategy for the grid-based reduced EDO set, because the available po-
sitions in the middle area (void space) could not contribute as well as other positions.
Therefore, the selected positions form two barriers, in front of the remote possible con-
tamination sources and in front of the closer sources. As a conclusion, if using the
’Grid’ problem formulations ((4.7C) and (4.7D)), decision-makers would unintention-
ally restrict the number of promising monitoring-well positions. In summary, neither
the binary representation nor the grid-based reduction method can satisfy the com-
plex requirements of this multi-objective optimization problem. They are limited in
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the number and decision-relevant scope of the alternative solutions they yield.
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Figure 4.7: Distribution and frequency (blue bars) of monitoring-well positions from
approximation sets on U_Protect for four problem formulations: (A) Scenario1: ’Full,
Linear-Indexing Representations’, (B) Scenario 2: ’Optimal, Linear-Indexing Represen-
tations’, (C) Scenario 5: ’Grid, Linear-Indexing Representations’, (D) Scenario 7: ’Grid,
Binary Representations’.
Summarized, the new methods introduced here, i.e., the linear-indexing representation
and the optimal reduction, produce superior results compared to other typically used
methods. Their performance is more efficient, effective, and reliable.
4.5.6 Reduction Effects When Accounting for Uncertainty
So far, I did not consider uncertainty within the U_Protect test case. Considering Un-
certainty, however, is important for robust optimization results and increases their re-
liability as shown in Figure 4.8. Figure 4.8 compares three sets of solutions for the
U_Protect test case in the objective space with detection probability on the x-axis, early-
warning time on the y-axis, and costs on the z-axis. The theoretical optimum in this il-
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lustration is the backside lower-left corner. The orange set is a Pareto-front approxima-
tion for a single scenario, i.e., for U_Protect without considering uncertainty. The blue
set is a Pareto-front approximation for multiple scenarios (around 300), i.e., with con-
sidering uncertainty in U_Protect. The red set illustrates the performance of the orange
solutions (without uncertainty) on the U_Protect test case with uncertainty considered.
For a better understanding of the three sets, all candidate solutions are projected on the
two-dimensional planes. Figure 4.8 clearly shows that the optimization problem be-
comes more challenging when considering uncertainty (blue): the candidate solutions
cannot reach the same quality level as the solutions without considering uncertainty
(orange). It also illustrates the quality loss in performance when ignoring uncertainty
(red vs. blue). Consequentially, uncertainty consideration helps prevent frustration
due to high but unfulfilled expectations (in Figure 4.8: expected performance (orange)
vs. effective performance (red)). Although the blue set totally outperforms the red
set, the blue set is located in a critical objective-space range where any deviation from
the real Pareto front should be as small as possible. The actual goal attainment nei-
ther exceeds 50% in early-warning time, nor in detection probability. That is, the goal
attainment is low and the potential loss of, e.g., 1% detection probability is relatively
larger compared to the case without considering uncertainty (orange). Concluding,
with uncertainty consideration, an effective optimization is particularly desirable.
We already saw that the linear-indexing representation of the search space is preferred
over the binary representation and, with the optimal reduction method, the optimiza-
tion provides superior results. With uncertainty consideration, however, the base EDO
set becomes more challenging for two reasons:
1. As I use the arithmetic mean to aggregate over all scenarios (cf. Section 3.4), the
final EDO set enlarges compared with the single-scenario EDO set (in our case:
219,122 vs. 436,986 EDOs), because the possibly contaminated area increases with
the number of possible flow paths for the possible contaminations.
2. Due to the averaging effect, the aggregated objective values of the single EDOs
become similar (the EDO set becomes indifferent) and less EDOs are clearly dom-
inated, hence can be removed.
While the linear-indexing representation is not affected by the more complex ’uncer-
tainty’ EDO set, the optimal reduction is presumed to be less effective and less ef-
ficient (less EDOs to remove, more EDOs to compare). A measure to increase both
efficiency and effectiveness of the reduction algorithm is to use the boosted optimal
reduction method introduced in Section 4.3. The boosted version homogenizes the ob-
jective space of the EDO set and more EDOs can be removed. Here, we use the round-
function as homogenizer. Differently to the pure optimal reduction method, with the
implemented homogenization, it cannot be guaranteed anymore that the EDO set con-
tains all Pareto-optimal solutions. However, compared to the pure optimal reduction
method, the boosted one totally outperformed (cf. Table 4.7): it is much faster and
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Figure 4.8: Pareto-approximations sets in the objective space. Orange spheres: approx-
imation set without considering uncertainty. Blue spheres: approximation set with
considering uncertainty. Red spheres: performance of the orange solutions (without
uncertainty) when confronted with uncertainty. Dots: projection of the sets on the
respective two-dimensional planes.
more effective. The question is, whether the missing guarantee of optimality has a
significant drawback on the optimization.
Therefore, Figure 4.9 shows again the hypervolume dynamics as a function of NFE
for the three alternative problem formulations with uncertainty consideration (cf. Ta-
ble 4.3). All are based on the linear-indexing representation. The ’Full’ problem for-
mulation (Scenario 8) uses the base EDO set, the ’Optimal’ formulation (Scenario 9) is
based on the optimal-reduced EDO set, and the ’Optimal + Round’ EDO set (Scenario
Table 4.7: Efficiency and Effectiveness of the Pure and Boosted Optimal Reduction
Method
Method Wall-Clock Time Total Reduction Reduction Rate
Pure Optimal ∼ 10, 800 s 367,784 ∼ 84%
Boosted Optimal ∼ 150 s 436,185 ∼ 99.8%
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10) is based on the optimal reduced EDO set by the round-function boosted optimal-
reduction method (cf. Section 4.3). Both reduced problem formulations are more effi-
cient compared with the ’Full’ problem formulation. The latter needs around 107 NFE
to reach the same hypervolume as the ’Optimal’ formulation after 6× 105 NFE. After
5× 107 NFE, it reaches the same hypervolume as the ’Optimal + Round’ formulation
after 5× 105 NFE. Obviously, the size of the different EDO sets is the main player for
the optimization performance. Although the ’Optimal + Round’ formulation cannot
guarantee to provide all Pareto-optimal solutions, it clearly outperformed the other
two formulations.
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Figure 4.9: Runtime dynamics: Hypervolume over function evaluations (NFE) for
three problem formulations (Scenarios 8-10) that differ in the used EDO set. All prob-
lem formulations are based on the linear-indexing representation. As in Figure 4.4,
the shaded areas represent variations in hypervolume and are bounded by the 10%
and 90% percentiles. The solid lines represent the median for the respective problem
formulation. Due to the large number of function evaluation for the ’Full’ problem for-
mulation (please observe the logarithmic scale), data are available every 50,000 NFE.
Summarized, the ’Optimal + Round’ formulation showed the best optimization perfor-
mance and the EDO-set reduction is highly efficient and effective. Especially for short
optimization wall-clock times, the rigorous but slow optimal reduction method is not
advisable. The optimal reduction method works best for (1) heterogeneous EDO sets,
i.e., with EDOs that can clearly be distinguished in their objective values, and (2) for
homogeneous EDO sets, i.e., with EDOs that have the same objective values. Then, the
optimal reduction would provide small EDO sets that are ideal for producing superior
results with MOEAs. When considering uncertainty, however, the aggregation effects
make the EDO set indifferent, i.e., with EDOs that are similar to each other, and the
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reduction is less effective. In this case, the reduction can be supported by a homoge-
nization method that equalizes similar EDOs.
4.6 Summary and Conclusions
This chapter approaches challenges that emerge when addressing discrete multi-
objective optimization problems with large potentially severe combinatorial scaling
in their decision spaces. Specifically, I (1) developed an efficient and reliable search-
space representation, the linear-indexing representation, that can handle large deci-
sion spaces, and (2) I contribute a search space reduction method, the optimal reduc-
tion, that provides speed search while ensuring the attained multi-objective trade-offs
are improved high-quality approximations to the true Pareto-optimal solutions. As
benchmark, I use the U_Protect test case together with the general optimization prob-
lem (formulated in Section 3.2) with three objectives: (1) detection probability (to be
maximized), (2) early-warning time (to be maximized), and (3) costs (to be minimized).
I compare the linear-indexing representation with the common binary representation.
My analysis shows that:
1. Linear-indexing representation enables reliable and efficient optimization runs
that clearly outperform the binary representation over time.
2. Unlike binary representation, the linear-indexing representation can handle large
problems.
I also compare our optimal search space reduction method with optimization-based
and grid-based reduction methods. The grid-based reduction methods can be applied
to continuous and discrete problems and are independent of the objective functions,
the optimal and optimization-based reduction methods are limited to discrete prob-
lems and monotonous objective functions. In the context of the U_Protect test case, I
show that:
1. Optimal reduction strategies produce the best results but need an additional al-
gorithm.
2. The grid-based reduction is highly effective but a brute-force approach with the
potential of losing candidate Pareto-optimal monitoring alternatives.
3. Optimal reduction gets performance problems for highly indifferent decision
spaces, but can be boosted with methods that homogenize them.
The overarching conclusion is that, for discrete problems, linear-indexing represen-
tation is the key for a reliable and efficient optimization performance. Also, when-
ever feasible, my proposed optimal reduction helps to improve quality and endpoint
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value of multi-objective analyses for the design of groundwater monitoring systems
for source water protection.
These insights can be transferred to a broad class of optimization problems. The fol-
lowing four conditions must be fulfilled to apply linear-indexing representation and
optimal reduction:
1. The search space must be finite, as part of a discrete and finite optimization prob-
lem (for representation and reduction).
2. The problem must be a combinatorial problem with a search space that can be
represented by a set of single decision elements (for representation and reduc-
tion).
3. The optimization problem must be multi-objective (for reduction).
4. The objective functions must be monotonic (for reduction).
The results enable the feasibility of multi-objective optimization might be possible on
standard desktop computers in operationally valid runtimes.
Chapter 5
Problems and Solutions: Robust and
Reliable Early-Warning Monitoring in
Practice
Parts of this chapter have been published in the Journal TRANSPORT IN POROUS ME-
DIA under the title Optimization for Early-Warning Monitoring Networks in Well Catch-
ments Should Be Multi-objective, Risk-Prioritized and Robust Against Uncertainty [19] and
in the Journal WATER RESOURCES RESEARCH under the title Reconnecting Stochastic
Methods with Hydrogeological Applications: A Utilitarian Uncertainty Analysis and Risk As-
sessment Approach for the Design of Optimal Monitoring Networks Bode et al. (2018b) [15].
I am reusing parts of the text and figures from these publications by the kind permis-
sions of the publishers Springer and American Geophysical Union.
In Chapter 3, I introduced the optimization problem and showed that good trade-off
solutions can be found. In Chapter 4, I specified the problem formulation with a focus
on search-space reduction and representation. I showed that the linear-indexing rep-
resentation is significantly more reliable and efficient compared to the classical binary
representation. I also introduced possible reduction methods for the search space that
can lead to better optimization results and to an easier handling of a large data volume.
Although I could increase efficiency and effectiveness of the optimization with the
methods introduced in Chapter 4, in practice, there are more fundamental challenges
that may prohibit a straightforward application of such optimization approaches.
These challenges already occur in the preparation phase before the optimization. Many
academic methods are fundamental and general, but not yet optimized for practi-
cal applications. This holds, in particular, for advanced methods in stochastic hy-
dro(geo)logy, uncertainty quantification, and risk analysis. Many academic risk es-
timation methods emphasize rigorously quantitative results [e.g., 28, 159], which re-
quires input data that are rarely available in practice. For water suppliers, however, it
is especially difficult to collect the required data. For instance, the effort is very high
to explore the catchment for possible contamination sources and to collect all required
characteristics of these sources, and there are difficulties in evaluating their respective
risk. Additional difficulties are caused by limitations in time and computing power for
transport simulations, especially when uncertainty in hydro(geo)logy and/or location
uncertainty of possible contamination sources is considered.
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In this chapter, I present methods and strategies for tackling the following specific
challenges:
• Water suppliers usually do not have access to high-performance computing
clusters, while transport simulations and uncertainty quantification are often
computationally demanding. Thus, water suppliers need strategies that are
frugal enough to perform such tasks on standard desktop computers (Sec-
tions 5.1 and 5.3).
• Especially in urban areas, too many possible contamination sources could exist
to be screened effectively. Therefore, water suppliers need to distinguish relevant
from irrelevant sources to reduce the number of considered sources (Section 5.2).
Still, the number of relevant sources might be large, hence they also need effec-
tive methods to downsize the number of relevant sources during the transport
simulation (Section 5.5).
• Possible contamination sources must be treated differently according to the risk
they pose for the supply wells. However, it is difficult or even impossible to de-
termine their risk quantitatively. That is, water suppliers need a non-quantitative
possibility to prioritize their inventory of possible contamination sources during
the optimization (Section 5.4).
• It is very likely that many possible contamination sources exist that are unknown.
A coordinated monitoring of these sources is not possible, but in fact, unknown
sources are a big issue. Hence, water suppliers need a strategy to account for the
need to monitor unknown sources (Section 5.6).
In the following sections, I will briefly explain the specific problems and introduce
approaches how I tackle them. For clarification and/or conformation of the used ap-
proaches, I will present and discuss supporting results, if it is helpful. At the end of
this chapter, I will summarize the main conclusions in Section 5.7.
5.1 Simplifying Breakthrough Curve Approximation
As mentioned in Section 2.3, I use the PTRW method in all transport simulations to ap-
proximate the spatial and temporal concentration distributions of contaminants. The
straightforward way to simulate the related breakthrough curves in a control volume
(CV) is to track the number and residence time of the particles that pass the respective
CV. Knowing the volume V
[
L3
]
of the ith CV, and the mass mp [M] of each particle j,
one can easily approximate the breakthrough curve by counting the particles over time
at volume i:
ci (t) ≈ 1ne,iVi
np
∑
j=1
δijmp,j , (5.1)
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with the effective porosity ne in Vi, the number of all particles np, and the Kronecker
delta δij that indicates whether particle j occupied volume i or not (1 or 0). However,
this counting technique leads to discontinuous breakthrough curves. For continuous
breakthrough curves, more advanced methods must be applied, e.g., kernel density
estimation [129].
For PTRW, the approximation error of breakthrough curves decreases proportionally
to the square root of the number of particles in each CV [e.g., 84]. That is, for large
model domains, millions of particles are needed, and this leads to computationally de-
manding simulation runs. A common technique for reducing computational costs is to
approximate the temporal moments of breakthrough curves, instead of approximating
the entire curve [e.g., 77, 104]. Then, the breakthrough curve can be reconstructed with
parametric shapes from these moments. The advantage is that temporal moments are
more robust against low particle numbers so that the total number of particles can be
reduced dramatically. A requirement of this technique is that an analytical parametric
distribution function is available that is defined by the temporal moments and meets
the general behavior of the real curves (i.e., the shape).
In Section 2.2, I already introduced the inverse Gaussian distribution (IG). The IG is the
analytical solution for breakthrough curves of an instantaneous contamination release
in uniform and parallel flow with uniform dispersion coefficient. The scaling factor
mIG0 [MT/L3] of the IG is the zeroth moment of the breakthrough curve, i.e., it matches
the time integral over the entire curve. It can be approximated as:
mIG0,i ≈
1
ne,iVi
np
∑
j=1
δijmp,j∆tj , (5.2)
with the residence time ∆tj [T] of particle j in CV Vi. Then, the breakthrough curve can
be reconstructed as
ci (t) ≈ mIG0,i IG . (5.3)
For continuous mass release, the breakthrough curve is the temporal convolution of
Equation 5.3:
Ci (t) ≈
∫ t
0
mIG0,i IGdτ , (5.4)
with the contaminant release time τ. Equation 5.4 can be rearranged when substituting
the mass mp,j in Equation 5.2 by the constant value m˙p,j =
∫ mp,j
τ dτ:
MIGC0,i ≈
1
ne,iVi
np
∑
j=1
δijm˙p,j∆tj . (5.5)
Then, continuous breakthrough curves can be expressed using the cdf of the IG (cf.
Equation 2.13):
Ci (t) ≈ MIGC0,i
∫ t
0
IGdτ = MIGC0,i · IGC (τm) . (5.6)
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In order to show that the reconstructed breakthrough curves need significantly fewer
particles compared to the straightforward density estimation via particle counting, I
use a quasi-three-dimensional uniform velocity field (15m× 10m× 10m), instanta-
neously release particles at (x = 5, y = 5), and measure the concentration over time
at (x = 15, y = 5). The time discretization is 10s and the dimension of the CV is
(0.7m× 0.7m× 10m). Transport-relevant parameters can be found in Table 5.1. I also
compare the reconstructed curves with an analytical solution for this problem to better
show how the reconstructed curves are affected by particle reduction. Therefore, I use
the depth-integrated analytical solution of the concentration distribution over time at
location (x, y) that is given by Equation 5.7 [e.g., 8]:
c (t, x, y) =
m
B
1
4pit
√
DLDT
· exp
(
(−x + vt)2
4DLt
− y
2
4DTt
)
, (5.7)
with the released mass m, aquifer depth B, time t, velocity v, and longitudinal and
transverse dispersion coefficients DL and DT.
Figure 5.1 shows four different approximations of the breakthrough curve with dif-
ferent numbers of particles. It clearly indicates that the moment-based breakthrough
curves (green line) are less affected by small particle numbers than the particle-
counting-based approximation. The deviations between the moment-based and the
analytical curves are small for each case, while the particle-counting-based curve is
not reliable with 10000 particles or less.
Although the scaled IG does not generally hold for realistic cases (e.g., with non-
uniform flow), I chose this reconstruction method in general over the particle-counting
method for two reasons:
1. Computational power is limited in practice, hence practitioners need robust and
efficient methods.
2. Many groundwater models are built with standard software suites like ModFlow
and use relatively simple zonations to represent heterogeneities. Within the zona-
tions the assumption of uniform flow is acceptable.
Table 5.1: Transport-relevant parameters.
Initial mass
m [kg]
Velocity
v [m/s]
Molecular
diffusion
coefficient
Dm
[
m2/s
]
Longitudinal
dispersivity
α` [m]
Transverse
dispersivity
αt [m]
0.01 0.01 1× 10−9 1 0.1
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Figure 5.1: Comparison of particle-counting-based breakthrough curves via histogram
(gray) with reconstructed curves (green) and the analytical solution (red).
5.2 Defining the Catchment
In many countries, groundwater protection zones restrict activities and storage of pol-
lutants that are hazardous to water, but they cannot eliminate all water-hazardous pol-
lutants, such that an inventory of possible groundwater contamination sources remains
(see discussion in Chapter 1). These possible sources need to be monitored effectively
to protect the water supply wells from contaminations if they fall into by the well
catchment. Protection zones and actual well catchment often differ starkly in extent
and location. Although both are based on the hydrogeological conditions [e.g., 46], the
definition of protection zones is often practically and/or politically constrained. An al-
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ready existing highway, for example, would not be rerouted if it goes straight through
a currently defined catchment.
To provide clarity, as first and most important step, I propose to approximate the real
well catchment (using backward transport simulation [122]) for four reasons:
1. The catchment could be just partly covered by the protection zone. Contamina-
tion sources outside the protection zone, but inside the catchment, still put the
production wells and the produced water at risk.
2. Parts of the protection zone might not coincide with the actual catchment. Then,
there may be contamination sources within the protection zone that do not af-
fect the production wells, because they are not within the catchment. They are
irrelevant for the water supplier.
3. Using backward transport simulation, one can estimate how much contaminant
must be released at a certain location to still affect the production wells. Possible
sources that cannot release the required mass of a contaminant are irrelevant for
the water supplier, even if they fall into the catchment.
4. Using backward transport simulation, one can estimate the travel times from
each location towards the production wells. Possible contamination sources that
need longer than a certain time threshold to affect the production wells might be
again irrelevant for the water supplier.
In summary, defining the well catchment, critical masses and travel times can guide
water suppliers in their search for relevant possible contamination sources. Focusing
only on the relevant sources identified in a reverse transport simulation reduces the
computational demand of the subsequent forward transport simulations from all pos-
sible contamination sources to the supply wells. From the economic point of view,
identifying irrelevant sources prevents the water supplier from installing monitoring
wells that are useless.
To implement backward simulation, I invert the velocity field and solve a reverse trans-
port problem (cf. Section 2.3) that starts at the production well. The resulting backward
plume identifies the transport-relevant catchment of the well that needs to be moni-
tored. Figure 5.7 in Section 5.6 exemplary shows relevant (green, yellow, and red dots)
and irrelevant (gray dots) possible contamination sources as identified by the back-
ward transport calculation. The optimized monitoring network (black crosses) only
focuses on the relevant sources.
5.3 Uncertainty and Robust Optimization
When looking at the relatively thin predicted plumes occurring in Z_Based in Fig-
ure 5.3, it is apparent that the "real-life" performance of optimized early-warning mon-
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itoring networks (compared to the performance predicted during the optimization) is
highly sensitive to predictive uncertainty. Therefore, in Section 3.4, I suggested to in-
clude a corresponding representation of uncertainty during the optimization in order
to achieve robustness. I call a monitoring network robust against a given uncertainty
if its performance does not fall below expectation under the corresponding range of
possibilities. In the following, I will discuss representations of uncertainty, effects of
uncertainty, and the benefits of robust optimization.
Representation of Uncertainty
Geostatistically-based Monte-Carlo (MC) simulation is the standard academic ap-
proach to account for statistical uncertainty of aquifer parameters in groundwater
models [e.g., 59, 65, 138]. However, in practice, MC simulations are impractical for
four reasons. First, they are computationally too expensive to apply to large-scale or
complex models typically needed for practical problems. Second, the underlying prob-
ability distributions of the uncertain parameters are not easy to define such that they
would represent a realistic level of uncertainty. Third, numerical models used by water
suppliers are usually built with standard software like ModFlow [74] or FeFlow [160]
that lack a convenient interface for running MC simulations. Fourth, it is much easier
to operate that type of software with zonation-based parametrizations or with pilot
points [e.g., 132, 42] than with geostatistical random fields [e.g., 40, 88].
Despite these limitations, hydrogeologic uncertainty must be considered in the opti-
mization to propose reliable network designs. Discussions with water suppliers led
me to represent uncertainty by using well-selected scenarios instead of formal MC
analyses. These scenarios have to satisfy two requirements:
1. They have to represent the dominant uncertainties that most influence the loca-
tion and concentration of possible contaminant plumes.
2. The ensemble of scenarios should be chosen such that they cover the entire vir-
tual contaminated area between the two enveloping plumes of this ensemble (an
example of well-selected scenarios is shown in Figure 5.2 for uncertainty in am-
bient flow direction).
Further criteria for the quality of scenarios are discussed, e.g., by Kosow and
Gaßner (2008) [97].
Intense discussions with water providers showed that, for most of the well catchments,
the ambient flow direction is the most influential factor. It is controlled by seasonal
changes in groundwater recharge and by the pumping rate of the production wells.
Catchments for other supply wells were highly influenced by the stages of nearby
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rivers. The key challenge is to investigate how these factors control risks to the sup-
ply wells so that the water suppliers could select scenarios that best represent their
concerns.
For demonstrating and discussing the effects of ignoring uncertainty, I consider three
different uncertainty scenarios (S1-S3) on Z_Based for the optimization:
S1: We have an idealistic situation without any uncertainty (Equation 3.3).
S2: We have uncertainty in modeling our system represented by the four hydraulic
scenarios listed in Table 3.2, and consider it during the optimization procedure
(Equation 3.10).
S3: We assume that we have an idealistic situation, but in reality, the used model
is subject to uncertainty (represented by the four hydraulic scenarios listed in
Table 3.2).
The Effects of Uncertainty
Figure 5.3 shows the uncertainty scenarios S1 and S2 introduced above on two se-
lected monitoring networks, one optimized without considering uncertainty (scenario
S1, black cross mark), and one optimized considering uncertainty (scenario S2, white
plus mark). The black-crosses network is the so-called best compromise solution [e.g.,
157], which is defined as the one Pareto-optimal solution with the smallest Euclidean
Figure 5.2: Example of well-selected scenarios for uncertainty in ambient flow direction
v (β). Assumed main flow direction is from the left to the right (β = 0). Red dot:
Possible contamination source. Dark-gray shaded plumes: Possible contamination
plumes that would occur for the two selected extreme scenarios β = ±βmax. Light-
gray shaded plumes: Possible contamination plumes that would occur for scenarios
with smaller deviations in the flow direction from the main flow direction. The entire
scenario ensemble represents the possible contaminated area assuming an expected
maximum uncertainty.
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Figure 5.3: Two selected optimized monitoring networks from the basic multi-objective
optimization without uncertainty (black cross mark) and with uncertainty (white plus
mark) (see Equations 3.3 and 3.10 in Sections 3.2 and 3.4). Entire blue area: well catch-
ment from all hydraulic scenarios; Dark blue area: well catchment from hydraulic sce-
nario 1. Black rectangle: position of the well gallery; Red points: possible contam-
ination sources. Gray dot clouds: visualization of the simulated plumes from each
possible contamination source for all hydraulic scenarios; Dark gray dot clouds: simu-
lated plumes for hydraulic scenario 1. The different hydraulic scenarios can be found
in Table 3.2
.
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distance to the idealistic unattainable optimum in normalized axes (cf. Chapter 3).
Through optimized positioning of only eight monitoring wells, it attains a detection
probability of 91% and an early-warning utility of 0.73. This relatively high perfor-
mance at relatively low costs can be achieved by two strategies:
1. monitoring the well catchment at positions where several predicted contaminant
plumes coincide and neglecting possible contamination sources that have clearly
separated plumes;
2. by avoiding to attain early warning functionality by covering the most remote
sources.
The network considering uncertainty has a similar performance in detection proba-
bility and early-warning time, but for reaching these goal attainments it needs eleven
monitoring wells (i.e., three additional ones). It follows the same strategies as the net-
work discussed above, but the density of each monitoring-well group increased. The
relatively thin plumes only overlap in the close vicinity of the production wells. That
is, demanding the same number of monitoring wells when considering different hy-
draulic scenarios would push the monitoring network towards the production well
and early-warning time would suffer.
The Benefit of Robust Optimization
Figure 5.4 shows the obtained fronts for the three uncertainty scenarios S1-S3. A suit-
able measure of robustness is the difference between the optimized predicted perfor-
mance and the particular performance obtained after actual installation. For better
comparison within a single figure, it shows only projections onto the cost/time plane.
Scenario S1 (black) performs the best, compared to the other fronts. However, in prac-
tice, a scenario without uncertainty does not exist. Considering uncertainty (scenario
S2), the results (red) are more modest in their claims of performance during the opti-
mization compared to those without uncertainty (black). The results are less optimistic
because it is harder to guarantee a reliable and early detection of contaminant plumes
when admitting that one does not know their exact locations and mutual overlaps.
Ignoring uncertainty (scenario S3) leads to differences between the expected perfor-
mance (black) and the actual performance in simulated virtual reality (green), i.e., eval-
uated for and averaged over all considered hydro(geo)logic scenarios. In theory, the
most expensive solution (from the black front) has a close-to-perfect benefit in early-
warning time. Compared to that, the same solution performs poorly in virtual reality
(green).
Compared to the green front, one could either find monitoring networks with the same
performance in early-warning time but with fewer costs, or monitoring networks with
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Figure 5.4: Projection of Pareto fronts for three multi-objective optimization scenarios.
Scenario 1: Black front from an optimization that does not consider uncertainty. Sce-
nario 2: Red front obtained when optimizing the performance on average over four
hydraulic scenarios. Scenario 3: Green front illustrates the performance of the non-
robust optimization results on average over the four hydraulic scenarios.
a much better performance with identical costs. Obviously, the black solutions are only
optimal for one hydraulic scenario, but not for the considered uncertainties.
The difference in early-warning time between the black front and the red front at given
cost values can be interpreted as the costs of having (and considering) uncertainty.
The difference between the black front and the green front at given cost values can
be interpreted as costs of not considering uncertainty, and these costs are larger than
the costs of considering uncertainty. Without any surprise, all scenarios agree that one
cannot expect any performance at the limit of no costs.
As a conclusion, considering uncertainty in the optimization is in fact required, because
otherwise, one will obtain overly optimistic model-based results that do not perform
as desired when installed in reality. The hydraulic scenario analysis performed here is
very crude and serves mainly for illustration. In practice, it would be advisable to also
account for the other sources of uncertainty mentioned in Section 2.4 and to work with
a much larger number than the four hydraulic scenarios from Table 3.2, following the
rules of well-selected scenarios discussed above. Using well-selected scenarios, one
can adopt more efficient approaches that explicitly consider high-risk scenarios. This
can build on the years or even decades of experience of water suppliers to propose a
set of representative scenarios.
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5.4 Risk Prioritization of Possible Contamination Sources
The optimization problems formulated in Chapter 3 and in the previous sections of
Chapter 5 do not yet prioritize according to the severity of possible contamination
sources. A possible contamination source can be more or less severe depending on
the type of the hazardous activity, stored or handled contaminants and contaminant
masses, compliance with applying regulations and so forth. A common approach to
prioritize possible contamination sources is to assign a (statistically motivated) weight
to each source that reflects factors like the frequency of accidents, the stored contam-
inant mass, mobility, and toxicity. Provided that all required data are available to
calculate these weights through quantitative and probabilistic risk estimations [e.g.,
50, 52, 60], this approach would be statistically rigorous. Unfortunately, it is often im-
practical, or sometimes even impossible to get all relevant data concerning the possible
contamination sources (e.g., the probability of failure of a nuclear power plant). Hence
it becomes impossible to conduct the probabilistic analyses required to define quanti-
tative weights.
Therefore, following concepts of qualitative risk assessment and to provide a practi-
cal possible contamination-source prioritization that also supports the individual con-
cerns of water suppliers, I categorize all possible contamination sources into the classes
severe, medium and almost tolerable [e.g., 26, 78]. This categorization can be visualized
through the color scheme of traffic lights, i.e., as red, yellow and green. It expresses the
prioritization preferences for monitoring in the sense that "red" possible contamination
sources should be monitored with first priority, "yellow" ones with secondary priority,
and "green" ones with the smallest priority.
In order to accommodate this categorization in the optimization problem, I introduce
separate objective functions for the detection probability and for the early-warning
time of each risk category. Because individual monitoring wells can cover possible
contamination sources from several risk categories, the cost function cannot be sepa-
rated. Thus, the original problem with three objectives
dopt = arg min
d∈D
( fdetect, fwarn, fcost) (5.8)
obtains a total of seven objectives:
dopt = arg min
d∈D
[
f (red)det , f
(red)
warn , f
(yellow)
det , f
(yellow)
warn , f
(green)
det , f
(green)
warn , fcost
]
. (5.9)
Although the optimization became more complex, the benefit of this approach is that
water suppliers can prioritize the possible contamination sources following their own
individual assessment, expert opinion, or public concerns. This is possible without the
need for a difficult and costly acquisition of data to calculate quantitative risk weights.
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For demonstrating and discussing the qualitative risk prioritization, I present opti-
mization results of the optimization problem according to a robust formulation of
Equation 5.9, i.e., working with a risk categorization and uncertainty. In this opti-
mization, I categorize the inventory of possible contamination sources of Z_Based into
severe, medium and almost tolerable sources, and compare the results to those ob-
tained without risk categorization according to Equation 3.10 (see Section 3.4).
In Figure 5.5, I compare a selected Pareto-optimal monitoring network from the risk-
prioritized formulation (black cross marks) with a selected one obtained from Sec-
tion 5.3, i.e., without risk prioritization. The prioritized solution was selected to
achieve a 100% detection probability and a large early-warning time utility (here: 86%)
for all severe possible contamination sources (red ones) while maintaining the number
of monitoring wells at eleven, i.e., using the same number as the non-prioritized solu-
tion. This results in a reduced detection probability and early-warning utility across
the remaining risk inventory. The key performance data of both networks can be found
in Table 5.2. By comparison of these two networks, one can see that two additional se-
vere possible contamination sources (red) are now monitored (one at [4km, 1.5km] in
domain coordinates and one at [7km, 3km]). One monitoring well roughly at [7km,
4km] has been removed, because it mainly served to monitor medium and almost tol-
erable (yellow, green) possible contamination sources. Other significant changes ap-
pear around [11km, 4.5km], where a group of three monitoring wells was replaced by
0 m 7 500 m 15 000 m
0 m
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7 000 m
1
Figure 5.5: Comparison of a risk-prioritized solution from the robust multi-objective
optimization with a solution without risk categorization. Black cross marks: prior-
itized monitoring network; White plus marks: network without prioritization; Red,
yellow, green dots: prioritized possible contamination sources; All other symbols and
colors: same as in Figure 5.3.
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two monitoring wells that coincide better with the possible plume paths of only severe
possible contamination sources (red).
There are several strategies available for decision makers to screen through the list of
Pareto-optimal results. One option is to screen through the possible compromises be-
tween overall coverage and prioritized coverage at fixed costs. A second option is to
start with perfect coverage of severe sources, and then to investigate the additional
costs and willingness to pay for additional coverage of medium and almost tolerable
sources. With this, decision-makers are able to make the necessary compromises be-
tween the performance for different risk categories under budgetary constraints in an
informed and transparent manner. They do not have to quantify weights before the
optimization but can see the consequences of their preferences directly at the Pareto-
approximation front.
5.5 Areas with Many Possible Contamination Sources
Some possible contamination patterns can be difficult to characterize because they in-
clude multiple possible sources distributed in a relatively large area (e.g., cities, land-
fills, industrial parks, ...). Practically, it can be too expensive to produce a detailed map
of each source. Furthermore, in many cases, water suppliers do not have the right to
collect all of the information necessary to describe the separate sources. Often, even
if the data could be collected, the computing time and memory requirements to treat
each source individually in the transport simulations may be prohibitive. For practical
application, this type of source area (area with uncertainty in point-source locations)
should be handled using a simpler, representative model.
To accommodate this preference, I introduced the concept of virtual representative
sources. Instead of accounting for each possible source in, e.g., an urban area, artificial
sources are used, closely spaced along a line at the downstream edge of the source area.
The underlying idea is that the plumes emanating from any source within the area will
cross this downstream boundary. Furthermore, placing the virtual sources as close as
Table 5.2: Key data of the different monitoring networks illustrated in Figure 5.5
Monitoring
network
Risk
categories
Detection Probability
[−]
Early-warning time
utility [−]
Non-prioritized All 0.97 0.79
Non-prioritized Severe 0.88 0.72
Prioritized All 0.80 0.66
Prioritized Severe 1 0.86
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possible to the edges of the source area, with reference to the flow lines, provides a
conservative estimate of impact. That is, the virtual contaminants represented by the
virtual contaminant sources will arrive sooner and at higher concentrations than the
actual contaminants from the real possible contamination sources within the source
area. In most cases, the difference in estimated warning time is small because the size
of the source area is small relative to the distance of the downstream boundary to the
production wells. therefore, this simplification provides at least as much protection as
would be provided if every real source was modeled individually; however, it offers
three practical advantages:
1. water suppliers do not need to undertake time-consuming and expensive data
acquisition in urban areas;
2. they can account for possible contamination sources that are uncertain in location
within urban areas;
3. the transport simulation requires less computational effort and time to consider
the smaller number of virtual representative sources.
5.6 Unknown Possible Contamination Sources
When designing a monitoring network, the most difficult possible contamination
sources to consider are the (potentially numerous) sources within well catchments
that are not even known to exist. Reasons for this include the limited existence of
information on land use in the private or industrial sector, restricted access to existing
information due to data privacy policies, known possible sources with unknown loca-
tions (from vague historical records) or unforeseeable hazards that fall under the clas-
sical category of black swans [158]. These unknown possible contamination sources
are especially problematic for water suppliers with production wells in large, densely
populated areas and in regions with intensive farming. The only way to achieve ro-
bustness in the face of unknown sources is to represent the possible existence of them
through an additional virtual component in the risk model. While it is important to
guard against unknown sources, the virtual risk model must be as pragmatic and sim-
ple as possible. For example, using a dense grid of virtual sources over the entire well
catchment would lead to unacceptably high computational costs. I chose to model the
unknown risks using a densely spaced set of virtual point sources that surround the
water supply wells (cf. Figure 5.6, the virtual blue possible contamination sources at
the pumping well). In the following, I call this concept line of attack. This risk model
is plausible because any contaminant from (unknown) possible contamination sources
has to pass the line of attack before affecting the pumping wells. Thus, a resulting mon-
itoring network that can monitor the virtual sources on the line of attack is also able
to monitor any remaining risk that is farther away from the pumping wells. For all
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unknown spills, the line of attack is a conservative (worst-case) representation in the
following aspects (compared to the actual properties of the unknown possible source
represented by this model):
1. the modeled travel time from the line of attack to the well is always shorter;
2. the detectable width of the modeled plumes is always smaller;
3. the contaminant impact on the well is always larger.
The line of attack is located at a distance in travel time coordinates that is defined by
the user. Essentially, this represents the minimum travel time that a user is comfortable
allowing themselves to install countermeasures for water quality protection. All resid-
ual unknown sources between the line and the pumping wells cannot be controlled
with the resulting monitoring networks. Hence, the choice of travel time to the well
is a compromise between residual-risk coverage and achievable early-warning time.
Known possible sources between the line of attack and the pumping wells need to be
monitored with source-targeted wells.
The line of attack approach potentially offers large savings in monitoring costs and in
design optimization. This is because there will be no further advantage in placing any
monitoring wells farther away from the well than the line of attack if only a robust
detection probability is essential and the user-defined minimal early-warning time is
sufficient. In this case, there is no need to collect data about sources beyond this dis-
tance, either. The corresponding monitoring networks usually exhibit a line of defense
formed by monitoring wells just downgradient of the line of attack. However, out-
side of the line of attack, there might exist known possible contamination sources toxic
enough such that a reliable monitoring in detection probability and early-warning time
is required. Then, additional monitoring wells close to these known possible contami-
nation sources are appropriate.
To facilitate the line-of-attack concept, I followed the approach described in Section 5.4
and suggest to classify the unknown possible contamination sources into a risk class.
However, they are unknown, and hence they cannot be classified into one of the three
already existing risk classes in a meaningful manner. To overcome this problem, I in-
troduce an additional risk class (blue) that represents unknown possible contamination
sources in distributed areas and unknown sources placed on a line of attack:
dopt = arg min
d∈D
[
f (red)det , f
(red)
warn , f
(yellow)
det , f
(yellow)
warn , f
(green)
det , f
(green)
warn , f
(blue)
det , f
(blue)
warn , fcost
]
(5.10)
With that, the number of objective functions increases again (from seven to nine). But,
this further increase in complexity has the benefit of accommodating the subjective
concerns and expert judgments of stakeholders, allowing them to alter the weights on
the virtual sources to represent their relative risk tolerance of known and unknown
sources.
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Figure 5.6 shows one selected optimized network, which can be separated in two parts
with different tasks: the first part (white pluses) specializes only on good coverage of
the residual risks (line of defense close to the line of attack), and the second part (white
crosses) is an augmentation of the line of defense in order to improve the performance
in monitoring all the known possible contamination sources. The model for residual
risks is the representation by the line of attack (blue dots) that lies between the well
gallery and the bulk area of the catchment. Here, the line of attack is a line of hypothet-
ical point sources placed at a travel time of two years away from the well gallery. For
simplicity of the analysis, here I drop the classification of the known possible sources
into different risk classes.
The performance data for both parts are shown in Table 5.3. The strategy for covering
the residual risk is the line of defense that directly matches the line of attack. In the
solution shown, this line is composed of 17 monitoring wells. This strategy achieves a
detection probability of 81% and claims an early warning utility of 0.68. The detection
probability number is accurate for all residual risks (behind the line of attack). The
early warning time, however, is strongly suboptimal, because most residual risks could
be detected earlier when knowing their location.
The line of defense provides a good coverage for almost all possible residual risk
sources anywhere in the catchment. Only 19% of the entire catchment area cannot
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Figure 5.6: Comparison of two early-warning networks from the optimization with
residual risks (see Equation 5.10). White plus mark: monitoring network specialized
only on residual risks; White cross mark: augmentation to improve the performance
for the known possible contamination sources; Blue circles: model of residual risk
("line of attack"), partly covered by the white cross marks; all other symbols and colors:
same as in Figure 5.3.
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Table 5.3: Key data of the different monitoring networks illustrated in Figure 5.6
Monitoring
network
Sources Detection
probability
Early-warning
utility
Monitoring
wells
Only residual Residual 0.81 0.68 17
Only residual All known 0.65 0.07 17
Augmented Residual 0.81 0.68 26
Augmented All known 0.96 0.66 26
be controlled by the line of defense. Hence, it is clear that it should also provide a good
detection probability for the known possible contamination sources. However, the de-
tection probability of the line of defense for all known sources is only 65%. This means
that 35% of the known sources lay inside the area which is not controlled by the line
of defense, which is more than the 19% predicted during the optimization. This can be
explained by considering the known source inventory as only a small sample out of all
possible source positions (the remaining risk). The early-warning utility for the known
sources is unsatisfactory (0.07). In order to improve this performance, additional mon-
itoring wells in the more remote parts of the catchment are required. The cross mark
show a selected corresponding augmentation of the current network by 9 monitoring
wells. These additional wells increase the detection probability for the known sources
from 65% to 96% and the corresponding early-warning utility from 0.07 to 0.66.
Depending on their risk aversion and risk perception, a decision maker could either
start with coverage of residual risks and then buy more early-warning time for known
sources (possibly for the severe ones first), or start with network solutions that offer a
satisfactory performance for known possible contamination sources at affordable costs,
and then investigate the cost-performance trade-offs for additional coverage of resid-
ual risks. The provided information is valuable decision support in situations where
decision makers are highly risk-averse, or where the residual risks are known to exist at
unknown locations. In situations penetrated with deep uncertainty in flow conditions,
I expect the residual-risk solution to provide a large degree of robustness.
To show the robustness potential of the line of defense, I compare the performance of
a line of defense (white plus mark in Figure 5.7) to a "regular" monitoring network
(black cross mark in Figure 5.7) and show that the line of attack is sufficient to rep-
resent unknown possible contamination sources. Therefore, I use the first hydraulic
scenario of Z_Based (cf. Table 3.1, here with the longitudinal dispersivity of α` = 1m
and the transverse dispersivity of αt = 0.1m (cf. Figure 5.7)). I consider 100 scenarios
of unknown possible contamination sources. Each of them contains 15 randomly lo-
cated unknown and the 15 known possible contamination sources. The ratio of known
and unknown sources is arbitrary and could favor known or unknown sources. The
considered domain of all possible locations is restricted to the well catchment.
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Figure 5.7: Model domain of the test case. Gray dots: possible contamination sources
outside the catchment; Black cross mark: monitoring network with no prioritization;
White plus mark: line of defense; all other symbols and colors: same as in Figure 5.3
Figure 5.8 illustrates the performance of both networks for each scenario (blue dots for
the black-crosses network and blue diamonds for the line of defense). They cluster into
two clouds (illustrated as shaded areas). For both networks, the objective values of the
known possible contamination sources are the same for each considered scenario be-
cause they are not affected by the varying unknown sources (cf. the red, yellow and
green dots/diamonds in Figure 5.8). The line of defense is significantly more robust
(against uncertainty in location of possible contamination sources) in terms of detec-
tion probability. The variations of the blue diamonds in Figure 5.8 are much smaller
than the variations of the blue dots, and the entire cloud of blue diamonds is close to
optimal detection. The center of the diamonds cloud is approximately at 85% detection
probability, while the center of the cloud of dots is only near 50% detection probability.
There are two reasons for the discrepancy between the expected and actual detection
probability (100% vs. ∼85%) of the line of defense:
1. The breakthrough curves of a close contamination source might have a short du-
ration of visibility at the line of defense so that the probability of missing the
contamination plume due to low sample frequencies increases.
2. The line of defense cannot monitor contamination sources that are within the line
of defense, i.e., between the line of defense and the well gallery.
As expected, the line of defense performs worse in early-warning time compared to
the black-crosses network due to its short distance to the well gallery. However, bud-
getary limitations usually make it impossible to install a monitoring network that can
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provide a high detection probability and a high benefit in early-warning time for all
unknown possible contamination sources. From this point of view, it is not necessary
to model all possible unknown sources (e.g., using a dense grid of sources over the
entire domain) because under cost constraints the optimization algorithm would find
a line of defense as Pareto-optimal solution. Relaxing the computationally expensive
approach of a dense source grid to the line of attack, however, reduces the number of
Pareto-optimal solutions. The trade-off between loss in early-warning time and detec-
tion probability due to the positioning of the line of defense has to be preselected by the
water supplier. But, especially for well catchments with a difficult inventory of possi-
ble contamination sources, i.e., with a high expected number of unknown sources, the
line of defense is a strategy worth considering.
In summary, the main benefit of the line of attack is that the corresponding line of
defense is robust in detection probability against the occurrence of unknown possible
contamination sources. The main drawback is the loss in early-warning time, because
of its short distance to the production wells.
5.7 Summary and Conclusions
In this chapter, I presented possible strategies to apply academic concepts in practice
such that they are frugal enough to run on standard personal computers. For the trans-
port simulation, I specifically recommended
• to approximate the temporal moments of the breakthrough curves and then to
reconstruct them from those moments, instead of approximating them directly.
This way, significantly fewer particles are needed to reach stable breakthrough
curves.
• to determine the catchment of the production wells via backward transport sim-
ulation. This step helps to identify and remove possible contamination sources
that will be irrelevant in all further analysis steps, because (1) they are outside
the catchment, (2) they do not contain enough contaminant mass to threaten the
wells, (3) the travel time distance of their contaminant is too long.
• to consider uncertainty for robust optimization results, because the actual perfor-
mance of optimized early-warning networks is highly susceptible to predictive
uncertainty of contaminant transport towards the well.
Further, I introduced a qualitative risk-prioritization approach that enables water sup-
pliers to account for their own (subjective) risk prioritization of each possible contami-
nation source instead of difficult (or even impossible) risk-quantification approaches. I
also presented a strategy to minimize the effort for screening areas with many possible
contamination sources by representing them with virtual sources. Finally, I introduced
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Figure 5.8: Trade-off between detection probability and early-warning time for two
different monitoring networks. Red and yellow dot (according to the risk class): per-
formance of the monitoring network optimized for all known possible contamination
sources (black crosses in Figure 5.7). The green dot is overlain by the red and yellow
dot; Red, yellow and green diamonds: performance of the line of defense regarding the
known possible contamination sources; Blue dots: performance of the black-crosses
monitoring network regarding 100 scenarios with 15 randomly located contamination
sources; Blue diamonds: performance of the line of defense confronted with these sce-
narios. Black shaded areas: density of the point clouds for a better visibility.
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a risk model that represents unknown possible contamination sources and enable an
effective and robust monitoring.
I find the following conclusions most noteworthy:
• In practice, Monte-Carlo simulations are not feasible to represent uncertainty.
Instead, uncertainty can be considered by using representative scenarios. It is
important to follow the rules of well-selected scenarios and to involve decision
makers directly and actively in defining the scenarios.
• A prioritization of possible contamination sources and a corresponding augmen-
tation of the multi-objective optimization offers options for cost-efficient focus on
only the most severe sources and provides valuable insights into the trade-offs for
additional coverage of medium or almost tolerable sources.
• Early-warning monitoring networks can even be optimized to cover possible con-
tamination sources that are unknown in existence or location through an ade-
quately chosen residual risk model. The step from quantitative to qualitative risk
assessment still requires that possible contamination sources are known in their
location and existence. Often, there are unknown possible contamination sources
in well catchments. In such cases, a useful strategy is to move away from reliable
solutions (in terms of solutions with a quantified probability of success) to robust
solutions (in terms of still serving the purpose sufficiently well and being suf-
ficiently reliable even in the face of unknown possible contamination sources).
Robustness is typically paid for by a small decrease in classical reliability, or by
additional costs.
Overall, the presented utilitarian approaches serve the goal to adopt computation-
ally demanding and data-hungry, complex statistical methods for practical application.
Hence, it is one step towards a reconnection of academia and practice.
Chapter 6
An Analytical Approach
This chapter is based on the manuscript An Analytical Approach for Positioning a Single
Monitoring Well to Reliably Detect Point-Source Contaminant Plumes [13]. I am reusing
parts of the text and figures from this manuscript.
In the previous chapter, I presented methods and approaches that enable the use of
the overall optimization approach in practice. Some of these methods dealt with un-
certainty in aquifer parameters, or virtual contamination sources that represent, e.g.,
possible contamination sources that are uncertain in location. When uncertainty is
considered, the uncertain parameters become random variables and influence the reli-
ability and optimality of possible monitoring-well locations.
Using a proper uncertainty representation (e.g., MC simulation or scenario analysis)
for flow and transport simulation and the robust optimization-problem formulation
from Equation 3.10, an ensemble of varying outcomes can be generated and analyzed.
As already shown in Figure 5.4, optimization results for the individual scenarios differ
from the results for the entire ensemble. For instance, without considering location
uncertainty of a contamination plume, a single monitoring well can reliably detect the
contamination everywhere within the plume. With considering location uncertainty of
the plume, a single monitoring well can reliably detect the contamination only where
all possible plumes overlap. In simulation-based modeling, many more sources of
uncertainty exist.
In this chapter, I specifically investigate the effects of physical mechanisms and param-
eter uncertainty on reliable monitoring-well positions. I provide analytical solutions
that disclose the factors that influence the optimal positioning of monitoring wells with
a special emphasis on uncertainty in hydro(geo)logy and spill location. Developing a
fundamental understanding is crucial for being able to evaluate and understand opti-
mal monitoring-network designs. Otherwise, inverse thinking is not possible. In this
context, inverse thinking means that decision-makers try to understand the position-
ing rules behind an optimization outcome for the sake of validation or learning. In
other words, they might not be able answering the following question:
Why does [some optimization algorithm] suggest these monitoring-well locations
although they do not seem to be optimal to my current understanding?
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With the fundamental findings of this chapter, optimization results can roughly be
predicted and finally justified.
6.1 Goal, Benefits, and Approach
Goals
The goal of this chapter is to obtain a fundamental understanding of the factors and
processes that influence the optimal position of a single monitoring well. The moni-
toring well should ensure a guaranteed detection of continuous spills that could occur
from a single possible contamination source. The chance of a guaranteed detection is
mainly evaluated by varying flow directions and uncertain spill locations (contaminant
plume could by-pass the monitoring well), as well as by varied dilution of the contam-
inant due to transverse dispersion (concentration of the contaminant at the monitoring
well could fall below the detection limit). For simplicity, the approach pursued here is
designed for detecting long-term contaminant sources. Thus, a steady-state approach
is employed and monitoring frequency is not considered.
Expected Benefits
The main outcome of this chapter is a fundamental process understanding for finding
good monitoring well positions when conditions are uncertain. Detection monitoring
networks involving many monitoring points and many contaminant sources are sub-
ject to the same underlying processes, albeit with more complexity due to additional
wells and sources. Hence, the results obtained here can be used to better understand
and guide formal optimization procedures for monitoring networks and to facilitate
the inverse thinking mentioned above.
Approach
I use an analytical model to determine the optimal monitoring-well locations for a
single contaminant source. A major benefit of employing an analytical approach is
that closed-form expressions for monitoring-well locations can be obtained, directly
explaining the role of transport parameters. The main interest is on detecting plumes
that emerge from continuous (steady state) point sources of contaminants. Contam-
inants are assumed to be conservative, i.e., no sorption or reactions occur. Since the
point source is continuous, longitudinal dispersion plays only a minor role and can be
neglected [e.g., 73].
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The point source is placed at the origin of the coordinate system, and the two-
dimensional steady-state analytical solution of the advection-dispersion equation
(ADE) for a depth-averaged infinite aquifer in 2D with constant coefficients (i.e., ho-
mogeneous aquifer with uniform thickness and uniform flow) is employed. Here, the
Gaussian plume is used as solution for the ADE (cf. Equation 2.11). It is mapped
to a shifted and rotated coordinate system, such that the contamination source lies at
the origin and the velocity v is aligned with the positive x-axis. We shall call this co-
ordinate system the standard space, and denote the coordinates and the concentration
distribution in the standard space with a tilde: C˜ (x˜, y˜).
To compute the concentration at a point (x, y) in physical space, first, it has to be trans-
formed to the standard space. We define a transformation T that maps physical coor-
dinates into standard coordinates: (x˜, y˜) = T (x, y). If the spill location is at (x0, y0) in
physical space and the velocity is rotated by the angle β, then we obtain the following
transformation T: (
x˜
y˜
)
=
(
cos (β) − sin (β)
sin (β) cos (β)
)(
x− x0
y− y0
)
. (6.1)
It follows:
C (x, y) = C˜ (T (x, y)) . (6.2)
When considering all parameter values (x0, y0, β) of this transformation to be fixed, the
observable plume concentration C depends only on the spatial coordinates x and y.
Next, a detection limit Cthres is introduced, which depends on the measurement equip-
ment accuracy. If the concentration at any point exceeds Cthres, the plume is detectable
at that point. Otherwise, it is not. Hence, the isoline C = Cthres from Equation 6.2 out-
lines the detectable portion of the plume. In the following, I will only work with the
geometry and outline of the detectable portion, since I am only interested in whether
and where the contaminant spill can be found by detecting its plume. Thus we define:
d (x, y) =
{
1 if C (x, y) ≥ Cthres
0 otherwise
(6.3)
where d (x, y) is an indicator field for detectability marking the detectable portion with
d = 1.
When considering parametric dependence and uncertainty, the location and shape of
the detectable plume portion depend on a number of factors:
1. the released mass per time of the contamination m˙in,
2. the thickness of the aquifer B,
3. the seepage velocity in longitudinal direction v,
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4. the rotation angle β and offset (x0, y0) of the flow-aligned coordinate system,
5. the transverse dispersion DT,
6. and the value of the detection limit Cthres.
In this chapter, I investigate how these factors and their uncertainties affect the geom-
etry, size and position of the detectable portion of the plume, and how these factors
define possible positions for the monitoring well, such that a spill is guaranteed to be
detected.
To analyze the dependence of the detection indicator function d (x, y) (Equation 6.3) on
these factors, the investigated parameters are explicitly included in the definition of d:
d (x, y, θ), where θ is a vector containing the parameters. If any of the parameters θ is
uncertain, then d (x, y, θ) becomes a random boolean function. The expected value of
d is then the detection probability P:
P (x, y) = Eθ [d (x, y, θ)] =
∫
Ω
d (x, y, θ) p (θ) dθ . (6.4)
Here, Ω denotes the parameter space of the uncertain parameters θ considered, and
p (θ) is their assumed probability density function. P (x, y) is the resulting map of
detection probability. In Sections 6.2 and 6.3, I will derive analytical solutions for the
geometric outline of the portion with a detection probability P (x, y) = 1, i.e., 100%
detection probability.
In more general terms, the optimal monitoring position is defined by the location of
highest achievable detection probability. Whether a 100% detection probability exists
or not depends on the parameters and the level of uncertainty in the system. I will
analyze how the probability map P (x, y) and its maximum value changes under vari-
ations of source strength m˙in, absolute velocity v, detection limit Cthres, and transverse
dispersion αt in Section 6.4.
6.2 Characteristics of the Plume
In this section, I introduce the isoline of a concentration distribution based on the ADE
solution from Equation 2.11. I derive the characteristics of this isoline shown in Fig-
ure 6.1. I will use these characteristics in the following sections for investigating effects
of physical mechanisms and their uncertainties.
Isoline
By inserting C = Cthres into Equation 2.11 and solving for y, we obtain the isoline as
a function of x ∈ [0, xtip], with xtip as the end point of the detectable portion of the
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plume (cf. Equation 6.7):
ythres (x) = ±
√
−4DTx
v
· ln
(
CthresB
m˙in
·
√
4pivDTx
)
, (6.5)
where ythres is the y-position of the isoline obtained by inserting C = Cthres.
Characteristics
If we consider point-sources and flow fields without any uncertainties, the detection
probability P (x, y) is binary (cf. Equations 6.3 and 6.4): we can achieve a guaran-
teed detection anywhere within the detectable portion of the plume defined by Equa-
tion 6.5. In the following, I call the area of 100% detection probability the area of guaran-
teed detection (ΩGD) and use its size AGD as a measure of robustness for the monitoring
well placement problem. A large AGD means that monitoring wells can be positioned
to withstand unforeseen shifts or changes of the plume due to unknown and uncon-
sidered uncertainties in the system description. In the case without uncertainty, ΩGD
assumes its largest possible size. It can be calculated by integrating the detectable
width over the length of the detectable plume in Equation 6.5:
AGD = 2 ·
∫ xtip
x0
ythres (x) dx , (6.6)
with x0 and xtip as the starting and the ending point of the detectable plume portion
along the x-axis (cf. Figure 6.1). The starting point is x0 = 0, and the end point xtip
follows from Equation 6.5 by inserting ythres = 0:
xtip =
(
m˙in
CthresB
1√
4pivDT
)2
. (6.7)
Solving the integral in Equation 6.6 yields
AGD =
∣∣∣∣∣
(
m˙in
CthresB
√
3pi
)3 1
v2DT
· √pi
∣∣∣∣∣ . (6.8)
It is useful to describe the geometry of AGD, for example, the x coordinate where ΩGD
has its largest width and the corresponding value of that width. This position can be
found by searching for the point where the first derivative assumes a value of zero in
one branch of the detection outline:
∂ythres
∂x
= 0⇐⇒ xopt = 1e
(
m˙in
BCthres
1√
4pivDT
)2
, (6.9)
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where the constant e is Euler’s number. Inserting xopt in Equation 6.5 yields the maxi-
mum width wmax
wmax = 2 ·
√
1
2epi
· m˙in
CthresBv
. (6.10)
As can be seen in Figure 6.1, the shape of the detectable portion of the contaminant
plume is roughly elliptical, following from the Gaussian function. For x coordinates
less than the maximum width of the detectable plume, its shape is mainly influenced
by velocity and transverse dispersion. From upstream of the spill location, only clean
water is coming into the mix. Downstream, beyond the maximum width, the shape is
dictated by the detection limit and dilution due to transverse dispersion. Note that the
detectable plume is bounded by a concentration isoline that is defined by the detection
limit. Contaminants do occur outside the detectable plume, particularly downstream
and transverse to the flow, but are not measurable.
6.3 Analytical Solutions
Uncertainty in Spill Location
In practice, the location of point sources is often uncertain. For example, a tank farm
at an oil refinery includes many gas tanks, and each gas tank could fail. Uncertainty
varies from case to case: the possible area affected by a contaminant spill from a large
oil refinery containing many possible sources is very uncertain, while there is less un-
certainty for an individual gas tank. When placing monitoring wells, we wish to ensure
that detection is guaranteed and two questions are of particular interest:
Figure 6.1: Geometry aspects: Isoline of a contaminant plume starting in (x0, y0). The
outline of the plume is obtained by a concentration threshold Cthres. The maximum
length of the isoline plume is given by Xtip and its maximum width by wmax at Xopt.
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1. Backward transport: What is the maximum allowed uncertainty in spill location
for a given monitoring well position and a requirement of 100% detection proba-
bility?
2. Forward transport: Given a level of uncertainty in contaminant-source locations,
what are possible locations for a 100% detection probability monitoring well?
First, we consider the backward transport problem. For a given monitoring-well loca-
tion we define a permitted uncertainty areaΩPU in which a detectable point source could
occur. Then, for the forward transport problem, we can find an extended ΩGD for pos-
sible monitoring-well locations if the actual uncertainty area ΩU of the point source is a
subset of the ΩPU.
For the forward problem, we will identify the ΩPU of a monitoring well placed at
(xm, ym). Whenever multiple possible source locations are involved, the concept of
reverse transport [e.g., 60, 100, 121] offers smart solution approaches. We use it here to
identify the visual range of the monitoring well: we invert the flow field and swap the
role of point source (now at (xm, ym)) and monitoring well in Equation 6.5. Hence, the
outline of ΩPU is the mirrored outline of the detectable portion of the forward plume.
If the shape of ΩU is exactly known, ΩPU can be used for controlling whether a sin-
Figure 6.2: Uncertainty in spill location (x0, y0): ΩPU can be calculated via reverse
transport (dotted plume below) starting from the monitoring-well position (xm, ym).
From a simplified parameterization ofΩU by a circle (dashed circle top) an uncertainty
diameter (Ds) is retrieved. Its maximum length is equal to the maximum width Ds ≤
wmax of ΩPU. All point sources along the dashed outline of the circle with the center-
point (x0, y0) can be monitored at Xopt.
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gle monitoring well at (xm, ym) is sufficient to monitor the point source or additional
monitoring wells are required. Additional monitoring wells are required if ΩU is not
completely covered by ΩPU. If the shape of ΩU is unknown, a most conservative ap-
proximation of its shape it is a circle (i.e., no preferred direction of uncertainty). Then,
we are interested in its maximum permitted diameter D that still leads to a guaran-
teed detection at a single point. As the limiting case, we only have to consider the two
plumes that start at the top-most and bottom-most points of the ΩU-circle in trans-
verse transport setting. These two plumes intersect at the downstream distance Xopt
where the maximum plume width occurs, as identified in Section 6.2. The correspond-
ing maximum width wmax is the same as the maximum uncertainty diameter Ds of the
ΩU-circle (see Figure 6.2, top).
For an uncertainty diameter Ds < wmax, there exists an ΩGD, and its size depends on
the difference between Ds and wmax. That is,ΩGD is a function of Ds. A closed-form ex-
pression for ΩGD cannot be found analytically, so I made a simplification. I conducted
a parametric study over different uncertainty diameters Ds (see Figure B.1 and B.2
in Appendix B.4). I determined that we can simplify the problem to only consider
uncertainty in transverse direction to the flow (fixed x-position of the point source,
y-position uncertain). ΩGD is then shown by the gray shaded portion in Figure 6.3.
As can be seen, its perimeter is defined by the intersection of the contaminant plumes
Figure 6.3: ΩU-circle is simplified by only considering uncertainty in transverse direc-
tion of the flow. This uncertainty is represented by a vertical line with the length of
Ds. For Ds < wmax, an ΩGD occurs (gray portion). To calculate its size AGD, formally
we have to integrate over the overlapping portion of the two shifted plumes (dashed
plumes). Instead, we shift the x-axis and integrate over the portion between the x-axis
and the solid-line plume (checked portion) that starts in (x0, y0). Due to symmetry, this
is half of the gray shaded ΩGD.
108 An Analytical Approach
originating at
(
x0,±Ds2
)
. Its size AGD can be found by integrating the plume between
the limits x1 and x2 defining its upstream and downstream ends:
AGD = 2 ·
∫ x2
x1
ythres (x)− 12 Ds dx . (6.11)
To find the integration limits we must find the roots of Equation 6.5 shifted vertically
by a distance Ds2 :
ythres (x)− 12 Ds = 0 . (6.12)
They are shown in Appendix B.2 to be:
x1,2 =
vD2s
−8DT Wj
(
vD2s
(
CthresB
m˙in
·√4pivDT
)2
−8DT
) , (6.13)
where W (·) is the Lambert W function [25]. Since there are two different branches of
the Lambert W function for arg W (·) = κ, κ ∈
[
−1e , 0
)
, we distinguish them by the
index j in Equation 6.13:
j =

−1 if
(
vD2s
(
CthresB
m˙in
·√4pivDT
)2
−8DT
)
< −1e
0 if
(
vD2s
(
CthresB
m˙in
·√4pivDT
)2
−8DT
)
≥ −1e
.
Uncertainty in Ambient Flow Direction
Uncertainty in ambient flow direction is one of the most challenging problems in hy-
drologic modeling. Different hydrological scenarios (e.g., different pumping rates in
groundwater-extraction wells) greatly influence the main direction of groundwater
flow. Without detailed hydrologic monitoring data, the uncertainty in flow direction
can be very large.
I describe uncertainty in ambient flow direction by an uncertainty interval of the rota-
tion angle β ∈ [−β0,+β0] from the centerline of our coordinate system (cf. Figure 6.4).
Without any uncertainty, no deviations to the centerline would occur (β0 = ±0◦),
whereas β0 = βmax = ±90◦ is the maximum meaningful uncertainty to consider (see
below). In practical applications, the two limiting rotation angles±β0 can be estimated
from simulations of hydro(geo)logical extreme cases, or by interpretation of hydroge-
ological maps.
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Figure 6.4: Uncertainty in ambient flow direction: All possible plumes that start in
(x0, y0) with a maximum rotation angle ±β0 overlap in the gray shaded portion, the
AGD. The two limit plumes rotated by ±β0 intersect in Xmax. To calculate AGD, for-
mally one has to integrate over the overlapping portion of the two limit plumes from
zero to xmax. For easier calculations, instead of rotating the plume we rotate the x-axis
and integrate over the unrotated plume from zero to the intersection with the rotated
x-axis (checked portion). Due to symmetry, this is half AGD.
110 An Analytical Approach
For the extreme case of β = ±90◦, we can find exactly one monitoring point that
achieves a 100% detection probability, and this point is the source position at (x0, y0)
itself. For smaller angles, the overlapping portion of all possible plumes (i.e., ΩGD) is
defined by intersecting the plumes for the extreme cases with β = ±β0. ΩGD collapses
to the single point at the source with an increasing angle
(
lim
β→±90◦
AGD (β) = 0
)
.
Formally, we use the transformation T from Equation 6.1 to calculate the point of inter-
section (x = xmax, y = 0) between the detection outline (C = Cthres) of the two rotated
plumes at the end-points and the unrotated x-axis with x0 = y0 = 0:(
x˜
y˜
)
=
(
cos (β) − sin (β)
sin (β) cos (β)
)(
x
y
)
!
=
(
xmax
0
)
. (6.14)
Due to the symmetry of the plume, the point of intersection lies on the x-axis. To
compute its position (xmax, 0), we calculate the intersection point (xint, yint) of the un-
rotated outline of the plume starting in (x0, y0) and a line (y = m · x) with the slope
m = tan (β0). Afterwards, we use the transformation T (Equation 6.14) to obtain xmax.
Employing this approach, the intersection value xint is:
xint =
2DT
v tan2 (|β0|) ·W0
(
1
8pi
(
tan (|β0|) m˙in
CthresBDT
)2)
, (6.15)
with W (·) as Lambert W function and uncertainty angle β0. Employing the transfor-
mation T yields:
xmax =
xint
cos (β0)
. (6.16)
As mentioned above, an ΩGD can be found whenever the flow direction varies in an
angular range of abs (β) < 90◦. To compute its size AGD, we need to integrate the
gray-shaded portion in Figure 6.4, which is once again composed of two identical half-
portions because of symmetry. To make the integration easier, we evaluate that half-
portion in the unrotated coordinate system, see the checked portion in Figure 6.4:
AGD = 2 ·
(∫ xint
0
ythres (x) dx−
∫ xint
0
tan (|β0|) · x dx
)
, (6.17)
with xint = cos (β0) · xmax. The second term in Equation 6.17 is the orthogonal triangle
between the checked portion and the x-axis. Using the formulas from Appendix B.1,
AGD can be calculated.
6.4 Analysis of the Coordinating Factors
Transverse dispersion, source strength, quality of the monitoring equipment, and ve-
locity are factors appearing in the analytical solution given in Equation 2.11 and all
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subsequent results in Chapter 6. The following sections describe (1) each factor and (2)
their influence on the optimal monitoring-well positions derived in Section 6.3. Finally,
the effects of uncertainty in spill location and ambient flow direction are discussed.
Investigated Parameters
Transverse Dispersion The width and the length of the detectable plume portion
(Equation 6.5) are strongly dependent on the transverse dispersion coefficient DT. The
maximum width wmax of the detectable plume, however, is independent of DT (cf.
Equation 6.10). A larger transverse dispersion leads to a generally shorter detectable
area, since peak concentrations along the plume centerline spread faster towards the
limit width wmax, and then dissipate faster to values below the detection threshold.
Vice versa, a small transverse dispersion leads to long-stretched detectable area.
Therefore, simulation of detection areas requires careful selection of the transverse dis-
persion coefficient αt. Often, approaches employing macroscopic dispersion coeffi-
cients are used to represent the uncertainty of the actual plume path due to the lack
of knowledge of aquifer heterogeneities. Such approaches simulate more dispersed
plumes to reflect uncertainty in plume position, but cannot be used to calculate con-
taminant concentrations [e.g., 61]. Instead, parameters like the flow rotation angle and
uncertainty in spill location should be used in my current analyses to determine the
uncertainty in position of the plume.
The homogeneous model employed in this chapter only considers hydromechanical
dispersion. Hydromechanical dispersion simulates the actual dilution occurring to
dissipate the plume concentration below the detection limit. However, the transverse
dispersion can be assigned higher values than a fraction of the grain diameter of the
porous medium, because the used ADE (Equation 2.11) is depth-integrated [131]. I use
the Scheidegger parameterization [143] DT = αtv + De with De as the effective diffu-
sion coefficient and analyze the impact of αt. The influence of transverse dispersivity
on optimal monitoring is represented by a set of curves in each of the following figures.
Source Strength In general, the source strength of a contaminated site or source is
unknown and can only be estimated using data acquired in extensive field campaigns.
Through techniques of contaminant source identification, the volume of contaminated
soil can be inferred for spills that have already occurred [e.g., 150, 156]. Here, I con-
sider point sources with a given mass discharge m˙in as the parameter describing source
strength.
Measurement Equipment The quality of measurement equipment has a major effect
on the detectable portion of the plume. High accuracy implies low values for Cthres.
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Since the outline of the detectable plume is defined by C = Cthres, the detectable por-
tion expands as Cthres becomes smaller. The three quantities Cthres, B and m˙in occur
generally together as the term CthresBm˙in , so we do not need to investigate them individ-
ually in Equations 2.11 and 6.5 and subsequent derivations. Within this term, Cthres
and m˙in have opposing impacts: a high mass discharge has the same effect as a low
detection limit.
Ambient Velocity The ambient flow velocity changes for different hydro(geo)logical
scenarios. In Equation 2.11, the velocity is not a simple linear scaling factor for the
plume, because it also influences the strength of transverse dispersion (DT = αtv + De)
[143]. As discussed previously, transverse dispersion has a high impact on the shape of
the plume and, therefore, the impact of ambient velocity also needs to be investigated.
AGD is Highly Sensitive to Stronger Release, Lower Detection Limit,
and Transverse Dispersion
AGD is a function of the scaling factor
CthresB
m˙in
which contains the detection limit Cthres,
and the depth-specific mass discharge m˙inB . It also depends inversely on the transverse
dispersion DT and velocities. The dependency on the scaling factor and αt is shown in
Figure 6.5.
The smaller transverse dispersion or the scaling factor, the larger AGD. These depen-
dencies are very pronounced. It can be seen in Figure 6.5 that a smaller transverse
dispersion leads to a smaller sensitivity to the detection limit (please observe the loga-
rithmic scale of the vertical axis). The reason for the reduced sensitivity is that a small
αt leads to a narrow plume width over a long distance. Narrow plumes have very high
concentration gradients so that changes in Cthres hardly show any effect.
Slow Velocities Increase AGD by Increasing the Maximum Width and
the Length of the Plume
As discussed above, AGD is sensitive to Cthres, m˙in, and DT. However, it is also sensi-
tive to the ambient velocity (cf. Figure 6.6) for two reasons: First, transverse dispersion
depends on the velocity. Small values in velocity decrease DT and lead to the effect dis-
cussed above. Second, the width and the length of the detectable portion of the plume
strongly depend on the velocity in a direct fashion: the maximum width grows linearly
with decreasing velocities (due to the smaller dilution of m˙in into a slower ambient
flow, cf. Equation 6.10) and the length increases quadratically (due to the additional
effect of slower dispersion, cf. Equation 6.7). Figure 6.6 schematically illustrates the
impact of the velocity and source strength on AGD.
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Figure 6.5: AGD as a function of the factor of detection limit, aquifer depth and mass
flux for a constant velocity of 1× 10−5 m/s. The set of curves is defined by four trans-
verse dispersion coefficients (αt in m).
114 An Analytical Approach
Cthres
B
m˙in
in
kg·m
m3
·
s
kg
Velocity in m/s
A
G
D
in
m
2
10
104
107
10−7
5× 10−4
10−2
10−15
5× 102
1020
Figure 6.6: AGD as a function of the scaling factor (detection limit times aquifer depth
divided by mass flux) and velocities, for four different transverse dispersion coeffi-
cients αt. The four layers are defined by the transverse dispersion coefficients: red
(αt = 0.001 m), green (αt = 0.01 m), blue (αt = 0.1 m), magenta (αt = 1 m).
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Low Detection Limit and Low Transverse Dispersion Pushes the
Optimal Monitoring Well Away from the Source
The optimal position for a monitoring well is the position where the plume has its
largest width
(
Xopt =
(
xopt, y0
)
, Equation 6.9
)
, because that position is most robust
against estimation errors in any of the parameters. As shown in Figure 6.7, the position
of this point is highly influenced by the detection limit. Low values in Cthres increase
the distance between Xopt and the source because the plume has more time to spread
laterally until it is dissipated below the detection limit. The same effect can be seen
for small values in αt: a small transverse dilution leads to a very stretched plume that
reaches its largest width far away from the source.
Large Uncertainty in Spill Location Sharply Reduces AGD
The influence of the source location uncertainty diameter Ds on AGD is small until Ds
approaches wmax. The effect of Ds is much smaller than the influence of the transverse
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Figure 6.7: X-position of the maximum width of the plume Xopt as a function of the
factor of detection limit, aquifer depth and mass flux for a constant velocity of 10−5
m/s. The set of curves is defined by four transverse dispersion coefficients (αt in m).
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dispersion or the detection limit (cf. Figure 6.8). However, for values of Ds close to
wmax, AGD strongly decreases. In the limiting case of Ds = wmax, just one point re-
mains where 100% detection probability can be achieved and AGD shrinks to zero. The
remaining point is located at the point of largest plume width (Xopt, see Section 6.4 and
Figure 6.7). Note that the maximum width of the plume wmax is independent of uncer-
tainty in transverse dispersion and only the position of the maximum width changes in
longitudinal direction with different values in αt (cf. Equation 6.10 that is independent
of DT).
Angular Uncertainties Require Close Monitoring
In the scenarios with angular uncertainty, we define Xmax to be the maximum dis-
tance from the source where one can still achieve a 100% detection probability. For
infinitesimal values of the limiting uncertainty angle β0, the limit of xmax is the tip
of the plume
(
lim
β0→0◦
xmax = xtip
)
(cf. Figure 6.9). For high values of β0, the limit
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Figure 6.8: AGD as a function of the uncertainty diameter Ds. In the limit Ds/2 =
Rmax = wmax/2, AGD shrinks to zero. The set of curves is defined by four transverse
dispersion coefficients (αt in m).
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of xmax is zero
(
lim
β0→±90◦
xmax = 0
)
. The first ten degrees of uncertainty angle β0
(abs (β0) < 10◦) cause 99% of the total effect (please observe the logarithmic scale for
xmax). For abs (β0) > 10◦, the changes in xmax are merely in the range of centimeters.
xmax is very sensitive to changes in β0 for small values in αt because the maximum
width of these plumes is far from the source. Increasing β0 just slightly already leads
to a strongly increased vertical shift of the plumes along the x-axis. Thus, AGD de-
creases significantly.
Angular Uncertainties Lead to the Failure of Monitoring
Figure 6.10 clearly shows that AGD for uncertainty in ambient flow direction dramati-
cally decreases with increasing angular uncertainty β0. This affects especially plumes
with small values in αt because the distances between the origin of the sources and
the positions where these plumes have their maximum width
(
Xopt
)
increase with de-
creasing αt (cf. Figure 6.7). These plumes are relatively thin, such that the sizes of AGD
are highly sensitive to changes in β0. With large values in β0, however, AGD becomes
infinitesimal for all considered plumes and exists only theoretically. Such small AGD
have no practical benefits, and a reliable monitoring is impossible.
6.5 Summary and Conclusions
In this chapter, I investigated the physical mechanisms and their uncertainties that
control the optimal placement of monitoring wells. I considered the most simple case:
A single monitoring well is positioned in order to observe whether or not a single
possible point-source has emitted a contaminant plume or not. I developed analytical
solutions for the optimal monitoring position and its robustness as functions of sev-
eral parameters of interest: the radius of uncertainty in contaminant release location
(x0, y0), the value of the depth-specific contaminant mass discharge m˙inB , the value of
ambient flow velocity v and its uncertainty interval in angle β, the value of the de-
tection limit Cthres, and the value of transverse dispersivity αt. The derived analytical
solutions showed that
1. the area of guaranteed detection greatly increases with decreasing detection limit
and transverse dispersion,
2. a low detection limit and low transverse dispersion pushes the optimal monitor-
ing well away from the source,
3. a large uncertainty in spill location drastically reduces the area of guaranteed
detection,
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Figure 6.9: Intersection point xmax as a function of angular uncertainty ±β0 in ambient
flow direction. For β0 = 0 the intersection point is at xmax = xtip. The set of curves is
defined by four different transverse dispersion coefficients (αt in m).
4. angular uncertainties require spatially close monitoring and spoil the robustness
of monitoring.
Because the solutions are provided closed form, it is easy to analyze the effects of the
controlling factors and their uncertainty. That is, the solutions can be used
• to improve the fundamental understanding of controlling factors that influence
optimal monitoring-well position and support (or enable) the inverse thinking
mentioned in the very beginning of this chapter.
• to provide decision support for evaluating and upgrading existing monitoring
networks, acknowledging the inherent uncertainty through the evolvement of
detection probabilities.
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Figure 6.10: AGD as a function of angular uncertainty ±β0 in ambient flow direc-
tion. The set of curves is defined by four different transverse dispersion coefficients
(αt in m).
Chapter 7
Insights from Practical Application
Parts of this chapter have been published in the Journal WATER RESOURCES RESEARCH
under the title Reconnecting Stochastic Methods with Hydrogeological Applications: A Util-
itarian Uncertainty Analysis and Risk Assessment Approach for the Design of Optimal Mon-
itoring Networks Bode et al. (2018b) [15]. I am reusing parts of the text and figures
from this publications by the kind permission of the publisher American Geophysical
Union.
As already mentioned in Chapter 1, this work aims to develop simple-to-use meth-
ods for hydrogeological problems in practice. The previous chapters all work towards
this goal: I adjusted and simplified the optimization problem (Chapter 4), I developed
feasible concepts regarding the groundwater contaminant simulation for practical ap-
plications (Chapter 5), and I developed simple analytical tools to evaluate optimization
results under uncertainty (Chapter 6).
This chapter demonstrates that these methods and concepts can successfully be trans-
ferred to practice by presenting select numerical results from the cooperation project
introduced in Chapter 1. These results show that efficient, effective, and reliable
monitoring-design optimization is possible on real-world cases under computational
limitations and time constraints.
However, the transfer from academia to practitioners requires careful and effective
communication to ensure that data acquisition, data evaluation, and invested project
resources support the interests of both parties. The fact that communication is crucial
in co-productions and collaborations between academics and practitioners has already
been identified in literature related to stakeholder engagement [e.g., 2, 47]. Some com-
mon problems in such collaborations are: the use of jargon; discipline-specific software
with steep learning curves; and other group-specific, implicit mindsets used by both
parties.
Therefore, in the second part of this chapter, I highlight important aspects of project
management learned that led to a mutually successful project. The lessons learned are
much more general than the specific project. I believe they will be useful for future
collaborations between academic and industrial partners in the face of uncertainty for
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many hydrogeologic, hydrologic, and other environmental problems. Further liter-
ature regarding challenges, benefits, and drawbacks related to stakeholder engage-
ment in environmental modeling can be found in the reviews of Reed (2008) [133] and
Krueger et al. (2012) [98]. The interested reader is also referred to the special issue Water
Governance, Stakeholder Engagement, and Sustainable Water Resources Management edited
by Megdal et al. (2017) [114]. It gives a broad overview of recently published studies
on stakeholder engagement related to the field of water resources management.
7.1 Real Case
The case study investigated here is based on the drinking-water well catchment of
the Zweckverband Landeswasserversorgung (LW) in Stuttgart, Germany. The catchment is
located south-east of Stuttgart at the Swabian Jura and the Donauried. It has an area of
around 300 km2. The geological composition of the catchment in vertical direction is
characterized by five layers. A large area is dominated by a jura stratum (from north-
west to south-east) that drops below tertiary molasse layers close to the production
wells. Above the molasse layers, there are gravel layers with a thickness of around
8− 10 m and a covering soil layer. Large parts of the jura stratum are karst aquifers.
For water production, more than 200 pumping wells are grouped in eight well galleries
(see purple squares in Figure 7.1), producing a maximum of 2.5 m3/s fresh water. The
catchment produces about 40× 106 m3 fresh water per year.
Within the catchment, more than 1,500 possible contamination sources could be iden-
tified by the LW from which 143 were labeled as "relevant". These relevant sources
were divided into three groups according to their subjective risk (cf. Section 5.4): "al-
most tolerable", "medium", and "severe" sources (cf. green, yellow, and red dots in
Figure 7.1).
7.1.1 Transport Simulation
The transport simulation is based on a three-dimensional flow field generated with
ModFlow and provided by the LW. It includes the five different geological layers de-
scribed above. The different layer-specific and transport-relevant parameters can be
found in Table 7.1. For transport simulation, the model domain is discretized with a
regular grid (50m× 50m× 5m) and, in total, includes 77,589,720 cells. The catchment
outline is approximated using more than 6,000,000 particles in the backward transport
simulation with RPTRW (cf. Section 2.3). Once the catchment was found, some more
possible contamination sources could be labeled as irrelevant (cf. Section 5.2). These
were either not within the calculated catchment, or could not hazard the production
wells, because of subcritical contaminant mass or too long travel times. In Figure 7.2,
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Figure 7.1: Top view of the real-case model domain. The colored background area
represents the groundwater level (downward gradient from yellow to turquoise). Pur-
ple squares: production wells; Gray overlay: simulated well catchment; Colored dots:
143 possible contamination sources that are irrelevant (gray), almost tolerable (green),
medium (yellow), severe (red).
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these irrelevant possible sources are marked as gray dots. The number of relevant
sources could be reduced to 120.
The forward transport simulation from the possible contamination sources was per-
formed with PTRW (cf. Section 2.3) and 5000 particles per source. This simulation is
the basis of the multi-objective optimization (cf. Section 3.1) and defines the search area
of meaningful monitoring-well positions, i.e., positions where, in principle, a possible
contamination source can be detected.
Altogether, the transport simulations needed around 50 hours on a single Intel Core
i5-4590 CPU with a maximum frequency of 3.3GHz, and 32 GB RAM. While most of
the simulation time was required for defining the catchment (41 hours), the forward
transport simulation only needed nine hours.
7.1.2 Optimization
The optimization is based on the risk-prioritized optimization formulation introduced
in Equation 5.9, with detection probability fdet and early-warning time utility fwarn
for each of the three risk classes. For the early-warning time utility function fwarn the
three user-defined values (cf. Section 3.2.2) are set to: the minimum desirable early-
warning time tˆmin = 2 years, the corresponding early-warning time utility uˆmin = 0.75,
and the maximum desirable early-warning time tˆmax = 30 years. The cost function
fcost is split up in installation costs f
(i)
cost and operational cost f
(o)
cost. The installation
costs f (i)cost requires a detailed drilling-cost map that was provided by the LW. Besides
the drilling costs, it also includes fixed installation costs (e.g., the planning-costs of a
monitoring well). The operational cost function f (o)cost is a summation of all operational
costs, i.e., sample drawing and sample analysis, averaged maintenance and repair costs
of the planned monitoring wells, etc.. That is, the problem formulation includes eight
objective functions:
dopt = arg min
d∈D
[
f (r)det, f
(r)
warn, f
(y)
det , f
(y)
warn, f
(g)
det , f
(g)
warn, f
(i)
cost, f
(o)
cost
]
. (7.1)
Table 7.1: Transport relevant parameters
Layer Longitudinal
dispersivity α`
Transversal
dispersivity αt
Volumetric
porosity Φv
Effective
porosity Φe
1 20 1 0.15 0.15
2 20 1 0.035 0.035
3 150 7.5 0.01 0.01
4 150 7.5 0.01 0.01
5 150 7.5 0.0003 0.0003
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From the transport simulation and its spatial resolution, we obtain a set of 924,520 pos-
sible monitoring-well positions (cf. gray overlay in Figure 7.2). The optimal reduction
method introduced in Section 4.3.3, reduces these to 7,660 possible monitoring-well
positions (white pluses in Figure 7.2). Please note that possible monitoring-wells also
have a vertical component, not shown in Figure 7.2. Figure 7.2 is the top view of the
model domain and possible monitoring-well positions in vertical direction are pro-
jected to the top. Hence, they cannot be visually distinguished in vertical direction.
The optimization was performed with the Borg MOEA (cf. Section 4.1.1). The de-
fault settings for the genetic operators can be found in Table 4.4. The e-box precision
was set to AC1000 for installation costs, to AC100 for operational costs, and to 0.01 for
all detection-probability and early-warning time utility functions. I used the linear-
indexing representation introduced in Section 4.2.2. Each solution is defined by 121
decision variables: 60 binary decision variables that define the number of actual mon-
itoring wells, 60 integer variables that define the position of the monitoring wells, and
a single decision variable that specifies the sampling frequency (one, four, 12, or 48
times per year for all planned wells). So, overall, the actually reduced search space still
contains ∼ 4.3× 10151 possible monitoring-network designs.
On the hardware mentioned above, the reduction took approximately one hour and
the optimization took approximately four hours.
7.1.3 Results and Discussion
Figure 7.3 shows a selection of the obtained approximation set (black lines). All objec-
tive values are normalized and their ideal value is one. While the early-warning time
utility and detection probability functions are between zero and one per definition, the
two cost functions are normalized with the maximum values over all solutions. Here,
the figure only shows 10% of the entire solutions, i.e., 5,591 out of 55,909 solutions,
selected after the criterion of best compromise for detection probability for the three
different risk classes.
Figure 7.3 shows that the optimization algorithm was unable to find solutions with sat-
isfying detection probabilities for almost tolerable (max. ∼ 45%) and for the medium
(max. ∼ 60%) possible contamination sources. The maximum detection probability for
severe sources is at around 90%. However, analysis of the transport simulation shows
that without any limitation in the number of possible monitoring wells the maximum
reachable detection probability values for this problem are 69% for almost tolerable,
66% for medium, and 97% for severe possible contamination sources. That is, the dif-
ferences between the actual goal attainment of the optimization and the maximum
possible values express the difficulty of the optimization problem.
The red line in Figure 7.3 represents the objective values of the monitoring network
that is illustrated in Figure 7.2 as blue crosses. It is defined by 29 monitoring wells
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Figure 7.2: Detail of the top view from Figure 7.1. Gray overlay: possible monitoring-
well positions; White pluses: remaining possible monitoring-well positions after opti-
mal reduction (cf. Section Section 4.3.3); Blue crosses: exemplary optimized monitor-
ing network; all other mark/colors: same as in Figure 7.1.
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and provides a detection probability of 90% for the severe, 38% for the medium, and
26% for the almost tolerable possible contamination sources. The early-warning time
utilities are between 0.01 and 0.04. The installation costs are around AC2.2× 106and the
operational costs are AC3.2× 105 per year. The high operational costs are caused by the
high sampling frequency of 48 samples per year and monitoring well. This sampling
frequency is necessary because there are several possible contamination sources with
a short visibility at the monitoring-well positions. With lower sampling frequencies,
detection probability would fall for all sources.
Most of the monitoring wells form a barrier close to the production wells, where
many possible contamination sources overlap. Especially, the group of sources at
[18km, 15km] needs heavy monitoring by 23 of all monitoring wells. Some of the re-
maining monitoring wells protect the production wells in a selective way, i.e., they
monitor in a one-to-one situation (e.g., at [12km, 21km] or the monitoring wells at
[27km, 21km]).
Altogether, in absolute values, the presented monitoring network is expensive in in-
stallation and operation. However, this problem formulation ignores already existing
monitoring wells that could be easily included by adapting the drilling-cost map (no
costs at positions with already existing monitoring wells). The detection probability of
severe and medium sources can only be increased by increasing the sample frequency.
Focusing only on the severe possible contamination sources could heavily reduce op-
erational and installation costs because the number of relevant sources would drop
from 120 to 22. The LW has run its own various versions of this optimization problem
with an earlier version of the methods developed here, released as a software package
called PROMETEUS. PROMETEUS was developed within the project together with
the DVGW introduced in Section 1.1. The results of the LW are published in the final
report of this project [67].
As a conclusion, in this section, I exemplary showed that the methods introduced in the
previous chapters are serving the goal to enable water suppliers the use of academic
concepts regarding the optimization of monitoring networks under uncertainty. Re-
sults show, that efficient and effective monitoring networks can be found in reasonable
computing time (in total, 55 hours were needed for the entire process).
7.2 Communication Strategies
In this section, I present suggestions for how collaboration between the practical and
the academic sides can be improved on projects that include uncertainty as challenge.
Three key strategies that emerged during the project (introduced in Chapter1) are em-
phasized in the following subsections. All of them required frequent communication
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Figure 7.3: Selection of the Pareto-approximation set. X-axis: objective functions; Y-
axis: normalized objective values (cost-values were normalized with the costs of the
most expensive network); Black lines: non-dominated solutions; Red line: solution
illustrated in Figure 7.2 as blue crosses.
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through meetings involving the entire project group or sub-groups comprised of, e.g.,
only the operating engineers or only single water suppliers.
Speaking the Same Language Is Important
The biggest challenge and most important element in the collaboration was to develop
a common language. This language has to be developed from the beginning of the
project and has to be continually evolved as new challenges and opportunities arise.
Clear communication is especially important for concepts related to uncertainty, risk,
and optimality because common conceptions and intuitions often differ starkly from
scientific definitions in these realms. As a result, it can be important to state all defi-
nitions, even those that may seem obvious, to avoid miscommunication. Our strategy
during the project was to maintain a close connection between the academic team and
one water supply company that represented the practical side. The process involved
long discussions, exacting explanations, translations, and interpretations; but, it re-
sulted in glossaries that could be shared across the entire project group. The results
found rapid acceptance within the entire group because both practitioners and aca-
demics were involved in their generation.
Good Visualization of Methods and Concepts Is Very Helpful
Whenever the project group developed or introduced a new method or concept, it
was important that it was explained clearly to every participant as quickly as possible.
While a large body of literature focuses on visualization techniques of scientific data
[e.g., 55, 81, 82], conceptual illustrations are strongly related to the problem; hence it is
difficult to develop general rules for designing them. However, simple and illustrative
figures (as simple as possible, as complex as necessary [e.g., 151]) were the most im-
pactful medium for communicating new methods and concepts. An example of simple
and story-telling illustration is given in Figure 7.4 that shows the line-of-attack concept
introduced in Section 5.6. A combined task force of one representative water supplier
and some academic participants together created story-telling visualizations and il-
lustrative flow charts to capture the key concept. The practitioners usually led this
effort because they had direct knowledge of what would be accessible and informative
to other practitioners. The academic side helped to prioritize the most important as-
pects of each idea that kept the analyses on solid scientific grounding. In the best case,
these illustrations were intuitively understandable in such a way that they worked as
anchors for the represented concepts after they were introduced and immensely sim-
plified communication during the project.
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Figure 7.4: Example of a story-telling illustration. The figure illustrates the line-of-
attack concept to tackle the problem of unknown possible contamination sources. The
blue dots represent virtual contamination sources and the gray squares are the respec-
tive monitoring network. The gray shadow illustrates the monitoring direction of the
network.
Finding the Same Objectives Supports the Collective
A strong collaboration results in a whole that is greater than the sum of its parts. To
achieve this, each group has to have its own motivations and objectives that drive their
contributions to the team effort. This statement, which applies at a technical level, also
holds at the higher level of the overall purpose of the project. In the extreme, the
practical participants might be focused on developing less expensive, innovative tools
to design better monitoring networks. Meanwhile, the academic participants may be
most interested in gaining access to a large pool of real data to test their methods. As
with all collaborations, much of the effort lies in aligning these differing motivations to
leverage the strengths of each partner. We found that it was useful to acknowledge the
separate motivations of the partners but to work openly to define a joint objective of
developing a useful and practical software with state-of-the-art methods and perspec-
tives. This required relaxation of expectations on the academic side because purely
academic methods could not always be applied feasibly. However, in some cases, this
required flexibility from the practitioners, who sometimes assume that seemingly com-
plex methods were not worth the time or effort. Often, the academic partners made use
of jointly-developed illustrations to communicate the methods under consideration.
Interestingly, this tension led to balanced but innovative approaches, as described in
Section 5.4. Ultimately, the shared overall objective was well served by the practical fil-
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ter placed on the academic ideas and by the requirement that both sides work to find a
common language and compelling illustrations to understand all aspects of the project.
This process further benefited from the diversity of the practical side, which included
decision makers, field engineers, modelers and administrative employees for different
water suppliers working in very different well catchments. Additionally, employees
from the ministry and representatives from the head organization (DVGW) partici-
pated. Each of them brought different perspectives and placed different emphases on
individual technical problems, needs, and concerns.
In summary, during the project, communication was critical. I found the following
three strategies to be most useful:
1. Terminology: The project group developed glossaries for uncertainty and risk
terminology to ensure that we had a common language. This basic vocabu-
lary minimized unnecessary misunderstandings and formed the foundation for
building common understanding as the group chose and developed more in-
volved analyses later in the project.
2. Illustrations: The project group worked as small, collaborative, multidisciplinary
groups to create clear illustrations to visualize and understand concepts related
to scientific analysis, uncertainties, and risks. These made it easy for everyone
involved to understand these concepts. The illustrations were critical for building
solid understanding of complex concepts across all partners. Importantly, the
practitioners led in the development of these illustrations because they were in
the best position to know whether a figure would communicate concepts clearly
to those who would use the software in practice.
3. Joint objectives: The project group recognized that each participant had differ-
ent main goals when forming the team, but we committed to developing a joint
objective that we could all use to guide constructive collaboration.
The following three general conclusions may extend beyond this project:
1. Flexibility: Practitioners are aware of the uncertainty problem and have devel-
oped strategies to conduct their operations under uncertainty. Academics do
not need to explain uncertainty or convince practitioners to care about it. But,
they must clearly explain why their methods add value to practitioners by better
defining critical uncertainties. However, academics must understand that many
of their methods to quantify uncertainty are not feasible in practice because of
data limitations or computational demands. Therefore, academics must be flex-
ible in modifying and simplifying their approaches to provide the best possible
insights within budgetary limits.
2. Direction: In some cases, the practitioners’ desired level of simplicity would re-
quire unacceptable (from the viewpoint of academics) modifications of academic
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methods. Then, it is incumbent upon academics to work with practitioners to
develop clear illustrations that can explain the need for the more advanced anal-
yses. Both sides must approach this process openly, nudging toward a common
solution and avoiding the temptation to demand simplicity or rigor.
3. Communication: The importance of communication cannot be overstated: from
initial efforts to develop common terminology, to the development of a joint ob-
jective, to continually developing visual aides to ensure integrated understand-
ing. This willingness to spend the time required to share ideas is the only way
to demonstrate the honesty, transparency, and mutual appreciation required to
leverage each partner’s contributions toward a common goal. Each partner will
bring unique strengths to the process, but communication is the quintessence of
a successful collaboration.
Chapter 8
Summary, Conclusions, and Outlook
In this chapter, I will summarize my contributions presented in this thesis (Section 8.1),
and give some concluding remarks on what I have learned during the transfer of the
developed methods to practice (Section 8.2). In the final Section 8.3, I present some
ideas for further research that are based upon this thesis.
8.1 Summary
The overarching goal of this thesis was to develop appropriate concepts and computa-
tionally efficient methods for the search of optimal monitoring networks in drinking-
water well catchments. In most well catchments, many possible contamination sources
endanger fresh-water aquifers and water supply wells. To control the emerging risk,
monitoring networks are typically used, which track the groundwater quality prior to
production. Finding optimal monitoring networks, however, is challenging because
their objectives are often manifold and competing. The three main objectives I consid-
ered in this thesis were (1) to maximize the detection probability of spilled contamina-
tion, (2) to maximize the early-warning time for water suppliers to provide sufficient
reaction time for installing countermeasures, and (3) to minimize the overall costs of
the monitoring network. Beyond the conceptualization for the optimization problem,
objectives for the involved computational methods were (4) to be efficient, and (5) ro-
bust against either statistical uncertainty, scenario uncertainty, or unknown unknowns.
The work was strongly influenced by a project called Risk-Based Groundwater Monitor-
ing for Well Head Protection Areas together with the German Technical and Scientific Asso-
ciation for Gas and Water (DVGW) and national water-supply companies.
Within the four Chapters 3 to 6 that contains my original contributions, I approached
the overall problem from different directions:
1. In Chapter 3, I formulated the multi-objective optimization problem and devel-
oped the corresponding objective functions: detection probability, early-warning
time, and costs. I presented aggregation rules of the objective values, (1) if a mon-
itoring network monitors more than a single possible contamination source, and
(2) if the transport model is subject to predictive uncertainty and multiple scenar-
ios or realizations are considered. In Chapter 3, I also developed two test cases:
a zonation-based model, called Z_Based, that abstracts typically used models
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from water-supply companies, and U_Protect, an urban source water protection
test case that captures key complexities for real-world source water protection in
groundwater-based water supplies. In an exemplary discussion on U_Protect, I
showed that the three considered objectives are in fact competing, and hence that
multi-objective optimization is an appropriate approach to solve the optimization
problem.
2. In Chapter 4, I investigated methods in detail for search improvements for multi-
objective and discrete combinatorial optimization problems. I developed (1) an
efficient and reliable search-space representation, the linear-indexing represen-
tation, that can handle large decision spaces without significant computational
losses, and (2) I contributed a search space reduction method, the optimal reduc-
tion, that provides speedy search while ensuring that the attained multi-objective
trade-offs are high-quality approximations to the true Pareto-optimal solutions.
In the context of the U_Protect test case, I showed that both the linear-indexing
representation and the optimal reduction method clearly improved optimization
results, compared to selected other representation and reduction methods, e.g.,
binary representation and grid-based reduction.
The overarching conclusion is that, for discrete problems, linear-indexing repre-
sentation is the key for a reliable and efficient optimization performance. Addi-
tionally, when feasible, the proposed optimal reduction helps to improve quality
and end-point value of multi-objective analyses for the design of groundwater
monitoring systems for source water protection. These insights can be trans-
ferred to a broad class of optimization problems. My results enable the feasibility
of multi-objective optimization on standard desktop computers in operationally
valid runtimes.
3. In Chapter 5, I presented possible strategies to apply academic concepts in prac-
tice such that they are frugal enough to run on standard personal computers, and
that they can be operated with realistically available data. These included strate-
gies regarding the transport simulation, a qualitative risk-prioritization approach
that enables water suppliers to account for their own (subjective) fears against
possible contamination sources, a strategy to minimize the effort for screening
areas with many possible contamination sources, and a risk model that repre-
sents unknown possible contamination sources and enable an effective and ro-
bust monitoring.
The main points I concluded in this chapter were (1) that Monte-Carlo simula-
tions are not feasible to represent uncertainty in practice, and well-selected sce-
narios should be preferred, (2) that a qualitative risk prioritization within the op-
timization helps find cost-efficient monitoring networks, and (3) that unknown
possible contamination sources can be considered by a proper risk model. Over-
all, the presented utilitarian approaches serve the goal to adopt computationally
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demanding and data-hungry complex statistical methods for practical applica-
tion.
4. In Chapter 6, I investigated the physical mechanisms and their uncertainties that
control the optimal placement of monitoring wells. I considered the most simple
case: A single monitoring well is positioned in order to observe whether or not
a single possible point-source has emitted a contaminant plume or not. I devel-
oped analytical solutions for the optimal monitoring position and its robustness
as functions of several parameters of interest. Because the solutions are provided
closed form, it is easy to analyze the effects of the controlling factors and their
uncertainty. The solutions can be used to provide decision support for evaluat-
ing and upgrading existing monitoring networks, acknowledging the inherent
uncertainty through the evolvement of detection probabilities.
In Chapter 7, I applied the developed methods and strategies on a real case and pre-
sented communication strategies for a successful collaboration between academia and
industry. The three main strategies found during the project with the DVGW and
national water suppliers were (1) that a clear terminology is key for a mutual under-
standing, (2) that clear and story-telling illustrations help understand complex scien-
tific concepts and methods regarding uncertainty analysis and risk assessment, and (3)
that a joint objective between the collaboration partners guides the right direction of
the project.
From the project, I found three general conclusions regarding collaborations between
academia and practice. First, practitioners are aware of the uncertainty problem, but
they do not have instruments and methods to properly tackle it. The academic meth-
ods, however, are often not feasible and need modifications in data hungriness and
computational efficiency. Second, too much simplification on complex scientific meth-
ods is not constructive and academics and practitioners need to find a trade-off solu-
tion between simplicity and rigor. Finally and most importantly, communication is the
quintessence of a successful collaboration.
8.2 Conclusions From Transfer to Practice
In this section, I will make some general conclusions I have learned during the collab-
oration within the DVGW project. Parts of this section have been published in Bode
et al. (2018b) [15].
Collaboration It can be useful to recognize that the process of jointly defining an
academic/practical partnership is a multi-objective optimization exercise between sci-
entific priorities and practical utility. There is a useful creative tension that arises when
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practitioners demand simple approaches and academics are required to explain and
advocate for more advanced analyses. The process winnows potentially expensive ap-
proaches with little practical benefit while forcing all partners to clearly understand
the relevance of all aspects of the study. The key point is that academics should listen
to the needs of the users, design the analyses to provide them with useful information
and provide tools to help them to define their preferences and to integrate them with
the science.
Optimization Multi-objective optimization is a powerful concept, but it needs to be
communicated clearly as a strength for decision makers to achieve practical buy-in.
Risk From the practical side, approaches to risk assessment that stressed clarity, sim-
plicity, and applicability were preferred; in general, qualitative risk assessment was
preferred to rigorous, but less practical, quantitative approaches. In some cases, the
only feasible risk analysis will be fully qualitative, based on subjective public concerns
and expert judgments of stakeholders. This will require thoughtful collaboration to
define the appropriate model ensemble and to decide how to apply it to decision mak-
ing.
8.3 Outlook
In the following, I present some ideas for further research that are built upon my thesis.
• In Chapter 3, I introduced the objective-function formulation of the cost function
that is a simple summation of arising expenses and does not consider consequen-
tial costs. I argued that the consequential costs are one of the main motivation for
water suppliers to invest in optimal monitoring networks, hence there is no need
for considering these costs. In practice, however, politicians, stakeholders, and
decision-makers often must be convinced to invest in such networks who are not
directly involved in the daily business of water-providing companies. Then, con-
sidering and modeling consequential costs can be very persuading and could be
a necessary step to help protect fresh-water aquifers.
• The three main objectives of the monitoring networks to be fulfilled are detection
probability, early-warning time, and costs. The optimized networks should con-
trol the risk coming from the identified possible contamination sources. In case
of a groundwater contamination and a detection by a monitoring well, the water
provider is warned but has no information about the contamination source. In fu-
ture work, the formulated optimization problem could be extended by an objec-
tive function that evaluates the ability of monitoring-well locations and monitor-
ing networks to identify the actual contamination source. Monitoring networks
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that are designed to also consider source identification would minimize the con-
taminated area, hence would minimize remediation costs of the contaminated
soil.
• In Chapters 3 and Chapter 4, I investigated optimization under uncertainty.
When considering uncertainty, the stability of the optimization strongly depends
on the aggregation function over the ensemble of scenarios/realizations. Here,
it would be interesting to determine, how much uncertainty can be tolerated by
the optimization problem and the different aggregation functions until the opti-
mization collapses. The goal would be to find optimal trade-offs between robust
optimization and uncertainty reduction, and the question is: when should the de-
cision maker invest in uncertainty reduction and how long can the optimization
still find satisfying results under increasing uncertainty?
• In Chapter 4, I presented the linear-indexing representation of the search space.
The corresponding index vector emulates the actual search space and simplifies
the sampling and mutation/recombination step during the optimization. The
random sampling is based on a uniform distribution. The idea for further re-
search is to sort the elements of the index vector by characteristics of their ob-
jective values via, e.g., k-means clustering, and to provide multiple additional
sampling distributions that are related to these different clusters. The sampling
distribution used for a solution could be assigned by an additional decision vari-
able and must be the same in the mutation/recombination step for a defined
number of function evaluations. Ongoing research already showed that this idea
can increase the diversity of the Pareto-front approximation by better exploring
the edges of the front.
• In Chapter 5, I stated that well-selected scenarios are better suited than Monte-
Carlo simulation in practice for uncertainty representation. Although I clearly
defined what exactly is meant by well-selected, it might be difficult for water
suppliers to find well-selected scenarios that satisfy the definition. Therefore,
ongoing research should be invested in developing guidelines for smart and easy
scenario selections.
• Chapter 6 provides analytical solutions for optimal monitoring location under
uncertainty for single possible contamination sources. These solutions could be
extended to multiple possible contamination sources.
• Overall, for practical application, it would be exceptional to have a tool that eval-
uates the quality of sequentially built monitoring networks to better guide the
effective installation. Water providers would clearly benefit from it since they
could investigate, which monitoring well brings the most gain in quality. Thus,
they could prioritize the sequence of installation.
Appendix A
Analytical Solutions
A.1 Derivation of the 2D Steady-State
Advection-Dispersion Equation
We consider the advection-dispersion equation for uniform and parallel flow in x-
direction and a uniform dispersion tensor D:
∂C
∂t
+ vx · ∇C−∇ · (D∇C) = 0 , (A.1)
with concentration C, time t and velocity vx (v in the following). For a two-
dimensional, steady-state case, Equation A.1 simplifies to
v
∂C
∂x
− Dxx ∂
2C
∂x2
− Dyy ∂
2C
∂y2
= 0 . (A.2)
As explained in Section 2.2, we can neglect longitudinal dispersion and the term
Dxx ∂
2C
∂x2 in Equation A.2 vanishes. Then, we can apply a transformation of coordinates,
substituting x by travel time τ: x = vτ and x turns into a time coordinate. The changed
Equation A.2
∂C
∂τ
− Dyy ∂
2C
∂y2
= 0 (A.3)
is the one-dimensional diffusion equation, Fick’s second law, respectively. For an infi-
nite domain, the solution for Equation A.3 is
C (y, τ) =
c1√
τ
exp
(
− y
2
4Dyyτ
)
, (A.4)
with the boundary condition
lim
y→±∞C (τ, y) = 0
and c1 as an arbitrary constant [27]. With the initial condition C (τ = 0, y) =
m˙in
v δ (y)
with the Dirac-Delta Function [41], in Equation A.4 the constant c1 equals
m˙in
v
√
4piDyyτ
.
With the inverse transformation from τ to x, the final solution of Equation A.2 is
C (x, y) =
m˙in
B
√
4piDyyvx
exp
(
− y
2v
4Dyyx
)
. (A.5)
The division by the aquifer depth B highlights that this solution is depth-averaged. In
the following, the transverse dispersion Dyy is denoted as DT.
Appendix B
Derivations for Chapter 6
B.1 Derivation of AGD
In this section, I derive the antiderivative of ythres with respect to x in Equation 6.6. As
integration bounds, we use x1 = 0 and x2 = xtip. Since ythres is symmetric, we can
double the calculated area:
AGD = 2 ·
∫ x2
x1
ythres (x) dx (B.1)
with
ythres =
√
−4DT
v
x · ln
(
CthresB
m˙in
·
√
4pivDTx
)
. (B.2)
Using
ψ =
−4DT
v
(B.3)
and
ρ =
CthresB
m˙in
·
√
4pivDT (B.4)
Equation B.2 can be simplified and the antiderivative can be expressed as
AGD = 2
√
ψ ·
∫ x2
x1
√
x ·
(
ln (ρ) +
1
2
ln (x)
)
dx . (B.5)
This integral can be simplified by substituting
x = exp
(
2
3
z2
)
· 1
ρ2
and hence
dx = exp
(
2
3
z2
)
z · 4
3ρ2
dz
to
AGD = 2
√
ψ · 4
3
3
2
1
ρ3
·
∫ z2
z1
exp
(
z2
)
· z2dz . (B.6)
Considering only the integral
∫
exp
(
z2
) · z2dz we can use partial integration
(
∫
uv′dz = uv− ∫ u′vdz) with u = z2 and v′ = exp (z2). While the derivative of u = z2
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is simple to solve (u′ = 2z), we can use the definition of the imaginary error function
to solve the integral of exp
(
z2
)
. The imaginary error function [e.g., 123] is defined as
erfi (z) = −i · erf (iz) = 2√
pi
∫ z
0
exp
(
x2
)
dx .
With that,
∫
exp
(
z2
)
dz =
√
pi
2 erfi (z) + const. and we can solve the integral from Equa-
tion B.6: ∫ z2
z1
exp
(
z2
)
· z2dz =
[√
pi
2
z2 erfi (z)
]z2
z1
−√pi
∫ z2
z1
z erfi (z) dz . (B.7)
To solve Equation B.7 we can again apply partial integration with u = z (u′ = 1) and
v′ = erfi (z). The antiderivative of the error function can be found in Abramowitz and
Stegun (1965) [1]: ∫
erf (x) dx = x erf (x) +
1√
pi
exp
(
−x2
)
+ const.
We still have to transform v =
∫
erfi (z) dz to v = − ∫ erf (t) dt with t = iz. With that,
v = z erfi (z)− exp(z
2)√
pi
+ const. and
∫ z2
z1
z erfi (z) dz =
[
1
2
z2 erfi (z)− 1
2
√
pi
z exp
(
z2
)
+
1
4
erfi (z)
]z2
z1
. (B.8)
Putting all together yields
AGD =2
√
ψ · 4
3
3
2
1
ρ3
∫ z2
z1
exp
(
z2
)
· z2dz
=2
√
ψ · 1
3
3
2
1
ρ3
[(
2z · exp
(
z2
)
−√pi · erfi (z)
)]z2
z1
, (B.9)
with
z1,2 =
√
3 ln (ρ) + 3 ln
(√
x0,1
)
. (B.10)
For solving the integral in Equation 6.6, we can summarize a constant factor γ:
γ =
(
m˙in
CthresB
√
3pi
)3 1
v2DT
.
and calculate the integration bounds z1 and z2. Inserting x1 = 0 and x2 = xtip in
Equation B.10 leads to z1 (x = 0) =
√−∞ = i∞ and z2
(
x = xtip
)
= 0, respectively.
For the sake of readability, xtip is defined as
xtip =
(
m˙in
CthresB
1√
4pivDT
)2
.
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With that, AGD can be written as
AGD = γi ·
[
2x exp
(
x2
)
−√pi · erfi (x)
]z2
z1
. (B.11)
Inserting the integration bounds leads to the final results AGD = AGD (z2)− AGD (z1):
AGD =
∣∣−γ · √pi∣∣ . (B.12)
B.2 Derivation of the Integration Limits for AGD
Considering Uncertainty in Spill Location
To solve the integral in Equation 6.11, we need to find the roots of Equation 6.12. We
are starting again with Equation B.2, simplified using ψ and ρ (Equations B.3 and B.4).
Instead of using the uncertainty diameter Ds from Equation 6.12, now we are using a
general shift y0:
ythres (x)− y0 = 0 . (B.13)
Inserting ythres into Equation B.13 yields
y20 − ψ (x− x0)
(
ln (ρ) + ln
(√
x− x0
))
= 0 , (B.14)
with the spill location (x0, y0). Rearranging Equation B.14 yields
(x− x0)
(
ln
(
ρ2
)
+ ln (x− x0)
)
− 2y
2
0
ψ
= 0 . (B.15)
Multiplying Equation B.15 with ρ2 and rearranging yields
(x− x0) ρ2
(
ln
(
ρ2
)
+ ln (x− x0)
)
=
2y20ρ
2
ψ
. (B.16)
Equation B.16 can be also expressed as:
exp
(
ln (x− x0) + ln
(
ρ2
)) (
ln
(
ρ2
)
+ ln (x− x0)
)
=
2y20ρ
2
ψ
, (B.17)
and we can apply the Lambert W function W (·) [e.g., 25]. It has the property that for
a = b exp (b) the function is W (a) = b. When using the Lambert W function, we get
W
(
2y20ρ
2
ψ
)
= ln (x− x0) + ln
(
ρ2
)
. (B.18)
Finally, in Equation B.16 the term ln
(
ρ2
)
+ ln (x− x0) can be substituted by Equa-
tion B.18 and the roots x1,2 are:
x1,2 =
2y20
ψWj
(
2y20ρ
2
ψ
) + x0 , (B.19)
with j ∈ {−1, 0}.
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B.3 Derivation of the Integration Limits for AGD
Considering Uncertainty in Ambient Flow Direction
In order to calculate the integral in Equation 6.17, we need to find the intersection
point Xint in Figure 6.4. Again, we start with Equation B.2, simplified using ψ and ρ
(Equations B.3 and B.4) and now look for the roots of
ythres (x)− tan (β) x = 0 , (B.20)
with the uncertainty angle β. Rearranging Equation B.20 yields
x2 − ψ ln (ρ)
tan2 (β)
x− ψ
2 tan2 (β)
x ln (x) = 0 . (B.21)
Since we are not interested in the trivial solution x = 0 we only consider the equation
x− ψ ln (ρ)
tan2 (β)
− ψ
2 tan2 (β)
ln (x) = 0 . (B.22)
Equation B.22 can be rearranged to
−2 tan
2 (β)
ψ
exp (ln (x)) = − ln
(
xρ2
)
. (B.23)
Multiplying Equation B.23 with exp
(− ln (xρ2)) yields
− 2 tan
2 (β)
ψ
exp (ln (x)) exp
(
− ln
(
xρ2
))
=
− ln
(
xρ2
)
exp
(
− ln
(
xρ2
))
. (B.24)
Equation B.24 can be also expressed as:
−2 tan
2 (β)
ψ
1
ρ2
= − ln
(
xρ2
)
exp
(
− ln
(
xρ2
))
, (B.25)
and we can again apply the Lambert W function W (·):
W
(
−2 tan
2 (β)
ψ
1
ρ2
)
= − ln
(
xρ2
)
. (B.26)
Finally, in Equation B.23 the term − ln (xρ2) can be substituted by Equation B.26:
x = − ψ
2 tan2 (β)
W
(
−2 tan
2 (β)
ψ
1
ρ2
)
. (B.27)
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B.4 Why it is Appropriate to Only Consider Uncertainty
in Transverse Direction to the Flow of the Spill
Location
In Section 6.3 we substitute the ΩU-circle by uncertainty in transverse direction to the
flow. Here, I show why this substitution is valid without losses. We are starting with
Equation B.19 (this equation calculates the integration limits for AGD considering un-
certainty in spill location (cf. Section 6.3)) and substitute the spill location (x0, y0) in
polar coordinates for the parameterized circle: x0 = r · cos (α) and y0 = r · sin (α).
With that, the roots x1,2 depend only on the angle α, assuming the radius r of the circle
is known and constant:
x1,2 (α) =
2r2 sin2 (α)
ψWj
(
2r2 sin2(α)
ψ ρ
2
) + r · cos (α) , (B.28)
with j ∈ {−1, 0}. Next, we take the derivative of Equation B.28 with re-
spect to α, using the quotient rule and the derivative for the Lambert W function(
dW(x)
dx =
W(x)
x(1+W(x)) , for x > −1e ⇒ j = 0
)
[cf. 25]:
∂x1,2 (α)
∂α
=
2r2 sin (2α)
ψ
(
1+W0
(
2r2 sin2(α)
ψ ρ
2
)) − r sin (α) . (B.29)
The next step is to find the roots of Equation B.29:
2r2 sin (2α)
ψ
(
1+W0
(
2r2 sin2(α)
ψ ρ
2
)) − r sin (α) = 0 . (B.30)
This cannot be solved analytically because we still have a sin (α) in the argument of the
Lambert W function. However, a parametric study with Equations B.29 and B.30 over
r ∈
[
0, Ds2
]
is shown in Figure B.1 and B.2. Here, we can see that the combinations of
r = Ds2 and α = ±90◦ are the limiting cases of AGD and theΩU-circle can be represented
appropriately by uncertainty transverse to the direction of flow.
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Figure B.1: Intersection of the plume outlines (ythres (x)) and the x-axis over starting
positions α of the plumes on the edges of ΩU parametrized as a circle. The starting
positions are limited to the outline of a circle that has a radius r ≤ Ds2 . The set of curves
(black) is defined by varying values of r ∈
[
0, Ds2
]
. The red line illustrates the result
for r = Ds2 . The vertical blue line illustrates that the extreme values of all curves are
independent of r and occur for α = 90◦.
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α in degree
∂
x
1
,
2
(α
)
∂
α
0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦
−106
0
106
Figure B.2: The derivative of root-function shown in Figure B.1 over the angle α. The
set of curves (black) is defined by varying values of r ∈
[
0, Ds2
]
. The red line illustrates
the result for r = Ds2 , that is, the uncertainty in spill location where only one over-
lapping point of all possible plumes exists that evolve from the edges of the related
ΩU-circle.
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