Node placement problems, such as the deployment of radio-frequency identification systems or wireless sensor networks, are important problems encountered in various engineering fields. Although evolutionary algorithms have been successfully applied to node placement problems, their fixed-length encoding scheme limits the scope to adjust the number of deployed nodes optimally. To solve this problem, we develop a flexible genetic algorithm in this paper. With variablelength encoding, subarea-swap crossover, and Gaussian mutation, the flexible genetic algorithm is able to adjust the number of nodes and their corresponding properties automatically. Offspring (candidate layouts) are created legibly through a simple crossover that swaps selected subareas of parental layouts and through a simple mutation that tunes the properties of nodes. The flexible genetic algorithm is generic and suitable for various kinds of node placement problems. Two typical real-world node placement problems, i.e., the wind farm layout optimization and radio-frequency identification network planning problems, are used to investigate the performance of the proposed algorithm. Experimental results show that the flexible genetic algorithm offers higher performance than existing tools for solving node placement problems.
Introduction
The node placement problem (NPP) is an important problem in many fields, such as radio frequency identification (RFID) [1] , wireless sensor networks (WSNs) [2] , wind farm design [3] , and oil and gas industry [4] . The task of an NPP solver is to place a number of nodes optimally in a given area to meet 5 certain predefined objectives. For this, there are mainly three issues to be addressed: 1) the number of nodes being deployed; 2) the positions of the nodes; 3) their property settings.
NPPs have been studied separately in the literature. They have different names in different contexts. For example, in the field of WSNs, an NPP is 10 sometimes referred to as a 'relay node placement problem' [2, [5] [6] [7] [8] . In other fields, specific terms such as RFID network planning (RNP) [1, [9] [10] [11] [12] , wind farm layout optimization (WFLO) [3, [13] [14] [15] [16] , and well placement optimization (WPO) [4, [17] [18] [19] problems are used. The definitions of the problems are different, but have something in common. Noticing that a solver to one of the 15 problems may be applicable to the others with similar characteristics, this paper considers the problems in a generic prospective. To this end, we provide a general framework for NPPs and develop an approach capable of solving various NPP instances.
During the past decade, a substantial amount of research has been under-
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taken to address ad hoc NPPs. One sort of approach is to use deterministic algorithms such as integer linear programming [20, 21] , mixed integer programming [22, 23] , geometric programming [24] , and some other approximation algorithms [6, 8, 25] . These algorithms are designed for particular problems with precise models. The defect is that the strong assumptions made by the models 25 narrow the scope of application of the algorithms. On the other hand, an NPP is usually coupled with a series of constraints and has multiple objectives. These make the problem complex. As an example, the planning of RFID systems has been proven to be NP-Complete [26, 27] . Recently, the use of alternative methods such as heuristic [7] , evolutionary 30 algorithms (EAs) [28, 29] and swarm intelligence (SI) [30] has attracted an increasing attention. In the literature, both EAs such as genetic algorithms (GAs) [31] [32] [33] [34] [35] [36] and SI techniques such as particle swarm optimization (PSO) [10, 11, 37] have been utilized to tackle ad hoc NPPs. However, since an EA uses a fixed-length encoding scheme to represent a candidate solution, it is hard 35 to adjust the number of nodes. To illustrate this, suppose a square area is given to place a number of nodes to meet predefined requirements. Fig. 1 shows the fixed-length encoding scheme used in [11, 31, [37] [38] [39] [40] , where n stands for the estimated number of nodes, and (x i , y i ) and p i represent the coordinates and property setting of the i-th 40 node respectively. However, it is difficult to accurately estimate the number of nodes in need, which plays a vital role in the assessment of layouts. Hence, the deployment in [11, 31, [37] [38] [39] [40] still has room to improve. An alternative is a grid-based binary encoding approach as used in [10, 13, 15, [32] [33] [34] [35] [36] , which divides the target area into multiple grids and uses a binary variable to indicate whether to place a node in the center of the corresponding grid, as shown in Fig. 2 . In this way, a candidate solution (layout) can be represented by a binary string in a GA or PSO [41] to handle NPPs. Although the grid-based approach is capable of pruning the number of nodes, there are two disadvantages. First, because the positions of the nodes 50 are confined to the centers of the grids, the layout can only be optimized at a coarse-grained level. Second, it is inconvenient to incorporate additional properties of nodes (such as the transmitted power of RFID readers [12] ) into the optimization process.
To optimize the number of nodes as well as the deployment, a variable length 55 encoding scheme is required. In the literature, research efforts have been devoted to the design of variable length representations. One prominent research is the messy GA (mGA) proposed by Goldberg et al. [42] . Suppose the solution to a problem consists of n-bits. The algorithm allows the chromosome length to be larger or less than n. When evaluating the fitness of an individual, addi-60 tional processing is used to interpret the chromosome if its length is not exactly n. A new operator called "cut and splice" is used to replace the traditional crossover operator. In [43] , mGA is employed to solve the vehicle routing problem. Kajitani et al. [44] proposed a variable length chromosome GA (VGA) for hardware evolution. The cut and splice operators are adopted in VGA to realize recombination. In [45] , Srikanth et al. proposed a variable-length GA for clustering. Each cluster is approximated by an ellipse and is encoded as a fixed length 0-1 bit string. The chromosome of an individual is allowed to grow or shrink through genetic operators, but the length of the chromosome must be a multiple of the length of a basic element (cluster). Hu and Yang [46] proposed a 70 simple path representation for GA to handle the path planning problem of mobile robots. The robot's environment is given by a set of numbered grids and a path is encoded as a sequence of grid numbers. The first and last element of the sequence denotes the starting point and destination of the path. The number of intermediate nodes may vary from individual to individual. In [47] , instead of 75 using the grid numbers to represent the path, each element of the path is given 3 by a coordinate. Kim and Weck [48] proposed variable chromosome length GA (VCL-GA) to handle the structural topology optimization problem. The algorithm starts from a short chromosome and progressively lengthens the encoding to refine the individuals. Most of the encoding schemes are designed to handle a 80 specific kind of problem and cannot be generalized to tackle the node placement problem.
To overcome the shortcomings, this paper develops a flexible GA (fGA). The proposed fGA adopts a variable-length encoding for chromosomes eligibly to accommodate a variable number of nodes, with new crossover and mutation 85 operators designed accordingly. The encoding of fGA is based on the characteristics of nodes being deployed. Each element (gene) of the encoding has its specific meaning (the coordinates and properties of the nodes). The basic unit of the encoding is a single node and the building blocks of fGA are in the form of partial layouts instead of bit strings. The new crossover, termed subarea-swap 90 crossover, generates offspring by swapping selected subareas of one layout with another. The size and location of the crossover area are dynamically determined by the distribution of nodes. This ensures that the algorithm can be suited for node placement problems with different characteristics. Then, Gaussian mutation is performed on the offspring to adjust nodes positions and properties.
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Compared to the existing methods, fGA has the following advantages:
1. Automatically adjusting the number of nodes in a legible and efficient manner.
2. Capable of optimizing the nodes' positions and attached properties simultaneously.
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3. Enable a fine-grained placement of nodes (since the nodes' positions are not restricted to the predetermined positions).
To investigate the performance of fGA, experiments on two real-world problems (RNP and WFLO) are conducted. The experimental results show that fGA is superior to existing population-based optimization algorithms for NPPs.
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The rest of this paper is organized as follows. The NPP is introduced in Section 2. Section 3 provides a detailed description of the proposed flexible genetic algorithm. Experiments on RNP and WFLO problems are presented in Section 4, with thorough analysis of the experimental results. The sensitivity of fGA to the parameter setting is also investigate in this section. Finally, Section 110 5 gives some concluding remarks and future research directions.
Problem Description
NPP is a common and important problem in many engineering fields. In this section, we give a formal description of the problem and provide a discussion on its components. Then, two typical real-world RNP and WFLO problems are 
Formulation of the NPP
As its name suggests, the NPP consists of placing a number of nodes in a given area to meet specific requirements optimally. An instance of an NPP can be represented by a five-tuple (A, Node, S, F , Ω), where A is the area 120 for placement, Node is the structure of nodes (containing all the properties to be optimized), S is the set of candidate solutions, F is the set of objective functions, and Ω the set of constraints. A candidate solution that satisfies all the constraints is termed a feasible solution. The goal of an NPP solver is to find a feasible solution that yields the best objective values. In the following,
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we briefly discuss the five components of an NPP. 1) Area for placement. The area for placement can be classified into two types. The first contains a set of discrete points, and the nodes to be placed are restricted to these predetermined points. The second contains a continuous area, where the nodes can be positioned at any locations. Without loss of generality, this paper focuses on the second type. That is, the placement area is enclosed by N g geometric lines:
2) Characteristics of nodes. A single node is the basic element of an NPP. There are a number of nodes to be deployed. Each node has N p properties:
(p 1 , p 2 ) is used to represent the position (x, y). lb i and ub i are the lower and upper bounds of the i-th property. The behavior of a node depends mostly on how these properties are set. Fig. 3 shows a class diagram of different kinds of nodes in the Unified Modeling Language, where the arrow denotes the 130 generalization (i.e., "is a") relationship. The box on the left represents the basic structure of nodes and those on the right represent two specializations. The basic structure contains the most nontrivial property, namely, the position, while its specializations comprise other properties that also impact on the overall performance, such as the transmitted power of an RFID reader. 
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Besides, according to whether the properties of nodes are fixed or not, we can divide NPPs into two categories, i.e., homogeneous node placement problems (HoNPPs) and heterogeneous node placement problems (HeNPPs). Compared with an HoNPP, an HeNPP is more flexible, where the properties of each node can be set to any values within given ranges. Hence, the HeNPP is generally 140 more difficult to solve.
3) Candidate solution. A candidate solution comprises a number of nodes. It can be denoted by a set of nodes whose positions are within A:
where N n is the number of nodes in the solution. In the context of NPP, a candidate solution is also termed a layout. We use S to denote the set of all possible layouts.
4) Constraints.
We use Ω to denote the set of constraints.
where N c is the number of constraints. C i is an indicator function that maps m i -fold Cartesian product of Node onto Boolean values. The return value T means that the corresponding constraint is satisfied. A candidate solution X is feasible if:
Most constraints in NPPs impose restriction on the distances between the de-145 ployed nodes. For example, WFLO requires that the distances between every two turbines be larger than a certain threshold to avoid damage of the wind turbine blades.
5)
Objectives. F is a set of functions that project a layout to a single real value.
N o is the number of objectives. The objectives of NPPs vary from problem to problem. Some commonly seen objectives are briefly discussed as follows:
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• Coverage: Taking WSNs as an example, every node (sensor) has a sensing range. The objective is to cover as many targets as possible with the given number of nodes.
• Number of nodes: In practice, the number of nodes for placements is usually not predefined, and it may be difficult to estimate the number of 155 nodes manually. On the premise that other objectives are not disturbed, the fewer nodes, the better the layout is. For some real-world applications where the cost of a node is relatively high, the number of nodes is a critical part in the assessment of a layout.
• Interference minimization: Ideally, all the nodes work cooperatively in the area without disturbing one another. However, in a more realistic scenario, there is interference between the deployed nodes. For example, interference arises when several RFID readers interrogate a tag at the same time. This may cause misreading and lower the QoS of an RFID system. Hence, it is necessary to minimize interference when deploying 165 nodes.
• Other objectives: There are other objectives that worth mentioning, such as the connectivity between deployed nodes, fault-tolerance and minimal energy consumption in communications.
Two Typical Real-World NPPs
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In this subsection, we briefly discuss two instances of the NPP, i.e., the RNP and WFLO problems. More detailed descriptions of the two problems can be found in [12] and [3] respectively. 1) RFID Network Planning Problem. A typical RFID system is composed of RFID tags, readers, and a host computer system. RFID tags are attached to 175 objects to be identified. RFID readers transmit interrogation signals and receive authentication replies from the tags. The host computer system processes and distributes relevant data. An RFID tag is said to be covered if both reader-totag and tag-to-reader communications can be established. The RNP problem consists of placing a number of readers in the working area to cover as many tags 180 as possible while at the same time minimizing the number of deployed readers, interference, and the total transmitted power.
2) Wind Farm Layout Optimization Problem. The WFLO problem is encountered in the design of wind farms. The task is to determine the suitable number of wind turbines to be deployed and the positions of the turbines. If two turbines 185 are placed too close, the power generated by the downwind turbine will decrease significantly due to the existence of wake effects. Wake effects result from the changes in wind speed when wind turbines extract energy from the wind. The goal of an optimizer is to find the optimal deployment that maximizes the power produced and minimizes the cost of wind turbines. 
Flexible Genetic Algorithm for NPPs
Evolutionary algorithms (EAs) are population-based optimization algorithms inspired by the mechanism of biological evolution. Genetic algorithm (GA) is among the most popular EAs. Owing to its global search ability and robustness, GAs have found widespread real-world applications [49] [50] [51] [52] . In the literature, they have been employed to solve some specific instances of NPP [53, 54] . The paper is devoted to the design of a generic approach. Follow the design principles of GAs, we propose a flexible genetic algorithm (fGA) for NPPs. The proposed fGA is distinguished from the existing approaches by its encoding scheme and genetic operators. In this section, we systematically introduce the algorithmic 200 components of fGA and then present the complete algorithm.
Genetic Representation
The fGA maintains a population containing popsize individuals:
Each individual X i is a candidate solution (layout) containing a set of nodes:
Node j includes all properties to be optimized. n i is the number of nodes under assessment. We allow the individuals to have different number of nodes. Therefore, n i is not predefined. It is adjusted in the crossover operator during the 205 search process. 
Initialization
Assuming that no problem-specific knowledge is available, we use random initialization to generate the initial population. For each individual X i , a random number n i is generated within the range [1,N max ], where N max is the 210 maximum number of nodes. Then, n i nodes are scattered over the working area. The initial positions of the nodes are randomly sampled from the area. Meanwhile, other properties (if any) are set to random values within their predetermined feasible ranges. The pseudo code of the initialization process is given in Fig. 4 .
Step 1 For an individual X i , generate a random number r within [0, 1]. If r is smaller than the crossover probability P c and X i contains at least two nodes, go through the operations in Steps 2 and 3 to generate an offspring Y i . Otherwise, the offspring Y i is a copy of X i .
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Step 2 Select another individual X j at random from the population for crossover.
Step 3 The above procedure can be formulated as:
where rand i is a random number uniformly distributed in [0, 1], and the operator denotes operations in step 3. To facilitate a better understanding of the process, a pseudo code is provided in Fig. 6 . It can be seen that the offspring Y i may have different number of nodes from its parent X i when the numbers 235 of nodes in the swapped subareas are different. The adaptive adjustment of the number of nodes relies largely on this crossover operator. Moreover, the subarea-swap crossover has introduced two dynamic features.
1) Locations of crossover areas.
The locations of crossover areas are not predefined, but determined by the positions of selected nodes. In this way, crossover 240 areas are automatically adjusted according to the distribution of nodes. No efforts will be wasted on inferior regions that are hardly visited by nodes, and a crossover area is very likely to locate in places where nodes are densely deployed.
2) Sizes of crossover areas. The size of a crossover area is also adaptively adjusted. It depends on the distance between two selected nodes. The diameter 245 of a circular crossover area ranges from d min to d max , where d min denotes the distance of the pair of closest nodes and d max the distance of the pair of farthest nodes. Therefore, the range is determined by the dispersion of the deployed nodes. Large crossover areas increase the population diversity while small crossover areas facilitate fine tuning. 
Mutation
After the crossover operator, the offspring go through Gaussian mutation with probabilities P m . In this process, the main task is to adjust the nodes properties. The mutation is performed on selected nodes of every individual to fine tune the nodes positions and other properties. Detailed descriptions of the For every node in Y i , generate a random real number r within [0, 1]. If r < P m , then perturbations are performed on the node's properties by adding randomly scaled values. More specifically, for Node j in Y i , the mutation is formulated as:
where p k denotes the k-th property of Node j . N (0, 0.5) is a Gaussian random number generator. Variables ub k and lb k represent the upper bound and lower bounds of p k , respectively. N p is the total number of properties to be optimized. The utilization of Gaussian perturbation is inspired by evolutionary pro-260 gramming (EP) [55] , whose mutation is assisted by a Gaussian random number generator. This kind of mutation is very suitable for NPP for it enables the introduction of diversity adjustments, which greatly increases fGA's local search ability. Note that 1) large perturbation factors cause relatively long jumps, 2) small perturbation factors result in relatively slow progress. Hence, the standard 265 deviation of Gaussian distribution is empirically set to 0.5 to strike a balance. The pseudo code of the mutation operator is shown in Fig. 7 . 
Selection
Selection operator is followed right after the subarea-swap crossover and mutation. Each offspring Y i originates from two parents X i and X j . Since the basic structure of Y i is inherited from X i , Y i is considered as the immediate successor of X i . For clarity, we name X i the primary parent of Y i . In the selection process, Y i competes with X i for admission to the next iteration. If the offspring is better than its primary parent, then it survives for the next iteration. Otherwise, the primary parent continues its dominance and the offspring Y i is discarded. This procedure can be expressed as:
No additional elitism strategies are required since the best individual will definitely enter the next generation. The selection operator is strong at maintaining 270 the population diversity. Besides the operator described above, other selection operators (e.g., tournament selection and the roulette wheel selection) can also be used. Crossover, mutation, and selection are repeated until the predefined termination criterion is met. The overall procedure of fGA is summarized as follows:
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Step 1 The population goes through the initialization process. In this process, each layout is generated by randomly deploying several nodes in the target area.
Step 2 For each individual X i in the population, generates an offspring Y i by performing the subarea-swap crossover on X i and another randomly 280 selected individual X j .
Step 3 After the crossover operator, the offspring undergo mutation to search for better layouts through slight adjustments.
Step 4 The offspring are compared with their parents. If the offspring yield better objective values, they take the place of their parents. Otherwise, 285 they are discarded.
Step 5 Test if the termination criterion is met. If the answer is no, go to Step 2, otherwise, end the optimization process and output the best result ever found.
The parameters of fGA include popsize, P c , and P m . Compared to the con-
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ventional GA, no additional parameters are introduced. Overall, fGA preserves the simple structure of GAs and only contains a few parameters.
Experimental Tests and Discussions
In this section, we apply the fGA to two real-world problems, i.e., the RN-P and WFLO problems. The RNP and WFLO problems have the following 295 features:
1. The best number of nodes to be placed is hard to know. In RNP, the number of nodes is one of the objectives to be optimized, whereas in WFLO, the number of nodes has a direct influence on the fitness. On the other hand, RNP can be viewed as a small-scale problem since the 300 number of nodes (readers) to be included in a layout is relatively small. In comparison, WFLO is considered to be a mid-to large-scale problem.
2. Both problems take into account interference between nodes. In WFLO, interference (wake effect) is a major concern for optimization to reduce power loss. Whereas in RNP, minimizing interference is one of the objec-3. RNP falls in the category of HeNPP since the property (transmitted power) of nodes (readers) is adjustable. In contrast, WFLO belongs to HoNPP because it employs the same type of nodes (wind turbines) with fixed properties (hub height, rotor diameter, etc.).
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4. The objectives of RNP and WFLO vary significantly. An RNP problem mainly aims at covering more tags, whereas a WFLO aims at capturing more wind energy.
The proposed algorithm is tested on both problems to make our experiments more comprehensive. In the next two subsections, experimental results on both
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RNP and WFLO problems are presented, followed by a thorough analysis of the results. The algorithm developed in this paper (fGA) was written in C. All the following testing was done on a PC with Intel Core i3-3240 CPU.
Experiments on RNP
1) Test cases. Twelve test cases [12] , namely C30, C50, C100, R30, R50, R100,
320
R30a, R50a, R100a, R30b, R50b, and R100b are used to examine the performance of fGA on RNP. They are based on a 50m×50m working area. Letter 'C' indicates that the tags in the working area are clustered distributed, whereas letter 'R' means uniform distribution of tags. The number behind a letter represents the number of tags included in the working area. It is clear that 325 instances labeled 'R' are harder than those labeled 'C', and more tags included in the working area, more complex the instance is. Therefore, R100, R100a, and R100b are the hardest among the twelve instances.
2) Fitness evaluation. RNP has four objectives, i.e., to maximize the tag coverage, minimize the number of readers, minimize interference, and minimize the 330 sum of the total transmitted power. The objectives are listed in the order of precedence. It is considered that the coverage is the most important objective, followed by the other three one after another. It is an effective way to compare the individuals (solutions) in a hierarchical manner as in [12] . Specifically, when comparing two solutions, we first concentrate on their coverage rates. The one 335 with a higher coverage rate is judged to be better. If the two solutions have the same coverage rate, then the one uses fewer readers is better. The third and fourth objectives are compared accordingly.
3) Algorithms for comparison. The algorithms for comparison are grouped as follows: 340 G1) GA-16 and GA-25: Two grid-based GAs with elitism strategy, which divide the working area into 4×4 grids and 5×5 grids respectively. G2) GPSO, VNPSO, and SA-PSO: Three PSO algorithms using fixed-length encoding scheme. GPSO and VNPSO are with global and von Neumann topologies respectively. SA-PSO [56] is a recently proposed algorithm for
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RNP that incorporates the mechanism of simulated annealing. are set according to [53] . Since GPSO, VNPSO and SA-PSO use fixed-length encoding scheme (as shown in Fig. 1 ), the number of readers is fixed at N max /2. to [12] . The maximum number of readers available for placement is 12, namely, N max = 12. All algorithms terminate after 400,000 fitness evaluations. Each algorithm is run 50 times for each test case to obtain statistically reliable results. of fGA is significantly less than the other algorithm. 'Power+' is interpreted in the same way.
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The first group of test cases (C30, C50, and C100) contains clustered distributed tags, which is comparatively easy to solve. The experimental results on these cases are given in Tables 2-4 . It can be seen that except for GA -25, 375 all the algorithms manage to reach 100% coverage rate at least once. GA-25 fails to reach 100% coverage rate in C30 and C100 in all 50 runs, and the three algorithms based on fixed-length encoding scheme (GPSO, VNPSO, and SA-PSO) fail occasionally in C50 and C100. In comparison, GA-16, GPSO-RNP, Tables 2-4 , they achieve the coverage goal in every run. The difference between the results obtained by VNPSO-RNP, GA-WMN, and fGA is moderate. Nevertheless, from the perspective of energy-saving, fGA succeeds in consuming less transmitted power than VNPSO-RNP and GA-WMN. The second group of test cases (R30, R50, R100, R30a, R50a, R100a, R30b,
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R50b, and R100b) is more difficult than the first group. The solutions found by GA-16 and GA-25 are inferior to those of GPSO-RNP, VNPSO-RNP, GA-WMN, and fGA. Moreover, since GA-16 and GA-25 are unable to adjust the transmitted power of readers, a noticeable increase in interference is observed. Likewise, the drawback of fixed-length methods emerges while dealing with these 390 cases. GPSO, VNPSO, and SA-PSO fail to reach 100% coverage rate in R50, R100, R100a, and R100b even in their best runs. This is due to the lack of readers. More readers are needed in order to cover the randomly scattered tags. Case c The wind blows from one of the 36 angles described above. Its speed takes three possible values, i.e., 8m/s, 12m/s, and 17m/s. The probability distribution of wind speed and direction is visualized in Fig. 8(a) .
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Case d-f The wind direction and speed take the same values as those in Case c. The probability distribution of winds is visualized in Fig. 8(b) , (c), (d) respectively.
2) Fitness evaluation. The goal of WFLO is to find a layout that maximizes the power produced and minimizes the cost of wind turbines. The two objectives 420 can be combined into a single fitness value. Specifically, the fitness function is defined as the cost over the power [13] . Intuitively, this gives the cost of a unit of power.
3) Constraint handling. WFLO poses a restriction on the distance of two deployed turbines. To avoid blade damage caused by turbulence, the distance 425 between any two turbines must be at least 5D, where D is the rotor diameter. An individual may violate the constraint after the crossover and mutation operators. In the proposed fGA, the constraint is handled in a simple way. For the crossover operator, turbines in the crossover area of the first individual are first removed. Then, turbines in the crossover area of the second individual are 430 appended to the first individual one after another. If the introduction of a new turbine will cause violations, then the turbine is excluded. For the mutation operator, if the shift of a turbine will incur blade damage, then the shift is canceled. G1) GA-WFLO [34] and BPSO-TVAC [13]: Two grid-based methods, which divide the wind farm into 10×10 grids.
G2) GPSO and VNPSO: Two PSO algorithms using fixed-length encoding scheme.
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G3) SA [57] : A recently proposed random search algorithm for the optimal placement of wind turbines.
G4) GA-WMN [53] : A genetic algorithm originally designed for the wireless mesh network planning problem. It is adapted here to tackle the WFLO problem.
445 5) Parameter setting. The notations of WFLO [3] and their corresponding settings are listed in Table 14 . The parameter settings of fGA, GA-WMN, GPSO and VNPSO are the same as in RNP. GA-WFLO and BPSO-TVAC are set according to [34] and [13] respectively. The maximum number of turbines available for placement is 100, i.e., N max = 100. The maximum number of fitness 450 evaluations is set to 100,000. Each algorithm is run 50 times for each test case. indicates the existence of significant difference. In addition, the convergence speed of the algorithms on the six cases are depicted in Fig. 9 . The results are averaged over 50 runs. Case a is a relatively simple case to handle, where the wind blows from one direction and the wind speed is constant. From Table 15 , it can be seen that fGA achieves the best fitness value with a reasonably large number of turbines. The performance of GA-WMN and RS is slightly worse than that of fGA. GPSO and VNPSO perform virtually the same. In comparison, the performance of the two grid-based methods (GA-WFLO and BPSO-TVAC) is in some ways unsatisfactory.
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In case b, the average number of turbines obtained by the fGA is 50.02 (reported in Table 16 ), which is very close to N max /2. In this case, it is considered that the methods based on the fixed-length encoding scheme are seen in their best trials, because they are completely free from the task of adjusting the number of turbines and the deficiency is eliminated. However, even though 470 GPSO and VNPSO have a head-start, they are still outperformed by fGA in all 50 runs. The superiority of the fGA owes much to the subarea-swap crossover, which offers a natural way to adjust the number of turbines and at the same time greatly enhance the search ability. The crossover areas are self-adapted according to the distribution of nodes and are therefore more conducive to evo-475 lution. In comparison, the two grid-based methods fail to catch up with GPSO, VNPSO, RS, GA-WMN, and fGA.
Compared to the previous two cases, test cases c-f are more practical and complicated. From Tables 17-20, it can be seen that fGA yields the best results among all algorithms. The average number of turbines used by the fGA is larger than those of other algorithms. To make full use of the wind resource, a sufficient number of turbines are needed. Although the installation cost rises as the number of turbines grows, fGA significantly increases the produced power by appropriately deploying the turbines. This way, the results of the fGA turn out to be very promising.
To summarize, in all the six cases of WFLO, the fGA performs the best, followed by GA-WMN, RS, GPSO and VNPSO. In comparison, the performance of the two grid-based methods (GA-WFLO and BPSO-TVAC) is not as good as the fGA. This is mainly due to that, in the grid-based algorithms, the optimization of the positions of nodes is coarse-grained. As the positions for 490 placement are confined to the center of each grid, grid-based methods cannot make the most of the wind farm space. In contrast, fGA, GPSO, and VNPSO are free from this restriction and are able to explore the wind farm completely and thoroughly, leading to more competitive results.
Overall, experimental results on RNP and WFLO reveal the drawbacks of 495 previous methods. 1) Grid-based methods are lack of flexibility and are unable to simultaneously optimize the attached properties of nodes.
2) The performance of GPSO and VNPSO can only be guaranteed on the premise that the predefined number of nodes is close to the suitable number. In contrast, the fGA yields relatively good results in both RNP and WFLO. From the experimental 500 results, it can be seen that the fGA is able to automatically adjust the number of nodes and optimize nodes positions and attached properties simultaneously. Its flexibility and efficiency make it a very promising approach for solving different kinds of NPPs.
Experiments on the Primitive Coverage Problem
505
To show the advantage of the proposed algorithm over the existing GAbased node placement approaches, experiments are conducted on a primitive NPP called "coverage problem". The problem is formulated as follows. There are many objects scattered in a working area. The task is to place a number of nodes in the area to cover the objects. Each node has a fixed sensing range. An 510 object is said to be covered by a node if it is in the sensing range of the node. The optimization goal is to cover all the objects by using the least number of nodes. Nine randomly generated test cases are used in the experiment to test the performance of fGA,GA-WMN [53] , GA-WFLO [34] , and VNPSO-RNP [12] . For each test case, 100 objects are scattered randomly in a 100m×100m square 515 area. The sensing radius of nodes is fixed at 10m. The maximum number of fitness evaluations is set to 400,000. The mean results of the algorithms over 50 independent runs are summarized in Table 21 . From the table, it can be seen that fGA is able to achieve a 100% coverage rate in all the test cases and the number of deployed nodes is less than those of the other three algorithms. This 520 is attributed to the dynamic feature introduced by the crossover operator, which helps the algorithm to focus its attention on the critical region of the working area. Compared with fGA, the performance of GA-WMN and GA-WFLO is in some sense unsatisfactory. GA-WMN fails to realize full coverage in two of the test cases, while GA-WFLO consumes a larger number of nodes.
Parameter Investigation
To study the influence of the crossover and mutation probabilities, experiments are conducted on the WFLO problem using different settings of P c and P m . Specifically, the value of P c ranges from 0.1 to 0.9. As for P m , values in the interval [0.01, 0.1] are tested. We first investigate the effect of P c . When study-
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ing the influence of P c , P m is fixed at 0.1. Subsequently, when testing the effect of P m , P c is fixed at 0.9. Experimental results on the test case f are presented in Fig. 10 using box plots. From the figure, it can be observed that fGA with the setting P c = 0.9 is able to achieve the best fitness value. In comparison, fGA is not very sensitive to the setting of P m . A value between 0.01 and 0.1 is 535 able to provide very stable performance.
Conclusion and Future Work
In this paper, we introduce a general framework of node placement problems (NPPs). Further, a flexible algorithm termed fGA is developed to tackle different kinds of NPPs. Compared to the existing approaches, the fGA has 540 several notable features. First, a variable-length encoding scheme is incorporated to enable the automatic adjustment of the number of nodes deployed in the working area. Second, by employing a novel subarea-swap crossover, the fGA is capable of adjusting the number and properties of nodes simultaneously in a natural and efficient manner. For further flexibility, a Gaussian mutation is 545 integrated into the fGA to enhance the search ability through fine adjustments of the nodes.
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Experiments have been carried out on two typical NPPs, i.e., RFID network planning and wind farm layout optimization problems, to investigate the performance of the proposed algorithm. The experimental results show that 550 fGA outperforms existing algorithms using a grid-based method or a fix-length method. In dealing with the WFLO problem, fGA is able to find the best fitness values among the compared algorithms. As for the RNP problem, fGA manages to obtain layouts with 100% coverage rates by using the least number of readers. Meanwhile, the layouts produced by fGA also involve lower interference and 555 consume less power than the layouts produced by other algorithms. The results on the two problems reveal that fGA is a promising tool for solving NPPs.
In future research, it would be interesting to apply the fGA to a wider variety of NPPs to further investigate its applicability. According to the 2-D representation scheme, it is noteworthy that the fGA can be adapted to tack-560 le three-dimensional node placement problems, which have received increasing attention in recent years. Moreover, as some NPPs have multiple conflicting objectives, there is a desire to incorporate the fGA with multi-objective optimization techniques to handle multi-objective NPPs.
