Specifications (DOCSIS) is established as the primary cable network data communications standard. The head-end scheduling algorithm is not defined within the standard but it is the key function for providing the required performance capability. Computer simulation, using the Common Simulation Framework (CSF) 12 version of the CableLabs DOCSIS 1.0 computer model, has been used to predict the upstream system throughput and mean access delay. A prioritised first-come-first-served scheduling algorithm has been considered to provide a baseline reference set of performance statistics against which other algorithms can be compared. The simulations, with theoretical confirmation, have shown that the maximum sustainable system throughput is 1965kbps for a channel capacity of 2560kbps and a packet size of 1500 octets, whereas for packet size of 100 octets the maximum sustainable throughput is only 1550kbps. The mean access delay is found to vary between 10-900ms depending on the offered load and assuming that the offered load does not exceed the capacity of the channel. Excess offered load causes service starvation according to the assigned priority.
Introduction
Cable Companies are now exploring new technologies which can be used to support digital interactive multimedia applications over their Community Antenna Television (CATV) infrastructures, [1] . Over the last few years much attention has been paid to the development of architectural options for CATV networks that will allow the immediate support of broadband services as the first step toward enhanced communication services for residential users [2] . These technologies range from the introduction of well established Internet devices to new access mechanisms. The current CATV standards activities, [3] , are:
• IEEE 802.14 -the IEEE committee which is defining the broadband Metropolitan Area Network (MAN) Medium Access Control (MAC) and Physical layer protocols [4] . The IEEE 802.14 is considering adopting DOCSIS 1.1 as the IEEE 802.14c and DOCSIS 1.2 as the IEEE 802.14b standards;
• ATM Forum Residential Broadband Working Group (RBWG) -investigating the provision of Asynchronous Transfer Mode (ATM)to and for distribution within the home itself [5] ;
• Internet Engineering Task Force (IETF) -investigating the use of the Internet Protocol (IP) Over Cable Data Networks (IPCDN). This work is based upon the use of routers to interconnect different logical internet structures [6] ;
• Multimedia Cable Networks Systems (MCNS) partners -producing the Data Over Cable Service Interface Specifications (DOCSIS) on behalf of the North American Cable industry and using cable modem technology. DOCSIS 1.2 is adopting the IEEE 802.14 Advanced Physical Layer specification;
• Digital Audio-Visual Council (DAVIC) -looking at the standards for complete end-to-end interactive multimedia delivery systems [7] ;
• Society of Cable telecommunications Engineers (SCTE) -an accredited American standards organisation working on compatibility issues for cable telecommunications systems. The SCTE has successfully submitted the MCNS specification for acceptance by the ITU-T [17] , [18] ;
• The Digital Video Broadcasting (DVB) project -DVB has adopted the DAVIC recommendations with respect to CATV and has been responsible for the development of the European standard ETS 300800 [8] .
nels that can carry as much as 28-40Mbps and 1.2-10Mbps respectively. The subscriber unit, called a Cable Modem (CM), is required. The basic function of the CM is the transport of data from the cable network to the users and from the users to the cable network.
The DOCSIS 1.0 specifications have already been adopted (version 1.1 is undergoing ratification). It is clear that all of the CATV data systems manufacturers are building DOCSIS compliant systems and so it is appropriate to determine the performance of such systems. The performance capability of DOCSIS compliant architectures is dependent upon the head-end scheduling algorithms and these are outside of the specifications -this permits vendor differentiation. Therefore, it is important to establish a set of reference performance characteristics for the most simple of scheduling algorithms against which more complex algorithms can be compared. A prioritised first come first served (p-FCFS) algorithm has been adopted as this basic scheduling algorithm to ensure that comparison between prioritised services is possible. The throughput characteristics for the basic transmission functions of DOCSISbased cable networks are understood, intuitively, but undocumented and publically unavailable. The mean access delay characteristics are not known.
At present the only realistic way to evaluate the performance of DOCSIS compliant cable networks is through computer simulation. There are very few measurements from operational DOCSIS-based cable data networks and so, because of its functional complexity, there is considerable uncertainty in the performance capabilities of such networks. CableLabs have coordinated the development of an extensive discrete event simulation model (using OPNET) of the DOCSIS 1.0 medium access control (MAC) and physical layer protocols. This model is named the Common Simulation Framework (CSF) and version 12 was used for the work described herein. The CSF 12 contains the p-FCFS as its default algorithm. This work can be adopted by head-end manufacturers and operators who will be able to compare the performance of their systems with these baseline characteristics. These comparisons will describe where a particular scheduling algorithm implementation needs improvement or where it improves upon the p-FCFS scheme.
In the rest of this paper we present the operation of the DOCSIS MAC protocols, summarise the CSF12 discrete event simulation model and describe the results obtained when analysing isochronous and on-off source traffic loads for a CATV architecture which has 200 cable modems on a single upstream channel. The source packet sizes are varied so that the upstream system throughput, upstream throughput per priority and upstream mean access delay per service priority can be determined as they vary with global offered load. A simple theoretical model is also presented to confirm the system throughput when the offered load exceeds the upstream channel capacity.
DOCSIS 1.0 Specification
In the DOCSIS system [9] the transmission path over the cable network is controlled by the Cable Modem Termination System (CMTS) at the HE and the Cable Modem (CM) at the customer premises. The reference architecture shown in Figure 1 contains three interface categories:
Figure 1
The MCNS DOCSIS 1.0 system architecture. the data network, specified in [10] and the CM to Customer premises equipment Interface (CMCI) between the customer's computer and the CM, specified in [11] ;
• Operations support systems and telephone return path interfaces which correspond respectively to network element management layer interfaces between the network elements and the high level Operations Support Systems (OSSs), defined in [12] , and the interface between the CM and the telephone return path for the cases where the return path is not available or provided from the cable network, specified in [13] ;
• RF interfaces, defined in [10] , that includes interfaces between the CM and the cable network, the CMTS and the cable network (in both the upstream and downstream paths).
The principle function of the DOCSIS v1.0 protocol specification is the transparent transfer of Internet Protocol (IP) messages across the cable system (CMCI to CMTS-NSI) without Quality of Service (QoS); IPv4 support is mandated but migration to IPv6 will be considered in later versions. However, since the protocol operates on bandwidth reservation from the CMs to the CMTS, QoS can be provided by extending the protocol and using a scheduling algorithm in the HE. The protocol layers shown in Figure 2 • Each CM has one or more Service IDentifications (SIDs), 14 bits, and a 48-bit address;
• Upstream bandwidth is divided into a stream of minislots, each one of which is numbered relative to a master reference maintained by the CMTS;
• CMs may issue requests to the CMTS for upstream bandwidth any time that either a request or a data PDU is allowed from a particular station.
A CM, which has a packet to transmit, must wait until the contention slots, as defined in the last received MAP, arrive. The CM then attempts to request bandwidth by accessing one of the contention minislots. If more than one CM attempts to claim any one minislot then the slot information will be corrupted due to the contention. The CM only becomes aware if it has successfully requested bandwidth when the next MAP arrives. If the request was successful then the CMs SID will be identified along with the minislot number in which it can start transmission and the number of minislots assigned to it, otherwise the CM must repeat its request attempt using the next batch of contention minislots. At registration each CM declares its service priority and so in heavily used networks a low priority CM may have access to very little bandwidth.
Within the head-end there are two scheduling algorithms: the first is responsible for upstream access scheduling within the MAP and the second multiplexes the upstream channels onto the downstream. In both cases the scheduling algorithm attempts to provide the requested service access and when these exceed capacity to prioritise according to established service priority. Herein we are interested in the upstream scheduling algorithm as we assume single upstream and downstream channels with the downstream having the greater bandwidth. In DOCSIS 1.0 the QoS provision is limited to prioritisation and frame concatenation (optional). In DOCSIS 1.1 there is an extensive QoS definition which is derived from the Internet Protocol QoS [14] . Some work on DOCSIS scheduling algorithms has been published recently [15] , and this has focussed on comparisons between IEEE 802.14 and DOCSIS in terms of upstream contention resolution and the interaction with three upstream scheduling algorithms. For scheduling, this work found that under increasing heavy loads each request should be supported by multiple service bursts thereby increasing the likelihood of 'piggybacking' and so establishing an acceptable compromise between data transmission delay and request access delay.
The CableLabs DOCSIS Model
The DOCSIS MAC protocol model is being developed by CableLabs [19] . The CSF12 release of the model, used for this work, includes interfaces, traffic sources and performance metrics (since the completion of this work CSF13 has been released). It consists of:
• Network models for modelling CATV topologies;
• Node models for modelling the internal structure of the CMs and the CMTS;
• Process models for modelling the CM MAC and the CMTS MAC process.
The CSF 12 is the most extensive model of the MCNS available and it has been used to verify the functional behaviour of the MCNS specification. The current model supports one upstream only (the multiplexing of upstreams cannot be evaluated) and, with the exception of the flow of control information e.g. the MAP, the downstream is not modelled (end-to-end transfer delay cannot be evaluated). The sophistication of the model (some 30,000 lines of code) is extravagant for the performance analysis reported herein but more complex analyses are also possible (and will be reported elsewhere) using this same model and comparison of these provides greater confidence in their validity. CSF 12 includes several amendments made to the CSF 11 by the authors, including the generic interface for the headend scheduling algorithm. This interface enables researchers to readily include different head-end scheduling algorithms.
The CMTS periodically generates the management messages SYNC, UCD and MAP. The 'SYNC' provides the CM with global timing reference, the 'UCD' information about the upstream channel and the 'MAP' the composition of a specified upstream region. Specifically, every MAP determines the bandwidth distribution of a fixed upstream channel using a number of IEs.
The head-end scheduling algorithms are not specified in the DOCSIS MAC protocol; these are considered implementation details and as such will be used by manufacturers to create product differentiation. In this model a simple p-FCFS algorithm is implementedother scheduling algorithms would be expected to show marked performance superiority and as such the p-FCFS can be considered a reference base. Apart from their SID, the CMs are identified by their priority; there are eight priorities (0-7, with 0 the highest. Note that the DOCSIS specification defines priority 7 as the highest but the CSF currently assigns priority 0 as the highest.
We have adopted the CSF definition within this paper as it makes no difference to the interpretation of the results until they are mapped to the DOCSIS at which point the priority values must be reversed). Each time a new request arrives at the CMTS, it is queued in the corresponding list at this priority. When the time comes for the next MAP message it computes a "horizon" of all the events in time order that can be scheduled (until the number of IEs reaches the maximum) and then the requests are processed in priority order, beginning from 0 to 7, up to a specified upper limit of slots and IEs. A specified number of contention-based request slots are, also, allocated by the algorithm in every MAP. The MAC of the CM follows the DOCSIS MAC specification and it can operate with any CMTS scheduling algorithm. A CM performs ranging at the beginning of the simulation so as to calculate its timing offset with reference to the CMTS. Also, when a CM has data to send it scans the MAP for a request unicast region. If this is available, it transmits a request and waits for the allocation of the requested bandwidth in a subsequent MAP. Otherwise, it searches for a request/data multicast, request broadcast or a request/data broadcast region in that order; if there is no IE in the MAP within one of these regions, the CM waits for a subsequent MAP. The assumptions of the model are:
• The ranging process is performed by all CMs at the beginning of the simulation, as per the DOCSIS specification;
• The CMs send requests for bandwidth to the CMTS, which then schedules these based on the p-FCFS scheduling. Requests are granted completely or not at all i.e. fragmentation is not modelled (beyond the scope of this paper);
• Concatenation is not supported hence multiple packets cannot be blocked together in a single bandwidth request (beyond the scope of this paper);
• Contention is allowed in contention and reserved regions;
• When a CM issues a request and is waiting for the MAP allocation response, it cannot use any other contention opportunities.
The measurements taken by the model are:
• The load offered per second from each cable modem, and thus the system in total. The offered load is the number of packets for which a cable modem attempts to request upstream bandwidth;
• The throughput per second for each cable modem (and thus priority as each cable modem is assigned one priority level), and the system in total. The throughput is the number of data packets received at the head-end;
• The mean access delay for each cable modem (and thus the average mean access delay per priority) and the average access delay for the system as a whole. The mean access delay is the time between the CM receiving the transfer request and the packet being received at the head-end.
The Cable Modem Source Traffic Characteristics
The network model that has been used consists of 200 CMs, whose priorities change according to the simulation scenario (all 8 priorities are used). The limit of 200 active CMs was chosen because it was considered typical of the number of active users per head-end in an operational system and required reasonable simulation periods (each data point required 5-20 hours of simulation time). The parameter settings were: the data backoff start was 3 and the data back-off end was 7; the upstream data rate was 2560000bps, the downstream data rate was 26970350bps and the minislot size was 32 bytes. The simulation tests used to evaluate the DOCSIS 1.0 network architecture are divided into two categories:
1. Simulations with isochronous traffic, generating one message per second per CM, where the packet size was varied from 100 to 1500 octets (the maximum packet is 1518 bytes) with increments of 100 bytes. 25 CMs were assigned to each of the 8 priorities;
2. Simulations with on-off traffic in which the packet size is constant (100 bytes or 1500 bytes) but the mean number of generated messages per second per CM was varied. The values assigned to the mean "on" time (when the CM sends packets to the HE), the mean inter-arrival time and the mean "off" time were set to vary the offered load. Again, 25 CMs were assigned to each priority.
Discussion

Isochronous Traffic Analysis
In Figure 3 , the isochronous traffic throughput, as denoted by the 'Isochronous' curve, does not exceed 1965kbps (point A) for an upstream capacity of 2560kbps. The equivalent throughput per priority is shown in Figure 4 . The throughput per priority is linear with respect to offered load until the load reaches 1909kbps (point B), which gives 240kbps throughput per priority (point A) or a system throughput of 1920kbps. The maximum system throughput is only 1960kbps (from Figure 3) and so as the offered load exceeds 1909kbps the lower priority services (priority 7 at first, followed by priority 6, etc.) receive decreasing throughput. The prioritised FCFS HE scheduling algorithm means that at saturation the low priority services have their bandwidth allocation reduced. The associated mean access delay (expressed as the mean time between the packet arriving at a CM's MAC and it reaching the HE MAC) is shown in Figure 5 . For offered loads below 1909kbps the mean access delay varies between 12-780ms for priority 0, and 14-900ms for priority 7.
With excess offered load the mean access delay becomes 2500ms for priorities 0-5 and considerably more for priorities 6 and 7. When the offered load exceeds the channel capacity the transmission period described by the MAP reaches its maximum size (2048 minislots). As the number of requests for the higher priorities increases then the allocations for the lower priorities are reduced, lowest priority first, until a priority becomes starved of service, at which point the next lowest priority receives a reduced service support. Eventually only the highest priority requests will have a service.
The variation in offered load was controlled by varying the length of the message and the number of active CMs (each CM attempts to send messages of the same length).
The maximum throughput is 595kbps lower than the channel capacity due to the protocol overhead (from the medium access control and physical layer). At saturation, the order in which the head-end allocates transmission requests in the MAP becomes significant; once the MAP is full no further requests can be serviced and so unserviced requests are termed 'pending' i.e. waiting for the next MAP allocation. When saturation is first reached this means that the last request for the lowest priority will be unsuccessful and as the offered load increases the number of unsuccessful requests increases for the lowest priority until none can be serviced. At that point the next lowest priority starts to receive a starved service. In the most extreme case only some of the highest priority requests will receive a service i.e. if the offered load from priority '0' CMs exceeds 1965kbps then some of those CMs will also suffer service starvation. The maximum load for these tests was 200*1500*8=2.4Mbps which results in some starvation of service as the maximum fully serviced sustainable offered load is 1.965Mbps i.e. 77% of capacity. At saturation the access delay is approximately 1s i.e. the mean service rate for each CM becomes equivalent to the mean inter-arrival rate. An isochronous service is most likely to be used to support a Voice over IP (VoIP) service. In the case where the packets are 100 octets in length, a 64kbps link (unencoded voice service) would require the transfer of 130 packets/second i.e. a throughput of 104kbps or an equivalent offered load of 166.4kbps. A full voice service would therefore produce an offered load of 333kbps on the CATV architecture and, assuming this was the only load, would result in a mean access delay in the region of 10-20ms. Given these figures it is clear that the proprietary Committed Information Rate (CIR) techniques supplied by manufacturers would be a better mechanism for the support of isochronous services.
On-Off Traffic Analysis
(a) Packet size equal to 100 bytes: The system throughput shown in Figure 3 is denoted by the 'Short Pkt' curve and the equivalent throughput per priority is shown in Figure 6 . The maximum upstream system throughput of the network is 1550kbps (point B in Figure 3 ). This is because of the small packet size, the large number of generated messages and the absence of concatenation. Even when a CM has more than one packet to transmit, it can only request bandwidth for a single packet, 5 minislots (for the 100 bytes packet and its overhead) and consequently, the total number of minislots requested every time from all the CMs cannot be greater than 1000 (200 CMs). This leads to continuous grants, with no pendings, and the same level of throughputs for most of the priorities, with the exception of priority seven. In Figure 6 the two stable throughputs are 145kbps (point B) for priority 7 and 200kbps (point A) for the other priorities giving a system throughput of 1545kbps (cf. 1550kbps in Figure 3 ). An offered load of 1469kbps (point C) is the load at which the throughputs per priority diverge i.e. 185kbps or system throughput of 1480kbps. The equivalent mean access delay per priority is shown in Figure 7 in which the delay at saturation is 47s for priorities 0-6 (point B) and 62s for priority 7 (point A). Below saturation the delay varies from 14-480ms as the offered load increase from 297-1469kbps, and within this range the delay varies significantly between each priority.
As shown in Figure 3 , this system does not become saturated i.e. the maximum size of MAP is not used. Instead the throughput is limited by the maximum number of requests submitted which cannot exceed one per active CM. The result is that as the offered load per CM increases the delay is increased because the requests are queued within the CM until they are served by the head-end. Figure 6 shows that even though the system throughput is below the maximum possible there is still The point at which priority 7 traffic becomes starved. some differentiation according to priority i.e. priority 7 has a lower throughput than priorities 0-6. This is because the MAP describes a fixed time period in the future and so the next MAP must be transmitted before the period covered by the current MAP expires. Therefore, under conditions of equal numbers of requests per priority, the MAP will have to be transmitted before all of the priority 7 requests (in particular those that are piggy-backed on priority 7 transmitted PDUs) have arrived and been processed i.e. they become 'pending' requests (these requests are then placed at the end of the next MAP allocation plan and so the cycle is repeated). This starvation also accounts for the higher mean access delays shown in Figure 7 . However, it is clear that for all priorities the mean access delay at maximum throughput levels (typically 50s) are unacceptable. These delays are caused by the process of allowing one outstanding request per CM and so reasonable delays are only possible for global offered loads under 1Mbps. In Figure 7 the fine differentiation of the mean access delay for offered loads in the 646-1500kbps is due to the ordering of the messages within the MAP i.e. low priority messages are scheduled to transmit at the end of the defined MAP period. At these loads the delay caused by the MAP ordering is significant whereas at higher offered loads the delay is dominated by the effect of multiple packets waiting in the CM.
Global Offered Load (kbps)
An on-off source load (this characteristic is commonly used to represent 'bursty' traffic) for short message lengths has been used for these simulations and it is clear that operational systems must avoid these types of loads if a low mean access delay is required. In cases where small packets are typical then the system must employ concatenation which would allow multiple packets to be transmitted in a single granted request -this would significantly reduce the average mean access delay in cases where several packets require transmission from each CM in each MAP period. Concatenation would also increase the system throughput.
(b) Packet size equal to 1500 bytes: The system throughput as shown in Figure 3 is denoted by the 'Long Pkt' curve and the equivalent throughput per priority is shown in Figure 8 . The maximum upstream system throughput is 1965kbps (point A). In Figure 8 the throughputs per priority are equal until 240kbps (point A) giving a system throughput of 1920kbps (cf. 1960kbps in Figure 3 ). As the offered load increases above the channel capacity fewer priorities are serviced until only priority 0 receives service. The gaps between points A, B, C, D and E, and F, G. H, I and J increase due to fewer levels of priority i.e. between points H and I only four full services are supported (plus a fifth which has an increasingly starved service) whereas 6 are supported between points F and G. The equivalent mean access delay per priority is shown in Figure 9 in which the delay for serviced priorities above saturation is 700ms (point A). Below saturation the delay varies from 25-400ms as the offered load increase from 624-1920kbps, and within this range the delay does not vary significantly between each priority. For each service priority the mean access delay becomes infinite once the throughput per priority has dropped to zero. For simplicity, this process is not shown in Figure 9 (these points are labelled as 'D').
The system throughput in Figure 3 shows that the MAP is eventually saturated i.e. the number of service requests supported by the MAP exceeds the number of active CMs. The nature of the distribution of the system throughput between the different priorities is shown in Figure 8 . Once again the service is starved from the lower priorities as the offered load is increased from 2-5Mbps. At these high loads the system is saturated by volume but not by number of requests i.e. there are less than two messages waiting for transfer at each active CM. When a priority is receiving full service, and the system is saturated, this leads to mean access delays which are about 1s and as such are considerably less than those experienced by large numbers of small messages (as shown in Figure 7 ).
Variable data rate services require mean access delays in the order of a few hundred milliseconds and so the global offered load should be limited to 1-1.5Mbps. In most networks some 80% of the volume of information is carried in large packet sizes and so the characteristics shown in Figures 8 and 9 should be typical of the services supplied to most CATV based users. The tariff structure would have to reflect the prioritised service as under large packet conditions the prioritisation mechanism has a significant effect on the end-user's quality of service.
System Throughput Validation
In Figure 3 it is shown that the maximum throughput (S| bps ) of the cable network cannot reach the upstream channel capacity (R c ). This is due to physical layer overhead and unused capacity of the channel. The throughput that a DOCSIS cable system can provide is given by the Equation: i.e. each CM has submitted a request for data transmission (each CM is permitted one outstanding request only). The accuracy of the throughput Equation can be proved by solving it for the two "on-off" traffic source cases using the parameters shown in Table 1 (the header values are taken from [16] ). The throughput values from Table 1 (S) for short and long packets compare well with the maximum and saturation values shown in Figure 3 i.e. 1550kbps (point B) and 1965kbps (point A) respectively. In Table 1 it can be seen that for the short message lengths (800 bits) the maximum number of requests that could be served by a MAP is N t =403, which is considerably greater than the number of active users N=200. Conversely only N t =33 requests can be served between the 200 active CMs when each message is 12,000 bits long.
A theoretical analysis of the throughput per priority is beyond the scope of this paper. The system throughput is independent of the head-end scheduling algorithm (assuming the algorithm is capable of ensuring the upstream is loaded as heavily as the number of transmission requests requires) whereas for the throughput per priority the capabilities of this algorithm are the determining factor. Therefore the results from the throughput equation should be applicable to any suitable scheduling algorithm.
Conclusions
The Table 1 A comparison of the maximum throughputs from simulation and theory.
Community Antenna Television (CATV) data networking systems. These specifications define the Medium Access Control (MAC) and Physical layer interfaces and protocols for the transfer of data upstream and downstream between the subscriber's cable modem and the service supplier's data head-end. The downstream capacity was set as 27Mbps and the upstream channel capacity as 2.56Mbps. The MAC protocol operates on a contention based reservation system with the head-end confirming, or otherwise, bandwidth allocation via a MAC management message (MAP). The cable modems are assigned a service priority (from 0-7) and so the service provision is determined with respect to this priority. This quality of service is provided by the scheduling algorithms implemented in the head-end (these are not defined within the DOCSIS standards) and for the simulations described herein a prioritised First Come First Served (p-FCFS) algorithm has been used.
The simulation results show that for an upstream channel capacity of 2560kbps with 200 cable modems, the maximum throughput (without concatenation) cannot exceed 1965kbps. For packet sizes of 1500 octets and variable length packet sizes the maximum capacity is 1965kbps even when the offered load exceeds the upstream channel capacity. For packet sizes of 100 octets the maximum upstream throughput is 1550kbps because the 200 cable modems are not capable of utilising the maximum MAP size. The difference between the maximum throughput and the channel capacity is caused by the MAC and Physical layer packet overheads, unused capacity and the multiple access scheme's MAP structure. In the case of the small packets, the lower throughput (1550kbps) could be improved by the use of concatenation which would enable a cable modem to request bandwidth for more than one packet at a time.
The maximum access delay (defined as the time between the packet arriving at the cable modem's MAC and the head-end's MAC) is typically 12-900ms for an isochronous service with variable length packets and 2.5s when this offered load exceeds the system's throughput capacity. For on-off traffic sources the delay varies between 14-480ms for short length packets (100 octets) and 25-400ms for long packets (1500 octets). At saturation (when the offered load exceeds the system's throughput capacity) the delays become 62s (short packets) and 700ms (long packets). The shorter long packet service is because the low priority services have been starved of service whereas in the short packet case all eight priorities are still obtaining a full service.
From a service perspective it is clear that an isochronous service e.g. voice over the internet protocol (VoIP), can only be supplied using proprietary committed information rate capabilities. In the case of variable rate services, 'bursty', the average length of packets has a major effect on the system throughput and mean access delay. Small packet sizes (typically 100 octets) result in reduced maximum throughput and very large mean access delays (tens of seconds); this delay could be reduced by using concatenation. Long packet sizes make more efficient usage of the bandwidth (cf. classical Ethernet performance capabilities) but under saturation the quality of service received by the end-user is heavily dependent upon the prioritisation mechanism.
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