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Preface
Models of Recognition
One of the ultimate goals of visual processing is to
recognize objects in the world. The human visual sys-
tem is remarkable in its ability to recognize particular
objects in spite of their wide range of appearances in
the visual image. In a way that seems effortless, human
recognition processes cope with changes in viewpoint
and illumination, deformations of object shape, occlu-
sions of large parts of objects embedded in cluttered
scenes, and wide variation in the appearance of individ-
ual members of a class of objects. Human recognition is
also highly adaptable; capable of continually learning
new objects and acquiring expert knowledge to make
distinctions between complex and detailed objects.
The past decade has seen an explosion in the study of
object recognition, both from a computational and
empirical perspective. Until the mid-1980s, computer
vision research emphasized the early stages of process-
ing that lead from the image to a representation of
three dimensional (3-D) structure and motion, through
an analysis of image contours, stereo, motion, shading,
texture and other cues. The field was then ready to shift
its focus to higher-level visual processing and the task
of recognition. This shift was fueled by many practical
applications for recognition systems, and advances in
computer technology that made solutions to these
problems feasible. The fields of psychophysics and
physiology have seen a similar expansion in the study
of recognition in biological systems. The emergence of
sophisticated graphical tools has facilitated the design
of experiments on the recognition of complex 2-D and
3-D objects whose appearance can be carefully manipu-
lated through changes in viewpoint, illumination,
shape, and so on. The intriguing observations of early
physiological studies of visual areas involved in face
recognition have raised the possibility that ultimately,
recognition processes may be understood at the level of
neural mechanisms e.g. [1,2].
The articles in this special issue convey many of the
important issues and approaches that are considered in
the formulation of models of recognition. They provide
exciting new results and also reflect on the development
of key ideas over the past two decades. Some articles
provide new theoretical tools for the rigorous analysis
and comparison of models, or new experimental
paradigms for the empirical study of recognition. All of
the papers chosen for this special issue capture the
valuable synergy that exists between computational and
empirical studies of visual processing.
A fundamental issue for recognition that is pervasive
throughout this collection is the nature of the internal
representation of objects that forms the basis for com-
parison between our stored knowledge and the visual
image. Early recognition work advocated the use of
representations that capture 3-D volumetric informa-
tion in an object-centered, view independent frame of
reference. Evidence has emerged recently that recogni-
tion may be based on the 2-D information available in
different views of an object from a set of distinct
viewpoints. The articles by Liu and Kersten and by
Tjan and Legge contribute directly to the debate over
whether the human system uses internal object repre-
sentations that are fundamentally two or three dimen-
sional. Liu and Kersten use the tools of ideal observer
theory and Bayesian analysis to develop a theoretical
model that achieves the best possible performance at
recognizing 3-D objects from 2-D views, assuming that
different 2-D views are related by an affine transforma-
tion. The authors compare the model and human per-
formance at recognizing 3-D wireframe objects. The
results show that humans are more efficient than this
particular ideal observer model at generalizing learned
objects to novel views. This suggests that the assump-
tion that human recognition is based entirely on 2-D
views may not be valid, and that some 3-D structural
information must be encoded in the internal representa-
tions to facilitate recognition of novel views. Tjan and
Legge use ideal observer theory to develop a general
method to characterize the viewpoint dependence of the
class of objects used in a particular recognition task.
They formulate and evaluate a quantitative measure of
how much detail must be contained in the representa-
tion to achieve a certain level of accuracy at recognizing
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a member of a set of 3-D objects. This work provides
an objective means for comparing the task requirements
of different object sets used in recognition experiments
that helps to reconcile the seemingly disparate conclu-
sions of different studies.
Cutzu and Edelman address the question of whether
object representations used by the human system can
support metrically veridical judgements of similarity
among 3-D objects. They quantify human performance
at judging similarity and recognizing a class of animal-
like 3-D objects that undergo small, controlled changes
in the metric properties of object parts. The results
reveal a high degree of veridicality in the representa-
tions used to assess object similarity. The authors relate
the empirical results to a model proposed by Poggio
and Edelman [3], which is based on a trainable radial
basis function network that uses 2-D view-based object
representations. The model is able to replicate the
pattern of similarity judgments observed empirically.
A useful criterion for evaluating an object representa-
tion is the effectiveness with which it can be used
successfully in a computer recognition system. Nelson
and Selinger provide such a performance test of a 2-D
view-based representation for 3-D object recognition.
The system has a large database of complex 3-D objects
that are represented by configurations of significant 2-D
object contours obtained for a set of different view-
points. The representation allows the recognition of
partially occluded objects in cluttered scenes. The suc-
cess of the system demonstrates both the computability
of the object descriptions from the visual image, and
the effectiveness with which such a representation can
be used to index a large database of object models.
The nature of the illumination in a scene can dramat-
ically alter the appearance of an object in the image.
This problem is often approached by choosing features
for object representations that are less susceptible to the
effects of illumination. Tarr, Kersten and Bulthoff ar-
gue that it is extremely difficult to derive a truly illumi-
nation invariant representation of object features from
the image, and that the preservation of explicit infor-
mation about shadows, specularities, and illuminant
direction may be beneficial to recognition. They present
experiments that assess human observers’ ability to
generalize learned objects to new viewpoints and illumi-
nation conditions, and conclude that there is an explicit
encoding of information about the expected effect of
illumination direction on changes in viewpoint that
facilitates the generalization to new illumination condi-
tions.
The Nelson and Selinger study described above em-
phasizes the need to use an object representation that
allows the recognition of objects from partial informa-
tion that may be the result of occlusion. Exploring this
issue empirically, Rensink and Enns provide evidence
that early processing mechanisms exist for the rapid
completion of partially occluded objects. The comple-
tion processes appear to use simple decision rules based
on the local structure of nearby image contours. The
missing contours are not explicitly filled in by the
completion process; rather, the representation links to-
gether image contours that are likely to belong to the
same object. These completed object structures later
serve as the basis for recognition.
For some recognition tasks, it is necessary to capture
the precise shape of a 2-D contour that might, for
example, correspond to the boundary of the object.
Kovacs, Feher and Julesz propose a representation that
captures detailed shape information in a compact,
skeleton-like description. Their medial point representa-
tion is an extension to previous medial axis based
representations, which preserves information about the
salient, extended edges of a contour. The authors for-
mulate perceptual correlates of the representation for
shapes of varying complexity, and relate the model
behavior to measurements of human contrast sensitivity
for different 2-D shapes. They suggest that this repre-
sentation can be used to capture the movements of
complex 3-D shapes, such as in biological motion.
Basri, Costa, Geiger and Jacobs provide a general
theoretical framework for evaluating methods for judg-
ing the similarity between two object descriptions. They
emphasize the need to judge similarity between con-
tours of similar objects that are related by a deforma-
tion, a change in the articulation between parts, or
which may be variations of the same class of objects.
The authors formulate a comprehensive set of desirable
properties for any shape similarity method, and evalu-
ate the extent to which these properties are captured by
models that compare contour shape using the technique
of elastic matching. This powerful computational tech-
nique results in a description of the local deformations
that are needed to transform one contour into another,
and offers an effective means for representing changes
in deformable objects for the purpose of recognition.
The authors examine three similarity measures in detail
and analyze their behavior for smooth and polyhedral
objects.
Unzicker, Juttner and Rentschler compare the per-
formance of seven models of recognition that include
those based on exemplars or prototypes, multidimen-
sional signal detection theory, and hyper-Basis-Func-
tion networks. These models each embody a formal
notion of similarity as the basis for object classification,
and use parametrized object; representations that can
be described as points in a multidimensional space. The
models are compared to human recognition data ob-
tained under foveal and extra foveal conditions. The
models exhibit similar performance under foveal view-
ing, suggesting an underlying structural similarity be-
tween them. Under extra foveal viewing, human
observers show biases in their use of certain features for
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classifying objects that are not captured well by the
models. Humans develop expertise in challenging recog-
nition tasks that require rapid classification and dis-
crimination of highly complex objects based on subtle
visual cues. Gauthier, Williams, Tarr and Tanaka show
that in the process of developing this expertise, humans
adopt more configurational or holistic representations
and are able to learn new exemplars in the class more
rapidly as training progresses. Experts also appear to
learn more effective strategies for quickly focusing in on
the visual cues that are most critical to the particular
classification task. The authors examine a neural net-
work model that uses a Widrow–Hoff learning rule to
learn both individual and class level object information.
The model is applied to the object classes used in the
empirical study, yielding similar learning behavior.
Perhaps the most extensively studied expert recogni-
tion process is face recognition. Several papers in this
issue address aspects of the computations underlying
human face recognition. O’Toole, Edelman and
Bulthoff examine the recognition of faces across
changes in viewpoint. Individual faces vary in the qual-
ity and quantity of information they contain for recog-
nition and viewpoint generalization. Some faces have
unique and distinctive features, while others are more
typical or generic. The authors present a model that
embodies the two stages of alignment of novel views of
a face to generic views that were previously learned,
followed by recognition of the face based on its similar-
ity to the stored views. The results of model simulations
are used to formulate measures of the recognizability
and viewpoint generalizability of individual faces. Hu-
man data are presented on the performance of these
two tasks, which correlates well with the measures
derived from the model.
Faces all have the same basic features in the same
overall geometric arrangement. To represent the varia-
tions between individual faces, one could encode how
the configuration of facial features differs from an
average or typical face, or encode properties of the
facial features in an absolute coordinate system. These
two approaches are referred to as norm-based and
absolute coding models, respectively [4]. The two stud-
ies by Rhodes, Carey, Byatt and Proffitt, and by Byatt
and Rhodes, examine which coding scheme best cap-
tures human recognition performance. Rhodes et al.
consider the recognition of veridical, caricatured or
distorted faces and 2-D shapes. From an analysis of the
data that uses an object representation based on the
geometric layout of salient, landmark points, the au-
thors find greater support for an absolute coding
model. Byatt and Rhodes provide further evidence for
absolute coding, based on human observers’ ability to
recognize own-race and other-race caricatures of faces.
Hancock, Bruce and Burton compare the perfor-
mance of two face recognition models: the first is based
on matching graph representations derived from Gabor
filtered images [5] and the second uses coding based on
principal components analysis of image intensities [6].
These models are distinguished in their use of low-level
image-based cues for face recognition. Model perfor-
mance is related to a large set of human data on face
recognition using similarity judgments, ratings of dis-
tinctiveness and memory of faces. The two models were
each better at capturing different aspects of the human
data. More broadly, this work provides a valuable
methodology for the systematic evaluation of face
recognition models.
During the process of recognition, the eyes move and
successively fixate the most informative parts of the
image. Rybak, Gusakova, Golovan, Podladchikova
and Shevtsova pursue an idea that first emerged in the
early 70’s, that representations for recognition encode a
combination of motor and sensory information gath-
ered during the learning process. The motor component
captures characteristic scan paths that the eye follows
when learning an object. A motor program is formed
during learning and later executed during the recogni-
tion process. The authors implement such a model and
show how it can recognize complex objects that can
undergo affine transformations in the image.
We complete this issue with an article by Lee, Mum-
ford, Romero and Lamme that may reshape current
ideas about the computational stages preceding recog-
nition, and where the intermediate computations lead-
ing to recognition take place in visual cortex. They
present physiological data that carefully examines the
time course of neural responses in area V1, and how the
nature of the later part of the response reflects a
different functional role for V1 neurons than previously
considered. The early phase of V1 responses appears to
represent information about local features such as
edges and bars. The later part of the neural signal,
however, is modulated in response to higher-level struc-
tures such as texture edges and illumination boundaries,
and reveals an enhancement of some edges that may be
barely noticeable in the image but which are highly
significant for recognition. The authors argue on theo-
retical grounds that low-level visual computations can-
not be completed satisfactorily without the benefit of
higher-level computations of information such as 3-D
structure and illumination. Based on theoretical and
empirical evidence, they suggest that the functional role
of V1 is to provide high resolution spatial information
for higher-level computations essential to recognition,
and that these computations begin in V1, under the
influence of feedback from higher cortical areas.
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