Abstract We study solutions to nonlinear stochastic differential systems driven by a multi-dimensional Wiener process with non-commuting diffusion vector fields, and no drift. We construct universal optimal solution expansions. They are optimal because the solution series truncated at any order is at least as accurate as the corresponding stochastic Taylor truncation in the mean-square sense. They are universal because this property is independent of the vector fields concerned. This series is the hyperbolic sine of the logarithm of the stochastic Taylor flow. Our proof utilizes the underlying Hopf algebra structure of these series, and a two-alphabet associative algebra of shuffle and concatenation operations that distinguish the coefficients of each term in the series.
Introduction
We are interested in designing strong series solutions of nonlinear Stratonovich stochastic differential systems of the form
Here (W 1 , . . . , W d ) is a d-dimensional Wiener process and y t ∈ R N for some N ∈ N and all t ∈ R + . We suppose that V i : R N → R N , i = 1, . . . , d, are smooth non-commuting vector fields which in local coordinates are V i = P N j=1 V j i ∂y j . The flowmap ϕ t : R N → R N of the stochastic differential system is defined as the map taking the initial data y 0 to the solution y t at time t, i.e. y t = ϕ t • y 0 .
Our goal in this paper is to construct universal optimal asymptotic solution processes. They are optimal in the sense that when the solution series expansions are truncated at any order, they generate flow approximations that are at least as accurate, in the mean-square sense, as the corresponding stochastic Taylor truncation. They are universal because this property holds independent of the vector fields concerned and initial conditions. What is new in this paper is that we:
1. Prove for a pure diffusion process, one universal optimally asymptotic solution is the hyperbolic sine of the logarithm of the stochastic Taylor flow; 2. Show that analysis of the coefficients of such solution series expansions reduces to the study of polynomials in an associative algebra generated by a two-alphabet.
From the work of Newton [42] and Castell and Gaines [8] , and more recently Lord, Malham and Wiese [29] and Malham and Wiese [35] , we know that approximate solutions constructed from the exponential Lie series can be more accurate than solutions constructed from the stochastic Taylor expansion. This statement is true when we include drift in the stochastic differential system, and the drift vector field does not commute with the diffusion vector fields but the diffusion vector fields do commute with each other. The approximations are constructed by considering the logarithm of the stochastic Taylor solution flow series, truncating that, and then exponentiating again to produce an approximate flow map (see Baudoin [3] , Ben Arous [4] , Castell [7] , Castell and Gaines [8] , Magnus [33] and Strichartz [46] ).
However as observed in Lord, Malham and Wiese [29] , exponential Lie series approximations are no longer guaranteed to be more accurate than stochastic Taylor approximations when the diffusion vector fields do not commute. As a first recourse, to examine what happens in this case, we have chosen to consider the case of no drift and determine a solution series, which must be different from the exponential Lie series, that guarantees superior accuracy over stochastic Taylor approximations. Hence instead of taking the logarithm of the stochastic Taylor solution flow series, we consider a more general function, which has a Taylor expansion with arbitrary coefficients {C k }. We apply the general function to the stochastic Taylor flow series, truncate the resulting series, apply the inverse of the general function, and thus generate a new stochastic flow approximation. We then see if we can determine a choice of coefficients {C k } in the Taylor series expansion of the general function that guarantees, at each order, the new stochastic flow approximation has a smaller remainder, in the mean-square sense, than the corresponding stochastic Taylor remainder. The result is, instead of the logarithm of the stochastic Taylor flow, the hyperbolic sine of the logarithm of the stochastic Taylor flow generates a flow approximation that is more accurate at each order.
There are several strategies to the mode of proof. The result can proved directly in terms of multiple Stratonovich integrals by judicious use of their properties, the partial integration formula and induction-the proof is long but straightforward. That this first strategy works is also revealed by our second and preferred strategy, which we believe is shorter and more insightful. It proceeds as follows. The stochastic solution flow, which belongs to the group of diffeomorphisms on R N , can be represented by the stochastic Taylor flow series expansion. This series solution involves terms which are compositions of the set of governing vector fields, the coefficient of each such term is a multiple Stratonovich integral (see for example Baudoin [3] , Chen [9, 10] or Kloeden and Platen [27] ). Hence we can think of the stochastic flow lying in a tensor product of two algebras. One algebra is associated with the algebra of multiple Stratonovich integrals. The real Hopf algebra of words constructed from an alphabet of size d, endowed with a shuffle product, is homomorphic to this algebra of integrals (see Fleiss [16] [43] and Strichartz [46] ). The same Hopf algebra of words, endowed with the concatenation product, is homomorphic to the other algebra, that of the set of governing vector fields (with composition as product).
Hence the stochastic Taylor solution series expansion can be pulled back to a series expansion lying in a tensor product of two Hopf algebras, one with a shuffle product and the other with a concatenation product. For the connection to the Hopf algebra of rooted trees see Connes and Miscovici [13, 14] and Connes and Kreimer [12] . Also see Connes [11] , Ebrahimi-Fard and Kreimer [15] , Kreimer [26] and Grossman and Larson [19] as well as Butcher [5] , Iserles, Munthe-Kaas, Nørsett and Zanna [22] and Munthe-Kaas and Wright [40] for the connection with Lie group integrators. We are interested in a general function, determined by the real coefficient set {C k }, of the stochastic Taylor flow series. It represents an endomorphism of the tensor Hopf algebra. When applied to the series in the tensor Hopf algebra representing the stochastic flow, it generates another series consisting of two-tensor terms, the first component of which will be a shuffle product of words, while the second component will be a concatenation product of words. We collect terms which have the same word w in their second component, and assign a coefficient Kw to the corresponding first component. The coefficients Kw will be linear combinations of shuffles of the subwords of w; they also involve the coefficients {C k }. Each term in the coefficient Kw is distinguished by the shuffles and concatenation products that are used to construct them from the letters in the word w. Hence the coefficients themselves are distinguished by a linear combination of shuffles and concatenation product strings/words. In other words, each coefficient Kw has a representation in a real algebra over a two-alphabet (of shuffles and concatenations). Indeed each coefficient is represented by a polynomial defined in this two-alphabet algebra. When the coefficient set {C k } is chosen to that corresponding to the sinh-log series, the two-alphabet polynomial representing Kw is particularly simple. We show that Kw is one-half the difference of the word w and the word constructed by sign reversing the order of the letters in w. However more importantly, this simple form allows us to prove that, once translated back to a stochastic solution series which are truncated, and from which an approximate flow map is constructed, the sinh-log choice of coefficients generate remainders with the desirable properties described above.
Our paper is outlined as follows. In Section 2 we present the general solution series ansatz we consider, and more formally describe our principal idea. We review in Section 3, concatenation, shuffle and Hopf algebras of words for readers who may be unfamiliar with them. We introduce the two-alphabet algebra of shuffle and concatenation products in Section 4 and the homomorphic map connecting the two-alphabet algebra to the Hopf algebra of words. We derive the pullback of our proposed stochastic flow series to the tensor Hopf algebra in Section 5. We show in Section 6 that the sinhlog choice of coefficients generates the simple form for coefficients of the proposed flow series mentioned above. We discuss how to measure and compare the remainders of the flow approximations constructed from truncating the sinh-log and stochastic Taylor flow series in Section 7. Here we also prove that the approximate flow generated by the sinh-log flow series is more accurate. Finally in Section 8 we discuss the implications of our results for numerical stochastic algorithms and further applications.
Stochastic expansions
We more formally present the principal idea of this paper. We can express the stochastic Taylor series solution to the stochastic differential equation above in the form
Here A + is the collection of non-empty words over the alphabet A = {1, . . . , d}. We adopt the standard notation for multiple Stratonovich integrals, if w = a 1 . . . an then
We have also written the composition of the vector fields as
We now seek a solution flow to the stochastic differential system in the form
for some function F . Hence ψ t = F −1 (ϕ t − id), and we assume that F −1 has a series expansion so that
where the coefficients C k , k = 1, 2, . . . are constant, and C 1 ≡ 1. Hence we have
where
Our goal is to choose the coefficients C k so that at each order we truncate ψ t , the remainder in the corresponding approximate flow generated is smaller, with respect to the mean-square measure, than the remainder of the corresponding truncated stochastic Taylor flow. In the subsequent sections, we elevate these notions to a more formal level. Henceforth we fix t and abbreviate ϕ = ϕ t and ψ = ψ t .
Hopf algebra of words
We recall the basic definitions and results, chiefly following the notation and presentation of Abe [1] , Reutenauer [43] , Munthe-Kaas and Wright [40] and Sweedler [45] to where the reader is referred for more details. We also found Cartier [6] Let A denote a set we call the alphabet, whose elements are letters. Here we have A = {1, 2, . . . , d}. A word on the alphabet A is a finite sequence of letters of A; the empty sequence is the empty word. Let A * denote the free monoid on A constructed by endowing the set all words over A with the concatentation product. The neutral element is the empty word denoted by 1. We use A + to denote the set of non-empty words.
Each letter a i ∈ A is a word and each word a product of its letters: w = a 1 a 2 . . . an.
We denote the length of the word w by |w|. Let K be a commutative ring with unit. In our applications we take K = R or K = J, the ring generated by multiple Stratonovich integrals and the constant random variable 1, with pointwise multiplication and addition. Let K A denote the set of all noncommutative polynomials and formal series on A over K-see Reutenauer [43, p. 17] . A polynomial (or series) P is a finite (respectively infinite) linear combination over K of words on A, i.e. P = X w∈A (P, w)w .
Hence (P, w) is the coefficient of the word w-the constant coefficient is (P, 1). Note that K A has a K-algebra structure (it is the K-algebra of the monoid A * ), with componentwise addition, and concatenation product
With this product K A is the concatenation algebra. For any two words u, v ∈ A * with |u| = n 1 and |v| = n 2 , we define the shuffle product u v to be the sum of the words of length n 1 + n 2 created by shuffling all the letters in u and v whilst preserving their original order. A word appearing in the product u v is called a shuffle of u, v. There are (n 1 + n 2 )!/n 1 !n 2 ! such shuffles and so the shuffle product is the sum of all shuffles, with multiplicities. The shuffle product is extended to K A by the formula
The shuffle product is associative, and distributive with respect to addition, and we obtain on K A a commutative algebra called the shuffle algebra (note 1 w = w 1 = w for any word w, and the shuffle product can also be defined recursively:
We define the co-unit element as the linear mapping ε : K A → K given by ε : w → (w, 1) for all w ∈ K A . Note that the unit element η : K → K A is the trivial map identifying 1 with the empty word. We can consider the concatenation and shuffle products as the maps K A ⊗ K A → K A defined, respectively, by c : u ⊗ v → uv and s : u ⊗ v → u v. We define the algebra homomorphisms δ : K A → K A ⊗ K A and δ ′ : K A ⊗ K A → K A , for any w ∈ A * (see Reutenauer [43, p. 27] ) by:
Further, there is a natural scalar product
Then from Reutenauer [43, Proposition 1.9], with respect to the scalar product: (i) the adjoint of the shuffle product s is δ-which is a homomorphism for the concatenation product; (ii) the adjoint of the concatenation product c is δ ′ -which is a homomorphism for the shuffle product. There are two bialgebra structures on K A : one with the concatenation product and δ as coproduct; the other with the shuffle product and δ 
We now define the associative algebra using the complete tensor product
with the shuffle product on the left and the concatenation product on the right (Reuntenauer [43, p. 29] ). The product of two elements u ⊗ x, v ⊗ y ∈ H is given by
and formally extended to infinite linear combinations in H via linearity. As a tensor product of two Hopf algebra structures, H itself acquires a Hopf algebra structure. Lastly we remark that there is a natural right action by the symmetric group Sn on K A n , the subspace of K A spanned by words of length n (Reutenauer [43, Chapter 8] ). This action is transitive and extends by linearity to a right action of the group algebra K Sn on K A n . The basic elements of Sn are transpositions (see for example Allenby [2] ). We can identify elements in K Sn whose action on K A n corresponds to a multi-shuffle product operation, in particular, shuffles of any partitioning of any given word can be expressed as a finite linear combination of transposition products. Hence in principle, if we are only required to consider elements in span(perms(w)), we need hereafter only focus on its preimage under the action (with w fixed), which will be a subset of K Sn . However two observations suggest a more subtle decomposition might be useful (coming in Section 4). Firstly, we only need (n − 1) elements to identify any permutation of an individual word w with |w| = n. Secondly, we are primarily concerned with shuffles and multi-shuffles, a subclass of operations in K Sn , and in particular, we want a convenient structure that enables us to combine single shuffles to produce multi-shuffles.
Concatenation-shuffle operator algebra
Let B = {c, s} denote an alphabet of size 2, and B * the free monoid on B endowed with the concatenation product. As outlined above, let K B denote the set of all noncommutative polynomials and formal series on B over K. We can endow K B with the concatenation product or shuffle product and corresponding coproducts and identify two bialgebra structures as well as Hopf algebra structures on it, as before. We can generate an associative concatenation-shuffle operator algebra on K B as follows.
Definition 1 (Shuffle gluing product) The map g : K B ⊗ K B → K B , the associative and bilinear shuffle gluing product is defined by
i.e. we concatenate the element b 1 with s and the element b 2 in K B as shown.
Endowed with the shuffle gluing product, K B is an associative algebra with unit element s −1 (see Reutenauer [43, p. 26] for the definition of s −1 ). We define the associative tensor algebra K by
with the shuffle gluing product on the left in K B n and concatenation product on the right in K A n+1 . Thus if b 1 ⊗ u 1 and b 2 ⊗ u 2 are in K then their product is given by
with extension to K by bilinearity. We now define the homomorphism ζ : K → K A (equipped with the shuffle product) as follows. Any word b ∈ B * , for some k ∈ N and n 1 , . . . , n k ∈ N ∪ {0}, can be expressed in the form b = c n1 sc n2 sc n3 . . . sc n k .
There are (k − 1) occurances of the symbol 's' in b, and n 1 + n 2 + · · · + n k + k − 1 = |b|. Here c n represents the word consisting of c multiplied by concatenation n times, c 0 = 1; similarly for s n and s 0 . Then we define
where w = un 1 un 2 . . . un k and the successive subwords un 1 , un 2 ,. . . ,un k have respective lengths n 1 + 1, n 2 + 1,. . . , n k + 1. Note the sum of the lengths of the subwords is n + 1. The map ζ extends by linearity to K. Roughly, the c-symbol indicates a concatenation product and the s-symbol a shuffle product in the appropriate n slots between the n + 1 letters in any word w on A * of length n + 1. That ζ is a homomorphism from K to K A follows from:
Definition 2 (Partition orbit)
We define the (shuffle) partition orbit, O(w), of a word w ∈ A + to be the subset of K A whose elements are linear combinations of words constructed by concatenating and shuffling the letters of the given word w = a 1 . . . an: We shall use α n to denote the antipode in End(K A n+1 ); it sign reverses any word w ∈ K A n+1 . We also define the word-to-integral map as the linear map µ : R A → J given by µ : ω → Jω .
It is a shuffle homomorphism, i.e. µ(u v) = µ(u)µ(v) for any u, v ∈ A * (see for example Fleiss [16] , Kreimer [25, 26] , Lyons, Caruana and Lévy [31, p. 35] , Murua [41] or Reutenauer [43, p. 56] ). We present two application lemmas crucial to our main result (for both K = R).
Lemma 1 (Partial integration formula)
The partial integration formula applied repeatedly to the multiple Stratonovich integral Jw, where w = a 1 . . . a n+1 , pulled back to K B |w|−1 , is given by
Proof Repeated partial integration on the multiple Stratonovich integral Jw with w = a 1 . . . a n+1 , pulled back to K A n+1 via µ generates the identity:
After rearrangment, the projection of this identity in O(w) onto K B n via π, using the definition for α n , generates the identity shown.
⊓ ⊔
We think of (c − s) n , with expansion by concatenation, as the generator for the polynomial in K B n defined by
Lemma 2 (Antipode polynomial) The antipode α n ∈ End(K A n+1 ) and polynomial −(c − s) n ∈ K B n are the same linear endomorphism on K A n+1 :
Proof The statement of the lemma is trivially true for n = 1, 2. We assume it is true for k = 1, 2, . . . , n − 1. Direct expansion reveals that
By induction, using our assumption in this expansion and comparing with the partial integration formula in Lemma 1 proves the statement for k = n. ⊓ ⊔
Pullback to the Hopf algebra
Our goal is to pullback both the solution flow ϕ and also ψ to H (with K = R). Let V be the set of all vector fields on R N ; it is an R-module over C ∞`RN´( see Varadarajan [47, p. 6]). We know that for the stochastic Taylor series the flowmap ϕ ∈ J V (with vector field composition as product). Since J V ∼ = L n≥0 J ⊗ Vn, where Vn is the subset of V of compositions of vector fields of length n, we can write
We define the Word-to-vector field map as the linear map κ :
Vn is a Hopf algebra homomorphism-see Connes and Kreimer [12] , Murua [41] and Munthe-Kaas and Wright [35] . The pullback of the flowmap ϕ by µ ⊗ κ is
Hence formally we have
where K • w ∈ Ow defined by
is the pullback µ * Kw to Ow.
Sinh-log expansion
We focus on the coefficients K • w. For any w ∈ A + with |w| = n + 1 we have
Hence the projection of K • w ∈ O(w) onto K B n via π generates the element
Definition 3 (Sinh-log coefficients) Define the partial sinh-log coefficient sequence:
where ǫ ∈ R.
Lemma 3 With the partial sinh-log coefficient sequence
Proof By definition, using the sinh-log coefficients and splitting the first term, we have
where we have used Lemma 2. ⊓ ⊔ 7 Sinh-log remainder is smaller
Given the simple expression for the coefficients of the sinh-log series ψ in Lemma 3, we consider the remainder associated with any truncation and choice of measure for it. If we truncate ψ toψ, the remainder to the corresponding approximate floŵ
taking the difference with the exact stochastic Taylor flow ϕ st , is given by
where we can ignore the o`ψ −ψ´terms in this section-we comment on their significance in Section 8. To compare this with the stochastic Taylor remainder R st we setR
and use the L 2 norm to measure the remainder. Hence for any initial data y 0 , we have
Lemma 4 For any pair u, v ∈ A + we have that
where ρ is the unsigned reversal mapping.
Proof Every Stratonovich integral Jw can be expressed as a linear combination of Itô integrals
where the set D(w) consists of w and all multi-indices u obtained by successively replacing any two adjacent (non-zero) equal indices in w by 0, see Kloeden and Platen (1999) , equation (5.2.34) . Since all indices in w are non-zero by assumption, the constant cu is given by
where n(u) denotes the number of zeros in u. Since adjacency is retained when reversing an index, it follows that
Lemma 5.7.2 in Kloeden and Platen (1999) implies that the expected value of the product of two multiple Itô integrals is of the form
for some function f . Here ℓ(u) denotes the number of non-zero indices in u, while k 0 (u) denotes the number of zero components preceding the first non-zero component of u, and k i (u), for i = 1, . . . , ℓ(u), the number of components of u between the i-th and (i + 1)-th non-zero components, or the end of u if i = ℓ(u). It follows that
Since all other operations in the arguments of f are unchanged by permutations in u and v, we deduce that E`IuIv´= E`Iρ•uIρ•v´, and consequently,
The solution flow series constructed by taking the hyperbolic sine of the logarithm of the stochastic Taylor flow-map ψ ≡ sinh log ϕ when truncated at any order, generates an approximate flow that is always at least as accurate as the corresponding stochastic Taylor approximation.
Proof If we truncate the sinh-log series flow-map including all integrals associated with words of length n, the remainder is given by
where henceforth we will ignore integrals in the remainder with |w| ≥ n + 2. Recall that from Lemma 3 that we have (pushing forward from K B n to J and noting for w ∈ A + of length n + 1, we have α
The corresponding stochastic Taylor flow-map remainder is
Jw Vw .
The difference between the two isR
w Vw , whereJw = Jw − Kw and is given bȳ
The measure for the mean-square excess to the sinh-log remainder is E which at leading order is X u,v∈A
We need to determine whether this quantity is positive definite or not. We refer tō JuKv + KuJv as the cross-correlation terms andJuJv as the auto-correlation terms. The forms for Ku andJu imply that:
Ju i Jv j ! .
Consider the zero order ǫ 0 term. Using Lemma 4, the expectation of the cross-correlation term therein is zero. Hence the expectation of the zero order term is given solely by the expectation of the zero order auto-correlation term, generating a positive definite contribution to E. At the next order ǫ 1 , the terms shown are solely from crosscorrelations-with the auto-correlation terms cancelling with other cross-correlation terms. When n is odd the expectation of this term is zero, again using Lemma 4, whereas when n is even the expectation is negative. Finally at order ǫ 2 the coefficient shown represents the auto-correlation term multiplied by minus one, generating a negative definite contribution to E. Hence when n is odd, at leading order E is positive and maximized when ǫ = 0. When n is even, it is positive at ǫ = 0, but maximized at a negative value of ǫ. ⊓ ⊔
Concluding remarks
We have considered the case of a stochastic process generated by a multi-dimensional Wiener process and governing set of noncommutative vector fields, with no drift. We have shown that if we truncate the series constructed by taking the sinh-log of the stochastic Taylor flow series for this process, the approximate flow constructed by taking the exp-sinh −1 of the truncation, has a remainder that is smaller than that of the stochastic Taylor series at each order. Imagine using the sinh-log series as the basis of a strong numerical algorithm. The local error at each strong order n/2 is the L 2 norm of a sum of terms of the form KwVw •y 0 with |w| = n+1 and where Kw = 1 2 (Jw −Jα•w) has zero expectation (for |w| odd or even). As outlined in Lord, Malham and Wiese [29] , the standard accumulation of such local errors over successive subintervals of the global interval of integration, contributes to the global error (order n/2) for the method. However, as discussed in Lord, Malham and Wiese [29] , there can also be contributions to the global error from the leading order terms in the o(ψ −ψ) terms neglected in Section 7. The terms that might contribute in this way necessarily have coefficients of the form 1 2 Ja(Jw − Jα•w) for some letter a ∈ A and word w ∈ A + with |w| = n + 1. In general the expectation of these terms may not be zero, and to guarantee that our numerical method based on the sinh-log expansion is globally more accurate than the corresponding stochastic Taylor integrator, we would need to include their expectation in the numerical algorithm (a cheap additional computational cost). The nontrivial extension of this work is of course to include drift; our next plan of action. Other further applications and extensions of interest are the: (i) Hopf algebraic structure of Runge-Kutta and positivity preserving implicit stochastic schemes-see Butcher [5] and Halley, Malham and Wiese [20] ; (ii) implications for optimal stochastic control; (iii) corresponding results for rough paths-see Friz and Victoir [17] , Lyons [30] , Lyons and Qian [32] and Hambly and Lyons [21] .
