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Abstract
Classical physics is reformulated as a constrained Hamiltonian sys-
tem in the history phase space. Dynamics, i.e. the Euler-Lagrange
equations, play the role of first-class constraints. This allows us to
apply standard methods from the theory of constrained Hamiltonian
systems, e.g. Dirac brackets and cohomological methods. In anal-
ogy with BRST quantization, we quantize in the history phase space
first and impose dynamics afterwards. To obtain a truly covariant for-
mulation, all fields must be expanded in a Taylor series around the
observer’s trajectory, which acquires the status of a quantized physi-
cal field. The formalism is applied to the harmonic oscillator and to
the free scalar field. Standard results are recovered, but only in the
approximation that the observer’s trajectory is treated as a classical
curve.
PACS (2003): 03.65.Ca, 03.70.+k, 11.10.Ef.
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tization, History phase space.
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1 Introduction
The path-integral formulation of quantum mechanics has one major advan-
tage over the Hamiltonian formalism, namely that it preserves manifest co-
variance. However, the canonical formalism may justly be considered more
fundamental. It would therefore be desirable to have a Hamiltonian for-
mulation of quantum mechanics which maintains manifest covariance. This
paper initiates a program towards such a formulation.
The first observation is the well-known fact that phase space is really a
covariant concept; it is the space of solutions to the classical equations of
motion, i.e. the space of histories. A phase space point (q, p) corresponds
to the history (q(t), p(t)), such that (q(0), p(0)) = (q, p). Since p(t) is com-
pletely determined from q(t) and Hamilton’s equations, one usually drops
reference to p(t) and define the covariant phase space Σ to be the space of
histories q(t) that solve the Euler-Lagrange (EL) equations.
We are not interested so much in Σ itself, but rather in the space of
functions over Σ, C(Σ), which will become our Hilbert space after quanti-
zation. This space can be identified with the space of functions over history
space Q, which is spanned by arbitrary trajectories q(t), modulo the ideal N
generated by the EL equations: C(Σ) = C(Q)/N . It is a standard result in
the antifield formalism that C(Σ) can described as a resolution of a certain
differential complex [1]. In the absense of gauge symmetries, this complex
is known as the Koszul-Tate (KT) complex.
Alas, the antifield formalism is not suited for canonical quantization, al-
though this is of course no problem if we only want to do path integrals.
After adding antifields, the history space Q is replaced by an extended his-
tory space Q∗. We can define an antibracket in Q∗, but in order to do
canonical quantization we need an honest Poisson bracket. To this end, we
introduce canonical momenta conjugate to the history and its antifield, and
obtain an even larger space P∗, which may be thought of as the phase space
corresponding to the extended history space Q∗. It turns out to be possible
to define a KT complex also in C(P∗). The KT differential can now be writ-
ten as a bracket, δF = [Q,F ]. Under a technical assumption, all momenta
are killed in cohomology, and we obtain a different description of C(Σ).
Since C(P∗) is naturally equipped with a Poisson bracket, we can now
do canonical quantization on P∗ by replacing Poisson brackets with commu-
tators. However, we also need to represent the graded Heisenberg algebra
on a Hilbert space, in a way which makes the Hamiltonian bounded from
below. At this step we must single out a privileged time direction and give
up manifest covariance. The Hamiltonian is simply defined as the generator
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of rigid time translations. Since it commutes with the KT operator Q even
after normal ordering, the Hamiltonian is well defined in cohomology. This
process defines a non-covariant quantization in the covariant phase space.
Covariant quantization requires a covariant definition of the Hamilto-
nian. To this end, we introduce the observer’s trajectory in spacetime, qµ(t).
All fields and antifields are expanded in a Taylor series around qµ(t), be-
fore canonical momenta are introduced and the KT complex is constructed.
The parameter t has no physical significance, so the generator of rigid t
translations can not serve as a Hamiltonian; indeed, the fields in Σ are t-
independent. Instead the Hamiltonian is the operator which translates the
fields relative to the observer. This definition turns out to agree with the
usual Hamiltonian in the limit that qµ(t) can be regarded as a classical
variable.
Hence the key idea is to regard the physical phase space as the constraint
surface in the history phase space P, with the EL equations playing the
role of a first-class constraint. One way to treat a constrained system is
to introduce a gauge-fixing condition, which relates momenta to velocities,
replace Poisson by Dirac brackets, and eliminate the constraints (dynamics)
prior to quantization. This strategy is investigated in Section 2.
In the following two sections, we describe how to construct a cohomo-
logical model for the covariant space space, and how to do non-covariant
and covariant canonical quantization, respectively, before imposing dyna-
mics. In the next three sections, the formalism is applied to the harmonic
oscillator and the free scalar field, in non-covariant and covariant form, re-
spectively. The result deviates from conventional canonical quantization in
two respects, one technical and one substantial.
1. The momenta are only eliminated in cohomology provided that the
Hessian, i.e. the second functional derivative matrix of the action, is non-
singular. This technical assumption is not true for the harmonic oscillator. I
argue that one can avoid this problem, which is present in the standard anti-
field treatment as well, by adding a small perturbation to the action, making
the Hessian non-singular. In the limit that the perturbation vanishes, the
non-covariant quantization yields the correct Hilbert space. Without this
trick, the Hilbert space describes quanta of the right energy, but there would
be too many types of quanta.
2. The energy of a plane wave is the projection of its momentum kµ
along the observer’s velocity, i.e. q˙µ(t)kµ. In general, this is a quantum
operator which creates an observer quantum from the vacuum. This is a
c-number (and the correct c-number) only if the observer can be regarded
as a classical object, i.e. if the reference state is a mixed state with many
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observer quanta. But this is only an approximation. In a fundamental
theory, everything must be quantized, including the observer’s trajectory.
Classical observation is merely a special limit of quantum interaction. It is
therefore encouraging that treating canonical quantization in a manifestly
covariant way forces us to introduce a quantized observer trajectory.
In section 8 the algebra of reparametrizations of the observer’s trajectory
is discussed. This plays no role if we explicitly break reparametrization
freedom by requiring the observer to move along a straight line in Minkowski
space. In applications to general-covariant theories the observer will move
along a geodesic instead, keeping reparametrization invariance intact. The
reparametrization algebra will acquire quantum corrections, making it into
a Virasoro algebra. A well-defined central extension can only be constructed
in three dimensions and with twice as many fermionic as bosonic fields.
The last section contains a discussion of the results and an outlook for
future work.
2 Phase space as a constraint surface in history
phase space
Consider a classical dynamical system with action S and degrees of free-
dom φα. As is customary in the antifield literature, we use an abbreviated
notation where the index α stands for both discrete indices and spacetime
coordinates. Dynamics is governed by the Euler-Lagrange (EL) equations,
Eα = ∂αS ≡
δS
δφα
= 0. (2.1)
An important role is also played by the Hessian, i.e. the symmetric second
functional-derivative matrix
Kαβ = Kβα = ∂βEα ≡
δEα
δφβ
=
δ2S
δφαδφβ
. (2.2)
The Hessian is assumed non-singular, so it has an inverse Mαβ satisfying
KβγM
γα =MαγKγβ = δ
α
β . (2.3)
In the Hamiltonian formulation we split the index α = (i, t) and consider
the phase space Σ with coordinates (φi, pij). Σ is equipped with a Poisson
bracket satisfying the commutation relations
[pij , φ
i] = δij ,
(2.4)
[φi, φj ] = [pii, pij] = 0.
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The time evolution of the system is described by a curve (φi(t), pij(t)) ∈ Σ,
governed by Hamilton’s equations,
dφi(t)
dt
= [φi(t),H],
dpij(t)
dt
= [pij(t),H]. (2.5)
The Hamiltonian formalism breaks manifest covariance, due to the special
role played by the time coordinate. However, the phase space is a covariant
concept; it is the space of solutions to the classical equations of motions
(φi(t), pij(t)) = (φ
α, piα). The standard way to coordinatize such a curve is
to use the initial values (φi, pij) = (φ
i(0), pij(0)), but physics does not depend
on this particular way to put coordinates on Σ. Since piα is completely
determined from φα and Hamilton’s equations, we may drop reference to
piα and define the covariant phase space Σ to be the space of histories φ
α
modulo the the EL equations.
Let Q be the space of histories φα. For each history φα we introduce the
canonical momentum piα = δ/δφ
α, and define P to be the space of histo-
ries (φα, piβ). P has a natural symplectic structure, given by the canonical
commutation relations
[piβ , φ
α] = δαβ , [φ
α, φβ] = [piα, piβ ] = 0. (2.6)
Spelled out in detail, it reads
[pij(t), φ
i(t′)] = δijδ(t − t
′),
(2.7)
[φi(t), φj(t′)] = [pii(t), pij(t
′)] = 0.
Observe that this Heisenberg algebra holds in the history phase space, not in
the physical phase space to be constructed. In particular, the factor δ(t− t′)
means that the Poisson brackets are not only defined at equal times.
This suggests that we may regard the EL equation Eα = 0 as a constraint
in P, and use standard methods for constrained Hamiltonian systems to
recover the physical phase space Σ. However, some care must be exercised.
The EL equations do not determine a historu uniquely, but only up to initial
conditions. We therefore redefine φα → (φα, φi), where φi are the initial
conditions (typically, φ(0) and φ˙(0)), and φα are the remaining variables
(φ(t) for t > 0).
We thus impose dynamics as a constraint Eα ≈ 0 in P. As is customary,
≈ denotes weak equality, i.e. equality when all constraints have been taken
into account. This constraint is first class; [Eα, Eβ] = 0 ≈ 0 since Eα only
depends on the φ’s but not on the pi’s. To make the constraint second
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class, we must introduce more constraints which make the Poisson bracket
matrix non-singular. We take piα ≈ Cα, where Cα(φ) is some function which
is independent of piα. The precise choice is not important; it will affect
the definition of canonical momenta but dynamics for the fields is always
given by the same EL equation. There is no field equations for the initial
conditions, but their canonical momenta are constrained by pii ≈ Ci.
A set of constraints χA ≈ 0 are second class if the Poisson bracket matrix
∆AB = [χA, χB ] is invertible; denote the inverse by ∆
AB. The Dirac bracket
[F,G]∗ = [F,G] − [F, χA]∆
AB [χB, G] (2.8)
defines a new Lie bracket which is compatible with the constraints: [F, χA]∗ =
0 for every F ∈ C(P). Since this is a strong equality, i.e. it holds throughout
C(P) and not only modulo constraints, we can now solve the constraints
χA = 0. The Dirac bracket becomes the Poisson bracket on the reduced
phase space.
The second-class constraints in the history phase space are
Eα ≈ 0,
piα − Cα ≈ 0, (2.9)
pii − Ci ≈ 0.
The Poisson-bracket matrix reads
∆AB =
[ Eαpiα − Cα
pii − Ci

 , (Eβ piβ − Cβ pij − Cj) ]
(2.10)
=

 0 −∂βEα −∂jEα∂αEβ ∂βCα − ∂αCβ ∂jCα − ∂αCj
∂iEβ ∂βCi − ∂iCβ ∂jCi − ∂iCj

 .
Assuming that ∂iEβ = ∂iCβ = 0, it has the inverse
∆AB =

 Γ
αβ Mαβ 0
−Mαβ 0 0
0 0 Ωij

 , (2.11)
where Mαβ is the inverse of the Hessian, Ωij is the inverse of Ωij = ∂jCi −
∂iCj, and Γ
αβ =Mαγ(∂δCγ − ∂γCδ)M
δβ =MαγΩγδM
δβ .
One easily verifies that the Dirac brackets commute with the constraints,
[F, Eα]∗ = [F, piα − Cα]∗ = [F, pii − Ci]∗ = 0, (2.12)
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for every F ∈ C(P). We can thus solve the constraints for φα, piα and pii.
The constraint surface Σ is identified with the physical phase space. It has
coordinates φi and the Poisson bracket is given by
[φi, φj ]∗ = Ω
ij. (2.13)
Alternatively, we can solve the constraint pii − Ci ≈ 0 for φ
i, and describe
Σ in terms of coordinates pii with Poisson bracket
[pii, pij ]∗ = ∂iCkΩ
kℓ∂jCℓ. (2.14)
The Hamiltonian in P is simply the generator of rigid time translations along
the trajectories. When we pass to Dirac brackets, in acquires knowledge
about the dynamics of the system.
This section illustrates how the physical phase space Σ can be obtained
from the history phase space P:
1. Introduce the Euler-Lagrange equations as first class constraints.
2. Introduce gauge conditions which relate momenta to velocities, making
the constraints second class.
3. Pass to Dirac bracket and eliminate the constraints.
We will not pursue this strategy further, because relating momenta to ve-
locities necessarily breaks covariance. In the next section we introduce the
analogue of the BRST formalism, where Σ is constructed by cohomological
methods, and no gauge-fixing condition is necessary at any stage.
3 Koszul-Tate cohomology
In the previous section we described dynamics as a constraint in the his-
tory phase space, and recovered the physical phase space by solving this
constraint. A more elegant way to treat constrained systems is the BRST
approach. Here one never solves any constraint. Instead, a nilpotent BRST
operator is introduced in a extended phase space including ghosts, and the
physical phase space is identified with the zeroth cohomology group of the
BRST complex. We saw in the previous section that the EL equations may
be viewed as a first-class constraint in the history phase space. Although
we assume that there are no gauge symmetries, the situation is nevertheless
very similar here, with the EL equation playing the role of a gauge symme-
try. There should thus be an analogue of the BRST formalism in the history
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phase space. In particular, we want to construct a differential complex in
C(P), which is a resolution of the space of functions over the true phase
space, C(Σ) = C(Q)/N .
Let us recall how this is done in the antifield formalism [1]. Introduce an
antifield φ∗α for each EL equation Eα = 0, and replace the space of φ-histories
Q by the extended history space Q∗, spanned by both φ and φ∗. In Q∗ we
define the Koszul-Tate (KT) differential δ by
δφα = 0, δφ∗α = Eα. (3.1)
One checks that δ is nilpotent, δ2 = 0. Let the antifield number afnφα = 0,
afnφ∗α = 1. The KT differential clearly has antifield number afn δ = −1.
The space C(Q∗) decomposes into subspaces Ck(Q∗) of fixed antifield
number
C(Q∗) =
∞∑
k=0
Ck(Q∗) (3.2)
The KT complex is
0
δ
←− C0
δ
←− C1
δ
←− C2
δ
←− . . . (3.3)
The cohomology spaces are defined as usual by H•cl(δ) = ker δ/im δ, i.e.
Hkcl(δ) = (ker δ)k/(im δ)k, where the subscript cl indicates that we deal with
a classical phase space. It is easy to see that
(ker δ)0 = C(Q),
(3.4)
(im δ)0 = C(Q)Eα ≡ N .
Thus H0cl(δ) = C(Q)/N = C(Σ). Since we assume that there are no non-
trivial relations among the Eα, the higher cohomology groups vanish. This
is a standard result [1]. The complex (3.3) thus gives us a resolution of the
covariant phase space C(Σ), which by definition means that H0cl(δ) = C(Σ),
Hkcl(δ) = 0, for all k > 0.
The extended history space Q∗ is not a phase space, because it has no
Poisson bracket. It does admit an antibracket, defined on the coordinates
by
(φα, φ∗β) = δ
α
β . (3.5)
However, the antibracket is not an proper Poisson bracket because it is sym-
metric, (F,G) = +(G,F ), so is can not be used for canonical quantization.
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Moreover, as we will see in the next section, the antibracket can not even
be defined for jets.
The key observation is now that the same space C(Σ) admits a different
resolution. Introduce canonical momenta piα = δ/δφ
α and piα = δ/δφ
α for
both the fields and antifields. The momenta satisfy by definition the graded
canonical commutation relations
[piβ, φ
α] = δαβ , [φ
α, φβ ] = [piα, piβ] = 0,
(3.6)
[piβ∗ , φ
∗
α]+ = δ
β
α, [φ
∗
α, φ
∗
β ]+ = [pi
α
∗ , pi
β
∗ ]+ = 0,
where [·, ·]+ is the symmetric bracket. Let P be the phase space of histories
with basis (φα, piβ), and let P
∗ be the extended phase space with basis
(φα, piβ , φ
∗
α, pi
β
∗ ). The following table summarize the different spaces that we
have defined.
Space Basis Name
Σ φα : Eα = 0 Physical phase space
Q φα History space
Q∗ φα, φ∗α Extended history space
P φα, piβ History phase space
P∗ φα, piβ , φ
∗
α, pi
β
∗ Extended history phase space
The definition of the KT differential extends to P∗ by requiring that
δF = [Q,F ] for every F ∈ C(P∗), where the KT operator is
Q = Eαpi
α
∗ . (3.7)
It acts on the various fields as
δφα = 0,
δφ∗α = Eα,
(3.8)
δpiα = −
δEβ
δφα
piβ∗ = −Kαβpi
β
∗ ,
δpiα∗ = 0,
where Kαβ is the Hessian (2.2). We check that δ is still nilpotent: δ
2 =
[Q,Q]+ = 0.
Like C(Q), the function space C(P∗) decomposes into subspaces of fixed
antifield number, C(P∗) =
∑∞
k=−∞C
k(P∗). We can therefore define a KT
complex in C(P∗)
. . .
Q
←− C−2
Q
←− C−1
Q
←− C0
Q
←− C1
Q
←− C2
Q
←− . . . (3.9)
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Because the Hessian (2.2) is non-singular by assumption with inverse Mαβ ,
we can invert the relation δpiα = −Kαβpi
β
∗ and get
piα∗ = −M
αβδpiβ = δ(−M
αβpiβ), (3.10)
since Mαβ depends on φ alone.
Let us now compute the cohomology. Any function which contains piα is
not closed, so ker δ = C(φ, φ∗, pi∗). Moreover, im δ is generated by the two
ideals Eα and pi
α
∗ . The momenta piα and pi
α
∗ thus vanish in cohomology, and
the part with zero antifield number is thus still H0cl(δ) = C(Q)/N = C(Σ).
The higher cohomology groups Hkcl(δ) = 0 by the same argument as above.
Hence the complex (3.9) yields a different resolution of the same phase space
Σ.
It is important that the spaces Ck in (3.9) are phase spaces, equipped
with the Poisson bracket (3.6). Unlike the resolution (3.3), the new resolu-
tion (3.9) therefore allows us to do canonical quantization: replace Poisson
brackets by commutators and represent the graded Heisenberg algebra (3.6)
on a Hilbert space. However, the Heisenberg algebra can be represented
on different Hilbert spaces. To pick the correct one, we must impose the
physical condition that there is an energy which is bounded on below.
To define the Hamiltonian, we must single a privileged variable t among
the α’s, and declare it to be time. Thus replace α = (i, t), so e.g. φα = φi(t),
Eα = Ei(t), etc. This step means of course that we sacrifice covariance. The
Hamiltonian reads
H = −i
∫
dt φ˙i(t)pii(t) + φ˙
∗
i (t)pi
i
∗(t). (3.11)
It satisfies
[H,φi(t)] = −iφ˙i(t), [H,pii(t)] = −ip˙ii(t),
(3.12)
[H,φ∗i (t)] = −iφ˙
∗
i (t), [H,pi
i
∗(t)] = −ipi∗
i(t).
Expand all fields in a Fourier series with respect to time, e.g,
φi(t) =
∫ ∞
m=−∞
dm φi(m)eimt. (3.13)
The Fourier modes pii(m), φ
∗
i (m) and pi
i
∗(m) are defined analogously. The
Hamiltonian acts on the Fourier modes as
[H,φi(m)] = mφi(m), [H,pii(m)] = mpii(m),
(3.14)
[H,φ∗i (m)] = mφ
∗
i (m), [H,pi
i
∗(m)] = mpi
i
∗(m).
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Now quantize. In the spirit of BRST quantization, our strategy is to
quantize first and impose dynamics afterwards. In the extended history
phase space P∗, we define a Fock vacuum
∣∣0〉 which is annihilated by all
negative frequency modes, i.e.
φi(−m)
∣∣0〉 = pii(−m)∣∣0〉 = φ∗i (−m)∣∣0〉 = pii∗(−m)∣∣0〉 = 0, (3.15)
for all −m < 0. We must also decide which of the zero modes that annihilate
the vacuum, but the decision is not important unless zero-momentum modes
will survive in cohomology, and even then it will not affect the eigenvalues
of the Hamiltonian.
The Hamiltonian (3.11) does not act in a well-defined manner, because
it assigns an infinite energy to the Fock vacuum. To correct for that, we
replace the Hamiltonian by
H = −i
∫
dt : φ˙i(t)pii(t): + : φ˙∗i (t)pi
i
∗(t): , (3.16)
where normal ordering : ·: moves negative frequency modes to the right
and positive frequency modes to the left. The vacuum has zero energy as
measured by the normal-ordered Hamiltonian, H
∣∣0〉 = 0. The Hilbert space
can be identified with
H(P∗) = C(φi(m > 0), pii(m > 0), φ
∗
i (m > 0), pi
i
∗(m > 0)). (3.17)
The energy of a state in H(P∗) follows from
Hφi1(m1)...pi
in
∗ (mn)
∣∣0〉 = (m1 + ...+mn)φi1(m1)...piin∗ (mn)∣∣0〉. (3.18)
It is important that the KT operator
Q = Eαpi
α
∗ =
∫
dt Ei(t)pi
i
∗(t) =
∫ ∞
−∞
dm Ei(m)pi
i
∗(−m) (3.19)
is already normal ordered, because Eα and pi
α
∗ commute. This means that
Q2 = 0 also quantum mechanically; there are no anomalies. Moreover, Q
still commutes with the Hamiltonian, [Q,H] = 0, and this property is not
destroyed by normal ordering. Hence the Hilbert space H(P∗) has also a
well-defined decomposition into subspaces of definite antifield number,
H(P∗) = ...+H−2 +H−1 +H0 +H1 +H2 + ... (3.20)
There is a KT complex in H(P∗)
. . .
Q
←− H−2
Q
←− H−1
Q
←− H0
Q
←− H1
Q
←− H2
Q
←− . . . (3.21)
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The physical Hilbert space is identified withH(Σ) = H0qm(Q) = (kerQ)0/(imQ)0.
The action of the Hamiltonian on the physical Hilbert space is still given
by (3.18), restricted to H(Σ) ⊂ H(P∗), and that coincides with the conven-
tional action of the Hamiltonian.
Hence we have quantized the theory given by the EL equation (2.1) by
first quantizing the space of phase space histories P∗, and then imposing
dynamics through KT cohomology.
4 Covariant phase space, covariant quantization
A covariant definition of the phase space was given in the previous section,
but the Hamiltonian and thus the quantum Hilbert space broke covariance,
due to the selection of the privileged time coordinate. In this section we
correct this defect.
The compact notation in Section 3 is not very useful here, because the
notion of covariance does not make sense unless some indices are identified
with spacetime coordinates. So we assume that we have some fields φα(x),
where x = (xµ) ∈ RN is the spacetime coordinate. The EL equations read
Eα(x) ≡
δS
δφα(x)
= 0. (4.1)
We also need the Hessian
Kαβ(x, x
′) = Kβα(x
′, x) =
δEα(x)
δφβ(x′)
=
δ2S
δφα(x)δφβ(x′)
. (4.2)
which we assume is non-singular.
Now let all fields depend on an additional parameter t. It will eventually
be identified with time, but so far it is completely unrelated to the xµ. Upon
the substitution φα(x)→ φα(x, t), the EL equations are replaced by
Eα(x, t) = 0. (4.3)
The Hessian (4.2) becomes
Kαβ(x, t, x
′, t′) = Kβα(x
′, t′, x, t) =
δEα(x, t)
δφβ(x′, t′)
, (4.4)
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which has the inverse Mαβ(x, t, x′, t′) satisfying∫
dNx′′
∫
dt′′Kβγ(x, t, x
′′, t′′)Mγα(x′′, t′′, x′, t′)
=
∫
dNx′′
∫
dt′′Mαγ(x, t, x′′, t′′)Kγβ(x
′′, t′′, x′, t′) (4.5)
= δαβ δ(x − x
′)δ(t− t′).
To remove the condition (4.3) in cohomology we introduce antifields
φ∗α(x, t). But the fields in the physical phase space do not depend on the
parameter t, which gives rise to the extra condition
∂tφ
α(x, t) ≡
∂φα(x, t)
∂t
= 0. (4.6)
We can implement this condition by introducing new antifields φα(x, t).
However, the identities ∂tEα(x, t) ≡ 0 give rise to unwanted cohomology. To
kill this condition, we must introduce yet another antifield φ
∗
α(x, t). The KT
differential δ is defined by
δφα(x, t) = 0,
δφ∗α(x, t) = Eα(x, t),
(4.7)
δφα(x, t) = ∂tφ
α(x, t),
δφ
∗
α(x, t) = ∂tφ
∗
α(x, t)−
∫
dNx′
∫
dt′Kαβ(x, t, x
′, t′)φ∗β(x
′, t′).
The zeroth cohomology group H0cl(δ) equals C(φ), modulo the ideals gener-
ated by Eα(x, t) and ∂tφ
α(x, t). Moreover, the wouldbe cohomology related
to the identity
δ
(
∂tφ
∗
α(x, t)−
∫
dNx′
∫
dt′
δEα(x, t)
δφβ(x′, t′)
φ∗β(x
′, t′)
)
≡ 0 (4.8)
is killed because the RHS equals δφ
∗
α(x, t).
Introduce canonical momenta for all fields and antifields: piα(x, t) =
δ/δφα(x, t), piα∗ (x, t) = δ/δφ
∗
α(x, t), piα(x, t) = δ/δφ
α(x, t), and piα∗ (x, t) =
δ/δφ
∗
α(x, t), with non-zero commutation relations
[piβ(x, t), φ
α(x′, t′)] = δαβ δ(x− x
′)δ(t − t′),
[piβ∗ (x, t), φ
∗
α(x
′, t′)]+ = δ
β
αδ(x− x
′)δ(t − t′),
(4.9)
[piβ(x, t), φ
α(x′, t′)]+ = δ
β
αδ(x− x
′)δ(t − t′),
[piβ∗ (x, t), φ
∗
α(x
′, t′)] = δαβ δ(x− x
′)δ(t − t′).
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The KT operator takes the explicit form
Q =
∫
dNx
∫
dt
(
Eα(x, t))pi
α
∗ (x, t) + ∂tφ
α(x, t)piα(x, t) (4.10)
+(∂tφ
∗
α(x, t)−
∫
dNx′
∫
dt′Kαβ(x, t, x
′, t′)φ∗β(t
′))piα∗ (x, t)
)
.
From this we can read off the action of δ on the momenta. As in the
previous section, the zeroth cohomology group consists of functions φα(x, t)
which satisfy Eα(x, t) = 0 and ∂tφ
α(x, t) = 0. Hence H0cl(δ) = C(Σ), as
desired.
At this point, we must define a Hamiltonian. The candidate
H0 = −i
∫
dt
(
∂tφ
α(x, t)piα(x, t) + ∂tφ
∗
α(x, t)pi
α
∗ (x, t)
(4.11)
+∂tφ
α(x, t)piα(x, t) + ∂tφ
∗
α(x, t)pi
α
∗ (x, t)
)
might seem natural, but it is not acceptable. The action of the Hamiltonian
is KT exact, e.g.
[H0, φ
α(x, t)] = ∂tφ
α(x, t) = δφα(x, t), (4.12)
and thus H0 ≈ 0. This H0 is not a genuine Hamiltonian, but rather a
Hamiltonian constraint H0 ≈ 0, familiar from canonical quantization of
general relativity.
However, we can construct a well-defined and physical Hamiltonian with
some extra work. The crucial idea is to introduce the observer’s trajec-
tory qµ(t) ∈ RN , and then expand all fields in a Taylor series around this
trajectory. The Taylor coefficients and the observer’s trajectory together
constitute a jet, more precisely the infinite jet, corresponding to the field.
We can now define a genuine Hamiltonian which moves the fields relative to
the observer. As explained in [2], the same step is also crucial in the repre-
sentation theory of algebras of diffeomorphisms and gauge transformations.
Hence we make the Taylor expansion
φα(x, t) =
∑
m
1
m!
φα
m
(t)(x− q(t))m, (4.13)
where m = (m1,m2, ...,mN ), all mµ > 0, is a multi-index of length |m| =∑N
µ=1mµ, m! = m1!m2!...mN !, and
(x− q(t))m = (x1 − q1(t))m1(x2 − q2(t))m2 ...(xN − qN (t))mN . (4.14)
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Denote by µ a unit vector in the µ:th direction, so that m + µ = (m1,
...,mµ + 1, ...,mN ), and let
φα
m
(t) = ∂mφ
α(q(t), t) = ∂1..∂1︸ ︷︷ ︸
m1
.. ∂N ..∂N︸ ︷︷ ︸
mN
φα(q(t), t) (4.15)
be the |m|:th order derivative of φα(x, t) evaluated on the observer’s trajec-
tory qµ(t).
The Taylor coefficients φα
m
(t) are referred to as jets; more precisely, in-
finite jets. Similarly, we define a p-jet by truncation to |m| 6 p. We will
not need finite p-jets in this paper, but they play an important role as a
regularization of symmetry generators. A note on nomenclature may be
appropriate at this point. A p-jet is usually defined as an equivalence class
of functions; two functions are equivalent if all mixed partial derivatives at
a given point q, up to order p, agree. Since each equivalence class has a
unique representative which is a polynomial of order at most p, namely the
truncated Taylor series around q, we will identify the jet with the Taylor
series. Moreover, the function φα
m
(t) defines a trajectory in jet space, but
for brevity we will simply refer to φα
m
(t) itself as a jet.
Expand also the Euler-Lagrange equations and the antifields in a similar
Taylor series,
Eα(x, t) =
∑
m
1
m!
Eα,m(t)(x− q(t))
m,
(4.16)
φ∗α(x, t) =
∑
m
1
m!
φ∗α,m(t)(x− q(t))
m,
etc. These relations define the jets Eα,m(t), φ
∗
α,m(t), φ
α
m
(t) and φ
∗
α,m(t). Jets
of antifields will sometimes be called antijets.
The equation of motion and the time-independence condition translate
into
Eα,m(t) = 0,
(4.17)
Dtφ
α
m
(t) ≡
d
dt
φα
m
(t)−
∑
µ
q˙µ(t)φα
m+µ = 0.
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The KT differential δ which implements these conditions is
δφα
m
(t) = 0,
δφ∗α,m(t) = Eα,m(t),
(4.18)
δφα
m
(t) = Dtφ
α
m
(t),
δφ
∗
α,m(t) = Dtφ
∗
α,m(t)−
∑
n
∫
dt′ Kn
m;αβ(t, t
′)φβ
n
(t′).
The cohomology group H0cl(δ) consists of linear combinations of jets φ
α
m
(t)
satisfying Eα,m(t) = 0 and Dtφ
α
m
(t) = 0.
The Taylor expansion requires that we introduce the observer’s trajec-
tory as a physical field, but what equation of motion does it obeys? The obvi-
ous answer is the geodesic equation, which we compactly write as Gµ(t) = 0.
The geodesic operator Gµ(t) is a function of the metric gµν(q(t), t) and its
derivatives on the curve qµ(t). To eliminate this ideal in cohomology we
introduce the trajectory antifield q∗µ(t), and extend the KT differential to it:
δqµ(t) = 0,
(4.19)
δq∗µ(t) = Gµ(t).
For models defined over Minkowski spacetime, the geodesic equation simply
becomes q¨µ(t) = 0, and the KT differential reads
δq∗µ(t) = ηµνq
ν(t). (4.20)
H0cl(δ) only contains trajectories which are straight lines,
qµ(t) = uµt+ aµ, (4.21)
where uµ and aµ are constant vectors. We may also require that uµ has unit
length, uµu
µ = 1. This condition fixes the scale of the parameter t in terms
of the Minkowski metric, so we may regard it as proper time rather than as
an arbitrary parameter.
Now introduce the canonical momenta pimα (t), pi
α,m
∗ (t), pi
m
α (t), pi
α,m
∗ (t)
for the jets and antijets (jet and antijet momenta), and momenta pµ(t) and
pµ∗ (t) for the observer’s trajectory and its antifield. The defining relations
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are
[pimα (t), φ
β
n
(t′)] = δβαδ
m
n
δ(t− t′),
[piα,m∗ (t), φ
∗
β,n(t
′)] = δαβ δ
m
n
δ(t− t′),
[pimα (t), φ
β
n
(t′)] = δβαδ
m
n
δ(t− t′),
(4.22)
[piα,m∗ (t), φ
∗
β,n(t
′)] = δαβ δ
m
n
δ(t− t′),
[pµ(t), q
ν(t′)] = δνµδ(t− t
′),
[pµ∗ (t), q
∗
ν(t
′)] = δµν δ(t− t
′).
The advantage of this formalism is that we can now define a genuine Hamil-
tonian H, which translates the fields relative to the observer or vice versa.
Since the formulas are shortest when H acts on the trajectory but not on
the jets, we make that choice, and define
H = i
∫
dt (q˙µ(t)pµ(t) + q˙∗µ(t)p
µ
∗ (t)). (4.23)
Note the sign; moving the fields forward in t is equivalent to moving the
observer backwards. This Hamiltonian acts on the jets as
[H, qµ(t)] = iq˙µ(t), [H, pµ(t)] = ip˙µ(t),
[H, q∗µ(t)] = iq˙
∗
µ(t), [H, p
µ
∗ (t)] = ip˙
µ
∗ (t), (4.24)
[H,φα
m
(t)] = [H,φ∗α,m(t)] = [H,φ
α
m
(t)] = [H,φ
∗
α,m(t)] = 0,
[H,pimα (t)] = [H,pi
α,m
∗ (t)] = [H,pi
m
α (t)] = [H,pi
α,m
∗ (t)] = 0.
Substituting this formula into (4.13), we get the energy of the fields from
[H,φα(x, t)] = −iq˙µ(t)∂µφ
α(x, t). (4.25)
This a crucial result, because it allows us to define a genuine energy operator
in a covariant way. In Minkowski space, the trajectory is a straight line
(4.21), and q˙µ(t) = uµ. If we take uµ to be the constant four-vector uµ =
(1, 0, 0, 0), then (4.25) reduces to
[H,φα(x, t)] = −i
∂
∂x0
φα(x, t). (4.26)
Equation (4.25) is thus a genuine covariant generalization of the energy
operator.
Is there an analogue of the antibracket (3.5) in jet space? The answer is
no. The obvious candidate would be
(φα
m
(t), φ∗β,n(t
′)) = δαβ δm,nδ(t − t
′). (4.27)
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However, the RHS contains an object δm,n with two lower multi-indices, and
such an object transforms non-trivially. Hence the antibracket in jet space
is not well defined.
Now we quantize the theory. Since all operators depend on the parameter
t, we can define the Fourier components, e.g.
φα
m
(t) =
∫ ∞
−∞
dm φα
m
(m)eimt, qµ(t) =
∫ ∞
−∞
dm qµ(m)eimt. (4.28)
The the Fock vacuum
∣∣0〉 is defined to be annihilated by all negative fre-
quency modes, i.e.
φα
m
(−m)
∣∣0〉 = φ∗α,m(−m)∣∣0〉 = φαm(−m)∣∣0〉 = φ∗α,m(−m)∣∣0〉 = 0,
pim(−m)
∣∣0〉 = pim∗ (−m)∣∣0〉 = pim(−m)∣∣0〉 = pim∗ (−m)∣∣0〉 = 0, (4.29)
qµ(−m)
∣∣0〉 = q∗µ(−m)∣∣0〉 = pµ(−m)∣∣0〉 = pµ∗ (−m)∣∣0〉 = 0,
for all −m < 0.
The normal-ordered form of the Hamiltonian (4.23) reads, in Fourier
space,
H = −
∫ ∞
−∞
dm m( :qµ(m)pµ(m): + :q
∗
µ(m)pµ(−m): ), (4.30)
where double dots indicate normal ordering with respect to frequency. This
ensures that H
∣∣0〉 = 0. The classical phase spaceH0cl(δ) is thus the the space
of fields φα(x) which solve Eα(x) = 0, and trajectories q
µ(t) = uµt+aµ, where
u2 = 1. After quantization, the fields and trajectories become operators
which act on the physical Hilbert space H = H0qm(Q), which is the space of
functions of the positive-energy modes of the classical phase space variables.
This construction differs technically from conventional canonical quanti-
zation, but there is also a physical difference. Consider the state
∣∣φα(x)〉 =
φα(x)
∣∣0〉 which excites one φ quantum from the vacuum. The Hamiltonian
yields
H
∣∣φα(x)〉 = −iq˙µ(t)∂µφα(x)∣∣0〉
= −i
∣∣q˙µ(t)∂µφα(x)〉 (4.31)
= −i
∣∣uµ∂µφα(x)〉.
If uµ were a classical variable, the state
∣∣φα(x)〉 would be a superposition of
energy eigenstates:
H
∣∣φα(x)〉 = −iuµ∂µ∣∣φα(x)〉. (4.32)
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In particular, let uµ = (1, 0, 0, 0) be a unit vector in the x0 direction and
φα(x) = exp(ik · x) be a plane wave. We then define the state
∣∣0;u, a〉 by
qµ(t)
∣∣0;u, a〉 = (uµt+ aµ)∣∣0;u, a〉. (4.33)
Now write
∣∣k;u, a〉 = exp(ik ·x)∣∣0;u, a〉 for the single-quantum energy eigen-
state.
H
∣∣k;u, a〉 = kµuµ∣∣k;u, a〉, (4.34)
so the eigenvalue of the Hamiltonian is kµu
µ = k0, as expected. Moreover,
the lowest-energy condition (4.29) ensures that only quanta with positive
energy will be excited; if kµu
µ < 0 then
∣∣k;u, a〉 = 0.
However, the present analysis shows that it is in principle wrong to
consider uµ and aµ as classical variables. The definition (4.33) means that
the reference state
∣∣0;u, a〉 is a very complicated, mixed, macroscopic state
where the observer moves along a well-defined, classical trajectory. This is
of course an excellent approximation in practice, but it is in principle wrong.
5 Harmonic oscillator
The action and Euler-Lagrange equations read
S =
1
2
∫
dt (q˙2(t)− ω2q2(t))
(5.1)
E(t) ≡ −
δS
δq(t)
= q¨(t) + ω2q(t) = 0.
Introduce antifields q∗(t) and canonical momenta p(t) = δ/δq(t) and p∗(t) =
δ/δq∗(t). The space spanned by q(t), q∗(t), p(t) and p∗(t) is the extended
phase space P∗. The non-zero brackets are
[p(t), q(t′)] = [p∗(t), q∗(t′)]+ = δ(t− t
′). (5.2)
The KT differential and the Hamiltonian in P∗ read
Q =
∫
dt (q¨(t) + ω2q(t))p∗(t),
(5.3)
H = −i
∫
dt (q˙(t)p(t) + q˙∗(t)p∗(t)).
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Q acts as δF = [Q,F ], where
δq(t) = 0,
δq∗(t) = q¨(t) + ω2q(t),
(5.4)
δp(t) = −(p¨∗(t) + ω2p∗(t)),
δp∗(t) = 0.
After Fourier transformation, P∗ is spanned by modes qm, q
∗
m, pm and
p∗m, and the EL equations read
Em = −(m
2 − ω2)qm = 0. (5.5)
The non-zero Poisson brackets in P∗ are
[pm, qn] = [p
∗
m, q
∗
n] = δm+n. (5.6)
The KT differential and the Hamiltonian are
Q =
∞∑
m=−∞
(m2 − ω2)qmp
∗
−m,
(5.7)
H =
∞∑
m=−∞
m(qmp−m + q
∗
mp
∗
−m).
Q acts as δF = [Q,F ], where
δqm = 0,
δq∗m = (m
2 − ω2)qm,
(5.8)
δpm = −(m
2 − ω2)p∗m,
δp∗m = 0.
The cohomology is computed as follows. Since the equations (5.8) decou-
ple, we can consider each value of m separately. First assume that m2 6= ω2,
i.e. m 6= ±ω. qm and p
∗
m are closed for all m, but q
∗
m and pm are not closed
since δq∗m 6= 0, etc. We can invert the second and third equations to read
qm =
1
m2 − ω2
δq∗m,
(5.9)
p∗m = −
1
m2 − ω2
δpm.
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Hence qm and p
∗
m lie in the image of δ, and the cohomology vanishes com-
pletely: only qm and p
∗
m lie in the kernel, but they also lie in the image.
Now turn to the case m2 = ω2, say m = ω. Clearly, δqω = δpω = δq
∗
ω =
δp∗ω = 0, so all four variables lie in the kernel but not in the image. This
clearly that the cohomology spaces are too big; the classical cohomology
spaces can be identified with H•cl(δ) = C(q±ω, p±ω, q
∗
±ω, p
∗
±ω). The zeroth
cohomology space consists of such functions with total antifield number zero,
i.e. H0cl(δ) = C(q±ω, p±ω, (q
∗
±ωp
∗
±ω)).
Now quantize by introducing a Fock vacuum
∣∣0〉 satisfying
q−m
∣∣0〉 = p−m∣∣0〉 = q∗−m∣∣0〉 = p∗−m∣∣0〉 = 0, (5.10)
for all −m < 0. These conditions eliminate all modes with negative fre-
quency −ω. The quantum cohomology thus consists of Hilbert spaces built
from the modes with positive frequency ω, H•qm(Q) = C(qω, pω, q
∗
ω, p
∗
ω). In
particular, the zeroth cohomology space consists of such functions with total
antifield number zero, i.e. H0qm(Q) = C(qω, pω, (q
∗
ωp
∗
ω)).
This Hilbert space is also too big. It is spanned by states of the form∣∣nq, np, n∗q, n∗p〉 = (qω)nq(pω)np(q∗ω)n∗q (p∗ω)n∗p∣∣0〉. (5.11)
The energy of this state is (nq + np + n
∗
q + n
∗
p)ω, because
H
∣∣nq, np, n∗q , n∗p〉 = (nq + np + n∗q + n∗p)ω ∣∣nq, np, n∗q , n∗p〉. (5.12)
The zeroth cohomology again consists of states with antifield number zero,
i.e. n∗q = n
∗
p.
One way to avoid the unwanted cohomology is to add a small pertur-
bation, so the Hessian Kmn(q) = δ
2S/δqmδqn is non-singular and has an
inverse Mmn(q). The p-part of (5.8) is replaced by
δpm = −
∑
n
Kmn(q)p
∗
n,
(5.13)
δp∗m = 0,
i.e.
p∗m = −δ(
∑
n
Mmn(q)pn),
(5.14)
δp∗m = 0,
In the perturbed theory, p∗m is both closed and exact for all m, so it vanishes
in cohomology. Moreover, pm is never closed for any m. After removing
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the small perturbation, the classical cohomology space can thus be identi-
fied with H•cl(Q) = C(qω, q−ω, q
∗
ω, q
∗
−ω), and the zeroth cohomology space
is H0cl(Q) = C(qω, q−ω). After quantization, the negative frequency modes
q−ω and q
∗
−ω annihilate the vacuum, so the total quantum cohomology is
H•qm(Q) = C(qω, q
∗
ω). In particular, H
0
qm(Q) = C(qω) = H is the Hilbert
space of the harmonic oscillator. It has a basis consisting of n-quanta states,∣∣n〉 = (qω)n∣∣0〉 with the right energy, H∣∣n〉 = nω∣∣n〉.
One may note that the standard antifield treatment of the harmonic os-
cillator, without momenta, suffers from an analogous problem. Since δq±ω =
δq∗±ω = 0, the k:th cohomology group, rather than being zero, is spanned by
functions of the form
∑
j
(
k
j
)
fj(qω, q−ω)(q
∗
ω)
j(q∗ω)
k−j. The zeroth cohomogy
space is thus the right physical phase space, H0cl(δ) = C(qω, q−ω) = C(Σ),
but this is not a resolution because the higher cohomology groups do not
vanish.
6 Free scalar field: non-covariant quantization
The action, Euler-Lagrange equations, and Hessian read
S =
1
2
∫
dNx (∂µφ(x)∂
µφ(x)− ω2φ2(x)),
E(x) ≡ −
δS
δφ(x)
= ∆φ(x) + ω2φ(x) = 0,
(6.1)
K(x, x′) ≡ −
δ2S
δφ(x)δφ(x′)
= ∆δ(x − x′) + ω2δ(x − x′)
where ∆ = ∂µ∂
µ.
Introduce antifields φ∗(x) and canonical momenta pi(x) = δ/δφ(x) and
pi∗(x) = δ/δφ
∗(x). The non-zero brackets are
[pi(x), φ(x′)] = [pi∗(x), φ
∗(x′)]+ = δ(x− x
′). (6.2)
The KT differential reads
Q =
∫
dNx (∆φ(x) + ω2φ(x))pi∗(x). (6.3)
Q acts as δF = [Q,F ], where
δφ(x) = 0,
δφ∗(x) = ∆φ(x) + ω2φ(x),
(6.4)
δpi(x) = −(∆pi∗(x) + ω
2pi∗(x)),
δpi∗(x) = 0.
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Now we do a Fourier transformation. The extended phase space P∗ is
spanned by modes φ(k), φ∗(k), pi(k) and pi∗(k), and the EL equation becomes
E(k) = −(k2 − ω2)φ(k) = 0. (6.5)
The non-zero brackets are
[pi(k), φ(k′)] = [pi∗(k), φ
∗(k′)]+ = δ(k − k
′). (6.6)
The KT differential is
Q =
∫
dNk (k2 − ω2)φ(k)pi∗(−k). (6.7)
Q acts as δF = [Q,F ], where
δφ(k) = 0,
δφ∗(k) = (k2 − ω2)φ(k),
(6.8)
δpi(k) = −(k2 − ω2)pi∗(k),
δpi∗(k) = 0.
To quantize the theory we must specify a Hamiltonian. Let it be
H = −i
∫
dNx (∂0φ(x)pi(x) + ∂0φ
∗(x)pi∗(x))
(6.9)
=
∫
dNk k0(φ(k)p(−k) + φ
∗(k)pi∗(−k)).
Note that at this stage we break Poincare´ invariance, since the Hamilto-
nian treats the x0 coordinate differently from the other xµ. Quantize by
introducing a Fock vacuum
∣∣0〉 satisfying
φ(k)
∣∣0〉 = pi(k)∣∣0〉 = φ∗(k)∣∣0〉 = pi∗(k)∣∣0〉 = 0, (6.10)
for all k such that k0 < 0.
The rest proceeds as for the harmonic oscillator. After adding a small
perturbation to make the Hessian invertible, pi(k) and pi∗(k) vanish in co-
homology, as do the off-shell components of φ(k) and φ∗(k). The classical
cohomology H•cl(Q) = C(φ(k; k
2 = ω2), φ∗(k; k2 = ω2)) consists of functions
of the on-shell components of φ and φ∗, and H0cl(Q) = C(φ(k; k
2 = ω2))
is the classical phase space. The quantization step eliminates the compo-
nents φ(k) with k0 < 0, which leaves us with the physical Hilbert space
H = H0qm(Q) = C(φ(k; k
2 = ω2 and k0 > 0)). A basis for H consists of
multi-quanta states∣∣k, k′, ..., k(n)〉 = φ(k)φ(k′)...φ(k(n))∣∣0〉 (6.11)
with energy H = k + k′ + ...+ k(n).
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7 Free scalar field: covariant quantization
Following the prescription in Section 4, we make the replacement φ(x) →
φ(x, t), where t ∈ R is a parameter. The EL equation (6.1) becomes
E(x, t) ≡ ∆φ(x, t) + ω2φ(x, t) = 0. (7.1)
To remove this condition in cohomology we introduce antifields φ∗(x, t). But
there is an extra condition
∂tφ(x, t) ≡
∂φ(x, t)
∂t
= 0. (7.2)
We can implement this condition by introducing new antifields φ(x, t). How-
ever, the identities ∂tE(x, t) ≡ 0 give rise to unwanted cohomology. To kill
this condition, we must introduce a second-order antifield φ∗(x, t). The full
KT differential δ is now defined by
δφ(x, t) = 0,
δφ∗(x, t) = ∆φ(x, t) + ω2φ(x, t),
(7.3)
δφ(x, t) = ∂tφ(x, t),
δφ∗(x, t) = ∂tφ
∗(x, t)− (∆φ(x, t) + ω2φ(x, t)).
Introduce canonical momenta for all fields and antifields: pi(x, t) =
δ/δφ(x, t), pi∗(x, t) = δ/δφ
∗(x, t), pi(x, t) = δ/δφ(x, t), and pi∗(x, t) = δ/δφ
∗(x, t).
The KT differential can now be expressed as a bracket, δF = [Q,F ], where
the KT operator is
Q =
∫
dNx
∫
dt
(
(∆φ(x, t) + ω2φ(x, t))pi∗(x, t) + ∂tφ(x, t)pi(x, t)
+(∂tφ
∗(x, t) − (∆φ(x, t) + ω2φ(x, t)))pi∗(x, t)
)
. (7.4)
Make a Fourier transform in t, e.g.
φ(x, t) =
∫ ∞
−∞
dm φ(x,m)eimt. (7.5)
which gives us Fourier-transformed fields φ(x,m), φ∗(x,m), φ(x,m), φ∗(x,m),
on which the KT differential acts as
δφ(x,m) = 0,
δφ∗(x,m) = ∆φ(x,m)− ω2φ(x,m),
(7.6)
δφ(x,m) = mφ(x,m),
δφ∗(x,m) = mφ∗(x,m)− (∆φ(x,m) + ω2φ(x,m)).
24
The candidate Hamiltonian (4.11) acts on the fields as
[H0, φ(x,m)] = mφ(x,m), [H0, φ
∗(x,m)] = mφ∗(x,m),
(7.7)
[H0, φ(x,m)] = mφ(x,m), [H0, φ
∗(x,m)] = mφ∗(x,m).
Alas, this Hamiltonian is identically zero on the physical phase space. The
third equation in (7.6) can be rewritten as φ(x,m) = m−1δφ(x,m), which
means that φ(x,m) is KT exact and thus vanishes in cohomology unless
m = 0, and in that case H0 = 0. H0 is thus a Hamiltonian constraint rather
than a proper Hamiltonian.
To construct the physical Hamiltonian, we introduce the observer’s tra-
jectory qµ(t) ∈ RN , and then expand all fields in a Taylor series around this
trajectory trajectory, i.e. we pass to jet data. Hence e.g.,
φ(x, t) =
∑
m
1
m!
φm(t)(x− q(t))
m. (7.8)
The equation of motion and the time-independence condition translate into∑
µ
φm+2µ(t) + ω
2φm(t) = 0,
(7.9)
Dtφm(t) ≡
d
dt
φm(t)−
∑
µ
q˙µ(t)φm+µ = 0.
We introduce anti-jets φ∗
m
(t), φ
m
(t) and φ
∗
m
(t) and the KT differential δ to
implement these conditions:
δφm(t) = 0,
δφ∗
m
(t) =
∑
µ
φm+2µ(t) + ω
2φm(t),
(7.10)
δφ
m
(t) = Dtφm(t),
δφ
∗
m
(t) = Dtφ
∗(t)− (
∑
µ
φ
m+2µ(t) + ω
2φ
m
(t)).
The classical cohomology group H0cl(δ) consists of linear combinations of jets
satisfying
φm(t) = e
ik·q(t)(ik)m (7.11)
where k2 = ω2, k · q = kµq
µ and the power km is defined in analogy with
(4.14). It is hardly surprising that the Taylor series (7.8) can be summed,
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giving
φ(x, t) = eik·q(t)
∑
m
1
m!
(ik)m(x− q(t))m
= eik·q(t)eik·(x−q(t)) (7.12)
= eik·x.
The physical Hamiltonian H is defined as in Equation (4.30). The clas-
sical phase space H0cl(δ) is thus the the space of plane waves e
ik·x, cf (7.12),
and trajectories qµ(t) = uµt+ aµ. The energy is given by
[H, eik·x] = kµq˙
µ(t)eik·x = kµu
µeik·x,
(7.13)
[H, qµ(t)] = iq˙µ(t).
This is a covariant description of phase space, because the energy kµu
µ is
Poincare´ invariant.
We now quantize the theory before imposing the dynamics. To this end,
we introduce the canonical momenta pim(t), pim∗ (t), pi
m(t), pim∗ (t) for the
jets and antijets, and pµ(t) and p
µ
∗ (t) for the observer’s trajectory and its
antifield. The defining relations are
[pim(t), φn(t
′)] = δm
n
δ(t− t′), [pim∗ (t), φ
∗
n
(t′)] = δm
n
δ(t − t′),
[pim(t), φ
n
(t′)] = δm
n
δ(t− t′), [pim∗ (t), φ
∗
n
(t′)] = δm
n
δ(t − t′),
[pν(t), q
µ(t′)] = δµν δ(t− t
′), [pµ∗ (t), q
∗
ν(t
′)] = δµν δ(t− t
′). (7.14)
Since the jets also depend on the parameter t, we can define their Fourier
components, e.g.
φm(t) =
∫ ∞
−∞
dm φm(m)e
imt, qµ(t) =
∫ ∞
−∞
dm qµ(m)eimt. (7.15)
The the Fock vacuum
∣∣0〉 is defined to be annihilated by the negative fre-
quency modes of the jets and antijets, i.e.
φm(−m)
∣∣0〉 = φ∗
m
(−m)
∣∣0〉 = φ
m
(−m)
∣∣0〉 = φ∗
m
(−m)
∣∣0〉 =
pim(−m)
∣∣0〉 = pim∗ (−m)∣∣0〉 = pim(−m)∣∣0〉 = pim∗ (−m)∣∣0〉 =
qµ(−m)
∣∣0〉 = pµ(−m)∣∣0〉 = q∗µ(−m)∣∣0〉 = pµ∗ (−m)∣∣0〉 = 0. (7.16)
for all −m < 0. The quantum Hamiltonian is still defined by (4.30), where
double dots indicate normal ordering with respect to frequency, ensuring
that H
∣∣0〉 = 0.
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The rest proceeds as in the end of Section 4. We can consider the one-
quantum state with momentum k over the true Fock vacuum,
∣∣k〉 = exp(ik ·
x)
∣∣0〉. This state is not an energy eigenstate, because the Hamiltonian ex-
cites a quantum of the observers trajectory: H
∣∣k〉 = kµuµ∣∣k〉. We may treat
the observer’s trajectory as a classical variable and introduce the macro-
scopic reference state
∣∣0;u, a〉, on which qµ(t)∣∣0;u, a〉 = (uµt + aµ)∣∣0;u, a〉.
We can then consider a state
∣∣k;u, a〉 = exp(ik ·x)∣∣k;u, a〉 with one quantum
over the reference state. The Hamiltonian gives H
∣∣k;u, a〉 = kµuµ∣∣k;u, a〉.
In particular, if uµ = (1, 0, 0, 0), then the eigenvalue of the Hamiltonian is
kµu
µ = k0, as expected. Moreover, the lowest-energy condition (7.14) en-
sures that only quanta with positive energy will be excited; if kµu
µ < 0 then∣∣k;u, a〉 = 0.
8 Reparametrization algebra
In the covariant approach we introduced an auxiliary parameter t, which is
related to physical time through the geodesic equation (4.19). In Minkowski
space, the condition q¨µ(t) = 0 explicitly breaks reparametrization invariance,
and the reparametrization group does hence not act in a well-defined manner
on the cohomology. However, if we would apply the formalism to a general-
covariant theory such as general relativity, the geodesic equation would not
break reparametrization invariance. The reason is that the metric, as one
of the physical fields φα(x), is replaced by a parametrized field φα(x, t). It
is therefore of interest to study the group of reparametrizations.
The infinitesimal generators are Lf , where f = f(t)d/dt is a vector field
on the line. The reparametrization algebra acts on the parametrized fields
as
[Lf , φ
α(x, t)] = −f(t)∂tφ
α(x, t),
[Lf , φ
∗
α(x, t)] = −f(t)∂tφ
∗
α(x, t), (8.1)
[Lf , q
µ(t)] = −f(t)q˙µ(t),
etc. This translates into an action on the jet data:
[Lf , φ
α
m
(t)] = −f(t)
d
dt
φα
m
(t), [Lf , φ
∗
α,m(t)] = −f(t)
d
dt
φ∗α,m(t),
[Lf , pi
m
α (t)] = −f(t)
d
dt
pimα (t), [Lf , pi
α,m
∗ (t)] = −f(t)
d
dt
piα,m∗ (t),(8.2)
[Lf , q
µ(t)] = −f(t)q˙µ(t), [Lf , pµ(t)] = −f(t)p˙µ(t),
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etc. A crucial observation is that Lf is not a well defined operator on
the Hilbert space H(P∗), because infinities arise when it acts on the Fock
vacuum. To remedy this, we normal order. However, Lf is still not a well-
defined operator, because normal ordering formally gives rise to an infinite
central extension. We must therefore regularize the generators further. For-
tunately, a natural regularization is available in jet space: simply truncate
the Taylor expansion at some fixed, finite order p. In other words, we pass
from the space of infinite jets to the space of p-jets (or rather trajectories
in p-jet space). This regularization respects all relevant symmetries, such a
Poincare´, diffeomorphism or gauge symmetry, and it is in fact the unique
regularization with this property.
A normal-ordered and regularized generator of the reparametrization
algebra acting only on the proper fields is thus
Lf = −
∫
dt f(t)( : q˙µ(t)pµ(t): +
∑
|m|6p
:
d
dt
φα
m
(t)pimα (t): ) (8.3)
Such operators generate a Virasoro algebra,
[Lf , Lg] = L[f,g] +
c
24pii
∫
dt(f¨(t)g˙(t)− f˙(t)g(t)), (8.4)
with central charge
c = 2 + 2n
(
N + p
N
)
, (8.5)
where n is the number of components φα(x, t) and N is the dimension of
spacetime. The first term is the contribution from the trajectory qµ(t) and
its momentum pµ(t), and the second term comes from the p-jets φ
α
m
(t); one
verifies that a multi-indexm can take on
(
N+p
N
)
different values with |m| 6 p
in N dimensions.
A regularization must be removed at the end of the process, i.e. we must
must take the limit p → ∞ in (8.3). A necessary condition for taking this
limit is that the central charge converges to a finite value in this limit. Taken
at face value, the prospects for succeeding appear bleak. When p is large,
c =
(
N+p
N
)
≈ pN/N !, so the central charge diverges. However, there is a way
out of this problem. A bosonic p-jet contributes 2
(
N+p
N
)
to c, but a fermionic
one makes the same contribution with opposite sign. In a theory with both
bosonic and fermionic jets of different order, the leading divergences can
cancel, leaving us with a finite p→∞ limit.
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Consider ni (p − i)-jets, where the sign of ni decides the Grassmann
parity; ni > 0 for bosons and ni < 0 for fermions. The reparametrization
algebra acts as a direct sum on the space of collections of jets, with different
values of the jet order p. Take the sum of r + 1 terms like those in (8.5),
with p replaced by p, p − 1, ..., p − r, respectively, and with n replaced by
ni in the p− i term. The total central charge is
cTOT = n0
(
N + p
N
)
+ n1
(
N + p
N − 1
)
+ ...+ nr
(
N + p
N − r
)
. (8.6)
Using the recurrence formula,(
n
i
)
=
(
n
i− 1
)
+
(
n− 1
i− 1
)
, (8.7)
it is straightforward to show that
cTOT =
(
N − r
N
)
n0, (8.8)
provided that
ni = n0(−)
i
(
r
i
)
. (8.9)
Such a sum of contributions arises naturally from the KT complex, be-
cause the antifields are only defined up to an order smaller than p; if φα
m
(t)
is defined for |m| 6 p, φ∗α,m(t) is only defined for |m| 6 p − 2, because
the EL equations are second order. The EL jets Eα,m(t) with |m| > p − 1
involves the field jets φα
m
(t) with |m| > p+ 1, which were truncated by the
regularization. In the full reparametrization algebra, the generator (8.3) is
replaced by
Lf = −
∫
dt f(t)
(
: q˙µ(t)pµ(t): + : q˙∗µ(t)p
µ
∗ (t):
+
∑
|m|6p
:
d
dt
φα
m
(t)pimα (t): +
∑
|m|6p−2
:
d
dt
φ∗α,m(t)pi
α,m
∗ (t): (8.10)
+
∑
|m|6p−1
:
d
dt
φα
m
(t)pimα (t): +
∑
|m|6p−3
:
d
dt
φ
∗
α,m(t)pi
α,m
∗ (t):
)
,
assuming that the EL equations are second order.
Let us now consider the solutions to (8.9) for the numbers ni, which can
be interpreted as the number of fields and anti-fields. First assume that the
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field φα
m
(t) is fermionic with nF components, which gives n0 = −nF . We
may assume, by the spin-statistics theorem, that the EL equations are first
order, so the bosonic antifields φ∗α,m(t) contribute nF to n1. The barred
antifields φα
m
(t) are also defined up to order p − 1, and so give n1 = nF ,
and the barred second-order antifields φ
∗
α,m(t) give n2 = −nF . For bosons
the situation is analogous, with two exceptions: all signs are reversed, and
the EL equations are assumed to be second order. Hence φ∗α,m(t) yields
n2 = −nB, and the barred antifields are one order higher.
The situation is summarized in the following tables, where the upper half
is valid if the original field is fermionic and the lower half if it is bosonic:
i Jet Order ni
0 φα
m
(t) p −nF
1 φα
m
(t) p− 1 nF
1 φ∗α,m(t) p− 1 nF
2 φ
∗
α,m(t) p− 2 −nF
0 φα
m
(t) p nB
1 φα
m
(t) p− 1 −nB
1 φ∗α,m(t) p− 2 −nB
2 φ
∗
α,m(t) p− 3 nB
(8.11)
If we add all contributions of the same order, we see that relation in (8.9)
can only be satisfied provided that
p : −nF + nB = n0
p− 1 : 2nF − nB = −rn0,
p− 2 : −nB − nF =
(
r
2
)
n0, (8.12)
p− 3 : nB = −
(
r
3
)
n0,
p− 4 : 0 =
(
r
4
)
n0, ..
The last equation holds only if r 6 3 (or trivially if n0 = 0). On the other
hand, if we demand that there is at least one bosonic field, the p−3 equation
yields r > 3. Thus we are unambigiously guided to consider r = 3 (and thus
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N = 3). The specialization of (8.12) to three dimensions reads
p : −nF + nB = n0
p− 1 : 2nF − nB = −3n0,
(8.13)
p− 2 : −nB − nF = 3n0,
p− 3 : nB = −n0,
Clearly, the unique solution to these equations is
nF = −2n0, nB = −n0. (8.14)
The negative sign implies that the sign of the central charge is negative.
Thus, in three dimensions cTOT = −n0 independent of the truncation order
p, provided that the bosonic fields have n0 components and the fermionic
fields have twice as many components. Moreover, this is the only case where
the total central charge has a finite, non-zero limit when the regulator is
removed, i.e. the limit p→∞ can be taken.
The counting changes in the presence of gauge symmetries. It was ob-
served in [3] that if all gauge symmetries are irreducible, then the p → ∞
limit exists only in four dimensions. This can be viewed as a non-trivial
prediction for the spacetime dimension.
9 Conclusion
The key observation in this paper is that we may obtain the physical phase
space by reduction from the phase space of histories P. The dynamics,
i.e. the Euler-Lagrange equations, play the role of first-class constraints.
This allows us to apply standard methods from the theory of constrained
Hamiltonian systems, e.g. Dirac brackets and cohomological methods. To
obtain a truly covariant formulation, we expand all fields in a Taylor series
around the observer’s trajectory, which acquires the status of a physical
field, whose dynamics is governed by the geodesic equation.
These methods were then applied to the harmonic oscillator and to the
free scalar field. The expected results were recovered if the vacuum is a
macroscopic reference state where the observer’s velocity is a classical vari-
able. However, like all other physical objects, the observer’s trajectory is
fundamentally quantum, and must be in principle be treated as a quantum
object. Observation is a special case of quantum interaction.
The reparametrization algebra can only act in a well-defined manner
provided that spacetime has three dimensions and there are twice as many
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fermions as bosons. In the presence of gauge symmetries, the counting
changes so that spacetime must have four dimensions, apparently in good
agreement with experiments.
There are several directions in which the present work can be extended.
The present construction is exact but not explicit; extracting numbers will
not be simpler than with standard methods. To extract numbers, we need
to formulate perturbation theory and understand renormalization from this
new viewpoint. Another generalization is to consider theories with gauge
symmetries, such as Yang-Mills theory and general relativity. Essential cal-
culations were done already in [3], although with some errors, particularly
in nomenclature and physical interpretation.
A most striking new feature is the appearance of new anomalies, which
can not be seen in field theory because they are functionals of the ob-
server’s trajectory. E.g., consider the algebra of maps from RN to a finite-
dimensional Lie algebra g with structure constants fabc and Killing met-
ric δab. Let X = Xa(x)J
a be a generator of this current algebra, and
[X,Y ]c = f
ab
cXaYb. It will acquire an extension of the form
[JX ,JY ] = J[X,Y ] −
k
2pii
δab
∫
dt q˙ρ(t)∂ρXa(q(t))Yb(q(t)), (9.1)
which clearly generalizes affine algebras to several dimensions. The constant
k is the value of the second Casimir operator. It vanishes in the special case
of the adjoint representation of u(1), so quantization of the free Maxwell
field will go through as usual, but interacting gauge fields will necessarily
acquire such new quantum corrections. This clearly indicates that making
the observer’s trajectory physical is not only an option, but absolutely nec-
essary; a missed anomaly is a serious oversight. This will be the subject of
an upcoming publication.
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