Solving linear systems of equations with randomization, augmentation and aggregation  by Pan, Victor Y. & Qian, Guoliang
Linear Algebra and its Applications 437 (2012) 2851–2876
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Solving linear systems of equations with randomization,
augmentation and aggregation<
Victor Y. Pana,b,∗, Guoliang Qianb
a
Department of Mathematics and Computer Science, Lehman College of the City University of New York, Bronx, NY 10468, USA
b
Ph.D. Programs in Mathematics and Computer Science, The Graduate Center of the City University of New York, New York, NY 10036 USA
A R T I C L E I N F O A B S T R A C T
Article history:
Received 5 February 2010
Accepted 25 June 2012
Available online 11 August 2012
Submitted by V. Olshevsky
AMS classification:
15A06
15A12
15A52
65F22
65F05
65F10
Keywords:
Linear systems of equations
Rank
Numerical rank
Randomization
Augmentation
Aggregation
Seeking a basis for the null space of a rectangular and possibly rank
deficient and ill conditioned matrix we apply randomization, aug-
mentation, and aggregation to reduce our task to computationswith
well conditioned matrices of full rank. Our algorithms avoid pivot-
ingandorthogonalization,preservematrix structureandsparseness,
and in the caseof an ill conditioned inputperformonly a small part of
the computations with high accuracy. We extend the algorithms to
the solution of nonhomogeneous nonsingular ill conditioned linear
systems of equations whose matrices have small numerical nulli-
ties. Our estimates and experiments show dramatic progress ver-
sus the customary matrix algorithms where the input matrices are
rank deficient or ill conditioned. Our study can be of independent
technical interest: we extend the known results on conditioning of
randommatrices to randomized preconditioning, estimate the con-
dition numbers of randomly augmentedmatrices, and link augmen-
tation to aggregation as well as homogeneous to nonhomogeneous
linear systems of equations.
© 2012 Elsevier Inc. All rights reserved.
1 Supported by NSF Grant CCF-1116736 and PSC CUNY Awards 62230–0040, 63153–0041 and 64512–0042. Some results of this
paper have been presented at the Fifth International Computer Science Symposium in Russia (CSR 2010) in Kazan’ [28] and at the
16th Conference of the International Linear Algebra Society (ILAS) in Pisa, Italy, both in June 2010.∗ Corresponding author.
E-mail addresses: victor.pan@lehman.cuny.edu, http://comet.lehman.cuny.edu/vpan/ (V.Y. Pan), gqian@gc.cuny.edu (G. Qian).
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.07.002
2852 V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876
1. Introduction
1.1. Background: computations of vectors and bases in the null space
Solution of a homogeneous linear system of equations Ay = 0 is a fundamental problem of matrix
computations (see our Section 13, [27, Sections 7.2 and 11.1], and [32] on its links to other central
subjects of that field). We call the solution vectors y the null vectors of the matrix A. They form the null
space N (A) = {y : Ay = 0}; if its basis is given by the columns of a matrix B, we call B a null matrix
basis (nmb) for a matrix A and write B = nmb(A).
The customary algorithms for computing null vectors and nmbs employ rank revealing LU or QR
factorization,with pivoting (see [21] and the references therein) or SVD. The algorithms destroymatrix
structure and sparseness and are quite costly even for general matrices. The SVD computation is most
costly, but even “pivoting usually degrades the performance” [13, p. 119].
1.2. Our contribution
Ourpresentnmbalgorithmsavoidpivotingandorthogonalizationbyemploying randomizedmatrix
multiplication, augmentation and aggregation. As the result we accelerate the customary algorithms
by order of magnitude for a large class of general and structured input matrices according to our
estimates in Section 14 and numerical experiments in Section 15 (cf. Table 15.1).
We extend our algorithms to computing an approximate nmb or anmb of an ill conditioned matrix,
that is a nmb of a nearbymatrix, aswell as to the solution of a nonsingular ill conditioned linear system
of equations whose coefficient matrix is given with a small upper bound on its numerical nullity, that
is on the number of its singular values that are dramatically smaller than its norm. In this case our
preconditioning techniques reduce the computations to the case of well conditioned matrices of full
rank.
Our study can be of independent technical interest, e.g., we estimate the impact of randomized aug-
mentation on the condition number of a matrix, extend the known results on conditioning of random
matrices in [4,7,9,2,35] to preconditioning by means of randomized augmentation and aggregation,
and explore and exploit the links between the solution of nonhomogeneous and homogeneous linear
systems of equations.
We refer the reader to the papers [24–32] on applications of randomized preprocessing to funda-
mental matrix and polynomial computations. In particular augmentation is closely linked to additive
preprocessing of [24, Section 12, 27, Section 4] but can preserve matrix structure and sparseness a
little better (cf. Section 12).
1.3. Organization of the paper
In the next section we recall some definitions and basic facts, including the estimates for the ranks
and condition numbers of randommatrices and randomizedmatrix products. In Section 3we compute
a nmb(A) by combining randomization and nonorthogonal projection; this squares the condition
number of A. In Section 4 we avoid such shortcoming by applying randomized post-multiplication. In
both sectionswe assume that the inputmatrix has full row rank. In Section 5we relax this assumption.
In Sections6–12wepresent andanalyzeour alternative techniquesof randomizedaugmentation, block
modificationandaggregation for computingnmbsandanmbs. These techniquesbetterpreservematrix
sparseness and structure than randomized multiplications and the nmb techniques of [27]. In Section
13 we extend our nmb and anmb algorithms to solving a nonhomogeneous nonsingular linear system
of equations. In Section 14 we estimate the computational cost of our randomized algorithms. Section
15 covers the results of our numerical tests, which make up the contribution of the second author of
this paper. Section 16 concludes it.
V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876 2853
2. Definitions and basic facts
Hereafter “expected” and “likely” mean “with probability 1 or close to 1”.
R andC are the fields of real and complex numbers, respectively.
A flop is an arithmetic operation with such numbers.
The concepts “large”, “small”, ”nearby”, “approximate”, “ill conditioned” and “well conditioned” as
well as our notation≈,, and are quantified in the context of the computational task and computer
environment. For two scalars a and b we write a  b and b  a if the ratio b/a is large; we write
a ≈ b if |a − b|  |a| + |b|.
2.1. General matrices, nmbs and annihilators
We use and extend the customary definitions of matrix computations of [13,34].
(B1 | . . . | Bk) = (Bj)kj=1 is a 1 × k block matrix with blocks B1, . . . , Bk.
diag(B1, . . . , Bk) = diag(Bj)kj=1 is a k × k block diagonal matrix with diagonal blocks B1, . . . , Bk .
In denotes the identity matrix (e1 | . . . | en). Ok,l denotes the k × l matrix filled with zeros. 0k
denotes the vector Ok,1. We drop the subscripts and write I, O, and 0 where the size of a matrix or a
vector is not important or is defined by context.
AT and AH denote the transpose and the Hermitian transpose of an m × n matrix A, respectively.
AH = AT for a real matrix A. A matrix A is Hermitian if A = AH . A matrix A = BHB is Hermitian
positive definite if B is a nonsingular matrix. A matrix U is called unitary, orthogonal and orthonormal
if UHU = I or UUH = I.
A matrix has full row (resp. column) rank if its rows (resp. columns) are linearly independent.
R(A) denotes the range of the matrix A, that is the linear space {y : y = Au} generated by its
columns. N (A) denotes its null space {v : Av = 0}, rank A = dimR(A) its rank, and nul A =
dimN (A) = n − rank A its nullity. v is its null vector if Av = 0. nul(AT ) = m − rank A is the left
nullity of A. It is equal to nul A if and only ifm = n.
Fact 2.1. The m × n matrices of a rank ρ form an algebraic varietyV of dimension (m + n − ρ)ρ .
Proof. Let M be an m × n matrix of a rank ρ with a nonsingular ρ × ρ leading block M00 and write
M =
⎛
⎝M00 M01
M10 M11
⎞
⎠. Then the (m − ρ) × (n − ρ) Schur complementM11 − M10M−100 M01 must vanish,
which imposes (m−ρ)(n−ρ) algebraic equations on the entries ofM. Similar argument canbeapplied
where any ρ × ρ submatrix of the matrixM (among all
⎛
⎝m
ρ
⎞
⎠
⎛
⎝n
ρ
⎞
⎠ such submatrices) is nonsingular.
Therefore dimV = mn − (m − ρ)(n − ρ) = (m + n − ρ)ρ . 
A matrix H is a complete annihilator of a matrix A if R(H) = N (A). It is a null matrix basis if it also
has full column rank.We use the acronyms nmb, ca, nmb(A), and ca(A). Given a ca(A)we can compute
a nmb(A) based on the following fact.
Fact 2.2 [27]. Suppose H is a ca(A). Then
(a) H is a nmb(A) if and only if nulH = 0 and
(b) HY is a nmb(A) if X is a ca(H) and if (X | Y) is a nonsingular matrix.
Remark 2.1. In some algorithms for computing a nmb(A) or a ca(A) we assume that A ∈ Cm×n for
m ≤ n. This is not a serious restriction because we can change thematrix size by appending new rows
or columns filled with zeros, then compute a nmb or a ca of the new matrix and output a nmb or a ca
of the original matrix. Alternatively we can handle the case of m > n by applying the techniques of
2854 V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876
[27] or we can reduce the task to the case of m ≤ n by employing the equations N (A) = N (AHA) or
N (A) = ∩hi=1N (Bi)whereA =
∑h
i=1(O |Bi |O)T ,Bi = (O | Iki |O)A are ki×nmatrices for i = 1, . . . , h,
and
∑h
i=1 ki = m. Given nmb(Bi) = nmb((O | Bi | O)T ) for i = 1, . . . , h, one can compute a nmb(A)
based on [13, Theorem 12.4.1].
2.2. SVD, inverses, norms, condition number, and numerical nullity
A = SAATHA is SVD or full SVD of an m × n matrix A of a rank ρ if SASHA = SHA SA = Im, TATHA =
THA TA = In, A = diag(̂A,Om−ρ,n−ρ), and ̂A = diag(σj)ρj=1. Here σj = σj(A) = σj(AH) > 0 is the
jth largest singular value of a matrix A for j = 1, . . . , ρ , and we write σj = 0 for j > ρ .
Fact 2.3. σj(A) ≥ σj(A0) for all j if A0 is a submatrix of a matrix A.
A+ = TA diag((̂A)−1,On−ρ,m−ρ)+SHA is the Moore–Penrose pseudo-inverse of the matrix A.
A matrix X = A(I) is a left (resp. right) inverse of a matrix A if XA = I (resp. AX = I). A+ is an A(I) if
and only if a matrix A has full rank. A(I) is unique and is given by A−1 if and only if A is a nonsingular
matrix.
σ1(A) = ||A|| = ||AH|| is the 2-norm of a matrix A = (ai,j)m,ni,j=1.
σρ(M) = 1/||M+|| for a matrixM of a rank ρ. (2.1)
||A||F =
√∑m,n
i,j=1 |ai,j|2 is its Frobenius norm.
We have ||A||/√mn ≤ maxm,ni,j=1|ai,j| ≤ ||A||, ||A|| ≤ ||A||F ≤
√
n||A||.
A is normalized if ||A|| = 1. We write A ≈ B if ||A − B||  ||A|| + ||B||.
κ(A) = σ1(A)/σρ(A) = ||A|| ||A+|| is the condition number of a matrix A of a rank ρ . A matrix A
is ill conditioned if σ1(A)  σρ(A), otherwise well conditioned. See [3,13, Sections 2.3.2, 2.3.3, 3.5.4,
12.5; 14, Chapter 15; 34, Section 5.3] on estimating norms and condition numbers.
For a fixed q < l = min{m, n}wewrite r¯ = m− q, r = n− q, SA,r¯ = SA(Or¯,q | Ir¯)T , SA,r¯ = R(SA,r¯),
TA,r = TA(Or,q | Ir)T , and TA,r = R(TA,r), that is SA,r¯ (resp. TA,r) is the block formed by the r¯ (resp. r)
eastern, that is rightmost, columns of the matrix SA (resp. TA).
Anm× nmatrix A˜ has numerical rank q, numerical nullity r = n− q and left numerical nullity m− q
if it has exactly q singular values that exceed ||A˜|| for a positive tolerance  (cf. Remark 2.2). By setting
to 0 all but the q largest singular values of such a matrix A˜we obtain a well conditioned matrix A that
lies nearby and has rank q; in this case TA˜,r ≈ N (A) and SA˜,r¯ ≈ N (AT ).
Conversely, suppose A is anm× nwell conditioned matrix, rank A = q, 0 < q < l = min{m, n}, E
is a random matrix, and ||E||  ||A||. Then the matrix A˜ = A + E has numerical rank q and is likely
to have full rank l (cf. Corollary 2.2).
Remark 2.2. The choice of the tolerance  above can be a challenge, e.g., for A˜ = diag(0.9j)2000j=0 .
Remark 2.3. By virtue of Fact 2.1 them × nmatrices having a numerical rank ρ lie near an algebraic
variety of dimension (m + n − ρ)ρ , which is monotone increasing as ρ increases.
Definition 2.1. A matrix B is said to be an approximate nmb or an approximate ca of a matrix A if
dimN (A) > 0 and if B ≈ nmb(A) or B ≈ ca(A), respectively, and we also call B an approximate ca or
approximate nmb of any matrix A˜ that lies near such a matrix A even if dimN (A˜) = 0. Hereafter we
use the acronyms aca, anmb, aca(A) and anmb(A).
Given an anmb(A) we can readily approximate the matrix A by a matrix of a smaller rank.
V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876 2855
Theorem 2.1 (Cf. [27, Section 7.2]). Suppose A˜ ∈ Cn×n, A˜ has a numerical nullity r > 0, B ∈ Cn×r ,
the matrix BHB is nonsingular, and ||A˜B||  ||A˜|| ||B||. Write M = A˜(I − B(BHB)−1BH), in particular
M = A˜(I − BBH) if B is a unitary matrix. Then M ≈ A and rankM = n − r.
2.3. Structured matrices
J = Jn = (en | . . . | e1) is the n × n reflection matrix, J(vi)ni=1 = (vi)1i=n; J2 = I.
Anm× n Toeplitzmatrix T = (ti−j)m−1,n−1i=0,j=0 (resp. Hankelmatrix H = (hi+j)m−1,n−1i=0,j=0 ) is defined by
the m + n − 1 entries of its first row and first (resp. last) column. TJ and JT are Hankel matrices for a
Toeplitz matrix T; HJ and JH are Toeplitz matrices for a Hankel matrix H.
Z(v) is the lower triangular Toeplitz matrix defined by its first column vector v = Z(v)e1. ZT (v) =
(Z(v))T is its transpose.
The following theorem is a less known variation of a similar result of [12].
Theorem 2.2 [12]. Suppose K = (ti,j)ni,j=0 is a nonsingular (n + 1) × (n + 1) Toeplitz matrix, write
T = (ti,j)n−1i,j=0, K−1e1 = (vi)ni=0, v = (vi)n−1i=0 , v′ = (vi)ni=1, K−1en+1 = (wi)ni=0, w = (wi)n−1i=0 , and
w′ = (wi)ni=1, and assume that v0 = 0. Then the matrix T = (ti,j)n−1i,j=0 is nonsingular and v0T−1 =
Z(v)ZT (Jw′) − Z(w)ZT (Jv′).
Remark 2.4. For any positive integer q we can embed a nonsingular n × n Toeplitz matrix T into an
(n + q) × (n + q) Toeplitz matrix K with the n × n leading principal block T and then recursively
apply Theorem 2.2 to express the inverse T−1 via the column vectors K−1e1 and K−1en+q. For larger
integers q the alternative expression of part (b) of Theorem 13.2 is superior.
n× n Toeplitz-like and Hankel-like matrices having a small displacement rank d extend the class of
Toeplitz and Hankel matrices (for which d ≤ 2) and can be represented by displacement generators
of length d, defined by 2dn parameters each. Such matrices can be pairwise multiplied in O(d2n log n)
flops and, if nonsingular, inverted in O(d2n log2 n) flops each, where every output has displacement
rank at most 2d and is represented with at most 4dn parameters [1,10,11,15,16,20,22].
2.4. Random sampling and random matrices
|| is the cardinality of a set .
Definition 2.2. Random sampling of elements from a set  is their selection from this set at random,
under thesameprobabilitydistribution, and independentlyof eachother.Randomsampling isGaussian
oruniform if it is doneunder theGaussian or uniformprobability distribution on the set, respectively.
A matrix is random if its entries have been randomly sampled from a fixed set . Such a matrix is
Gaussian or uniform random over the set if the random sampling is Gaussian or uniform, respectively.
Definition 2.3. Amatrix or a vector is a Gaussian randommatrix or vectorwith ameanμ and a positive
varianceσ 2 if it is filledwith independent identically distributedGaussian randomvariables, all having
mean μ and variance σ 2. Gm×nμ,σ is the set of suchm × n Gaussian randommatrices. They are standard
if μ = 0 and σ = 1; they are N-standard for a positive parameter N if μ = 0 and if the ratio σ/N is
neither large nor small. Gm×n0,(N) denotes the set of such matrices of sizem × n.
Definition 2.4. FX(y) = Probability{X ≤ y} for a real random variable X is the cumulative distribution
function (cdf) of X evaluated at y. FA(y) = Fσl(A)(y) for anm×nmatrix A and an integer l = min{m, n}.
2.5. Nonsingularity of random matrices and submatrices
Recall that the total degree of a multivariate monomial is the sum of its degrees in all its variables.
The total degree of a polynomial is the maximal total degree of its monomials.
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Lemma 2.1 [5,33,40]. For a set  of cardinality || (in a fixed ring or field, e.g., inC) let a polynomial in
m variables have a total degree d, and let it not vanish identically on this set. Then the polynomial vanishes
in at most d||m−1 points.
Hereafter we always sample the values of Gaussian random variables from infinite sets  ⊆ R.
Corollary 2.1. Under the assumptions of Lemma 2.1 let the values of the variables of the polynomial
be randomly sampled under the Gaussian probability distribution. Then the polynomial vanishes with
probability 0.
Corollary 2.2. Any nonempty square submatrix of a Gaussian random m × n matrix A (as well as of the
matrix A + M for any real m × n matrix M) is singular with probability 0.
Proof. The determinant of a k × kmatrix is a polynomial of total degree k in the entries and does not
vanish for generic matrices A. It remains to apply Corollary 2.1. 
Under the uniform sampling from a finite set of a large cardinality, the above results are readily
extended; the probability bounds become close to 0 rather than equal to 0.
2.6. The extreme singular values of randommatrices, randomized matrix products, and randomized reduc-
tion of the computation of nmbs to the case of matrices of full rank
AstandardGaussian randommatrixM (cf. Definition2.3) iswell conditionedwith ahighprobability
[4,7,9,2], and even adding such a matrix is likely to turn a normalized matrix into a well conditioned
matrix [35]. We recall some basic results in this area; in particular we specify the respective estimates
in Theorem 2.3, taken from [35] and applied in the proof of our Theorem 2.5.
For an m × n matrix M of full rank l = min{m, n} we have σl(M) = 1/||M+|| and consequently
Fσl(M)(y) = F1/||M+||(y); hereafter we refer to F1/||M+||(y) more frequently than Fσl(M)(y). Gaussian
randommatrices have full rank with probability 1 (see the previous subsection).
The following theorem provides an upper bound on the probability (the cdf) that the smallest
singular value of Gaussian random matrix M is at most y (cf. (2.1) and Definition 2.4), and so the
argument y of the cdf is a probabilistic lower bound on the smallest singular value of the matrix M.
The bounds can be strengthened by a factor y|m−n| [9,2].
Theorem 2.3 (See [35, Theorem 3.3]). Suppose M ∈ Gm×nμ,σ , l = min{m, n}, and y ≥ 0. Then the matrix
M has full rank with probability 1 and F1/||M+||(y) ≤ 2.35 y
√
l/σ .
The following theorem and corollary supply lower bounds on the probabilities that ||M|| ≤ y and
κ(M) ≤ y for a scalar y and a Gaussian randommatrixM. So the arguments y of the cdfs can be viewed
as probabilistic upper bounds on the norm ||M|| and the condition number κ(M), respectively. The
corollary shows that the function 1− Fκ(M)(y) is proportional to√log y/y as y → ∞. Increasing the
value σ increases the lower bound on the cdf of κ(M), which yields probabilistic upper bound y on
κ(M). For small values σy and a fixed n the lower bound becomes negative, in which case the result
becomes trivial.
Theorem 2.4 (See [6, Theorem II.7]). Suppose M ∈ Gm×n0,σ . Then F||M||(y) ≥ 1 − exp(−x2/2) for
x = y/σ − 2√n ≥ 0.
Corollary 2.3 (See [35, Theorem 3.1]). Under the assumptions of Theorem 2.3, let ||M|| ≤ √l. Then
Fκ(M)(y) ≥ 1 − (14.1 + 4.7√(2 ln y)/n)n/(yσ) for all y ≥ 1.
The following theoremshows thatσrankW ≤ ywithaprobability of atmost theordery forW = GM,
W = MH, and Gaussian randommatrices G and H. Therefore it is unlikely that multiplication by them
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can dramatically decrease the smallest positive singular value of a matrix, even though UV = O for
some pairs of rectangular unitary matrices U and V .
Theorem 2.5 [29]. Suppose G ∈ Gr×mμ,σ , H ∈ Gn×rμ,σ , M ∈ Rm×n, and y ≥ 0. Then
max{F1/||(GM)+||(y), F1/||(MH)+||(y)} ≤ 2.35y
√
r̂/(σrankM(M)σ ) for r̂ = min{r, rankM}.
Remark 2.5. Corollary 2.2 can be readily extended to all structuredmatrices of interest. On the exten-
sion of the results of this subsection to the case ofmatriceswith complex entries and Toeplitzmatrices
see [4,7,9,2,29, Section 3.4]. In short, all natural extensions to complex matrices have been proved
and strongly supported empirically; all such extensions to the Toeplitz case also have strong empirical
support, but the respective formal results have been limited to the extension of Theorem 2.3 in [29,
Section 3.4] so far.
3. A nmb of a matrix via randomization and projection
Algorithm 3.1. A nmb via randomization and projection.
Input: Anm × nmatrix A of full rankm, form ≤ n (cf. Section 5).
Output: FAILURE with probability 0 or a nmb(A).
Computations:
1. Generate matrix G ∈ Gn×(n−m)0,1 .
2. Compute thematrix B = (In −AH(AAH)−1A)G. Output FAILURE and stop if this matrix is rank
deficient. Otherwise output it as a nmb(A).
Correctness proof. Surely A(In − AH(AAH)−1A) = Om,n. So R(B) ⊆ N (A), whereas dim(R(B)) =
n − m = dim(N (A)) because an n × (n − m) matrix G has full rank (all this with probability 1).
Remark 3.1. If rank A < m, then matrix AAT is singular and Algorithm 3.1 fails.
ThemapA → AAH squares the condition number, κ(AAH) = (κ(A))2, thus complicating numerical
inversion of the matrix AAH . We will avoid such a shortcoming by working with matrices of a little
larger size and still using no orthogonalization (see Theorem 4.2 and Remark 6.1).
4. Nmbs of a matrix via randomized post-multiplication
Clearly the null space of a matrix having full column rank consists of the vector 0. If m < n and if
A = (Aw | Ae) is anm × nmatrix with nonsingularm × mwestern block Aw , then we can compute a
nmb(A) =
⎛
⎝−A−1w Ae
In−m
⎞
⎠. Next we extend this simple recipe tom × nmatrices A of full rankm.
Algorithm 4.1. A nmb via post-multiplication.
Input: Anm × nmatrix A of full rankm, form ≤ n (cf. Section 5).
Output: FAILURE with probability 0 or a nmb(A).
Computations:
1. Generate standard Gaussian randommatrix (S | T) ∈ Gn×n0,1 where S ∈ Gn×m0,1 . Output FAILURE
if the matrix (S | T) is singular (cf. Theorem 4.1).
2. Otherwise compute the matrix AS. Output FAILURE if it is singular (cf. Theorem 4.1).
3. Otherwise output the matrix (S | T)
⎛
⎝−(AS)−1AT
In−m
⎞
⎠ as a nmb(A).
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Correctness of the algorithm is verified by inspection.
Theorem 4.1. The matrices AS and (S | T) in Algorithm 4.1 are nonsingular with probability 1.
Proof. det(AS) (resp. det(S | T)) is a polynomial of a degree at most m (resp. n) in the entries of the
matrix S (resp. (S | T)). The polynomial does not vanish identically in these entries (provided that
rank A = m). Now the theorem follows from Corollary 2.1. 
The theoremimplies thatAlgorithm4.1 is extremelyunlikely to fail. In itsnumerical implementation
we should also output FAILURE if the matrices (S | T) or AS are ill conditioned. The matrix (S | T) is
expected to bewell conditioned in virtue of Corollary 2.3. Nextwe probabilistically estimate the values
σm(AS) from below and κ(AS) from above.
Theorem 4.2. For the matrices A and S of Algorithm 4.1 we have
(a) F1/||(AS)−1||(y) ≤ 2.35y
√
m/σm(A) and
(b) the condition number κ(AS) is expected to have at most the order κ(A).
Proof. Part (a) follows from Theorem 2.5 (forM = A, H = S, and σ = 1) and implies part (b) because
||AS|| ≤ ||A|| ||S|| and by virtue of Theorem 2.4 applied forM = S. 
Remark 4.1. For S = AH the matrix AS is nonsingular, but κ(AS) = (κ(A))2. By virtue of Theorem 4.2
we do not expect to have such a problem where S is Gaussian randommatrix.
Remark 4.2. Our estimates for ranks and condition numbers in this and the next sections can be
readily extended from random input matrices to all their leading blocks (see Section 11.3). It follows
that Gaussian eliminationwith no pivoting and block Gaussian elimination are likely to be numerically
safe for computing the inverse of the above matrix AS as well as the left inverse of the matrix C in
Section 6.
5. Extension of nbm algorithms to the case of rank deficient inputs
If rank A < m in Algorithms 3.1 or 4.1, then thematrices AAH and AS are singular and the algorithms
fail. If, however, we are given ρ = rank A, then by replacing the input matrix A with Â = GA for
G ∈ Gρ×m0,1 we can expect to fix the rank deficiency.
Indeed apply the techniques of Section 2.5 and deduce that with probability 1 we have nmb(A) =
nmb(GA) and rank(GA) = ρ . Furthermore ||GA|| ≤ ||G|| ||A||, and thus Theorem 2.4 implies that
the norm ||GA|| is expected to have at most order ||A||. Moreover, in addition apply Theorem 2.5 for
M = A to bound the cdf F1/||(GA)+||(y) and obtain that the map A ⇒ GA is not expected to blow up
the condition number of A.
To sum up, we can expect that randomized pre-multiplication of A by G ∈ Gρ×m0,1 enables us to
extend Algorithms 3.1 and 4.1 safely to a rank deficient matrix A of any size if we are given its rank
ρ = rank A.
If, however, thematrixA is sparse or structured, these advantages are partly lost inmultiplication by
random matrices. Our nbm algorithms in the next sections preserve matrix sparseness and structure
better.
6. Randomized northern augmentation
Given an m × n matrix A and ρ = rank A, we generate matrix V ∈ Gr×n0,(||A||) for r = n − rank A.
Then with probability 1 we have rank C = n for C =
⎛
⎝V
A
⎞
⎠ (cf. Theorem 6.1), the first r columns of
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a left inverse C(I) form a nmb(A), and the condition number κ(C) is expected to have the order of
κ(A). Consequently with our randomized augmentation we expect to have no numerical problems
unless the condition number κ(A) is large. Furthermore, by applying such a randomized northern
augmentation to a nearby m × n ill conditioned matrix A˜ where m ≥ n, we expect to decrease its
condition number to the order κ(A).
6.1. A randomized nmb algorithm based on northern augmentation
Algorithm 6.1. A nmb via randomized northern augmentation.
Input: Anm × nmatrix A and its rank ρ , 0 < ρ < n.
Output: FAILURE with probability 0 or a matrix B = nmb(A).
Computations:
1. Write r = n − ρ and generate matrix V ∈ Gr×n0,(||A||). Output FAILURE if the matrix C =
⎛
⎝V
A
⎞
⎠
is rank deficient. This occurs with probability 0 (see Theorem 6.1).
2. Otherwise compute and output the matrix B = C(I)
⎛
⎝ Ir
Om,r
⎞
⎠.
Correctness proof. Let Y = nmb(A) ∈ Cn×r . Then CY =
⎛
⎝ VY
Om,r
⎞
⎠, Y = C(I)
⎛
⎝ VY
Om,r
⎞
⎠ =
C(I)
⎛
⎝ Ir
Om,r
⎞
⎠ VY , and so
N (A) = R(Y) ⊆ R(B) for B = C(I)
⎛
⎝ Ir
Om,r
⎞
⎠ . (6.1)
It follows that R(B) = N (A) because dim(R(B)) = rank B ≤ r = dim(N (A)). Now correctness is
implied by the following theorem.
Theorem 6.1. The matrix C of Algorithm 6.1 has full column rank n with probability 1.
Proof. Let a ρ × n submatrix Aρ,n of the matrix A have full rank ρ and write Cn,n =
⎛
⎝ V
Aρ,n
⎞
⎠. Clearly,
det Cn,n is a polynomial of a degree at most r in the entries of the matrix V and does not vanish
identically in these entries because the matrix Aρ,n has full rank. By virtue of Corollary 2.1 det Cn,n
vanishes with probability 0 in the case of Gaussian randommatrix V . 
6.2. Probabilistic bounds on the condition number
In this subsection we prove that the condition number κ(C) is expected to be of at most the order
σ1(A)
σρ(A)
= κ(A) provided V is a ||A||-standard Gaussian randommatrix.
Theorem 6.2. Suppose that A ∈ Cm×n, V ∈ Cr×n, C =
⎛
⎝V
A
⎞
⎠, rank C = n, ρ = rank A = n − r, and
rank V = r. Let A = SAATHA be full SVD of the matrix A, where A = diag(̂A,Om−ρ,r) and ̂A is a
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ρ × ρ diagonal matrix of the positive singular values of A. Write
diag(Ir, S
H
A )CTA =
⎛
⎝ M
Om−ρ,n
⎞
⎠ , M =
⎛
⎝V0 V1
̂A Oρ,r
⎞
⎠ . (6.2)
Then κ(C) ≤ ( 1
σρ(A)
+ 1
σr(V1)
+ ||V0||
σρ(A)σr(V1)
)||C||.
Proof. We have rankM = rank C = n, and so the matrix M is nonsingular. Furthermore ||M−1|| ≤
||̂−1A ||+||V−11 ||+||̂−1A || ||V−11 || ||V0||becauseM−1 =
⎛
⎝Oρ,r ̂−1A
V
−1
1 −V−11 V0̂−1A
⎞
⎠. Substitute ||̂−1A || =
1
σρ(A)
, ||V−11 || = 1σr(V1) , ||M−1|| = 1σn(M) = 1σn(C) , and κ(C) = ||C||σn(C) and obtain the theorem. 
Corollary 6.1. Under the assumptions of Theorem 6.2 let ||V ||/||A|| = t = 0 and write κ = κ(A) and
κ1 = ||V ||σr(V1) . Then κ(C) ≤
√
1 + t2(κ1/t + κ + κκ1).
Proof. We have ||C|| ≤
√
||A||2 + ||V ||2 = √1 + t2||A|| because ||V || = t||A||. Moreover ||V0|| ≤
||VTA|| = ||V || for (V0 | V1) = VTA. Substitute these bounds into Theorem 6.2. 
Next we estimate σr(V1) from below provided V is Gaussian randommatrix.
Theorem6.3. Under the assumptions of Theorem6.2 supposeV ∈ Gr×nμ,σ . Then F1/||V−11 ||(y)≤2.35y
√
r/σ .
Proof. Apply Theorem 2.5 for G = V and the unitary matrix M = TA
⎛
⎝On−r,r
Ir
⎞
⎠ or note that VTA is a
Gaussian randommatrix because the matrix TA is unitary and apply Theorem 2.3 forM = V1. 
Remark 6.1. Assume that A, V and C are the matrices of Algorithm 6.1, where V ∈ Gr×n0,(||A||). Then by
virtue of Theorem 6.3 and Corollary 6.1, we can expect that the values ||V || and κ(C) have orders ||A||
and at most κ(A) = ||A||/σn−r(A), respectively.
7. The nmb computation where the rank is not known
Given a matrix A ∈ Rm×n and a range ρ− ≤ ρ ≤ ρ+ for its unknown rank ρ , e.g., ρ− = 0
and ρ+ = min{m, n}, we can search this range for the rank as follows. For a candidate integer i and
G ∈ Gi×m0,1 , we can apply one of our nmb Algorithms 3.1 or 4.1 to the product GA. Both algorithms fail
for i > ρ , but with probability 1 output a correct nmb(A) = nmb(GA) for i ≤ ρ . We can apply these
tests at first for i = ρ− and then recursively for i = ρ− + 2h, h = 0, 1, . . . . If the test fails for some
positive h but succeeded for h − 1, then with probability 1 we have ρ− + 2h−1 ≤ ρ < ρ− + 2h
and can compute ρ in h+ = log2(ρ − ρ−) + 1 steps of binary search, thus performing at most
1 + 2h+ ≈ 2 log2(ρ − ρ−) + 2 tests overall.
Alternatively we can compute the rank by using about 2 log2(ρ+ − ρ) tests based on the northern
augmentation of Algorithm 6.1. Fix a positive i, generate an i × n random matrix V , write C =
⎛
⎝V
A
⎞
⎠,
B = C(I)
⎛
⎝ Ii
Om,i
⎞
⎠, and r = n − ρ , and compute ρ = rank A based on the following properties.
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(a) The matrix C is rank deficient and consequently has no left inverse if i < r.
(b) With probability 1 the matrix C has full rank and consequently has a left inverse if i ≥ r.
(c) Suppose the matrix C has full rank. Then (6.1) implies that i = r if and only if AB = Om,i.
We can recursively test whether the matrix C has full rank for the integers i = ρ+, ρ+ − 1, ρ+ −
2, ρ+ − 4, . . . . If we detect rank deficiency for i = ρ+ − 2h and some positive h but not for i =
ρ+ − 2h−1, then we compute ρ by means of binary search in the range ρ+ − 2h < ρ ≤ ρ+ − 2h−1.
The search relies on properties (a) and (b), which imply correctness of the test with probability 1. We
can use property (c) to verify correctness of the output value.
Finally we can compute both rankM and a nmb(M) in just two steps by combining northern aug-
mentation with aggregation provided the matrix C =
⎛
⎝V
A
⎞
⎠ has full rank.
Algorithm 7.1. Randomized northern augmentation with aggregation for a nmb.
Input:Anm×nmatrixAhaving anunknownrankρ anda k×nmatrixV such thatn−k ≤ ρ < n
and the matrix C =
⎛
⎝V
A
⎞
⎠ has full rank n (this holds with probability 1 if V is a randommatrix).
Output: a nmb(A).
Computations:
1. Compute the matrix B = C(I)
⎛
⎝ Ik
Om,k
⎞
⎠. Output it as a nmb(A) if AB = Om,k .
2. Otherwise successively compute thematrices X = ca(AB), ca(A) = BX ∈ Ck×h for an integer
h ≥ k − n + ρ , and a nmb(A) based on Fact 2.2.
Theorem 7.1 (Cf. [13, Theorem 12.4.1]). The matrix BX computed in Algorithm 7.1 is a ca(A).
Proof. Equation X = ca(AB) implies that ABX = Om,h, that is, N (A) ⊇ R(BX). Let us prove that
N (A) ⊆ R(BX), that is, y = BXw for some vector w as soon as Ay = 0. Note that N (A) ⊆ R(B)
because we can extend (6.1) replacing the integer r by an integer k not exceeded by r. This implies that
y = Bz for some vector z. Finally z = Xw for some vector w because Ay = ABz = 0 and because
X = ca(AB) by assumption. 
Algorithm7.1 is an aggregation/disaggregation process (cf. [18] andour Section 10):wefirst aggregate
an m × n input matrix A into the matrix AB of the smaller size m × k, then, at Stage 2, compute a ca
X = ca(AB) for such a matrix, and finally disaggregate this ca into BX , which is a ca for the matrix A.
See some other examples of aggregation algorithms in Sections 5, 10.1 and 11.1.
8. Block rowmodification
Supposewe seek a nmb of amatrixM =
⎛
⎝N
A
⎞
⎠where A ∈ Rm×n, rank A = rankM = n− r (we can
compute it by applying our techniques in Section 7), and N ∈ Rr×n. Assume that rank A = rankM,
and so nmb(A) = nmb(M).
Now instead of northern augmentation we can apply northern block row modification, that is we
can replace the northern blockNwith ||A||-standard Gaussian randommatrix. The resulting algorithm
below and its analysis are similar to northern augmentation of Section 2, except that the algorithm is
restricted to (m + r) × n matrices A for m + r ≥ n but has an advantage of keeping the matrix size
intact. One can similarly extend Algorithms 3.1, 4.1, and 6.1.
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Algorithm 8.1. A nmb via randomized northern block row modification.
Input: Twomatrices A ∈ Rm×n and N ∈ Rr×n such that the ratio ||N||/||A|| is neither large nor
small and rank A = rankM = n − r forM =
⎛
⎝N
A
⎞
⎠.
Output: FAILURE with probability 0 or a nmb(M).
Computations:
1. Generate matrix V ∈ Gr×n0,(||A||). Output FAILURE if the matrix C =
⎛
⎝V
A
⎞
⎠ is column rank
deficient. (The results of Section 2.5 imply that this occurs with probability 0.)
2. Otherwise compute and output the matrices B = C(I)
⎛
⎝ Ir
Om,r
⎞
⎠ and MB. Output FAILURE if
MB = Om+r,r; otherwise output B.
9. Computing anmbs
We can readily extend all our algorithms for computing ranks and nmbs to computing numerical
ranks and amnb. Here is an extension of Algorithm 6.1 to computing an anmb of a matrix A˜ that has
numerical rank ρ˜ .
Algorithm 9.1. An anmb via randomized northern augmentation.
Input: anm × nmatrix A˜, with ||A˜|| ≈ 1, and its numerical rank ρ˜ , 0 < ρ˜ < n.
Output: FAILURE with probability 0 or an anmb (A˜).
Computations:
1. Write r˜ = n − ρ˜ and generate a ||A||-standard Gaussian random matrix V of size r˜ × n.
Output FAILURE if C˜ =
⎛
⎝V
A˜
⎞
⎠ is a rank deficient or ill conditioned matrix (this occurs with a
probability close to 0).
2. Otherwise compute and output the matrix B˜ = C˜+
⎛
⎝ Ir˜
Om,r˜
⎞
⎠.
SupposeA ≈ A˜ and rank A = ρ˜ ,writeC =
⎛
⎝V
A
⎞
⎠ ≈ C˜ =
⎛
⎝V
A˜
⎞
⎠, andassume that thematrixC has full
rank. ThenB = C+
⎛
⎝ Ir˜
Om,r˜
⎞
⎠ = nmb(A),whereas B˜−B = (C˜+−C+)
⎛
⎝ Ir˜
Om,r˜
⎞
⎠, ||B˜−B|| ≤ ||C˜+−C+|| ≤
2||C˜−C||F max{||C+||2, ||C˜+||2} (see [13, Section5.5.5]) and consequentlyκ(C) ≈ κ(C˜). Furthermore
these condition numbers are likely to have order
σ1(A˜)
σρ˜ (A˜)
≈ κ(A) = σ1(A)
σρ˜ (A)
provided V is a ||A||-standard
Gaussian randommatrix (cf. Section 6.2).
Wecan search for thenumerical rankofAbyextending the recipes of thefirst part of Section7where
we should test whether the matrix C is ill conditioned instead of testing whether it is rank deficient.
Next we extend Algorithms 7.1 and 9.1 to the computation of an anmb(A) by using aggregation where
the input matrix A has an unknown numerical rank. One can extend the proof of Theorem 7.1 to verify
correctness of the resulting algorithm. In our augmentation in Section 13.3 we use upper bounds on
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numerical rank, but not its exact value, although knowing the exact value we can greatly simplify
numerical computations.
Algorithm 9.2. Northern augmentation with aggregation for an anmb.
Input: Anm× nmatrix A˜ having an unknown numerical rank ρ˜ and a k× nmatrix V such that
the matrix C˜ =
⎛
⎝V
A˜
⎞
⎠ has full rank n and n − k ≤ ρ˜ < n.
Output: an anmb(A).
Computations:
1. Compute thematrix B˜ = C˜(I)
⎛
⎝ Ik
Om,r
⎞
⎠ and the aggregatedmatrix A˜B˜. Output B˜, being an anmb
of A˜ if ||A˜B˜||  ||A˜|| ||B˜||.
2. Otherwise successively compute the matrices X˜ being an aca of A˜B˜, B˜X˜ being an aca of A˜, and
an anmb of A˜ by extending Fact 2.2.
Remark 9.1. The computation or estimation of the numerical rank ρ¯ of a matrix A is simpler where
the ratio
σρ¯ (A)
σρ¯+1(A) is larger. The power transforms A ⇒ B = (AAH)iA for i = 1, 2, . . . increase every
ratio σj−1(A)/σj(A) exceeding 1 because σj(B) = (σj(A))2i+1 for all i and j.
10. Randomized western augmentation
Nextwestudy randomizedwesternaugmentation form×nmatriceswithm ≤ n. It relays the taskof
computing nmbs to other algorithms (such as Algorithm3.1, 4.1, and 6.1) but prepares their application
by controlling the rank and condition number of an input matrix. In particular our algorithms of the
previous sections for a nmb(A) involve matrices having condition numbers of at most the order κ(A),
but randomized western augmentation is expected to reduce the nmb task to the case of a matrix of
full rank that has condition number of a smaller order. Namely suppose A ∈ Rm×n, U ∈ Gm×q0,(||A||),
0 < s = m − rank A ≤ q < m ≤ n. (10.1)
Then by virtue of Theorem 10.3 in Section 10.2, thematrix (U | A) is likely to have full rank and to have
condition number κ(U | A) of at most the order σ1(A)
√
q
σm−q(A) . In the following algorithm we assume that
an integer q satisfying (10.1) is available. In Remark 10.3 we discuss its computation.
10.1. A nmb via randomized western augmentation: an algorithm
Algorithm 10.1. A nmb via randomized western augmentation.
Input: Three integers m, n, and q and a matrix A ∈ Cm×n satisfying (10.1); a randomized
Subroutine NMB (e.g., one of Algorithm 3.1, 4.1, and 6.1) that either computes a nmb of its k × l
input matrix for k ≤ l or outputs FAILURE, definitely so if its input matrix is rank deficient, but
only with a low probability otherwise.
Output: FAILURE with probability 0 or the nullity r = nul A = n − rank A and a nmb(A).
Computations:
1. Western augmentation: Generate matrix U ∈ Gm×q0,(||A||) and apply the Subroutine NMB to the
matrix (U | A). If the subroutine fails, the matrix (U | A) is likely to be rank deficient; then
output FAILURE. This occurs with probability 0 (see Theorem 10.1).
2864 V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876
2. Aggregation: Otherwise the subroutine computes a matrix Z =
⎛
⎝Z0
Z1
⎞
⎠ = nmb (U | A) where
Z0 ∈ Cq×p, Z1 ∈ Cn×p, and q ≤ p ≤ q + r.
3. Apply the Subroutine NMB to compute a p × r matrix X = nmb(Z0). Output r = nul Z0.
4. Disaggregation: Compute and output the n × r matrix Y = Z1X = nmb(A).
Correctness proof. By the definition of the matrices Z and X , we have UZ0 + AZ1 = Om,p and
Z0X = Oq,r . Therefore AY = AZ1X = Om,r , that is N (A) ⊇ R(Y). Conversely, if Ay = 0, then
(U | A)
⎛
⎝0
y
⎞
⎠ = 0. It follows that Zx =
⎛
⎝0
y
⎞
⎠ for some vector x because Z is a nmb (U | A). Consequently
Z0x = 0, Z1x = y, and so x = Xv for some vector v because X = nmb(Z0). Consequently y = Z1Xv.
Therefore N (A) ⊆ R(N), and so Y is a ca(A).
It remains toprove that thematrixY has full rank.Assumetheopposite, and then letYu = Z1Xu = 0
for a nonzero vectoru. In this case Xu = 0 because thematrix X has full column rank, being a nmb(Z0).
Furthermore Z0Xu = 0 because Z0X = Oq,r . Consequently ZXu = 0, but this is impossible because
the matrix Z is a nmb (U | A) and thus has full column rank.
Algorithm 10.1 is yet another aggregation process. It first aggregates an input matrix A into the
matrix Z0 of a smaller size, then computes the matrix X = nmb(Z0), and finally disaggregates this
output to produce the matrix Y = Z1X = nmb(A).
10.2. Regularization and preconditioning properties of randomized western augmentation
Theorem 10.1. Assume that A ∈ Cm×n, m ≤ n, s = m − rank A, and U ∈ Gm×qμ,σ . Then (a) the matrix
C = (U | A) is rank deficient for q < s, whereas (b) for q ≥ s the matrix (U | A) is rank deficient with
probability 0.
Proof. We have rank (U | A) ≤ rank U + rank A ≤ q+ rank A. This implies part (a) of the theorem. If
q ≥ m−rank Aandtheentriesof thematrixU are indeterminates, thenclearly thematrix (U |A)has full
rank and thushas anonsingularm×mblock.Nowpart (b) of the theorem follows fromCorollary 2.1. 
Theorem 10.2. Suppose A, U, and C = (U | A) are the matrices of Algorithm 10.1, ||C|| ≤ 1, rank C = m,
rank U = q, rank A ≥ m − q > 0 (cf. (10.1)), and A = SAATHA is a full SVD of the matrix A. Write
U¯ = SHA U and
SHA C diag(Iq, TA) = (U¯ | A). (10.2)
Delete the last n − m + q columns of the latter matrix (U¯ | A) and denote by
M =
⎛
⎝U¯0 ̂A
U¯1 Oq,m−q
⎞
⎠ (10.3)
the resultingm×mmatrix where ̂A is the (m−q)× (m−q) leading principal (northwestern) submatrix
of the matrix A. Then κ(C) ≤ ( 1σm−q(A) + 1σq(U¯1) +
||U¯0||
σm−q(A)σq(U¯1) )||C||.
Proof. We have rankA = rank A ≥ m − q > 0, and so rank ̂A = m − q. Consequently the
matrix M is nonsingular because rank C = rank(U | A) = m. Now invert Eq. (10.3) to obtain
M−1 =
⎛
⎝Oq,m−q U¯−11
̂
−1
A −̂−1A U¯0U¯−11
⎞
⎠. Deduce that ||M−1|| ≤ ||̂−1A || + ||U¯−11 || + ||̂−1A || ||U¯−11 || ||U¯0||.
Substitute ||̂−1A || = 1σm−q(̂A) = 1σm−q(A) , ||U¯
−1
1 || = 1σq(U¯1) , and ||M−1|| =
1
σm(M)
, which is not less
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than 1
σm(C)
by virtue of Fact 2.3. Obtain that 1
σm(C)
≤ 1
σm−q(A) + 1σq(U¯1) +
||U¯0||
σm−q(A)σq(U¯1) and multiply
both sides by ||C||. 
Corollary 10.1. Under the assumptions of Theorem 10.2 let t = ||U||/||A|| = 0 and write κ ′ = σ1(A)
σm−q(A)
and κ0 = ||U¯0||σq(U¯1) . Then κ(C) ≤
√
1 + t2(κ0/t + κ ′ + κ ′κ0).
Proof. Note that ||C|| ≤
√
||A||2 + ||U||2 = √1 + t2||A|| for ||U|| = t||A||. Moreover SHA U = U¯ =⎛
⎝U¯0
U¯1
⎞
⎠, and so ||U|| = ||U¯|| ≥ ||U¯0||. Substitute these relationships into Theorem 10.2. 
Theorem 10.3. Under the assumptions of Theorem 10.2 let U ∈ Gm×qμ,σ . Then
(a) F1/||U¯+1 ||(y) ≤ 2.35y
√
q/σ ,
(b) the matrix C = (U | A) is rank deficient with probability 0, and
(c) the condition number κ(C) is expected to be of at most the order ||A||/σm−q(A) provided U ∈
Gm×q0,(||A||).
Proof. To prove part (a) apply Theorem 2.5 for the unitary matrix M = (O | Iq)SHA and the Gaussian
random matrix H = U, such that MH = U¯1 or apply Theorem 2.3 for M = U¯1, similarly to the proof
of Theorem 6.3. Part (a) implies that the matrix U¯1 is singular with probability 0. Now Eqs. (10.2) and
(10.3) combined imply part (b),whereas part (a) andCorollaries 2.3 and10.1 together imply part (c). 
10.3. Remarks
Remark 10.1. Northern augmentation of a matrix A is dual to western augmentation of the transpose
AT , and we can readily extend the results of this section respectively. Likewise block rowmodification
of a matrixM of Section 8 is dual to block column modification of the transposeMT .
Remark 10.2. If the matrix A is ill conditioned, then in numerical implementation of Algorithm 10.1
we must compute a nmb (U | A) with high accuracy [24, Section 7]; we apply iterative refinement
provided the matrix (U | A) is well conditioned. In this way we dramatically decrease the overall cost
of computing a nmb(A) versus the customary algorithms wherever q  min{m, n} (see our Section
14, [24, Sections 8 and 9; 30]).
Remark 10.3. Our correctness proof for Algorithm 10.1 applies to any integer q ≥ s = m− rank A (cf.
(10.1)). The observations below can guide us in choosing the integer parameter q and computing the
rank and numerical rank of A (see Remark 2.1 on relaxing the restriction thatm ≤ n).
1. By virtue of Theorem 10.1, rank (U | A) < m if q < s, but we expect that rank (U | A) = m if U
is a random m × qmatrix and if q ≥ s. The size p × n of the matrix Z and the amount of work
at Stages 2–4 of Algorithm 10.1 decrease as q decreases toward s.
2. Suppose m ≤ n and an m × n matrix A˜ has numerical rank ρ˜ exceeded by m. Furthermore
assume that instead of a randomized Subroutine NMB we are given a randomized Subroutine
ANMB (e.g., numerical versionofAlgorithm4.1) that either computes an anmbof an inputmatrix
or outputs FAILURE, definitely so if the matrix is rank deficient or ill conditioned, but only with
a low probability otherwise. Then (cf. Section 9) we can apply Algorithm 10.1 to the matrix A˜
instead of A, choose q satisfyingm − ρ˜ ≤ q < m, and employ the Subroutine ANMB instead of
the Subroutine NMB to compute anmbs instead of nmbs throughout. For q < m− ρ˜ the matrix
C˜ = (U | A˜) is rank deficient, ill conditioned or both, but by virtue of Theorem 10.3 it is expected
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to have full rank and to be well conditioned if q ≥ m − ρ˜ and if U is a ||A˜||-standard Gaussian
randommatrix. In this case we would expect that the algorithm computes numerical rank ρ˜ of
the matrix A˜ and its anmb. The work at Stages 2–4 of this modification of Algorithm 10.1 would
be minimized for q = m − ρ˜ .
11. Randomized northwestern augmentation
Given amatrix A ∈ Cm×n, one can compute a nmb(A) or a ca(A) by applying Algorithm 10.1 where
Algorithm 6.1 replaces the Subroutine NMB. Our techniques can be readily extended. In this section
we specify the resulting northwestern augmentation A → K =
⎛
⎝W V
U A
⎞
⎠ and analyze it by extending
our earlier analysis. More precisely we specify just the computation of a ca(A) and omit extensions
to computing nmb(A), aca(A) and anmb(A). In Section 13.3 we apply northwestern augmentation to
precondition a nonsingular nonhomogeneous linear system of equations.
11.1. Cas and nmbs via randomized northwestern augmentation and aggregation: an algorithm
Algorithm 11.1. A ca via randomized northwestern augmentation and aggregation.
Input: A matrix A ∈ Cm×n and its rank ρ > 0.
Output: FAILURE with probability 0 or a ca(A).
Initialization: Fix two nonnegative integers q and r such that
n ≥ q ≥ n − ρ andm + r ≥ n + q. (11.1)
Computations:
1. (Northwestern augmentation.) Generate three random matrices V in Cr×n, U in Cm×q, and
W in Cr×q. If the matrix K =
⎛
⎝W V
U A
⎞
⎠ ∈ C(m+r)×(n+q) is column rank deficient, output
FAILURE. This occurs with probability 0 (see part (c) of Theorem 11.1).
2. (Aggregation.) Otherwise rank K = n + q. Then compute the matrix
Y = (On,q | In)K(I)
⎛
⎝Or,q
U
⎞
⎠ . (11.2)
Output Y = ca(A) if AY = Om,q.
3. Otherwise reapply Algorithm 11.1 to the matrix AY to compute a q× pmatrix Z = ca(AY) for
an integer p ≥ n − ρ .
4. (Disaggregation.) Compute and output the n × pmatrix YZ = ca(A).
Our remarks on Algorithms 6.1 and 10.1 can be readily extended to Algorithm 11.1.
11.2. Analysis of randomized northwestern augmentation
Let us analyze Algorithm 11.1.
Theorem 11.1. Assume that A ∈ Cm×n, U ∈ Cm×q, V ∈ Cr×n, W ∈ Cr×q, and K =
⎛
⎝W V
U A
⎞
⎠ ∈
C
(m+r)×(n+q) and write ρ = rank A and s = min{m + r, n + q, ρ + q + r}.
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(a) Then we have rank K  s.
(b) In addition suppose that U is Gaussian random matrix and q ≥ n − ρ . Then the matrix (U | A) has
full rank with probability 1.
(c) In addition suppose that V and W are Gaussian random matrices. Then the matrix K has full rank
with probability 1.
Proof. Part (a) of the theorem can be immediately verified. Parts (b) and (c) are proved similarly to
Theorem 6.1. 
Theorem 11.2. Suppose that A ∈ Cm×n, U ∈ Cm×q, V ∈ Cr×n, W ∈ Cr×q, K =
⎛
⎝W V
U A
⎞
⎠ ∈
C
(m+r)×(n+q),
K(I)K = In+q andW(I)W = Iq for some matrices K(I) andW(I). (11.3)
Define the matrix Y = (On,q | In)K(I)
⎛
⎝Or,q
U
⎞
⎠ of (11.2).
(a) Then we have
N (A) ⊆ R(Y). (11.4)
(b) Furthermore if rank U ≤ nul A, then
R(Y) = N (A). (11.5)
Proof. Let y ∈ N (A) and x ∈ Cq. Then K
⎛
⎝x
y
⎞
⎠ =
⎛
⎝Wx + Vy
Ux
⎞
⎠. Substitute x = −W(I)Vy and obtain
that K
⎛
⎝x
y
⎞
⎠ =
⎛
⎝ 0
Ux
⎞
⎠. Therefore y = (On,q | In)K(I)
⎛
⎝ 0
Ux
⎞
⎠. This proves claim (11.4), which implies
claim (11.5) if rank U ≤ nul A because rank Y ≤ rank U. 
Suppose relationships (11.1) hold and U, V andW are Gaussian randommatrices. Then with prob-
ability 1 all of them as well as the matrix K have full rank (cf. Section 2.5 and part (c) of Theorem 11.1),
Eq. (11.3) hold, and Theorem 11.2 implies correctness of Stage 2 of Algorithm 11.1. Correctness of its
remaining stages is implied by part (a) of the following theorem. (We do not use its part (b) and only
include it for completeness.)
Theorem 11.3. Suppose A ∈ Cm×n, U ∈ Cm×q, V ∈ Cr×n, W ∈ Cr×q, K =
⎛
⎝W V
U A
⎞
⎠ ∈ C(m+r)×(n+q),
ρ = rank A, s = min{m + r, n + q, ρ + q + r} (cf. part (a) of Theorem 11.1), and relationships (11.3)
hold. Let Y = (On,q | In)K(I)
⎛
⎝Or,q
U
⎞
⎠, as in Theorem 11.2. Then
(a) YZ is a ca(A) if a q × p matrix Z is a ca(AY) for some integer p, in particular if AY = Om,q, p = q,
and Z = Iq, and furthermore
(b) Z is a ca(AY) if YZ is a ca(A) and if the matrix Y has full column rank q.
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Proof.
(a) Clearly A(YZ) = (AY)Z = Om,r if Z is a ca(AY). Conversely let Au = 0. Then u = Yv for some
vector v in virtue of (11.4). Therefore AYv = 0. It follows that v = Zz for some vector z because
Z is a ca(AY). Consequently u = Yv = YZz.
(b) Surely (AY)Z = A(YZ) = Om,r if YZ is a ca(A). Conversely let AYu = A(Yu) = 0. Then Yu = YZv
for some vector v because YZ is a ca(A). Therefore u = Zv since rank Y = q. 
Corollary 11.1. Suppose A ∈ Cm×n, U ∈ Gm×q0,(||A||), V ∈ Gr×n0,(||A||), W ∈ Gr×q0,(||A||), K =
⎛
⎝W V
U A
⎞
⎠ ∈
C
(m+r)×(n+q), ρ = rank A, and Eq. (11.1) hold (cf. part (a) of Theorem 11.1). Then the condition number
κ(K) is expected to have order at most
||A||
σh(A)
for h = min{m − q, n − r}.
Proof. Combine Remark 6.1 and Theorem 10.3. 
[30, Section 6.1] extends our probabilistic upper bound on κ(K) to the case where m = n, q = r,
and the matrix W is replaced by Ir . In this case northwestern augmentation is closely linked to addi-
tive preprocessing of [30]. The link implies extension of the preconditioning property of randomized
northwestern augmentation to randomized additive preprocessing. See a direct proof of this property
in [30, Section 5].
11.3. Strong regularization and strong preconditioning
Our results on the regularization and preconditioning power of northern, western, and northwest-
ern augmentation of the input matrix can be immediately extended to all its i × i leading principal
(that is northwestern) submatrices for i = 1, 2, . . .. In particular wherever we deduce that the output
matrix is expected to have full rank or to be well conditioned, its leading principal submatrices have
the same property. Indeed for every fixed i we can pre-multiply the matrix K of Algorithm 11.1 by
(Im+r−i | Om+r−i,i), post-multiply the product by (In+q−i | On+q−i,i)T , and extend our study of this
section to the resulting leading block of K . We can proceed similarly replacing K with the matrices C
and C˜ of the previous sections. See [29] on proofs and algorithmic applications of strong regularization
and strong preconditioning.
12. Randomized structured augmentation
We can restrict randomness of the matrices U, V and W in the previous sections to preserve any
fixed patterns of sparseness and structure of an input matrix A. In the special case of northwestern
augmentation of a Toeplitz matrix A we can produce a Toeplitz matrix K; then we can exploit its
structure based on Theorem 13.2 in Section 13.3 or on Theorem 2.2 and Remark 2.4. Such randomized
Toeplitz augmentation techniques still fix degeneracy with probability 1 by virtue of the results in
Section 2.5. We cannot extend Theorem 2.5 to the case of Gaussian random Toeplitz matrices G and
H, and thus cannot apply its corollaries, but our tests consistently support such an extension. Similar
comments apply to randomized block row and block columnmodifications of thematrix A (cf. Section
8 and Remark 10.1).
Now assume that a matrix A is given with its displacement generator of a small length d and that
U, V , andW are ||A||-standard Gaussian randommatrices of sizesm× q, n× r, and r× q, respectively.
Then (cf. [22]) we can represent thematrices C and K with displacement generators of length d+O(r),
d+O(q), or d+O(r+q), respectively. If the integers r and q are also small, thenwe obtain compressed
representation of the structured matrices C and K and can dramatically accelerate computations with
them (see the end of Section 2.3).
In the case of larger integers r or qwe can still accelerate the computations based on endowing the
matrices U, V and W with the structures consistent with the structure of the matrix A; then we can
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bound above the displacement ranks of the matrices C or K by d + O(1) (cf. [20,22]). Our comments
in the previous paragraphs on the formal and empirical support of the respective extensions of our
analysis still apply.
Remark 12.1. Preconditioning power of randomized augmentation and additive preprocessing A ⇒
A+UVH for randommatricesU andV is similar butnot identical. SupposeK =
⎛
⎝W VH
V A
⎞
⎠ is aHermitian
positive definite matrix. Then the Interlacing Property of eigenvalues [13, Theorem 8.1.7] implies that
κ(K) ≥ κ(A). In contrast Gaussian randomized Hermitian additive preprocessing A ⇒ A + VVH is
expected to work as preconditioning for an ill conditioned matrix A having small numerical nullity
provided the ratio ||VVH||/||A|| is neither large nor small [39].
13. Solution of a nonhomogeneous linear system of equations
In the previous sections we reduced a homogeneous linear system Ay = 0 to nonhomogeneous
ones, withmatrices AS, C, and K . Conversely, we can reduce the solution of a nonsingular linear system
Ay = b to computing anull vector of either thematrix (In− bbHbHb )Aor thematrix (−ηb |A) for a nonzero
scalar η. The latter approach seems to be superior; we analyze it in Section 13.1. In Sections 13.2 and
13.3 we extend this study to precondition a linear system Ay = b provided a matrix A has a small
positive numerical nullity. In this case our algorithms rely on computing an anmb(A) and randomized
northwestern augmentation.
13.1. Solution with an auxiliary matrix defined by western augmentation
The null vector z =
⎛
⎝1/η
y
⎞
⎠ of the matrix C = (−ηb | A) for η = 0 contains the vector y = A−1b
as a subvector. To compute the null vector we can apply the algorithms of the previous sections. E.g.,
we can obtain a vector z from the linear system
⎛
⎝vT
C
⎞
⎠ z = e1 where the vectors e1 = (1, 0 . . . , 0)T
and vT have dimension n + 1. For Gaussian random vector v such that ||v|| ≈ ||C|| we expect that
the ratio κ(C)/κ(
⎛
⎝vT
C
⎞
⎠) is neither large nor small (see Remark 6.1). Assume that ||b|| = ||A|| = 1.
Then by virtue of the following theorem the map A → C = (−ηb | A) is expected to precondition the
matrix A on the average pair of A and b provided the matrix A has numerical nullity 1.
Theorem 13.1. Suppose C = (−b | A), ||A|| = ||b|| = 1, A = SAATHA is a full SVD of an n × n matrix
A, SHA SA = SASHA = THA TA = TATHA = In, A = diag(σi)ni=1, σi = σi(A) for all i, f = (fi)ni=1 = −SHA b,
and fn = 0. Then σn(C) ≥ |fn|σn−11+|fn|+σn−1 .
Proof. Write = A and (f |) = SHA C diag(1, TA), so that ||f|| = ||b|| = 1 and σn(C) = σn(f |).
Let G be the n×nmatrix obtained by deleting the last column of thematrix (f |). Thematrix G is
nonsingular for fn = 0, andwededuce fromFact 2.3 thatσn(f |) ≥ σn(G). Thereforeσn(C) ≥ σn(G).
It remains to estimate the values σn(G) = 1||G−1|| from below or ||G−1|| from above. Similarly to
the proof of Theorem 10.2 applied for q = 1 deduce that ||G−1|| ≤ 1|fn| + 1σn−1 + 1|fn|σn−1 and then
immediately obtain Theorem 13.1. 
Corollary 13.1. Under the assumptions of Theorem 13.1 we have κ(C) ≤ (1+|fn|+σn−1)
√
2
|fn|σn−1 .
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Proof. Recall that κ(C) = ||C||
σn(C)
and ||C|| ≤ √||A|| + ||b|| = √2. Substitute these relationships into
Theorem 13.1. 
Suppose that under the assumptions of Theorem 13.1 and Corollary 13.1 we have σn  σn−1,
whereas the ratio σ1/σn−1 and the value |fn| are not small. Then the matrix A has numerical nullity 1,
κ(C) has at most order σ1/σn−1 (compared to κ(A) = σ1/σn), and therefore C is a well conditioned
matrix. Note that on the average |fn| = 1√n on the unit sphere ||f|| = 1. Corollary 13.1 is closely linked
to Theorem 10.2 for q = 1 where b is a ||A||-standard Gaussian random vector.
A matrix is ill conditioned if it has numerical nullity 1, and then we must perform some stages
of our algorithm with a high precision. We can, however, confine the high precision computations to
iterative refinement of a null vector of the well conditioned matrix C; overall this takes by a factor
n less time than the solution of the system Ay = b by means of the customary algorithms such as
Gaussian elimination (in Section 14 we elaborate upon such estimates for a similar algorithm).
13.2. Solution with auxiliary matrices defined by anmbs
Assume a nonsingular but ill conditioned matrix A ∈ Rn×n with ||A|| ≈ 1 and a small numerical
nullity r, and suppose some normalized and well conditioned or unitary anmbs M1 and N1 in R
n×r
of the matrices AT and A, respectively, have been computed, e.g., by means of a numerical version of
an algorithm of the previous sections. Then we can generate standard Gaussian random matrix S ∈
Gn×(n−r)0,1 and compute thematricesM0 = ATS, N0 = AS, and F = (M0 |M1)TA(N0 | N1) =
⎛
⎝F00 F01
F10 F11
⎞
⎠
where Fij = MTi ANj for i, j ∈ {0, 1} and F00 ∈ R(n−r)×(n−r).
The value σn−r(F00) is likely to have order σn−r(A) by virtue of Theorem 2.5; consequently the
block F00 of the 2 × 2 block matrix F is expected to be nonsingular and well conditioned because
the matrix A has numerical nullity r. Furthermore this block is expected to be dominant. Indeed the
matricesMT1A, AN1, and consequently the blocks F01 ∈ C(n−r)×r , F10 ∈ Cr×(n−r), and F11 ∈ Cr×r have
the norms of order at most σn−r+1(A)  σn−r(A). The O(n2r) flops involved in the computation of
the (2n−r)r entries of these blocks (versus order n3 flops used overall)must be performed in extended
precision to counter the expected cancellation of the leading digits of their entries.
The map A ⇒ F and the block Gaussian elimination reduce the computation of the inverse
A−1 and the solution of a linear system Ay = b to the similar operations with the matrices F00 and
G = F11 − F10F−100 F01 ∈ Cr×r of smaller sizes, expected to be nonsingular and better conditioned. The
tests of this technique have confirmed its power [30].
13.3. Solution with preconditioning via northwestern augmentation
Assume an n× n ill conditioned input matrix Awith a small numerical nullity r and northwestern
augmentation K =
⎛
⎝W V
U A
⎞
⎠ for three ||A||-standard Gaussian random matricesW ∈ Cq×q, U and V .
Then the matrix K and its blockW are expected to be nonsingular and well conditioned (see Theorem
11.1 and Corollary 11.1). Now we are ready to employ the following theorem.
Theorem 13.2. Let K =
⎛
⎝W V
U A
⎞
⎠ where A, W and K are nonsingular matrices of sizes n × n, q × q, and
(n + q) × (n + q), respectively, for 0 < r ≤ q < n. Write S = A − UW−1V and R = Iq + VS−1UW−1;
S is the Schur complement of the block W in the matrix K. Then
(a) S−1 is the n × n trailing principal (that is southeastern) block of the matrix K−1 and
(b) A−1 = S−1 − S−1UW−1R−1VS−1.
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Proof. Part (a) is well known and is readily verified. Part (b) follows from the Sherman–Morrison–
Woodbury formula [13, p. 50] applied to the matrix A = S + UW−1V . 
The theorem implies that y = A−1b = (S−1 − S−1UW−1R−1VS−1)b for R = Iq + VS−1UW−1
and S−1 = (On,q | In)K−1
⎛
⎝Oq,n
In
⎞
⎠ where S−1 is the n × n trailing principal block of the matrix
K−1 =
⎛
⎝X Y
Z S−1
⎞
⎠. This reduces the solution of the linear systemAy = b essentially to the computation
of the matricesW−1, S, R, R−1, and S−1(b | U). HereW and R are q × qmatrices, κ(W) = κ(R) = 1
for q = 1, but thematrixW is expected to be well conditioned and for q equal to the numerical nullity
of A so are the matrices K and S as well. The approach works whenever we have a small upper bound q
on r, and becomes more effective where we decrease q toward r.
14. Computational cost estimates
Assume thatA is anonsingularn×nmatrix thathasnumerical nullity r = 1andapplyour algorithm
of Section 13.2 to compute the solution y of the linear system Ay = b with an output precision pout.
The algorithm reduces our task to the solution of two nonsingular andwell conditioned linear systems
with the matrix F = F00 and the right-hand side vectors F01 and b. Let Fx = c denote any of them,
and next estimate the cost of its solution.
With Gaussian elimination one needs a precision of at least the order p+ ≈ pout + log2 κ(A)
to compute the vector y = A−1b with the precision pout, whereas we solve the same problem by
applying the classical iterative refinement [13,14,34] to an auxiliary well conditioned linear system
Fx = c. We perform all computations in a fixed lower precision p (e.g., in the standard IEEE single or
double precision) such that
2 log2 κ(F) ≤ p  p+ ≈ pout + log2 κ(A). (14.1)
Flowchart 14.1. Solution of a linear system with iterative refinement.
Computations:
1. ApplyO(n3)flopsofGaussianelimination inafixed lowprecisionp satisfying (14.1) tocompute
an approximate inverseX ≈ F−1 and an approximate solutionXc to the linear system Fx = c.
2. Iteratively refine this solution.
Every loop of iterative refinement essentially amounts to multiplying each of the matrices F and
X ≈ F−1 by a vector (this takes 4n2 + O(n) flops in the precision p in the case of general matrix F)
and contributes about b = p − log2 κ(F) correct bits per an output entry (cf. [13,14,24,30,34]); we
can assume that b ≥ p/2 under (14.1). This means that the flowchart involves O(n3 + n2p+/p) flops
in the precision p versus 2
3
n3 + O(n2) flops in the high precision p+ ≈ pout + log2 κ(A) used in the
customary solution bymeans of Gaussian elimination. Thus our advance is dramatic where p+ greatly
exceeds p and is greatly exceeded by pn.
If the matrix A has numerical nullity r > 1, then the algorithm in Section 13.2 reduces the original
linear system Ay = b to 2rwell conditioned linear systems, each of n− r equations; the cost estimates
increase by a factor r, versus the case of r = 1, but we still dramatically advance Gaussian elimination
as long as p+ greatly exceeds p and is greatly exceeded by pn/r. Thus for an important and quite general
class of ill conditioned matrices A having a small numerical nullity r, our estimates still strongly favor
our solution based on Flowchart 14.1 versus the standard algorithms such as Gaussian elimination.
Remark 14.1. We can obtain the same dramatic decrease of the computational cost versus Gaussian
elimination by employing the algorithm of Section 13.3 rather than 13.2.
2872 V.Y. Pan, G. Qian / Linear Algebra and its Applications 437 (2012) 2851–2876
Remark 14.2. We refer the reader to [22, Section 6.9] or [23] on the inversion of nonsingular Toeplitz
and various other structured matrices in nearly linear arithmetic time based on deterministic homo-
topy continuation techniques.
Remark 14.3. In lieu of iterative refinement one can employ other iterations such as the CG (Conjugate
Gradient) andGMRES algorithms (cf. [13, Sections 10.2–10.4]). Their iteration loop also performsO(n2)
flops, but unlike iterative refinement, those algorithms use no approximate inverse. This is a significant
advantage in the case of a sparse unstructured linear system as well as a multilevel Toeplitz or Hankel
linear system [8,19]. Decreasing the condition number of an input matrix, however, is more critical
(and thus the success of preconditioning is more important) for the convergence of such algorithms
versus iterative refinement. In particular every nonsymmetric CG iteration loop amounts essentially to
multiplication of an inputmatrixM and its transposeMT by two vectors but only ensures the decrease
of the error norm by a factor 4(
√
κ(M)+1√
κ(M)−1 )
2 [13, Theorem 10.2.6] or equivalently ensures about 1/κ(M)
newcorrectbitsperanoutputvalue. Thus thealgorithmrequires strongerboundsonκ(M) toguarantee
convergence in the presence of rounding errors.
15. Numerical tests
In a series of numerical experiments performed in theGraduate Center of the CityUniversity of New
York, we tested our algorithms for computing nmbs and null vectors of general and Toeplitz matrices.
We conducted the tests on a Dell server with a dual core 1.86 GHz Xeon processor and 2G memory
runningWindows Server 2003 R2. The test Fortran codewas compiledwith theGNUgfortran compiler
within the Cygwin environment. We generated random numbers with the random_number intrinsic
Fortran function assuming the uniform probability distribution over the range {x : 0  x < 1}.
To shift to the range {y : b ≤ y ≤ a + b} for fixed real a and b, we applied the linear transform
x → y = ax + b. CPU time was measured with the mclock function. We computed QR factorizations
and SVDs by applying the LAPACK procedures DGEQRF and DGESVD, respectively. The tests have been
designed by the first author and performed by his coauthor.
15.1. Computations with Toeplitz matrices
(a) Generation of rank deficient Toeplitz matrices
To generate an n × n singular Toeplitz matrix, we first sampled 2n − 2 random entries ai,j in the
range [−1, 1) for j = 1, i = 1, . . . , n − 1 and for i = 1, j = 2, . . . , n; then we defined the (n − 1)2
entries ai+1,j+1 = ai,j for i, j = 1, . . . , n− 1, and finally set an,1 = 0. We arrived at an n× n Toeplitz
matrix A0 = (ai,j)ni,j=1, computed the entry yn,1 of its inverse A−10 = (yi,j)n−1i,j=0, and changed the
(1, n)th entry of the matrix A0 into an,1 = −1/yn,1. As we expected in view of Lemma 2.1, we always
had yn,1 det A0 = 0 in our tests. Had we had yn,1 = 0, we could have regenerated the matrix A0,
whereas had this matrix been singular, we would have output it and stopped the computations.
The resulting matrix A = (ai,j)ni,j=1 had nullity 1. Indeed it was a rank-one modification of a
nonsingular matrix A0, whereas Ay = 0 for y = A−10 e1 because A0y = e1, A = A0 − 1yn,1 e1eTn , and
eTny = yn,1.
(b) Augmentation of singular Toeplitz matrices and the computation of their null vectors
We embedded our n× n singular Toeplitz matrix A = (ai,j)ni,j=1 into an (n+ 1)× (n+ 1) Toeplitz
matrix K = (ai,j)ni,j=0 =
⎛
⎝w vT
u A0
⎞
⎠ for w = a0,0, u = (ai,0)ni=1, and v = (a0,j)nj=1. We defined the
entries ai,0 and a0,j for i, j = 0, 1, . . . , n−1 by applying the equations ai,j = ai+1,j+1 and sampled the
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Table 15.1
CPU time for computing a null vector of a Toeplitz matrix (in cycles).
Dimension n.-w.a. QR SVD QR/n.-w.a. SVD/n.-w.a
256 3.8 18.4 317.8 4.8 83.6
512 8.0 148.0 5242.1 18.5 655.3
1024 16.1 1534.2 87371.2 97.0 5522.6
2048 33.6 11750.3 − 357.7 −
4096 79.5 − − − −
8192 169.5 − − − −
two entries an,0 and a0,n at random in the range [−1, 1). For such amatrix K we applied Theorem 11.2
for r = 1, to compute a null vector of thematrix A given by the vector (0, In)K−1
⎛
⎝0
u
⎞
⎠. This amounted
to solving a nonsingular Toeplitz linear systems of equations with the matrix K . For that task we
applied the code in [36], based on the algorithms in [17,37,38]. For comparison we also obtained the
null vectors of the same matrices A based on computing their QR factorizations and SVDs. We have
a little decreased the CPU time by using QR rather than QRP factorization. The latter one, that is QR
factorizationwith pivoting (performed by LAPACK procedures DGEQPF and DGEQP3) is recommended
for dealing with ill conditioned inputs [13, Section 5.5], but we avoided them in our tests.
Remark 15.1. Instead of augmentation in these tests one could have replaced the values in the corner
entries a0,n and an,0 by properly scaled random values.
(c) Output data in the tests with Toeplitz matrices
We use the abbreviations “n.-w.a.”, “QR”, and “SVD” as our pointers to the northwestern aug-
mentation (based on Algorithm 11.1), QR factorization, and SVD, respectively. Table 15.1 covers our
computation of the null vectors for Toeplitz matrices. It shows the CPU time of this computation for
each of the threemethods as well as the ratios of these data for the QR-based and SVD-based solutions
versus northwestern augmentation. The ratios are displayed in the last two columns of the table. The
CPU time is measured in terms of the CPU cycles. One can convert them into seconds by dividing them
by a constant CLOCKS_PER_SEC, which is 1000 on our platform.
In all our tests the computed approximate null vectors y had relative residual norms
||Ay||
||A|| ||y|| of
order 10−17.
All data are average over 100 tests for each input size 2k from 256 to 8192. The table entries are
marked by a hyphen “-” where the tests required too long runtime and have not been completed.
15.2. Generation of general nonsingular matrices and preconditioning
We first fixed pairs of n and k for n = 64, 128 and k = 7. Then for every pair (n, k) we generated
100 instances of matrices A, U, V0, and V1 and vectors b. We generated the matrices A as the error-free
products STH where S and T were n × n random orthonormal matrices (generated with double
precision) and  = diag(σj)nj=1, σn−j = 10j−17 for j = 1, . . . , k, whereas σn−j = 1/(n − j) for
j = k + 1, . . . , n − 1 (cf. [14, Section 28.3]), and so ||A|| = 1, κ(A) = ||A−1|| = 10−16.
U was random n × kmatrix with ||U|| = ||A|| = 1.
V = (V0 | V1) was k × (n + k) matrix for V0 = Ik and V1 = UT .
For every choice of these matrices we computed the ratio
κ(A)
κ(M)
forM =
⎛
⎝V0 V1
U A
⎞
⎠.
Table 15.2 displays the average (mean), minimum, maximum, and standard deviation for the m
ratios for n = 64 and n = 128.
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Table 15.2
Ratios
κ(A)
κ(M)
.
Matrix size Min Max Mean STD
64 × 64 3.29 × 109 1.65 × 1013 2.49 × 1012 2.60 × 1012
128 × 128 8.27 × 108 2.56 × 1012 5.51 × 1011 6.44 × 1011
Table 15.3
Relative residual norms in the solution tests withm × n inputs form = 64.
Algorithm/class Min Max Mean STD
3.1/(a) g = 1 2.38 × 10−16 1.19 × 10−13 2.96 × 10−15 1.22 × 10−14
3.1/(a) g = 4 2.06 × 10−16 5.94 × 10−16 3.59 × 10−16 8.16 × 10−17
3.1/(a) g = 16 1.40 × 10−16 2.24 × 10−16 1.74 × 10−16 1.40 × 10−17
4.1/(a) g = 1 6.02 × 10−16 5.20 × 10−13 2.55 × 10−14 7.20 × 10−14
4.1/(a) g = 4 4.14 × 10−16 5.35 × 10−15 1.41 × 10−15 7.99 × 10−16
4.1/(a) g = 16 1.49 × 10−16 7.81 × 10−16 3.42 × 10−16 1.14 × 10−16
6.1/(a) g = 1 5.94 × 10−17 1.75 × 10−16 1.06 × 10−16 2.06 × 10−17
6.1/(a) g = 4 7.55 × 10−17 1.49 × 10−16 1.05 × 10−16 1.44 × 10−17
6.1/(a) g = 16 9.65 × 10−17 1.41 × 10−16 1.15 × 10−16 1.12 × 10−17
6.1/(b) g = 1 6.38 × 10−17 1.29 × 10−16 9.23 × 10−17 1.50 × 10−17
6.1/(b) g = 4 5.44 × 10−17 1.30 × 10−16 7.88 × 10−17 1.27 × 10−17
6.1(b) g = 16 5.28 × 10−17 9.97 × 10−17 7.11 × 10−17 9.71 × 10−18
6.1/(c) g = 1 6.17 × 10−17 2.04 × 10−16 9.85 × 10−17 2.28 × 10−17
6.1/(c) g = 4 5.43 × 10−17 1.31 × 10−16 8.17 × 10−17 1.28 × 10−17
6.1(c) g = 16 5.59 × 10−17 1.56 × 10−16 7.69 × 10−17 1.46 × 10−17
15.3. Generation of rectangular matrices and computation of their nmbs
At first we fixed pairsm and nwherem = 64, 128, n = m + g, and g = 1, 4, 16; for each pair we
generated100pairs of randomm×nmatricesM andHwithentries in the range [−1, 1) and g×(m−g)
matrices F with entries−1 and 1 chosen at random. Thenwe defined thematrix G =
⎛
⎝Im−g Om−g,g
F Og,g
⎞
⎠
and applied Algorithms 3.1, 4.1, and 6.1 to compute B = nmb(A) for the following three classes of
matrices A:
(a) A = M,
(b) A = GM (having rankm − g), and
(c) A = GM + 10−10H (having rankm and numerical rankm − g).
In the cases (a) and (c) we had rank(M) = m, V was (n−m)×n randommatrix, and Algorithm 6.1
inverted a nonsingular n× nmatrix C such that C(I) = C−1. In the case (b) we had rank(M) = m− g,
V was (n − m + g) × n random matrix, Algorithm 6.1 dealt with an (n + g) × n matrix C =
⎛
⎝Cn
Cg
⎞
⎠
where Cn was a nonsingular n × nmatrix, and we set C(I) = (C−1n | On,g).
We applied Algorithms 3.1 and 4.1 to the matrices of class (a); we applied Algorithm 6.1 to the
matrices of all three classes (a), (b) and (c). Tables 15.3 and 15.4 represent the relative residual norms
r = ||AB||||A|| ||A|| in our tests.
16. Conclusions
The computation of a basis for the null space of a rectangularm×nmatrix A having row rankm can
rely on computing rank revealing LU or QR factorization (with pivoting) or SVD. The computations are
numerically stable, but destroy matrix sparseness and structure and are expensive even for general
matrices. To fix these mishaps we proposed alternative algorithms employing randomization.
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Table 15.4
Relative residual norms in the solution tests withm × n inputs form = 128.
Algorithm/class Min Max Mean STD
3.1/(a) g = 1 2.88 × 10−16 7.25 × 10−14 3.65 × 10−15 8.76 × 10−15
3.1/(a) g = 4 3.13 × 10−16 8.21 × 10−16 4.45 × 10−16 9.02 × 10−17
3.1/(a) g = 16 1.94 × 10−16 2.61 × 10−16 2.21 × 10−16 1.30 × 10−17
4.1/(a) g = 1 1.84 × 10−15 1.79 × 10−12 1.18 × 10−13 2.80 × 10−13
4.1/(a) g = 4 9.84 × 10−16 2.37 × 10−14 4.14 × 10−15 2.79 × 10−15
4.1/(a) g = 16 4.98 × 10−16 1.40 × 10−15 9.25 × 10−16 2.22 × 10−16
6.1/(a) g = 1 1.06 × 10−16 2.28 × 10−16 1.48 × 10−16 2.28 × 10−17
6.1/(a) g = 4 1.05 × 10−16 2.04 × 10−16 1.51 × 10−16 1.86 × 10−17
6.1/(a) g = 16 1.26 × 10−16 1.95 × 10−16 1.57 × 10−16 1.33 × 10−17
6.1/(b) g = 1 8.77 × 10−17 1.88 × 10−16 1.34 × 10−16 1.97 × 10−17
6.1/(b) g = 4 7.78 × 10−17 1.92 × 10−16 1.12 × 10−16 1.80 × 10−17
6.1(b) g = 16 6.48 × 10−17 1.78 × 10−16 9.34 × 10−17 1.61 × 10−17
6.1/(c) g = 1 9.31 × 10−17 2.45 × 10−16 1.34 × 10−16 2.72 × 10−17
6.1/(c) g = 4 8.48 × 10−17 1.48 × 10−16 1.10 × 10−16 1.45 × 10−17
6.1(c) g = 16 7.00 × 10−17 1.95 × 10−16 9.92 × 10−17 1.85 × 10−17
We first described a simple nmb algorithm based on nonorthogonal projection. It squared the
condition number κ(A), but we avoided this deficiency in our second nmb algorithm based on post-
multiplication of the input matrix A by random matrices. The algorithm is expected to produce a
desired nmb and to be numerically safe in the case of a well conditioned matrix A.
Both projection and multiplication by random matrices still destroy the structure and sparseness
of an input matrix, and we described and analyzed some alternative techniques that countered the
problem provided the input matrix has a small nullity or a small numerical nullity. The resulting nmb
algorithms worked for a rank deficient and ill conditioned matrix A of any size by employing binary
search, randomization, augmentation or block row modification, and aggregation. We obtained a de-
sired basis for the null space by performing all or most of the computations with well conditioned
matrices of full rank. Then we extended our algorithms to preconditioning a nonsingular but ill con-
ditioned linear system of equations Ay = b.
With our augmentation, blockmodification and aggregationwepreserved sparseness and structure
of an input matrix, avoided the drawbacks of pivoting and orthogonalization, and according to our
formal study and experiments, significantly accelerated the customary algorithms without losing the
output accuracy.
Some parts of our analysis, in particular our estimates for the condition numbers of randomly aug-
mentedmatrices, extension of our nmb algorithms to solving nonsingular linear systems of equations,
and the link between augmentation and aggregation can be of independent technical interest.
There are interesting challenges for further research, such as the choice of proper combination of
northern andwestern augmentations, blockmodification, and other techniques of this paper and [27].
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