Let F be a field of characteristic p and let A and B be two Jordan blocks with nonzero eigenvalues. The reduction formulas of C.W. Norman enable us to compute the elementary divisors of A ⊗ B. We investigate connections between the elementary divisors of A ⊗ B and binomial matrices. In particular, we show that Norman's reduction formulas can be used to compute the p-rank of certain binomial matrices.
Introduction
The study of the canonical (normal) forms of tensor products of matrices has a long history. Since the tensor product ⊗ is distributive with respect to the direct block sum ⊕ of matrices, it suffices to determine the Jordan canonical form of the tensor product of two Jordan blocks. Let F be a field and J λ (m) a Jordan block of size m × m with eigenvalue λ ∈ F. When char F = 0, the elementary divisors of J λ (m) ⊗ J µ (n) were determined by Aitken [1] and Roth [15] in the 1930s. If char F = p but λµ = 0, the results of Aitken and Roth still hold. For more accessible and alternative proofs of Aitken and Roth's results, see Marcus and Robinson [9] and Brualdi [2] . Aitken's result on the normal form of the tensor product was an important part of his investigation on the normal form of compound and induced matrices [1] . His work was later extended by Littlewood [6] to general invariant matrices. For this matter, also see Littlewood [7] and Hunter [5] .
When char F = p and λµ / = 0, the elementary divisors of J λ (m) ⊗ J µ (n) are more difficult to determine. No explicit formula is known in this case. In fact, finding the elementary divisors of J λ (m) ⊗ J µ (n) in this case is equivalent to finding the decomposition of the tensor product of two indecomposable F p [G]-modules into indecomposable modules for a finite cyclic p-group G [4] . There have been three approaches to this problem. The first approach, represented by Srinivasan [16] , Ralley [13] and McFall [10] , followed Green's paper [4] . The results are formulas expressing the multiplicity of the elementary divisors of J λ (m) ⊗ J µ (n) in terms of the p-ranks of certain binomial matrices (matrices whose entries are binomial coefficients). The work in this direction culminated in [10] which showed that in order to determine the multiplicity of an elementary divisor of J λ (m) ⊗ J µ (n), one only has to know the p-ranks of at most three binomial matrices. However, the prank of a binomial matrix is difficult to compute. A second approach, by McFall [11] , was also based on [4] but avoided the p-ranks of binomial matrices. A third and more recent approach by Norman [12] , based on Trampus [17, 18] on the characteristic 0 case, provided a recursive construction for a Jordan basis of J λ (m) ⊗ J µ (n). Consequently, effective reduction formulas were obtained for computing the elementary divisors of J λ (m) ⊗ J µ (n).
The purpose of this paper is to make certain connections between the first and third of the above approaches.
By a binomial matrix, we mean a matrix of the form 
determine each other. McFall [10] showed that rank(J λ (m) ⊗ J µ (n) − λµI ) k is a sum of ranks of certain binomial matrices of the form
where a, b, s, t are nonnegative integers. When char F = 0, we have
(Cf. (3.10) and (4.1).) However, when char F = p, the rank, i.e., the p-rank, of (1.1), was not known. We use rank p to denote a p-rank. We will see that Norman's reduction formulas for the elementary divisors of J λ (m) ⊗ J µ (n) and the results of [10] lead to a formula for
For notational convenience, we allow b, s, t to be negative in (1.1). However, if s < 0 or t < 0, the matrix is empty hence has rank 0.
The paper is organized as follows: Section 2 is a brief review of the reduction formulas for the elementary divisors of J λ (m) ⊗ J µ (n) from [12] . These formulas are expressed in terms of a permutation π(m, n) of {1, 2, . . . , min{m, n}}. We give a characterization of π(m, n) in terms of binomial matrices. In Section 3, we derive a formula for the p-rank (1.2) using the results of [10, 12] . In Section 4, we give a formula for the p-adic order of det a, a + s b, b + s .
Norman's reduction formulas
The field F is of arbitrary characteristic unless specified otherwise. Let I (m) be the m × m identity matrix and
Let M(m, n) be the set of all m × n matrices over F and define an F-linear map Let E(i, j ) ∈ M(m, n) be the matrix with the (i, j ) entry 1 and 0 elsewhere. Put
where S 0 , . . . , S r 0 −1 (r 0 = min{m, n}) are injective, S m+n−1 , . . . , S m+n−r 0 are surjective, and all other S r are bijective. 
Lemma 2.1. Let
The permutation π is unique and
Proof. It suffices to show that π −1 as defined in (2.3) is a permutation of {1, . . . , m}. Assume to the contrary that there are 1
which is a contradiction to the minimality of i.
Applying Lemma 2.1 to diagram (2.2), we see that there are a unique permutation π(m, n) of {1, . . . , r 0 } and X r ∈ M r (1 r r 0 ) such that
where In [12] , Norman gave a recursive construction for the elements X r (1 r r 0 ) and certain reduction formulas for computing π(m, n). For the purpose of this paper, we only quote the reduction formulas for π(m, n).
Following the notation of [12] , ι(m) is the identity permutation of {1, . . . , m}; τ (m) is the permutation of {1, . . . , m} which maps i to m + 1 − i. If π 1 and π 2 are permutations of {1, . . . , r 1 , } and {1, . . . , r 2 } respectively, π 1 ⊕ π 2 is the permutation {1, . . . , r 1 + r 2 } defined by
and π 1 ⊗ π 2 is the permutation of {1, . . . , r 1 r 2 } defined by
Theorem 2.2 [12] . Assume that char F = p and let q > 1 be a power of p.
(ii) If 1 m < q and 1 n < q but m + n > q, then
where
Note. In [12] , the condition in (i) was stated as m + n p (Theorem 3 of [12] ). However, the formula in (i) also holds for m + n = p + 1 as can be seen from (ii) or from Corollary 1 of [16] . 
Proof. The idea is to apply Eq. (2.3) to (2.2). Instead of the linear map S in (2.1), we will consider a linear map
The matrices of S and S are similar. However, S leads to simpler notation in the proof. We also have a diagram 
and
From (2.7), we see that ker S m+n−r = K , where
For the rest of the proof, we assume 1 r m. When we consider the restriction of S on M(r, n) = {E(i, j ): m − r + 1 i m, 1 j n} , (2.8) and (2.9) show that
On the other hand, elements in ker(S m+n−r−1 · · · S n+1 S n ) are of the form
where x 1 , . . . , x m−r ∈ F are arbitrary. Put
Using (2.10) and (2.11), we see that the elements in In general, for integers k 0 and 0 l m, 
Hence (2.13) becomes
So, the proof of the proposition is complete. 
p-Ranks of binomial matrices

Let S : M(m, n) → M(m, n) be the linear map defined in (2.1). The matrix of S with respect to the basis {E(i, j ):
Theorem 3.1 [10] . For k 0, we have
Note. In Theorem 3.1, our notation is slightly different from that of [10] . The matrices in the right-hand side of (3.3) are maximal submatrices of the following (m + n − k − 1) × (m + n − k − 1) matrix with lower left entry on the main diagonal:
Lemma 3.2. Let k, c, s, t be integers with k, s, t 0. Then
Proof. Using the formula
The remaining equations in (3.4) follow from (3. 
5) and the obvious facts that rank M(k, c, s, t) = rank M(k, c − s + t, t, s) and rank M(k, c, s, t) = rank M(k, k − c, t, s).
It follows from (3.7)-(3.9) that 
We also have the following obvious but useful formulas: 
Proof. By (3.12) and (3.13), we have
When char F = p, Norman's reduction formulas provide an effective algorithm to compute the sequence l d+1,b−c+1 (r). Consequently, rank p a, b c, d can be computed effectively using Theorem 3.4.
Example 3.5. We try to compute rank 3 100, 300 50, 250 . We need the sequence l 251,251 (r) (1 r 251). By Theorem 2.2, we have Proof. First we define In particular, 310, 470 280, 440 is nonsingular over Z/5Z.
