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Resumen
Se presenta una estrategia basada en control
predictivo para resolver la planificación de la
producción en plantas termosolares con almace-
namiento térmico participando en el mercado di-
ario de electricidad. Mediante esta estrategia,
la producción de electricidad es actualizada reg-
ularmente haciendo uso del estado actual de la
planta y de las más recientes predicciones para
el precio de la enerǵıa y el recurso solar. La
estrategia propuesta se aplica, en un contexto
de simulación, a una planta basada en colec-
tores cilindro-parabólicos de 50 MW con almace-
namiento térmico bajo las hipótesis de predicción
perfecta de precios y participación en el mercado
diario español. Se ha analizado un caso de estu-
dio basado en un periodo de cuatro meses con el
propósito de abarcar una gran variedad de condi-
ciones meteorológicas. Se han empleado valores
reales para los precios de la enerǵıa, los costes de
penalización, el recurso solar y su predicción. Los
resultados muestran una mejora económica signi-
ficativa frente a la tradicional estrategia a un d́ıa
vista.
Palabras clave: Operación óptima de sistemas
de potencia. Auto-programación de la pro-
ducción. Integración en el mercado de la enerǵıa.
Control predictivo basado en modelo. Modelado
y simulación de sistemas de potencia.
1 INTRODUCCIÓN
La enerǵıa solar térmica de concentración (CSP,
concentrating solar power) es una prometedora
tecnoloǵıa que ha despertado mucho interés en
páıses como España y Estados Unidos, donde su
desarrollo ha sido promovido gracias a poĺıticas
de subsidios. El interés en la tecnoloǵıa CSP se
basa en su carácter semi-gestionable cuando dispo-
nen de almacenamiento térmico (TES, thermal en-
ergy storage) y/o sistemas de respaldo basados en
combustibles fósiles. Esta caracteŕıstica facilita
su participación en el mercado eléctrico gracias a,
entre otros factores, su capacidad para trasladar
la producción hacia las horas con precios más al-
tos. Es posible, por tanto, plantear el problema de
la planificación óptima de la producción (también
llamada auto-programación óptima). En un mer-
cado desregularizado, los propietarios de las plan-
tas de potencia tienen por objetivo maximizar sus
beneficios a partir de las ventas de enerǵıa. Por
otra parte, deben ofrecer al mercado su programa
diario de producción con antelación. En conse-
cuencia, se necesitan predicciones de precios de la
enerǵıa y meteorológicas (en caso de productores
de enerǵıa renovable) para resolver el problema de
optimización.
Uno de los primeros trabajos sobre operación
óptima en plantas CSP es [11]. Se utilizaron dos
modelos, la herramienta SAM [2] y un modelo de
optimización basado en programación lineal en-
tera mixta (MILP, mixed integer linear program-
ming). Otros ejemplos con planteamientos MILP
pueden encontrarse en [12] and [6].
Como consecuencia de errores en la predicción de
irradiancia directa normal (DNI, direct normal ir-
radiance), los propietarios de plantas CSP cor-
ren el riesgo de sufrir penalizaciones económicas
por desv́ıos respecto al programa comprometido
con el mercado. Con objeto de reducir el men-
cionado riesgo, los autores de este trabajo pro-
pusieron en [13] una estrategia de control predic-
tivo (MPC, model-based predictive control) basada
en programación entera mixta (MIP). Esta es-
trategia fue usada para la reprogramación de la
producción y para el desarrollo del programa para
el d́ıa siguiente. El control MPC es una estrate-
gia ampliamente extendida en la industria y en el
mundo académico dada su habilidad para tratar
con modelos dinámicos y restricciones complejas
(ver [10, 4]).
Este trabajo se inspira en la siguiente cuestión:
¿cuál es el impacto económico producido al usar la
estrategia MPC en la auto-programación de plan-
tas CSP? En este sentido, se ha desarrollado y
probado una versión económica de la estrategia
a partir del enfoque MPC general presentado en
[13]. Esta versión se basa en definir una función de
coste donde la información sobre precios y costes
de penalización se ha añadido con objeto de es-
tablecer un seguimiento económicamente óptimo
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del programa comprometido. De esta forma, la es-
trategia MPC busca compensar, al menos parcial-
mente, la penalización por desv́ıos mediante el in-
cremento de los ingresos. La estrategia propuesta
se aplica, en un contexto de simulación, a una
planta basada en colectores cilindro-parabólicos
de 50 MW con almacenamiento térmico bajo las
hipótesis de predicción perfecta de precios y par-
ticipación en el mercado diario español.
En la Sección 2 se describe de forma genérica la
estrategia MPC propuesta. En la Sección 3 se
describen el caso de estudio y sus resultados. Las
conclusiones se recogen en la Sección 4.
2 DESCRIPCIÓN GENERAL DE
LA ESTRATEGIA MPC
DESARROLLADA
Se asume la participación en el mercado diario
de electricidad y la imposibilidad del productor
de influir en los precios (dado su pequeño volu-
men de producción). El objetivo de la estrate-
gia MPC es doble: 1) el seguimiento periódico
y conveniente desde el punto de vista económico
del programa comprometido con el mercado y 2)
el desarrollo del programa óptimo de producción
para el d́ıa siguiente en el momento previsto para
ello. Este doble objetivo requiere que la ventana
deslizante del MPC esté compuesta de dos inter-
valos de tiempo (ver Fig. 1): el intervalo para
el seguimiento del programa comprometido (IS) y
el intervalo para la generación del nuevo programa
(INP). La reprogramación llevada a cabo por la es-
trategia MPC tiene por objeto el seguimiento du-
rante el intervalo IS del programa comprometido.
Al mismo tiempo debe tenerse en cuenta la max-
imización de los ingresos futuros dentro del inter-
valo INP. En el instante previsto para ello, el per-
fil de producción obtenido para el intervalo INP
es entregado al mercado como plan de producción
para el próximo d́ıa. A continuación se definen al-
gunas variables y parámetros relacionados con la
ventana deslizante:
• t(i) = i∆tw donde i = 0, 1, ... son los instantes
de tiempo en los que el control MPC gen-
era salidas. El instante inicial de la ventana
deslizante cuando esta está en la posición i es
referido como t(i). El caso i = 0 se refiere al
instante 0.0h del d́ıa actual D. ∆tw es el paso
de actualización del control MPC.
• tschedule del es la hora ĺımite durante el d́ıa D
a la que hay que entregar el programa de pro-
ducción para el d́ıa D+1. Esta hora depende
del mercado de cada páıs.
• tschedule end es el instante final del plan de
Figura 1: Ventana deslizante de la estrategia MPC
Figura 2: Diagrama de bloques de la estrategia
MPC
producción comprometido. Si el instante
actual no supera tschedule del, tschedule end
es 24.0h del d́ıa D. En caso contrario,
tschedule end es 24.0h del d́ıa D+1 porque el
nuevo plan ya ha sido entregado.
• ∆w es la longitud de la ventana deslizante.
Los extremos de los intervalos IS e INP pueden
observarse en la Fig. 1, en coherencia con las an-
teriores definiciones. Obsérvese que la longitud de
la ventana deslizante es constante, no aśı la de
ambos intervalos.
Cuando t(i) = tschedule del, el programa de pro-
ducción resuelto por el control MPC para el in-
tervalo INP hasta las 12.0h del d́ıa D+1 puede
entregarse como plan de producción para ese d́ıa.
La Fig. 2 muestra el diagrama de bloques del
control MPC. En cada posición i de la ventana
deslizante, el control MPC recibe la siguiente in-
formación:
1. El valor actual del estado continuo de la
planta (xc(t(i))), por ejemplo el nivel de en-
erǵıa del almacenamiento y el estado térmico
del campo solar (solar field, SF).
2. El valor actual del estado discreto de la planta
(xd(t(i))), por ejemplo las fases de operación
en SF, TES o turbina.
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3. Predicciones del precio de la enerǵıa real-
izadas el instante t(i) (p(j/i), para j =
1, ..., N), donde j indica cada paso en el mod-
elo MPC, N = ∆w/∆to es el número de pasos
en la ventana deslizante y ∆to es el paso del
modelo MPC expresado en horas.
4. Predicciones realizadas el instante t(i) para el
valor medio de la máxima potencia térmica
disponible en SF (PSFmax(j/i), para j =
1, ..., N). El término ’máximo’ se añade para
indicar que un desenfoque parcial de los colec-
tores del SF puede conllevar un decremento
de la potencia disponible. Un modelo de la
planta, predicciones para DNI y otras vari-
ables meteorológicas, y las condiciones ini-
ciales xc(t(i)) y xd(t(i)) son elementos usados
para generar estas predicciones.
5. Plan de producción comprometido aún por
ejecutar (Peref (j/i), para j = 1, ..., NTI), ex-
presado en valores medios brutos de poten-
cia eléctrica, donde NTI = (tschedule end −
t(i))/∆to es el número de pasos en el inter-
valo IS.
Como resultado de la optimización en la posición
i, se generan las siguientes salidas:
1. Variables de decisión (u(j/i), para j =
1, ..., N). Sólo las variables de decisión u(1/i)
se aplican en la planta como es habitual en el
control MPC.
2. Valores medios brutos de la potencia eléctrica
generada por la turbina calculada en el in-
stante t(i) (Pe(j/i), para j = 1, ..., N).
Cuando t(i) = tschedule del, el nuevo plan de
producción se construye con los valores den-
tro del intervalo INP hasta las 24.0h del d́ıa
D+1 (Peref (j/i) = Pe(j/i), para j = NTI +
1, ..., N ′TI , donde N
′
TI = NTI + 24/∆to es el
nuevo número de pasos del intervalo INP).
La función objetivo a minimizar se expresa medi-
ante la ecuación (1)









− s(E(N + 1/i))
(1)
donde φ(j/i) es una estimación del coste de pe-
nalización por kWh de desviación durante la hora
j, Penet(j/i) es la potencia eléctrica neta gener-
ada por la turbina, Perefnet(j/i) es la potencia
eléctrica neta comprometida, fcost(.) representan
los costes de generación y s(E(N + 1/i)) es un el-
emento de valor terminal aplicado al nivel final de
enerǵıa en TES. Nótese que la función −J(i) rep-
resenta la suma total de beneficios a lo largo de
la ventana deslizante. En este trabajo se asume
que la producción de electricidad no supera el
valor comprometido. En consecuencia, el término
φ(j/i) sólo hace referencia a desv́ıos negativos.
3 CASO DE ESTUDIO
En esta sección, la estregia MPC propuesta en
este trabajo se aplica, en un contexto de simu-
lación, a una planta basada en colectores cilindro-
parabólicos de 50 MW con almacenamiento
térmico. Además, dicha estrategia se compara con
una estrategia de planificación a d́ıa vista (day-
ahead scheduling, DAS). La estrategia MPC usa
el modelo MIP-MPC (ver Subsección 3.1), replan-
ificación horaria, predicción solar a corto plazo ac-
tualizada cada hora y realimentación horaria del
estado de la planta. La estrategia DAS se carac-
teriza por lo siguiente:
1. El plan para el d́ıa D+1 se genera el instante
tschedule del del d́ıa D. En este instante, las
condiciones iniciales para el d́ıa D+1 se esti-
man empleando el estado actual de la planta,
la predicción a un d́ıa vista y el plan de pro-
ducción comprometido aún po ejecutar.
2. El plan de producción es ejecutado sin
ninguna replanificación. Es decir, la pro-
ducción cada hora es el valor máximo posible
que no supere el valor comprometido.
El modelo de optimización empleado por la es-
trategia DAS es referido en este trabajo como
modelo MIP-DAS (ver Subsección 3.1). La tabla
1 resume toda la información sobre las estrategias
de planificación estudiadas y sus modelos de opti-
mización.
La planta CSP analizada en este caso de estudio
se basa en el modelo presentado en [5], y también
usado en [13], que describe la planta Andasol 2 en
Granada, España. Algunas caracteŕısticas de este
modelo (adaptadas a este caso de estudio) pueden
consultarse en la tabla 2.
A continuación se describen las principales car-
acteŕısticas del escenario de simulación desarrol-
lado para este caso de estudio. Se ha considerado
un periodo de tiempo suficientemente largo (desde
01/02/2013 hasta 31/05/2013) con el propósito
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Tabla 1: Descripción de las estrategias de plani-
fición analizadas
Estrat. Modelo Replanif. Predic. Realim.
a corto del estado
plazo de la planta
MPC MIP-MPC Horaria Horaria Horaria
DAS MIP-DAS No No Diaria
Tabla 2: Caracteŕısticas de la planta CSP
Capacidad bruta de turbina 52.5 MW-e
Capacidad de SF 250 MW-t
Capacidad térmica en modo sólo solar 140 MW-t
Capacidad térmica en modo sólo TES 119 MW-t
Múltiple solar 1.8
Capacidad de TES (modo sólo TES) 8 hours
Eficiencia de turbina (plena carga) 38%
Sin generación eléctrica con calderas
de testear una gran variedad de condiciones me-
teorológicas. Se asume la participación en el
mercado diario de electricidad, la imposibilidad
del productor de influir en los precios (dado su
pequeño volumen de producción) y predicción per-
fecta para los precios de la enerǵıa (obtenidos de
la web del operador del mercado ibérico OMIE
[1]). No se considera ninguna prima para la pro-
ducción renovable. Los costes de penalización por
MWh desviado respecto al plan comprometido son
obtenidos del operador el sistema (Red Eléctrica
de España). Por otra parte, los costes de gen-
eración se han supuesto despreciables por simpli-
cidad. Las resoluciones del plan de producción y
del modelo MIP-MPC son horarias. La frecuencia
de replanificación es también horaria. Por tanto,
∆to = ∆tw = 1.0 h (ver Fig. 1). El parámetro
tschedule del se considera igual a 10.0 h (mercado
español en 2013). El parámetro ∆w se fija a 48h.
En consecuencia, la duración del intervalo INP
a las 10.0h es 34 h, es decir, un esquema inter-
medio entre las planificaciones a un d́ıa vista y
a dos d́ıas vista [14]. Para generar las predic-
ciones PSFmax(j/i) (ver Fig.2), se usa el mod-
elo detallado en [13]. El DNI y la temperatura
ambiente son las únicas variables meteorológicas
consideradas y la predicción de temperatura am-
biente se supone perfecta y se crea mediante datos
TMY2 [3]. La planta CSP se representa medi-
ante un modelo de resolución horaria para evi-
tar un alto tiempo de simulación, al igual que
en [7, 8]. Particularmente, se emplea un mod-
elo MIP derivado del propio modelo MIP-MPC.
Por lo tanto, las diferencias de producción sólo
se deben a errores de predicción del DNI. Este
modelo se denomina en este trabajo modelo MIP-
plant. Se dispone de un conjunto de predicciones
a un d́ıa vista de radiación solar obtenidas por
el modelo Integrated Forecast System (IFS) del
Centro Europeo de Predicciones Meteorológicas a
Mediano Plazo (ECMWF). Además, también está
disponible un conjunto de medidas de radiación
solar. Ambos conjuntos se convierten a potencia
térmica máxima disponible en SF mediante simu-
lación con el modelo detallado de la planta CSP.
En este estudio también se tienen en cuenta las
predicciones a corto plazo de DNI. Se pueden con-
sultar varios métodos en [9]. En ausencia de datos
de predicción a corto plazo, se ha desarrollado un
predictor sintético, que trabaja directamente con
la variable PSFmax(j/i) para evitar la conversión
de valores DNI. La ecuación (2) describe el pre-
dictor sintético a corto plazo utilizado.
PSFmax STF (k/i) = PSFmax actual(k/i)+
+r(k)(PSFmax DA(k/i) − PSFmax actual(k/i))
(2)
para k=1 to NSTF +1; donde NSTF es el horizonte
(horas) de la predicción a corto plazo; r(k) es una
función lineal con el ı́ndice k, r(1) = 0; r(NSTF +
1) = 1; PSFmax STF (k/i), PSFmax actual(k/i)
y PSFmax DA(k/i) son las máximas potencias
térmicas disponibles en SF predichas a corto
plazo, real y predichas a un d́ıa vista, respectiva-
mente. Obsérvese que el porcentaje de error en la
predicción a un d́ıa vista añadido al valor real para
generar la predicción a corto plazo de la primera
hora es 0. Este porcentaje crece linealmente con el
tiempo hasta llegar a 100% cuando k = NSTF +1,
es decir, fuera del horizonte de predicción a corto
plazo. Valores t́ıpicos para NSTF son 5 o 6 horas
[9, 8].
Los modelos MIP se describen en la Subsección
3.1. La Subsección 3.2 presenta las propiedades
de los siguientes datos de entrada: recurso solar,
su predicción a un d́ıa vista y coste de penalización
por kWh de desviación, Finalmente, los resultados
y las conclusiones se exponen en la Subsection 3.3.
3.1 MODELOS MIP
En esta subsección se describen los tres mode-
los MIP, todos de resolución horaria. Los mod-
elos MIP-DAS y MIP-plant se derivan del mod-
elo MIP-MPC. La formulación de los tres modelos
MIP para este caso de estudio no conllevó el em-
pleo de elementos no lineales, excepto las variables
binarias. Por lo tanto, son modelos MILP.
Es importante hacer una aclaración en este mo-
mento: se supone que el operador y los sistemas
de control de la planta toman decisiones basadas
en dos objetivos con diferente prioridad [13]. El
objetivo de alta prioridad es minimizar el error de
producción. Una vez que se cumpla este objetivo,
la prioridad es minimizar la potencia térmica de-
senfocada en SF. Por lo tanto, la planta en estudio
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tiene una única variable de decisión independiente
en relación con el reparto de potencia, por ejem-
plo, la consigna para la generación de electricidad.
Por tanto, la acción del MPC u(1/i) = Pe SP (1/i).
Se usa la ecuación Pe SP (1/i) = Pe(1/i) para
obtener la consigna, donde Pe(1/i) es un valor gen-
erado por el control MPC.
3.1.1 Modelo MIP-MPC.
El conjunto de ecuaciones y desigualdades que
compone el modelo MIP-MPC, junto con los val-
ores de los parámetros presentes, se puede consul-
tar en [13]. La función objetivo a minimizar se
muestra en la expresión (3), que es un caso es-










−KE(N + 1/i) (3)
En esta función objetivo, no se tienen en cuenta los
costes de generación y KE(N+1/i) es el elemento
de valor terminal, formado por un valor propor-
cional al nivel final de enerǵıa en TES, con la con-
stante K definida por la ecuación K = ηpvlow,
donde η es un factor de eficiencia para conver-
tir enerǵıa almacenada en enerǵıa eléctrica neta y
Pvlow es un valor muy inferior al precio mı́nimo
de la electricidad durante el periodo simulado. De
esta manera, el elemento de valor terminal hace
que la enerǵıa térmica desenfocada sea tan baja
como sea posible una vez se han maximizado los
beneficios económicos (sin tener en cuenta el ele-
mento de valor terminal). En el mercado español,
la desviación sobre la producción comprometida,
en caso de que requiere la intervención del oper-
ador del sistema, genera costes de penalización.
Estas sanciones están asociadas con los costos in-
curridos para estabilizar el sistema, y no siguen
ninguna función preestablecida. Por lo tanto, es-
tos costes son dif́ıciles de estimar. Un valor prome-
dio de φ(j/i) se supone en la subsección 3.2.
3.1.2 Modelo MIP-DAS.
El modelo MIP-DAS es un modelo de opti-
mización que genera el plan de producción para el
d́ıa D+1 cuando t(i) = tschedule del durante el d́ıa
D cuando la estrategia DAS se está ejecutando. El
modelo MIP-DAS se deriva del modelo MIP-MPC
de la siguiente manera: el intervalo IS se elimina y
el intervalo INP comienza la hora 0 del d́ıa D+1.
Los valores iniciales para el instante previo a la
hora 0 del d́ıa D+1 se estiman en tschedule del del
d́ıa D utilizando el estado actual de la planta, la
predicción a un d́ıa vista y el plan comprometido
aún por cumplir.
3.1.3 Modelo MIP-plant.
Para evitar un tiempo de computación elevado, la
representación de la planta CSP se realiza medi-
ante un modelo MIP de resolución horaria. Se
compone de dos modelos consecutivos de opti-
mización derivados del modelo MIP-MPC. Los dos
objetivos con diferente prioridad que gúıan las de-
cisiones del operador de la planta y los sistemas de
control (ver el comienzo de la sección 3.1) expli-
can este esquema. Este modelo recibe cada hora la
consigna generada a partir de las estrategias MPC
o DAS. A continuación, se obtiene la evolución
de la generación eléctrica y el estado de la planta
en base a esta actualización horaria del punto de
consigna, el valor real del recurso solar y los obje-
tivos mencionados anteriormente.
3.2 DESCRIPCIÓN DE LOS DATOS
DE ENTRADA
En esta subsección se describen las caracteŕısticas
del recurso solar, su predicción a un d́ıa vista y
los costos de penalización por MWh de desviación
para el peŕıodo de tiempo estudiado. La Fig.
3 muestra los valores promedio horarios de
la potencia térmica máxima disponible en SF,
PSFmax actual(j), que se han obtenido usando
datos de radiación solar y el modelo detallado
de la planta CSP. Como puede observarse en la
figura, a medida que avanzan los d́ıas, el perfil
de PSFmax actual(j) aumenta en intensidad y lon-
gitud. Además, aproximadamente los primeros
setenta d́ıas presentan una alta variabilidad me-
teorológica, mientras que la estabilidad aumenta
durante los últimos cincuenta d́ıas.
Una variable que puede influir en el desempeño
de las estrategias de planificación es, evidente-
mente, el error de predicción de la máxima po-
tencia térmica disponible en SF. En general, el
error de predicción aumenta con la variabilidad
meteorológica, es decir, los d́ıas de invierno pre-
sentan errores de predicción más altos que los d́ıas
claros de verano. Con el fin de caracterizar el er-
ror de predicción a un d́ıa vista, la tabla 3 mues-
tra algunas métricas a escala mensual, donde se
han excluido las horas nocturnas. La media de
la máxima potencia térmica disponible en SF se
denomina P̄SFmax actual. El error absoluto medio
relativo y el error de sesgo medio relativo se de-
notan por rMAE y rMBE respectivamente, (vea
[7] para las expresiones de estas métricas). Al-
gunas comentarios pueden realizarse. La media
de la máxima potencia térmica disponible en SF
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Figura 3: Valores medios horarios de la máxima
potencia térmica disponible en SF (kW)
Tabla 3: Métricas de la predicción a un d́ıa vista
para la máxima potencia térmica disponible en SF
Mes P̄SFmax actual (MW) rMAE (%) rMBE (%)
Feb. 82.5 32.1 3.8
Mar. 87.6 52.8 8.4
Abr. 152.4 25.7 -5.3
May. 164.4 17.8 10.6
aumenta cerca del 100% de Febrero a Mayo. El
error relativo es mayor en los meses de invierno.
De hecho, Marzo ha sido particularmente malo en
el peŕıodo estudiado. Finalmente, el error de sesgo
puede variar ampliamente.
La estrategia MPC propuesta emplea un valor
φ(j, i) constante. Concretamente, φ(j, i) = φ̄,
donde φ̄ = 7.69 Euros/MWh es el valor medio de
los costes de penalización durante el primer peri-
odo de seis meses de 2013.
3.3 RESULTADOS Y DISCUSIÓN
En esta subsección se muestran y comentan los re-
sultados de la simulación. Es importante remarcar
que hay muchos factores que afectan los resulta-
dos económicos de las estrategias de planificación,
por ejemplo, las normas regulatorias del mercado
de la electricidad, el clima local de la planta, las
predicciones, el diseño de la planta, las hipótesis
de simplificación aplicadas y los modelos utiliza-
dos [8]. Por tanto, las conclusiones extráıdas de
este caso de estudio podŕıan ser diferentes en otros
escenarios. A continuación, se realizan los sigu-
iente análisis: (1) comparación económica entre
las estrategias MPC y DAS; (2) cálculo mensual
del porcentaje de mejora en los beneficios de la
estrategia MPC respecto a la estrategia de DAS;
y (3) análisis energético de ambas estrategias.
La tabla 4 muestra los resultados económicos to-
tales de las estrategias DAS y MPC, donde puede
Tabla 4: Resultados económicos de las estrategias
DAS y MPC
DAS MPC
Ingresos (Euros) 2148321 2228481
Penalizaciones (Euros) 38969 58949
Beneficios (Euros) 2109352 2169532
Tabla 5: Porcentaje de mejora en los beneficios de
la estrategia MPC respecto a la estrategia DAS
Febrero Marzo Abril Mayo
4.4% 7.3% 3.4% 0.9%
apreciarse la mejora de la estrategia MPC en
relación a los beneficios finales.
La tabla 5 muestra, para cada mes, el por-
centaje de mejora en los beneficios de la estrate-
gia MPC con respecto a la estrategia DAS. Como
puede observarse, la estrategia MPC obtiene mejo-
ras sustanciales cuando la inestabilidad meteo-
rológica está presente. De hecho, el mejor resul-
tado se obtiene en marzo, es decir, el mes con
peor predicción para la máxima potencia térmica
disponible en SF. En este sentido, la estrategia
MPC puede compensar situaciones de baja cali-
dad en la predicción.
La tabla 6 muestra algunos resultados energéticos
de las estrategias DAS y MPC. Se observa que la
generación es ligeramente inferior cuando se eje-
cuta la estrategia MPC. Además, los valores aso-
ciados con la estrategia MPC para la desviación
y la enerǵıa desenfocada son también peores. La
mejora económica de la estrategia MPC queda re-
flejada en el parámetro Precio de venta equiva-
lente. Este parámetro se define como la relación
entre los beneficios totales y la generación total.
Los peores resultados energéticos de la estrategia
MPC se explican por su capacidad para admitir
desviaciones con objeto de poder reservar enerǵıa
para posibles mayores ingresos futuros, como su
mayor nivel medio de enerǵıa en TES confirma.
Esta capacidad se basa en el deslizamiento horario
de la ventana MPC, que va incorporando nueva
información (precisa o no). En cualquier caso,
aunque la desviación total puede ser mayor con
la estrategia MPC, esta estrategia la distribuye
aprovechando las horas más favorables obteniendo
una mejora de 2,33 % en el precio de venta equiv-
alente. La Fig. 4 muestra la distribución de la
generación eléctrica en relación con intervalos de
precios para ambas estrategias. Se puede observar
el desplazamiento de la generación de la estrate-
gia MPC hacia precios altos en comparación con
la estrategia DAS.
Las siguientes conclusiones pueden extraerse de-
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T a bl a 6: R e s ult a d o s e n er g é ti c o s d e l a s e st r at e gi a s
D A S y M P C
V al o r m e di o h o r a ri o D A S  M P C  %
G e n e r a ci ó n ( M W h - e ) 1 2. 4 2  1 2. 3 7 - 0. 4 3 %
D e s vi a ci ó n ( M W h - e ) 1. 4 6  1. 7 6  2 0. 6 8 %
E n e r gı́ a d e s e nf. ( M W h - t )  4. 2 6  4. 3 9  3 %
Ni v el d e e n e r gı́ a e n T E S ( % )  2 3. 2 9  2 8. 0 4  2 0. 3 7 %
P r e c. v e n t a e q ui v. ( E u r o s / M W h - e )  6 4  6 5. 4 9  2. 3 3 %































∆ Pr ofit of M P C ( %)
D A S ( %)
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Fi g ur a 4: Di stri b u ci ó n d e l a g e n e r a ci ó n r e s p e ct o
a i nt e r v al o s d e pr e ci o s p ar a l a s e str at e gi a s D A S y
M P C ( %)
s p u é s d e a n ali z a r l o s r e s ult a d o s:
1. L a e str at e gi a M P C o bti e n e m a y or e s b e n e fi-
ci o s t ot al e s q u e l a e str at e gi a D A S d ur a nt e el
p erı́ o d o d e c u at r o m e s e s.
2. L a m ej or a e n l o s b e n e fi ci o s d e l a e str at e gi a
M P C e n r el a ci ó n c o n l a e st r at e gi a D A S e s
m a y or e n p erı́ o d o s c o n b aj a c ali d a d e n l a
pr e di c ci ó n d el r e c u r s o s ol ar. E n e st e s e nti d o,
el p or c e nt aj e d e m ej or a d ur a nt e M ar z o e s s u-
p eri or al 7 %.
3. L a m ej or a d e l a e str at e gi a M P C s e b a s a e n
l a r e pl a ni fi c a ci ó n h o r a ri a, q u e s e a d a pt a a l a
sit u a ci ó n a ct u al y d e s pl a z a l a g e n er a ci ó n a
h o r a s d e alt o pr e ci o.
E n o pi ni ó n d e l o s a ut o r e s, l a e str at e gi a M P C pr o p-
u e st a p o drı́ a al c a n z a r m ej o r e s r e s ult a d o s e n l a s
si g ui e nt e s sit u a ci o n e s:
1. E n el c a s o r e al d e pr e di c ci ó n i m p e rf e ct a d el
pr e ci o d e l a e n er gı́ a, l a e st r at e gi a M P C p o drı́ a
s u p e r a r m á s cl a r a m e nt e a l a e str at e gi a D A S
gr a ci a s al c o n o ci mi e nt o p erf e ct o d e l o s pr e ci o s
d el dı́ a a ct u al a p a rti r d e u n a h or a d et er mi-
n a d a.
2. E n e s c e n ari o s c o n u n m a y or ni v el d e c o st e s
d e p e n ali z a ci ó n, el d e s e m p e ñ o d e l a e st r at e gi a
M P C p u e d e t e n er m á s i m p o rt a n ci a.
3. S e p u e d e n e v al u ar m o d el o s m á s c o m pl ej o s
p a r a el t é r mi n o d e p e n ali z a ci ó n e n l a f u n ci ó n
d e o pti mi z a ci ó n.
4. Ot r o s a s p e ct o s c o m o a n ali z a r el ef e ct o d e l a
l o n git u d d e l a v e nt a n a d e sli z a nt e, o i n cl uir
t é r mi n o s r o b u st o s e n el pr o bl e m a d e o pti-
mi z a ci ó n, s o n i nt e r e s a nt e s p ar a i n v e sti g ar.
4 C O N C L U S I O N E S
E n e st e tr a b aj o s e h a pr o p u e st o u n a e str at e gi a
M P C p ar a a b or d ar l a pl a ni fi c a ci ó n ó p ti m a d e p r o-
d u c ci ó n e n pl a nt a s C S P c o n T E S. U n o d e l o s pri n-
ci p al e s o b st á c ul o s p r e s e nt e e n e st a cl a s e d e pr o bl e-
m a s e s el c o st e d e p e n ali z a ci ó n q u e a pli c a el m er-
c a d o c u a n d o s e pr o d u c e u n a d e s vi a ci ó n r e s p e ct o
al pl a n d e pr o d u c ci ó n c o m p r o m eti d o. L a e xi s-
t e n ci a d e e st e d e s vı́ o s e d e b e p ri n ci p al m e nt e a l a
pr e di c ci ó n li mit a d a d el r e c ur s o s ol ar. El e nf o q u e
pr o p u e st o a b o r d a e st e pr o bl e m a m e di a nt e d o s a c-
t u a ci o n e s: ( 1) l a r e pl a ni fi c a ci ó n p e ri ó di c a d e l a
p r o d u c ci ó n e n b u s c a d e u n a s ol u ci ó n m á s v e nt a-
j o s a e c o n ó mi c a m e nt e h a ci e n d o u s o d e i nf or m a ci ó n
a ct u ali z a d a d e l a pr e di c ci ó n s ol a r y el e st a d o d e l a
pl a nt a, y ( 2) el d e s arr oll o, e n el i n st a nt e pr e vi st o
p ar a ell o, d e u n pl a n d e pr o d u c ci ó n p a r a el dı́ a
si g ui e nt e m á s f á cil d e ej e c ut a r gr a ci a s al u s o d e
u n a m ej or e sti m a ci ó n p a r a l a s c o n di ci o n e s i ni ci al e s
d el dı́ a si g ui e nt e. P ar a r e ali z ar l a s a ct u a ci o n e s a n-
t eri or e s, l a f u n ci ó n o bj eti v a d el M P C s e c o n str u y e
c o n t é r mi n o s e c o n ó mi c o s e n l o s q u e s e e m pl e a n
pr e ci o s pr e di c h o s d e l a el e ctri ci d a d y e sti m a ci o n e s
d e l o s c o st e s d e p e n ali z a ci ó n. L a e st r at e gi a pr o p-
u e st a s e h a a pli c a d o, e n u n c o nt e xt o d e si m ul a ci ó n,
a u n a pl a nt a C S P d e 5 0 M W b a s a d a e n c ol e ct or e s
cili n dr o- p ar a b óli c o s c o n al m a c e n a mi e nt o t é r mi c o
b aj o l a s hi p ó t e si s d e p a rti ci p a ci ó n e n el m e r c a d o
di ari o e s p a ñ ol d e l a el e ct ri ci d a d y u n a p erf e ct a
pr e di c ci ó n d e p r e ci o s. E st e c a s o d e e st u di o s e b a s a
e n u n p erı́ o d o d e c u at r o m e s e s p ar a pr o b ar v ari a s
c o n di ci o n e s m et e or ol ó gi c a s. El e nf o q u e pr o p u e st o
s e h a c o m p ar a d o c o n u n a e str at e gi a d e r ef er e n ci a
b a s a d a e n u n a pl a ni fi c a ci ó n a dı́ a vi st a. El a n áli si s
c o m p a r ati v o a b ar c a r e s ult a d o s e c o n ó mi c o s y e n-
e r g é ti c o s. S e o b s e r v a u n a m ej or a e c o n ó mi c a si g-
ni fi c ati v a, e s p e ci al m e nt e e n p e rı́ o d o s c o n m al a s
pr e di c ci o n e s d e r e c ur s o s ol ar. Fi n al m e nt e, s e h a n
i n di c a d o v ari a s lı́ n e a s d e i n v e sti g a ci ó n f ut u r a s: 1)
a n áli si s d e e s c e n ari o s c o n pr e di c ci o n e s i m p erf e ct a s
d e l o s pr e ci o s d e l a el e ctri ci d a d o ni v el e s m á s al-
t o s d e p e n ali z a ci ó n, 2) d e s a r r oll o d e m é t o d o s m á s
c o m pl ej o s p a r a e sti m ar el c o st o d e l a p e n ali z a ci ó n,
y 3) p r o vi si ó n d e r o b u st e z p ar a el e nf o q u e pr o p-
u e st o.
A g r a d e ci mi e n t o s
X X X VIII J or n a d a s d e A ut o m áti c a
E st e tr a b aj o h a si d o fi n a n ci a d o p or el pr o y e ct o
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