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<…>

Average



1/(RT)

BG

Bethe-Guggenheim

c

Number of nearest neighbors per binding site

[c2]

Ligand concentration

CCD

Charge coupled device

d%

Hydration shell depletion percentage

1

Solute-ligand direct interaction energy

2

Ligand-ligand cooperative interaction energy

fs-IR

femtosecond infrared

f

Slow water fraction

FL

Finite Lattice

g(r)

Radial (pair) distribution function

G

Gibbs free energy

H

Enthalpy

J

Number of nearest neighbor pairs

xix

Jmax

Maximum number of nearest neighbor pairs

k

Number of solute-ligand contacts (i.e. number of bound ligands)

k0

Random mixing k

K

Kelvin

Kp

Partitioning coefficient

MCR

Multivariate Curve Resolution

MD

Molecular Dynamics
Number of aggregate configurations with k filled sites and J contacts

n Jk
between filled sites
n
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ABSTRACT

Rankin, Blake M. PhD., Purdue University, May 2015. Quantification of Molecular
Aggregation Equilibria using Spectroscopic Measurements and Random Mixing
Modeling. Major Professor: Dor Ben-Amotz.

Molecular aggregation equilibria, such as the binding of ligands to a central solute
molecule, are prevalent throughout biological processes and energy storage devices.
However, both the sign and magnitude of hydrophobic and ionic interactions remains a
subject of theoretical debate, and has yet to be experimentally determined. Here, Raman
vibrational spectroscopy is combined with multivariate curve resolution (Raman-MCR)
to experimentally quantify both the number of hydrophobic contacts between alcohol
molecules in water and the affinity of ions for molecular hydrophobic interfaces.
Furthermore, a generalized theoretical model is developed based on random statistics in
which it is assumed that the concentration of each chemical species is everywhere
identical to its bulk concentration. Solute-ligand (direct) and ligand-ligand (cooperative)
interactions are incorporated into the RM model and validated against an exact finite
lattice (FL) model.
Comparison of the Raman-MCR experimental results and random mixing
predictions imply that there are no more hydrophobic contacts in aqueous solutions of
alcohols ranging from methanol to tertiary butyl alcohol than in random mixtures of the
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same concentration. This suggests that the interaction between small hydrophobic groups
in water is weaker than thermal energy fluctuations. Thus, the corresponding watermediated hydrophobic interaction must be repulsive, with a magnitude sufficient to
negate the attractive direct van der Waals interaction between the hydrophobic groups
Additional Raman-MCR experimental results imply that the interaction between
aqueous sodium or fluoride ions and molecular hydrophobic groups is repulsive. In
contrast, the sign and magnitude of the interaction energy between iodide ions and
molecular hydrophobic groups depends on the methyl group partial charge. However, the
interaction energies do not significantly compete with thermal energy fluctuations.
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CHAPTER 1. EXPERIMENTAL AND SIMULATION METHODS

1.1. Raman Spectroscopy
Raman spectroscopy is an inelastic scattering process that uses a monochromatic
laser to excite the vibrational state of a molecule to a virtual energy level. While most of
the scattered photons are at the same frequency as the incident photons (Rayleigh
scattering), a small fraction of the photons are scattered at either lower (Stokes) or higher
(anti-Stokes) frequency. The resulting frequency difference between the incident and
inelastically scattered photons corresponds to the vibrational and rotational modes of the
molecule and gives rise to a signature Raman spectrum.
In this work, Raman spectra were collected using an Ar-ion laser (514.5 nm) as
the excitation source with approximately 15 mW of power at the sample.1 Replicate
spectra (two to four) were collected with an integration time of 5 minutes each. The
Stokes-shifted backscattered Raman photons were collected and delivered at the entrance
slit of a spectrometer using a fiber bundle consisting of seven 100 μm core diameter
fibers (arranged in a close packed circular array at the collection end and a linear stack at
the entrance slit). The spectrometer included three dispersive gratings with 300, 600, or
1200 grooves/mm and spectral resolutions of approximately 5.7, 2.7, and 1.2 cm-1,
respectively, as determined from the pixel-to-pixel frequency difference in the CH stretch
frequency range (~2900 cm-1). The dispersed photons were sent to a charge-coupled
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device (CCD) camera consisting of 1340 wavelength channels. Unless otherwise
specified, all Raman spectra are unpolarized (and include both horizontally H and
vertically V oriented Raman scattering).
Figure 1.1 A-C shows the neon emission spectra (for each of the three gratings)
that were used for the calibration of Raman frequencies. The latter calibration was
performed by generating a correlation between the known wavelengths of six neon peaks2
and the CCD pixel number (using a third order polynomial). Interpolation was used to
calculate the wavelength (in nm units) at each CCD pixel and then the Raman shift (in
wavenumber units, cm-1), , was calculated using Eq. 1.1.
 1
1 

 (cm 1 )  107 

 ex (nm) em (nm) 

1.1

where ex = 514.532 nm is the excitation wavelength of the incident laser and em is the
emitted wavelength of the Raman scattered photons.
The Raman spectra of water for each of the three gratings are shown in Figure 1.1
D-F, plotted as a function of the calibrated wavelength and Raman shift. The spectra are
each normalized to unit area and plotted on the same intensity scale, thus illustrating that
the signal decreases by a factor of ~3 for the 1200 grooves/mm grating (relative to that of
the 300 grooves/mm grating). Furthermore, the spectral range decreases from ~6700 cm-1
to ~1600 cm-1. The sharp peaks in Figure 1.1 D-F at ~2415, 4460, 5280, and 5700 cm-1
correspond to helium (He) lines from a He lamp that was used during data collection.
Prior to data analysis, all of the spectra were horizontally shifted such that the He lines in
all of the spectra overlap.
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Figure 1.1. Emission spectra of neon (A-C) and Raman spectra of water (D-F) obtained
by using 300 (A,D), 600 (B,E), and 1200 (C,F) grooves/mm gratings, plotted as a
function of wavelength (bottom axis) and Raman shift (top axis).
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1.2. Multivariate Curve Resolution
The hydration shell spectroscopic experimental techniques employed in the
present work combines high signal-to-noise Raman spectra of aqueous solutions with
multivariate curve resolution (Raman-MCR). Raman-MCR is used to decompose two
component solution spectra into a linear combination of pure solvent and solutecorrelated (SC) contributions. The resulting minimum area, non-negative SC spectra
contain features arising from both solute intramolecular vibrations (such as C-H
stretching modes) and solute-induced perturbations of solvent molecules (as further
described in subsequent sections).

1.2.1. Self-Modeling Curve Resolution
All of the results described in this work have been obtained using the selfmodeling curve resolution (SMCR) algorithm,3 which is an analytical (as opposed to
iterative) method for performing two component MCR decompositions. In general, a two
component mixture spectrum (D) can be represented as a product of pure component
spectra (S) and concentration profiles (C).4

D  CST  E  c1 S1T  c 2 S 2T  E

1.2

where E is the residual error associated with the decomposition, and c1 and c2 correspond
to the spectral weights of the pure component spectra, S1 and S2, respectively.
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1.2.2. Two Component SMCR
Figure 1.2 and Figure 1.3 contain representative results illustrating how RamanMCR works when applied to two component mixtures containing only tert-butyl alcohol
(TBA) and water, with either unpolarized (Figure 1.2) or H polarized (Figure 1.3) input
Raman spectra. More specifically, Figure 1.2 A and Figure 1.3 A show the unpolarized
and H polarized Raman spectra, respectively, of pure water and a 0.5 M aqueous TBA
solution. The most significant difference between the pure water and mixture spectra is
the presence of the CH stretch bands between 2850 cm-1 and 3000 cm-1 and fingerprint
modes between ~300 and 1500 cm-1. These spectra (including replicate measurements)
were normalized to unit area and analyzed using SMCR to obtain the pure water and SC
components shown in Figure 1.2 B and Figure 1.3 B. Essentially identical results are
obtained when using input solution spectra with several different TBA concentrations
between 0.1 M and 0.5 M (see Chapter 5). The difference between the unpolarized and H
polarized SC spectra indicates that the lower frequency SC CH stretching mode (at ~2920
cm-1) is more highly polarized (with a small depolarization ratio) than the higher
frequency CH stretching mode (at ~2970 cm-1). The difference in the depolarization ratio
(H/V) can be used to distinguish the symmetric and asymmetric vibrational modes. More
specifically, vibrational modes with a small depolarization ratio (H/V < 0.75) pertain to a
symmetric mode, while a large depolarization ratio corresponds to an asymmetric mode.5
The SC spectra in Figure 1.2 B and Figure 1.3 B also contain features arising
from hydration shell water molecules whose vibrational structure is perturbed by the
solute, and thus, differ from bulk water. In other words, if the structure of the water
molecules in the hydration shell was the same as the surrounding bulk water, then the
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features between ~3100 and 3700 cm-1 would not appear in the SC spectra. The lower
frequency SC OH stretch (centered at 3200 cm-1) is more highly polarized than the
remaining (higher frequency) SC OH features. Previous theoretical studies of the Raman
spectra of pure water have found that tetrahedrally ordered water molecules give rise to
strongly polarized, low frequency OH stretching Raman modes.6-8 Thus, the appearance
of a highly polarized low frequency band in the SC spectrum of the hydration shell of
TBA suggests that there is greater tetrahedral order in the hydration shell of TBA than in
bulk water (at 20 ºC).1
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Figure 1.2. (A) Unpolarized input Raman spectra of pure water (dashed blue) and 0.5 M
TBA in water (solid red). (B) Unpolarized TBA SC spectra (solid blue) obtained using
SMCR. (B, insets) Expanded view of the SC spectrum. The intensities of the spectra
represent the number of counts obtained at each CCD pixel in 5 minutes of signal
averaging, using a 15 mW 514.5 nm excitation laser.
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Figure 1.3. Same as in Figure 1.2, except using polarized Raman spectra. Note that the
TBA vibrational modes at ~750 cm-1 and ~2920 cm-1 are highly polarized.

1.2.3. Three Component SMCR
The experimental results in Chapter 4 pertain to the interactions between species
in three (or more) component mixtures containing water, ions, and an amphiphilic solute.
Thus, a strictly two component algorithm, such as SMCR, theoretically cannot
decompose the measured spectra into contributions arising from each component. For
example, two component Raman-MCR analyses of solutions containing both molecular
solutes and salts, when performed using a solvent spectrum obtained from pure water,
yield SC spectra whose OH region may be dominated by a feature arising from water
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molecules that are hydrogen bonded to the anion. The solid red curve in Figure 1.4 B
shows such a SC spectrum obtained from an aqueous solution of 0.5 M TBA and 0.5 M
NaI (shown in Figure 1.4 A). The OH band peak near 3500 cm-1 is assigned to water
molecules that are hydrogen bonded to iodide ions.9
A three component mixture can be reduced to an effective two component
mixture by varying the concentration of only one component at a time. For example, if
only the solute concentration is varied, while holding the salt concentration constant, then
the resulting SC spectrum contains features arising from the hydration shell of the solute
in the corresponding salt solution. This is accomplished by adding NaI to the pure solvent
solution, so that both solutions contain the same concentration of I- ions. Note that the
contribution of Na+ cations to the SC spectra are negligible.9 When SMCR is performed
in this way, then the SC spectrum of the molecular solute contains features that arise from
the hydration shell of the molecular solute, and look similar to the corresponding
hydration shell spectra of the same molecular solute in pure water. The SC spectrum of
TBA in Figure 1.4 D was obtained from an aqueous solution of 0.5 M TBA and 0.5 M
NaI and an aqueous solvent containing 0.5 M NaI (shown in Figure 1.4 C).
Additional information pertaining to the interactions between ions and the
hydrophobic groups of amphiphilic solutes may be obtained by fixing the solute
concentration and varying the salt concentration. The resulting SC spectra contain
features arising from the hydration shell of the ions, and thus may include features arising
from both water and alcohol molecules which are perturbed by the ions. Both of these
two component analysis strategies have proved to be useful in the present studies (as
further described in Chapter 4).
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Figure 1.4. (A) Raman spectra of pure water and an aqueous solution of 0.5 M TBA and
0.5 M NaI. (B) SC spectra of TBA in a water solvent. (C) Raman spectra of 0.5 M NaI
with and without 0.5 M TBA. (D) SC spectra of TBA in a 0.5 M NaI aqueous solvent.
The solvent spectra in (B) and (D) are arbitrarily normalized. The SC spectra in (B) and
(D) are normalized to the CH stretching mode.

The experimental results in Chapter 5 pertain to the self-aggregation of alcohol
molecules. The following procedure was used to decompose experimental mixture
spectra into water, monomer, and aggregate components using a sequential SMCR
analysis method.
Figure 1.5 A shows the measured Raman spectra of pure water, a 0.5 M aqueous
solution of TBA, and a 4 M aqueous solution of TBA. Figure 1.5 B contains the
corresponding minimum area SC spectrum of 0.5 M TBA and 4 M TBA obtained using
SMCR as described above. The SC spectra in the inset of Figure 5.2 in Chapter 5 were
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obtained in a similar manner, from aqueous TBA solutions ranging in concentration from
0.1 to 4 M. In each case, SMCR was used to analyze pairs of spectra, one obtained from
pure water and the second obtained from an aqueous TBA solution.
The SC spectra in Figure 1.5 B were further decomposed into two additional
components using SMCR. In this example, the CH-normalized SC spectrum obtained
from solutions with a TBA concentration of 0.5 M was assigned to monomeric TBA
molecules, and SMCR was used to obtain the minimum area spectrum of the second
component. The second component is assigned to aggregated TBA molecules. The
fractional contribution of monomers and aggregates to each of the SC spectra shown in
Figure 1.5 B can be obtained by using a total least squares fit of each measured SC
spectrum to a linear combination of the monomer and aggregate spectra using Eq. 1.3.

C  DS(S T S) 1

1.3

where the S matrix contains the spectral estimates of the monomer and aggregate
components and D contains the SC spectra (such as those shown in Figure 1.5 B). The
product of the resulting spectral weights (C) and the total TBA concentration corresponds
to the monomer and aggregate TBA concentrations.
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Figure 1.5. Raman (A) and SC (B) spectra of 0.5 M TBA and 4 M TBA. (C) Monomer
and aggregate component spectra of TBA. The dashed spectra pertain to that of pure
water.

1.2.4. Intensity and Rotational Ambiguity
Two limitations of MCR algorithms include intensity and rotational ambiguity.4
Intensity ambiguity refers to the fact that an increase (or decrease) in Raman scattering
may result from an increase (or decrease) in either the concentration of a given
component or in the intrinsic Raman cross section. If known, the Raman cross section
values can be used to account for intensity ambiguity. Rotational ambiguity, on the other
hand, stems from the fact that there is an infinite range of MCR solutions that may
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represent the input spectra equally well. For example, the range of feasible solutions in a
two component SMCR analysis (such as that shown in Figure 1.2) is bounded by
mathematical solutions of minimum and maximum area. The minimum area SC spectrum
is equivalent to direct subtraction of the pure solvent spectrum from the solution
spectrum (with a scaling coefficient such that the resulting SC spectrum is non-negative).
The hydration shell features in the latter SC spectrum have an area that is equivalent to
the minimum number of water molecules whose vibrational spectrum is perturbed by the
solute. The maximum area SC spectrum may not be as physically relevant, as it
corresponds to equating the SC spectrum with the entire spectrum of the highest
concentration solution. In other words, the maximum area SC spectrum is equivalent to
assuming that the number of water molecules in the solute’s hydration shell is exactly
equal to the number of water molecules (per solute molecule) in the most concentrated
solution. Thus, mathematical bounds on the spectral and concentration estimates of the
components can be obtained; however, estimates of the true components may not be
possible without invoking additional physical constraints (such as those as described in
Chapter 5).

1.3. Experimental Details
This section describes experimental details used to obtain the results in Chapters 4
and 5.
Sodium fluoride (NaF, BioXtra, 99%), sodium iodide (NaI, ACS reagent,
99.5%), sodium formate (puriss. p.a., ACS reagent, 99.0%), sodium trimethylacetate
(TMA-, 99%), tert-butylamine (TBNH2, 99.5%), tert-butyl alcohol (TBA, 99.5%),
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trimethylamine N-oxide (TMAO, 98%), tetramethylammonium fluoride (TMeA+F-,
97%), tetramethylammonium iodide (TMeA+I- ACS reagent, 99%), and n-butanol (99.8
%) were obtained from Sigma-Aldrich. Methanol (High Purity Solvent) was obtained
from OmniSolv. For the deuterated experiments, TBA-d9 (98%), TMAO-d9 (98%), and
D2O (99.9%) were purchased from Cambridge Isotope Laboratories, Inc. Aqueous
solutions were prepared using ultra-pure water (Milli-Q UF Plus, 18.2 mΩ·cm resistance,
Millipore).
To obtain the results in Chapter 4, solutions were all prepared with a maximum
concentration of ~0.5 M for the molecular solute and 3 M for the salt, except when these
concentrations were above the solubility limit. Thus, the maximum NaF concentration
was ~1 M and the TMeA+I- measurements were performed with maximum concentrations
of 0.1 M TMeA+I- and 0.4 M NaI. The TMeA+F- measurements were performed with
maximum concentrations of 0.1 M TMeA+F- and 0.9 M NaF. The TMA- in NaF results
were obtained using a solute concentration of 0.1 M. The results in Chapter 5 were
obtained from aqueous solutions ranging in concentration from 0 to ~4 M for methanol
and TBA and 0 to ~1 M for n-butanol.
Raman spectra were collected as described in Section 1.1. The back-scattered
Raman photons were dispersed using a grating with either 300 or 1200gr/mm, except for
the Raman spectra of deuterated solutes, which were collected exclusively using a
300gr/mm grating. SMCR3 was implemented using IGOR Pro (WaveMetrics). CH
frequency shifts were calculated by fitting the symmetric CH stretches to Gaussian
functions.
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In Chapter 4, the resulting CH frequencies were fit to a linear function to
determine the slope of the shift (cm-1/M salt). Extrapolation was used to obtain the 0 M
salt CH frequencies of TMeA+ in Figure 4.2 and Figure 4.6. This was necessary since
TMeA+ solutions contained either fluoride or iodide counter-ions. Therefore, a linear
regression was applied to the CH frequencies of TMeA+ fluoride or iodide to obtain the
CH frequency at 0 M NaF or NaI.

1.4. Molecular Dynamics (MD) Simulation Methods
Molecular dynamics (MD) simulations were performed using GROMACS10 on
dense gas and aqueous systems, where the solute molecules were represented using
OPLS-AA potential functions11 and solvated (if applicable) by TIP4P water molecules.12
Unless otherwise specified, all bond lengths and angles were constrained using the
SHAKE algorithm13 to geometries optimized using B3LYP/6-31G.14 Newton’s equations
of motion were integrated using a leap-frog algorithm with an integration time-step of 1
fs. A velocity-rescale Berendsen thermostat15 and Berendsen barostat16 (with coupling
time constants of 0.1 and 0.5 ps, respectively) were used to perform NPT simulations.
The Particle Mesh Ewald (PME) method17 was used for electrostatic interactions (with an
interpolation order of 6) and a cut-off of less than half the average box length was used
for Lennard-Jones interactions. All systems were pre-equilibrated in both the NVT and
NPT ensembles for at least 100 ps. The results shown in the present work were obtained
from MD simulations of 10 ns duration.
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CHAPTER 2. MODELING MOLECULAR AGGREGATION EQUILIBRIA USING
RANDOM MIXING STATISTICS

2.1. Introduction
Molecular interactions of biological and environmental interest are often driven
by a delicate balance of non-covalent interactions and thermal fluctuations. These
include, for example, processes involving hydrophobic aggregation and specific ion
(Hofmeister)

interactions.

Such

processes

typically occur

at

relatively high

concentrations, at which one would expect there to be a substantial number of
intermolecular contacts even in a randomly mixed (non-aggregating) system. Thus, in
order to determine if a particular process involves the enhanced formation or dissociation
of aggregates, it is necessary to understand the aggregation statistics associated with the
corresponding randomly mixed reference system. In this chapter, the binomial
distribution is used to predict aggregate size distributions in statistically random mixtures.
The resulting predictions are compared with MD simulation results pertaining to both
dense gas mixtures and aqueous solutions containing neopentane, methane, methanol,
and/or sodium iodide. The results are used to validate the random mixing (RM) model, as
well as illustrate how this strategy can be used to both classify and quantify molecular
aggregation equilibria. In addition, the RM model is generalized for non-spherical and
non-rigid molecules.
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This work is motivated in part by experimental and simulation results that have
calculated the average number of intermolecular contacts between alcohol molecules18-21,
yet have not classified the contacts as hydrophobic or random. This work is also
motivated by recent debates regarding whether atomic and molecular ions accumulate at
or are expelled from molecular interfaces, such as the first hydration shells of
hydrophobic groups dissolved in an aqueous salt solution.22-28 Therefore, the RM model
is developed and deviations from such a reference system are used to determine whether
a particular alcohol or ion does or does not have an affinity for a particular hydrophobic
hydration shell.

2.2. Random Mixing (RM) Model
A random mixture reference system is defined as one in which the concentration
of each chemical component is uniform throughout the system. In other words, all of the
pair distribution functions in such a system are assumed to be equal to 1, outside of the
volume excluded by the core of each molecule. Under such conditions, only the bulk
concentration of each molecule is required in order to predict the probability of finding
that molecule within a given region. For example, in a random mixture with a solute
concentration of [c1], there is an average of exactly V[c1] solute molecules within any
volume V. If the volume of interest is smaller than the solute’s partial molar volume,
V  V , then V[c1] becomes the probability of finding a single solute molecule within that

small volume. In a single component fluid, V [c1 ]  1 , since V  1 /[c1 ] , and so V [c1 ]  1
for each component in any multi-component system of uniform concentration.
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The RM approximation may in general be utilized to predict the probabilities of
finding any number of components (of either the same or different molecular structure) in
any volume V within the system, given only the concentration of each component. The
volume of interest may also in general be partitioned into n sub-cells, or binding sites, of
equal volume v0 = V/n. The probability of finding a component whose bulk concentration
is [ci]0 in each sub-cell is p = (1/n)V[ci]0.
When applied to the solute-ligand aggregation processes described in this work,
the above generalized formulation may be implemented by taking n and V shell (which
corresponds to the coordination shell volume of the solute) to be the fundamental
parameters of the RM aggregation process. Thus, the RM probability that a ligand will
occupy each binding site is given by Eq 2.1.
r2
1
4 3
p = v0 [c 2 ]0  Vshell [c 2 ]0  1n [c 2 ]0  g 0 (r )4r 2 dr 
r2  r13 [c 2 ]0
r
1
n
3n





2.1

where v0 = (1/n)Vshell and [c2]0 is the bulk ligand concentration. The third and fourth
equalities in Eq. 2.1 are used to calculate p from the RM solute-ligand radial distribution
function, g0(r) (for the central atoms of the solute and ligand molecules), which is equal
to 1 outside of the solute-ligand contact core volume. Since realistic interaction potentials
have soft-core volumes, one may use the following functional form for g0(r) to
approximate the soft leading edge of such a solute-ligand pair distribution function.

m

 r1  
g0 (r )  exp ln(2)  
 r  


2.2

The factor of ln(2) assures that g0(r) = ½ when r = r1. In this work, the inverse-power-law
exponent has been defined as m=18, as this exponent approximates the steepness of the
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repulsive core of the Lennard-Jones potential of argon29 and also reasonably represents
the leading edge of the g(r) simulation results obtained in this work. Increasing the value
of m produces a steeper g0(r) which approaches that of hard spheres with a contact
distance of r1.
For all the solute-ligand aggregation processes described in this work, n is
equated with the maximum number of ligands that can close pack around the solute,
leading to RM aggregate size predictions that reflect the steric constraint on the
coordination number. Larger values of n produce similar RM predictions that pertain to a
situation in which there is no absolute upper bound placed on the number of ligands that
can occupy the solute’s coordination shell. However, since the concentration of any
molecule also cannot exceed an upper bound imposed by its finite core volume, the nindependent predictions obtained in the large n limit are themselves necessarily
consistent with steric close-packing constraints.
The following geometric argument may be used to obtain a physically reasonable
estimate of n from the ratio of the solute-ligand accessible surface area ASA12 to the
surface area occupied by a single ligand A2.


ASA12
n
   1  1
A2
2


2

2.3

The second approximate equality is obtained when the solute and ligand are described as
spheres with effective diameters of σ1 and σ2, respectively, in which case ASA12 ~
π(σ1+σ2)2 and A2 ~ σ22 approximates the portion of the accessible surface area which is
occupied by a single bound ligand. When Eq. 2.3 produces non-integer values, the
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maximum coordination number n can be approximated by rounding down to the nearest
integer. Note that Eq. 2.3 is consistent with the exact close packed values of n = 3 when
σ1=0 (since no more than three spheres can close-pack around a point in three
dimensional space). Furthermore, Eq. 2.3 predicts that n > 12 when σ1>σ2, which is
consistent with the fact that more than 12 small spheres can close pack around a larger
sphere. Since the RM probability p of finding a ligand of concentration [c2]0 within a subregion of volume v0 is inversely proportional to n (as shown in Eq. 2.1), the precise value
of n has little influence on the predicted aggregate size distribution, except when n is so
small that it is comparable to the size of the largest aggregates that are significantly
populated. However, the value of n plays an important role in accounting for the steric
constraints imposed by the sizes of the solute and ligand. Note that when Eq. 2.3 is used
to obtain n, then (1/n)(Vshell) is typically similar to (but slightly smaller than) the partial
molar volume of each ligand V2 , and thus p  1n VShell [c2 ]0  V2 [c2 ]0  1.
The probability P0(k) that exactly k of the n binding sites are occupied by a ligand
can be determined using the following binomial distribution expression.

 n
n! p k (1  p) n k
P0 (k ) =   p k (1  p) n k 
k!(n  k )!
k 

2.4

In addition, the following expression may be used to predict the average number of
solute-ligand contacts in a random mixture.
n

k

0

  k  P0 (k )  pn  Vshell [c 2 ]0

2.5

k 0

The above expressions are general and may be used to predict RM probability
distributions and average number of contacts for any volume of interest and for solutions
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containing any number of components. By doing so, RM predictions may be established
as a benchmark with respect to which the aggregate size distribution in a real mixture can
be classified and quantified. In other words, this strategy can be used not only to
determine how the aggregate size distributions observed in a given experiment or
computer simulation differ from RM predictions, but also to quantify the increase or
decrease in the local ligand concentration, relative to that in the surrounding solution.
Moreover, the latter concentration may be used to determine the partition coefficient of
the ligand between the bulk solution and the solute coordination shell, and thus to obtain
the corresponding thermodynamic functions.
Figure 2.1 A shows examples of aggregate size distributions for a random process
consisting of a solute with n = 20 binding sites and ligand concentration range of 0.01  p
 0.99. The distributions shift from consisting of mostly monomers (k = 0) at low ligand
concentrations (p = 0.01) to aggregate sizes in which almost all of the binding sites are
filled (k = n = 20) at high ligand concentrations (p = 0.99). Figure 2.1 B contains the
corresponding average number of solute-ligand contacts as a function of ligand
concentration, illustrating that <k> is a linear function of p in a statistically random
mixture. Therefore, deviations from linearity in the latter plot obtained from experiments
or MD simulations would indicate non-statistical mixing (as illustrated in Section 3.7).
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Figure 2.1. Aggregate size distributions (A) and average number of solute-logand
contacts (B) for a random mixture consisting of a spherical solute molecule with n = 20
binding sites.

The probability distributions given by Eq. 2.4 may further be used to obtain the
corresponding excess chemical potential of a cluster that contains exactly k ligands.

 kx  k BT lnP0 (k )

2.6

This excess chemical potential is that of a cluster in a randomly mixed solution, measured
relative to the absolute chemical potentials of the solute (of concentration [c1]) and k
ligands (of concentration [c2]) in the same solution. This excess chemical potential is
typically a non-linear function of k, with a minimum at the most probable aggregate size
(as shown in Figure 2.2).
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Figure 2.2. Chemical potential as as function of k for a solute with n = 20 binding sites
and ligand concentrations of 0.01  p  0.99. Note that the minimum in k corresponds to
the maximum in P0(k) (shown in Figure 2.1).

2.3. RM and MD Simulation Details
MD simulations were performed on dense gas and aqueous systems (as described
in Section 1.4). The gas phase system contained 50 methane CH4 molecules and one
neopentane C(CH3)4 molecule. Methane concentrations ranging from 0.5 to 15 M were
obtained by sequentially decreasing the box size. The aqueous methanol simulations
consisted of a single neopentane molecule and multiple methanol CH3OH molecules
dissolved in 460 TIP4P water molecules, while the aqueous NaI simulations contained
1196 TIP4P water molecules, 108 sodium Na+, and 108 iodide I- ions to produce a 4 M
salt solution. Table 2.1 contains specific details on the MD simulations and Table 2.2
summarizes the RM parameters. NPT simulations were performed at 293 K and 1 bar
(0.1 MPa) for the aqueous systems, and at either 293 K or 1000 K for the gas phase
system (pressures were kept constant to achieve the desired concentrations). Pair
distribution functions were calculated from the central carbon atom of neopentane to the
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carbon atom of methane, carbon atom of methanol, or iodide ion. Thermodynamic results
were obtained from simulations performed at T = 273 K, 293K, and 313 K.

Table 2.1. MD Simulation Details.

T (K)

P (bar)

Solute
Molecules

Ligand
Molecules

293
293
293
1000
1000
999

10
75
330
35
400
2155

1 C(CH3)4
1 C(CH3)4
1 C(CH3)4
1 C(CH3)4
1 C(CH3)4
1 C(CH3)4

273

1

1 C(CH3)4

293

1

1 C(CH3)4

313

1

1 C(CH3)4

273

1

1 C(CH3)4

293

1

1 C(CH3)4

313

1

1 C(CH3)4

50 CH4
50 CH4
50 CH4
50 CH4
50 CH4
50 CH4
42 CH3OH
460 H2O
42 CH3OH
460 H2O
42 CH3OH
460 H2O
108 Na+/108 I1196 H2O
108 Na+/108 I1196 H2O
108 Na+/108 I1196 H2O

Average
Box Size
(nm)
5.42
2.56
1.78
5.47
2.56
1.78
2.55
2.56
2.57
3.54
3.56
3.57

Ligand
Concentration (M)
0.52
4.95
14.70
0.51
4.95
14.70
4.21
46.07
4.16
45.53
4.11
45.00
4.04
44.77
3.97
44.02
3.94
43.65

Table 2.2. RM parameters.

T (K)
[c2] (mol/L)
n
r1 (Å)
r2 (Å)
Vshell (L/mol)

Neopentane
in Methane
293
4.95
20
4.36
5.16/7.0
0.14/0.66

Neopentane
in Methanol (aq)
293
4.16
18
4.26
5.0/7.0
0.12/0.67

Neopentane
in NaI (aq)
293
3.97
16
4.97
5.6/7.05
0.13/0.57
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2.4. Aggregation of Methane around Neopentane
Figure 2.3 shows both MD simulation results and RM predictions pertaining to a
gas system containing neopentane dissolved in methane, at both 293 K (A and B) and
1000 K (C and D). The methane concentration range of 0.5 M  [c2]  15 M spans that of
a nearly ideal gas to a dense fluid, as 15 M is 50% above the critical density of methane
(and about half its triple point density). The pair distribution functions g(r) shown in
Figure 2.3 A and C depend on both the concentration of methane and the temperature of
the system. At low methane concentration, the g(r) necessarily approaches e V ( r ) / k BT ,
where V(r) is the spherically averaged neopentane-methane pair potential, kB is
Boltzmann’s constant, and T is the absolute temperature.30 At T = 293 K and [c2] = 15 M,
the g(r) shows evidence of the formation of both a first and second coordination shell of
methane around neopentane. These pair distribution functions were used to define the
extent of the first coordination shell. More specifically, the value of r1 = 4.36 Å was
obtained from the leading edge of the g(r) and is slightly smaller than that obtained using
the mean value of the effective hard-sphere (or van der Waals) diameters of the solute
and ligand, r1 » 12 (s1 + s2 ) » 4.54 Å (where 1 = 5.50 Å and 2 = 3.58 Å are the
neopentane and methane diameters, respectively, obtained from the compressibility of the
corresponding pure fluids).31 The value of r2 = 7.0 Å was determined from the first
minimum in the neopentane-methane g(r) at 15 M and 293 K and is somewhat larger than
r2  12 1  2  6.33 Å. Other values of r1 and r2, ranging from anywhere within the

leading edge of g(r) to somewhere near the first maximum or minimum in the g(r) may
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also reasonably be used to define the inner and outer boundaries of the first coordination
shell.
Figure 2.3 B and D show aggregate size distributions P(k) pertaining to the
probabilities that exactly k methane molecules occupy the first coordination shell of
neopentane. These aggregate size distributions contain more information than the pair
distribution functions in Figure 2.3 A and C. This is because the g(r) only provides
information about the average methane density around neopentane at various distances
from neopentane, while P(k) reveals not only the average but also the width (and shape)
of the corresponding C(CH3)4·[CH4]k aggregate size distributions, within a sphere of
radius r2 from the central carbon of neopentane. The distributions indicated by open
points (and dashed lines) represent RM predictions obtained using Eq. 2.4. The latter
distributions are obtained by assuming either a soft- or hard-core RM g0(r), as indicated
by the dashed and dotted curves in panels A and C. The aggregate size distributions
indicated by solid points (and solid lines) in panels B and D of Figure 2.3 are the
corresponding MD simulation results. The latter MD distributions were obtained by
counting the number of times that exactly k methane molecules were within a sphere of
radius r2 = 7.0 Å around the central carbon of neopentane.
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Figure 2.3. Comparison of RM predictions and MD simulations for a system consisting
of neopentane dissolved in methane at various methane concentrations 0.5 M ≤ [c2] ≤ 15
M and temperatures of 293 K and 1000 K. The dashed curves (and open points) represent
RM predictions and the solid curves (and closed points) are MD simulation results. The
dashed and dotted pair distribution functions in panels A and C represent the
corresponding hard- and soft-core g0(r) functions (both of which produce essentially
identical RM aggregate size distributions).

The probability distributions in Figure 2.3 all shift to increasing aggregate sizes
with increasing methane concentration. These distributions indicate, for example, that at
0.5 M, it is most probable that neopentane will have no methane molecules (k = 0) in its
first coordination shell, while at 15 M the MD simulation results predict that neopentane
will have an approximately Gaussian aggregate size distribution peaked at k ~ 12.5 with a
full-width-at-half-maximum of k ~ 5.
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Comparisons of the RM (dashed) and MD simulation (solid) aggregate size
distributions in Figure 2.3 B indicate that there are more methane molecules in the first
coordination shell of neopentane than in a randomly mixed system at 293 K. The latter
conclusion holds at all three methane concentrations, and is consistent with the fact that
the MD simulation g(r) functions are greater than 1 throughout most of the first
coordination shell. Thus, van der Waals (direct) interactions evidently lead to significant
aggregation of methane around neopentane at 293 K. However, when the temperature of
the simulations is increased to 1000 K, the peak in g(r) decreases and the corresponding
aggregate size distributions not only shift downward but also reveal that there is no
longer as large of a difference between the MD simulation and RM predictions at a
methane concentrations of [c2] ≤ 5 M, while at 15 M the enhanced structuring of methane
around neopentane produces more significant deviations from RM predictions. These
results and conclusions are relatively insensitive to the precise values of r1 and r2 that are
used to obtain the RM and MD simulation aggregates size distributions, as further
explained in Section 2.6.

2.5. Aggregation of Methanol or Iodide around Neopentane in Water
Figure 2.4 compares RM and MD simulation results pertaining to aqueous
solutions containing one neopentane molecule dissolved in either ~4 M methanol or ~4 M
NaI at 293K. The corresponding pair distribution functions are shown in panels A and C
and the aggregate size distributions are shown in panels B and D. The values of r1 and r2
used to obtain these results (given in Table 2.2) are again obtained from the leading edge
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and first minimum of the corresponding g(r). Physically reasonable variation of r1 and r2
do not alter the following conclusions (as discussed in Section 2.6).

Figure 2.4. Comparison of RM predictions (dashed and dotted) and MD simulation
results (solid) for neopentane dissolved in aqueous solutions containing 4 M methanol (A
and B) or 4 M NaI (C and D).

The results for neopentane in aqueous methanol (Figure 2.4 A and B) differ in
several ways from the corresponding results for neopentane dissolved in methane gas
(shown in Figure 2.3 A and B). First, the pair distribution function in Figure 2.4 A
contains both first and second coordination shell peaks, while Figure 2.4 A shows no
evidence of a second coordination layer (at low methane concentrations). More
interestingly, substantial aggregation of methane around neopentane is found at a
methane concentration of 5 M (at 293 K). Similarly, the aggregate size distributions
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shown in Figure 2.4 B indicate that there is approximately the same amount of
aggregation of methanol around neopentane in water. More specifically, the RM
predictions and MD simulations imply that the hydrophobic interactions between
neopentane and methanol in liquid water do not significantly exceed the van der Waals
interactions between neopentane and methane in the gas phase (as further quantified in
Section 2.7).
The results obtained for neopentane in 4 M aqueous NaI shown in Figure 2.4 C
and D are quite different than those pertaining to neopentane-methanol aggregation. More
specifically, the neopentane-I- g(r) has a significantly smaller maximum value, and the
corresponding aggregate size distributions indicate that there is essentially the same
number of I- ions in the first hydration shell of neopentane as in a random mixture. In
other words, these simulations indicate that there is neither an affinity nor repulsion of Ifor the first hydrophobic hydration shell of neopentane. Such results are undoubtedly
sensitive to the nature of the interaction potential between I- and neopentane, including
the role of ion polarizability in dictating the extent that an ion partition to a macroscopic
hydrophobic interface.27,32-34 Recent studies have demonstrated that an electronic
continuum correction (ECC) method may be used as a computationally efficient way of
approximating the influence of polarizability. More specifically, the ECC strategy
approximates the influence of the additional charge screening expected for polarizable
ions in water by using non-polarizable force fields in which ion charges are reduced by a
factor of 1/√εel ~ 0.75, where εel = 1.78 is the high frequency dielectric constant of
water.27,35 Modeling the sodium and iodide ions using the ECC method is expected to
shift the distributions in Figure 2.4 B to larger cluster sizes (relative to using non-
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polarizable potentials), and thus increase the deviation between simulations and RM
predictions.

2.6. RM Uncertainty Analysis
To further test and validate the conclusions reached using the RM analysis
described in this work, the sensitivity of the results to variations in the input parameters
that define the extent of the first coordination shell (r1 and r2) was determined. The most
significant variations are those obtained when changing the value of r2 around the first
minimum in the g(r). In contrast, the value of r1 corresponding to the leading edge of the
g(r) has a negligible effect on the resulting RM predictions.
Figure 2.5 (B, D, and F) shows how the aggregate size distributions obtained from
the MD simulation results and RM predictions depend on physically reasonable
variations in r2 for systems containing neopentane surrounded by either methane (B),
aqueous methanol (D), or aqueous I- (F), at approximately the same concentration and
temperature. More specifically, the coordination shell was defined as extending from r1 to
r2, where r1 was determined as the distance at which g(r) = 0.5 and r2 was determined
from either the first maximum or first minimum in the corresponding g(r).
Figure 2.5 B shows aggregate size distributions pertaining to neopentane
dissolved in a dense gas of methane, when r2 = 5.16 Å or r2 = 7.0 Å. The smaller and
larger r2 values were obtained from the location of the first maximum and first minimum
in the neopentane-methane g(r) at 15 M and 293 K (shown in Figure 2.3 A). The resulting
aggregate size distributions shown in Figure 2.5 B reveal that although these substantial
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variations in r2 produce significant changes in P(k), both the RM and MD simulation
aggregate size distributions shift in the same direction. Thus, the qualitative conclusion
that methane is driven to aggregate around neopentane at 293 K is unaffected by the
precise values of r1 and r2.
Figure 2.5 also shows the aggregate size distributions of neopentane dissolved in
either a 4 M aqueous methanol (D) or iodide (F) solution. As in panel B, the smaller and
larger r2 values were defined based on the first maximum and first minimum in the
corresponding g(r) shown in panels C and E. The corresponding aggregate size
distributions obtained from MD simulations and RM predictions are again found to shift
in the same direction when r2 is varied. Comparison of the RM and MD aggregate size
distributions in panel D illustrates that there is a thermodynamic driving force for the
aggregation of methanol with neopentane in water. On the other hand, the aggregate size
distributions of iodide around neopentane indicate that there is very little difference
between the RM predictions and MD simulation results, implying that there is neither an
attractive nor repulsive interaction energy between I- and neopentane in water.
Figure 2.5 (A, C, and E) shows the average number <k> of methane, methanol, or
iodide ions in the first coordination shell of neopentane as a function of r2. Note that <k>
increases with increasing values of r2. Moreover, the binding curves obtained from the
MD simulations (closed points) and RM predictions (open points) may be used as another
measure to classify aggregation processes as either attractive or repulsive. For example, if
<k> is smaller (or larger) in an MD simulation than in a random mixture, then there is an
unfavorable (or favorable) interaction energy between the solute and ligand. These
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binding curves also illustrate that choosing any value of r2 ranging from the first
maximum to the first minimum in the g(r) leads to the same qualitative conclusions.

Figure 2.5. The robustness of the conclusions inferred by comparing MD simulations
(solid curves and closed points) and RM predictions (dashed curves and open points) are
tested by showing how <k> (right axis - A, C and E) and the corresponding aggregate
size distributions (B, D, and F) vary when choosing different physically reasonable
values of r2 to define the extent of the first coordination shell of neopentane. (A) and (B),
(C) and (D), and (E) and (F) pertain to neopentane in methane, neopentane in aqueous
methanol, and neopentane in aqueous NaI, respectively (each obtained at T = 293K).
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2.7. Aggregation Thermodynamics
The above results indicate that the aggregate size distributions obtained from MD
simulations may deviate to a greater or lesser extent from the corresponding aggregate
size distributions in a random mixture. The latter deviations may be used to quantify the
difference between the actual local ligand concentration within the solute’s first
coordination shell and that in the corresponding non-aggregating RM reference system.
More specifically, the average number of ligands in the first coordination shell <k>shell
(such as those shown in the left-hand panels in Figure 2.5) may be used to determine the
effective local ligand concentration within the first coordination shell [c2]shell as follows.

[c2 ]shell 

k

shell

Vshell

2.7

Alternatively, the aggregate size distributions (such as those shown in the right hand
panels in Figure 2.5) may be fit to Eq. 2.4 by using [c2]shell as a fitting parameter. Note
that either of these procedures for obtaining an empirical value of [c2]shell are equivalent
to assigning p  1 n Vshell [c 2 ] shell to the empirical probability that a ligand will occupy an
arbitrary site within the coordination shell.
If the actual average cluster size were identical to that in a random mixture of
concentration [c2]0, then Eq. 2.7 would yield [c2]Shell = [c2]0. More generally, the ratio of
[c2]shell to [c2] is a measure of the partition coefficient of the ligand between the bulk and
the solute coordination shell.23

Kp 

[c 2 ] Shell
 e  G / RT
[c 2 ]

2.8
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Thus, G  RT ln K p corresponds to the excess free energy associated with forming an
equilibrium distribution of aggregates, relative to the distribution that would have been
present in the corresponding random mixture. In other words, G = 0 implies that the
actual aggregate size distribution is identical to that in the corresponding random mixture,
while G < 0 corresponds to aggregation and G > 0 corresponds to expulsion of the
ligands from the solute’s coordination shell (again relative to the corresponding random
mixture). Although the above procedure for determining [c2]shell is approximate, it can be
shown that this expression becomes exact for a lattice model of such aggregation
processes when ligand-ligand interactions are negligible in comparison with solute-ligand
interactions (as explained in Chapter 3). Moreover, the resulting expressions for Kp and
G values are also exact for a process corresponding to the transfer of a ligand from a
concentration [c2] to a concentration of [c2]shell, where G is equivalent to the difference
between the excess chemical potentials of the ligand at the two concentrations (relative to
that in a non-interacting system of the same concentration). Eq. 2.8 was used to calculate
the partitioning coefficients and free energy (Table 2.3) of the three different aggregation
processes described in this chapter. The thermodynamic results pertaining to the
aggregation of neopentane and methane (or methanol in water) indicate that there is a
small free energy driving force (G < 0) for forming aggregates, above and beyond those
in a randomly mixed solution of the same composition. In contrast, there is essentially no
free energy driving force (G ~ 0) for the transfer of an iodide ion from bulk water to the
first hydration shell of neopentane.
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Table 2.3. Thermodynamic results for the aggregation of methane and neopentane in the
gas phase, methanol and neopentane in water, and iodide and neopentane in water at 293
K.

[c2] (mol/L)
Vshell (L/mol)
<k>shell
[c2]shell (mol/L)
Kp
G (kJ/mol)

Neopentane
in Methane
r1 = 4.36 Å
r2 =
r2 =
5.16 Å
7.0 Å
4.95
4.95
0.14
0.66
1.28
5.21
9.14
7.89
1.85
1.59
-1.49
-1.14

Neopentane
in Methanol (aq)
r1 = 4.26 Å
r2 =
r2 =
5.0 Å
7.0 Å
4.16
4.16
0.12
0.67
1.14
4.25
9.45
6.35
2.27
1.53
-2.00
-1.03

Neopentane
in NaI (aq)
r1 = 4.97 Å
r2 =
r2 =
5.6 Å
7.05 Å
3.97
3.97
0.13
0.57
0.64
2.24
4.80
3.90
1.21
0.98
-0.46
0.04

The enthalpy H and entropy S associated with various aggregation processes
may be also obtained from the temperature dependence of G, using the following
standard thermodynamic relations.

  G / T  
 G 
H  
and S  


 T  P
  (1 / T )  P

2.9

G was calculated (using the above procedure) for the aggregation of methanol around
neopentane in water at T = 273 K, 293K, and 313 K. The derivatives in Eq. 2.9 were
determined from linear fits to simulation results at T = 273K (G = -0.90 kJ/mol), 293K
(G = -1.03 kJ/mol), and 313K (G = -1.16 kJ/mol). The thermodynamic results
pertaining to the aggregation of neopentane and methanol in water indicate that the
enthalpy (H = 0.8 kJ/mol) and entropy (TS = 1.9 kJ/mol at T = 293 K) associated with
this aggregation process is characteristic of that for hydrophobic interactions in the sense
that formation of the aggregate appears to be entropically dominated, as TS > H. Also

37
note that the H and S for the dissociation of the aggregates have the same (negative)
sign as those for hydrophobic hydration processes at 293K.

2.8. Generalized RM Model
The RM predictions in the previous sections assume a spherical solute
coordination shell. In this section, numerical simulations are used to generalize the RM
model, such that it can be used to make predictions for both non-spherical and non-rigid
molecules.

2.8.1. RM of Non-Spherical Molecules
Eqs. 2.4 and 2.5 indicate that Vshell and n are the only parameters needed to
predict P0(k) and <k>0 for a random mixture. Thus, to generalize the RM model to nonspherical molecules, it is only necessary to determine the non-spherical coordination shell
volume. This is accomplished through the use of a Monte Carlo algorithm. More
specifically, imax random points within a cubic box of volume V containing a single solute
molecule are selected. Each point is classified as either inside or outside of the first
coordination shell (r1  d  r2 or d > r2, respectively, where d is the distance between the
random point and the atoms of the solute molecule). Thus, the non-spherical coordination
shell volume may be obtained by considering the probability Pr1r2 that a random point is
between r1 and r2.
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Vshell 

nrr12
imax

V  Pr1r2 V

2.10

where n rr12 is the number of random points between r1 and r2 of the solute atoms of interest.
Similarly, the van der Waals volume VvdW can be calculated using the following formula:

VvdW  P0 r1 / 2V
r

2.11

where P0r1 / 2 is the probability that a random point is within r1/2 of the solute atoms. Note
that r1 is the center-to-center distance between two atoms (on different molecules), and
thus, r1/2 is the radius of one atom (when the atoms are of the same size). The red shaded
region of Figure 2.6 corresponds to the coordination shell (Vshell ~ 0.22 L/mol) around the
three methyl groups of TBA (where r1 = 3.74 and r2 = 4.9 Å, determined as described in
Section 2.8.2). The black shaded region pertains to the van der Waals volume of TBA,
VvdW ~ 0.053 L/mol. The latter van der Waals volume is consistent with estimates based
on hard sphere volume increments of molecular subgroups (as further illustrated in Table
2.4).36,37
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Figure 2.6. van der Waals volume (black) of TBA, defined as the volume extending out
r1/2 = 1.87 Å from any of the heavy atoms. Coordination shell volume (red) of TBA,
defined as the volume outside of r1 of any of the heavy atoms, but within r2 = 4.9 Å of
any of the methyl carbon atoms.

Table 2.4 summarizes both the van der Waals and coordination shell volumes of
linear alcohol molecules ranging from methanol to n-pentanol. Note that the van der
Waals volume corresponds to the volume of all the heavy atoms and the coordination
shell volume pertains to the hydrophobic coordination shell, thus excluding the
coordination volume around the hydroxyl head group. Since the volumes were all
calculated for the trans conformation, the coordination shell volume is linear with the
number of carbon atoms NC (but quadratic as a function of r2 for a given molecule). More
specifically, Vshell(NC) ~ 0.027*NC + 0.105. The van der Waals and coordination shell
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volumes of TBA, isobutanol, neopentanol, tetramethylammonium, butoxyethanol, and
octanoate are also included in Table 2.4.

Table 2.4. van der Waals and coordination shell volumes of various non-spherical
molecules.

Solute
Methanol
Ethanol
n-Propanol
n-Butanol
n-Pentanol
tert-butanol
Isobutanol
Neopentanol
Tetramethylammonium
Butoxyethanol
Octanoate

VvdW (L/mol)
Eq. 2.11
Ref. 36
r1 = 3.74 Å
0.026
0.022
0.034
0.032
0.044
0.042
0.053
0.052
0.063
0.063
0.053
0.052
0.053
0.056
0.061
0.063
0.053
0.059
0.080
0.077
0.097
0.095

Vshell(L/mol)
Eq. 2.10
r2 = 4.9 Å
0.129
0.162
0.185
0.213
0.237
0.216
0.215
0.211
0.259
0.283
0.262

After calculating Vshell, Eqs. 2.4 and 2.5 can be used to predict P0(k) and <k>0.
Note that the latter RM predictions neglect entropic depletion forces (or packing effects).
Section 2.8.2 describes a numerical RM algorithm that incorporates solute packing
effects.

2.8.2. Numerical RM Simulations of Non-Overlapping Molecules
Non-overlapping RM simulations of systems with a ligand concentration of [c2] and box
volume of V were performed for a system with periodic boundary conditions
(implemented in MatLab). More specifically, imax = 1000 statistically independent
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configurations were generated by inserting N molecules at random positions with random
orientations. The latter randomly oriented and positioned molecules were obtained using
Eq. 2.12.

D  (R x R y R z D T ) T  T

2.12

where D is an m x 3 matrix of the initial atomic coordinates (m is the number of atoms
per solute molecule) and D is an m x 3 matrix of the transformed coordinates. Rx, Ry,
and Rz correspond to the x-, y-, and z-axis rotation matrices, respectively, and T is the
translation matrix. The angles of rotation about the x, y, and z axes, as well as the
distance of translation, were determined using uniformly distributed random numbers.
The above transformations were applied N times to a molecule whose center of mass is
located at the center of the box to generate a single configuration. Configurations with
core-overlaps between molecules were rejected if any of the m atoms between two (or
more) molecules were separated by a distance of less than r1 = 3.74 Å. The latter cut-off
distance was determined from the leading edge in the solute-solute g(r) obtained using
classical MD simulations. Note that the value of r1 = 3.74 Å is relatively independent of
the solute and is approximately consistent with the size of an OPLS, SKS, or TraPPE
Lennard-Jones methyl or methylene group.38 Figure 2.7 shows a snapshot from a RM
configuration of 0.5 M TBA (N = 10 molecules), with red regions corresponding to the
(non-spherical) first coordination shell around each TBA methyl group and black regions
pertaining to the core of the TBA heavy atoms.
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Figure 2.7 Snapshot from a RM configuration of 10 TBA molecules ([c2] = 0.5 M), with
black regions corresponding to the molecular core of TBA and the red regions
corresponding to the non-spherical first coordination shell around each TBA methyl
group.

For each accepted configuration, the number of TBA-TBA contacts was counted
by defining a direct hydrophobic contact as one in which two (or more) methyl groups on
a given TBA molecule is within a specified cutoff distance of the methyl groups on
another TBA molecule. The outer radius of the coordination shell of a methyl group can
be estimated as either 4.1 Å or 4.9 Å. The latter two radii are consistent with the first
maximum and first minimum, respectively, of the methyl-methyl radial distribution
function obtained from MD simulations of aqueous TBA (as shown in Figure 2.8 B).
These coordination shell cutoff distances are quite conservative, as they imply that the
coordination shell volume of TBA ranges from 0.05 to 0.22 L/mol. Using the above two
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different outer bounds on the methyl-methyl coordination shell leads to physically
reasonable bounds on the RM predictions.

Figure 2.8. Pair distribution functions between the central carbon atoms (A) and methyl
carbon atoms (B) of TBA obtained from RM (red) and MD (blue) simulations. Note that
the MD distribution functions have been approximately corrected for finite system size
effects by multiplying each of the distributions by N/(N-1), where N = 5 is the number of
TBA molecules.

After defining the criterion for determining a direct hydrophobic contact, the
aggregate size distribution P0(k) may be calculated using the following equation:

P0 (k ) 

1
imax

i imax

 N (k ; i ) 

N 

 
i 0

2.13

where P0 (k ) is the average probability of k contacts, i is a configuration counter, imax is
the total number of configurations, N(k;i) is the number of molecules with k contacts in
the ith configuration, and N is the total number of molecules.
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From the above probability distribution, the concentration of non-aggregated
(monomeric) molecules [c0] may be calculated as [c0 ]  P0 (0)  [c2 ] , where [c2]= (N/NA)/V
is the total ligand concentration (in mol/L units), V is the box volume (in L units), and NA
is Avogadro’s number. The concentration of aggregated molecules that are in contact
with at least one other molecule is [c2]-[c0], since the sum of the monomeric and
aggregated concentrations is equal to the total concentration. The average number of
contacts <k>0 in a random mixture may also be calculated using the first expression in
Eq. 2.5.

2.8.3. Convergence of the RM Algorithm
In this section, convergence of the RM algorithm described in Section 2.8.2 is
tested as a function of both the number of iterations and the number of solute molecules.
Figure 2.9 A shows how the <k>0 values depend on the number of iterations. The RM
results were obtained from simulations of 1 M TBA with N = 10 TBA molecules, r1 =
3.74 Å, and r2 = 4.9 Å. The error bars were calculated as the standard deviation from 10
independent RM simulations. Note that the error bars for imax = 1000 are smaller than the
points, indicating that 1000 iterations is sufficient to obtain results with negligible
statistical error. Figure 2.9 B illustrates that the <k>0 values obtained from RM
simulations (1 M TBA and 1000 iterations) converge to a constant when N  10 TBA
molecules.
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Figure 2.9. <k>0 obtained from RM simulations of 1 M TBA as a function of the number
of iterations (A) and the number of TBA molecules (B).

2.8.4. Influence of Depletion Forces
In order to determine the influence of entropic depletion forces (packing effects),
Figure 2.10 compares RM <k>0 predictions based on Eq. 2.10 (solid line) and from RM
simulations (closed circles) using the algorithm described in Section 2.8.2. At
concentrations below ~1 M, the agreement between the points and lines indicate that
packing effects are negligible. Table 2.5 also illustrates that the influence of packing
effects on the TBA monomer concentrations is negligible below 1 M TBA.
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Figure 2.10. RM predictions for <k>0 obtained with and without packing effects (using N
= 10, r1 = 3.74 Å, and r2 = 4.9 Å).

Table 2.5. RM monomer concentrations of TBA obtained with and without packing
effects (using N = 10, r1 = 3.74 Å, and r2 = 4.9 Å). Below 1 M, the difference between the
two calculations is less than 5%.

[TBA] (M)
0.25
0.5
0.75
1
1.25
1.5
1.75
2
2.5
3

RM with
packing effects
0.23
0.44
0.61
0.75
0.86
0.96
0.99
0.98
0.94
0.81

RM without
packing effects
0.24
0.45
0.64
0.80
0.95
1.08
1.19
1.28
1.43
1.53

Percent
Difference
-0.3
-1.0
-1.3
-4.0
-6.4
-9.8
-10.7
-16.8
-23.4
-34.0
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2.8.5. RM of Non-Rigid Molecules
The numerical RM simulations may also be extended to flexible (non-rigid)
molecules. More specifically, M randomized solute conformations may be selected from
a database of conformations (generated, for example, from MD simulations of a single
solute molecule in water) and placed in random positions with random orientations in a
box. The inset of Figure 2.11 B shows two conformations of octanoate (C7COO-)
obtained from an MD simulation in which only the bond lengths were constrained (using
the LINCS algorithm39). Note that Vshell for the trans conformation (right) is
approximately 6% larger than that of the gauche conformation (left). Despite the slight
difference between Vshell for various solute conformations, the RM results are
independent of solute conformation for solute concentrations of 0  [S]  1 M and for
solute sizes ranging from methanol to octanoate. In other words, the same results may be
obtained by using only trans conformations in the RM simulations. For example, Figure
2.11 A compares <k>0 values obtained from RM simulations in which only trans
octanoate molecules are considered with simulations in which random octanoate
conformations are used. The agreement between the two results may be explained by
considering the distribution of octanoate conformations. More specifically, panel B
shows the probability distribution of Vshell calculated from 201 MD conformations. This
figure illustrates that there is a very narrow distribution of coordination shell volumes,
that may be reasonably represented as a Gaussian function, with an average and standard
deviation of ~0.26 and 0.006 L/mol, respectively.
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Figure 2.11. (A) <k>0 as a function of octanoate concentration for RM simulations of all
trans molecules and of random octanoate conformations. (B) Probability distribution of
coordination shell volumes of 201 conformations (extracted from MD simulations) with
an average of 0.26 L/mol and standard deviation of 0.006 L/mol. The insets show two
conformations with the black shaded region corresponding to the core of the molecule
(r1/2 < 1.87 Å). The red region pertains to the non-spherical coordination shell (r1 < r2 
4.9 Å), excluding the volume around the two oxygen atoms and neighboring carbon
atom.

2.9. Conclusions
A theoretical strategy for predicting aggregate size distributions in randomly
mixed solutions was presented in this chapter. It was shown how such predictions may be
used to both qualitatively and quantitatively analyze aggregate size distributions in
molecular solutions. This strategy is illustrated using simulations of neopentane dissolved
in methane, aqueous methanol, or aqueous NaI solutions. The results reveal that the
aggregation of methane around neopentane at 293 K decreases significantly at 1000 K,
approaching RM. More interestingly, the present simulation results indicate that there is
approximately the same amount of aggregation of neopentane with methanol in water as
there is with methane in the gas phase. In contrast, iodide has neither an affinity for nor
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repulsion from the first coordination shell of neopentane. It was further shown that
quantitative comparisons of simulation and RM results can be used to obtain the partition
coefficient pertaining to the partitioning of molecules from the bulk solution to the first
coordination shell of a solute, and thus also the corresponding free energy, enthalpy, and
entropy. The analysis of the above representative processes serves to illustrate how RM
statistics can be used to classify and quantify other aggregations and self-assembly
processes of biological and environmental interest.
Furthermore, the RM theoretical model was generalized to non-spherical and nonrigid (flexible) molecules. All of these factors were incorporated to more realistically
model molecular aggregation processes. It was illustrated that at low solute
concentrations (less than ~ 1 M) and for small molecules (with molecular volumes of less
than ~ 0.1 L/mol), the influence of intramolecular flexibility on the RM results is
negligible. At higher concentrations and longer length scales, intramolecular flexibility is
likely to become more significant.
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CHAPTER 3. MODELING MOLECULAR AGGREGATION EQUILIBRIA USING
FINITE LATTICE, BETHE-GUGGENHEIM, AND WEIGHTED RANDOM
MIXING MODELS

3.1. Introduction
Molecular aggregation plays a central role in processes ranging from antibody
binding to mesoscopic self-assembly and crystallization. In general, both entropic and
energetic interactions influence the concentration at which significant aggregation takes
place and the shapes of the associated aggregate size distributions. Entropic contributions
arise from configurational statistics, while energetic contributions result from
intermolecular interactions. The latter interactions may include both direct interactions
between each monomer and the aggregate and cooperative (allosteric) interactions
between bound monomers. In this chapter, a general theoretical framework for describing
aggregation equilibria is presented (built upon the random mixture reference system
described in Chapter 2) that incorporates both direct and cooperative interactions. The
results, which include predictions obtained using exact finite lattice (FL) statistics, the
Bethe-Guggenheim (BG) approximation, and a weighted random mixing (WRM) mean
field approximation, reveal that while both direct and cooperative interactions influence
the concentration at which significant aggregation takes place, cooperative interactions
may further give rise to two classes of aggregation behavior, resembling macroscopic
vapor-liquid phase coexistence, terminating in a critical point. Although the importance
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of such transformations in aggregaton equilibria have not been explicitly described in
previous studies, they are undoubtedly linked to micelle formation40,41 and other
aggregation processes that have been found to give rise to bimodal aggregate size
distributions.42-44 The results are also related to previous theoretical descriptions of
adsorption equilibria45 and allosteric regulation of protein function,46-49 and may prove to
be of more general relevance to biological and mesoscopic aggregation processes50-54 and
to crystallization (as recent studies point to a link between equilibrium aggregation and
nucleation kinetics, in explaining discrepancies between experimental observations and
classical nucleation theory predictions).55-57
Although the following theoretical modeling strategy is quite general, the results
presented pertain to a class of aggregation processes that resemble the binding of one or
more ligands to a central molecule. The primary aim is to quantitatively describe the
aggregate size distributions that dictate the relative abundance of aggregates containing
different numbers of ligands bound to the central molecule. Aggregate size distributions
were obtained when exactly half of the available ligand binding sites are filled, as these
not only dictate the characteristic ligand concentration above which substantial
aggregation takes place, but also most clearly reveal the influence of cooperative
interactions in driving a transformation between unimodal and bimodal aggregate size
distributions, either with increasing ligand-ligand attraction or decreasing temperature.
Cooperative interactions are here defined as any changes in the binding energy of a given
ligand induced by the presence of other bound ligands.
A central molecule with n equivalent ligand binding sites on its surface, and c
nearest neighbors per binding site, may be treated as a finite two-dimensional lattice with
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periodic boundary conditions, resembling sites on the surface of a three dimensional
object. For example, a molecule with four equivalent binding sites, each of which are
nearest neighbors, may be represented by a tetrahedral lattice with n = 4 and c = 3 while
an aggregate with with n = 20 and c = 3 is equivalent to a dodecahedral lattice. Here such
lattice mappings are used to obtain exact FL predictions for the corresponding aggregate
size distributions, and the results are compared with those obtained using both the BG
approximation and a WRM model. In the latter mean field approximation, the energy of
an aggregate containing k bound ligands is replaced by its average value, evaluated in the
random mixture reference system.
The remainder of this chapter is organized as follows. In Section 3.2, a general
theoretical strategy is described that links idealized RM and energetically driven
aggregation processes. In Sections 3.3-3.5, the FL, BG, and WRM models are described.
In Section 3.6, FL, BG, and WRM predictions are compared to highlight the conditions
under which their predictions become identical, and to elucidate the role of cooperative
interactions in driving a transformation from unimodal to bimodal aggregation behavior.
Section 3.7 illustrates potential applications to the analysis of MD simulation results.

3.2. Linking Random and Driven Aggregation
A uniform random mixture reference system is defined as one in which the
concentration of each chemical species is everywhere identical to its bulk concentration,
as in Chapter 2. In other words, such a system is one in which the probability that a
particular molecule will be found in any region (of molecular dimension) is equal to the
product of the molecule’s bulk concentration and the volume of the region of interest.
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More generally, a volume Vshell may be divided into n sub-regions, or binding sites, each
of which has a volume v0 = Vshell/n. Thus, the RM probability that a ligand will occupy
each such binding site is p=v0[c2]0, where [c2]0 is the total ligand concentration in the
random mixture of interest. The binomial distribution may be used to obtain the
probability P0(k) that exactly k of the n binding sites will be occupied by a ligand (as
given by Eq. 2.4).
Note that P0(k) in Eq. 2.4 is normalized, such that
number of occupied ligand binding sites is < k > 0 =



n



n

P (k ) = 1 , and the average

k =0 0

kP0 (k ) = np . More generally, the

k =0

average <  > 0 performed over equilibrium configurations of a random mixture
reference system is defined as follows.
n

<  > 0 =  P0 (k )

3.1

k =0

The aggregate size distribution would change if there were an additional interaction
energy change k associated with transferring k ligands from the bulk solution (outside
of the solute’s first coordination shell) into the solute’s coordination shell. It is important
to note that each of the distinct arrangements of k ligands within an aggregate may in
general have a different value of k. The potential distribution theorem58 may be used to
obtain the following exact expression for the ratio of the equilibrium aggregate size
distribution P(k) in the interacting system, relative to that in the non-interacting random
mixture system P0(k).
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P( k )
 
= e k
P0 (k )
To normalize P(k), such that
partition function



n



n

P(k ) = 1 , then P(k) must be divided by the appropriate

k =0

 (k )

P (k )e 

k =0 0

3.2
0

, where   (k ) =  k BT ln < e

 k

> 0 is the excess

chemical potential associated with introducing the intermolecular interaction energies k.
The aggregate size distributions P(k) may be used to quantify various aggregate
formation and partitioning equilibria. For example, consider an aggregation process such
as S  kL SLk , where S and L represent free solute and ligand molecules,
respectively, and SLk is an aggregate containing k bound ligands. The equilibrium
constant Kk for such an aggregation process may be expressed as follows, where [S], [L],
and [SLk] are the corresponding equilibrium concentrations, and P(k) is the normalized
aggregate size distribution.

Kk =

[ SLk ]
P(k )[S ]
P(k )
=

k
k
[ S ][ L]
P(0)[S ][ L]
P(0)[L] k

3.3

P(k) can also be used to predict the equilibrium constant pertaining to the partitioning of
ligands between the free and bound states Lfree  Lbound , where [ Lfree ] and [ Lbound ]
correspond to the local concentrations of the ligand outside and inside of the coordination
shell of the solute, respectively. Thus, in a random mixture, the latter two concentrations
are necessarily equal to each other, so Kp = 1, while in a non-random mixture Kp is
equivalent to the ratio of the average number of bound ligands in the system of interest to
that in the corresponding random mixture.
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Kp =

k
[ Lbound ]
=
[ Lfree ]
k 0

3.4

Since all of the above equilibrium constants are expressed as ratios of actual
concentrations (rather than activities), they are only expected to be concentration
independent under sufficiently dilute conditions. However, Eqs. 3.3 and 3.4 are valid
even when Kp is not concentration independent.
The P(k) pertaining to solute-ligand aggregation processes in three types of model
systems have been explicitly determined. One is a FL system in which the aggregate is
treated as a finite 2-dimensional lattice with n sites, c nearest neighbors per site, a direct
solute-ligand site binding energy of 1, and a nearest neighbor ligand-ligand contact
energy of 2 (as further described in Section 3.3) The second is an approximation,
developed by Hans Bethe and Edward Guggenheim, to the above exact FL system (as
further described in Section 3.4). The third is the WRM model in which all aggregates of
size k are assumed to have the same energy, rather than a distribution of energies (as
further described in Section 3.5).

3.3. Finite Lattice (FL) Model
A lattice with n sites, c nearest neighbors, and k filled sites may have various
numbers of nearest neighbor pairs 0  J  Jmax where Jmax is the maximum possible
number of pairs (which cannot exceed the total number of links between neighboring
lattice sites). The following method was used to determine the total number of possible
aggregate configurations n Jk that have k filled sites and J contacts between filled sites.
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Note that there are a total of



n 1
k 0

n! [( n  k )!k!]  2 n unique configurations that

have any value of 0  k  n. To calculate n Jk for any value of 0  k  n and 0  J  Jmax,
the number of pairs in all aggregate configurations must be counted. This may be done by
mapping each unique lattice configuration onto each of the binary numbers between 0
and 2n – 1. Each of the latter binary numbers contains n digits such that no two binary
numbers have the same configuration of 0's and 1's, and all possible configurations are
included among the entire set of 2n numbers.
Each of the 2n binary numbers may be mapped onto lattice configurations by
associating each lattice site with a number between 1 and n. Each of the numbered lattice
sites are then filled if the corresponding binary digit is 1 and empty if it is 0. In order to
determine the value of J for a given configuration of filled lattice sites, it is necessary to
make use of a list of each of the c nearest neighbors to each lattice site, and then count the
number of pairs of filled sites that are in contact with each other. The latter strategy was
used to construct matrices of n Jk values for lattices with n = 4, 6, 8, 12, 20, 24, 28, 32, 36,
40, 44, and 48 and c = 3, as well as for several other lattices with different values of c
(see the Appendix). Once the matrix of n Jk values for a given lattice is determined, the
following expression may be used to obtain normalized probability distributions for
systems with various values of 1 and 2.
k
1  p   1   J max k  J 2  
e    n J e
P(k )  

  1  p 
J 0

 



The normalization constant  is obtained as follows.

3.5
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k
 p 
  J max k  J 2  
 1
e    n J e
   

k  0  1  p 
J 0

 


n

Note that when 1 = 2 = 0,



J max
J 0

3.6

n! [( n  k )!k!]  2 n and  becomes equivalent to

1 1  pn . Moreover, Eq. 3.5 implies that 1 2k (k  1)c (n  1) is exactly equivalent to
the average number of occupied nearest neighbor contacts

J

0

in a RM aggregation

process for a lattice with n binding sites, c nearest neighbors per site, and k occupied
sites:





J max

J

0

JnJk

J 0
J max

nk
J 0 J



k!(n  k )! J max k 1
 c 
JnJ  k (k  1)


J 0
n!
2
 n  1

3.7

3.3.1. Computational Methods
In this section, a computationally efficient method for calculating the number of
nearest neighbor pairs is described, in which all unique configurations (each of which is
represented as an n-digit binary number) must be considered. The latter method is based
on a nearest neighbor matrix, whose columns and rows correspond to each of the n lattice
sites and the nearest neighbors of each lattice site. Each matrix element contains either a
0 or 1, where a 0 indicates that the two sites are decoupled (and not nearest neighbors)
and a 1 pertains to coupled sites that are nearest neighbors. Given the nearest neighbor
operator Ĵ and the configuration vector <|k in Figure 3.1 for a tetrahedral lattice (n = 4
and c = 3), the number of nearest neighbor pairs, J, can be calculated using matrix
operations (as shown). The configuration vector specifies the lattice configuration, where
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a 0 indicates that the lattice site is empty and a 1 indicates that the lattice site is occupied.
For example, Figure 3.1 shows a configuration in which lattice sites 1 and 3 are occupied
with a configuration vector of <k| = (1010). By performing the matrix operation shown in
Figure 3.1 (which is the same approach used in Ref. 59) , the number of nearest neighbor
pairs is J = 1, which can be visually verified from the lattice schematic.

Figure 3.1. (Left) Tetrahedral lattice with occupied sites 1 and 3. (Right) Matrix
operations used to calculate the number of nearest neighbor pairs in the displayed lattice
configuration. The black boxes indicate operations that contribute a value of 0 to J.

Due to the fact that the configuration vector is sparse when n is large and k is
small, the above approach is computationally inefficient. More specifically, in a sparse
vector, many of the vector products (such as the ones illustrated by the black boxes)
contribute a value of zero to the number of nearest neighbor pairs, since J = 0 for empty
lattice sites. Thus, in order to maximize computational efficiency, only occupied lattice
sites need to be considered. Additional computational efficiency is achieved by replacing
the matrix vector product operations with a binary “&” operation, followed by a bit
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counting procedure. Note that these two binary operations are equivalent to a vector
product and are only performed for the non-zero elements in the configuration vector.
The computational cost of this approach is illustrated in Section 3.3.2.
Performing the above operations for all possible aggregate configurations results
in the FL n Jk matrix shown in Table 3.1 (for a tetrahedral lattice with n = 4 and c = 3).
The n Jk matrices for other lattices are included in the Appendix.

Table 3.1. FL n Jk matrix for n = 4 and c = 3.

3.3.2. Computational Cost
Figure 3.2 illustrates that the computation time per lattice configuration scales
approximately linearly with the number of lattice sites. The total computation time as a
function of the number of lattice sites (log-linear plot) is shown in the inset of Figure 3.2.
Results for a FL with n = 20 binding sites requires ~50 ns per configuration using the
method described in Section 3.3.1. In contrast, a less efficient algorithm based on nested
for loops requires ~10 ms per configuration. These results suggest that calculations for an
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n = 48 lattice using the former method would require ~ 1 year to complete the calculation
using a single computer processor (and significantly longer using the latter method). By
implementing the more efficient algorithm in C++ and using parallel processing
techniques (using 250 processors), the calculations for n = 48 were completed in ~ 2
days.

Figure 3.2. Computational cost of two methods used to calculate the number of nearest
neighbor pairs for lattices of size 4  n  44. The total computational time scales
approximately linearly with the number of configurations, t (ns) ~ 1032n.

3.4. Bethe-Guggenheim Approximation
In this section, the BG (quasi-chemical) approximation is implemented to
estimate the elements in the n Jk matrix using the following equation (from Ref. 60).
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3.8

where NA = k is the number of filled sites, NB = n–k is the number of empty sites, and
NAB = ck–2J is the number of AB pairs. Given the fact that both the number of AB and
BB pairs must be greater than or equal to 0 requires that NAA  cNA/2 and NAA  ck-cn/2
(where NAA = J is the number of AA pairs). The latter constraints were obtained from the
lattice identities 2NAA+NAB = cNA and 2NBB+NAB = cNB (where NBB is the number of BB
pairs).60 Therefore, the elements of the n Jk matrix that do not satisfy these conditions were
automatically set to 0. The results in Table 3.2 (rounded to the nearest integer) were
obtained using Eq. 3.8 for n = 4 and c = 3. After using the BG approximation to generate
the matrix of n Jk values for a given lattice, Eq. 3.5 can be used to obtain normalized
probability distributions for systems with various values of 1 and 2.

Table 3.2. BG n Jk matrix for n = 4 and c = 3.
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To quantify the difference between the FL and BG n Jk matrices, a 2D correlation
coefficient, r, was calculated (after normalizing the columns of the FL and BG matrices
to unit length). A value of r =1 indicates that the matrices are identical. Figure 3.3 shows
the resulting correlation coefficients as a function of lattice size.

The fact that r

approaches 1 with increasing lattice size indicates the convergence of the FL and BG
models. Thus, the FL and BG predictions are expected to be in good agreement for larger
lattices.

Figure 3.3. 2D correlation coefficient between the FL and BG n Jk matrices as a function
of lattice size.

3.5. Weighted Random Mixing (WRM) Model
The following WRM expression for P(k) is obtained by replacing the distribution
of energies k in Eq. 3.2 by its average over all reference system configurations (k) 
<k>0 (obtained using Eq. 3.1).
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P(k )
= e
P0 (k )

To normalize P(k), such that



n



n

k
0

= e   ( k )

3.9

0

P(k ) = 1 , then P(k) must be divided by

k =0

P (k )e   ( k ) .

k =0 0

Eq. 3.9 may be used to define the chemical potential of an aggregate containing k
bound

ligands

as

 k = k BT ln P(k ) = k BT ln P0 (k )   (k ) ,

corresponding entropy sk

and energy u k

from

which

the

may be obtained by differentiation;

sk = (k /T ) p = kB ln P0 (k ) and uk = [(k /T )/(1/T )]p =  (k ) . Thus, the WRM

approximation implies that sk arises entirely from the random mixture reference system
while u k is equivalent to the energy change associated with transferring k ligands from
the bulk to the coordination shell of the solute. The decoupling of entropic and energetic
contributions is analogous to that arising in generalized van der Waals or first order
thermodynamic perturbation theories of macroscopic fluids.61-63 The fact that the above
derivatives were performed at constant p (where p is defined in Section 2.2) is equivalent
to fixing the free ligand concentration (or fixing both the total number of free ligands and
system volume).
Consider a class of aggregation processes that have a constant (k-independent)
direct binding energy per ligand 1. In other words, such aggregation processes are ones
for which cooperative ligand-ligand interactions are neglibible (  2 << 1 ). Thus, the
total direct solute-ligand interaction energy (k) is proportional to the number of bound
ligands k.
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k =  (k ) = k 1

3.10

Note that for any such system, WRM and FL predictions are necessarily identical, since
every value of k is associated with exactly one value of k = (k). Moreover, when (k) is
given by Eq. 3.10, P(k) has the following dependence on p and 1 (to within a constant of
proportionality whose value depends on k and n).

 p   1 
e
P(k )  

 1  p 


k

3.11

This expression makes it clear that the functional form of P(k) is invariant to any changes
in both 1 and p that leave the quantity [ p /(1  p)]e   unchanged. For example, this
1

implies that the aggregate size distribution obtained with some particular pair of 1 and p
values is necessarily identical to that obtained in an idealized non-aggregating random
mixture (for which 1 = 0) with a site occupancy probability p0 that is related to 1 and p
as follows.

p0 =

1
1
 
  1e 1  1
p 

3.12

The value of p0 is equivalent to the average ligand binding probability (per site) in an
aggregate characterized by 1 and p. In other words, the above invariant property implies
that p0/v0 is the local monomer concentration in the aggregate when the monomer binding
energy is 1, and the monomer concentration in the surrounding bulk solution (outside of
the solute’s coordination shell) is p/v0. Note that this implies that the average number of
bound ligands for such an aggregation process is < k >=



n

kP(k ) = np0 . Moreover,

k =0
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p/p0 =< k >/< k >0 = K p is equivalent to the partition coefficient of ligand molecules

between the bulk and the aggregate (as given by Eq. 3.4).
More generally, the influence of cooperative ligand-ligand interactions on
aggregation equilibria may be considered. Specifically, 2 is defined as the average
interaction energy between any one of the k bound ligands and any other ligands that
occupy any one of the c nearest neighbor sites around that bound ligand. For such
systems, the WRM approximation implies that (k)  <k>0 has the following non-linear
dependence on k.

 c 
 2
 n  1

 (k ) = k 1  12 k (k  1)

Note that

3.13

1
k ( k  1) is equivalent to the total number of unique pairs among k objects,
2

and c/(n–1) is the ratio of the number of nearest neighbors to the total number of sites in
the lattice around a given bound ligand (in a system with a total of n binding sites). Thus,
1
2

k (k  1)(

c
) is exactly equivalent to the average number of occupied nearest neighbor
n 1

 c 
 2 , where 2 is the
 n  1

contacts in a RM aggregation process. More generally,  2 ' = 

effective interaction energy between any pair of bound ligands, and thus Eq. 3.13 can be
replaced by  (k ) = k 1  12 k (k  1) 2 ' .
The above WRM aggregation predictions lead to the following additional
symmetry condition pertaining to aggregates in which half of the binding sites are filled,
and thus <k>/n = 0.5. Note that any aggregate size distribution that is symmetric, in the
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sense that P(k) = P(n–k), is necessarily exactly half-filled. The WRM results indicate that
the converse is also true, as half-filled distributions are symmetric. For any system with
such a symmetric half-filled aggregate size distribution, the parameters p, 1, and 2 must
be related as follows.
c 2
 p   1

e
= e2
1  p 
1

3.14

Equivalently, Eq. 3.14 may be re-arranged to obtain the following expression for the
value of p = p1/2 at which half of the ligand binding sites are filled.
1

p1/2 =
e

c
  ( 1   2 )
2

3.15
1

The shapes of the aggregate size distributions P(k) for any such symmetric half-filled
systems may either be unimodal or bimodal. Moreover, for any system with a bimodal
aggregate

size

distribution,

there

exists

a

critical

temperature

T   Tc (kB / |  2 |) = (c |  2 |) 1 , where 2 < 0 and Tc is the temperature above which the

distribution becomes unimodal. Since the left-hand-side of Eq. 3.14 is invariant to
simultaneous changes in 1 and p (as explained above), the value of T* is necessarily
independent of the direct solute-ligand interaction energy 1, and thus depends only on
the cooperative ligand-ligand interaction energy 2 (as well as the values of c and n). Eq.
3.15 pertains not only to the WRM approximation, but also to exact FL aggregation
processes with c nearest neighbors per site, in the macroscopic limit64,65. Moreover, the
explicit FL results imply that this is also the case when n is finite.
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3.6. Comparison of FL, BG, and WRM Predictions
In this section, FL, BG, and WRM predictions are compared under various
conditions, including those under which the predictions become identical, as well as in
the near critical region, where FL and WRM predictions deviate most greatly from each
other. However, FL and WRM predictions for experimentally measurable parameters
such as the average aggregate size and ligand partitioning equilibrium constant are found
to remain in remarkably good global agreement with each other, even in the near critical
region. Figure 3.4 illustrates the influence of p, 1, and 2 on the aggregate size
distributions for a system with n = 20 binding sites and c = 3 nearest neighbors per site.
More specifically, all of the 1 and 2 values in Figure 3.4 were chosen such that a
symmetric (half-filled) distribution is attained when p = p1/2 = 0.02. The exact FL (points)
and WRM mean field (solid curves) predictions shown in Figure 3.4 were obtained using
Eqs. 3.5 and 3.9.
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Figure 3.4. The effect of p on the aggregate size distributions is illustrated when either 2
= 0 (A), or 1 = 0 (C) for a lattice with n = 20 and c = 3. These two extremes are separated
by a critical temperature Tc |  2 | /(1.8k c ) at which P(k) transforms from a unimodal to
bimodal distribution (B). Note that increasing p is identical to increasing the local ligand
concentration, and thus the distributions in (A) may be obtained by fixing p and varying
1.

Figure 3.4 A shows results pertaining to a system with no cooperative ligandligand interaction energy (2 = 0). These results illustrate how P(k) changes shape and
shifts to larger aggregate sizes with increasing ligand concentration p = [c2]v. Note that
when p = 0.02, the distribution is symmetric and unimodal, with <k> = n/2 = 10. The
exact agreement between the points and solid curves in Figure 3.4 A confirms that the FL
and WRM predictions are identical to each other for any such system (because, in the
absence of cooperative interactions, all configurations with k bound ligands have
precisely the same energy). Moreover, the distributions shown in Figure 3.4 A are
identical to those pertaining to a random mixture P0(k) when p is replaced by p0 (as given
by Eq. 3.12).
Figure 3.4 C shows the quite different influence of cooperative ligand-ligand
interactions on the concentration dependence of P(k). In this case, a slight change in p
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produces a dramatic change from a distribution consisting primarily of free solutes, with
<k> ~ 0, to one consisting of essentially completely formed aggregates, with <k> ~ n =
20. Notice that the aggregate size distributions may also now be bimodal, but only over a
narrow range of ligand concentrations 0.016  p  0.024. Outside of this range, the
distributions are unimodal with over 60% of the population either in P(0) or in P(n),
while at p = 0.02 the bimodal aggregate size distribution is perfectly symmetric. The
bimodal to unimodal transformation is the finite system analogue of vapor-liquid
coexistence in macroscopic systems. In other words, a bimodal aggregate size
distribution corresponds to the coexistence of aggregates with low and high ligand
densities, analogous to macroscopic vapor and liquid phases. Bimodal aggregation is also
closely related to micelle formation,40,41 in which free monomers are in equilibrium with
micelles with a high local density of bound monomers, whose aggregate size distribution
evolves with increasing total monomer concentation. The influence of cooperative
interactions on aggregation is also related to biochemical allosteric regulation of enzyme
activity and protein function, in which the binding of one ligand may either promote or
inhibit the binding of one or more other ligands.46-49 More specifically, a negative ligandligand interaction energy 2 leads to allosteric activation, while a positive 2 leads to
allosteric inhibition of subsequent ligand binding. More generally, the FL and WRM
predictions are reminiscent of the behavior of various other types of aggregating systems
that display bimodal aggregation behavior.42-44
Figure 3.4 B shows results obtained when both 1 and 2 are non-zero, and the
value of 2 is chosen to correspond to the critical point for the corresponding FL system.
Note that the symmetric aggregate size distribution produced when p = 0.02 is now nearly
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flat; a large (less negative) value of 2 (or a higher temperature) would produce a
unimodal distribution, while a smaller (more negative) value of 2 (or a lower
temperature) would produce a bimodal distribution. The discrepancies between the FL
(points) and WRM (solid curve) predictions in Figure 3.4 B and C illustrate the fact that
cooperative ligand-ligand interactions lead to deviations between FL and WRM
predictions, because cooperative interactions generally lead to configurations which have
the same value of k but different binding energies. However, a special sub-class of
aggregation process for which c = n – 1 invariably produce identical FL and WRM
predictions, because in such systems all bound ligands are necessarily nearest neighbors
(and so all configurations with a given value of k have the same binding energy). One
example of such a system is an aggregate in which the ligand binding sites are arranged
tetrahedrally, so n = 4 and c = 3, as shown in Figure 3.5 A. In contrast, the results shown
in Figure 3.5 B pertain to a system in which the ligand binding sites are arranged on a
square with n = 4 and c = 2, and thus not all bound ligands are nearest neighbors, and so
FL and WRM predictions are no longer identical.
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Figure 3.5. Comparison of aggregate size distribution predictions obtained when p = p1/2
= 0.02 (so half of the ligand binding sites are filled) for systems with either (A)
tetrahedral (n = 4 and c = 3) or (B) square (n = 4 and c = 2) binding site geometries (as
illustrated by the inset figures). The points and lines correspond to FL and WRM
predictions, respectively, which agree exactly when c = n – 1 (A) as well as when the
ligand-ligand interaction energy is zero (blue curves and blue closed points).

Note that both the FL and WRM results shown in Figure 3.5 reveal the existence
of a critical temperature below which the aggregate size distributions become bimodal,
and above which they are unimodal. The precise value of the critical temperature depends
not only on 2, but also on the values of both n and c, and is generally not exactly the
same for the FL and WRM models (as illustrated below).
Figure 3.6 shows the half-filled aggregate size distribution predictions pertaining
to the critical temperature of the corresponding FL system, for aggregates ranging in size
from n = 4 to n = 20, all of which have exactly c = 3 nearest neighbors per ligand binding
site. At the FL critical temperature, there is a significant difference between the FL
(points) and WRM (solid curves) predictions for all but the n = 4 lattice. The difference
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between the FL and WRM increases as the difference between c and n increases, as a
consequence of the increasing fluctuation in the binding energy k relative to (k) =
<k>0.

Figure 3.6. Comparison between exact (points) and WRM (solid curves) aggregate size
distribution predictions for systems with various values of 4  n  20, obtained at the FL
critical temperature. The inset shows how the critical temperature
T   Tc (kB / |  2 |) = (c |  2 |) 1 of the WRM (points and solid curves) and FL (points and
dashed curve) aggregation models approach the corresponding macroscopic critical
temperatures. The critical temperatures in the inset were calculated as the temperature at
which P(n/2-2) = P(n/2).

The inset panel in Figure 3.6 shows how the critical temperature depends on n for
both FL (closed points and dashed curve) and WRM (open points and solid curve)
models. The dashed and solid horizontal lines represent the corresponding critical
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*
temperature T* in the macroscopic (infinite lattice) system, limn TWRM
= c/4 = 0.75 and






limn TFL = 1/ 2 ln(2  3)  0.38 . In both cases, the critical temperatures approach

the macroscopic limit with increasing n in a way that is reasonably well represented by
the double exponential best fit curves shown in the inset panel of Figure 3.6 (but are not
as well represented by a stretched exponential function, not shown). Although T*
depends on n, it is invariably the case that T* ~ 1 and thus k B Tc ~  2 (where 2 < 0),
which implies that the onset of bimodal aggregation behavior occurs when the ligandligand cohesive interaction energy exceeds the ambient thermal energy kBT.
Although the discrepancies between the WRM and FL predictions for P(k) are
quite large in the near critical region, they do not have nearly as significant an influence
on properties such as the average aggregate sizes <k> and ligand partitioning coefficient
Kp, as illustrated in Figure 3.7. The WRM (solid curves) and FL (points) results shown in
Figure 3.7 pertain to an aggregate with a total of n = 20 ligand binding sites and c = 20
nearest neighbors per site. The predicted values of <k> and Kp are plotted as a function of
the effective ligand concentration p, for various values of 1 or 2.
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Figure 3.7. FL (points), BG (dashed curves), and WRM (solid curves) predictions for <k>
(A and C) and Kp (B and D) as a function of p, pertaining to aggregates with n = 20
binding sites and c = 3 nearest neighbors per site, when 2 = 0 (A and B) and when 1 = 0
(C and D). The dashed lines represent RM predictions (with 1 = 2 = 0). The horizontal
dotted lines in panels (A) and (C) correspond to half-filled aggregate configurations. The
corresponding characteristic aggregation concentrations, at which the WRM and FL
predictions cross <k> = 10, are the same in both panels (A) and (C); p = 0.0474, 0.119,
0.269, 0.5, 0.731, 0.881, and 0.953 when increasing either 1 or 2 from negative to
positive values. The +, , and X symbols in panel (C) mark the location of the FL, BG,
and WRM critical points, respectively, in the macroscopic limit.

Figure 3.7 A and B show results obtained when varying 1 (with 2 = 0) and
Figure 3.7 C and D show results obtained when varying 2 (with 1 = 0). The values of 2
in Figure 3.7 C were chosen so as to have the same characteristic binding concentration
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as the corresponding results in Figure 3.7 A. In other words, both sets of curves have
half-filled aggregate size distributions, <k> = 10, at the same free ligand concentrations p
(whose values are given in the caption of Figure 3.7). The X symbol in Figure 3.7 marks
the location of the WRM critical point in the macroscopic limit, which occurs at 2 = 4/3 and p ~ 0.119. The corresponding FL critical points in the macroscopic limit (+)
occurs at 2 = -2.63 and p ~ 0.019.
The agreement between the WRM (curves) and FL (points) predictions shown in
Figure 3.7 is remarkably good. Note that the WRM and FL predictions are identical when
2 = 0 (as shown in the upper two panels of Figure 3.7). On the other hand, when 1 = 0
(as shown in the lower two panels of Figure 3.7), the WRM and FL predictions are no
longer identical, but remain in quite good agreement with each other. This agreement is
in part due to the fact that Eq. 3.15 holds for both the WRM and FL models. Thus, the
WRM and FL predictions pertaining to the same values of 1 and/or 2 necessarily have
the same characteristic binding concentrations, and thus must cross <k> = 10 at the same
value of p.
The most significant deviations between the WRM and FL predictions shown in
Figure 3.7 occur when 2 > 0, in which case the average aggregate size <k> predictions
obtained using the FL model invariably exceed those obtained using the WRM model.
This discrepancy makes physical sense, as the WRM model assumes that the bound
ligands are randomly distributed among the binding sites, while the exact FL results more
realistically distribute the bound ligands so as to minimize repulsive ligand-ligand
interactions. It is also interesting to note that when 2 becomes very large and positive,
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the WRM predictions approach <k> = 1 (at all values of 0 < p < 1), while the FL
predictions typically approach a larger value of <k> in this limit. This difference between
the WRM and FL predictions again stems from the fact that the exact FL results imply
that there is no repulsive interaction energy between ligands as long as no ligands are in
contact with each other, and thus when 2 becomes very large and positive, the aggregates
will arrange so as to avoid any ligand-ligand contacts by filling approximately half of the
binding sites. On the other hand, the WRM predictions must approach <k> = 1 when 2
becomes arbitrarily large and positive because a random arrangement of bound ligands
will produce a large positive average energy whenever more than one ligand is bound.
Note that the results shown in Figure 3.7 indicate that at low ligand
concentrations, the slope of <k> as a function of p is entirely dictated by 1. Thus,
experimentally measured ligand concentration dependence of <k> and/or Kp may be used
to characterize a particular aggregation process as one that is dominated by 1 or 2.
Figure 3.8 compares the resulting aggregate size distributions for half-filled
lattices (i.e. <k> = n/2) and critical temperatures obtained from the FL, BG, and WRM
models. More specifically, Figure 3.8 A-C shows the aggregate size distributions for
lattices with n = 8, 20, and 48 binding sites, respectively, at the corresponding FL critical
temperature. Note that the FL and WRM distributions for n = 8 and 20 are the same as
those in Figure 3.6. Since the WRM critical temperatures are invariably higher than that
of the corresponding FL (as illustrated in panel D), the WRM aggregate size distributions
are invariably bimodal in Figure 3.8. In contrast, the BG critical temperature for the n = 8
*
*
lattice ( TBG
 0.58 ) is lower than that of the FL critical temperature ( TFL  0.73 ). Thus,
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the BG aggregate size distribution is unimodal at T *  0.73 . With increasing lattice size
(up to n = 48), the BG and FL critical temperatures converge to T* ~ 0.47, which is close
to the BG critical temperature in the macroscopic (infinite lattice size) system,

lim TBG
= 1/2 lnc /(c  2)  0.455 .66 Therefore, the FL and BGA aggregate size
n 

distributions (for n = 20 and 48) are in good agreement, as are the binding isotherms
(shown in Figure 3.7). The good agreement stems from the fact that FL and BG n Jk
matrices are similar, as evidenced by the 2D correlation coefficients shown in Figure 3.3.
However, since the FL and BG models have different critical temperatures in the
thermodynamic limit, slight deviations between the FL and BG aggregate size
distributions are expected for lattices with n >> 48.
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Figure 3.8. Comparison of FL critical aggregate size distributions for lattices with n = 8
(A), 20 (B), and 48 (C) binding sites with predictions using the BG and WRM models (at
the same temperature as the corresponding FL). (D) The critical temperature as a function
of lattice size for all three models. The horizontal lines correspond to the macroscopic
critical temperatures.

3.7. Examples of WRM Analysis Strategies
In this section, MD simulation results are analyzed using the WRM model to
quantify various intermolecular interactions. For example, Figure 3.9 A shows aggregate
size distributions pertaining to the probability that k methane molecules occupy the first
coordination shell of neopentane (reported in Chapter 2). These distributions indicate
that at a bulk methane concentration of 0.5 M, 60% of the configurations have no
methane molecules (k = 0) in the first coordination shell of neopentane (and thus ~ 40%
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of the configurations have k  1 methane molecules in the first coordination shell of
neopentane). As the methane concentration increases, the aggregate size distributions
shift to increasing aggregate sizes. Figure 3.9 B illustrates that the average number of
methane molecules in the first coordination shell of neopentane increases nonlinearly
from ~0.5 at 0.5 M to ~ 12 at 15 M.
Qualitative information regarding the attractive or repulsive nature of the
interaction between methane and neopentane may be obtained by comparing the MD
aggregate size distributions or binding isotherm with RM predictions. For example, the
fact that the MD aggregate size distributions are shifted to larger cluster sizes, relative to
the RM predictions, indicates a thermodynamically favorable interaction. More
quantitatively, the aggregate size distributions were fit to the WRM model, with the
assumption that the first coordination shell of neopentane can accommodate up to n = 20
methane molecules (which is a reasonable estimate based on the hard sphere diameters of
neopentane and methane).31 The 5 M aggregate size distribution may be reasonably
reproduced using 1 as a fit parameter, and, thus, 2 is negligible. Note that if 2 were not
negligible, then the shape of the aggregate size distributions would not be reproduced by
adjusting only 1 (as illustrated in Figure 3.10 B). Thus, the WRM analysis implies that
this particular aggregation process is associated with a direct solute-ligand interaction
energy of 1 = -1.46 kJ/mol. The latter interaction energy value can be used to predict the
aggregate size distributions at other methane concentrations. For example, the solid
distributions at 0.5, 5, and 15 M methane all result from WRM predictions using 1 = 1.46 kJ/mol. The fact that the predicted distributions are in generally good agreement
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with the simulated distributions indicates that 1 is concentration independent. The
concentration independence of 1 is further illustrated by fitting the binding isotherm
(Figure 3.9 B) to Eq. 3.1, which results in the same 1 = -1.46 kJ/mol. Also, note that
identical values of 1 are obtained when the same aggregate size distributions (and <k>
curve) are fit to the FL model for n = 20. This agreement is not surprising given that the
WRM and FL models become equivalent when ligand-ligand interactions are negligible
(as illustrated in Section 3.6).

Figure 3.9. (A) Aggregate size distributions of methane around neopentane in the gas
phase obtained from MD simulations (solid points) and RM predictions (open points and
dotted curves) at 0.5 (blue), 5 (green), and 15 (red) M methane. The 5 M distribution was
fit to Eq. 3.9 (solid curve) with 1 = -0.6RT, which was then used to predict the aggregate
size distributions at 0.5 and 15 M (solid curves). (B) MD simulations for <k>, along with
the best fit to Eq. 3.1 (solid curve) and RM predictions with 1 = 2 = 0 (dashed curve).

An independent estimate of the methane-neopentane interaction energy was
determined by performing NVT MD simulations on an isolated methane-neopentane
dimer. From these trajectories, the potential energy V(r) as a function of both methane-
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neopentane distance (defined as the distance between the central carbon atoms of the two
molecules) and dimer configurations was calculated. The average interaction energy in
excess

of
r2

a

1   4r 2V (r )dr
r1

random



r2

r1

mixture

was

then

calculated

as

4r 2 dr  1.5 kJ/mol, where r1 = 4.36 Å and r2 = 7.0 Å

correspond to the leading edge and first minimum in the neopentane-methane g(r). Note
that this value of 1 is very similar in magnitude to the one obtained by fitting the WRM
model to the aggregate size distributions shown in Figure 3.9, implying that 1 from the
WRM model corresponds to a potential energy interaction term.
The results in Figure 3.10 pertain to the probability that k I- ions are in the first
coordination shell of neopentane at I- concentrations of 1 and 4 M. In order to isolate the
influence of direct solute-ligand interactions (between iodide and neopentane) and
cooperative interactions (between bound iodide ions), a WRM analysis was applied to the
MD simulation results (points) in Figure 3.10. More specifically, the aggregate size
distribution at 1 M NaI (A) was fit to the WRM model using 1 as a fit parameter. Note
that the good agreement between the WRM predictions and MD simulation results
indicate that 1 is sufficient to characterize the interaction between I- and neopentane at 1
M. This is physically reasonable as the distributions show that the probability of having
more than one iodide ion in the first coordination shell of neopentane is negligible (and
thus, there are no cooperative interactions between bound ions). Applying a similar fitting
procedure to the 4 M distributions (B) reveals that using only 1 as a fit parameter is
insufficient to reproduce the shape of the aggregate size distribution when there is a
significant probability of having 2 or more interacting iodide ions in the first coordination
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shell of neopentane. However, when both 1 and 2 are used as fit parameters, the WRM
model captures the shape of the aggregate size distribution. Moreover, the sign of the
cooperative interaction energy term is positive, indicating a repulsive interaction between
bound ions, due to electrostatic repulsion between negatively charged ions. Thus, in
contrast to the attractive direct (solute-ligand) interaction between neopentane and
methane (shown in Figure 3.9), the neopentane-I- system illustrates an aggregation
process in which cooperative interactions are repulsive.

Figure 3.10. Aggregate size distributions of iodide around neopentane obtained from MD
simulations (solid points) at  1 (A) and 4 (B) M iodide. The 1 and 2 values were
obtained by fitting the MD results to Eq. 3.9 (dashed and solid curves).

3.8. Conclusions
FL, BG, and WRM models were used to describe molecular aggregation
processes in which multiple ligands may bind to a central solute molecule, with direct
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(1) and/or cooperative (2) interactions. The FL model incorporates the exact distribution
of energies arising from all configurations of ligands bound to an aggregate that is treated
as a two-dimensional lattice with n binding sites and c nearest neighbors per site. The BG
model approximates the distribution of energies associated with the aggregate
configurations. In contrast, the WRM model invokes a mean field approximation in
assuming that all aggregates of size k have the same energy.
FL aggregate size distributions and ligand binding isotherms were compared with
predictions obtained using both the BG and WRM approximations for lattices with up to
n = 48 binding sites, whose properties approach the thermodynamic (infinite lattice) limit.
The results reveal that FL and WRM predictions become identical in certain limits (when
2 = 0 or c = n–1), and are otherwise in reasonable agreement with each other, except
near the bimodal to unimodal critical point. Despite the discrepancies in the near-critical
region, the corresponding average aggregate size and ligand partitioning equilibrium
constant predictions are found to be in relatively good global agreement with each other.
The BG approximation becomes nearly exact for large lattices (i.e. n > 20).
This chapter also illustrated the use of the FL, BG, and WRM models in the
analysis and interpretation of computer simulations.

For example, calculated and

predicted aggregate size distributions P(k) were directly compared to first determine the
effective direct (1) and/or cooperative (2) interaction energies for a given aggregation
process, and then to predict P(k) at other ligand concentrations. Comparing experimental
results with FL and WRM predictions may require focusing on properties that are more
readily measurable than P(k) itself. For example, Chapters 4 and 5 illustrate the use of
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Raman-MCR to obtain <k> and P(0) values pertaining to the number of iodide ions in the
first coordination shell of hydrophobic molecules dissolved in water, as well as the
number of hydrophobic contacts between alcohol molecules. As another example,
thermodynamic measurements have been used to obtain estimates of the equilibrium
constants pertaining to the partitioning of ions between a bulk aqueous solution and the
coordination shells of various solutes.23 Such experimental results may be compared with
FL, BG, or WRM predictions to quantify direct 1 and cooperative 2 interaction energies,
and infer the corresponding aggregate size distributions P(k).
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CHAPTER 4. QUANTIFICATION OF ION INTERACTIONS WITH MOLECULAR
HYDROPHOBIC INTERFACES IN AQUEOUS SOLUTIONS

4.1. Introduction
The affinity of ions for molecular interfaces is of wide-ranging importance in
chemistry, geology, and biology, including the role of ions in protein folding and
stability.67 The Hofmeister series has been used to quantify and categorize specific ion
interactions and their biological relevance.23,67-69 For example, the adsorption of ions to
macroscopic air-water and oil-water interfaces has been investigated using experimental
thermodynamic analyses,70 interfacial tension,71 nonlinear optical second harmonic
generation,72,73 sum frequency experiments,74-77 and x-ray photoelectron spectroscopy.78
While both MD simulations and thermodynamic analyses indicate that Na+ and F- are
expelled from macroscopic air-water and molecular hydrophobic interfaces, some
previous studies have suggested that large polarizable anions have an affinity for
macroscopic air-water and oil-water interfaces and molecular hydrophobic hydration
shells.23,27,33,70,75,77,79-82
Although there have been a significant number of computer simulation studies of
ions at aqueous interfaces,80 including the affinities of alkali cations and halide anions for
lipid membranes83 and peptide bonds,84 few previous experiments have confirmed the
presence of large ions in the first hydration shell of molecular hydrophobic interfaces.
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However, a combined NMR and MD study concluded that while I- and SCN- bind to the
amide groups and CH2 backbone of an uncharged polypeptide, (VPGVG)120, these ions
do not interact with the hydrophobic side chains.24 In addition, a combined NMR and
isothermal titration calorimetry study found that I- and other chaotropic ions bind to a
concave aromatic hydrophobic cavity.85 Lastly, Pegram and Record performed a
thermodynamic analysis of a large amount of experimental data to obtain experimentally
derived estimates of the partitioning of ions in aqueous salt solutions to the coordination
shells of small hydrocarbons and model peptide solutes.23
In this chapter, Raman-MCR hydration shell spectroscopy is used to probe the
affinity of Na+, F-, and I- ions for the hydrophobic surfaces of trimethylacetate (TMA-),
tert-butylamine (TBNH2), tert-butyl alcohol (TBA), trimethylamine N-oxide (TMAO),
and tetramethylammonium (TMeA+). These amphiphilic solutes all have a trimethyl
hydrophobic domain of similar shape, but their head groups differ in charge and polarity.
The molecular structures of these solute molecules are shown in Figure 4.6 B. Note that
the positive charge of TMeA+ is expected to delocalize over the methyl groups,86 and
TMAO is a zwitterionic osmolyte with a dipole moment oriented toward the oxygen
atom, and thus its methyl groups are also expected to have a partial positive charge.87 The
methyl groups are classified as nominally hydrophobic because neopentane, C(CH3)4, is
insoluble in water, and thus the aqueous solubility of the above solutes may be attributed
to the polar head groups (or net charge). Perturbations of the hydrophobic hydration shell
structure induced by interactions between ions and hydrophobic groups were detected
using SMCR.3 Quantitative information was obtained from ion-induced CH (or CD)
frequency shifts, which were used to quantify the average number of ions in the first
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hydrophobic hydration shell of each of the above solute molecules. Furthermore, the
latter quantitative results were compared with RM predictions. In addition, atomic partial
charge calculations were performed to quantify the correlation between surface charge
and ion affinity.

4.2. Interactions between NaF and Molecular Hydrophobic Surfaces
Figure 4.1 shows the Raman spectra (collected at 20C and using a 1200
grooves/mm grating) of three aqueous solutions, each containing 0.5 M TBA, but varying
concentrations of NaF (ranging from 0 M to 1 M). The Raman spectra of the aqueous
NaF solutions (with no TBA), shown in Figure 4.2 A, are essentially identical to the
TBA/NaF mixtures, except that they do not contain the CH stretch features between 2850
cm-1 and 3000 cm-1.

Figure 4.1. Raman spectra of aqueous solutions containing 0.5 M TBA and 0, 0.5, or 1 M
NaF. The dotted curve corresponds to the Raman spectrum of pure water.
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In order to determine whether Na+ or F- ions have any significant interaction with
TBA, an SMCR analysis of the spectra obtained at each salt concentration (with and
without TBA) was performed (as illustrated in Figure 1.4 of Chapter 1). Figure 4.2 A
shows the resulting SC spectra obtained from a 0.5 M aqueous solution of TBA
containing various concentrations of NaF (up to 1 M). These SC spectra contain the CH
stretching bands of TBA (between ~2800 and 3100 cm-1), as well as features arising from
hydration shell water molecules (between ~3100 and 3700 cm-1) whose vibrational
structure is perturbed by the solute. The low frequency shoulder of the hydration shell
OH band near 3200 cm-1 (Figure 4.2 A) implies that the tetrahedral structure of water is
enhanced around TBA.1,6-8,22 More significantly, the insensitivity of the TBA hydration
shell spectrum to added NaF indicates that the hydration shell of TBA is not disrupted by
either Na+ or F- ions. Similar results are obtained when NaF is added to TMA-, TBNH2,
TMAO, and TMeA+ aqueous solutions. Furthermore, the results shown in Figure 4.2 B
indicate that aqueous Na+ and F- ions have little or no effect on the CH stretching
frequency (obtained by fitting the CH stretching modes at ~2920 cm-1 to a Gaussian
function) of TBA or the other molecular solutes, including the positively charged TMeA+
cation. These results imply that both Na+ and F- are expelled from the hydration shells of
all these solutes.
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Figure 4.2. (A) SC spectra of TBA in aqueous solutions of NaF. The dashed curves
correspond to the solvent component (pure water or aqueous NaF). (B) Neither Na+ nor
F- induces a significant shift in the CH frequencies of TMA-, TBNH2, TBA, TMAO, or
TMeA+.

Raman-MCR was also used to obtain ion-correlated (rather than molecular SC)
spectra that contain additional quantitative information regarding interactions between
ions and hydrophobic hydration shells. In order to eliminate the overlap between the OH
stretch of water and the CH stretch of the solute, experiments were performed using a
solvent consisting of a 0.5 M aqueous solution of either deuterated TBA (TBA-d9) or
TMAO (TMAO-d9). Various concentrations of NaF were added to these two-component
solvents and SMCR was used to decompose the resulting experimental spectra into F-correlated and pure solvent spectral contributions. The resulting F--correlated spectra
contain features arising primarily from the hydrogen bonding of water to F-, as well as
from any molecular solutes whose spectra are significantly perturbed by F-. In other
words, the vibrational modes of any solute molecules whose first hydration shells contain
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F- are expected to appear in the F--correlated spectrum, while the vibrational modes of
TBA or TMAO molecules whose hydration shell do not contain F- will show up in the
solvent spectrum (pertaining to salt-free aqueous TBA or TMAO).
Figure 4.3 displays the CD stretching bands appearing in the F--correlated spectra
obtained when adding 1 M NaF to aqueous TBA-d9 and TMAO-d9 solvents. The dashed
curves represent the CD stretch band in the input Raman spectra. The solid curves
represent the F--correlated CD band arising from TBA or TMAO molecules whose
hydration shell contains an F- ion. The nearly flat (approximately zero area) solid curves
confirm that there are no F- ions in the first hydration shells of TBA or TMAO.

Figure 4.3. Fluoride-correlated spectra (solid) in aqueous TBA-d9 (A) and TMAO-d9 (B)
solvents. The dashed spectra correspond to the input Raman spectra.

4.3. Interactions between NaI and Molecular Hydrophobic Surfaces
Figure 4.4 shows the Raman spectra of five aqueous solutions, each with 0.5 M
TBA, but varying concentrations of NaI (ranging from 0 M to 3 M). The Raman spectra
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of the aqueous NaI solutions (with no TBA) were also collected (and are shown in Figure
4.5 A). The latter spectra look similar to those in Figure 4.4, except that they do not
contain the CH stretch features between 2850 cm-1 and 3000 cm-1. The change in shape
(and increase in intensity) of the OH stretch band with increasing NaI concentration is
primarily due to hydrogen bonding between water and I- (and the associated increase in
the water OH Raman cross-section).9,88 In order to elucidate how I- influences the
hydration shell of TBA and the other molecular solute molecules, Raman-MCR was used
to analyze the Raman spectra obtained at each NaI concentration (with and without
TBA).

Figure 4.4. Raman spectra of aqueous solutions containing 0.5 M TBA and 0, 0.5, 1, 2, or
3 M NaI.
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Since both Na+ and F- are expelled from the hydration shell of TBA, any changes
in the SC spectra of TBA in aqueous NaI may be attributed to the specific interactions
between I- and its hydrophobic trimethyl domain. The resulting SC spectra of TBA in NaI
solutions of various concentrations are shown in Figure 4.5. Note that all of the features
in these spectra are correlated with TBA and thus include the CH stretch of TBA, as well
as OH features arising from water molecules in the hydration shell of TBA. The latter OH
features would only appear in the SC spectrum if they differed from the spectra of water
molecules in the corresponding salt solution (or pure water). The results displayed in
Figure 4.5 A indicate that I- does indeed disrupt the hydration shell of TBA, as evidenced
by the decrease in the SC OH band intensity near ~3200 cm-1. Furthermore, I- induces an
average red-shift in the CH stretch of TBA with a slope of ~0.92 cm-1/M. The fact that
the CH frequency shift in Figure 4.5 B is approximately linear implies that I- has little
affinity for the hydrophobic surface of TBA, as a strong affinity would result in a nonlinear concentration dependence. Comparisons of experimental and theoretical results (in
collaboration with Lyudmila Slipchenko and Mike Hands at Purdue University) for TBA
in aqueous NaI imply that CH shifts of this magnitude arise from the I- ions in the first
hydration shell of the methyl groups (rather than second or higher hydration shells).22
Qualitatively similar results are obtained for the other solute molecules.
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Figure 4.5. (A) SC spectra of TBA in aqueous solutions of NaI. The dashed curves
correspond to the solvent component (pure water or aqueous NaI). (B) Expanded view of
the TBA CH stretching modes. (C) I- induces a 0.92 cm-1/M NaI red-shift in the CH
stretching frequency.

Figure 4.6 A shows how the CH stretching frequencies of TMA-, TBNH2, TBA,
TMAO, and TMeA+ shift as a function of I- concentration. The largest I--induced CH redshift of ~3 cm-1/M NaI was found for TMeA+, suggesting that I- interacts more strongly
with this positively charged solute than with TBA. Further analysis (described below)
indicates that the different slopes in Figure 4.6 A reflect the different probabilities of
finding a single I- ion in the first hydration shell of each of the above solutes.
To gain further insight into the electrostatic contributions to interactions between
I- and the methyl groups on solutes with different head groups and charge, atomic partial
charge calculations were performed on each of the isolated solutes. More specifically,
Mulliken Population89 and Natural Population Analysis90 methods at the HF/6-
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31++G(d,p) and DFT/6-31++G(d,p) levels of theory using Gaussian 09 were used to
calculate the partial charge on the methyl groups, which were obtained from the sum of
the partial charges on the carbon and three hydrogen atoms. The average of these charges
is reported in Table 4.1.

Table 4.1. Iodide-induced CH frequency shifts (where a negative value corresponds to a
red-shift) and calculated partial charges.

Solute

CH Frequency Shift
(cm-1/M NaI)

Partial Charge per
Methyl Group

TMA-

 0.46  0.01

 0.10  0.13

TBNH2

 0.70  0.03

 0.02  0.05

TBA

 0.92  0.04

 0.01  0.03

TMAO

 1.54  0.04

+ 0.26  0.03

+

 2.98  0.14

+ 0.37  0.04

TMeA

Although the absolute values of these charges depend on the method and level of
theory used, all of the results suggest that the methyl groups on TMeA+ are more
positively charged than the methyl groups on TBA. Moreover, the inset in Figure 4.6 A
shows that the observed I--induced CH frequency shifts increase with increasingly
positive (less negative) methyl group charge.
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Figure 4.6. (A) I--induced CH frequency shifts of TMA-, TBNH2, TBA, TMAO, and
TMeA+ as a function of I- concentration, along with best fit lines. The inset shows the
solute CH frequency shift plotted as a function of the methyl group partial charge (along
with a best fit-line of slope -4.7 cm-1M-1e-1). (B) Solute structures and symbols. The
concentrations of the molecular solutes are all 0.5 M, except TMeA+ which is 0.1 M.

Note that the CH frequency shifts in Figure 4.6 are due to interactions between
iodide ions and the molecular solutes, rather than due to salt induced aggregation of the
molecular solutes. If the observed SC CH shifts were due to salt induced aggregation,
then one would expect the observed shifts to depend on the concentration of the
molecular solute. To verify that this is not the case, the concentration of TBA and TMAO
was reduced by a factor of five, from 0.5 M to 0.1 M. Essentially identical CH frequency
shifts were obtained at the two TBA and TMAO concentrations, as quantified in Table
4.2, confirming that the observed shifts are not due to aggregation of the solute.
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Table 4.2. Iodide-induced CH frequency shifts of 0.1 and 0.5 M TBA and TMAO.

[NaI] (M)
0.5
1
2
3
 (cm-1/M)

Iodide-induced CH stretch frequency shift (cm-1)
0.1 M TBA
0.5 M TBA
0.1 M TMAO
0.5 M TMAO
-0.57
-0.56
-1.06
-1
-1.09
-1.07
-2.17
-1.83
-2.05
-1.99
-3.51
-3.4
-2.88
-2.77
-4.76
-4.58
~0.96
~0.92
~1.56
~1.52

Figure 4.7 displays the CD stretch bands appearing in the I--correlated spectra
(using the procedure described in Section 4.2), obtained when adding either 1 M or 3 M
NaI to aqueous TBA-d9 and TMAO-d9 solvents. The dashed curves represent the CD
stretch band in the input Raman spectra. The solid curves represent the I--correlated CD
band arising from TBA or TMAO molecules whose hydration shell contains an I- ion.
Note that the areas under the solid curves, and thus the number of perturbed TBA or
TMAO molecules, increase approximately linearly with I- concentration.
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Figure 4.7. Expanded CD peaks of 1 M (A, B) and 3 M (C, D) I--correlated spectra in an
aqueous solvent containing TBA-d9 (A, C) and TMAO-d9 (B, D). The dashed curves
represent the input Raman spectra and the solid curves represent the I--correlated
component pertaining to solutes whose methyl groups are perturbed by I-.

The above procedure was extended to solvents containing non-deuterated TMA-,
TBNH2, TBA, TMAO, and TMeA+ using a two-step SMCR analysis procedure (similar
to the method described in Section 1.2.3). The resulting I--induced CH and CD frequency
shifts obtained from the corresponding I--correlated spectra were all found to be quite
similar, 1 = 9  3 cm-1. The fact that the magnitude of these shifts is approximately
independent of I- concentration (as illustrated in Table 4.3) suggests that the observed
ion-correlated shift arises from those solute molecules whose hydration shells contain a
single I- ion. In other words, if the observed ion-correlated shift were due to a single ion
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when the salt concentration is low but more than one ion when the salt concentration is
high, then it is expected that a different ion-correlated CH shift would be observed at
different salt concentrations. Although the ion-correlated CH shift does not change with Iconcentration, the area of the perturbed CH or CD band scales linearly with Iconcentration, implying that the different CH frequency shift slopes (d/d[NaI]) shown
in Figure 4.6 reflect the different probabilities that a single I- ion is in the corresponding
hydrophobic hydration shells.

Table 4.3. 1 values for TBA in aqueous NaI as a function of NaI concentration.
[NaI] (M)

1 (cm-1/M NaI)

0
0.5
1
2
3

0
-10.03
-10.35
-11.02
-11.49

Results such as those shown in Figure 4.6 and Figure 4.7 may be used to obtain a
quantitative estimate of the average number of ions <k> in the first hydration shell of the
molecular solutes.

ASI 

[ SI  ]
k 


 1 [ SI  ]  [ S ] ASI   AS

4.1

where  = 0.46, 0.7, 0.92, 1.54, and 2.98 cm-1 for TMA-, TBNH2, TBA, TMAO, and
TMeA+, respectively (Table 4.1). [SI-] and [S] are the concentrations of the molecular
solutes whose first hydration shells either do or do not contain I-, respectively, and ASI-
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and AS are the corresponding CD band areas. Moreover, the resulting <k> values may be
used to estimate the equilibrium constants pertaining to a simple dimerization model of
the form Saq + I-aq  SI-aq.

KA 

k [S ]0
[ SI  ]


[ S ][ I ] ([S ] 0  k [ S ] 0 )([I  ] 0  k [ S ] 0 )

4.2

Note that [S]0=[SI-]+[S] and [I-]0=[SI-]+[I-] are the total concentrations of the molecular
solute and iodide ion, respectively. If there were a thermodynamically favorable
interaction between I- ions and the molecular solute, then the equilibrium constant would
be greater than 1 (KA > 1 M-1 and G < 0), while an equilibrium constant less than 1 (KA
< 1 M-1 and G > 0) would indicate a thermodynamically unfavorable interaction. The
results shown in Figure 4.7 indicate that KA ~ 0.07  0.01 M-1 and KA ~ 0.21  0.08 M-1
for TBA and TMAO, respectively, thus implying that I- is expelled from the first
hydration shells of both these solutes, but less so from TMAO than TBA.
Since the I--correlated spectra indicate that a single I- in the hydrophobic
hydration shell induces a CH red-shift of 9  3 cm-1, the concentration-dependent shifts
shown in Figure 4.6 A may also be used to estimate <k> (using the first equality in Eq.
4.1) and thus also KA. For example, Figure 4.6 A indicates that when [NaI] = 1 M, the
average CH stretch of TMAO is red-shifted by 1.54 cm-1 which, when combined with the
above 9  3 cm-1 shift per I-, implies that between 13% and 26% of the TMAO molecules
contain an iodide ion in their first hydration shell. The latter percentages correspond to
KA~0.23±0.12 M-1, and the KA values obtained in a similar way for the other molecular
solutes range from KA~0.06±0.02 M-1 for TMA- to KA~0.41±0.20 M-1 for TMeA+.
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The above KA estimates represent lower bounds on the true KA values. Higher
estimates of KA can be obtained by considering the mathematical rotational ambiguity
inherent in MCR,31 which implies that 9 cm-1 may be an upper bound to the true CH redshift induced by a single first hydration shell I- ion (and that the area of the corresponding
I--correlated CH or CD band may be a lower bound to the true band area). However, the
qualitative conclusions would not significantly change even if it is assumed that a single
I- ion induces a 4 cm-1 shift, which is consistent with the CH red-shift predicted using
hybrid quantum-classical calculations for aqueous TBA whose first hydration shell
contains a single I- ion.22 More specifically, assuming a 4 cm-1 red-shift would increase
the experimentally derived KA values by about a factor of 2, and thus would imply that
the concentration of I- in the first hydration shell of TMAO may be close to that in a
random mixture, and the I- concentration around TMeA+ may slightly exceed that in the
surrounding solution (as further quantified in Section 4.4).
Figure 4.8 compares predictions obtained using Eq. 4.2 (curves) assuming KA
values of 0.1, 1, and 10 M-1, with experimentally derived values of <k> (points) for TBA
and TMAO, obtained from solute CH or CD frequency shifts (using Eq. 4.1). Although
the error bars on the experimentally derived <k> values are large, these results confirm
that KA < 1 M-1 for both TBA and TMAO. In the next section, the WRM model is used to
further quantify the interaction energy between iodide ions and molecular hydrophobic
interfaces.
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Figure 4.8. Predicted values of <k> assuming that KA = 0.1, 1, and 10 M-1. The points are
experimentally derived <k> values obtained from Raman-MCR.

4.4. WRM Analysis of Experimental Results
Figure 4.9 shows the RM and experimentally derived average number of iodide
ions around the hydrophobic methyl groups of TMA-, TBA, TMAO, and TMeA+. The
experimental results were obtained using the first equality in Eq. 4.1 (using 4  1  9
cm-1). The RM predictions were calculated using Eqs. 2.1 and 2.10, with non-spherical
coordination shell volumes of 0.06  Vshell  0.27 L/mol for TMA-, TBA, and TMAO and
0.07  Vshell  0.32 L/mol for TMeA+. These coordination shell volumes pertain to the
volume around the hydrophobic methyl groups and were calculated using r1 = 4.26 Å
[leading edge in the methyl-iodide g(r)] and r2 = 4.57 Å [first maximum in the methyliodide g(r)] or r2 = 5.46 Å [first minimum in the methyl-iodide g(r)]. The latter variations
in the r2 values result in the lower and upper bounds on the RM predictions in Figure 4.9.

102
Qualitative comparisons of the Raman-MCR and RM results reveal that the
interaction between I- and the CH3 groups of TMA- is repulsive, as evidenced by the fact
that the experimental <k> values are smaller than the RM predictions in Figure 4.9 A. In
contrast, the experimental <k> values are larger than the RM predictions for TMeA+,
indicating an attractive interaction energy. The approximate agreement between the RM
and experimental results for TBA and TMAO implies a random number of contacts
between I- and these molecular hydrophobic surfaces. More quantitatively, the
experimental data points in Figure 4.9 were fit to the WRM model using only 1 as a fit
parameter. The resulting fits (solid curves) correspond to 1 values of approximately +1
kJ/mol (repulsive) for TMA-, -0.7 kJ/mol for TBA, -2 kJ/mol for TMAO, and -3 kJ/mol
(attractive) for TMeA+. Thus, even for the cationic TMeA+ solute, the direct interaction
energy between the solute and I- ions only slightly exceeds thermal energy fluctuations
(1 = RT ~ 2.4 kJ/mol). Note that the linearity of the experimentally derived <k> values
over the solute concentration range 0  [S]  1 M suggests that there is no cooperativity
between bound ions. Thus, it is reasonable to assume that these ion-molecule interactions
are dominated by direct interactions between the iodide ions and solute molecules with a
negligible contribution resulting from cooperative interactions. This assumption is also
supported by MD simulation results, which predict that <k> < 1 at 1 M NaI (as shown in
Figure 4.9 B). However, the MD simulations predict that <k> is approximately 2 times
larger than the corresponding RM predictions.
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Figure 4.9. Raman-MCR experimental results (closed points), OPLS-AA/TIP4P MD
simulation results (open points), and RM predictions (shaded regions) for the average
number of iodide ions around the methyl groups of TMA- (A), TBA (B), TMAO (C), and
TMeA+ (D).

4.5. Conclusions
In summary, Raman-MCR and RM predictions were used to classify and quantify
the affinity of Na+, F- and I- ions for the hydrophobic hydration shells of molecular
solutes containing methyl groups of different partial charge, including TMA-, TBA,
TBNH2, TMAO, and TMeA+. The results imply that both Na+ and F- are expelled from
the hydration shell, independent of the molecular solute. In contrast, the average number
of I- ions in the first hydration shell increases with increasing methyl group (positive)
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charge. However, a WRM analysis of the experimental results indicates that the direct
interaction energy between the methyl groups and I- ions does not significantly compete
with thermal energy fluctuations (1 = RT ~ 2.4 kJ/mol). The most extreme case is that of
the cationic solute TMeA+ for which the results indicate that the direct interaction energy
is on the order of RT. The results are in general agreement with previous MD simulations
and thermodynamic analyses of ion partitioning at air-water interfaces and molecular
hydrophobic hydration shells,23,27,33,70,75,77,79-82 although the results indicate that I- has a
somewhat lower affinity for hydrophobic hydration shells than previously implied.
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CHAPTER 5. QUANTIFICATION OF HYDROPHOBIC INTERACTIONS IN
AQUEOUS SOLUTIONS

5.1. Introduction
The hydrophobic aversion of oil for water is considered to play a central role in
the self-assembly of a wide variety of biological structures and devices.91-95 The mean
force potential associated with the interactions between molecules dissolved in water may
in general be represented as the sum of direct and water-mediated interactions. Direct
interactions are those between the isolated molecules (in the absence of water) while
water-mediated interactions reflect the additional influence of water in either promoting
or suppressing aggregation. For idealized hydrophobic hard-sphere solutes, the watermediated interaction is predicted to be attractive with a magnitude on the order of RT,
which increases with solute size.95,96 However, for real hydrophobic molecules, such as
methane, the water-mediated interaction is predicted to be much weaker,96-98 and for
larger molecules such as neopentane, adamantane, and C60, this interaction has even been
predicted to become increasingly repulsive with increasing solute size.99,100 However,
such theoretical predictions of the hydrophobic interaction are sensitive to assumptions
made in performing either classical98-102 or quantum103 MD simulations. Thus, the sign
and magnitude of the hydrophobic interaction remains a subject of theoretical debate, and
have yet to be experimentally determined.
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Neutron,20 x-ray,104 and light105 scattering; infrared,106 Raman,54,107 Brillouin,108
and NMR109 spectroscopy; mass spectrometry;
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thermodynamic111-114 methods; and

MD101 and integral equation115 calculations have used aqueous TBA solutions as a model
system for investigating hydrophobic interactions. Although previous studies generally
agree that there is little TBA aggregation below a concentration of ~1M (which
corresponds to a TBA mole fraction of ~ 0.02), it remains unclear whether or not the
observed aggregation is the result of attractive hydrophobic interactions, or rather the
result of random contacts. In this chapter, results from Raman multivariate curve
resolution (Raman-MCR) and polarization-resolved femtosecond infrared (fs-IR)
measurements are presented to establish self-consistent bounds on the number of direct
hydrophobic contacts in dilute aqueous TBA solutions. Moreover, the results are
quantitatively compared with both RM and MD simulation predictions. To test the
generality of the conclusions, additional Raman-MCR experiments and RM simulations
were performed on aqueous methanol and n-butanol solutions. The results in this chapter
indicate that the mean force potential between small hydrocarbon groups in water is
smaller than the direct interaction energy between the hydrocarbon groups – thus
indicating that the corresponding water-mediated interaction is repulsive, so water drives
the hydrocarbon groups apart rather than pulling them together.

5.2. Quantification of Hydrophobic Interactions using Raman-MCR and fs-IR
The Raman spectra of aqueous TBA solutions ranging in concentration from 0 to
4 M are shown in Figure 5.1 (normalized to unit area over the spectral range shown). The
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inset demonstrates that the area of the CH band of TBA is linearly correlated with TBA
concentration, and thus is insensitive to concentration dependent changes in the structures
of the solution.

Figure 5.1. Raman spectra obtained from aqueous TBA solutions of various
concentrations, normalized to unit area. The colors of the spectra pertain to two different
concentration ranges: blue [TBA] < 2 M and red 2 M ≤ [TBA] ≤ 4 M. The dashed curve
corresponds to the Raman spectrum of pure water. The inset shows the linear correlation
between the CH band area and the concentration of TBA (with a slope of 0.0946).

Figure 5.2 A (inset) shows the Raman-MCR hydration shell spectra, obtained by
using SMCR3 to extract TBA SC spectra (as described in Section 1.2.2) from pairs of
measured spectra such as those shown in Figure 5.1 (one from pure water and the other
from a TBA solution). The resulting SC spectrum reveals how the OH stretch band
arising from the hydration shell of TBA differs from bulk water. More specifically, the
hydration shell OH bands include contributions from hydrogen bonded hydration shell
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water molecules (between 3100 cm-1 and 3600 cm-1) and a small water dangling OH
peak (at ~3660 cm-1).116 The SC OH spectra shown in Figure 5.2 A are each normalized
to the corresponding CH stretch band area of TBA and, thus, reveal how the hydration
shell around each TBA molecule changes with TBA concentration (with little or no
contribution from the OH head group of TBA).117 The decrease in the SC OH area with
increasing TBA concentration is quantified in Figure 5.2 A using the first equality in Eq.
5.1. The number of first hydration shell water molecules w = 1/2(AOH/ACH)nCH is
obtained from the ratio of the integrated areas of the OH hydration shell (AOH) and CH
stretching modes (ACH) and from the number of CH groups in TBA (nCH = 9). At
infinitely dilute concentrations, w = w0 ~ 3 is the number of first hydration shell water
molecules around each isolated TBA molecule. Note that the absolute magnitude of w
obtained from Raman-MCR is a lower bound on the true number of first hydration shell
water molecules due to rotational ambiguity (as described in Section 1.2.4). The resulting
depletion percentages (d%) imply that the average number of perturbed (not bulk-like)
water molecules around each TBA is approximately concentration independent below
~0.5 M, suggesting that there are very few hydrophobic contacts in this concentration
range. With increasing TBA concentration, the magnitude of d% increases as a result of
hydrophobic contacts.
The experimentally measured fraction of slow water molecules in aqueous TBA
solutions shown in Figure 5.2 B were obtained from the fs-IR decay curves shown in the
inset panel (in collaboration with Huib Bakker and Sietse van der Post at AMOLF).118
The measured fs-IR decay curves were fit to bi-exponential functions to obtain the
fraction f of the total number of water molecules whose reorientation times are
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significantly slower ( > 5 ps) than bulk water (which has a reorientation time of ~2.5
ps).119

Figure 5.2. (A) OH Raman band of pure water (dotted blue curve) and the Raman-MCR
SC spectra (inset), normalized to the TBA CH area, from which the hydration shell
depletion percentages (solid points) were obtained. (B) fs-IR decay curves (inset) from
which the slow water fractions (solid points) were obtained. The error bars on the solid
points represent experimental standard deviations while those on the open points pertain
to using w0 = 8.3±1 in Eq. 5.1. A small non-zero intercept (equal to ~0.01) was
subtracted from all of the fs-IR f values.

Given that w0 is the number of water molecules around an isolated (dilute) TBA
and w is the average number of water molecules per TBA at some higher concentration,
then the fs-IR slow water fraction f (solid points in Figure 5.2 B) can be converted to the
corresponding hydration shell depletion percentage d% using the following expression
(with no adjustable parameters),
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5.1

Note that w = f(NW/NS) ~ f(1/ - 1), where NW/NS is the ratio of the number of water and
solute (TBA) molecules in a given solution, w0 = [H2O]Vshell ≈ 55.5Vshell ≈ 8.3  1, and
Vshell = df/d[TBA] ≈ 0.15 L/mol is the initial slope of the experimental fs-IR points in
Figure 5.2 B (and represents the volume of the hydrophobic hydration shell of TBA). The
variables w, f, NW, and NS all depend on TBA concentration while w0 is a constant. The
d% values obtained from the fs-IR f values (solid points in Figure 5.2 B) are indicated by
the open points in Figure 5.2 A. Eq. 5.1 can also be used to convert the Raman-MCR d%
values (solid points in Figure 5.2 A) to f values using the experimentally determined
value of w0 = 8.3 (from the fs-IR experiments). The resulting f values are indicated by the
open points in Figure 5.2 B. The agreement between the d% and f results (open and
closed points in both panels of Figure 5.2) obtained using the two experimental methods
implies that the water molecules whose OH spectra are perturbed by TBA are the same
water molecules whose reorientation times are significantly longer than bulk water.
Moreover, the agreement between the d% and f values suggests that the areas under the
hydration shell spectra are directly proportional to the number of first hydration shell
water molecules.

5.3. Comparison of Raman-MCR and RM Results
In order to determine the degree to which hydrophobic interactions contribute to
TBA aggregation, it is important to establish a RM reference system. The RM predictions
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shown in Figure 5.3 A (obtained using the algorithm described in Section 2.8.2) indicate
that at a relatively low TBA concentration of 0.5 M, ~90% of the TBA molecules are
predicted to have no other TBA molecules in their first hydration shell (and ~10% of the
TBA molecules are predicted to be in contact with one or more other TBA molecules). At
a concentration of 2 M, approximately 50% of the TBA molecules are predicted to be in
contact with one or more other TBA molecules. Thus, a significant number of TBA-TBA
contacts are expected to occur in such random mixtures of non-aggregating molecules,
despite the fact there are enough water molecules in a 2 M solution to form a complete
hydration shell around each TBA molecule. Figure 5.3 B shows how the RM predictions
for the concentrations of monomeric and contacting TBA molecules depend on the total
TBA concentration. In contrast to the aggregate size distributions in Figure 5.3 A, the
concentrations of monomeric and contacting TBA molecules are experimentally
accessible using Raman-MCR (as illustrated below).
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Figure 5.3. (A) TBA RM aggregate size distributions P0(k) at TBA concentrations of 0.5,
1, and 2 M. (B) Concentrations of TBA molecules whose first hydration shells contain k
= 0 or k > 0 other TBA molecules. These RM predictions were obtained from numerical
RM simulations of non-overlapping TBA molecules, as described in Section 2.8.2.

Figure 5.4 compares the experimentally determined concentrations of monomeric
and aggregated alcohol molecules in aqueous solutions of TBA, methanol, and n-butanol
(points), as well as the corresponding RM predictions (shaded regions and dashed
curves). The monomer and aggregate hydration shell spectra shown in the inset panel of
Figure 5.4 A were obtained by using SMCR to deconvolve the hydration shell spectra
shown in Figure 5.2 A (over the frequency range of ~ 2680 to 3590 cm-1) into monomer
and aggregate components (as described in Section 1.2.3). Note that the monomer and
aggregate concentrations are relatively insensitive to changes in the analysis range.
Similarly, the monomer and aggregate spectra in Figure 5.4 B and C were obtained from
the SC spectra of methanol and n-butanol (shown in Figure 5.11).
The bounds on the aggregate hydration shell spectra and error bars on the
experimental points arise from the mathematical rotational ambiguity of the SMCR
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spectral decomposition.4,54 More specifically, the lower bound of the aggregate spectrum
(resulting in the lower bound on the aggregate concentrations and the upper bound on the
monomer concentrations) was obtained from the minimum area aggregate spectrum. The
upper bound of the aggregate spectrum (resulting in the upper bound on the aggregate
concentrations and lower bound on the monomer concentrations) was obtained by
assuming that all TBA molecules are in contact with at least one other TBA (and thus are
all aggregated) at a concentration of ~2.5 M. This concentration value was chosen
because it corresponds to the concentration at which large-scale MD simulations
performed by Gupta and Patey predict that more than 90% of the TBA molecules are in
direct contact with at least one other TBA molecule.101 If it is assumed that all TBA
molecules become aggregated only at a TBA concentration of 4 M (or higher), then the
lower error bars in Figure 5.4 would become essentially identical to the upper error bars
over the concentration range shown. Thus, the bounds shown in Figure 5.4 represent
quite conservative estimates of the experimentally consistent range of possible monomer
and aggregate concentrations.
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Figure 5.4. Concentrations of monomeric (blue) and aggregated (red) alcohol molecules
in aqueous solutions of TBA (A), methanol (B), and n-butanol (C) obtained from RamanMCR (points) and RM predictions (shaded regions and dashed curves). The inset panels
show the corresponding monomer and aggregate spectra (normalized to the CH stretch),
including upper and lower bounds on the aggregate hydration shell spectra.

The numerical RM predictions shown in Figure 5.4 were obtained from the
average number of monomeric TBA molecules (with no intermolecular methyl-methyl
contacts) in random mixtures of non-overlapping alcohols (as described in Section 2.8.2).
The dashed curves in Figure 5.4 A represent RM predictions obtained assuming a
hydration shell volume of Vshell = 0.15 L/mol, determined from the initial slope of f vs.
[TBA] in Figure 5.2 A. The shaded regions in Figure 5.4 represent the range of RM
predictions obtained using independent methyl-methyl coordination shell volume
estimates based on either the first peak or first minimum of the methyl-methyl radial
distribution function of aqueous TBA solutions (see Section 2.8.2).
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The agreement between the experimental and RM results in Figure 5.4 confirm
that contacts between TBA molecules in water are indeed approximately random. More
quantitatively, the very small difference between the experimental (points) and RM
(dashed curve) concentrations of aggregated TBA molecules at a TBA concentration of 1
M imply that the contact value of the mean force potential is approximately G =
-RTln([Aggregate]Raman-MCR/[Aggregate]RM) = -RTln(0.23/0.18) ~ -0.62 kJ/mol, which
is small compared to ambient thermal energy fluctuations (RT ~ 2.4 kJ/mol). Note that
the direct interaction energy between two methane molecules (in the absence of water)
has an attractive well depth of ~1.2 kJ/mol98 while that between larger alkanes increases
approximately linearly with the number of carbons (with a slope of ~0.6 kJ/mol per
carbon31), and thus a butyl group is predicted to have a direct interaction well depth of
about 3 kJ/mol. Moreover, MD simulations have predicted that neopentane molecules
have a direct interaction well depth of ~8±5 kJ/mol.99,100 Thus, the fact that the latter
direct interaction well depth estimates are larger than the experimentally derived mean
force potential well depth of 0.62 kJ/mol implies that the water-mediated hydrophobic
interaction between TBA hydrocarbon groups must be repulsive with a magnitude
sufficient to largely negate the attractive direct van der Waals interaction between TBA
molecules.
The results in Figure 5.4 B and C illustrate the generality of the conclusion that
contacts between hydrophobic groups are random, as it applies to aqueous solutions
containing other small alcohols, including methanol and n-butanol. Moreover, the results
are relatively insensitive to hydrocarbon chain branching. More specifically, the two
butanol isomers (Figure 5.4 A and C) have quite similar nearly RM behavior up to the ~1
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M solubility limit of n-butanol (although, n-butanol may have slightly more contacts than
in a random mixture). In other words, the free energy difference between butanol
monomers and the initially formed hydrophobic contact aggregates is relatively
insensitive to the branching structure of the hydrophobic group, while the much lower
solubility of n-butanol compared to TBA (which is infinitely miscible in water) implies
that the free energy of the corresponding pure alcohols is quite sensitive to chain
branching. This idea is further illustrated in Figure 5.5, which shows the SC hydration
shell spectra of neopentanol. The fact that the depletion in the number of hydration shell
water molecules is less than ~5%, despite the fact that the solubility limit of neopentanol
is ~ 0.4 M, implies that there are very few contacts between neopentanol molecules.
Therefore, the free energy difference between monomers and the initially formed
hydrophobic contact aggregates is not necessarily directly related to the free energy of the
pure alcohol.
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Figure 5.5. Hydration shell spectra of aqueous neopentanol solutions (normalized to the
CH stretch), ranging in concentration from 0.1 to 0.3 M. The dashed spectrum
corresponds to pure water (and is arbitrarily normalized).

The above experimental results are also consistent with previous thermodynamic
excess hydration enthalpy113,120 and osmotic second virial coefficient111,114 results that
have been interpreted as indicating that water-mediated interaction between small
alcohols are repulsive. However, such thermodynamic measurements cannot in
themselves be used to quantify the number of direct contacts between solutes or to
determine the associated water-mediated contact free energy (without additional input
from simulations or other kinds of experiments).

5.4. Comparison of Raman-MCR and MD Results
Figure 5.6 compares the monomer and aggregate TBA concentrations obtained
from classical OPLS-AA/TIP4P MD simulations and Raman-MCR experiments. The
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error bars on the MD simulation results were obtained in the same way as the bounds on
the RM predictions (by using methyl-methyl coordination shell volume estimates based
on either the first peak or first minimum of the methyl-methyl radial distribution
function). The difference between the simulated and RM concentrations of aggregated
TBA molecules at 1 M in Figure 5.6 implies an attractive contact mean force potential
ΔG = -RT ln(0.50/0.18) ≈ -2.6±1 kJ/mol. Note that this value of ΔG is on the order of RT
and larger than that obtained experimentally, thus indicating that such simulations
slightly overestimate the total hydrophobic interaction free energy. However, since 2.6
kJ/mol is slightly smaller than the estimated direct attractive interaction well depth
between butyl groups or neopentane molecules, the simulation results may nevertheless
be consistent with the conclusion that the corresponding water-mediated interaction is
slightly repulsive.

Figure 5.6. Monomer (A) and aggregate (B) concentrations in aqueous TBA solutions
obtained from MD simulations (open circles), Raman-MCR experiments (closed circles)
and RM predictions (shaded region).
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5.5. Additional Raman-MCR Results
In this section, additional Raman-MCR results are presented as further evidence
supporting the conclusions in the above sections.
Figure 5.7 quantifies the symmetric (s) and asymmetric (a) CH stretching
frequency shift with increasing TBA concentration (relative to the CH frequency at a
TBA concentration of 0.5 M). Note that the symmetric (s ~ 2920 cm-1) and asymmetric
(a ~ 2980 cm-1) CH stretch peaks are distinguished by their different Raman
depolarization ratios (as described in Section 1.2.2). There is essentially no CH shift up to
~1 M, indicating that there are very few hydrophobic contacts up to 1 M. At higher
concentrations, a red-shift in the CH stretch is observed, with a slope smaller between 1
M and 2 M than above 2 M. These results are generally consistent with previous IR121
and Raman107 measurements performed on a. The fact that different frequency shifts
slopes are observed in different concentration ranges suggests that these concentration
ranges may be associated with a different TBA hydration shell and/or aggregate structure.
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Figure 5.7. Frequency shifts of the symmetric (s) and asymmetric (a) CH stretching
modes of TBA in water.

Raman-MCR experiments were also performed on solutions containing deuterated
TBA (TBA-d9) in H2O and D2O. Figure 5.8 A quantifies the red-shift in the symmetric
CD stretching frequencies with increasing TBA-d9 concentration (relative to the
frequency at a TBA concentration of ~0.5 M) in aqueous H2O or D2O solutions. Note that
the red-shift in the symmetric (~2125 cm-1) and asymmetric (~ 2235 cm-1) CD stretches
are essentially the same. Moreover, the slope of the shift below 1 M is less steep than the
slope of the shift above 1 M, which is consistent with the CH stretching frequencies
reported in Figure 5.7.
Figure 5.8 B illustrates how the frequency of the dangling (non-hydrogen bonded)
OH peak at ~ 3660 cm-1 blue-shifts with increasing TBA concentration in aqueous
solutions of TBA or TBA-d9. As with the CH frequency shifts, there is essentially no
shift in the dangling OH band up to ~1 M, and an increasing blue-shift at higher
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concentrations. Note that at high TBA concentrations, the frequency of the dangling OH
peak around the molecular hydrophobic surface of TBA approaches that of the frequency
of a dangling OH group at the macroscopic oil-water interface (~3674 cm-1).122

Figure 5.8. (A) Symmetric CD stretching frequencies of TBA-d9 in H2O (closed circles)
and D2O (open circles) as a function of TBA-d9 concentration. (B) Free (non-hydrogen
bonded) OH stretching frequencies of TBA (closed circles) and TBA-d9 (open circles) in
H2O as a function of TBA-d9 concentration.

Figure 5.9 shows the SC spectra (A and C); monomer and aggregate component
spectra (B and D); hydration shell depletion percentages (E); and monomer and aggregate
concentrations (F) of deuterated TBA in H2O and D2O.
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Figure 5.9. SC spectra of aqueous TBA-d9 in H2O (A) and D2O (C), ranging in
concentration from 0.5 to 4.4 M, normalized to the CD stretch band area of TBA-d9. The
dashed spectra correspond to the Raman spectrum of pure H2O (A) and D2O (C), and are
arbitrarily normalized. Monomer and aggregate (B and D) component spectra obtained
from an SMCR analysis of the spectra in (A) and (C), respectively. (E) Comparison of
hydration shell depletion percentages obtained from Raman-MCR of TBA in H2O (closed
circles), TBA-d9 in H2O (open circles), and TBA-d9 in D2O (open triangles). (F)
Monomer (blue) and aggregate (red) concentrations as a function of total TBA
concentration obtained from the Raman-MCR minimum area aggregate spectra of
aqueous TBA and TBA-d9 solutions.

The comparisons of non-deuterated and deuterated TBA results presented in
Figure 5.8 and Figure 5.9 confirm that the Raman-MCR results in Figure 5.2 (and Figure
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5.4) are not influenced by the overlapping hydration shell OH and TBA CH stretching
bands (since the CD stretching bands appear between 2000 and 2300 cm-1 and so are not
overlapped with the hydration shell OH band). The similarity of the percent depletion
results and the number of monomeric TBA molecules obtained in H2O and D2O in Figure
5.9 E and F confirm that TBA aggregation is insensitive to the degree of water structure,
as D2O has stronger hydrogen bonds and greater tetrahedral order than H2O.
Figure 5.10 shows that the number of TBA hydrophobic contacts decreases with
decreasing temperature, but remain consistent with RM statistics (as indicated by the
shaded regions). The temperature dependent results are qualitatively consistent with MD
simulation results in that there are fewer TBA contacts with decreasing temperature.
More specifically, at a TBA concentration of 1 M, MD simulations predict TBA
monomer concentrations of 0.38 M and 0.50 M at 300 K and 232 K, respectively. Note
that 232 K is the melting point of TIP4P water.123 However, the MD simulations still
predict a greater number of TBA contacts than the experiments which indicate
monomeric TBA concentrations of approximately 0.7  0.1 M (at 293 K).
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Figure 5.10. Maximum monomer concentrations (blue points) and minimum aggregate
concentrations (red points) plotted as a function of total TBA concentration, obtained
from Raman-MCR experiments at 2 (open points) and 20 (solid points)C. The shaded
regions correspond to RM predictions (which are temperature independent and are the
same results as those in Figure 5.4 A).

Figure 5.11 shows the SC spectra of methanol and n-butanol. The minimal
depletion in the area of the hydration shell spectra of methanol (A) over the concentration
range 0.5  [methanol]  4 M suggests that there are fewer methanol-methanol contacts
than TBA-TBA contacts. In addition, the depletion in the n-butanol SC spectra (B) is
similar to that in the TBA SC spectra, implying that the aggregation behavior of nbutanol and TBA is approximately the same.
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Figure 5.11. Hydration shell spectra of aqueous methanol (A) and n-butanol (B)
solutions, ranging in concentration from 0.5 to 4 M and 0.3 to 1 M, respectively.

5.6. Conclusions
In this chapter, Raman-MCR, polarization-resolved fs-IR spectroscopy, RM
predictions, and MD simulations were used to quantify the mean force potential between
small alcohol molecules (including methanol, n-butanol, and TBA) in water. The results
provide evidence that the direct attractive van der Waals interaction is largely
compensated by a repulsive water-mediated interaction. Additional Raman-MCR
measurements of aqueous TBA solutions in D2O revealed no detectable difference
between the degree of TBA aggregation in D2O and H2O, thus indicating that aggregation
is not sensitive to water structure (as D2O has stronger hydrogen bonds and greater
tetrahedral order than H2O).
The conclusion that hydrophobic interactions between alcohol molecules are too
weak to provide a significant driving force for aggregation appears to contradict other
observations, such as the immiscibility of oil and water and the decrease in critical

126
micelle concentrations with increasing surfactant chain length. These differences imply
that the strength of hydrophobic interactions strongly depends on hydrophobic contact
surface area. More specifically, the water network accommodates small hydrophobic
solutes quite well, thus making the water-mediated interaction repulsive and the net
driving force for forming a single direct methyl-methyl contact negligibly small.
However, hydrophobic interactions are expected to become increasingly favorable when
transferring a non-polar group into aggregates containing multiple hydrophobic
molecules44,119,124,125 or into a protein’s hydrophobic binding pocket.92 Thus, this
evidence suggests that hydrophobic interactions only exceed random thermal energy
fluctuations when more than approximately 1 nm2 of solvent accessible hydrophobic
surface area is removed from water.
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Tables A.1 to A.18 contain the number of configurations n Jk with J nearest
neighbor contacts and k occupied sites for finite lattices (FL) with n = 4, 6, 8, 12, 20,
24, 28, 32, 36, 40, 42, 44, and 48 binding sites, all with c = 3 nearest neighbors. FL
results were also obtained for n = 2 (c = 1), n = 3 (c = 2), n = 4 (c = 2), n = 6 (c = 4),
and n = 12 (c = 5) and are provided in Tables A.19 to A.23. These matrices, combined
with Eq. 3.5 in Section 3.3, may be used to generate the FL results, such as those
presented in Section 3.6. Note that the last row in each table corresponds to the sum of
n Jk over all J for a given value of k,



J max
J 0

n Jk  n! [k!(n  k )!] ,(where Jmax = nc/2 is the

maximum number of connections between binding sites).
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Table A.1. FL n Jk matrix for n = 4 and c = 3.

Table A.2. FL n Jk matrix for n = 6 and c = 3.
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Table A.3. FL n Jk matrix for n = 8 and c = 3.

Table A.4. FL n Jk matrix for n = 12 and c = 3.
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Table A.5. FL n Jk matrix for n = 20 and c = 3.

Table A.6. FL n Jk matrix for n = 24 and c = 3 (represented as a truncated cube).
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Table A.7. FL n Jk matrix for n = 24 and c = 3 (represented as a truncated octahedron).

Table A.8. FL n Jk matrix for n = 24 and c = 3 (represented as a dodecagonal prism).
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TableA.9. FL n Jk matrix for n = 28 and c = 3.

Table A.10. FL n Jk matrix for n = 32 and c = 3 (represented as a fullerene with D3h
symmetry).
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Table A.11. FL n Jk matrix for n = 32 and c = 3 (represented as a fullerene with Oh
symmetry).

Table A.12. FL n Jk matrix for n = 36 and c = 3 (represented as a fullerene with D6h
symmetry).
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Table A.13. FL n Jk matrix for n = 36 and c = 3 (represented as a fullerene with C1
symmetry).

Table A.14. FL n Jk matrix for n = 40 and c = 3 (represented as a fullerene with D2
symmetry).
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Table A.15. FL n Jk matrix for n = 42 and c = 3 (represented as a fullerene with D3
symmetry).

Table A.16. FL n Jk matrix for n = 44 and c = 3.
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Table A.17. FL n Jk matrix for n = 48, c = 3, and 0  k  24.
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Table A.18. FL n Jk matrix for n = 48, c = 3, and 24 < k  48.

Table A.19. FL n Jk matrix for n = 2 and c = 1.
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Table A.20. FL n Jk matrix for n = 3 and c = 2 (triangular lattice).

k
Table A.21. FL n J matrix for n = 4 and c = 2 (square lattice).
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k
Table A.22. FL n J matrix for n = 6 and c = 4.
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k
Table A.23. FL n J matrix for n = 12 and c = 5.
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ABSTRACT: Given the importance of water-mediated hydrophobic interactions in a
wide range of biological and synthetic self-assembly processes, it is remarkable that both
the sign and the magnitude of the hydrophobic interactions between simple amphiphiles,
such as alcohols, remain unresolved. To address this question, we have performed
Raman hydration-shell vibrational spectroscopy and polarization-resolved femtosecond
infrared experiments, as well as random mixing and molecular dynamics simulations.
Our results indicate that there are no more hydrophobic contacts in aqueous solutions of
alcohols ranging from methanol to tertiary butyl alcohol than in random mixtures of the
same concentration. This implies that the interaction between small hydrophobic groups
is weaker than thermal energy ﬂuctuations. Thus, the corresponding water-mediated
hydrophobic interaction must be repulsive, with a magnitude suﬃcient to negate the
attractive direct van der Waals interaction between the hydrophobic groups.

mole fraction of χ ∼ 0.02), it remains unclear whether or not
the observed aggregation is the result of attractive hydrophobic
interactions, or rather the result of random contacts. Here, we
signiﬁcantly extend a preliminary investigation of this
question29 by combining polarization-resolved femtosecond
infrared (fs-IR) and Raman multivariate curve resolution
(Raman-MCR) measurements to establish self-consistent
bounds on the number of direct hydrophobic contacts in
dilute aqueous TBA solutions and quantitatively compare the
results with both random mixing (RM) and MD simulation
predictions. To test the generality of our conclusions, we have
performed additional Raman-MCR and RM studies of aqueous
methanol and n-butanol solutions. Our results imply that the
mean force potential between small hydrocarbon groups in
water is smaller than the direct interaction energy between the
hydrocarbon groups, thus indicating that the corresponding
water-mediated interaction is repulsive, driving the hydrocarbon groups apart rather than pulling them closer together.
Figure 1A shows the experimentally measured fraction of
slow water molecules in aqueous TBA solutions, obtained from
fs-IR anisotropy decay curves (some examples of which are
shown in the inset panel). The measured fs-IR anisotropy decay
curves are ﬁt to biexponential functions to obtain the fraction f
of water molecules whose reorientation times are signiﬁcantly
slower (>5 ps) than bulk water.30 The fact that f depends
linearly on TBA concentration below ∼1 M implies that there
is little TBA aggregation in this concentration range. The data
in fact closely follow the RM prediction f = 1 − eα[TBA]

T

he hydrophobic aversion of oil for water is considered to
play a central role in the self-assembly of a wide variety of
biological structures and devices.1−6 More speciﬁcally, the mean
force potential associated with the interactions between
molecules dissolved in water may in general be represented
as the sum of direct and water-mediated interactions. Direct
interactions are those between the isolated molecules (in the
absence of water), whereas water-mediated interactions reﬂect
the additional inﬂuence of water in either promoting or
suppressing aggregation. For idealized hydrophobic hard-sphere
solutes, the water-mediated interaction is predicted to be
attractive with a magnitude of the order of RT, which increases
with solute size.5,7 However, for real hydrophobic molecules,
such as methane, the water-mediated interaction is predicted to
be much weaker,7−9 and for larger molecules such as
neopentane, adamantane, and C60, this interaction has even
been predicted to become increasingly repulsive with increasing
solute size.10,11 However, such theoretical predictions of the
hydrophobic interaction are quite sensitive to assumptions
made in performing either classical9−13 or quantum14 molecular
dynamics (MD) simulations. Thus, the magnitude (and even
sign) of the hydrophobic interaction remains a subject of
theoretical debate and has yet to be determined experimentally.
Aqueous tertiary butyl alcohol (TBA) solutions provide an
appealing model system for investigating hydrophobic interactions and have been studied using neutron,15 X-ray,16 and
light17 scattering, infrared,18 Raman,19,20 Brillouin,21 and
NMR22 spectroscopy, mass spectrometry,23 and thermodynamic24−27 methods, as well as MD12 and integral equation28
calculations (see also references therein). Although previous
studies generally agree that there is little TBA aggregation
below a concentration of ∼1 M (which corresponds to a TBA
© 2015 American Chemical Society
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Figure 1. (A) fs-IR anisotropy decay curves from which the slow water fractions (solid points) were obtained. (B) OH Raman band of pure water
(dotted blue curve) and the Raman-MCR SC spectra (normalized to the TBA CH area) from which the hydration-shell depletion percentages (solid
points) were obtained. The open points were obtained using eq 1. The black dashed curves correspond to RM predictions. The error bars on the
solid points represent experimental standard deviations while those on the open points pertain to using n0 = 8.3 ± 1 in eq 1. A small nonzero
intercept (equal to ∼0.01) has been subtracted from all of the fs-IR f values.

experimental fs-IR points in Figure 1A. The variables n, f, NW,
and NS all depend on TBA concentration, whereas n0 is a
constant. The d% values obtained from the fs-IR f values (solid
points in Figure 1A) are indicated by the open points in Figure
1B. Conversely, we may use eq 1 to convert the Raman-MCR
d% values (solid points in Figure 1B) to f values using the
experimentally determined value of n0 = 8.3. The resulting f
values are indicated by the open points in Figure 1A. The
agreement between the d% and f results (open and closed
points in both panels of Figure 1) obtained using two quite
diﬀerent experimental methods implies that the water
molecules whose OH spectra are perturbed by TBA are the
same water molecules whose reorientation times are signiﬁcantly longer than bulk water. Moreover, the agreement
between the random mixing predictions (dashed curve) and
the Raman-MCR d% results in Figure 1B implies that the
observed hydration shell depletion is the result of random
contacts between TBA molecules, as further quantiﬁed below.
The results shown in Figure 2 compare the concentrations of
monomeric and aggregated alcohol molecules in aqueous
solutions of TBA, methanol, and n-butanol (points), as well as
the corresponding RM predictions (shaded regions and dashed
curves). The monomer and aggregate hydration shell spectra
shown in the inset panel of Figure 2A were obtained by
applying a second round of SMCR to the hydration-shell
spectra shown in Figure 1B. The bounds on the aggregate
hydration-shell spectra and error bars on the experimental
points arise from the mathematical “rotational ambiguity” of the
SMCR spectral decomposition29,34 (as further explained in the
Supporting Information). The numerical RM predictions
shown in Figure 2 were obtained from the average number
of monomeric TBA molecules (with no intermolecular
methyl−methyl contacts) in random mixtures of alcohols (as
further described in the Supporting Information). The dashed
curves in Figure 2A represent RM predictions obtained
assuming a hydration shell volume of 0.15 L/mol, determined
from the initial slope of f vs [TBA] in Figure 1A. The shaded
regions in Figure 2 represent the range of RM predictions
obtained using independent methyl−methyl coordination shell

(dashed curve) pertaining to a system with a uniform TBA
concentration (as further described in the Supporting
Information). The value of α ∼ 0.15 L/mol, obtained from
the initial slope of the experimental points in Figure 1A,
represents the volume of the hydrophobic hydration-shell of
TBA.
The Raman-MCR hydration-shell spectra shown in the inset
of Figure 1B were obtained by using self-modeling curve
resolution (SMCR)31,32 to extract TBA solute-correlated (SC)
spectra from pairs of measured spectra (one from pure water
and the other from a TBA solution). The resulting SC spectra
indicate how the OH stretch band arising from the hydrationshell of TBA diﬀers from bulk water. The SC OH spectra
shown in Figure 1B are each normalized to the corresponding
CH stretch band area of TBA and, thus, reveal how the
hydration-shell around each TBA molecule changes with TBA
concentration (with little or no contribution from the OH
headgroup of TBA).29,32 More speciﬁcally, the hydration-shell
OH bands shown in Figure 1B include contributions from Hbonded hydration-shell water molecules (between ∼3100 and
3600 cm−1) and a small water dangling OH peak (at ∼3660
cm−1).33 The decrease in the SC OH area with increasing TBA
concentration implies that the average number of perturbed
(not bulk-like) water molecules around each TBA decreases
with increasing TBA concentration.
If we identify n0 as the number of slow water molecules
around an isolated (dilute) TBA and n as the average number
of slow waters per TBA at some higher concentration, then we
can convert the fs-IR slow water fraction f (solid points in
Figure 1A) to the corresponding hydration-shell depletion
percentage d% using the following expression (with no
adjustable parameters)
⎛ n − n0 ⎞
⎛ f NW
⎞
d% = 100⎜
− 1⎟
⎟ = 100⎜
n
n
N
⎝
⎠
⎝ 0 S
⎠
0

(1)

Note that n = f NW/NS = f(1/χ − 1), where NW/NS is the
ratio of the number of water and solute (TBA) molecules in a
given solution, and n0 = α [H2O] ≈ α (M−1) 55.5 (M) ≈ 8.3 ±
1, where α = df/d[TBA] ≈ 0.15 L/mol is the initial slope of the
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Figure 2. Concentrations of monomeric (blue) and aggregated (red) alcohols in aqueous solutions of (A) TBA, (B) methanol, and (C) n-butanol
obtained from Raman-MCR (points) and RM predictions (shaded regions and dashed curves).The inset panel in (A) shows the corresponding
hydration-shell OH stretch components, including upper and lower bounds on the aggregate hydration-shell spectrum. The error bars on the
experimental points are determined by the latter bounds. The dashed RM prediction curves are obtained assuming a hydrophobic hydration-shell
volume α ∼ 0.15 L/mol, consistent with the initial slope of f vs [TBA] in Figure 1A, and the shaded regions correspond to RM predictions obtained
assuming independently determined bounds on the methyl−methyl coordination shell volume (see Supporting Information).

volume estimates based on either the ﬁrst peak or ﬁrst
minimum of the methyl−methyl radial distribution function of
aqueous TBA (see Supporting Information).
The agreement between the experimental and RM results in
Figure 2 conﬁrm that contacts between alcohols in water are
indeed approximately random. Moreover, the methanol and nbutanol results shown in Figure 2B and C indicate that our
conclusion is general, as it applies to aqueous solutions
containing other small alcohols. More quantitatively, the very
small diﬀerence between the experimental (points) and RM
(dashed curve) concentrations of aggregated TBA molecules at
a TBA concentration of 1 M imply that the contact value of the
mean force potential is approximately ΔG = −RT ln(0.23/
0.18) ∼ −0.6 ± 2 kJ/mol, which is small compared to ambient
thermal energy ﬂuctuations (RT ∼ 2.5 kJ/mol). To put this
result in perspective, note that the direct interaction energy
between two methane molecules (in the absence of water) has
an attractive well depth of ∼1.2 kJ/mol,9 whereas that between
larger alkanes increases approximately linearly with the number
of carbons (with a slope of ∼0.6 kJ/mol per carbon35), and
thus, a butyl group is predicted to have a direct interaction well
depth of about 3 kJ/mol. Moreover, MD simulations have
predicted that neopentane molecules have a direct interaction
well depth of ∼8 ± 5 kJ/mol.10,11 Thus, the fact that the latter
direct interaction well depth estimates are larger than our
experimentally derived mean force potential well depth of 0.6 ±
2 kJ/mol clearly implies that the water-mediated hydrophobic
interaction between TBA hydrocarbon groups must be repulsive
with a magnitude suﬃcient to largely negate the attractive direct
van der Waals interaction between TBA molecules.
It is also noteworthy that classical MD simulations of a 1 M
aqueous TBA solution (performed using OPLS-AA/TIP4P
potentials) yield an attractive contact mean force potential of
−2.8 ± 1 kJ/mol (see Supporting Information), thus indicating
that such simulations slightly overestimate the total hydrophobic interaction free energy. However, because 2.8 kJ/mol is
slightly smaller than the estimated direct attractive interaction
well depth between butyl groups or neopentane molecules, the

simulation results are still consistent with a slightly repulsive
water-mediated interaction.
It is also interesting to note that our conclusions are
apparently consistent with previous thermodynamic excess
hydration enthalpy26,36 and osmotic second virial coeﬃcient24,27 results that have been interpreted as indicating that
water-mediated interactions between small alcohols are
repulsive. However, such thermodynamic measurements
cannot in themselves be used to quantify the number of direct
contacts between solutes or to determine the associated watermediated contact free energy (without additional input from
simulations or other kinds of experiments).
We ﬁnd that the interaction free energy (mean force
potential) between hydrophobic groups is relatively insensitive
to hydrocarbon chain branching and water nuclear quantum
eﬀects. More speciﬁcally, we have found that the two butanol
isomers (see Figure 2A and C) have quite similar nearly
random mixing behavior (up to the ∼1 M solubility limit of nbutanol). In other words, the free energy diﬀerence between
butanol monomers and the initially formed hydrophobic
contact aggregates is relatively insensitive to the branching
structure of the hydrophobic group, whereas the much lower
solubility of n-butanol than TBA (which is inﬁnitely miscible in
water) implies that the free energy of the corresponding pure
alcohols is more sensitive to chain branching. We have also
performed Raman-MCR measurements of aqueous TBA
solutions in D2O and found no detectable diﬀerence between
the degree of TBA aggregation in D2O and H2O (see
Supporting Information), thus revealing that aggregation is
not sensitive to nuclear quantum eﬀects (which are responsible
for the stronger hydrogen bonding in D2O than H2O).
Our ﬁnding that hydrophobic interactions between alcohol
molecules are too weak to provide a signiﬁcant driving force for
aggregation appears to contrast with other observations, such as
the immiscibility of oil and water and the decrease in critical
micelle concentrations with increasing surfactant chain length.
The solution to this paradox is that the strength of the
hydrophobic interaction strongly depends on hydrophobic
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contact surface area. Our results imply that the water network
accommodates small hydrophobic solutes quite well, thus
making the water-mediated interaction repulsive and the net
driving force for forming a single direct methyl−methyl contact
negligibly small. However, hydrophobic interactions are
expected to become increasingly favorable when transferring a
nonpolar group into aggregates containing multiple hydrophobic molecules30,37−39 or into a protein’s hydrophobic
binding pocket.2 Thus, mounting evidence suggests that
hydrophobic interactions only exceed random thermal energy
ﬂuctuations when more than approximately 1 nm2 of solvent
accessible hydrophobic surface area is removed from water.
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Raman-MCR. Methanol (High Purity Solvent, OmniSolv), nbutanol (99.8%, Sigma-Aldrich), and tert-butyl alcohol (≥99.5%
TBA, Sigma-Aldrich) were used without further puriﬁcation.
Aqueous solutions ranging in concentration from 0 to 4 M (for
methanol and TBA) and 0 to 1 M (for n-butanol) were
prepared using ultrapure water (Milli-Q UF Plus, 18.2 mΩ·cm
resistance, Millipore). For the deuterated experiments, d9-TBA
(98%, Cambridge Isotope Laboratories) and D2O (99.9%,
Cambridge Isotope Laboratories) were used. Spectra were
collected with an integration time of 0.2 s and a total scan time
of 5 min per spectrum (between two and four replicates each).
The same custom-built Raman spectroscopic instrument was
used as previously described.32,33 The Self-Modeling Curve
Resolution (SMCR)31,32,34 analysis strategy to obtain the
results in Figures 1 and 2 is further described and illustrated in
the Supporting Information.
fs-IR. We measure the reorientation dynamics of HDO
molecules in aqueous solutions of tertiary-butyl alcohol
(≥99.5%, Sigma-Aldrich). The water solvent is prepared by
adding 4% heavy water D2O to H2O, leading to a solution of
8% HDO in H2O. The reorientation dynamics of the OD
groups are measured with polarization-resolved pump−probe
spectroscopy. The pulses used in this experiment have pulse
energies of ∼5 μJ, a pulse duration of 120 fs and a central
wavelength of 4 μm. The pump pulse excites the OD stretch
vibration of a few percent of the HDO molecules. This
excitation is anisotropic because HDO molecules that have
their OD groups oriented parallel to the pump polarization are
preferentially excited. The anisotropy of the excitation is
probed with two time-delayed probe pulses that are polarized
parallel and perpendicular to the pump polarization. With
increasing delay time, the anisotropy decays due to
reorientation of the HDO molecules.
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