Abstract-For ultra-wideband (UWB) impulse radios, noncoherent energy detectors are motivated for their simple circuitry and effective capture of multipath energy. A major performancedegrading factor in energy detection is the noise floor, which is aggravated for low-duty-cycle UWB signals with a large timebandwidth product. In this paper, weighted energy detection (WED) techniques are developed for effective noise suppression. The received signal is processed by a set of parallel integrators, each corresponding to a different integration time-window within a symbol period. The outputs of these integrators are weighted and linearly combined to generate decision statistics, while the weights are determined by the signal power collected from the corresponding integrators to improve the effective signal to noise ratio. The WED principle is applied to all phases of receiver processing, including signal detection, timing synchronization and data demodulation. For each phase, the optimal linear detector parameters, including decision thresholds and weighting coefficients, are derived analytically. Simulations show that the proposed noncoherent WED receiver enhances the bit-error-rate performance compared to conventional energy detectors.
rate that can be prohibitively high in the UWB regime, reaching a minimum of hundreds of MHz or even multi-GHz. Further, they need to employ a large number of RAKE fingers and accurately estimate the dense multipath channel in order to capture a considerable portion of the signal energy [3] . To circumvent these drawbacks, suboptimal receivers have been proposed for low-cost, low-data-rate applications, using either auto-correlation based receivers, e.g. transmit reference [4] and differential detection [5] , [6] , or noncoherent receivers, e.g. energy detectors [7] . In general, auto-correlation based receivers hinge on correlating two different segments of the received signal, one of which serves as the template waveform for the other. Such receivers do not require channel estimation, but face hardware challenges in implementing accurate waveform delay. Noncoherent energy detection, on the other hand, stands out as a simple radio architecture for hardware implementation in the UWB regime.
Despite its simplicity, conventional energy detection may not work well for UWB communications due to detrimental noise effects. Because UWB impulse radios typically operate at low duty cycle, the symbol period can be much larger than the time-width of the transmitted short pulses, giving rise to a large time-bandwidth product. Integrating the squared received waveform over the entire symbol period, a conventional energy detector may unwittingly capture the unwanted energy of the noise-only portion of the received signal, which causes a high noise floor proportional to the time-bandwidth product [8] . When the symbol epoch time and channel delay spread are coarsely known, noise reduction is possible by appropriately selecting a small integration time-window [9] , [10] . However, this strategy relies on timing information, and hence is not applicable during the signal detection and timing synchronization stages.
In order to mitigate the noise effects, this paper develops a weighted energy detection (WED) technique that employs a set of parallel integrators, each collecting the portion of the received signal energy in one of the consecutive non-overlapping time intervals per symbol period. The output of each integrator is weighted and linearly combined to generate the decision statistic, and then compared with a decision threshold for decision making. Our general design principle is to assign large weights to those integrator outputs with strong signal components, and very small weights to integrators collecting mostly noise within their integration time-windows. By doing so, the effective signal to noise ratio (SNR) at the receiver output can be improved. Noticeable SNR improvement has been demonstrated in a conference version of this work for signal detection and symbol demodulation purposes [11] . This paper extends the development to provide a complete noncoherent UWB receiver design with four main components: signal detection, timing synchronization, symbol demodulation and channel estimation (c.f. the receiver block diagram in Fig. 1 ). Based on the WED structure, we derive the optimal decision thresholds and weighting coefficients for the signal detection problem that aims at maximizing the probability of detection, the synchronization problem that aims at maximizing the output SNR, and the symbol demodulation problem that aims at minimizing the bit error rate (BER). Further, efficient parameter estimation methods are developed to acquire the channel-related information needed for computing the weighting coefficients and decision thresholds. Together, a full-scale noncoherent UWB receiver arises, with good tradeoff in performance and implementation complexity.
There are some related works on weighted processing for noise suppression. A weighted autocorrelation UWB receiver was developed for data demodulation in transmit reference systems in [12] . Several variants of the WED principle in [11] have appeared for different modulation schemes and/or decision rules, e.g., [13] , [14] , but they are all confined to the data demodulation module only. In particular, [14] derives the optimal maximum likelihood demodulator based on the WED structure, which minimizes the bit error rate but calls for a nonlinear demodulation rule. In this paper we focus on a simple linear receiver, and we show that this approach has little performance loss when compared to the optimal nonlinear rule. A related line of work is the noncoherent RAKE-based receiver developed in [15] . Therein, multiple RAKE fingers collect the fractional energy of (strong) channel paths in a noncoherent manner, and then maximum ratio combining is performed by weighting different RAKE fingers based on the channel amplitude values. The RAKE fingers are steered toward selected strong channel paths at different path delays; in contrast, the integrators in our WED receiver have fixed timewindows that are placed consecutively, which considerably simplify implementation and channel estimation compared with selective RAKE. The noncoherent RAKE can outperform the WED when enough RAKE fingers are employed to collect adequate multipath energy, and vice versa. Finally, a multi-leg structure is developed in [16] which decomposes the UWB signal in the frequency domain using a chain of parallel analog processors, with an integrator in each leg. It provides a general parallel processing approach for implementing transmitted reference UWB receivers, but is more complex than the WED.
The rest of the paper is organized as follows. The signal model of UWB impulse radio is described in Section II. The WED schemes for signal detection, synchronization and data demodulation are presented in Sections III, IV and V, respectively. Section VI provides parameter estimation solutions that acquire the channel-related and noise-related information used for WED design. Corroborating simulations are provided in Section VII, followed by concluding remarks in Section VIII.
II. SIGNAL MODEL In impulse radio UWB communication, data are conveyed by a stream of ultra-short pulses. For exposition clarity, this paper focuses on baseband UWB signals with binary on-off keying (OOK) modulation, while extension to other noncoherent modulation such as pulse position modulation (PPM) is straightforward [13] . In OOK UWB signaling, symbols [ ] ∈ { 0, 1} are transmitted over a train of ultra-short pulses ( ) of pulse width . There are frames of duration per symbol period, with one pulse per frame. Setting ≫ , a low-duty-cycle transmission format arises. The transmitted symbol-waveform is given by ( ) = ∑ −1
=0
( − ), which has symbol duration = and is assumed to have normalized unit-energy ∫ 2 ( ) = 1. With energy per symbol, the transmitted OOK UWB signal is given by
A pulsed UWB signal typically experiences a frequency selective channel [2] , whose impulse response ℎ( ) can be described by a quasi-static tapped delay line as in IEEE 802.15.4a models [17] . That is,
where + 1 is the total number of resolvable multipath taps, and are the channel gain and delay of the -th tap respectively, and 's are real-valued with phases 0 or . Hence, the received signal is
where ( ) is the channel-inflicted received symbolwaveform in the form of ( ) = ∑
( − ( − 0 )), and 0 is the time delay of the first arriving channel path. The ambient noise ( ) is approximated as a zero-mean white Gaussian process with two-sided power spectral density (PSD) 0 /2 and bandwidth dictated by the ideal lowpass frontend filter's cutoff frequency. In this paper, we set the frame duration to satisfy > ℎ in order to avoid inter-frame and inter-symbol interferences, where ℎ = + is the nonzero support of ( ) determined by the channel delay spread = − 0 .
III. WED RECEIVER STRUCTURE
The overall structure of the proposed WED receiver processing is depicted in Fig. 1 . In terms of hardware implementation, the receiver is made of branches following a signal squarer, each of which collects a portion of the received signal energy within each symbol period. As shown in Fig. 2 stages of the receiver processing. Samples from the parallel integrators are weighted and linearly combined to generate the decision statistic for energy detection, where is typically set to be reasonably small for good performance-complexity tradeoff.
Depending on the time scale, let us decompose the timing offset as 0 = +˜0, where is an integer and˜0 is the residual timing offset within a symbol period, i.e.,˜0 ∈ [0, ). Then, the -th symbol spans the time window 0 + [ , ( + 1) ). The first stage of receiver processing is to detect the presence of the received signal ( ), which is jointly done with coarse symbol-level timing acquisition of . During this stage, there is no prior timing information, and = 0 is used in the integration windows of the WED detector to collect digital samples.
After ( ) is detected and the symbol-level timing offset is acquired, the receiver enters the fine-scale timing synchronization phase in order to estimate the residual˜0. Here, =ˆ+ is used in the WED, where ∈ [0, ) is the candidate time shift used to search for˜0.
Finally, during data demodulation, samples are collected from the branches of the WED for detecting each symbol [ ], with =ˆ+ˆ0 + . These samples are linearly weighted and combined to perform optimal linear demodulation.
Throughout the process, the channel estimation module operates in parallel with the above modules in order to acquire channel parameters needed for computing the optimal weighting coefficients and decision threshold. Details of each module are presented in ensuing sections, emphasizing the optimization of weighting coefficients and decision threshold.
IV. WED FOR SIGNAL DETECTION
The very first step in receiver processing is to detect the received UWB signal ( ). To facilitate a binary hypothesis test for energy detection, a sequence of training symbols containing ones are utilized, from which the detection statistic and decision threshold can be derived.
Suppose that the length of an observation window for signal detection is , which contains all-one training symbols if the UWB signal is present. Let denote the candidate value for the symbol-level timing offset , which is integervalued. Given , a conventional square-law energy detector conducts a binary hypothesis test based on the following decision statistic:
Through a line search on , the offset estimateˆis decided to be the one maximizing¯[ ]. Meanwhile, the presence of ( ) is declared when [ˆ] ≥ , where is a threshold determined by the desired probability of false alarm [7] .
For WED, every received signal frame is partitioned into segments, each of time length = / . A set of integrators are employed to collect energy from these segments. Specifically, given a candidate offset , the -th integrator generates its output [ ] as
The decision statistic in WED is then produced by a linear combination of all
=0 as follows:
where
collects all the integrator outputs and a = [ 0 , . . . , −1 ] contains weighting coefficients. Now, the coarse timing offset can be estimated aŝ = arg max
The peak value is denoted as = max [ ] = [ˆ], which is a linear combination of = [ˆ], = 0, . . . , − 1. A threshold operator follows based on . If exceeds a chosen threshold , the presence of ( ) is declared.
The remaining task of WED design is to optimally calculate the weighting coefficients a and the threshold .
A. Analysis of Detection Statistics
For a binary hypothesis test, calculation of the decision threshold requires knowledge of the probability density function (pdf) of the decision statistic. Conventional energy detectors have been analyzed [7] , [8] , whose outputs obey the 2 distribution. To facilitate receiver design and analysis, we adopt the Gaussian approximation on the pdfs of the WED outputs. To justify the Gaussian approximation, we note that the filtered noise ( ) at the output of an ideal lowpass filter has a rectangular spectral density over | | ≤ . Hence, the autocorrelation function of ( ) is ( ) = 0 sinc(2 ), and ( ) can be expressed by the sampling theorem as [7] ,
where are . . Gaussian variables with zero mean and variance 0 . As a result, each integrator output can be viewed as the sum of (2 + 1) i.i.d. random variables. For UWB systems with multiple frames per symbol and a large time-bandwidth product, the central limit theorem applies, and hence Gaussian approximations on the WED outputs are accurate [19] .
For analysis, the joint problem of symbol-level timing acquisition and signal detection can be cast as a single binary hypothesis test problem. Under the signal-present hypothesis 1 , is acquired and all the contributing symbols to { } are the all-one training symbols. Under the noise-only hypothesis 0 , { } only collects the noise energy. The estimateˆaims to separate these two hypotheses as much as possible, while the decision threshold is designed based on the statistics assuming the symbol-level timing offset is known. Defining , ( ) = ( + + ), we summarize the decision statistic as
Under 0 , is the average of noise-square terms, which can be well approximated to be Gaussian distributed. Using (8) , the mean and variance of under 0 are [7] : , it holds that 0 =˜01 and Σ 0 = (˜2 0 / )I. Based on (6), (10) and (11), the mean and variance of the decision statistic under 0 can be expressed as: 
Define 1 and Σ 1 in the same manner as in the 0 case:
= diag{ }, the mean and variance of under 1 can be derived from (14) and (15) as follows:
B. Optimal Parameters for Signal Detection
Based on the approximate pdfs obtained in Section IV-A, the optimal decision threshold and weighting coefficients for signal detection can be derived to maximize the probability of detection for a fixed probability of false alarm . 1) Optimal Weighting Coefficients: Since the pdfs of the WED output are approximately Gaussian distributed under 1 and 0 , given the probability of false alarm , it is straightforward to find the probability of detection as
where = −1 ( ) is a scalar, and
is the well-known complementary error function. To maximize the probability of detection , it is equivalent to maximizing the function det ( ) =
. Noting that 0 , 1 , 0,det and 1,det are functions of , the optimal weighting vector det is obtained by
For WED, det ( ) can be deduced from (12)- (17) as
where is the × identical matrix. Setting ∂ ∂ det ( ) = 0 and imposing the constraint 1 = to avoid trivial solutions, the optimal det is found to obey:
In (21), is viewed as a non-negative diagonal loading term, which can be optimized by * = arg max det ( det ( ))
where det ( det ( )) =
A closed-form solution to (22) is difficult to obtain, but a simple line search can be performed numerically to find the optimal * . The objective function det ( ) can also be equivalently expressed as a function of 0 , 1 , Σ 0 and Σ 1 . To show this, (19) can be equivalently written as
which leads to
(24) Computation of det based on (21) or (24) requires the knowledge of channel-related information and noise-related information 0 . Both parameters can be obtained by channel estimation, which will be described in detail in Section VII.
2) Detection Threshold: Having acquired det , the detection threshold det can be found from the desired probability of false alarm . Specifically, a false alarm occurs when ≥ det under 0 , that is:
Solving the inverse problem yields the desired threshold for signal detection, given by
V. WED FOR TIMING SYNCHRONIZATION After the signal is detected at the receiver, an accurate estimation of the timing offset is needed in order to reliably demodulate information symbols. In this section, we develop a data-aided timing synchronization scheme using pilot symbols. Utilizing the WED principle, the scheme offers accurate estimation of the symbol epoch offset at low complexity.
A. Timing Offset Estimation via WED
Recall the signal model in (3), where the timing offset is 0 = +˜0. Having acquired , we can simply assume = 0 without loss of generality, such that 0 =˜0 is the residual timing offset to be estimated. Let be a candidate value of the timing offset. The goal here is to recover the residual 0 within a symbol period, that is, = 0 ∈ [0, ). For timing synchronization under the general principle of energy detection, we adopt a special pattern of = 2 pilot symbols that consist of pairs of alternating symbols (1, 0). Correspondingly, we employ an objective function sync ( )
2 ( ) , which collects the average signal energy within a symbollong integration window starting at . As shown in Fig. 3 , at an arbitrary ∕ = 0 , sync ( ) collects the signal energy from two consecutive segments of the received waveform: one segment is from the pilot symbol 1 with positive energy, and the other is from the neighboring symbol 0 with zero energy contribution. At correct timing = 0 , the -long integration windows [2 + , (2 + 1) + ), ∀ , collect signal energy entirely from the symbols of 1's, with no contribution from 0's. Hence, 0 = arg max sync ( ) in the noise-free case 1 , which yields the maximum value of sync ( ) as Because a nonzero pilot symbol 1 occurs every 2 in this alternating training pattern, to find its epoch we only need to search over a 2 range, i.e., ∈ [0, 2 ). Applying this synchronization idea under the WED structure, the objective function becomes
and { } are weighting coefficients to be designed. As is evident from (28), each frame is partitioned into consecutive segments of length = / , and integrators are used to collect the average energy ( ) from the corresponding segments. Given , the objective function sync ( ; ) reaches its maximum value when perfect timing offset is acquired, yielding the following timing offset estimator for the WED receiver:ˆ0 = arg max
B. Optimal Weighting Coefficients for Synchronization
We now derive the optimal weights to be used in (29). Let us define 
where (⋅, ⋅) denotes the Gaussian pdf, 1 and 0 are the same as in (12) and (16), and the variances
(a a)/ are similar to (13) and (17) 
From this expression, the optimal weighting coefficients that maximizes the deflection coefficient 2 in (31) shall be proportional to , that is,
The above sync maximally separates 
and assuming equal prior probability for the binary random symbol [ ], the optimal detector for [ ] that minimizes the bit error rate is the maximum likelihood (ML) estimator, which turns out to be a nonlinear demodulator [14] 
Utilizing (34), the objective function is equivalent to
Therefore, the optimal values of and 0 that minimize are given by * = 1 − 0 and * 0 = 0 which in turn reduce to
From (37) and imposing the constraint 1 = , the optimal weighting coefficients decode is given by
Subsequently, the MMSE for [ ] is given bŷ
and the final decoder iŝ
Finally, we remark that the optimal weighting vector and decision threshold are derived differently in the three phases of receiver processing. The individual designs reflect the different design goals in these phases, which result in different optimality criteria. Nevertheless, the general principle of all three phases is to improve the effective SNR. In this sense, when design complexity is concerned, each of the parameter designs can be adopted for all three phases to expect performance enhancement over conventional energy detection, without much performance degradation from the individually optimal design.
VII. CHANNEL PARAMETER ESTIMATION
In previous sections, design of the WED receiver modules relies on the knowledge of the noise-related information 0 and the channel-related information = [ ℎ,0 , . . . , ℎ, −1 ] that describes the fractional energy of the received symbolwaveform collected by the integrators in the noise-free case. In practice, these quantities are replaced by their estimates acquired during the channel estimation phase. This section provides low-complexity solutions for channel parameter estimation. It is worth emphasizing that the ( + 1) channel parameters { , 0 } are different from the channel state information, which refers to the amplitudes and delays of the ( + 1) channel paths, with ≫ for a typical dense multipath UWB channel. Hence, the complexity of the channel estimation task in the WED receiver is dictated by , independent of . In contrast, a selective RAKE receiver requires channel state information [3] , [15] .
A. Estimation of and 0
In the signal detection phase, an all-one training sequence is transmitted. Consider a signal-present symbol-long window 
Here, ( ; 
Accordingly, the channel parameters can be estimated from (42) aŝ
This estimator does not need the knowledge of˜0, but just the chosen which is the starting point of the observation time-window for channel estimation. Similarly, the noise ( ) can be ideally extracted from ( ) by ( ) = ( ) − { ( )}. Replacing { ( )} by its sample mean estimateˆ( − ;˜0 −˜) in (42) for some , the noise parameter 0 can be estimated as follows:
After the signal is detected, the receiver proceeds to the synchronization phase. Note from Section V-A that the optimal weighting coefficients are ideally obtained to maximize max sync under = 0 . In the absence of 0 , a coarse offset can be used to acquire the channel estimatesˆfrom (43) and compute the weights in (32) accordingly, and the resulting WED is still expected to offer performance gain over a conventional energy detection. Alternatively, we start with coarse timing offset estimation using equal weights = [1, . . . , 1] . Using a small number of pilot symbol pairs, we can estimateˆ0 from (27) based on the non-optimal weights. Then, the channel parametersˆcan be updated from (43) by setting =ˆ0, which in turn yields updated weights and hence improved timing offset estimate. Given enough pilot symbols, this procedure can be iterated for several rounds to produce the optimal estimates ofˆandˆ0 eventually.
In the next data demodulation phase, the channel parameterŝ are the same as those used for timing synchronization, since both phases correspond to (43) for = 0 . The weighting coefficients can remain the same values to improve the effective SNR for demodulation, or can be re-computed from (38) directly for enhanced performance.
B. Performance Enhancement via Decision-Direction and Bootstrapping
It is known that the error variance of a parameter estimate is directly affected by the number of samples used for estimation. To accurately estimate channel parameters and 0 using a small number of training symbols, a couple of performanceenhancing strategies are proposed in this subsection.
Our first strategy is to adopt the decision-directed (DD) technique to develop a low-complexity channel tracking algorithm for updating { ( )} in (41). Channel tracking will take place during demodulation ( = 0 ). The idea is to utilize the information-conveying received waveforms to refine channel estimation, after the impact of information symbols is removed by the symbol estimates. Specifically, whenever a symbol [ ] = 1 is detected during the demodulation phase, its corresponding waveform ( ), ∈ [ 0 + , 0 +( +1) ] will be used to update the sample mean estimateˆ( ; 0) in (42) and noise estimateˆ( ) in (44), as follows:
for
where the scalar ∈ (0, 1) is a forgetting factor. In DSP implementation, the received waveform is sampled every sam and hence there are = / sam samples per . Let denote the index of digital samples within each symbol, and
[ ; ] denote the -th sample during the -th symbol period. Then, (46) and (47) can be re-written as:
Correspondingly, (43) and (45) can be expressed aŝ
Our second strategy is to adopt the bootstrapping technique [21] , which is particularly useful when the number of training symbols is small due to the need to reduce communication overhead. During training-based channel estimation, say for signal detection, let us collect all the digital samples received from the pilot symbols into a sample set R = { 1 , . . . , }, where
] corresponds to samples from the -th symbol, ∀ . These sample vectors are assumed to be independent and identically distributed (i.i.d.), whose cumulative distribution function is denoted as . Evidently, the channel and noise parameters and 0 have some unknown dependence on . The bootstrapping method aims to find the distributions ofˆand 0 , the estimators of and 0 , from the sample set R. Because is unknown, an empirical distribution function is constructed from the sample set so that it is close to in some sense [21] . For example,ˆcan be constructed by assigning equal mass 1/ to each observation , ∀ , which is known to approach as → ∞ under some mild assumptions [21] . By re-sampling fromˆ, a new i.i.d. data set R * = { * 1 , . . . , * } can be generated in a bootstrap fashion from the original sample set R, without collecting new samples from the received signal. This procedure can be repeated to keep refiningˆuntil the cumulative (re-sampled) data set is large enough. At the same time,ˆandˆ0 can be acquired from each updatedˆ, and the accumulated estimates can be used to deduce the probabilistic distributions ofˆand 0 , which in turn produce the improved estimatesˆandˆ0. Employing the above bootstrapping principle, the channel estimation steps are summarized below:
Step 1) Initialize the estimatesˆandˆ0 from the original data set R which consists of waveform samples from received pilot symbols.
Step 2) Perform bootstrap resampling by uniformly randomly picking elements from the original set R to form a new data set R * . Note that any element in R can be picked any number of times, with equal probability 1/ .
Step 3) Obtain new estimatesˆandˆ0 from the new data list R * according to (50) and (51), and replace R by R * .
Step 4) Repeat Step 2) and Step 3) many times (typically 100 to 1000).
Step 5) Approximate the distributions ofˆandˆ0 by the histograms of all the estimatesˆandˆ0 derived from R * , and then compute the mean and variance of each distribution to obtain the final estimate value and estimation variance of the corresponding channel parameters and 0 . When the decision-directed algorithm and the bootstrap method are employed in the channel estimation phase, only a small number of pilot symbols need to be transmitted to obtain initial coarse channel estimates. The estimates are updated with improved quality when information symbols are fed back reliably and/or when re-sampled bootstrap data are utilized.
VIII. SIMULATIONS
This section presents simulation results of WED-based receivers for OOK modulated baseband UWB signals. Signaling parameters for the simulations are as follows: the shaping pulse ( ) is the second derivative Gaussian pulse with duration = 1ns. The number of frames per symbol is = 10, and the frame length is = 70ns so that the channel excess delay does not cause inter-frame or inter-symbol interference. The channel is generated from the IEEE CM1 model [20] , and is normalized to have unit power gain: E{ ∑ =0 | | 2 } = 1. All performance curves are obtained by averaging over 100 random channel realizations, unless specified otherwise.
A. Channel Estimation of and 0
A training sequence with = 50 symbols is transmitted for channel estimation. The performance is evaluated by the mean square error (MSE) criterion and the estimation error is normalized by the actual value. Fig. 4 plots the normalized MSE versus SNR for the estimation of channel parameters in (43). We compare the estimation performance using three methods: i) simply using (43), ii) using (43) plus the bootstrapping technique, and, iii) with additional decision directed steps implemented. For the decision directed algorithm, another 100 data bits with a BER of 10 −2 are fed back to update the estimation result. The performance gaps among these three methods are evident (about 3 dB). It is clearly shown that the decision directed algorithm improves the estimation accuracy for when SNR is moderately high to ensure reliable feedback. Since SNR values do not affect the estimation accuracy of 0 , we show how the number of training symbols affects the estimation performance of 0 in Fig. 5 , for SNR = 10dB. The performance improves as the number of pilot symbols increases but eventually flattens out when the number of pilot symbols is above 100. This indicates that 100 training symbols are adequate to provide an accurate estimate of 0 and adding more pilot symbols leads to little improvement in estimation accuracy. 
B. Signal Detection and Synchronization
The effects of the noise variance and the traning sequence length on the signal detection performance are studied in Fig.  6 and 7 . In Fig. 6 , the probability of false alarm is fixed at = 10 −2 where a total number of = 150 pilot symbols are received. WEDs with different numbers of parallel integrators are compared, where = 1 coincides with the conventional energy detector. The figure clearly shows that the WED with > 1 parallel integrators, outperforms the conventional energy detector ( = 1) in terms of the probability of detection , when the SNR is between -5dB and 7dB. Meanwhile, the performance improves as increases, at the expense of increased implementation costs. Fig. 7 depicts vs. for SNR = 6dB. Again, there is evident performance gain of WED with = 4 compared with the conventional ED with = 1. When 100 training symbols are available, the probability of detection reaches almost 1 for = 4 while the conventional one only achieves = 0.5. Figs. 8 and 9 focus on the synchronization phase. Fig. 8 shows the MSE of estimated 0 under different noise levels for = 50. Performances in four different scenarios are compared: conventional ED ( = 1) where the search step sizes of the candidate shift are Δ = /4 and Δ = respectively, and the WED receiver ( = 4) with Δ = /4 and Δ = , respectively. The pulse-level step size Δ = is used to illustrate the performance of fine-scale search, while the frame-level step size Δ = /4 is adopted to illustrate that our synchronization technique works well for low-complexity coarse time acquisition with flexible step sizes. The advantage of the WED with = 4 over = 1 is obvious, and a smaller step size leads to more accurate estimation. In Fig. 9 , synchronization performance is delineated for different numbers of pilot symbols, for SNR = 10dB. In all the cases tested, synchronization accuracy improves until the number of training symbols exceeds 50. Fig. 10 depicts the BER of OOK modulation for various energy detectors using (40), comparing the case of using estimated channel and timing information with that of using perfect knowledge. As a benchmark, the nonlinear ML weighted energy detector in [14] is also tested, with a subinterval duration Δ = 7ns [14] . This value of Δ is chosen so that the ML detector corresponds to our MMSE-based linear detector with = 10. Clearly, our simple linear MMSEbased WED receiver performs closely to the nonlinear MLbased WED, both of which effectively reduce the noise floor and result in improved BER performance over conventional energy detection. At BER = 10 −2 , the performance gain of = 4 over = 1 is 2.1 dB, while the gain of = 10 over = 4 is 0.7 dB. On the other hand, the hardware cost is determined by the number of integrators, which is ; also, the computational complexity increases quadratically in , due to the matrix-vector operations involved in computing the optimal weights. Overall, the complexity is more than doubled by increasing from 4 to 10, but the performance gain of 0.7 dB is not as significant as that of the WED with = 4 over the conventional energy detector. This fact indicates that the value of needs to be judiciously chosen to achieve a desired design tradeoff between performance and implementation complexity. When the delay of multiple paths becomes more random, i.e., an indoor environment described in the CM4 channel model, the advantage of WED is even more obvious than the previous CM1 case, since the signal energy is spread into a longer time interval. The result for the CM4 channel is given in Fig. 11 .
C. System Error Rates

IX. CONCLUSIONS
In this paper, weighted energy detection techniques are developed for the design of a suite of receiver modules for pulsed UWB communication systems. Optimal weighting coefficients and decision thresholds are derived for signal detection, timing synchronization and data demodulation. Overall, weighted processing is effective in alleviating the noise effect in energy detection and thus enhances the output signal-tonoise ratio. It not only offers performance benefits to the detection of low-duty-cycle (UWB) waveforms containing noise-only segments with large time-bandwidth product , but also can improve the detection (with unknown timing offset 0 ) and demodulation (with known 0 ) of ISI-free fullduty-cycle signals. These performance advantages come at the expense of extra complexity compared with conventional energy detection, since multiple integrators and a DSP unit for calculating weighting coefficients are required. Nevertheless, the complexity cost of such a noncoherent receiver is quite affordable, which is only linear in the number of integrators employed. In return, performance gains are evident even for a small value of < 10, as validated by the simulation results.
