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I. INTRODUCTION 
Data that rre collected from individuals by personal interview are 
known to be subject to response error. Nonsanpling errors have long 
been recognized and discussed. In an expository paper on errors in 
survey samples, Dening (1944) lists 13 different factors that affect the 
usefulness of surveys. Four of these factors are related to response 
errors; 
(1) Variability in response; 
(2) Bias and variation arising from the interviewer ; 
(3) Lnperfections in the design of the questionnaire; and 
(4) Processing errors Involved in coding, editing and punching of 
data. 
The variability in a respondent's responses in repeated interviews 
may be due to a lack of understanding of the questions, difficulty in 
determining his "true-^alue" for the question, or to the lack of 
information required to answer correctly. The interviewer may 
contribute to variability in responses by giving different 
interpretations to questions and by failing to understand the subject 
and purpose of the survey. 
In a review paper on the effect of the question on survey 
responses, Kalton and Schuman (1982) discuss several studies which show 
that the survey responses are sensitive to the precise wording, format 
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and placement of the questions asked. The nature of question wording 
and form effects on response errors remains an important area of study. 
It is generally assumed that the true values of characteristics 
under study exist for each individual. For variables such as age, sex, 
and total income, the definition of the individual true values does not 
present major problems. However, for variables such as attitude toward 
social issues and preference for a certain product, it is more difficult 
to define the individual true values. Hansen, et al. (1951) suggest 
three criteria for the definition of the true value for an individual: 
(1) It must be uniquely defined; 
(2) It must be defined in such a manner that the purposes of the 
survey are met; and 
(3) It should be defined in terms of operations which can be 
carried through, even though it might be difficult or expensive 
to perform the operations. 
For a situation in which survey response for a given individual can 
be considered as coming from a population of conceptual responses for 
that individual, it may be appropriate to define the individual true 
value as the expected response obtained under certain well-defined 
survey conditions. 
In this dissertation, it is assumed that a random sample of n 
individuals is taken from a population of N individuals and that all 
or part of the selected individuals are interviewed twice. 
3 
la Chapter III, we consider response errors In classlficatory 
problems where individuals are classified in an r x r contingency 
table. Particular attention is given to the structure of response 
models for which the sample marginal proportions are unbiased estimators 
of the corresponding population proportions. The response errors for 
the response in the row and column classes are assumed to be 
independent. The response errors in the two responses from the 
interview-reinterview process on one of the marginal classes are assumed 
to be either independent or dependent, depending on the interview 
procedure. 
In Chapters IV and V, we consider the problem of determining the 
optimum (minimum variance) number of replicated observations and 
unreplicated observations for the estimation of a simple linear model 
where both the independent and dependent variables are subject to 
response errors. In Chapter IV, the response errors are assumed to be 
normally distributed. The case where the observed and true values can 
take only the values zero and one is treated in Chapter V. 
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II. REVIEW OF LITERATURE 
Response errors, sometimes called measurement errors, have long 
been recognized as one of the major problems In surveys. The effect of 
response errors can be quite severe In statistical data analysis. It 
has been reported that there are Interactions between respondents. 
Interviewers and crew leaders which produce correlated meausurement 
errors, (e.g.. Evaluation and research program of the U.S. censuses of 
population and housing 1960: effects of Interviewers and crew leaders, 
(1968)). The recording of data for processing can also result In errors 
In the data. Pearson (1902) studied the measuring variability of human 
beings conducting two experiments. From the study, Pearson (1902) 
found that 
(1) The mean errors differed significantly from zero; 
(2) For a given measurer, the size of the bias varied throughout 
the series of trials when the errors were grouped in successive 
sets of 25. 
(3) The errors were not, in general, normally distributed; and 
(4) The errors of two apparently Independent observers in measuring 
the sane quantity were positively correlated. 
Cochran (1968) gave a short description of the experiments conducted by 
Pearson (1902) In a review paper on measurement errors « 
Mahalanobis (1946) reported on the survey work of the Indian 
Statistical Institute, and in particular described efforts to measure 
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and control reporting errors. Interpenetrating sanqples were 
Incorporated In crop surveys In order to measure the overall error and 
to measure the reliability of the enumerators. Sukhatme and Seth (1952) 
questioned the use of Interpenetrating samples as a regular feature of 
sample surveys. They argued that 
(1) The limitation on the size of the sangles rendered replicated 
samples an ineffective tool for detecting discrepancies in 
field work; and 
(2) The cost of replicated samples was very high. 
For the case where the nonsaopling errors are likely to be large, 
Sukhatme and Seth (1952) recommended the use of interpenetrating sangles 
only at the pilot stage for iiqproving the questionnaire and the method 
of training the interviewers, rather than as an integral part of a 
large-scale survey. They further noted that if nonsazgiling errors could 
not be controlled by improving the questionnaire and training to the 
level of accuracy with which information is desired to be sought, one 
would hesitate to conduct a saiqple survey on a probability basis. 
Eckler and Prltzker (1951) reported that the U.S. Bureau of the 
Census attempts to develop programs for measuring the accuracy of all 
censuses and surveys which it conducted. The technique Involved post-
enumeration surveys in which more highly trained enumerators were used 
for the reinterviewing process. These studies led to improvements in 
the efficiency of the census and survey designs (Eckler and Hurwitz 
(1958)). 
6 
Hansen, et al. (1951) carefully discussed the concepts of response 
errors. They defined the Individual response error as the difference 
between a sample response and the true value for the Individual. The 
response error had an expected value (Individual response bias) and a 
random component of variation around that expected value. They 
presented a response model with the following assumptions: 
(1) There is a population of N individuals and a population of 
K Interviewers; 
(2) There is a true value for each individual; and 
(3) There is zero correlation between the random components of 
responses for two different individuals with two different 
interviewers. 
Dhder the response model, Hansen, et al. (1951) considered the 
estimation of the response variance due to Interviewers, using survey 
data obtained from an interpenetrating sample design in which n 
Individuals are randomly assigned to each of k randomly selected 
interviewers. For this design, the response variance of the individual 
respondents could not be estimated. 
Sukhatme and Seth (1952) discussed a general response model by 
expressing it as 
'i]k "l + + hi * hjH ' (2.1) 
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where denotes the sample response obtained by the j-th 
emmerator (j - 1,2,..., m) from the 1-th sa:q»le respondent (1 " 
1,2,..., £) on the k-th occasion (k - 0,1,2,..., n^j) ; denotes 
the true value for the 1-th respondent who Is selected randomly from a 
finite or an Infinite population with mean v and variance 
denotes the effect of the j-th enumerator in the enumeration of many 
respondents; 5^^ denotes the interaction between the j-th enumerator 
and the i-th respondent and denotes the random deviation 
associated with y^ji^ that is not accounted for by interviewer and 
interaction effects. Analysis-of-variance type estimators for (linear 
combinations of) the variance components in the model were presented for 
different types of sampling designs: (1) a unit is observed once only, 
(2) a unit is observed p times by the same enumerator, (3) a unit is 
observed once by each of p enumerators, and (4) some of the units are 
observed once and some are observed twice. They also gave separate 
consideration to the cases where the interviewers were fixed and where 
they were randomly selected from a larger population of enumerators. 
Hanson and Marks (1958) used the method of the analysis of variance 
to estimate interviewer effects in the enumerator variance study of the 
1950 census of population conducted by the U.S. Bureau of the Census. 
The study was based on the data obtained by 984 interviewers covering 
1,778 enumeration districts. They found that the significant 
interviewer effects were mostly due to (1) a tendency for the 
interviewer to omit or alter the question involved or to assume the 
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answer; (2) a relatively high degree of ambiguity, subjectivity, or 
complexity In the question; (3) a tendency to alter respondent replies 
because of additional questioning, 
Eckler and Hurwitz (1958) reported additional empirical 
investigations into interviewer effects on the 1950 census of 
population. The study Involved about 700 enumerators in 125 strata with 
an average population of about 6,500 each* The effect of interviewer 
variability was measured by comparing the between-enumerator and wlthln-
enumerator mean squares. An approximate F-test indicated that the 
between-enumerator variability was statistically significant on nearly 
all of the items tested. The study also showed that the interviewer 
variability was relatively large for a small area, but small for an area 
that was the responsibility of many interviewers. While these results 
indicated that there was a possible way of reducing the effect of 
interviewer variability, Eckler and Birwitz (1958) warned that attempts 
to reduce response variability may lead to an Increase in biases. For 
exaiq>le, resorting to self-enumeration in order to eliminate the effect 
of enumerator variability may result in many respondents misinterpreting 
the question of the questionnaire and giving results that are biased. 
Hansen, Hurwitz and Bershad (1961) presented a summary of the 
conceptual ideas and response model formulations that have evolved in 
the U.S. Bureau of the Census. They presented their response model in 
the context of estimation of the proportion of individuals that belong 
to a given class of a finite population. The model has been discussed 
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and applied In several publications including Pritzker and Hanson 
(1962), Hansen, Hurwitz and Pritzker (1964), Bailar (1968), the U.S. 
Bureau of the Census (1968, 1972), and Bailar and Dalenius (1969). 
Hansen, Hurwitz and Bershad (1961) assumed that a survey was 
conceptually repeatable under the sane general conditions and that the 
responses from sample individuals were described by some (unknown) 
probability distribution. An observation on the j-th unit in the survey 
is designated by , where has the value 1 if the j-th unit is 
assigned to the particular class under consideration on the t-th trial, 
and has the value zero otherwise. An estimate of the population mean is 
where n is the number of units in the sample. 
The variance of p^ is 
Var(p^) - E(p^ - P)2 + 2E(p^ - P)(P - P) + E(P - P)2 
(2.3) 
1 _ 1 n 
where P = E(p ) , P = E(% j) and P • — Z P. 
t J Jt' n J 
The first term in (2.3) is defined as the response variance which 
can be eaqiressed as 
10 
a i -  E { ( p  -  5 ) 2 }  -  E { (  i  Z  d . .  ) 2 }  -  E { ( d ^ ) 2 }  ,  
dt ' n j.l jt t 
(2.4) 
where <^jt ™ *jt ~ the response deviation. 
The third term in (2.3) is defined to be the sampling variance of 
p^ and the second term in (2.3) is twice the covariance of d^ and 
F . The second term is considered to be trivial in Hansen, Hurwitz and 
Bershad's (1961) discussion. 
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The response variance o ^  can be expressed as 
® I "è cf|ll + P(n - 1)] , (2.5) 
1 ® 
where = E(df ) = = S P.(1 - P.) is the simple response variance 
° ™ j»l J J 
and p » E(dj^d^^)/G2 for j * k is the intraclass correlation among 
the response deviations in a trial. 
Hansen, Hurwitz and Bershad (1961) found that the impact of even a 
very small intraclass correlation was substantial when the sample size 
n was quite large. This can be seen from an examination of (2.5). 
Two methods were suggested by Hansen, Birwitz and Bershad (1961) 
for estimating the response variance. The replication method repeats 
the survey procedure on the same sample. The method of interpenetrating 
samples divides the sangle randomly into several subsamples with each 
Interviewer assigned to one of the subsamples. 
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Hansen, Harwitz and Prltzker (1964) defined the Index of 
Inconalatency as the ratio of the 8liq>le responses variance to the total 
variance of individual responses; that is, 
I - <j|/o2 , (2.6) 
Pt 
where * Var(p^) . For a binomial random variable, the total 
variance is P(1 - P) , where P is the expectation of the sample 
^t 
mean. 
The response model defined by Fellegl (1964) was similar to that of 
Hansen, Hurwitz and Bershad (1961). His sampling design, however, 
involved both interpénétration and replication. He represented the 
assignments for the two surveys by \(2)^ * ^ " 1,2,..., k} , 
where ^i(i) and ^1(2) denote the interview assignments for the i-th 
enumerator in the original and relnterview surveys, respectively. For 
any given Interviewer, and &re not the same. 
In evaluating the relnterview procedures, Bailar (1968) followed 
the response model developed by Hansen, Hurwitz and Bershad (1961) to 
study the effect of the time lag between the census or survey and 
relnterview and the effect of the relntervlewers having access to the 
original responses. By conqtaring estimates of the siiq>le response 
variance and estimates of the bias for several characteristics from 
three saiq^les of the 1960 Census enumerated population, Bailar (1968) 
concluded that the best procedure was one in which the relnterview was 
12 
relatively close In time to the original Interview and one In which the 
relntervlew did not have access to the original responses. 
Ballar and Dalenlus (1969) presented the statistical theory and 
methods for measuring the contribution of response variability to the 
overall error of a survey. The method of replication and the method of 
Interpénétration In the sample dimension are considered. In the trial 
dimension, Ballar and Dalenlus (1969) considered cases where the same 
enumerator was used In all the trials or different enumerators were used 
In different trials. Different sampling schemes were discussed for 
estimating the response variance and the correlated coiq>onent. The 
choice of a saiq>llng scheme was decided by the following factors: 
(1) The variance components that are to be estimated; 
(2) The cost of a survey; and 
(3) The change of the general conditions of a survey due to the 
time lage between trials. 
Ballar (1976) reported that a study of the coiq>onents of error 
might lead to methods of liq>rovlng the accuracy and reliability of 
survey data. Suppose that one of the purposes of a survey Is to 
estimate a mean, X , and the data are to be collected k 
Interviewers, each with a random assignment of n sample units. Simple 
random sampling is used. By ignoring the finite population correction 




MSE(i) . ^ ^  [1 + (n - l)p^] + + B" .(2.7) 
where (kn) ^  is the sampling variance; (kn) ^  is the simple 
response variance; (kn) ^  p^a^(n - 1) is the variability caused by the 
correlation between response deviation of elements in the sample; 
2(kn) (n - l)o^g is the covariance of response and sampling deviations 
of different units; and B is the bias of x • 
Equation (2.7) shows that the correlated component of response 
variance decreases directly as the number of interviewers Increases, but 
not as the number of sampling units within an Interviewer's assignment 
increases. In this way, it is different from the sampling variance. 
Thus, the correlated coiq>onent of response variance may be larger than 
the sampling variance. Bailar (1976) reported that a 1950 study of 
enumerator variance showed that for areas of 6,500 persons, this 
con^onent of total variance for a coiq>lete census by direct enumeration 
was at about the same level as a saiq>llng variance for an estimate based 
on self-enumeration for a 25 percent sample of the population. The 
results were one reason why the Census Bureau turned to the use of self-
enumeration techniques in the 1960 census. 
Bryson (1965) studied the effect of misclasslflcatlon on the bias 
of the saoule proportion in the estimate of the population proportion 
when the item in a sample is from a binomial population. The upper and 
lower bounds for the bias were derived based on assumptions regarding 
magnitudes of the probability of misclasslflcatlon when each of the two 
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Interviewers independently classified the items in a single sample. Let 
the minimum values of pj2 &nd P22 be denoted by 2^^ and 222 * 
respectively, where P22 is the probability that an item is classified 
in class A* by the first interviewer given that it is in A* and P22 is 
the probability that an item is classified in class A* by the second 
interviewer given that it is in class A*. Bryson (1965) obtained the 
following inequality 
where % Bias is the upper bound of the ratio of the bias of the sample 
proportion in class A to the population proportion in class A; w, x, 
y and z are the proportions of the sample that are classified in 
class A Iqr the first interviewer and in class A by the second 
interviewer, in class A* by the first interviewer and in class A by the 
second interviewer, in class A by the first interviewer and in class A' 
by the second interviewer, and in class A' by both interviewers, 
respectively. The inequality for % Bias , the lower bound of % Bias , 
is 





E(%)E(y) % Bias > -
E(w4x+y) + 
(2.9) 
where and p2j are the probabilities that an Item Is classified 
In class A by the first Interviewer and the second Interviewer, 
respectively, given that It Is In class A and and 221 are the 
minimum value that p^^^ and P2^ can take, respectively. When the 
sa^le size Is sufficiently large, the expected values can be replaced 
by the observed values. Krlshnaswaml and Nath (1968) extended the 
results to the multinomial population. 
The methods of analysis of variance have been used by several 
authors to estimate the variance component associated with 
enumerators. Exanqples are Eckler and Hurwltz (1958), Hanson and Marks 
(1958), Klsh (1962), Stock and Hochstlm (1951). Battese, Fuller and 
Hickman (1976) considered a single cougonents-of-variance model 
involving enumerator effects, sampling deviations and respondent-
response errors « Battese, Fuller and HIcknan (1976) assumed that a 
simple random sample of rm(m-l) respondents was chosen from the 
population of Interest and m enumerators were randomly selected from a 
large pool of available enumerators. The saoçle respondents were 
randomly divided into m(m-l) groups, each of r respondents. The 
i-th enumerator Interviewed (m-1) respondent groups and reintervlewed 
another (m-1) respondent groups that were first interviewed Tqr the 
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j-th enumerator for j » 1,2,..., m , j * 1 . This Interpenetrating 
and replicated survey design was assumed to be applied to several strata 
of the population of Interest. 
Battese, Fuller and Hickman (1976) expressed the model as 
^Ikl " ®i ®ikl * ^ r 
™ ^ ^ " 1»2,..., r , (2.10) 
where denotes the response of the k-th respondent interviewed by 
the i-th enumerator at time 1 and Yj^2 Is the response of the k-th 
respondent interviewed by the j-th enumerator at time 2; y^^ denotes 
the true value for the k-th respondent; denotes the random effect 
of the 1-th enumerator; and the respondent-response 
errors that are associated with the interview and reinterview responses, 
respectively. They also assumed that and , t « 1,2 , are 
Independently distributed with zero means and variances o| and , 
^ ®k 
respectively; that 3^ and are uncorrelated with the true 
values; and the true value, y^ , is equal to the sum of a stratum mean, 
)i , and a "sampling deviation" ej^ . The sampling deviations for all 
individuals in the population are assumed to have zero and variance 
. The response errors, and the s angling deviation, ej. are 
assumed to have finite fourth moments. 
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Using a least-squares regression procedure, Battese, Fuller and 
Hickman (1976) obtained the estimators for the variances of enumerator 
effects, for the variance of the sampling deviation and for the average 
of the respondents response variances. 
Hartley and Rao (1978) assumed that 
(1) the survey Is of a stratified multistage design In which the 
last stage units are drawn with equal probabilities; 
(2) the errors are additive; 
(3) all correlations between the errors contributed by a 
particular error source are generated through an additive 
model; and 
(4) there Is no systematic bias from any of the error sources. 
They expressed the model In the form 
yps = ''ps + ^ 1 + (^c + %s + ^(^ps ' ^2.11) 
where the Index s labels the s-th elementary unit; the Index p is a 
composite label indexing the last but one stage unit within the next 
higher stage unit ... within a primary unit within a stratum; y^^ is 
the recorded observation for the elementary unit labeled (p, s) ; n ps 
is the true content for elementary unit labeled (p, s) ; b^^ is the 
error contributed by the i-th interviewer common to all units. 
interviewed by the i-th interviewer; c^ is the error contributed by 
the c-th coder common to all units coded by the c-th order; 5b is ps 
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the elementary interviewer error for the content item of unit (p, s) 
and 6c is the elementary coder error for the content item of unit ps 
(p, s) . They assumed that and c^ are random sa]iQ>les from an 
infinite population of interviewer and coder errors with means zero and 
variances o? and , respectively. Also, 5b and 6c are b c ps ps 
assumed to have means zero and variances and , respectively. 
The bj^ and c^ are assumed to be independent of one another and 
independent of the n , 5b and 5c .No restriction is applied on ps' ps ps 
V Ss • 
Using the simple mixed model ANOVA techniques. Hartley and Rao 
(1978) provided a method of estimating the overall variance of a linear 
estimator of the form c*(p)y , where y is the vector of primary-
sample means y^ and the coefficient vector c(p) depends on the set 
of selected primaries p . 
Bross (1954) discussed the effect of misclassification on testing 
the hypothesis that the proportions of two independent populations were 
equal. Under the assumption that the same, classification system was 
used in both samples, Bross (1954) found that the size of the ordinary 
chi-square test was not affected by ignoring misclassification, but the 
power of the test was drastically reduced. 
Mote and Anderson (1965) considered two sliqile response models in 
an investigation of the effect of misclassification on the size and 
power of chi-square goodness-of-fit tests for categorical data. The 
first model assumed equal probabilities of misclassification into one 
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of r available categories. The second response model assumed that 
there were only mlsclasslflcatlons In classes adjoining the true classes 
to which individuals belong. Mote and Anderson (1965) showed that, with 
these response models, hypothesis tests concerning the class proportions 
that ignored classification errors had greater size and smaller power 
than tests that were modified to account for classification errors. 
Assakul and Proctor (1967) considered two cases of the effect of 
misclassification on the test of independence in a two-way contingency 
table. When errors of classification in the row direction were 
Independent of those in the column variable, Assakul and Proctor (1967) 
found that the usual chi-square test had the announced level of 
significance, but the power of the test was smaller. When the errors 
for the marginals were not Independent and under the assumption that the 
misclassification probabilities were known, Assakul and Proctor (1967) 
proposed a test criterion. 
Koch (1969) studied the effects of nonsampling errors on measures 
of association in a 2 x 2 contingency table under the model due to the 
U.S. Bureau of the Census. The sample estimate for a measure of 
association was expressed in the form of a Taylor series approximation 
Involving cell probabilities. Then, the response model was applied in a 
term by term fashion. The relative effects of sampling errors and 
response errors on the variability of the estimated measure of 
association could be interpreted in terms of a sampling variance 
coiq>onent and a response variance component. 
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Fleiss (1981) discusses the effect of classification errors on the 
estimation of population proportions. A clinical trial example is 
given. Methods of controlling and measuring the classification errors 
are also presented. 
The study of Mote and Anderson (1965) is extended by Kom (1981) to 
contingency tables of dimension greater than two. Kom (1981) studied 
the effect of the classification errors on the analysis of hierarchical 
log-linear models. It is assumed that 
(1) For each dimension of the table, the conditional probability 
that an individual is observed with error at a particular level of that 
dimension, given its true level of that dimension, does not depend on 
the true levels of that individual in the other dimensions of the table. 
(2) Given its true levels in all the dimensions of the table, the 
conditional probability that an observation is misclassified into a 
certain level of a certain dimension is independent of whether that 
observation was misclassified in the other dimensions of the table. 
In an I x J x R contingency table, let be the probability a 
randomly chosen individual from a large population would be classified 
into cell (ijk) of the table if observed with no classification 
error. Let be the probability an individual is classified into 
cell (ijk) with classification error. Then 
*ljk " i,j,j^,'^l(ii')'^2(jj*)'»3(lck*)'i'j'k' ' (2.12) 
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where Is the conditional probability that an individual is 
observed in level 1 of dimension I given that its true level is 
i* . The fully saturated model for an 1 x J x K table is specified by 
'ijk " " *1(1) *2(j) "3(k) *12(lj) "l3(ik) 
"23(jk) ^  *123(ljk) (2.13) 
subject to the usual ANOVA-like constraints. Hierarchical log-linear 
models postulate certain u terms in (2.13) to be identically zero with 
the condition that the lower order relatives of every u term present 
in the model are also present in the model. Â model is said to be 
preserved by classification error in dimension £ If when ir satisfies 
the model, T does also. 
Kbm (1981) shows that a hierarchical log-linear model is preserved 
by classification error In dimension I of the table if and only if the 
minimal set contains exactly one u term having an i as a subscript 
where the minimal set of u terms for a hierarchical log-linear model 
is defined to be the set of u terms such that the model is specified 
by all the lower order relatives of this set. 
Kbm (1982) provides an expression for the approslaate upper bound 
of the asyiq>totic relative efficiency of tests between nested log-linear 
models using mlsclassified data versus those using data with no 
classification errors. This efficiency depends on the probabilities of 
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data being mlsclasslfled into the wrong classes of the contingency 
table. It is shown that the loss of efficiency due to misclassification 
can be substantial. 
Giesbrecht (1957) considered the classification of individuals into 
the four groups defined by the presence or absence of two attributes. 
The presence (or absence) of the first attribute is denoted by Â 
(or Â) , and the presence (or absence) of the second attribute is 
denoted by B (or B) . The four classes involved are denoted by AB, 
ÂB, AB and AB . 
For this four-class situation, Giesbrecht (1967) defined ten 
conditional probabilités from which the probabilities of classification 
are obtained for each of the four columns. By use of the abbreviation 
"ac" for actual classification and "tc" for true classification, the 
conditional probabilities that were defined are 
= Pr(ac is Bjtc is B) 
0Q » Pr(ac is Bjtc is B) 
« Pr(ac is ABjtc is AB and ac is B) 
" PR(ac is ABjtc is AB and ac is B) 
» Pr(ac is ABjtc is AB and ac is B) 
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Ogg - Pr(ac Is Asjtc Is ÂB and ac is B) 
" Pr(ac Is Asjtc is AB and ac Is B) 
• Pr(ac Is AB|tc is Sb and ac is B) 
« Pr(ac is AB|tc is AB and ac is B) 
" Pr(ac is Asjtc is AB and ac is B) . (2.14) 
The ten conditional probabilities defined by Giesbrecht (1967) do 
not represent the most general response model for the two-attribute 
case. To obtain the probabilities of assigned classifications for each 
of the true classes, the four probabilities Pr(ac is B|tc is AB), 
Pr(ac is B|tc is AB) , Pr(ac is B|tc is AB) and Pr(ac is Bjtc is AB) , 
need to be defined. Giesbrecht implicity assumes that 
• Pr(ac is Bjtc is AB) « Pr(ac is B|tc is AB) 
and 
- Pr(ac is Bjtc is ^ ) • Pr(ac is B|tc is ^ ) .(2.15) 
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These asstuigitlons reduce the number of Independent classification 
probabilities from twelve to ten. 
However, even with Slesbrecht's reduction of parameters from 
fifteen to thirteen, the response model cannot be estimated from an 
experiment with independent classification of sangple individuals at two 
trials of a survey. 
Bershad (1967) studied the effect of response errors on "gross 
change" tables under a simple response errors model. The assumptions of 
his model are: 
(1) At any point in time, each individual in the population belongs 
to one of the two groups, U or U ; 
(2) Individuals in a sanq)le are classified into the two classes 
such that different classifications are (i) independent of one 
another; and (ii) dependent only on the true status of the 
individual at the time of classification; 
(3) The sample proportion of group U is an unbiased estimator for 
the true proportion of group U at that time; and 
(4) The proportion of group U in the population is the same in 
the two months considered. 
Under these assumptions, Bershad (1967) showed that the expected 
proportion classified in group U in the first month but in group U 
in the second month, a]^2 * not equal to the true proportion, 
k-^2 • The relationship between the true proportion, Aj^2 > the 
expected proportion aj2 » given by 
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Ai2 - [aj2 - P(1 - P)I]/(1 - I) , (2.16) 
where P is the proportion in group U in a given month; and I is 
the index of inconsistency. 
Koop (1974) considered a linear estimator of the form 
T(s) - Z g(i, s)x.. (2.17) 
ies 
for estimating the population total subject to response errors where 
s is a selected sample and x^^ is the response of the i-th unit at 
trial t . When x^^ is free from error, it is well-known that the 
estimator T(s) will be unbiased for all x if 
2 0(i, s)p(s) - 1 for i - 1,2,..., N . (2.18) 
{s : ies} 
Kbop (1974) showed that a linear estimator with coefficients, 6(i, s) , 
satisfying (2.18) and having the least mean square error did not exist 
except for the uni-cluster design. He also showed that the estimators 
of the variance of linear estimators given by standard theory were 
always negatively biased. 
Battese and Fuller (1974) obtained estimates of the response 
probabilities from categorical data by assuming an unbiased response 
model. A response model is said to be unbiased if the expected value of 
the sample proportion is equal to the population proportion. Battese 
and Fuller (1974) suggested a model for the response probability , 
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where 6^^ is the probability that a randomly selected individual 
belonging to the j-th class is classified in the i-th class. The 
Battese-Fuller model is 
= 1 - a + a , i = j 
= * ?! , i * j , (2.19) 
where is the population proportion of the i-th class. In this 
model, the probability of incorrect response depends upon the true 
probabilities and upon the parameter a . 
With each individual classified twice and assuming that the first 
and the second classification are Independent, Battese and Fuller (1974) 
show that the expectation of p^j is a nonlinear function of a 
and of the , where p^^ is the proportion of the sample which is 
classified in class 1 at the first trial and in class j at the 
second trial. Using the Gauss-Newton method of nonlinear estimation, 
Battese and Fuller (1974) obtained estimators of a and of the P^'s 
and the asymptotic properties of the estimators. 
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III. A RESPONSE MODEL FOR CATEGORICAL DATA 
CLASSIFIED IN A TWO-WAY TABLE 
A. Introduction 
It is assumed that each individual in a saaQ>led population belongs 
to one of a set of r^ classes. Let be the proportion in the 
i-th row class and j-th column class of the population. Let P^^ and 
P j be the marginal proportions for the i-th row class and j-th column 
class, respectively. Thus, 
and 
r 
P . - Z P,, . (3.1) 
•J i-i 
Assume that a saaçle of size n is selected and is interviewed 
twice. On the basis of the two interviews, the n individuals are 
classified into one of the r^ classes. In the first interview, called 
'Trial-l,' individuals are placed in the r row classes and in the 
second interview, called *Trial-2,* individuals are classified into 
the r column classes. The sample classification and the true 
classification are not necessarily the same. 
It is assumed that the probabilities of classification depend on 
the true classes to which the individuals belong and are characterized 
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by the classification probabilities and , 
i,j»k,& = 1,..., r , where is the probability that an individual 
belonging to the 1-th row class is classified into the k-th row class 
and is the probability that an Individual belonging to the j-th 
column class is classified in the A-th column class. Because all 
individuals are placed in one of the classes, it follows that 
^=1 \(i) " 1 1 for all i,j = 1,2,..., r . It is 
also assumed that the classifications on the two trials are independent. 
If the classification probabilities and are known, 
then an unbiased estimator for the P^j can be obtained from the two 
trials survey. Let p^j be the sample proportion of i-th row class and 
j-th column class. We have 
i^(k)''j(Jl)^ kA (3.2) 
Let 
E* - (Pll, P2I Prl"-' Plr' P2r— ^rr^ 
and 
E* " ^^11' *21*'"'* ^rl*"** *lr* ^2r*"** *rr^ ' 
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Let r and K be two r by r matrices such that their (i,j)-th 
elements are and , respectively. Then Equation (3.2) can 
be expressed as 
E(E) - (5 " DP , (3.4) 
where m Is the Kronecker product. If the Inverse of K m T exists, 
an unbiased estimator for P is 
p = (K * % 
(S"^ • l \ ' (3.5) 
In most cases, the classification probabilities are unknown. Thus, 
a relnterview procedure is incorporated into the survey procedure to 
study the classification errors. Individuals in the sas^le are 
classified in the r column classes by a reinterviewer. No original 
interviewer is used to relnterview his/her own interview cases. The 
reinterview is called 'Trlal-3.' 
Two kinds of reinterview processes are conducted by the U.S. Census 
Bureau in the relnterview program of the Current Population Survey. In 
the first, the relnterview is conducted with no reference to the 
original responses. In this case, the classification is characterized 
by the classification probabilities , where , 
30 
* 1,2,..., r , is the probability that an individual belonging to 
the j-th column class is placed in the A-th column class in the 
reinterview. In this case, the classification in 'Trial-3* is assumed 
to be independent of the previous two trials and the data collected from 
the three trials are called unreconciled data. 
In the second type of reinterview process, reinterviewers are given 
the original responses and are instructed to consult them after a first 
reinterview response has been given. Reconciliation is done on a 
separate form containing the original responses. In this case, the 
original interview classification and the reconciled reinterview 
classification are not independent. The data collected from the three 
trials survey are called reconciled data. A suggested model for the 
probability that an individual is classified in the t-th column class by 
the reconciled reinterview, given that the individual is in the j-th 
true column class and is classified in the Jt-th column class on the 
original interview is 
\(j«) -• + (1 -
(1 ^ ^  t, j,&,t * 1,2,..., r , 
(3.6) 
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where 0 < * < 1 . That is, for * of the time the response in the 
reinterview is the same as that reported on the original response and 
for the remaining (1 - *) of the time the response in the reinterview 
follows the classification probabilities . Thus, * is a 
measure of the persistence from the first interview to the second. 
Let P^ji^ be the proportion of the sample which is classified in 
the i-th row class at Trial-1, in the j-th column class at Trial-2 and 
in the k-th column class at Trial-3. Then for unreconciled data. 
^ijk - Vi(A)''j(m)\(m) 
and for reconciled data 
r r 
i^jk - ^ (^ ijk) " Vi(£)''j(m)^ * ®jk + ' 
(3.8) 
where 5^^ is Kronecker's delta. 
The general classification model contains 4r(r-l) + 1 independent 
classification probabilities and r^ - 1 independent population 
proportions. We develop a classification model in which the 
classification probabilities are expressed as functions of a reduced 
number of independent parameters. 
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B. The Classification Model 
Battese and Fuller (1974) consider a classification model for 
classifying individuals to a one-way table. They assume that the sample 
response is a function of the population parameters , 
1 = 1,2,..., r . The classification probabllilties, , 
i,j = 1,2,..., r suggested by Battese and Fuller are 
» l - a  +  a P ^ , i " j  
= o ?! , i * j , (3.9) 
where is the probability that an individual belonging to the j-th 
class is classified in the i-th class and a is a constant in the 
interval [0, 1] . For this classification model, the sample proportion 
for any given class unblasedly estimates the true proportion belonging 
to the class. We propose a classification model which is an extension 
of the Battese-Fuller classification model. 
Assume that the marginal population proportions and 
P j , i,j » 1,2,..., r , are positive. Let the probability that an 
individual belonging to the i-th class is classified in the j-th class, 
1 f j , be proportional to the conditional population proportion of the 
j-th class given that the element belongs either to the i-th or j-th 
class. Let the constant of proportionality be . Then the proposed 
classification probabilities and , i,j,k,£ - 1,2 r 
are 
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T'k(i) - Il - j, 
(3.10) 
and 
'i(j) - - j, "tj'.tC.t + f 
+ * f.j)'' ' :.j -
(3.11) 
where 6^^ Is Kronecker's delta, « 0, " ®ji » ^ * j and 
a^j, i,j " 1,2,..., r are constants in the interval [0,1] . 
The classification probabilities defined in (3.10) and (3.11) are 
such that the row and column marginal sample proportions obtained at 
Trial-1 and Trial-2 are unbiased for the row and column marginal 
population proportions, respectively. That is. 




E(p . ) - P , . (3.13) 
•J • '] 
When r - 2 , Equation (3.10) and (3.11) are the classification 
probabilities defined In the Battese-Foller model. 
It has been observed that the sangle proportions obtained from the 
reintervlew are not the same as the sample proportions obtained from the 
original interview. In order to preserve the form for the response 
probabilities defined In Equation (3.11), we replace the P . by 
•J 
different parameters In the classification probabilities of the 
reintervlew. Thus, for the unreconciled data the , 
• 1,2,..., r , are written as 
35 
A,j - 1,2,..., r , (3.14) 
and for the reconciled data the "'jj.Çj)» " 1,2,..., r , is expressed 
as 
'«(j) - II - + •'i'"' 
£,j - 1,2,..., r . (3.15) 
Two submodels can be considered. In one, the Tte and the Rs satisfy 
Zj , U. = 1 and 2^ , R. - 1 , while in the other model the Us and j-1 j j»l j 
Rs are unrestricted. 
From Equation (3.14), the expectation of the sang»le proportion in 
the j-th class obtained from the reinterview procedure without 
reconciliation is 
£-1 
'.«(Il - Jj + V l'y 
+ + V'> 
- j, "tjCt + "J)"' V.J 
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- jj «ttCj + - V.j) • (S'lt) 
Also from Equations (3.6) and (3.15) the expectation of the sample 
proportion in the j-th class obtained from the relntervlew procedure 
with reconciliation is 
- " - «Jj - V.j) • 
Thus, the column marginal sample proportions obtained from the two kinds 
of relntervlew procedures are not unbiased for the column marginal 
—1 —1 —1 —1 population proportions unless P .P =* R.R and P P = D.U 
.J «t 3 t .J .t J t 
By substituting Equations (3.10), (3.11), and (3.14) into Equation 
(3.7) for the unreconciled data and by substituting Equations (3.10), 
(3.11) and (3.15) into Equation (3.8) for the reconciled data, the 
expectations of the sample proportions the three trial survey 
can be expressed as a nonlinear function of , 1 < j - 1,2,..., r ; 
P. ; P D.; and P.., 1, j = 1,2,..., r-1 ; for the unreconciled data 
1. .J J ij 
and of 4>; i < j " 1,2,..., r ; P^ ; P ^  ; and P^^^ , 
i,j • 1,2,..., r-1 for the reconciled data. Thus, the Gauss-Sewton 
procedure can be used to obtain estimates of the parameters. 
Let 
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^112 ^llr* *121' ^ 122****' ^ IZr*"'"' *rrl*'''* ^rr,r-l^' 
(3.18) 
be the vector of observed proportions, and let £ be the vector of 
parameters, where the parameters are P^j, , P j, 
i,j - 1,2 r-1 and a^, i < j - 1,2,..., r . Then 
X - £(®) + è . (3.19) 
where P(9) denotes the vector of expected values of the sample 
proportions In Y expressed as functions of the vector jB ; and e 
denotes the vector of deviations of the observed proportions from the 
expected proportions. Let V be the covarlance matrix of e . Then 
V -n"^{Dlag[P(e)] - P(0)[P(e)r} . (3.20) 
Let 8 be an initial estimate of 6 . Then the one-step Gauss-
Newton estimator for 6 , denoted by 8., is 
9 - 0 + d ,  ( 3 . 2 1 )  
where 
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i  '  WLm ^  1(8)]-^ F'(|)V ^[Y - P(0)1 , (3.22) 
£(§,) denotes the matrix of partial derivatives of P(jB) with respect 
to £ evaluated at £ , and 
V - n"^{W.ag[P(e)] - P(I)lP(0)]'} . (3.23) 
Assume that the initial estimator, 8 , satisfies the condition 
I - 8 - Op(n" ^^2 ) (3.24) 
and the matrix F'(£®)V ^ £(£®) is nonsingular for every in an 
open subset of B of the parameter space where the true parameter 8^ 
belongs to B . Then, it can be shown that (see, for example. Fuller 
(1976, Chapter 5)) 
n^(8 - 8) -i^> N(0, [F'(â)v"^ 1(8)]"^) (3.25) 
and 
- IX - £(£>ri~^ix - p(&)] (3.26) 
converges in law to > where is distributed as a chi-square 
random variable with 2 ^(r-l)(2r^ - r - 2) degree of freedom. 
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The statistical package SAS (1982) provides a quite efficient 
program for nonlinear estimation. In practice, several Iterations are 
performed by the program until the reduction of the residual sum of squares 
for two consecutive Iterations Is less than a specified constant. 
C. Example 
In the monthly CPS sangle conducted by the U.S. Bureau of the 
Census, Information on the employment status of Individuals Is 
collected. In a given month, each individual is classified into one of 
the following categories: Employed, Unemployed and Not in the Labor 
Force (NILF). As a part of the quality control procedures, about 1 of 
18 units in the monthly CPS sample is reinterviewed. The original 
interviewers do not know which household will be reinterviewed by senior 
interviewers and supervisors during the relntervlew. No original 
interviewer is used to interview his/her own Interview cases. 
In the reinterview process, a reconciliation is done for 80 percent 
of the reinterview sample. Reinterviewers are given the original 
responses and Instructed to consult them only after the relntervlew 
responses have been given. Be conciliation is done on a separate form 
containing the original responses. For the other 20 percent of the 
saiq>le, no reconciliation is made. 
The survey responses in January and two Interviews in February of 
1979 with reconciliation and no reconciliation in the relntervlew are 
given in Table 1 and Table 2, respectively. The size of the sample is 
3,198. 
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Table 1. Reported employment status in January, February 
and February reinterviews, where reconciliation is 
made in the reinterview process 
Employed in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed Unemployed NILF Total 
Employed 1,428 4 12 1,444 
Unemployed 2 19 2 23 
NILF 6 1 43 50 
Total 1,436 24 57 1,517 
Unes^loyed in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed IMenployed NILF Total 
Employed 22 2 0 24 
Unemployed 3 34 2 39 
NILF 1 2 15 18 
Total 26 38 17 81 
NILF in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed Ibenployed NILF Total 
Employed 39 1 7 47 
Unemployed 0 21 5 26 
NILF 9 16 1 ,003 1,028 
Total 48 38 1,015 1,101 
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Table 2. Reported employment status in January, February and 
February reinterviews, where no reconciliation is made 
in the reinterview process 
Employed in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed Unençloyed NILF Total 
Employed 248 2 6 256 
Unemployed 0 3 0 3 
NILF 2 0 8 10 
Total 250 5 14 269 
Dnen^loyed in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed IMenployed NILF Total 
Employed 6 0 0 6 
Dnes^loyed 0 8 0 8 
NILF . 0 2 1 3 
Total 6 10 1 17 
NILF in January at Trial-1 
February February Trial-3 class 
Trial-2 
class Employed Qaençloyed NILF Total 
Employed 8 0 0 8 
Unemployed 0 4 1 5 
NILF 8 1 191 200 
Total 16 5 192 213 
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Mditlonal data on the reintervlew process from the second quarter 
1978 to the fourth quarter 1980 are also available. The responses to 
the original Interview and reintervlew during that period with no 
reconciliation and with reconciliation in the reintervlew are given in 
Table 3 and Table 4, respectively. 
Let the three categories Employed, Daen^loyed and NILF be indexed 
by 1, 2, and 3, respectively. It is hoped that the parameters of 
the model proposed in Section B will remain relatively constant over 
time. Then, estimates of the a^^'s can be obtained from data 
collected during the period beginning with the second quarter of 1978 
and ending with the fourth quarter of 1980. It is assumed that no 
individual was relntervlewed more than once during that period of 
time. This is a policy of the Census Bureau. 
The classification probabilities suggested in Equations (3.11), 
(3.14), and (3.15) are used for the original Interview and reintervlew 
of the grouped data and also for the original Interview and reintervlew 
of the unreconciled data. The a's are assumed to be the same in the 
classification probabilities for both data sets. For the reintervlew on 
the reconciled data, different and are used for the two 
3 3 interviews. We also assume that Z, , U. » 1 and Z. , = 1 . i«l 1 1»1 1 
Let Pj^j be the saa^le proportion in the 1-th class on the 
original interview and in the j-th class on the reintervlew. Let 
E " (Pii* Pi2' Pi3» P2I' P22' *23' P3I* P32)' * 
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Table 3. Enploymeat Status, Original Interview by Reinterview with No 
Reconciliation in the Reinterview, 2nd Quarter 1978 Through 
4th Quarter 1980 
Reinterview 
Original 
Interview Employed Tbien^loyed NILF Total 
Employed 15,619 123 485 16,227 
Unemployed 114 770 195 1,079 
NILF 416 275 10,307 10,998 
Total 16,149 1,168 10,987 28,304 
Table 4. Employment Status, Original Interview Relntervlew with 
Reconciliation in the Relntervlew, 2nd Quarter 1978 Through 
4th Quarter 1980 
Relntervlew 
Original 
Interview Employed TMemployed NILF Total 
Eiq>loyed 77,535 112 264 77,911 
Unemployed 155 4,913 140 5,208 
NILF 864 592 50,858 52,314 
Total 78,554 5,617 51,262 135,433 
The covarlance matrix, V , of g is obtained under the assumption that 
the saille observations are distributed as multinomial random 
variables. Thus, 
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V - n~^ iDiagCg) - £ £* 1 . 
This is a gross approximation because the sample is selected according 
to a multistage sanqpling scheme. Also, within every selected household 
every member is Interviewed. Thus, there exists the cluster effect. 
Another effect that could not be identified from the available data 
includes interviewer effects. It is hoped that these effects are small 
enough so that the multinomial approximation will be adequate for the 
computation of estimates. With this estimator of V , the coiqiutatlonal 
procedure for the nonlinear model is simplified a great deal. The 
estimates obtained using the Gauss-Newton procedure for the nonlinear 
model are 
a,, - 0.0564 , a,_ = 0.0344 , 
(0.0053) (0.0013) 
a„ - 0.1192 , 
" (0.0096) 
- 0.5749 , 
(0.0020) 
- 0.0384 , 
(0.0017) 
U, - 0.5315 , 
(0.0382) 
U, - 0.0570 , iL - 0.9729 , 
^ (0.0092) '• (0.0151) 
L - 0.0271 , 
(0.0148) 
* - 0.7289 , 
(0.0137) 
a*. - 0.0412 , a* - 0.0326 , 
(0.0038) " (0.0036) 
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where a*^ and a*^ are the estimates of the parameters and 
0^2 that appear in the reinterview classification probabilities 
of the reconciled data. The residual sum of squares is 8.34 with 4 
degrees of freedom. The 5 percent point of the chi-square distribution 
with 4 degrees of freedom is 9.49. Thus, the fitted model is consistent 
with the observed data. The standard errors of these estimates are 
calculated under the multinomial assumption. Because of the clustered 
nature of the sample, it is expected that the standard errors are biased 
downward. 
To analyze the data obtained in January and February 1979, we 
combine that data with the grouped 1978-80 data. Before doing so, a 
careful look at the data set reveals that the marginal proportions of 
the reinterview in February on the reconciled data are not consistent 
with the corresponding marginal proportions of the grouped 1978-80 
data. Thus, only the parameters of ®23* ^1 are 
assumed to be the same for the grouped data as for the 1979 data. In 
constructing estimated standard errors, it is assumed that the grouped 
data are independent of the sangile data collected in January and 
February 1979. 
Let be the saoule proportion of the 1-th class of January, 
j-th class of February and k-th class of February reinterview. Let jg 
be the column vector of . Due to the fact that there are some 
zeroes in £ , we propose an approximate estimate of the covariance 
matrix, V , of £ . Let 
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Z - (n + 27)"^(n & + 1) 
Then, an estimate of V Is 
V - n'^DiagCZ) - Z Z'] 
With this V , the Gauss-Newton estimates for the parameters are 
o.. « 0.0558 , a,. - 0,0334 , 
(0.0049) " (0.0012) 
23 - 0.1161 , Uj = 0.5267 , 
(0.0087) (0.0348) 
U_ - 0.0572 , R, - 0.4917 , 
(0.0082) ^ (0.0901) 
R, » 0.0853 , * = 0.6381 , 
(0.0312) (0.0703) 
o* » 0.0462 , a* - 0.2405 
" (0.0135) (0.0916) 
with P.., P. and P . , i,j « 1,2,3 shown in Table 5. The sum of 
ij 1. .J 
squares of the residuals for the nonlinear model is 33.53 with 39 
degrees of freedom. The usual chi-square value can be calculated by the 
following equation 
Z Z I (n P,_(8) - n p, .)2(n Pi.v(ê))"^ , 
t-1 j-1 k-1 J J J 
where n is the observed value of the i-th class in January, j-th 
class in February and k-th class in February-reinterview and n 
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Is the expected value of the 1-th class In January, j-th class In 
February, and k-th class in February-relntervlew. With these estimates 
of the parameters, the chl-square value Is 39.49. The 5 percent value 
of a chl-square distribution with 39 degrees of freedom Is 53.56. Thus, 
the model fitted Is consistent with the observed survey response of the 
employment status In January and February of 1979. 
The usual maximum likelihood estimates of ^, i,j " 1,2,3 , based 
on the original Interviews conducted In January and February 1979 are 
shown In Table 6. Table 6 Is constructed under the assumption that no 
classification error exists. The size of the sai^ple Is 3,198. By 
comparing the figures In Table 5 and Table 6, one sees that the 
estimates of the diagonal elements adjusted for the classification 
error are larger than the maximum likelihood estimates constructed under 
the assumption of no response error. The estimates of the off diagonal 
elements, P^j , adjusted for the classification errors are, in general, 
smaller than the simple proportions. The biggest differences are for 
the proportions changing classes between MlLF and employed from January 
to February. The differences are about six times the standard 
deviations of the single proportions, ^ ere the standard deviations are 
obtained under the multinomial assumption. The two estimated movements 
between unea^loyed and NILF are also reduced substantially, while the 
estimated movements between employed and uneiqployed are only slightly 
smaller than the original sample proportions. One expects the Gauss-
Newton estimates of the row and column marginal probabilities to be 
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Table 5. Gauss-Newton Estimates of Probabilities 
February 
January Employed Unemployed NILF Total 
Employed 0.5499 0.0066 0.0042 0.5607 
(0.0081) (0.0018) (0.0023) (0.0081) 
Unemployed 0.0081 0.0200 0.0010 0.0291 
(0.0018) (0.0028) (0.0015) (0.0029) 
NILF 0.0019 0.0053 0.4030 0.4102 
(0.0022) (0.0019) (0.0080) (0.0080) 
Total 0.5599 0.0319 0.4082 1.0000 
(0.0081) (0.0030) (0.0080) 
Table 6. The Maximum Likelihood Estimates of Probabilities, Assuming 
No Classification Error 
February-
January Employed Unemployed NILF Total 
Employed 0.5316 0.0081 0.0188 0.5585 
(0.0088) (0.0016) (0.0024) (0.0084) 
Unemployed 0.0094 0.0147 0.0066 0.0307 
(0.0017) (0.0021) (0.0014) (0.0031) 
NILF 0.0172 0.0097 0.3839 0.4108 








equal to the simple proportions of the row and column marginal 
probabilities due to the fact that the classification probabilities 
satisfy the marginal unbiased property. Our estimates came out slightly 
different because the Gauss-Newton estimates are obtained from the 
reconciled and unreconciled data sets and the simple proportions are 
calculated by using the first Interviews in January and February of the 
combined data set. The estimate of is the largest of the 
estimates and indicates that mistakes in classification between 
unemployed and NILF have the highest probability. 
The classification probabilities for January and February are shown 
in Table 7. The probabilities are constructed using the January and 
February marginals from Table 6. From these two sets of classification 
probabilities, one can also obtain estimates of by using the 
Equation (3.5). That is, 
I - (k"^  • r^ )E 
where I and k are the matrices of classification probabilities of 
January and February, respectively, and P and g, are defined in 
Equation (3.3). 
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Table 7. Estimated Classification Probabilities 
for January and February 1979 
Reported True class 
class Employed Ihemployed NILF 
Employed 0.9829 0.0529 0.0192 
January Unemployed 0.0029 0.8391 0.0081 
NILE 0.0142 0.1080 0.9807 
Employed 0.9828 0.0527 0.0193 
February Qaenployed 0.0031 0.8397 0.0085 
NILF 0.0141 0.1076 0.9722 
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IV. AN ESRORS-IN-VARIÂBLES MODEL WITH REPLICATED 
OBSERVATIONS ON SOME UNITS 
Â. Introduction 
Consider the following errors-ln-variables model 
ft = *0 + ^ l*t + ^t ' 
ft + *t ' 
=t + "t ' ^ 1*2)•••9 n , (4.1) 
where 






XX 0 0 0 
0 0 0 
0 0 
^ww *wu 
0 0 %u a uu y 
and and are the true values of the variables of interest which 
cannot be measured exactly. Instead, and are observed. Tfoder 
this setup, the random variable is the error in the equation and 
the random varibles w^ and u^ are the measurement errors of y^ 
and Xj. , respectively. 
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Let (S^^, S^, be unbiased estimators of (o^^, , 







is distributed as a Wishart distribution with d degrees of freedom. 
Let (S^^, S^, and (X^, Y^) be independent for 
t = 1,2,..., n . Fuller (1980) obtained an estimator, , of 3^ and 
the limiting distribution of 3^ . The estimator is 
h = .-1 
" ®uu^ " ®uw^ ' (4.2) 
where m^ = n" - X)2 , = n" - X)(Y^ - Y) 
— 1 rJl S —1 „n 
 ^ =î.l \ • ? - * ' c;.! ?t The limiting distribution of 
n ^ 2 (g^ - is N[0, V(n^2g^)] , where 
V(n''2;p . • 
(4.3) 
a = a + a , 
w rr qq 
V - "w + 'Î "uo - 261°™ . 
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a = G « a - B,a , 
uv ur uw 1 uu 
and n " nd is a fixed number. 
Suppose that among the n units, d units are observed twice. 
Without loss of generality, let them be the first d units* Then 
îti - + », ti 
and 
= x^ + u^^ , i » 1,2, t = 1,2,..., d , 
where (w^^, u^^) , i » 1,2, t = 1,2,..., d , (w^, u^) , 
t » d+1,..., n are independent bivariate normal vectors with mean zero 







s» - - W 
and 
V - - ^t2> • (4-4) 
Then S^, and are unbiased estimators of g . a and 
, respectively. 
Let (Y^ , ) be the mean of (^^1» and ("^^2» ^2^ for 
t ~ 1,2,..., d . From (4.1), the model becomes 
^ + It 
^ + "t. 
X « X +u , t » 1,2,..., d , (4.5) 
to* b W» 
iAere 
" '"^(«,1 + »tz) 























Dnder the normality assumption, (Y^ , ) and (S^, S^) 
are independent for t = 1,2,..., d . Thus, from (4.2) and (4.3), the 
estimator for based on the first d units is 
*l,d " ("Sx -^2S„u)"^(»x Y (4.6) 
with asymptotic variance 
+ V4d'^(a c + aj )} , 
ou rr ur 
(4.7) 
where 
in= = - d"^ 2 (X. - X )2 , 
^ X t-1 
m= = - d*"^ 2 (X. - X )(Y. - Y ) , 
A X ** ** 
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_i a _ 
Y - d ^ Z , 
t-1 
®rr " + ^ 1 %u » 
a -a - g.o 
ur wu 1 uu 
Similarly, since (Y^, X^) and (S^, S^) are Independent for 
t " d+1,..., n , the estimator for 3^^ based on the last n-d units Is 
with asymptotic variance 
where 
1 ® 
m^ - (n-d)"^ Z (X^ - X)2 , 
^ t-d+1 ' 
Uyy - (n-d)"^ Z (X. - X)(Y - Y) , 
t-d+1 ^ ^ 




Y - (n-d) Z Y. 
t-d+1 
Also from the result of Appendix A, the asymptotic covarlance of 
K,i 
+ i,)] • (4-1°) 
The covarlance is positive because both estimators use the estimated 
covariances (S^^, S^, S^) . 
Let 
and 
Vi2 - covCPj^^, . (4.11) 
To find the optimal linear combination of the two estimators, let 
»i.p • f *i.d + • 
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where p Is to be determined* From the results of Appendix B, the p 
that minimizes the variance of B, Is 
1»P 
P» - ("ii - + ÏJ2)"'(Ï22 - 'i2> . (4-1:) 
and the variance of p*g^ ^ + (l-p*)0j^ Is 
"u + '22 - 2?12)"^ (?llT22 - ^ 2) • (4-13) 
B. Determination of Number of Duplicate Measurements Units 
Assume that the cost of obtaining one observation Is c units. 
Then the total cost, T , for the survey Is 
T • c(n-fd) , (4.14) 
where d is the number of the units that have duplicate measurements. 
We assume that it is not practical to observe a unit more than twice. 
Let 
n = nd ^ . (4.15) 
Given the total cost T , the value n that minimizes the variance 
(4.13) is obtained as follows. From (4.14) and (4.15), (4.13) becomes 
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c(n+l) i [A + (T»~1)D][B -I-VADI -^ (n-l)D^ \ _ 




'• • + "rt' + "«.('q, + V> + ir ' 
® - "«("w + '<Z''rr) ' 
D • o a + . (4.17) 
uu rr ur 
Differentiating f (n) with respect to n and setting the 
derivatives equal to zero, we have 
3f(Tl) c f»D(&4%) (n-1 )^2ABD(n-l )+A2 (B42)+2ABD-2A(5+^)2( 
o^T \ [A+(B+|)(T»-1)]2 
0 . (4.18) 
Solving the equation (4.18) for n , we get 
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n-1 - [BD(fr4)I~^{-ABD ± IABD(B-4)2(2B +I/2D - A)] . 
(4.19) 
The second derivative of f(n) with respect to n is 
32f(n) . _c_ J 2A(B -^)2(2(S + 4)-A) 
T I [A+(B +^)(îl-l)]^ 
(4.20) 
which Is positive when 
n-1 =» [BD(B +^)r^{-ABD + [ABD(B -^D)2(2B +1^D-A)] . 
(4.21) 
Thus, f(n) is a minimum when (4.21) holds. 
From (4.15), n > 1 , since d < n . It follows that 
n - 1  if [BD(B +^)]"^{-ABM-[ABD(B -1^D)Z(2B +V2D-A)] ^ } <  0  




IBD(B +^)1"^{-ABIH-[ABD(B -1/40)^(28 +I/2D-A)] ^2 } < Q 
<-> -ABD[B + "I] lAB + -^ + B D - 2B2 - |i] < 0 
<-> AB ++ BD - 2B2 -^ > 0 
<-> A(B + F) - 2(B - 1)2 > 0 
<->1/21)2 + [30^0^^ + 2 + 2 
Let 
: - "«('qq + ^2 'tr' + ''2 V,, • (4-2« 
Then, Equation (4.23) can be written as 
00 0^ gZ ^ o a 
[D + (2E - ^-21) - (4E2 + -^-31) ^2 ] [l>f(2E - -^^) 
0^ J -
+ (4E +-2^ ) ^2 ] > 0 . (4.25) 
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The Inequality (4*25) holds if and only if 
2 2 
D > -(2E - -^31) + (4e2 + -JSE^) \ (4.26) 
since D • a a + is positive. 
uu rr ur 
Hence, we conclude that 
o o @2 . 
n - 1 if D > - (2E - -S_31) + (4e2 + -S_S3.) '1 
- l+lBD(w|^)r^{-ABl>flABD(B -]^D)2(2B +^D-A)] otherwise, 
(4.27) 
where A, B, D and E are defined in (4.17) and (4.24). 
Tables for the optimal n corresponding to certain values of 
g,, o y <3 ,0 and a are tabulated and are shown in Table 8. 1 WW' uu' qq xx 
With known o , o and o , (w, u) can always be transformed into 
WW uu wu 
two independent random variables with equal variances. Therefore, 
without loss of generality, the tables are for and 
- 0 . From the tables, it can be seen that n is decreasing with 
-1 
respect to a , which shows that when measurement errors are 
large, more units with replicated observations are needed in order to 
obtain a better estimate for the errors. 
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Tàble 8. The optimal values of n = 
_i 





^1 " 0.00 
a~^  a 
XX uu 
a"^ a 
XX qq 0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 4.79 2.14 1.00 1.00 1.00 1.00 1.00 
0.10 6.72 3.25 1.28 1.00 1.00 1.00 1.00 
0.30 11.36 5.72 2.72 1.61 1.00 1.00 1.00 
0.50 14.54 7.36 3.62 2.27 1.54 1.07 1.00 
0.70 17.14 8.67 4.32 2.77 1.94 1.41 1.04 
0.90 19.38 9.81 4.91 3.19 2.28 1.70 1.29 




XX qq 0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 4.60 2.03 1.00 1.00 1.00 1.00 1.00 
0.10 6.47 3.11 1.20 1.00 1.00 1.00 1.00 
0.30 10.94 5.50 2.60 1.52 1.00 1.00 1.00 
0.50 14.00 7.08 3.47 2.16 1.45 1.00 1.00 
0.70 16.50 8.35 4.14 2.65 1.85 1.33 1.00 
0.90 18.66 9.44 4.72 3.06 2.18 1.61 1.21 





a XX qq 0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 3,57 1.44 1.00 1.00 1.00 1.00 1.00 
0.10 5.11 2.35 1.00 1.00 1.00 1.00 1.00 
0.30 8.70 4.33 1.94 1.03 1.00 1.00 1.00 
0.50 11.13 5.60 2.66 1.57 1.00 1.00 1.00 
0.70 13.11 6.61 3.22 1.99 1.31 1.00 1.00 
0.90 14.82 7.48 3.69 2.33 1.59 1.11 1.00 




XX qq 0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 2.58 1.00 1.00 1.00 1.00 1.00 1.00 
0.10 3.82 1.61 1.00 1.00 1.00 1.00 1.00 
0.30 6.62 3.21 1.29 1.00 1.00 1.00 1.00 
0.50 8.47 4.21 1.88 1.00 1.00 1.00 1.00 
0.70 9.97 4.99 2.33 1.33 1.00 1.00 1.00 
0.90 11.26 5.66 2.71 1.61 1.01 1.00 1.00 
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Table 8 (continued) 
Pj « 1.40 
a 
XX uu 
0-^  o 
XX qq 
0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 1.86 1.00 1.00 1.00 1.00 1.00 1.00 
0.10 2.90 1.06 1.00 1.00 1.00 1.00 1.00 
0.30 5.18 2.41 1.00 1.00 1.00 1.00 1.00 
0.50 6.65 3.23 1.31 1.00 1.00 1.00 1.00 
0.70 7.82 3.87 1.69 1.00 1.00 1.00 1.00 




0-^  a 
XX qq 0.05 0.10 0.20 0.30 0.40 0.50 0.60 
0.05 1.34 1.00 1.00 1.00 1.00 1.00 1.00 
0.10 2.24 1.00 1.00 1.00 1.00 1.00 1.00 
0.30 4.18 1.84 1.00 1.00 1.00 1.00 1.00 
0.50 5.41 2.54 1.00 1.00 1.00 1.00 1.00 
0.70 6.37 3.08 1.22 1.00 1.00 1.00 1.00 
0.90 7.20 3.53 1.49 1.00 1.00 1.00 1.00 
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To Illustrate the use of the tables, we assume that one has enough 
money for 1,000 observations. For design purposes, it is assumed that 
» 1 , the variance of the measurement error in X and Y is 10 
percent of the variance of x and the variance of the error in the 
equation is 50 percent of the variance of x . Then, the optimal value 
of n is 4.21. This means that 
d - (4.21)"^ n 
1000 » n + (4.21)"^ n 
and, hence, 
n « 808 
d "= 192 . 
The optimal design is to select 808 individuals and to make 
duplicate measurements on 192 of those individuals. 
C. Extension of Duplicate Measurements to Triple Measurements 
Given an errors-in-variables model (4.1) and the simple cost 
function (4.14), the value of n = d ^ n that minimizes the variance of 
was obtained in Section B, where n is the total number of units 
selected in a sample and d is the number of the sampling units that 
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are observed twice. Table 8 contains the optimal value of n 
corresponding to specific values of and o ^ . 
For certain values of g,, o , a , o _ and o , the optimal 1 WW uu qq xx 
value of n Is equal to one. That Is, all the sampling units should be 
observed twice. We now determine If triple observations should be 
obtained for certain parameter configurations. The cost function 
described In (4.14), where the cost of obtaining one observation Is 
c , will be used. The result Is developed in a general case, where the 
number of units with k+1 observations is determined given that all the 
units are observed k times, for k > 2,3,4,... . 
Assume that at least k observations are obtained for each of the 
n sampling units. Let d be the number of units for which k+1 
observations are obtained. Without loss of generality, let them be the 
first d units. Then 
and 
'"t + "ti 
for 1 " 1,2,..., k+1 if t " 1,2,..., d and 1 " 1,2,..., k if 
t • d+1,..., n , where (w^^, u^^) , 1 - 1,2,.., k+1 , 
t - 1,2,..., d , (w^^, Uçj) , 1 " 1,2,..., k , t - d+1,..., n are 
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s - [n(k-l)-w]"^l E Z (Y -Y )2 + Z Z (Y -Y )2j 
^ t-1 1-1 " t-d+1 1-1 " 
d k+1 n k 
Ku ' Z Z (X -X )2 + Z Z (X -X )2] 
t-1 1-1 t-d+1 1-1 
d k+1 c k 
,-1, d k+1 
where 
n k 
+ Z Z (X^ - X )(Y - Y )] . (4.28) 
t-d+1 1-1 
,-l k+1 Y - (k+1) " Z Y , 
1-1  ^





- •=-' J, . 
-1 ^ X  -  k  S X . ,  t  »  d + 1 , . . . ,  n  
i-1 " 
Then S^, and are unbiased estimators of 
and o^ , respectively. 
For the first d units, the model can be rewritten as 
" ®0 + + 't • 
"t. ' 
X ; » X +u , t » 1,2,..., d , (4.29) 
c# c c# 
where 
-1 k+1 
r - (k+1) Z w , 
t-1 " 
-1 k+1 




' ' 1  
a 
XX 





0 a qq 0 0 
0 0 0 (k+l)"l Oc+l)-' V 
^t. 
0 0 0 (k+1)"^  0^»"' V j 
Under the normality assuiqttlon, (Y , X ) and (S , S , S ) t • t # wW ulX WU 
are Independent for t ~ 1,2,..., d . Thus, from (4.2) and (4.3), the 
estimator for based on the first d units Is 
«i.d • H ï,d - V 
(4.30) 
with asymptotic variance 
"trl 
+ (k+l)~^ a}J +{[n(k+l)-Wl(k+l)2}"^(a a 







mç = , - d"^ Z (X - X )(Y - Y ) , 
A 1 )G t*l ** ** 
-1 ^ -X - d z x^  , 
t-1 
- -1 ^ -
Y - d Z X^ , 
t-1 
"rr - "w ^  4 V - ' 
%r " %u ®l**uu * 
Similarly, the estimator for 3^^ based on the last n-d units Is 
K.u-i • ("S i.n-i - C) f.n^ - '«a> <»•"> 
with asymptotic variance 




+ + {[n(k-l) + , 
(4.33) 
.-1 ° 
(n-^)"^ S (X - X )2 , 
. • , # t # • • t-d+1 
f,.^  • - \? 
_1 a _ 
X - (n-d) Z ]L , 
t-d+1 • 
-1 ® -
Y » (n-d) Z Y. . 
t-d+1 * 
Also, the asymptotic covarlance of 3^ ^ and Is 
- {k(k+l)[n(k-l) + d])'\Vrr 
Let 
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" 'rr> + " " "rr* + " "L ' 
» - + 0=+»"' "rt' + ("+'>•' "wl",, + *+»"' 
and 
® ' Vrr + ' (*'35) 
Then, Equations (4.31), (4.33) and (4.34) can be expressed as 
and 
V^l » V(Bj^^) - {d"^ B + (k+l)"^In(k-l) + d]"l D}a^ , 
V22 - V(5j^^_^) - {(n-d) ^ A + k ^tn(k-l) + d]"l D]<T^  
'12 ' • k-l(k+l)-'[.(k-l) 4. d]-' D o-^  
(4.36) 
From (4.13), the variance of p* ^ + (l-p*)&j is 
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<'ll + »22 - - ^ 12) ' 
where p* » (V^j - + ^ 2'^ ^^^22 ~ ^ 12^ the optimal value of 
p that minimizes the variance of 
*l,p " P *l,d + (^^)^,n-d • 
If the cost of obtaining an observation Is c units, then the 
total cost, T , for the survey Is 
T =. c(kn + d) . (4.38) 
Let 
Ti » n d"^ . (4.39) 
Given the total cost T , the value n that minimizes the variance 
(4.37) is obtained as follows. From (4.38) and (4.39), (4.37) becomes 
(-^ ) Ik(n-1)-A+1] {AB4k"^ [(r,-l)(k-l)-Hcl"\n-l)BD 
Ta2 
XX 
+ (k+1)"^ [ (Ti-1) (k-l)4kl " W {A+(n-l)B 
+ Ik(k+l)l"2[(Ti-l)(k-l)-Hc]"^(ti-l)Dr^ 
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H f(n) . (4.40) 
Farther slnpllflcatlon shows that f(n) can be expressed as 
f(n) - (-^){[k(k-l)AB + k"^ BDl(n-l)2 
Tc2 
XX 
+ [(2k-l)AB + k"^(k+l)BD 
+ (k+1)"^ kAD] (n-1) + k(k+l)ÀB 
+ (k+l)~^ AD}{(k-l)B(Ti-l)2 + [(k-l)A + kB 
+ k"V+l)~^ D] (n-1) + kA}"^ . (4.41) 
Let 
a^ » k(k-l)AB + k~^ BD , 
bj « (2k^ - 1)AB + k~^(k+l)BD + (k+1)"^ kAD , 
Cj » k(k+l)AB + (k+1)"^ AD , 
a^ - (k-l)B , 
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bg - (k-l)A + kB + k"^(k+l)"^ D , 
and 
Cg . k A . (4.42) 
Then, Equation (4.41) becomes 
a (n-1)^ + b (n-1) + c, 
f(n) - (-—) — . (4.43) 
Tff^ ag(n-l)^ + bg(n-l) + Cg 
Differentiating f(n) with respect to n and setting the 
derivative equal to zero, we have 
8f(n) _ (_£_) ^^1^2 " ~ •*• ^1^2 ~ ^ 2^1 
To^ [a2(n-l)^ + b2(n-l) + Cg]^ 
H 0 . (4.44) 
Solving the equation (4.44) for n , we get 
n-1 " (a^bg - agb^) ^ {-(a^c^ - a^c^) ± [(a^c^ - a^c^)^ 
(4.45) 
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Further checking on the second derivative of f(n) with respect to n 
shows that f(n) Is a minimum at 
n-l - (a^hg - a^b^ )"^{-(a^Cg - a^c^^) + [(a^c^ - agC^)^ 
- (®i^2 ~ ~ ^ ) • (4.46) 
Since d < n , It follows that n > 1 . Let 
Q - (a^Cg - a^c^)^ - (a^b^ - ~ ^ 2*^P * 
If Q < 0 , then tw> cases are to be considered. 
Case I. If a^bg - a^b^ > 0 , then > 0 for all n which 
Implies that f(n) Is a monotone Increasing function. Thus, 
for n > 1 , f(n) is a minimum at n - 1 . 
Case II. If a^bg - a^bj^ < 0 , then < 0 for all n which 
Implies that f(n) Is a monotone decreasing function. Thus, 
for T) > 1 , f (n) Is a minimum at n " " . 
For the case where Q > 0 , If 
(82^2 ~ ^2^1^ - a^c^) + } > 0 , 
then 
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n • 1 + - «2^1^ ^{-(a^^Cg - a^c^) + Q ; 
if 
(a^^bg - «2^1^ ^{-(a^Cg - a^c^) + Q^} < 0 , 
"1 "*1 "X "1 
then n - 1 when a^ a^ < Cg Cj and n - " when ag a^ '> <^2 ^1 ' 
To find out If triple observations are needed for some units \dien 
It Is known that replicated observations are obtained on all the units, 
let k « 2 • Tables for the optimal n corresponding to certain values 
of3i*cr ,  o ,  o and o  are tabulated and are shown I n Table 1 WW* uu' qq xx 
9. Without loss of generality, the tables are for and 
- 0 . From the tables, the optimal value of n Is decreasing with 
_i 
respect to o a . When n " " , that Is, d » 0 , only two 
observations are to be taken on all the saiq>llng units. 
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—1 
Table 9. The optimal values of n = nd for given values of 
-1 -1 6,, G o and c a under the assumption that at least 1 XX uu XX qq 
two observations are taken on all sampling units. 
» 0.00 
a XX uu 
0-^ a XX qq 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
0.05 00 4.40 1.00 1.00 1.00 1.00 
0.10 00 10.39 1.25 1.00 1.00 
0.30 00 as 00 8.06 
0.50 00 00 
0.70 00 
0.90 00 
^1 - 0.20 
<T'^  ff XX uu 
XX qq 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
0.05 00 3.02 1.00 1.00 1.00 1.00 
0.10 G9 5.52 1.00 1.00 1.00 
0.30 00 00 oo 4.75 
0.50 00 00 00 
0.70 CD 00 
0.90 00 
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o XX qq 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
0.05 00 1.00 1.00 1.00 1.00 1.00 
0.10 00 15.96 1.00 1.00 1.00 1.00 
0.30 00 00 2.35 1.00 
0.50 00 00 . » 6.24 
0.70 00 00 00 
0.90 00 oo 
h = 1.00 
a 
XX uu 
o"^ a XX qq 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
0.05 œ 1.41 1.00 1.00 1.00 1.00 1.00 
0.10 00 1.00 1.00 1.00 1.00 1.00 
0.30 00 9.80 1.26 1.00 1.00 
0.50 00 00 23.66 2.00 1.00 
0.70 00 oo 14.21 2.20 
0.90 00 OO 7.79 
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XX. qq 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
0.05 OP 1.00 1.00 1.00 1.00 1.00 1.00 
0.10 2.86 1.00 1.00 1.00 1.00 1.00 
0.30 oo 44.57 1.09 1.00 1.00 1.00 
0.50 CO 11.45 1.32 1.00 1.00 
0.70 CO CO 4.81 1.22 1.00 
0.90 CO CO 2.81 1.03 
^1 - 1.80 
0-^ a 
XX qq 0.10 0.20 0.30 
a 
XX uu 
0.40 0.50 0.60 0.7C 
0.05 54.82 1.00 1.00 1.00 1.00 1.00 1.00 
0.10 00 1.00 1.00 1.00 1.00 1.00 1.00 
0.30 00 1.76 1.00 1.00 1.00 1.00 
0.50 00 CO 1.43 1.00 1.00 1.00 
0.70 00 5.71 1.04 1.00 1.00 
0.90 CO CO 2.29 1.00 1.00 
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V. ON THE DETERMINATION OF THE NUMBER OF REPLICATED 
OBSERVATIONS FOR AN ERRORS-IN-VARIABLES MODEL 
WITH BINOMIAL OBSERVATIONS 
A. Introduction 
In the previous chapter, we considered a simple errors-in-^arlables 
model with the assumption that the response errors are normally 
distributed. The model of the previous chapter was 
^t = ^0 + ^ l^t + ^ t ' 
\ = yt + Wt . 





^X^  ^''XX 
0 0 0 ^ 
0 0 a qq 0 0 
0 0 0 o WW 'to 
0 0 0 ®wu a ml  
and and y^ are the true values of the variables of interest which 
cannot be measured exactly. 
If the true values x and y are restricted to the two values, 
zero and one, and if the observed values X* and Y* are also 
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restricted to be zero or one, then any measurement errors must be 
correlated with the true value x . 
Let u* and w* be the difference between the observed value X* 
and the true value and the difference between the observed value 
Y* and the true value of 7^ , respectively. Then 
"t " ^  ^ 
and 
W* - Ï* - y^. . (5.2) 
Let u*|(x^, y^) and w*{ (x^, y^) denote the conditional random 
variables of u* and w* given (xj., y^) , respectively. Assume 
that u*| (x^, y^) and w*| (x^ y^) are Independent and u*|(x^, y^) 
and w*j(x^, y^) are distributed as u*|x^ and w*|y^ , respectively. 
That is, the response error u* depends on the true value of x^ only 
and the response error w* depends on the true value of y^ only. 
Let Yj^^be the probability that X* « j given that x^. - 1 and 
^j(l) probability that Y* - j given that y^ • 1 , for 
i>j =0,1 . Let the fraction of the population whose true value of x 
is 1 and whose true value of y is j be , i,j » 0,1 . Let the 
fraction of the population whose true value of x is one be and 
let the population fraction of the observed X-values that are one be 
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Pjj * Also, let the population fraction of true y-values that have the 
value one be P ^ and let the population fraction of observed Y-values 
that have the value one be Py . Then 
and 
^1. " ^11 •*" ^10 
'^.l " ^01 •*" ^11 
^.1^1(1) ^.0^1(0) ' 
where 
^0. ' ^ - ^ 1. ^  ^.0 = ^ - ^ .1 
Let 
\ - V ' 
Yt - ay(Y* - by) , (5.4) 
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rtKre a, - (Y^, - Ti(o)>'' ' \ ' ''KO) ' 'y " ^^1(1) ' S(0))"' ' 
and by » ^i(o) * by expressing 
"t " \ - *t » 
we have 
E(X^|x^) . x^ , 
E(X^) = . 
E(Yjy^) = y^ . 
E(Yp - P.l . 
and 
Cov(x^, u^) « Cov(x^, w^) = 0 . (5.5) 
Also, assuming E(q^|x^) = 0 , we have 




»0 + - flî 'il • <5.6) 
B. The Variances of Estimators of 
From Equation (5.4) and (5.5), the response model (5.1) Is written 
as 
" ®0 * + "t 
\ + "t 
, t - 1,2,3,..., n , (5.7) 
where (x^, q^, w^, u^) are Independent for t - 1,2,..., n , 
"tl^*t' ^ t^ and y^) are Independent with 
E(u^) - E(w^) • 0 , 
Cov(x^, u^) - Cov(x^, w^) - Cov(u^, q^) » 0 , 
and 
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h •  - fi.'i"' 
Suppose that among the n units, d units are observed twice. 
Without loss of generality, let them be the first d units. Then 
^ti • + "ti 
and 
+ u^^ , i « 1,2, t = 1,2,..., d , (5.8) 
where (w^^, u^j^) , 1 « 1,2, t « 1,2,..., d , (w^, u^) , 
t = d+1,..., n are independent. 
From the previous chapter, we consider estimators of based on 
the first d units and the last n-d units. The two estimators are 
^l,d"^°XX ' 
and 
^l,n-d ° ^°XX " ®uu^ ^°Xr " ^wu^ ' 
where 
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V - - *t2>' • 
• (W)'' ' 
(n - d)"^ Z (X^ - X)2 , 
t-d+1 
_1 n 
(n - d) ^  Z (X^ - X)(Y_ - Y) 
t-d+1 
-1 
X - (n - d) Z X , 
t-d+1 
1 ° 
(n - d) ^  Z Y , 
t-d+1 
1 ^ 
in= = - d"^ Z (1 - X )2 , 
rx X t-1 
1 d 
11= - - d"^ Z (X. - X )(Y. - Y ) . 
JL X t*l ** ** 
- 2"'(^tl + ^ tz) ' t-1,2..... d 
^ ^ 
_I d _ 
X - d ^ z X^ , 
t-1 
-1 d _ 
Y - d Z Y^ , 
t-1 
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and (X^, Y^) Is defined in (5.4). The fourth moments exist for the 
random variables , 1 « 1,2, , t • 1,2,..., d , u^, w^, 
x^ , t « d+1,..., n . Thus, following Fuller (1980), the asymptotic 
^ A A 
variances of ^ and 0^ and the asymptotic covarlance of Pj ^  
^l,n^ 
- ^ 11 • tè® • 
- ^ 22 +i "I ['i.« - • 
«d> - *12 - '2I ' - i " .(5.10) 
where 
A « V{[x^ - E(x^)]q^ + q^u^ + [x^ - E(x^)]r^ + u^r^ -
B - V{[lj - EU^ )kj + q,:, + k( - - -J 
D - V{i- («^J - - r^j) -
P - CovilXj. - E(x^)lq^ + + [x^ - E(x^)Ir^ + » 
















































































































































+ la^d - 2Ym)) + 
+ {a^byd - by)Ia^(l - 2Yjqj) + U 
+ 6|a;^ (l - 4b^  + 6b2 - 4bJ)(Yi(i) - Yi(o)) 
- efI4aJ(l - 3b^ + 3b|) 
- 6a|(l - 2b^ ) + 4a^ lYi(i) 
+ efI4ajb| + 6ajb| + 4a^b^ + . 
E{[x^ - EU^)]u^r|} - ta|(l - 3b^ + 3b?)(Y^^) - If^g)) 
- 3a;(l -
+ ^ Vid) - • ^1.) ' 
V" - - V + - ^ i(i)) + ' 
E(52?2) . 1 E(u|r2 + + 2«it'^ it'^ 2t'2t^  ' 
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" 'x 'it" " V'y V ' V + 'I V - V 
+ - ^ Ul-> *  
+ - 2^1(1)> + iKtajbyd - Y + «Mv: - \) 
+ - 2ï,(„) + U}Pj_ 
+ lyi - 2Ki(i)) + lIPii> • 
and 
+ [a^(l - 2Ym)) + • 
From Appendix B, the 8 that minimizes the variance of 3^ g is 
given by 
6» - (Vjj - 2 Vj2 + ^ 22^'\V22 " 'u' ' "-'2) 
where g = 8 ^ + (1 - 6)g^ . The variance of g* is 
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(ï„ + Vjj - 2»I2)''<Vji7J2 - VÎ2) 
{d P2 (1 - )2[A + (n - 1)(B +V4D +|F)]}'^  {[A 
+ (n - l)Dl[B +V4D -- (n - 1)( V2D - F)^} , 
(5.13) 
where 
Tj - nd ^ . (5.14) 
C. Determination of Number of Replicated Measurement IMlts 
Assume that the cost of obtaining an observation Is c per unit. 
Then the total cost, denoted by T , for a survey of n units In 
which d are observed twice Is 
T • c(n + d) , (5.15) 
where d Is the number of the units that have replicate measurements. 
Suppose that the total cost T for the survey Is fixed. The value 
n * where n = nd ^ , that minimizes the variance (5.13) subject to the 
cost function (5.15) Is obtained as follows. From (5.14) and (5.15), 
(5.13) becomes 
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c(T> + 1) j [A + (n - 1)D][B +VAD -VQFI - (n - 1)( V,D - F)2| 
T Pj (1 - ?! )% Y A + (n - 1)(B +V4D +1 F) 
= f(n) . (5.16) 
Differentiating f(n) with respect to n and setting the 
derivative equal to zero, we have 
[A + (n - 1)(B +V4D +1 F)]"^{[DB(B +V4D) 
^1.(1 -
+ (2B + -| D)DF + ( V2D - B)F2 - 1 F3](n - 1)^ 
+ [2ABD + ADF - ZAF^jCn - 1) + A^CB +V4D) 
+ 2ABD - 2A(B +1/4»)^ + [2A( V4D - B) 
-V2A2IF -V2 AF2 - 0 . (5.17) 
Let 
A* « DB(B +V4D) + (2B + -g D)DF + ( - B)F^ " "I 
B* - 2ABD + ADF - , 
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C* - A^(B +V4D) + 2ABD - 2A(B +%D)Z + [2A( V4D - B) 
-V2AF2 . (5.18) 
Solving the Equation (5.17) for n , we get 
ti - 1 - (2A*)"^[ - B* ± (B*2 - 4A*C*) ] . (5.19) 
Two cases are to be considered. If B*^ - 4A* C* > 0 , then the 
n In Equation (5.19) Is a real number. The second derivative of f(n) 
with respect to n Is 
3^f(n) _ c J 2A*(n - 1) + B* 
3n^ (l-p2 )2 T MA + (n-l)(B + 1/4 D + 3/2 F)]2 
2[A*(n - 1)2 + B*(n - 1) + C*](B + 1/4 D + 3/2 F)\ 
[A + (n - 1)(B + 1/4 D + 3/2 F)]3 
(5.20) 
which Is positive when 
n - 1 - (2A*)"^I- B* + (B*2 - 4A* C*) ^  ] (5.21) 
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But n > 1 , it follows that 
n - 1 if (2A*)"^[- B* + (B*2 - 4A*C*) ^2 ] < 0 
- 1 + (2A)~^[- B* + (B*2 - 4A*C*) ^  ] otherwise . 
(5.22) 
When B*2 - 4A*C* < 0 and A* > 0 , it can be shown that 
is greater than zero for all n > 1 , which implies that 
f(n) is a monotone increasing function. Thus, for n > 1, f(n*) 
is a niiTi<iiiitiB when n* " 1 . 
When B*2 - 4A*C* <0 and A* < 0 , then is less 
o n 
than zero for all n > 1 , which implies that f(n) is a monotone 
decreasing function. This situation would not occur because at least 
one unit with replicate observations is needed in order to estimate the 
variances of the errors. 
Table 10 contains the optimal value of n lAere the response 
probabilities are given by the unbiased response model proposed by 
Battese and Fuller (1974). The Battese-Fuller model is 
Ti(j) - 1 - « + « fl. IT) 
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*l(j) « 1 - o  +  o P ^  l = j  
l*j , (5.23) 
where a Is the parameter of the model. 
The tables show that when a Increases, the optimal value of 
n decreases. Intuitively, it says that if the probability of making a 
correct classification is small, more units have to be obseirved twice. 
For example, assume that one has enough money for 1,000 observations. 
For design purposes, it is assumed that Pjj = 0.50, Pj = 0.80 and 
Pj=0.60. If O" 0.05 , then by using Equation (5.23), 
= 0.99 and K , . = 0.98 . The optimal value of n is 8.37, and 
ill/ Hi; 
thus, n = 893 and d = 107 . If o = 0.15 , then ** 0*9? and 
*^1(1) " 0.94 , which are smaller than the classification probabilities 
obtained for a = 0.05 . For a = 0.15 , the optimal value of n is 
2.43 and the values of n and d are 708 and 292, respectively. This 
shows that more units have to be observed twice when the true 
classification probabilities are small. 
We cong>are the optimal value of n obtained under the actual 
distribution of x, u, w , and q with the optimal value of n 
obtained under the assumption that these random variables are normally 
distributed with the mean vector and covarlance matrix defined in 
Equation (5.1). Under the normality assuv^tion the optimal value of 
n is calculated using the Equation (4.27) derived in Chapter IV. For 
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Table 10. The optimal values of n for selected values of 
a, P. , P . and P,, . (Notation: A * means that the three 
values P^ , P 2 and P^^ are incompatible.) 














a = 0.05, Pj^j = 0.60 
Pi. P.l 
0.90 0.80 0.60 
0.90 * * 1.00 
0.80 * 2.63 1.00 
0.60 4.94 2.98 1.00 
a = 0. 10, Pjj » 0.80 
Pi. P.l 
0.90 0.80 
0.90 1.00 1.00 
0.80 2.04 1.00 
o = 0.20, Pjj • 0.80 
Pi. P.l 
1.00 1.00 
0.90 1.00 1.00 
0.80 1.00 1.00 
a = 0 .10, Pj^ = 0.60 
P i .  f . l  
0.90 0.80 0.60 
0.90 * * 1.00 
0.80 * 1.22 1. 00 
0.60 2.83 1.68 1.00 
100 
Table 10 (continued) 
o » 0.15, Pjj * 0.60 a » 0.20, « 0.60 
Pl. P.l Pl. P.l 
0.90 0.80 0.60 0.90 0.80 0.60 
0.90 * * 1.00 0.90 * * 1.00 
0.80 * 1.00 1.00 0.80 * 1.00 1.00 
0.60 1.79 1.00 1.00 0.60 1.12 1.00 1.00 
a « 0.05, Pjj » 0.50 a = 0 .10, Pjj = 0.50 
Pl. P.l Pl. 
P.l 
0.90 0.80 0.60 0.90 0.80 0.60 
0.90 * * 1.00 0.90 * * 1.00 
0.80 * * 8.37 0.80 * * 4.09 
0.60 4.75 8.84 2.67 0.60 2.53 4.25 1.45 
a = 0.15, = 0.50 a = 0 .20 Pj^ = 0.50 
Pl. P.l Pl. P.l 
0.90 0.80 0.60 0.90 0.80 0.60 
0.90 * * 1.00 0.90 * * 1.00 
0.80 * * 2.43 0.80 * * 1.48 
0.60 1.47 2.51 1.00 0.60 1.00 1.53 1.00 
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different values of P, , P ,, P., and a , the optimal value of n 
under the normality assumption Is tabulated In Table 11. By comparing 
Table 10 with Table 11, one sees that the normal approximation to the 
Bernoulli distribution does not perform well in this case. 
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Table 11. The optimal values of n for selected values of a, P, , P , i # * 1 
and under the normality assumptions on the response 
errors. (Notation: A * means that the three values P^ » P ^ 
and P^i are incompatible.) 


























o « 0.05, P 11 0.60 a « 0.10, Pjj^ « 0.60 
Pi. P 1 




* * 7.58 
* 8.75 5.73 
7.58 5.73 1.00 
P P.l 
0.90 0.80 0.60 
0.90 * * 3.42 
0.80 * 4.00 2.49 
0.60 3.42 2.49 1.00 
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Table 11 (continued) 
a • 0.15, Pjj • 0.60 a - 0.20, » 0.60 
Pl. P.l 
0.90 0.80 0.60 
0.90 * * 1.90 
0.80 * 2.29 1.26 
0.60 1.90 1.26 1.00 
a = 0.05, Pjj = 0.50 
Pl. P.l 
0.90 0.80 0.60 
0.90 * * 8.61 
0.80 * * 9 43 
0.60 8.61 9.43 6.01 
a = 0.15, Pjj = 0.50 
Pl. P.l 
0.90 0.80 0.60 
0.90 * * 2.24 
0.80 * * 2.51 
0.60 2.24 2.51 1.36 
Pl. _ 
P.l 




* * 1.06 
* 1.35 1.00 
1.06 1.00 1.00 
o = 0.10, Pjj - 0.50 
Pl. P.l 




* * 3.93 
* * 4.33 
3.93 4.33 2.63 
a " 0. 20, Pjj = 0.50 
Pl. P.l 




* * 1.31 
* * 1.51 
1.31 1.51 i.OO 
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VIII. APPENDIX A 
In Chapter IV, the asymptotic covariance of ^ and is 
expressed as 
+ oj^)i. (8.1) 
We derive the above expression using the notation of Chapter IV. Recall 
that 
^l,d " ^®X X • T ^uu^'^^®X Y - i ^wu) 
and 
Because the sample moments are converging to the population moments, we 
can expand g, , and g, . in Taylor's series about the population 
X y u  
values to obtain 
^i.d " ^1 " V " è ®ur^ + 
and 
®l,n-d - - "«("Z, - S»r' + %(="') • 
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where 
®l"t. • ' " •• « • 
, t - d+1,..., n , 
and 
r^ » , t = d+1,..., n 
The ~ is obtained from the first d sampling units and 
Is obtained from the last n - d sampling units. Thus, m^ - , 
A 
and S are Independent. The asymptotic covarlance of . and 
ur i%(i 
- S«t' ®.r> 
(2 yar(S„,) 
<.;;^[(2d)-'(V»rr + »«r>l 
Ill 
IX. APPENDIX B 
Let 3^ and be two estimators of 0 with variances 
and V22 * respectively. Let be the covariance of 3^ and 
. Consider an estimator g which is a linear combination of g, 
2 P 1 
and gg . That is. 
gp - P ^1 + (1 - P)g2 . (9.1) 
where p is any constant. The variance of g^ is 
Vii + (1 - p)2 V22 + 2p(l - p)V^2 • (9.2) 
Let p* denote the value of p that gives the smallest variance 
of gp . Then p* can be obtained as follows. By equating the first 
derivative of the variance of g^ that is taken with respect to p to 
zero, we have 
2p Vjj - 2(1 - p)V22 + 2(1 - 2p)Vj2 - 0 . (9.3) 
Then 
(Vji + V,2 - - VJP . (9.4) 
112 
The second derivative of the variance of 3^ taken with respect to p 
is 
2(Vii + V22 - 2Vj2) . (9.5) 
Equation (9.5) is greater than or equal to zero with equality if and 
only if the difference of and a constant. Thus, , 
where p* is defined in Equation (9.4) has the smallest variance among 
all the estimators with the form defined in Equation (9.1). The 
variance of B * is 
P* 
P*^ Vii + (1 - p*)2 V22 + 2p*(l - P*)Vj2 
"11 + '22 - 2»12>'^ "<^ 22 - Vl2)= '11 
+ (V„ - Viz): vjj 
+ 2(V22 - 'iz'C'u - ?12)?12: 
(ÏJ2 4. V„ - + Vjj - 2Vj2) 
- 12"22 ^11 - 2»12" 
(«22 + "11 - "I2>''<WU - '12' • 
