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Abstract
Portfolio selection is a decision problem that can be formulated as a mathematical optimisation
program. Ever since portfolio selection has been first modelled as a mathematical optimisation
problem, a number of frameworks have emerged. These different frameworks aim to address
the shortfalls and limitations of previous models. However, most of these models rely on the
weak assumption, that the input parameters are known exactly. In the existence of uncertainty
surrounding the input parameters, the outcome of a deterministic optimisation problem might
be overoptimistic with unexpected consequences in certain scenarios. Robust optimisation
deals with the uncertainty surrounding the input parameters. This framework approaches
the uncertainty as deterministic and the solution provides certain guarantees, given that the
realized scenario is within the considered uncertainty set. The consideration of all possible
scenarios leads to more sensible decisions. Robust optimisation frameworks are quite popular
in engineering, whereas an overoptimistic solution might yield a catastrophic outcome. This
thesis aims to investigate the portfolio construction using robust optimisation frameworks. More
specifically, we formulate existing deterministic optimisation models as robust optimisation
models and show that they remain tractable under several types of uncertainty. In particular,
we examine the distributionally robust Omega Ratio maximization (through solving the Omega
Ratio as a convex optimisation problem) and we show that it remains tractable under mixture
distribution, ellipsoidal and box uncertainty. In order to illustrate this, we first show that the
Omega Ratio maximization is a convex optimisation problem. In addition, we show that the
robust counterpart of the Equally-weighted Risk Contribution problem can also be formulated
as a convex optimisation problem. We finally provide numerical evidence that suggest the
existence of a positive premium for the portfolios constructed using robust formulations versus
i
the deterministic models. The numerical evidence is based on real-life data that span the pre-
and post- credit crisis periods.
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Chapter 1
Introduction
1.1 Motivation and Objectives
Since the second quarter of 2007, global economy has entered an unparalleled unstable regime.
In August 2007, the CFO of Goldman Sachs, David Viniar, said, "we were seeing things that
were 25-standard deviation moves, several days in a row". According to Chebyshev’s inequality,
a 25-standard deviation event occurs once every 625 days. Assuming that "several days in a
row" translates to approximately five days, this comes up to approximately 260 billion years
(about 20 times the universe’s age). What is more, the 2nd half of 2007 was just the beginning
of a longer-term instability. Global equity markets continued to tumble for at least until March
2009. Even at the time of writing, the future of the global economy is extremely uncertain,
threatened by the collapse of the Eurozone, the US "fiscal cliff" and the "hard landing" in
China and Emerging Markets.
The financial turbulences uncover the vulnerabilities of some models and highlight the im-
portance of robust frameworks. Consider a single-period investor who wants to maximize his
wealth at the end of the horizon, for a given level of risk, by allocating the initial wealth to
the available securities. A natural choice for the investor is to formulate a utility maximiza-
tion problem. This entails assumptions on the utility function of the investor and generally
lies outside the scope of this thesis. Alternatively, one can minimize the risk for a required
1
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return, or equivalently maximize the expected return for a given level of risk. Therefore, an
inherent trade-off between risk and return exists. Whether or not the investor should accept a
marginal increase of the risk in order to achieve an increase in the expected return has led to
the consideration of performance measures.
The Sharpe ratio is the first attempt to quantify the trade-off between risk and reward in
investment under uncertainty. However, its underlying assumptions have been widely criticized
[Lo, 2002] in the past. Alternative performance measures that relax the strict assumptions of
the Sharpe ratio (Sortino and Lee [1994], Zakamouline and Koekebakker [2008], Keating and
Shadwick [2002]) have been proposed to date. In chapter 3 we consider one of these measures,
namely the Omega Ratio [Keating and Shadwick, 2002]. A different approach for avoiding
this trade-off altogether is by applying frameworks that focus solely on risk minimization and
are agnostic to the expected return. Such frameworks consist of the well-known minimum
variance, minimum Conditional Value-at-Risk etc. This class of frameworks also includes the
Equally-weighted risk contribution framework that approaches the portfolio construction as a
risk budgeting problem rather than a capital allocation problem.
In the decision process, selecting the most suitable framework is just the first step. Every
investment framework relies on several input parameters that are rarely known and therefore
have to be estimated. In the presence of estimation errors, the solution of a mathematical
program might be counter-intuitive or overoptimistic. The use of robust statistics for the
estimation of input parameters is a sound approach. Robust statistics provide estimators that
are not affected by outliers or small departures from the underlying assumptions. Usually,
robust statistics relax the assumptions regarding normally distributed error and the reliance on
the central limit theorem. An example of a robust estimator of central tendency - in contrast
to the mean - is the median.
While robust statistics relax the underlying assumptions, their use in a mathematical program
does not provide any guarantees when certain scenarios are realized. In portfolio construction,
it is usually quite important to have certain guarantees. The use of leverage, risk limits and
other regulatory requirements highlight the importance of frameworks that do not rely on strong
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assumptions. Robust optimization is an alternative approach for decision-making that can be
applied in portfolio construction. In this context, the input parameters of the problem are only
assumed to be partially known. For example, the expected return or the underlying distribution
of the assets is only known to belong in a set. This set comprises the uncertainty set that the
modeller can specify based on her expectations or the required guarantees. Robust optimization
aims to find the best solution under the worst-case realization within the given uncertainty set.
If the realized scenario is within the described uncertainty set, then the portfolio performance
will be better or equal to the worst-case performance. This is a highly desirable property, since
the investor is aware of the worst-case performance at the time of the investment.
The main objective of this thesis is to apply the robust optimization framework and enhanced
existing portfolio construction models by (i) providing guarantees for the worst-case perfor-
mance (i.e. maximum risk or lowest return), (ii) relaxing the strong assumptions regarding
perfect knowledge of the input parameters, and (iii) solving real life problems in reasonable
time (tractability). These goals will be addressed on the basis of the following:
(1) The Sharpe ratio is excessively used in order to balance the trade-off between risk and
reward. However, the underlying assumptions of this performance measure are quite
strict. Its most important drawback is that it relies only on the first- and second- order
moments. Therefore the implied assumption is that the underlying returns are normally
distributed. However, empirical tests show that the underlying distributions are often
skewed with and exhibit high kurtosis. In these cases the first two moments are insufficient
to describe the underlying distribution. Given the above, the questions to be answered
are the following: What is an alternative performance measure that can cope with these
characteristics? Can it be formulated as a convex optimization problem and solved in
polynomial time?
(2) Considering a performance measure that can cope with higher order moments would
result in an increase in estimations for the input parameters. These estimations will be
associated with estimation error that might end up overshadowing the benefits of the more
flexible performance measure. Can this more flexible performance measure be formulated
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in a distributionally robust framework? By keeping the assumptions as few as possible,
will this optimization problem be tractable?
(3) Most of the frameworks for asset allocation are extremely sensitive to the first order
moments. An alternative is to only focus on risk. These models are considered to be
more robust since they do not rely on forecasting expected returns. Though, they still
rely on exogenous inputs and any estimation error would still result in an overoptimistic
solution. Therefore, it is expected that a robust optimization reformulation would yield
a positive premium compared to the deterministic model.
1.2 Contribution and Structure of the Thesis
In this thesis, we examine how robust optimization can be applied to portfolio selection frame-
works. More specifically, we consider the robust variants of risk and performance measures and
their application on real life data that are not normally distributed. We relax the underlying
assumptions by investigating several specifications for the input parameters uncertainty sets
(mixture distribution with unknown mixing parameters, ellipsoidal, box and discrete uncer-
tainty sets). Ignoring the uncertainty surrounding the input parameters might lead to counter-
intuitive allocations that might result in huge losses. Using real life data, we identify a positive
premium associated with robust frameworks. This effect is more evident when the methodology
is highly sensitive to the input parameters and the input parameters change significantly from
time to time. We show that the robust variants remain tractable and scalable to large-scale
portfolio selection problems.
Chapters 2 and 7 summarize the background theory and the conclusions, respectively. The rest
of the thesis is divided into four chapters as follows.
In chapter 3, we examine the computational aspects of a recently proposed performance mea-
sure, namely the Omega ratio. Like the infamous Sharpe ratio, it measures the potential upside
versus the potential downside. Portfolio selection models that use performance measures aim
to maximize the return per unit of risk. The Sharpe ratio is defined as the excess return over
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the risk free rate, over the standard deviation of the return. As the Sharpe ratio only uses
the first two moments, it is inadequate to describe distributions that deviate significantly from
the normal distribution. However, the financial assets are rarely normally distributed. The
Omega ratio uses the entire distribution and can cope with non-normal return distributions.
This ratio has been already applied in portfolio selection. Still, the vast majority of to date
research focuses on the optimization aspect of the problem. Since the ratio is not concave,
global optimization techniques have been employed to solve this problem. In this chapter, we
show that the Omega ratio is in fact a quasiconcave function. As a result the solution to the
problem can be obtained by either solving a family of convex optimization problems or a linear
optimization problem. The former yields a formulation that is directly analogous to the mean
variance and Sharpe maximization problem. It can be solved as a bi-objective optimization
problem that yields an efficient frontier. The tangent to the frontier indicates the portfolio with
the maximum Omega ratio. The linear programming approach on the other hand yields from
the fact that the Omega ratio maximization is a fractional-linear program i.e. optimization of
the ratio of affine functions over a polyhedron. Finally, we evaluate the ratio on hedge fund
indices. This chapter is based on the forthcoming publication
M. Kapsos, S. Zymler, N. Christofides, and B Rustem. Optimizing omega ratio using linear
programming. Journal of Computational Finance, 2012 (Forthcoming).
In chapter 4, we propose a robust variant of the original Omega ratio in a worst-case perspective.
The Omega ratio requires the returns distribution as input. In real life, this information is not
known and has to be estimated or prescribed by an expert. The estimation of the probability
distribution is usually associated with large estimation error. In the presence of estimation error
the solution of the original Omega ratio might be overoptimistic. In addition, the allocation
might be counterintuitive and prove disastrous with large drawdowns. The proposed robust
variant of the problem, namely the worst-case Omega ratio, hedges against this uncertainty
by adopting a worst-case approach. We show that the problem remains tractable under three
different specifications of the uncertainty. The first formulation assumes that the returns follow
a mixture distribution where the mixing components (distributions) are known but the mixture
weights are unknown. This is a quite flexible formulation since every distribution can be
6 Chapter 1. Introduction
approximated arbitrarily close by a mixture distribution. The other two formulations of the
uncertainty set assume that the underlying distribution is discrete and each probability is known
to belong to a set (box or ellipsoid). This chapter is based on the following paper
M. Kapsos, B Rustem, and N. Christofides. Worst-case omega ratio. Submitted for publication,
2011.
In chapter 5, we investigate another alternative to the asset allocation, the equally-weighted
risk contribution. Unlike most asset allocation frameworks, this approach is only based on
risk to distribute the wealth. The aim of this framework is not to minimize risk, but to
achieve equal risk exposure from all the underlying assets. The concept is similar to the typical
equally-weighted (1/N) portfolio, which allocates equal capital to each asset. The equal capital
allocation might yield heavy risk exposure in one asset and is usually overexposed in terms of
risk, to the riskiest asset. The equally-weighted risk contribution approach bypasses this issue
by assigning an equal risk budget to each asset. However, this framework also requires the
knowledge of unknown parameters, which have to be estimated. In this chapter, we propose
the robust equally-weighted risk contribution framework that addresses the uncertainty in the
input parameters. Using variance as the risk measure, we show that the problem remains
tractable under several specifications for the uncertainty set. We also evaluate the robust
framework using real data and we compare it to the non-robust variant.
M. Kapsos, B Rustem, and N. Christofides. Robust equally-weighted risk contribution. Working
Paper, 2012.
In chapter 6, we apply the frameworks discussed in the previous chapters on real life data. We
consider a multi-asset universe over a long period with both "normal" and "distressed" regimes.
We obtain some insights about the period under investigation by evaluating the performance
of five common strategies/frameworks. These frameworks are used as benchmarks for the
proposed frameworks. The out-of-sample performance of the robust frameworks stresses the
importance of the robust optimization in the asset allocation. We observe a positive premium
for the robust frameworks that is more prominent when the framework is highly sensitive to
the input parameters or when the input parameters are quite volatile.
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1.3 Statement of Originality
This thesis presents work carried out in the Department of Computing at Imperial College
London between October 2008 and September 2012. The work presented in this thesis is my
own, expect where acknowledged otherwise. This thesis has not been submitted for the award
of any degree or diploma in any other tertiary institution.
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Chapter 2
Background Theory
In this chapter, we provide definitions and results related to the portfolio selection. More
specifically, we review the general portfolio selection using performance and risk measures. We
also provide the description and the characteristics of both, performance and risk measures. In
addition, we revise concepts related to convex optimization and optimization under uncertainty.
Regarding convex optimization frameworks, we provide descriptions of linear, linear-fractional,
second-order cone and semi-definite programming. For optimization under uncertainty, we
review the robust. The aim of this chapter is to provide the concepts used in the subsequent
chapters. We encourage the reader that needs more information regarding convex and robust
optimization to refer to Boyd and Vandenberghe [2004] and Ben-Tal et al. [2009], respectively.
2.1 Portfolio Selection using Risk and Performance Mea-
sures
Portfolio selection is the onerous problem of how to allocate the current wealth in the available
asset classes and assets with the objective to maximize the future wealth. Markowitz [1952] was
one of the first to address that this decision making problem should not exclusively concentrate
on maximizing the expected return. In his (Nobel prize-winning) piece, Harry Markowitz
9
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suggested that the rational investor should also aim to minimize risk. Markowitz proposed
the use of variance as a risk measure and his framework is widely known as mean-variance
framework. Despite the wide criticism for the mean-variance framework, that was the first
attempt to approach the portfolio selection problem as a risk/reward decision making problem.
The mean-variance framework solely depends on the first two moments of the assets distribu-
tions in order to allocate between the different assets. However, empirical evidence suggest
that the assets distributions, deviate significantly from the normal distribution. Therefore, the
distribution cannot be described only with the first two moments. As a result, in the existence
of skewed distributions, the mean-variance asset allocation might be counterintuitive Fabozzi
et al. [2007].
Aside from measuring risk, investors often want to evaluate the performance of different port-
folio strategies in order to compare or rank them. One way to do so is by using performance
measures. Intuitively speaking, a performance measure should take into account the "reward” or
upside potential, as well as the risk of the strategy that has to be evaluated. Often, performance
measures are a ratio of reward over risk. The most popular performance measure is the Sharpe
Ratio, which was proposed by Sharpe [1966]. The Sharpe Ratio is inspired by the Markowitz
model and is defined as the ratio of the portfolio’s expected excess relative to the risk free
rate return over the standard deviation of the portfolio return. A criticism that is often raised
against the Sharpe Ratio is that it is only appropriate when the portfolio return is elliptically
distributed. Indeed, the main problem with the Sharpe Ratio is that it only take into account
the first- and second-order moments of the portfolio return, but neglects any other higher order
moments. When the portfolio return is skewed or exhibits fat tails, then the Sharpe Ratio
might result in counterintuitive performance evaluations and rankings. In order to alleviate the
problems associated with the Sharpe Ratio, a number of alternative performance measures have
been suggested (see, e.g., Sortino and Lee [1994], Keating and Shadwick [2002], Bacmann and
Scholz [2003]). Recently, Keating and Shadwick [2002] suggested the use of a new performance
measure, which they termed the Omega Ratio. A particular feature of the Omega Ratio is that
it uses the entire probability distribution of the portfolio return to compute its performance
and, therefore, does not suffer from the drawbacks of the mean-variance framework.
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2.1.1 Portfolio Optimization
In general, a rational investor aims to either minimize the risk, or maximize the performance
ratio of the portfolio given that certain constraints are satisfied. The risk minimization problem
can be formulated as
minimize
x∈Rn
ρ(x>r˜) (2.1)
subject to x ∈ X , (2.2)
and the performance ratio maximization as
maximize
x∈Rn
F (x>r˜) (2.3)
subject to x ∈ X . (2.4)
In the above, x ∈ Rn denotes the portfolio weights and n the number of assets. r˜ denotes
the Rn-valued random vector of asset returns. The constraint setx ∈ X typically includes
the budget constraint 1>x = 1. This set also describe the preferences of the investor, as for
example targeted expected return, lower and upper bounds on the weights etc. The functions
ρ and F map the random portfolio return x>r˜ to a real number that represents the portfolio’s
risk and the performance measure respectively. Intuitively speaking, the optimization problem
(2.1-2.2) aims to find the portfolio - among the portfolios that satisfy the constraints - with
the minimum risk. On the other, (2.3-2.4) aims to determine the portfolio with the maximum
performance ratio and satisfies the constraints.
2.1.2 Risk Measures
A number of risk measures are available in the literature. However, there is no generally
accepted definition to rank these risk measures. Each of them has its benefits and its limitations.
In this subsection, we review four of the most popular risk measures namely variance, first order
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lower partial moment, Value-at-Risk and conditional Value-at-Risk.
Variance-Covariance
The variance is probably the most commonly used risk measure since the Markowitz break-
through work. The variance is a measure of dispersion, i.e. it shows how far are the numbers
from the mean. It is the second central moment of the distribution. The covariance matrix Σ
converts the variance notion in multiple dimensions. Let r = [r˜1, ..., r˜n]> denote the Rn-valued
random vector of asset returns. The i, jth element of Σ is given by
Σij = cov(r˜i, r˜j) = E[(ri − µi)(rj − µj)],
where µi = E(ri). Therefore, the covariance matrix is
Σ = E[(r − µ)(r − µ)>].
The mean-variance framework and its desirable mathematical property of differentiability made
the variance the most commonly used risk measure in portfolio selection. However, empirical
evidence suggest that the assets distribution, deviate significantly from the normal distribu-
tion. Therefore, the distribution cannot be described only with the first two moments. As a
result, in the existence of skewed distributions, the mean-variance asset allocation might be
counterintuitive Fabozzi et al. [2007]. This known drawback led the research to downside risk
measures that are discussed next.
First-order Lower Partial Moment
Downside or asymmetric measures of risk focus only on a part of the distribution. This is a
desirable property for a risk measure since it provides more information regarding the potential
losses. Unlike the variance, downside risk measures penalizes the model only for the potential
loss and not for the potential gains. The First-order Lower Partial Moment (FLPM) is such a
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measure of risk. The FLPM is given by
FLPM(r˜i) = E[(τ − r)+],
where r˜i denotes the random vector of returns and (.)+ = max(., 0). The threshold τ serves
the purpose to restrict the risk measure to only consider the risk below the threshold. In other
words, the threshold τ splits the returns in good and bad returns. Usually, this threshold is
either set to 0 considering all negative returns to be undesirable, or to a benchmark return like
the risk free rate or the return of a broad index.
Value-at-Risk
Value-at-Risk (VaR) is one of the most famous risk measures. Introduced in 1996 from Risk-
Metrics (J.P.Morgan), VaR belongs in the downside quantile-base risk measures [Jorion, 2001].
For a given level β (typically chosen to be less than 5%), VaR is defined as the (1−β) percentile
of the distribution. More formally, the VaRβ(x) is the smallest value α where the loss −x>r˜
exceeds α with a probability not greater than β i.e.
VaRβ(x) = min
{
α : P{α ≤ −x>r˜} ≤ β
}
, (2.5)
where P the distribution of the returns r˜. Intuitively, with a probability of (1− β) the loss of
the portfolio will be less than the VaRβ(x). One of the major drawbacks of the VaR is that it
provides no information regarding the potential loss beyond VaR. This limitation is addressed
by the Conditional Value-at-Risk, which is discussed next.
Conditional Value-at-Risk
The Conditional Value-at-Risk (CVaR), also known as Expected Shortfall is considered to be a
more informative and consistent measure of risk than VaR. The CVaR is define as the expected
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loss beyond the VaR, i.e.
CVaRβ(x) =
1
1− β
∫
−x>r˜≥VaRβ(x)
[−x>r˜ − α]+p(r)dr. (2.6)
The CVaR, in contrast to VaR, provides information concerning the expected loss beyond the
quantile. In addition, Rockafellar and Uryasev [2000] have shown that, unlike the VaR, the
CVaR minimization is a convex problem. Due to the aforementioned and the fact that CVaR is
a coherent risk measure, the CVaR became quite popular. We discuss the concept of coherent
risk measures in the next subsection.
2.1.3 Coherent Measures of Risk
Artzner et al. [1999] proposed four axioms that a risk measure of a portfolio should satisfy.
Risk measures that satisfy these properties are called coherent. Let Z be a set of real valued
random variables on a probability space. Then ρ : Z → R is a coherent risk measure, if it
satisfies the following four properties:
1. Positive homogeneity: if a ∈ R+ and z˜1 ∈ Z, then ρ(az˜1) = aρ(z˜1)
2. Sub-additivity: if z˜1, z˜2 ∈ Z, then ρ(z˜1 + z˜2) ≤ ρ(z˜1) + ρ(z˜2)
3. Monotonicity: if z˜1, z˜2 ∈ Z and z˜1 ≤ z˜2, then ρ(z˜2) ≤ ρ(z˜1)
4. Translation invariance: if a ∈ R and z˜1 ∈ Z, then ρ(z˜1 + a) = ρ(z˜1)− a.
The first axiom, positive homogeneity, suggest that the risk measure scales linearly with the
investment. The second axiom, sub-additivity, ensures that the risk measure favours diversifi-
cation. This property suggests that the aggregate risk of two different assets will be at least
as high as the risk of the portfolio that holds the assets. The axiom of monotonicity ensures
that if asset one yields higher return in every scenario, then the risk of asset two should be
higher. The last property, translation invariance implies that receiving a riskless amount a
would reduce the risk by a.
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From the risk measures described earlier, only the CVaR satisfies all for axioms. The variance
does not satisfy monotonicity, the First-order Lower Partial moment fails translation invariance
and the VaR fails sub-additivity.
2.1.4 Performance Measures
Aside from measuring risk, investors often want to evaluate the performance of different port-
folio strategies in order to compare or rank them. One way to do so is by using performance
measures. Intuitively speaking, a performance measure should take into account the "reward”
or upside potential, as well as the risk of the strategy that has to be evaluated. Often, perfor-
mance measures are a ratio of reward over risk. In this subsection, we review the well-known
Sharpe ratio and the recently proposed Omega Ratio.
Sharpe Ratio
The most popular performance measure is the Sharpe Ratio, which was proposed by Sharpe
[1966]. The Sharpe Ratio is inspired by the Markowitz model and is defined as the ratio of the
portfolio’s expected excess relative to the risk free rate return over the standard deviation of
the portfolio return, i.e.
Sharpe Ratio =
E[ri − rf ]√
Var[ri − rf ]
, (2.7)
where ri the return of asset i and rf the risk free rate.
The Sharpe ratio faces the same limitations as the mean-variance framework. It only uses
the first- and second-order moments of the asset returns to characterize the risk adjusted
performance of the asset and neglects any other higher order moments. As a result, it only
sufficiently describe the risk adjusted performance only when the asset returns are elliptically
distributed. When the assets returns are skewed or exhibit fat tails, then the Sharpe Ratio
might result in counterintuitive performance evaluations and rankings.
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Figure 2.1: Schematic representation of the Omega Ratio
Omega Ratio
In order to alleviate the problems associated with the Sharpe Ratio, a number of alterna-
tive performance measures have been suggested (see, e.g., Sortino and Meer [1991], Keating
and Shadwick [2002], Bacmann and Scholz [2003]). Recently, Keating and Shadwick [2002]
suggested the use of a new performance measure, which they termed the Omega Ratio. A
particular feature of the Omega Ratio is that it uses the entire probability distribution of the
portfolio return to compute its performance and, therefore, does not suffer from the drawbacks
of the mean-variance framework.
The Omega Ratio makes use of a threshold value τ to distinguish the potential upside from the
downside. This means that portfolio returns above τ are considered profits, whereas returns
below τ are considered losses. The choice of the value for τ is left to the investor and is typically
taken to be equal to the risk-free rate. The Omega Ratio is defined as the ratio of the area
on the right of the threshold and above the cumulative distribution, over the area on the left
of the threshold and below the cumulative distribution. We refer to Figure 2.1 to illustrate
the intuition behind the Omega Ratio. Figure 2.1 also makes it clear that the Omega Ratio is
computed by taking the entire probability distribution of the portfolio return into account.
In the subsequent chapters, we address portfolio optimization models that aim to maximize
the Omega Ratio subject to additional constraints on the portfolio weights. Traditionally, the
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Omega Ratio is only used to evaluate and compare fixed portfolio strategies. In contrast to
the Sharpe ratio, relatively little work has been done on the Omega Ratio maximization. The
main reason for this is that the Omega Ratio is non-convex, which renders the Omega Ratio
maximization problems difficult to solve. In the next chapter, we provide an exact solution to
this problem.
2.2 Convex Optimization
In this section, we review the relevant convex optimization concepts used in the subsequent
chapters. For a more detailed description please refer to Boyd and Vandenberghe [2004]. A
convex optimization problem describes the problem of finding the x that satisfies all the con-
straints and yields the lowest possible for the objective function, i.e.
minimize
x∈Rn
f0(x)
subject to fi(x) ≤ 0, ∀i = 1, ...,m,
where all the functions fo, ..., fm : Rn → R are convex, in other words they satisfy the following
fi(αx+ βy) ≤ αfi(x) + βfi(y) ∀ x, y ∈ (R)n, α, β ∈ R+ : α + β = 1.
In the rest of this section, we review certain convex optimization subclasses that are related
with the rest of this thesis.
2.2.1 Linear Programming
A linear program (LP) is a special case of the convex optimization problem, where the objective
function and all the constraints are linear in X, i.e.
minimize
x∈Rn
c>x
subject to Ax ≤ b,
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Figure 2.2: Second-order cone boundary.
where A ∈ Rm×n, b ∈ Rm and c ∈ Rn.
2.2.2 Second-order Cone Programming
The Second-order Cone Programming (SOCP) is a subclass of convex optimization. Recently,
it has been gaining popularity due to the evolution of interior point algorithms that can solve
SOCPs in polynomial time [Alizadeh and Goldfarb, 2003]. The SOCP is of the form
minimize
x∈Rn
f>x
subject to ‖Aix+ bi‖2 ≤ c>i x+ di, i = 1, ...,m
Fx = g,
where Ai ∈ Rmi×n, bi ∈ Rmi , ci ∈ Rn, F ∈ Rp×n and ‖y‖2 =
√
y>y, the L2 norm of y. The
constraint
‖Ax‖2 ≤ c>x+ d,
is called a second-order cone constraint since it is constraining the affine function (Ax+b, c>x+
d) to be in the second order cone in Rmi+1 (figure 2.2). When ci = 0, ∀ i = 1, ...,m, the SOCP
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reduces to a quadratically constrained quadratic program. If Ai = 0, ∀ i = 1, ...,m, then the
problem is equivalent to a LP. For more information regarding the applications of SOCP please
refer to Lobo et al. [1998].
2.2.3 Semidefinite Programming
Another subclass of the convex optimization is the Semidefinite Programming. The general
form of a Semidefnite Program (SDP) is
minimize
x∈Rn
c>x
subject to F0 +
∑n
i=1 Fixi  0
where all the matrices Fi ∈ Rm×m are symmetric. The constarint
F0 +
n∑
i=1
Fixi  0
is called the Linear Matrix Inequality (LMI) and requires the linear combination of the Fi to
be positive semidefinite. The SDP is convex optimization problem since the objective is convex
(linear) and the constraint set is closed and convex. In figure 2.3, we show the boundary of the
positive semidefinite cone
x y
y z
⇐⇒ x ≥ 0, z ≥ 0, xz ≥ y2.
The SDPs are tractable optimization problems and can be solved in polynomial time by using
interior point algorithms [Vandenberghe and Boyd, 1996]. In general, any LP, convex quadratic
program and SOCP can be reformulated as a SDP. However, LPs and SOCPs have better
scalability properties and therefore this is not reccomended [Alizadeh and Goldfarb, 2003].
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2.2.4 Quasiconvex Optimization
A quasiconvex optimization problem is the problem where the constraints are convex function
and the objective is quasiconvex, i.e.
minimize
x∈Rn
f0(x)
subject to fi(x) ≤ 0, ∀i = 1, ...,m,
Ax = b,
where f0(x) is quasiconvex and fi(x), ∀ i = 1, ...,m are convex.
The major difference between a convex and a quasiconvex optimization problem is that for
the latter might exist local optima that are not necessarily global. Figure 2.4 shows a typical
quasiconvex function. In this example, local optima exist on the plateau. Therefore, the
standard optimality condition f ′(x) = 0 does not hold.
Quasiconvex functionn can be represented via a family of convex functions. Let φt : Rn →
2.2. Convex Optimization 21
−4
−3
−2
−1
0
1
−4
−3
−2
−1
0
1
−2
−1.5
−1
−0.5
0
0.5
1
XY
Z
Figure 2.4: Typical quasiconvex function.
R, t ∈ R be a family of convex functions such that
f0(x) ≤ t⇐⇒ φt(x) ≤ 0,
where for all x φt(x) is nondecreasing in t, i.e. if s ≥ t then φs(x) ≤ φt(x). Then, the solution
of a quasiconvex optimization problem can be found by changing t and solving the following
optimization problem
find
x∈Rn
x
subject to φt(x) ≤ 0
fi(x) ≤ 0, ∀i = 1, ...,m,
Ax = b.
(2.8)
An example is to use a bisection algorithm as shown below(Boyd and Vandenberghe [2004]):
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given l ≤ p∗, u ≥ p∗, tolerance  ≥ 0
repeat
1. t = (l + u)/2.
2. Solve the feasibility problem (2.8).
3. if (2.8) is feasible,
u = t;
else l = t.
until u− l ≤ .
2.2.5 Linear-fractional Programming
A linear-fractional programming is an optimization problem where a ratio of affine functions
over a polyhedron is minimized, i.e,
minimize
x∈Rn
f0(x)
subject to Gx  h
Ax = b,
where the objective is
f0(x) =
c>x+ d
e>x+ f
, dom{f0} = {x|e>x+ f > 0}.
The linear-fractional programs are quasiconvex optimization problems since the objective is
quasiconvex (quasilinear). The above can be transformed to the following optimization problem
minimize
y,z∈Rn
c>y + dz
subject to Gy − hz  0
Ay − bz = 0
e>y + fz = 1
z ≥ 0.
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2.2.6 Robust Optimization
Real world problems require input parameters that are rarely known or have to be estimated.
In the presence of estimation errors, the solution to these problems might be overoptimistic
with catastrophic consequences. Consider the following convex problem with uncertain input
parameters
minimize
y,z∈Rn
f(x, ξ˜)
subject to g(x, ξ˜) ≤ 0
x ∈ X ,
where ξ˜ is the vector of the uncertain input parameters. In fact, this optimization problem
represents a family of problems, one for each realization of ξ˜. As a result, there are a number
of solutions. In order to address the above, robust optimization uses a worst-case approach
[Ben-Tal et al., 2009]. This framework is based on the assumption that only partial information
is known regarding the uncertain input ξ˜. In other words, robust optimization instead of using
a single value as the input parameters, it assumes that the realization of the input parameters
will be within an uncertainty set U . The worst-case approach of the framework provides an
immunization against the worst-case scenario for all the realizations of ξ˜. This yields the
following minimax problem (robust counterpart)
minimize
x∈Rn
maximize
ξ∈U
f(x, ξ)
subject to g(x, ξ) ≤ 0 ∀ξ ∈ U
x ∈ X .
The interpretation of the above is that we fix x in order to minimize the cost and then the
nature plays against us in order to maximize it. The aim of the problem is to find the x that
minimizes the cost for all the possible realizations of ξ˜, i.e. minimize the worst-case cost. In
addition, this should be done in such a way that the constraint g(x, ξ) is not violated for all the
realizations of ξ ∈ U . The latter can be represented by the following semi-infinite constraint
(robust constraint)
g(x, ξ) ≤ 0 ∀ξ ∈ U .
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The shape and the size of the uncertainty set U is typically provided by the modeller and
it reflects a) her knowledge regarding the distribution, upper and lower bounds of the input
parameters x˜ and b) on her required guarantees of the optimal solution. The tractability of
the robust counterpart depends on the specification and the shape of the uncertainty set U .
Under several uncertainty set specifications, the robust constraint can be reformulated as a
tractable constraint (e.g. linear, second-order conic, semi-definite) (Ben-Tal and Nemirovski
[1998], Ben-Tal and Nemirovski [1999]). A common choice for defining the uncertainty set is to
use upper and lower bounds, i.e. box uncertainty
Ubox = {ξ ∈ Rm : l ≤ ξ ≤ u}.
In this case, the uncertainty set can be described as follows
x>ξ ≥ 0 ∀ξ ∈ Ubox
⇐⇒ 0 ≥ max ξ ∈ Rm{x>ξ : l ≤ ξ ≤ u}.
(2.9)
Using the strong linear programming duality, the above can be written as
0 ≥ maxλ ∈ Rm{x>u+ λ>(l − u) : λ ≤ x, λ ≤ 0}
⇐⇒ ∃λ ∈ Rm : x>u+ λ>(l − u) ≤ 0, λ ≤ x, λ ≤ 0.
(2.10)
The dualization of the original problem allows the transformation of a semi-infinite constraint
to a tractable system of linear constraints. In the next chapters, we are using this technique
in order to formulate tractable portfolio selection problems in the view of box, ellipsoidal and
mixture distribution uncertainty.
Chapter 3
Optimizing the Omega Ratio
The Omega Ratio is a recent performance measure. It captures both, the downside and upside
potential of the constructed portfolio, while remaining consistent with utility maximization.
In this chapter, a new approach to compute the maximum Omega Ratio as a linear program
is derived. While the Omega ratio is considered to be a non-convex function, we show an
exact formulation in terms of a convex optimization problem, and transform it as a linear
program. The convex reformulation for the Omega Ratio maximization is a direct analogue to
mean-variance framework and the Sharpe Ratio maximization.
3.1 Introduction
Investors face the challenging problem of how to distribute their current wealth over a set of
available assets with the objective to earn the highest possible future wealth. One of the first
mathematical models for this problem was formulated by Markowitz [1952], who observed that
a prudent investor does not aim solely at maximizing the expected return of an investment,
but also at minimizing its risk. In the Markowitz model the risk of a portfolio is measured by
the variance of the portfolio return. For this reason the Markowitz model is often referred to
as the mean-variance framework.
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Aside from measuring risk, investors often want to evaluate the performance of different port-
folio strategies in order to compare or rank them. One way to do so is by using performance
measures. Intuitively speaking, a performance measure should take into account the "reward”
or upside potential, as well as the risk of the strategy that has to be evaluated. Often, per-
formance measures are a ratio of reward over risk. The most popular performance measure is
the Sharpe Ratio, which was proposed by Sharpe [1966]. The Sharpe Ratio is inspired by the
Markowitz model and is defined as the ratio of the portfolio’s expected excess relative to the
risk free rate return over the standard deviation of the portfolio return. A criticism that is
often raised against the Sharpe Ratio is that it is only appropriate when the portfolio return
is elliptically distributed. Indeed, the main problem with the Sharpe Ratio is that it only
take into account the first- and second-order moments of the portfolio return, but neglects any
other higher order moments. When the portfolio return is skewed or exhibits fat tails, then the
Sharpe Ratio might result in counterintuitive performance evaluations and rankings.
In order to alleviate the problems associated with the Sharpe Ratio, a number of alternative
performance measures have been suggested (see, e.g., Sortino and Lee [1994], Keating and Shad-
wick [2002], Bacmann and Scholz [2003]). Recently, Keating and Shadwick [2002] suggested
the use of a new performance measure, which they termed the Omega Ratio. A particular
feature of the Omega Ratio is that it uses the entire probability distribution of the portfolio
return to compute its performance and, therefore, does not suffer from the drawbacks of the
mean-variance framework.
The Omega Ratio makes use of a threshold value τ to distinguish the upside from the downside.
This means that portfolio returns above τ are considered profits, whereas returns below τ are
considered losses. The choice of the value for τ is left to the investor and is typically taken to be
equal to the risk-free rate. The Omega Ratio is defined as the ratio of the area on the right of
the threshold and above the cumulative distribution, over the area on the left of the threshold
and below the cumulative distribution. We refer to Figure 3.1 to illustrate the intuition behind
the Omega Ratio. Figure 3.1 also makes it clear that the Omega Ratio is computed by taking
the entire probability distribution of the portfolio return into account.
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Figure 3.1: The Omega Ratio is defined as the ratio of the light gray area (BCD) over the dark
gray area (ABE). The light gray area on the right of the threshold τ (in this example 0.005) and
above the cumulative distribution represents the upside potential. The dark gray area on the
left of the threshold and below the cumulative distribution represents the downside potential
(risk).
Consider two portfolios with return distributions that have the same first- and second-order
moments (figure 3.2). Furthermore, assume that the first portfolio return distribution is not
skewed, whereas the second portfolio return distribution is negatively skewed and with fat tails.
Keating and Shadwick [2002] show that the Omega Ratio gives preference to the first portfolio
(the non-negatively skewed distribution). In contrast, the Sharpe ratio is not affected by the
skewness and as such is indifferent between the two portfolios under consideration. However, a
rational investor will always choose the first portfolio. In general, investors prefer larger values
for the odd moments and smaller values for the even moments [Scott and Horvath, 1980]. The
impact of higher moments on the investors’ choice and portfolio selection has been addressed
by a number of authors [Singleton and Wingender, 1986, Scott and Horvath, 1980, Jean, 1971,
Arditti and Levy, 1975, Simkowitz and L., 1978, Athayde and Jr., 2004, Harvey et al., 2004,
Jondeau and Rockinger, 2006].
Traditionally, the Omega Ratio is only used to evaluate and compare fixed portfolio strategies.
In contrast, fairly little work has been done on the Omega Ratio maximization. The main reason
for this is that the Omega Ratio is non-convex, which renders the Omega Ratio maximization
problems difficult to solve.
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Figure 3.2: Two distributions with same mean and variance. The dotted distribution is a
symmetric normal distribution. The dark line shows a negatively skewed distribution with fat
tails. The Sharpe ratio is indifferent between the two. A rational investor will always prefer
the dotted distribution.
A number of heuristic optimization methods have been proposed to find good solutions for
Omega Ratio maximization problems. The most common approaches are based on the thresh-
old accepting heuristic and other simulating annealing variants [Gilli et al., 2006, 2008, Passow,
2004]. These kind of heuristics generate solutions by carrying out local searches and by moving
through neighbouring solutions in an attempt to improve the objective value. None of these
heuristics guarantee that the global optimum will be found. Furthermore, threshold accepting
methods can become numerically unstable, and need considerable fine tuning of the param-
eters [Gilli et al., 2006]. Mausser et al. [2006] proposed a method to solve this problem as
a linear program under certain conditions, but as Kane et al. [2009] state, this methodology
cannot cope with the general case.
In this chapter, we show that the Omega Ratio maximization problem can be reformulated
equivalently as a quasi-convex optimization problem. Quasi-convex optimization problems can
be solved to global optimality in polynomial time, and, we show that the problem reduces
to a Linear Program when the portfolio return distribution can be approximated by discrete
samples. This enables the Omega Ratio maximization for large-scale portfolios using the Omega
Ratio.
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The rest of the chapter is organized as follows. In section 3.2, we define the Omega maximization
problem. In section 3.3, we show that the denominator of the Omega ratio can be interpreted
as a risk measure and we analyze its properties. In section 3.4, we show that the Omega
maximization problem belongs to the class of quasi-convex problems. In section 3.5, we show
that the Omega maximization problem can be reformulated into a form that is reminiscent of
the mean-variance framework. Furthermore, we illustrate how the problem can be solved using
Linear Programming when we can sample from the asset return distribution. In section 3.6, we
apply the methodology on real data.
3.2 Problem Definition
Consider a market with n stocks. We denote the current time as t = 0 and the end of the
investment horizon as t = T . A portfolio is completely characterized by a vector of weights
w ∈ Rn, whose components add up to 1. The element wi denotes the percentage of total wealth
invested in the ith stock at time t = 0. Furthermore, let r˜i indicate the random return of asset
i and with boldface the vector of variables r˜ ∈ Rn. The random return of a portfolio of assets
is defined as r˜p = w>r˜. Let F (ri) and f(ri) denote the cumulative density function and the
probability density function, respectively. For an asset i, Keating and Shadwick [2002] define
the Omega Ratio as:
Ω(r˜i) =
∫ +∞
τ
[1− F (ri)]dri∫ τ
−∞ F (ri)dri
. (3.1)
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Remark 3.2.1 Integration by parts
∫ τ
−∞
F (r)dr = rF (r)|τ∞ −
∫ τ
−∞
rf(r)dr
= τF (τ)− 0−
∫ τ
−∞
rf(r)dr
=
∫ τ
−∞
τf(r)dr −
∫ τ
−∞
rf(r)dr
=
∫ τ
−∞
(τ − r)f(r)dr
=
∫ +∞
−∞
(τ − r)+f(r)dr
= E
[
(τ − r)+
]
which is the first order lower partial moment (see Nawrocki [1999] and Ogryczak and Ruszczyn-
ski [1999]).
By integration by parts and some algebraic transformation, the Omega Ratio can be written
as
Ω(r˜i) =
∫ +∞
τ
(r˜i − τ)f(ri)dri∫ τ
−∞(τ − r˜i)f(ri)dri
=
E
[
(r˜i − τ)+]
E
[
(τ − r˜i)+]
=
E(r˜i)− τ
E
[
(τ − r˜i)+]
+ 1. (3.2)
Therefore, the Omega Ratio of a portfolio is given by:
Ω(r˜p) =
w>E[r˜]− τ
E[(τ −w>r˜)+] + 1. (3.3)
In this section, we investigate portfolio optimization problems that aim to maximize the Omega
Ratio subjected to additional constraints on portfolio weights. The Omega maximization prob-
lem can be written as
max
w∈Rn
w>E[r˜]− τ
E[(τ −w>r˜)+] (3.4)
s.t. w>1 = 1 (3.5)
w ≤ w ≤ w. (3.6)
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The objective is to determine the allocation that gives the optimal weights (w ∈ Rn) that result
in the portfolio with the maximum Omega Ratio. The constraints above relate to the budget
constraint and the upper and lower bound on any individual investment. Any additional convex
constraints can be also taken into consideration.
The objective function (3.4) is not in general concave in w. Consequently, local optima that
are not necessarily global may exist. However, in the next section, we show the fact that this
problem can be classified as a quasi-convex problem.
3.3 Omega Denominator as a Risk Measure
The denominator of the Omega Ratio can be interpreted as a risk measure, since it estimates
losses below the threshold τ . Artzner et al. [1999] specify the properties that a risk measure
of a portfolio should satisfy. Risk measures that satisfy these properties are called coherent.
Let Z be a set of real valued random variables on a probability space. Then ρ : Z → R is a
coherent risk measure, if it satisfies the following four properties:
1. Positive homogeneity: if a ∈ R+ and z˜1 ∈ Z, then ρ(az˜1) = aρ(z˜1)
2. Sub-additivity: if z˜1, z˜2 ∈ Z, then ρ(z˜1 + z˜2) ≤ ρ(z˜1) + ρ(z˜2)
3. Monotonicity: if z˜1, z˜2 ∈ Z and z˜1 ≤ z˜2, then ρ(z˜2) ≤ ρ(z˜1)
4. Translation invariance: if a ∈ R and z˜1 ∈ Z, then ρ(z˜1 + a) = ρ(z˜1)− a.
In the remainder of the section we show that, depending on the choice of the threshold value
τ , the denominator of the Omega ratio can satisfies positive homogeneity, sub-additivity, and
monotonicity, but fails translation invariance.
Henceforth, let Ω denotes the Omega denominator, thus
Ω(r˜) =
∫ τ
−∞
F (r)dr. (3.7)
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Proposition 1 Ω(r˜) is the first order lower partial moment of asset returns r˜, thus
Ω(r˜) =
∫ τ
−∞
(τ − r)f(r)dr = E[(τ − r˜)+]. (3.8)
Proof Integrating by parts, it can be shown that equation (3.7) is equivalent to
Ω(r˜) =
∫ τ
−∞
[τf(r)− rf(r)]dr
=
∫ τ
−∞
(τ − r)f(r)dr
= E[(τ − r˜)+]
For a discrete random variable r˜, the discrete analogue of (3.8) can be written as
Ω(r˜) =
∑
i
(τ − ri)+pi (3.9)
with pi = P (ri = X).
Using similar arguments it can be shown that the numerator of the Omega Ratio is the first
order upper partial moment. Thus, the numerator of the Omega Ratio can be also written as
Ω(r˜) =
∫ +∞
τ
(r − τ)f(r)dr = E[(r˜ − τ)+] (3.10)
The Omega Ratio is therefore the ratio of the first order upper partial moment, over the first
order lower partial moment. Lower partial moments have been previously used as risk measures
[Price et al., 1982, Harlow, 1991, 1989]. Here we show that the denominator of Omega for a
given threshold τ = 0 satisfies monotonicity, sub-additivity, and homogeneity, properties of
coherent risk measures.
Proposition 2 Let τ = 0. Then, the Ω(r˜) satisfies positive homogeneity.
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Proof Let λ ∈ R+. Then by equation (3.8), the value of the Ω(λr˜) is equal to
Ω(λr˜) = λE[(
τ
λ
− r˜)+]
which is equal to λΩ(r˜) if and only if τ = 0.
The sub-additivity property of risk measures is important to ensure that the measure promotes
financial diversification. It can be shown that if the threshold is set to be non-negative, the
denominator of Omega Ratio satisfies this property.
Proposition 3 The denominator of the Omega Ratio satisfies the sub-additivity property for
τ ≥ 0.
Proof Let r˜1 and r˜2 be the random returns of two assets and let τ be some non-negative value,
then the following equations hold:
Ω(r˜1) + Ω(r˜2) = E[(τ − r˜1)+] + E[(τ − r˜2)+]
= E[(τ − r˜1)+ + (τ − r˜2)+]
≥ E[(2τ − r˜1 − r˜2)+]
≥ E[(τ − r˜1 − r˜2)+
= Ω(r˜1 + r˜2)
where the final inequality hold due to τ ≥ 0.
Proposition 4 The denominator of the Omega Ratio satisfies monotonicity.
Proof Let r˜2 ≥ r˜1, then we have
Ω(r˜1) = E[(τ − r˜1)+]
≥ E[(τ − r˜2)+] = Ω(r˜2),
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which implies that the denominator of the Omega Ratio satisfies the monotonicity property.
Proposition 5 Omega denominator fails translation invariance for any given threshold.
Proof Let α ∈ R and r˜1 be the random return of an asset, then
Ω(r˜1 + α) = E[(τ − r˜1 − α)+]
6= E[(τ − r˜1)+]− α = Ω(r˜1)− α,
which implies that the denominator of the Omega Ratio is not translation invariant.
From propositions 2-5 we know that the denominator of the Omega Ratio is a risk measure that
satisfies the first three properties if the threshold is equal to zero, but fails to satisfy translation
invariance. Hence, the Omega Ratio is also a not convex risk measure [Föllmer and Schied,
2002]. However, despite the shortcomings of its denominator, the Omega Ratio is considered
as a useful tool by practioners, especialy to alternative investments such as commodities and
investments in Hedge Funds.
3.4 Convex Reformulation of Omega Ratio
In this section, we analyze the properties of the portfolio optimization problem defined in
(3.4), where we determine portfolio weights w ∈ Rn to maximize the ratio. The Omega
Ratio maximization problem is non-convex and global optimization is applied to determine
the portfolio allocation. We show that the Omega maximization problem belongs to the class
of quasi-concave optimization problems. Furthermore, we observe that the reformulation has
certain similarities to the mean-variance framework (and in particular risk-reward ratios).
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Recall the Omega Ratio maximization problem (3.4-3.6)
max
w∈Rn
w>E[r˜]− τ
E[(τ −w>r˜)+] (3.11)
s.t. w>1 = 1 (3.12)
w ≤ w ≤ w. (3.13)
Note that we omitted the constant from the objective value function in (3.11). In proposition
6, we show that the problem (3.11) is a quasi-concave problem. To these end we first recall an
important property of quasi-concave functions.
Theorem 1 The ratio of a concave and a convex function is a quasi-concave function [Boyd
and Vandenberghe, 2004].
Proposition 6 Let w ∈ Rn be the portfolio weights, and r˜ the Rn-valued random vector of
asset returns, then the Omega ratio is a quasi-concave function.
Proof Recall that the Omega of the portfolio is given by:
Ω(r˜p) =
w>E[r˜]− τ
E[(τ −w>r˜)+]
The numerator, w>E[r˜]−τ , of the objective value function is linear inw, where its denominator,
E[(τ − w>r˜)+], is convex in w. As a result, the objective value function in (3.11) is a ratio
of a linear and a convex function. By Theorem 1 this implies that the objective function is
quasi-concave in w.
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3.5 Exact Solution of the Omega Ratio Maximization
Recall that for asset i, the Omega Ratio is defined as:
Ω(r˜i) =
∫ +∞
τ
[1− F (ri)]dri∫ τ
−∞ F (ri)dri
. (3.14)
By integration by parts and some algebraic transformation, the Omega Ratio can be written
as
Ω(r˜i) =
∫ +∞
τ
(r˜i − τ)f(ri)dri∫ τ
−∞(τ − r˜i)f(ri)dri
=
E
[
(r˜i − τ)+]
E
[
(τ − r˜i)+]
=
E(r˜i)− τ
E
[
(τ − r˜i)+]
+ 1. (3.15)
Therefore, the Omega Ratio of a portfolio is given by:
Ω(r˜p) =
w>E[r˜]− τ
E[(τ −w>r˜)+] + 1. (3.16)
In this chapter, we investigate portfolio optimization problems that aim to maximize the Omega
Ratio subjected to additional constraints on portfolio weights. The Omega maximization prob-
lem can be written as
max
w∈Rn
w>E[r˜]− τ
E[(τ −w>r˜)+] (3.17)
s.t. w>1 = 1 (3.18)
w ≤ w ≤ w. (3.19)
The objective is to determine the allocation that gives the optimal weights (w ∈ Rn) that result
in the portfolio with the maximum Omega Ratio. The constraints above relate to the budget
constraint and the upper and lower bound on any individual investment. Any additional convex
constraints can be also taken into consideration.
The rest of the chapter is organized as follows. First, we illustrate how the exact solution for
the Omega Ratio maximization problem can be obtained by solving a sequence of optimization
problems. The methodology is a direct analog to the mean-variance and Sharpe maximization
frameworks. Second, we show that the exact solution can be also obtained by solving a single
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optimization problem.
3.5.1 Risk versus Return Optimization
The objective function (3.17) is not in general convex in w. Consequently, local optima may
exist. However, the objective function is a ratio of concave (linear) and a convex function of
w, and therefore the function is quasi-concave [Boyd and Vandenberghe, 2004]. Quasi-concave
functions can exhibit a number of local optima, which are not necessarily global. This explains
the empirical evidence described by the Kane et al. [2009] that Omega maximization problem
result in a number of local optima. However, sub-level sets of a quasi-concave function can
be represented via a family of concave inequalities. Moreover, quasi-concave problems can be
solved to global optimality by solving a number of concave problems [Boyd and Vandenberghe,
2004].
An exact solution for the Omega Ratio maximization problem can be obtained solving a se-
quence of optimization problems. The bi-section algorithm described in chapter 2 could be
employed. However, we are approaching the problem using an efficient frontier approach. This
approach is a direct analogue to mean-variance framework. The objective is to minimize the
risk of a portfolio given the required expected return over the threshold τ .
min
w∈Rn
{
E
[(
τ −w>r˜)+] : w>r − τ ≥ ci,w ≤ w ≤ w,1>w = 1} (3.20)
Note that the optimization problem (3.20) for a given value of c belongs in the class of convex
problems. The highest value of c (u) is equal to w∗>r− τ , where w∗ is defined by the following
problem:
max
w∈Rn
{
w>r : w ≤ w ≤ w,1>w = 1
}
(3.21)
By setting c = u, the solution of the optimization problem (3.20) is the portfolio with the
maximum expected return and the lower associated risk; as measured by the denominator of
the Omega Ratio. The lowest value of c (l) is equal to w∗>r − τ , where w∗ is determined by
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Figure 3.3: The Omega frontier from the Omega Ratio maximization following the methodology
described in subsection 2.1. The frontier is a direct analogue to the mean-variance efficient
frontier. The slope of the tangent to the frontier passing through the origin gives the maximum
Omega Ratio and indicates the associated portfolio.
solving the problem (3.20) without the constraint for the numerator
min
w∈Rn
{
E
[(
τ −w>r˜)+] : w ≤ w ≤ w,1>w = 1} (3.22)
The global minimum risk portfolio (as measured by the 1st order lower partial moment) is given
by setting c = l. The portfolio with the maximum Omega can be obtained by calculating the
Omega for each solution given by the sequence of the optimization problems (3.20).
The graphical illustration of this problem displays interesting similarities with the mean-
variance framework and Sharpe Ratio maximization. The output extracted by changing c ∈
[l, u] in (3.20) is a Pareto frontier in the Omega numerator and denominator. This frontier
exhibits similarities with the efficient frontier of mean variance optimization. No point above
the frontier is attainable and for any point below, there exists a solution that an investor can
chose to be better off. We call this the Omega frontier.
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The Omega frontier is concave and non-decreasing. This arises from the convexity property of
the optimization problem (3.20). The affiliated Omega Ratio for each point on the frontier is
given by the slope of the line passing through it and the origin. The goal is to find the line
with the maximum slope that passes through the origin and a point on the frontier. Since the
frontier is non-decreasing and concave, the tangent from the origin to the frontier yields the
portfolio with the maximum Omega.
To sum up, the exact solution of the Omega maximization problem can be found either by
taking the combination that yields the maximum ratio, or, by finding the tangent from the
origin to the frontier. Faster algorithms - such as bi-section - could be used to solve the
above problem. The choice of a much simpler and slower algorithm is to illustrate the analogy
between the mean-variance framework combined with Sharpe Ratio maximization and Omega
Ratio maximization. In the next subsection, we consider a more direct method for computing
the maximum Omega Ratio.
3.5.2 Exact Reformulation as a Linear Program
In the previous section, we have shown that the exact solution can be found by solving a family
of convex problems in an analogy to the mean-variance framework and Sharpe maximization.
In this subsection we introduce a direct method to solve the problem as a linear program. This
LP formulation yields the global optimum for the Omega ratio maximization problem.
The discrete analogue for Omega following from equation (3.16) is
Ω =
w>r− τ∑
j[τ −w>rj]+pj
(3.23)
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Then, the optimization problem is
max
w
w>r− τ∑
j[τ −w>rj]+pj
(3.24)
s.t.
∑
wi = 1 (3.25)
w ≤ w ≤ w (3.26)
Let r1, r2, . . . , rm denote m samples of the random asset returns r˜, uj = [τ − w>rj]+ and
pj = p = 1/m, then problem can be written as:
max
w∈Rn, u∈Rm
wT r¯ − τ
(1/m)1Tu
s. t. ui ≥ τ −wTri ∀i = 1, . . . ,m
ui ≥ 0 ∀i = 1, . . . ,m
1Tw = 1
w ≤ w ≤ w
wT r¯ ≥ τ.
(3.27)
The above minimization problem it is a linear-fractional program, since it is a minimization of
a ratio of affine functions over a polyhedron [Boyd and Vandenberghe, 2004].
Let the feasible set {w,u| 1>w = 1,u ≥ τ − wTr,u ≥ 0,wT r¯ ≥ τ,w ≤ w ≤ w} 6= ∅, the
optimization problem (3.27) can be written as an equivalent linear program as follows (see Boyd
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and Vandenberghe [2004] p. 39-42,151-152)
max
s∈Rn, q∈Rm, z∈R
sT r¯ − τz
s. t. qi ≥ τz − sTri ∀i = 1, . . . ,m
qi ≥ 0 ∀i = 1, . . . ,m
1Tq = 1
1Ts = z
zw ≤ s ≤ zw
sT r¯ ≥ τz
z ≥ 0
(3.28)
It can be shown that the Omega maximization problem is equivalent to linear program (3.28),
by introducing the scalar variable z to homogenize the problem. A change in the initial variables
is needed, in order to formulate the problem (3.27) as a linear program. The family of variables
u changes to the new variables q and its dimension is equal to the number of asset returns.
The family of variables w transforms to the new family of variables s, where s is a vector of
same dimension as assets. At the end of the procedure s needs to be normalized. The rescaled
s maximizes (3.27).
While Omega maximization has been considered as a non-convex problem, we have shown that
the global maximum can be obtained solving a single linear program. This is due the fact that
the Omega ratio is quasi-concave in portfolio weights. Heuristic, meta-heuristic, and threshold
acceptance methods cannot ensure global optimality, are complicated in implementation and
are time-consuming. In addition, heuristic optimization techniques need experience in order
to be tuned [Gilli et al., 2006]. The above linear program not only ensures global optimality,
but is also simple and fast to solve. This allows us to consider a larger number of assets, add
additional constraints, and examine more complex formulations. Broadly, this result will help
research on this performance measure, and make its implementation by practitioners effortless
and more attractive.
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Minimum Average Maximum
Return 0.05% 0.63% 1.11%
Standard Deviation 1.24% 2.60% 4.89%
Skewness -11.56 -2.14 0.77
Kurtosis 3.08 21.37 147.15
Table 3.1: Descriptive statistics for the 14 Hedge Fund indices. The statistics are based on
monthly returns.
3.6 Empirical Results
In this section, two empirical examples are presented. The first example is an application of the
optimization program (3.20) for a single period. The purpose of the example is to illustrate the
analogy between mean variance analysis (and Sharpe Ratio maximization) and Omega Ratio
maximization. The second empirical example is an application of the linear-fractional program
presented in the previous section, using moving windows of 48 and 60 months. The rebalancing
is done monthly and the out of sample performance is compared with the portfolio constructed
by maximizing the Sharpe Ratio and the equally weighted portfolio.
The data used for both examples are monthly returns of fourteen Credit Swiss/Tremont Hedge
Fund indices for the period 04/1994 - 10/2008. The reason for using Hedge Fund data for
the back-test is the non-normality of their return and their exposure to higher order moments.
Table 3.1 highlights the non-normality of the underlying assets. The returns are on average
negatively skewed. Moreover, they exhibit fat tails. The minimum kurtosis is slightly higher
than the normal. However, on average the kurtosis is in excess of 20 with the maximum being
about 147. No transaction costs are considered since Hedge Funds do not charge any transaction
costs 1.
3.6.1 Omega Maximization using Omega Frontier
It is shown in section 3.5.1 that an exact solution for Omega maximization can be obtained
by solving a family of convex optimization problems. Without allowing for short-sale, and
following the procedure described in section 3.5.1, the Omega frontier (figure 3.3) is obtained.
1Management and performance fees are subtracted before the estimation of their Net Asset Value
3.6. Empirical Results 43
The Omega frontier is, as expected, non-decreasing and concave, as in the case of mean-variance
framework. The dots represent the underlying assets and the circle indicates the point at which
the line is tangent to the frontier, i.e. the portfolio that yields the maximum Omega Ratio.
This portfolio is found by drawing the tangent to the frontier from the origin. This portfolio
yields a value for Omega ratio equal to 12.6791. The solution has been reached by solving one
hundred convex problems in order to compute the frontier. However, the number of convex
problems needed to be solved can be reduced dramatically by employing other algorithms (e.g.
bi-section). This procedure is intended to illustrate the relation of Omega maximization with
the mean-variance framework and Sharpe maximization. The methodology presented in section
3.5.2 is the fastest and most accurate way to solve the Omega maximization problem.
3.6.2 Omega Ratio Maximization as a Linear Program
Here, we present an application of the methodology described in section 3.5.2. At the end of
every month, the portfolio that will be held for a month is selected. The empirical study is
implemented using rolling windows of 48 and 60 months length. The window is rolled by one
month, as only monthly returns are available for this dataset. The out-of-sample performance
of the portfolio with the maximum Omega is compared with the performance of the equally
weighted portfolio and the portfolio with the maximum (in-sample) Sharpe Ratio.
The strategy that assigns an equal weight, wi = 1n , on every asset in the portfolio is called
Equal-Weighted Strategy (EWS). At the beginning of the period, the investor allocates the same
proportion of its wealth to every asset. Even though that this strategy is not sophisticated,
the diversification it yields is natural and it does not arise from the statistical properties of
the underlying assets returns. Due to its simplicity and diversification, this strategy is widely
applied by practitioners.
The Sharpe Ratio is the most commonly known and used performance measure, since its intro-
duction. Despite the well-known drawbacks of the Sharpe Ratio, both, academics and practi-
tioners use this performance measure in order to rank investment opportunities, as a benchmark,
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Figure 3.4: Out-of-sample performance for the Omega Ratio Strategy (continuous line), the
Sharpe Ratio Strategy (dashed line) and the Equally-Weighted Strategy (dotted line) using 48
monthly returns for the optimization procedure. The first panel shows the value for a dollar
investment at the beginning of the period. The second panel illustrates the monthly returns.
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Figure 3.5: Out-of-sample performance for the Omega Ratio Strategy (continuous line), the
Sharpe Ratio Strategy (dashed line) and the Equally-Weighted Strategy (dotted line) using 60
monthly returns for the optimization procedure. The first panel shows the value for a dollar
investment at the beginning of the period. The second panel illustrates the monthly returns.
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and as an objective for portfolio construction. In this study we also consider the strategy where
the portfolio is rebalanced by maximizing Sharpe Ratio (SRS).
The procedure is structured as follows. At the end of each month, the performance of the
underlying assets is observed. The return for each strategy is calculated using the weights
selected at the end of the previous month. Based on the historical returns for the last 48
and 60 months, we run the optimization program (3.28) that results the portfolio composition
with the maximum Omega. The portfolio with the maximum Sharpe ratio is found, following
the methodology described in Pinar and Tutuncu [2005]. No short sales are allowed. Next,
the window is rolled forward by one month and the procedure is repeated. The results are
summarized in Table 3.2, and figures 3.4 and 3.5.
As can be seen from figures 3.4 and 3.5, all three strategies have comparable performance. The
cumulative return for a period of ten years does not differ dramatically. Though, cumulative
return of the Omega Ratio Strategy (ORS) for the shorter window is consistently higher than
the performance for the rest two strategies.
Table 3.2 provides more information for the performance of each strategy. For this particular
dataset, the ORS clearly dominates the EWS. The first and third moments for ORS are higher
than those for EWS, while the second and forth moments are lower. As a result, the out-of-
sample Sharpe Ratio and the Omega Ratio are higher for the ORS than for EWS. Therefore, any
rational investor would favor the ORS instead of EWS. Compared to SRS, the ORS resulted in
higher mean and skewness, and lower kurtosis. The standard deviation was only slightly higher
for the ORS, and therefore the out-of-sample Sharpe Ratio for the ORS was higher than that
for the SRS; despite the fact that the SRS selects the portfolio with the maximum Sharpe ratio
in-sample. The out-of-sample Omega Ratio was also higher for the ORS.
Maximum drawdown is an important measure for portfolio managers. This measure is of high
importance, since a number of redemptions follow a big drop. The maximum drawdown for
the ORS is much lower compared to that of EWS and SRS. The reason is the emphasis on the
lower patial moment in the Omega Ratio. For the 48-month window, the maximum drawdown
for the SRS is almost double of that of ORS, and for the 60-month window is 50% higher. For
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both window sizes, the maximum drawdown for the EWS was around three times higher than
that of the ORS.
Measures associated with the tail risk have a central role in risk management. Value-at-risk
(VaR) and Conditional Value-at-risk (CVaR) are the most commonly used risk measures. The
95% and 99% VaR and CVaR (with an exemption for 95% VaR for the longer window) are
lower for the ORS compared to the other two strategies.
The ORS clearly dominates the EWS in every aspect. The ORS yields higher odd moments,
Sharpe Ratio, and Omega Ratio, and also lower even moments, maximum drawdown, VaR and
CVaR than the EWS. On the other hand the results for the ORS and SRS are comparable, but
the ORS performed better in the majority of the measures examined. The most remarkable
finding is that ORS resulted higher out-of-sample Sharpe Ratio, than SRS.
Descriptive statistics from out-of-sample performance
48 months 60 months
Omega Sharpe EW Omega Sharpe EW
Mean 0.70% 0.59% 0.53% 0.69% 0.64% 0.61%
Standard Deviation 0.83% 0.79% 1.31% 0.75% 0.70% 1.25%
Skewness -0.8578 -1.7524 -1.9719 -0.6079 -1.6906 -2.0576
Kurtosis 4.7558 7.3421 10.6906 3.9061 8.8137 12.6
Maximum Drawdown 3.71% 6.40% 9.17% 3.28% 4.46% 9.17%
95%-VaR 0.72% 0.88% 1.60% 0.84% 0.63% 1.48%
95%-CVaR 1.44% 1.81% 3.28% 1.20% 1.37% 2.94%
99%-VaR 1.83% 2.50% 5.11% 1.41% 1.96% 5.11%
99%-CVaR 2.16% 2.62% 5.59% 1.62% 2.44% 5.59%
Omega 7.8 5.9 3.1 8.9 8.9 4.0
Sharpe 0.84 0.75 0.41 0.92 0.91 0.49
Table 3.2: Out-of-sample performance.
The portfolio constructed by maximizing Omega dominates the equally-weighted portfolio. Odd
moments are higher, and even moments are lower for the Omega portfolio. VaR, CVaR, max-
imum Drawdown, and the number of negative months are also lower for the Omega portfolio.
The Omega portfolio results higher out-of-sample Sharpe ratio than the Sharpe portfolio, and
also higher Omega and lower CVaR. The risk free rate for Sharpe ratio and the threshold rate
for Omega ratio are set to zero.
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3.7 Conclusions
Despite the fact that the Omega Ratio maximization has been considered to be a non-convex
problem, the exact solution can be found by solving either a family of linear programs or a
single fractional linear program. Maximizing the Omega Ratio by frontier approach is a direct
analogue to the mean-variance framework and Sharpe maximization. However, the proposed
methodology in subsection 3.5.2 (i.e. the fractional linear program) is computationally more
efficient. The proposed methodologies are based on the fact that the Omega Ratio is a quasi-
concave function. The existence of local optima has led the researchers into employing global
optimization methods to solve this problem. The methodology in this chapter also permits
the consideration of further extensions to robust optimization under uncertainty, analogous to
the approach considered by Pinar and Tutuncu [2005] for the Sharpe ratio. The out-of-sample
performance of the Omega ratio is remarkable. The Omega portfolio dominates the equally
weighted portfolio in every aspect. For the Omega Ratio Strategy the average return over the
period was higher and the standard deviation was lower than those for the EW portfolio. In gen-
eral, the out-of-sample performance for the Omega portfolio was outstanding for all of the risk
measures examined, with significantly lower values for Maximum Drawdown, VaR and CVaR.
In addition, the Omega portfolio outperforms the Sharpe Ratio portfolio. The most notable
finding is that the out-of-sample Sharpe ratio for Omega portfolio is higher than the Sharpe
Ratio for the portfolio constructed by maximizing Sharpe Ratio (in-sample). These promis-
ing results in combination with the ease to implement and solve proposed methods encourage
further research on the Omega Ratio. The proposed methodology makes the Omega Ratio
maximization comparable to the mean-variance framework and Sharpe Ratio maximization,
and therefore more attractive to practitioners.
Chapter 4
Worst-case Omega Ratio
The Omega Ratio is a recent performance measure proposed to overcome the known shortcom-
ings of the Sharpe Ratio. Until recently, the Omega Ratio was thought to be computationally
intractable, and research was focused on heuristic optimization procedures. We have shown
elsewhere that the Omega Ratio optimization is equivalent to a linear program and hence can
be solved exactly in polynomial time. This permits the investigation of more complex and
realistic variants of the problem. The standard formulation of the Omega ratio requires perfect
information for the probability distribution of the asset returns. In this chapter, we investigate
the problem arising from the probability distribution of the asset returns being only partially
known. We introduce the robust variant of the conventional Omega Ratio that hedges against
uncertainty in the probability distribution. We examine the worst-case Omega Ratio opti-
mization problem under three types of uncertainty - mixture distribution, box and ellipsoidal
uncertainty - and show that the problem remains tractable.
4.1 Introduction
The seminal approach of Markowitz [1952] changed and motivated the direction of research
on portfolio selection. It is known that his proposed framework is based on assumptions that
do not hold in practice. For instance, the Markowitz framework considers only the first two
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moments of the distribution and therefore implies that the underlying asset returns are normally
distributed. However, the novel concept that the wealth allocation should be based on the
statistical properties of assets and the risk return trade-off are now regarded fundamental. On
this principle, a number of frameworks emerged that required less restrictive and more realistic
assumptions.
Consider a single-period investor who wants to maximize his wealth at the end of the horizon,
for a given level of risk; by allocating the initial wealth to the available securities. A natural
choice for the investor is to formulate a utility maximization problem. This entails assumptions
on the utility function of the investor and generally lies outside the scope of this chapter. The
second choice is to minimize the risk for a required return, or equivalently to maximize the
expected return for a given level of risk. Thus, there is an inherent trade-off between risk
and return. Whether the investor should accept a marginal increase of the risk to achieve
an increase in the expected return has led to the consideration of performance measures. The
Sharpe ratio is the first attempt to quantify the trade-off between risk and reward in investment
under uncertainty. However, its underlying assumptions have been widely criticized [Lo, 2002].
Alternative performance measures relax the strict assumptions of the Sharpe ratio (Sortino
and Lee [1994], Zakamouline and Koekebakker [2008], Keating and Shadwick [2002]). In this
chapter we are concerned with one of these, namely the Omega Ratio [Keating and Shadwick,
2002].
The Omega ratio entails the partitioning of the returns into losses and gains in excess of a
predetermined threshold and it is defined as the probability of gain by the probability of loss.
For a formal definition please refer to (4.1). The Omega ratio can be simplified to the ratio of
the expected return in excess of the threshold by the first order lower partial moment. In other
words, the Omega ratio considers the first order lower partial moment as a risk measure.
Lower partial moments have been used excessively as risk measures (Nawrocki [1999], Ogryczak
and Ruszczynski [1999]). Unlike the variance, the first order lower partial moment can cope
with skewed returns and therefore more suitable for real life applications. Empirical studies
suggest that return distributions deviate significantly from the normal distribution, especially
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for commodities and alternative investments (Deaton and Laroque [1992], Brooks and Kat
[2002]). In addition, the first order lower partial moment is linked with the second order
stochastic dominance, which is based on the axiom of risk aversion (Ogryczak and Ruszczynski
[2002a], Ogryczak and Ruszczynski [2002b]).
Kapsos et al. [2012 Forthcoming] show that the optimal Omega ratio can be computed in poly-
nomial time, using the fact that the Omega ratio is a quasiconcave function. This allows the
study of more complex related issues. In theory, the Omega ratio can be used for any distri-
bution of asset returns. Nevertheless, it assumes precise knowledge of the distribution. This is
usually inferred from historical data or is specified by an expert. Unfortunately, optimization
of the Omega Ratio can be severely biased and become over-optimistic when the probability
distribution is only partially known, or corrupted by estimation errors.
In the presence of uncertain input parameters, the Omega ratio maximization problem has
many solutions; one solution for each possible realization of the uncertain input. In order to
address the above, we employ robust optimization and adopt a worst-case approach based on
the assumption that only partial information is known regarding the uncertain inputs (Ben-Tal
and Nemirovski [1998], Tütüncü and Koenig [2004]). In other words, instead of using a single
value for the input parameters, we assume that the realization of the input parameters will be
within an uncertainty set. This worst-case approach of the framework provides an immunization
against the worst-case scenario for all possible realizations of the uncertain input. More specif-
ically, we establish the worst-case Omega Ratio maximization under a mixture distribution
with uncertain mixing probabilities, box and ellipsoidal uncertainties. These type of uncer-
tainty specifications have been examined under CVaR optimization by (Zhu and Fukushima
[2009]) We show that the problem remains tractable and can be solved in polynomial time.
The rest of the chapter is organized as follows. In section 4.2, we show two methodologies that
can be used to solve the standard Omega ratio maximization. In section 4.3, we define the worst-
case Omega Ratio and show that its computation remains tractable under a mixture distribution
with unknown mixing probabilities, ellipsoid and polyhedral uncertainty sets. Finally, in section
4.4, we apply the worst-case Omega ratio maximization on artificial and market data.
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4.2 Omega Ratio Optimization
Consider an investor that faces the wealth allocation problem with n securities. We denote
the current time as t = 0 and t = T as the end of the investment horizon. The portfolio is
characterized by a vector of weights x ∈ X ⊆ Rn, whose components add up to 1. The element
xi denotes the percentage of total wealth invested in the ith asset at time t = 0. Let yi denote
the random return of asset i and the ith element of the vector y ∈ Rn. The random return of
a portfolio of assets is given by x>y. With f(yi) and F (yi) we denote the probability density
and cumulative distribution functions, respectively.
Keating and Shadwick [2002] define the Omega ratio as:
Ω(yi) =
∫ +∞
τ
[1− F (yi)]dyi∫ τ
−∞ F (yi)dyi
, (4.1)
which can be simplified to
Ω(yi) =
E(yi)− τ
E[τ − yi]+ + 1, (4.2)
where τ a threshold partitions the returns to desirable (gain) and undesirable (loss). The choice
of the value for τ is left to the investor and can be set for example to be equal to the risk-free
rate or zero. The Omega ratio is defined as the ratio of the area on the right of the threshold
and above the cumulative distribution, over the area on the left of the threshold and below the
cumulative distribution. We refer to figure 4.1 to illustrate the intuition behind the Omega
Ratio.
The Omega ratio makes use of the probability distribution of the underlying assets. Probability
distributions can be classified into two major categories; continuous and discrete. A continuous
probability distribution has no mass points, i.e. Pr(y = u) = 0. In contrast, a discrete
probability distribution is characterized by a mass function, i.e.
∑
u Pr(y = u) = 1.
Under a continuous probability distribution the Omega ratio for a portfolio is defined as
Ω(x) =
x>Ep(y)− τ
Ep([τ − x>y]+) + 1, (4.3)
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Figure 4.1: Graphical illustration of the Omega ratio.
whereas its discrete analogue is
Ω(x) =
x>(Y >pi)− τ
pi>
[
τ1− (Y x)
]+ + 1, (4.4)
where Y ∈ RS×n the matrix that contains the S sample returns for the n assets and pi the
vector with the probabilities for each sample return.
A reasonable criterion for an investor would be to hold the portfolio corresponding to the
maximum Omega Ratio. Kapsos et al. [2012 Forthcoming] have proposed two alternatives for
the Omega maximization problem. For the case of the continuous probability distribution, they
propose the use of an Efficient Frontier approach, whereas for the discrete case they employ
linear-fractional programming.
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4.2.1 Continuous distribution
According to Kapsos et al. [2012 Forthcoming], the Omega maximization problem can be solved
using the efficient frontier approach i.e. by solving the following problem for different δ, evaluate
the solutions and keep the solution with the maximum Omega ratio
max
x
δ(x>Ep(y)− τ)− (1− δ)Ep([τ − x>y]+) (4.5)
s.t. x ∈ X , (4.6)
where X is a convex set that typically includes the budget constraint 1>x = 1, upper and
lower bounds on the weights, etc. The solution of the above sequence of problems yield the
efficient Omega frontier. The portfolio with the optimal Omega Ratio is given by the solution
that corresponds to the maximum Omega Ratio.
4.2.2 Discrete distribution
When the underlying distribution is discrete, the Omega maximization problem can be written
as follows
max
x,u
x>(Y >pi)− τ
pi>u
(4.7)
s.t. u ≥ τ1− Y x (4.8)
u ≥ 0 (4.9)
1>x = 1 (4.10)
x ≤ x ≤ x (4.11)
x>(Y >pi) ≥ τ, (4.12)
where the auxiliary variable u is introduced to deal with the max-function.
The above can be solved as linear program by employing linear-fractional programming [Kapsos
et al., 2012 Forthcoming]. A change in the initial variables is needed, in order to formulate the
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problem the above as a linear program [Boyd and Vandenberghe, 2004]. The auxiliary variables
u changes to the new variables q and its dimension is equal to the number of sample returns.
The asset weights x change to the variables w. The scalar z is a homogenization variable. The
Omega ratio maximization problem becomes
max
w,q,z
w>(Y >pi)− τz (4.13)
s.t. pi>q = 1 (4.14)
w>(Y >pi) ≥ τz (4.15)
q ≥ τz1− Y w (4.16)
q ≥ 0 (4.17)
1>w = z (4.18)
zx ≤ w ≤ zx (4.19)
z ≥ 0. (4.20)
The optimal solution of the optimization problem (4.7-4.12) x∗ is equal to w∗
1>w∗ .
4.3 Worst-Case Omega Ratio (WCOR)
The optimisation of the Omega Ratio requires exact knowledge of the probability distribution
of asset returns, y. This is usually estimated from historical data or specified exogenously.
However, when this probability distribution is imprecise due to partial knowledge or estimation
errors, the optimal solution can be biased and overoptimistic. To this end we introduce the
worst-case Omega ratio, a robust variant of the original problem.
Definition 1 The worst-case Omega Ratio (WCOR) for a fixed x ∈ X with respect to a set of
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probability distributions is defined as
WCOR(x) ≡ inf
p∈P
x>Ep(y)− τ
Ep([τ − x>y]+) , (4.21)
and its discrete analogue as
WCOR(x) ≡ inf
pi∈Π
x>(Y >pi)− τ
pi>
[
τ1− (Y x)
]+ . (4.22)
where the density functions are only known to belong to a set P or Π of distributions.
In the rest of the section we examine three types of uncertainties. First we consider the
mixture distribution uncertainty where it is known that the underlying distribution is a mixture
distribution with known continuous mixture components but unknown mixture weights. For
this type of uncertainty we are employing the efficient frontier approach. Secondly, we consider
the case of discrete distribution with ellipsoidal and box uncertainties. We show that we can
obtain a tractable solution by employing the fractional linear solution for the Omega ratio
maximization.
4.3.1 Mixture Distribution
Mixture models are used in robust statistics in modelling financial data distributions [Peel and
McLachlan, 2000]. A mixture distribution is defined as a convex combination of probability
density functions, known as the mixture components. The weights associated with the mixture
components are called mixture weights. In general, mixture distributions are considered to be
flexible. For instance, a skewed distribution with two modes can be constructed out by two
normal distributions (see figure 4.2). Marron and Wand [1992] show that any density function
can be approximated arbitrarily closely by a mixture distribution. Hall et al. [1989] suggest
that mixture of normal distributions can be used to explain the fat-tails of commodity futures.
Following the above, we assume that the distribution of y is characterised by the mixture of a
set of prespecified distributions with unknown mixture weights.
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Figure 4.2: Possible mixture distributions out of two normals with same variance and different
mean (red and and green lines). The mixture could be skewed, kurtotic, single- or multi-mode.
Let
Λ ≡
{
λ = (λ1, ..., λl) :
l∑
i=1
λi = 1, λ ≥ 0, i = 1, ..., l
}
.
Let the distribution of y being characterized by a mixture of a set of distributions with unknown
mixing parameters such that
p(y) ∈ P =
{
l∑
i=1
λip
i(y) : λ ∈ Λ
}
, (4.23)
where λi the unknown mixture weight for the probability distribution pi(y). The robust strategy
will be based on the unknown mixture weights.
Since the underlying distribution is continuous, we employ the efficient frontier approach de-
scribed in section 4.2. The robust counterpart of (4.5) is
max
x∈X
min
p∈P
δ(x>Ep(y)− τ)− (1− δ)Ep([τ − x>y]+). (4.24)
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We define
F i(x) = δ(x>Ep(y)i − τ)− (1− δ)Epi([τ − x>y]+). (4.25)
Given the uncertainty set (4.23) and equation (4.25) the problem (4.24) becomes
max
x∈X
min
λ∈Λ
∑
λiF
i(x) (4.26)
⇔ max
x∈X
min
i
F i(x), (4.27)
since (4.26) is concave in x and affine in λ.
The above discrete maxmin optimization problem is equivalent to
max
x∈X ,θ∈R
{
θ : F i(x) ≥ θ ∀i = 1, ..., l
}
. (4.28)
Therefore, under the mixture distribution uncertainty the optimization problem (4.24) becomes
max
x∈X ,θ∈R
{
θ : δ(x>Ep(y)i − τ)− (1− δ)Epi([τ − x>y]+) ≥ θ ∀i = 1, ..., l
}
. (4.29)
In order to obtain the portfolio with the maximum worst-case Omega ratio, the above problem
needs to be solved for different values of δ. A simple algorithm is provided below.
Algorithm 1 Find maximum worst-case Omega ratio
Set δ = 0, wcor = −∞, x∗ = 0
While δ ≤ 1
Solve (4.29) and get xcandidate
Set minOR = min {Omega ratio for each distribution}
if minOR > wcor
wcor = minOR, x∗ = xcandidate
δ = δ + step
return x∗, wcor
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4.3.2 Discrete Distribution
In this subsection, we consider the case where y is governed by a discrete distribution. We
assume that the nominal (expected) discrete distribution is given. We investigate the cases
where uncertainty is characterised in terms of a box (hyper-rectangle), or an ellipsoid.
Let Y ∈ RS×n be characterized by the discrete distribution such that Y > = {y1, ...,yS} with
Pr{yk} = pik and
∑S
k=1 pik = 1, pik ≥ 0, k = 1, ..., S and pi = (pi1, pi2, ..., piS)>. Let pi ∈ Π
to be uncertain, following by the linear-fractional programming solution (4.14-4.20) and the
worst-case Omega ratio definition (4.22) then the worst-case Omega ratio is given by
max
θ,w,q,z
min
pi
θ (4.30)
s.t. (Y w)>pi − τz ≥ θ (4.31)
pi>q = 1 (4.32)
q ≥ τz1− Y w (4.33)
q ≥ 0 (4.34)
1>w = z (4.35)
zx ≤ w ≤ zx (4.36)
θ, z ≥ 0. (4.37)
Box Uncertainty
In this subsection, we assume that the nominal/expected probability and the upper and lower
bounds are known. Therefore this box uncertainty is specified by the following set
{pi = pi + ε,1>ε = 0, ε ≤ ε ≤ ε} (4.38)
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where pi the nominal/expected probability vector, and ε the deviation from the expectation.
The constraint 1>ε = 0 ensures that pi remains a probability distribution for all possible
realizations of ε. Under this specification, the constraints (4.31-4.32) become
(Y w)>pi + (Y w)>ε− τz ≥ θ (4.39)
pi>q + ε>q = 1. (4.40)
For fixed θ,w, q, z the problem (4.30-4.37) is minimized when
min
ε
{
(Y w)>ε : ε>q + pi>q = 1,1>ε = 0, ε ≤ ε ≤ ε
}
(4.41)
The dual of the above can be written as (see appendix 4.A)
max
µ1,µ2,ν1≤0,ν2≤0
{
− µ1 + pi>q + ν>1 ε− ν>2 ε : Yw + µ1q + µ21+ ν2 = ν1.
}
. (4.42)
Therefore the minmax optimization problem (4.30-4.37) can be written as
max
θ,w,q,z,µ1,µ2,ν1,ν2
θ (4.43)
s.t. (Y w)>pi − µ1 + pi>q + ν>1 ε− ν>2 ε− τz ≥ θ (4.44)
Y w + µ1q + µ21+ ν2 = ν1 (4.45)
q ≥ τz1− Y w (4.46)
q ≥ 0 (4.47)
1>w = z (4.48)
zx ≤ w ≤ zx (4.49)
θ, z ≥ 0 (4.50)
ν1,ν2 ≤ 0. (4.51)
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Ellipsoidal Uncertainty
Another commonly used type of uncertainty is the ellipsoidal uncertainty. Assume that pi can
vary in an ellipsoid, i.e.
pi ∈ Π ≡
{
pi = pi + Aε,1>Aε = 0,pi + Aε ≥ 0, ||ε|| ≤ 1
}
where ||ε|| is the L2 norm, pi is the nominal/expected probability and the center of the ellip-
soid, and A ∈ RS×S is the scaling matrix of the ellipsoid. As with the box uncertainty, the
remaining conditions follow from pi being a probability distribution. Under this specification
of the uncertainty set, the constraints (4.31-4.32) become
(Y w)>pi + (Y w)>Aε− τz ≥ θ (4.52)
pi>q + (Aε)>q = 1. (4.53)
For fixed θ,w, q, z the problem (4.30-4.37) is minimized when
min
ε
{
(Y w)>Aε : ε>q + (Api)>q = 1,1>Aε = 0,pi + Aε ≥ 0,pi + Aε ≥ 0
}
. (4.54)
The dual of the above can be written as the following second-order cone program (see appendix
4.B)
max
µ1,µ2,ν1,ν2
{
µ1(Api)
>q − µ1 − ν>1 pi − ν2 : ξ = −A>Y w − µ1q − µ2A>1+A>ν1, ||ξ|| ≤ ν2,ν1 ≥ 0
}
. (4.55)
Strong conic duality guarantees the zero duality gap if the programs (4.54) and (4.55) have
interior feasible points (Lobo et al. [1998], Boyd and Vandenberghe [2004]).
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Therefore the minmax optimization problem (4.30-4.37) can be written as
max
θ,w,q,z,µ1,µ2,ν1,ν2
θ (4.56)
s.t. (Y w)>pi − µ1 + µ1(Api)>q − ν>1 pi − ν2 − τz ≥ θ (4.57)
− A>Y w − µ1q − µ2A>1+ A>ν1 = ξ (4.58)
q ≥ τz1− Y w (4.59)
q ≥ 0 (4.60)
1>w = z (4.61)
zx ≤ w ≤ zx (4.62)
||ξ|| ≤ ν2 (4.63)
θ, z ≥ 0 (4.64)
ν1 ≤ 0. (4.65)
4.3.3 The Choice of the Uncertainty Set
The choice of the uncertainty set is central in robust optimization. The modeller needs to choose
between different alternatives for modelling the uncertainty and determine the uncertainty
set. Different uncertainty sets may lead to significantly different decisions. The modeller also
needs to consider the trade-off between robustness and performance. Larger uncertainty sets
may result in pessimistic strategies, possibly leading to poor out-of-sample performance, in
the absence of extreme realisations of the uncertainty. Smaller uncertainty sets lead to loss in
robustness. The modeller needs to consider the features of the problem to specify an appropriate
uncertainty set.
Under mixture distribution uncertainty, the modeller has to determine the mixture components.
This can be specified exogenously, or based on the analysis of historical data using different
subsets. A partitioning of the dataset would result in different parameters for the same type of
distribution (e.g. normal distribution with different µ and Σ). A third alternative is to identify
periods with different behaviour for the underlying assets and use the historical data as samples
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for computing the expectation. We employ the latter alternative in the application discussed
in section 4.4.
For the case of the box uncertainty we assume that the nominal distribution and thus the
pi ∈ RS is known. The upper and lower bound can be chosen as
εj = max{pij − γmax{|pij − pii|}, 0} and εj = max{pij + γmax{|pij − pii|}, 0}
where γ a non-negative number. We note that the solution becomes more conservative as γ
increases. When a set of possible distributions is also given (i.e. pii ∈ RS,∀i = 1, ...,m) the
bounds can be chosen as εj = γmaxi=1,,m{pij − piij} and εj = γmaxi=1,,m{piij − pij}.
The ellipsoidal uncertainty is in general harder to specify. The special case of a diagonal A
matrix is possible where the ith diagonal specifies the estimate for the probability of pij. If all
pij have equal probability ρ, the ball uncertainty is {pi : ‖pi − pi‖ ≤ ρ} and the value of ρ can
be specified as ρ = δmaxi=1,...,m{pii − pi}.
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Figure 4.3: Ellipsoidal uncertainty set
It is important to note that the box uncertainty is in general more conservative than the ellip-
soidal uncertainty. In figure 4.3, the box containing all points in the ellipsoid is a bigger set than
the ellipsoid. The difference between the uncertainty sets is magnified as the dimensionality
increases, especially for a large number of dimensions where the ’mass’ of the set lies in an area
in the neighbourhood of the bounds.
64 Chapter 4. Worst-case Omega Ratio
4.4 Numerical Results
In this section, we consider the worst-case Omega ratio application under mixture distribution
uncertainty. Initially we apply the methodology on artificial data and we illustrate the plausible
features of the robust approach. In the last part of this section we apply the methodology
on real data and we compare its out-of-sample performance with the nominal Omega ratio
maximization. In both cases, we are using the discrete analogue of (4.28), i.e.
max θ (4.66)
s.t. δ(x>µi − τ)− (1− δ) 1
Si
1>ui ≥ θ ∀i = 1, ..., l, (4.67)
ui ≥ τ1− Y ix ∀i = 1, ..., l, (4.68)
ui ≥ 0 ∀i = 1, ..., l, (4.69)
0 ≤ x ≤ 1, (4.70)
1>x = 1, (4.71)
where µi the vector with the expected returns for the ith mixture component, Si the number
of samples from the ith mixture component, ui an auxiliary variable introduced to linearise the
max function in (4.28) and Y i the Si× n matrix that contains the sample returns from the ith
distribution for the n assets.
4.4.1 Artificial data
In this subsection, we apply the methodology described in section 4.3.1 on artificial data.
We examine the case with three assets and three mixture components. The data have been
generated randomly. Table 4.1 shows some descriptive statistics of the dataset. We solve the
optimization problem (4.66-4.71) in two different set-ups. First we solve the problem assuming
three mixture components. The results are presented in figure (4.4) on the top left panel. The
dots show the worst-case Omega for each value of δ. The circle shows the maximum worst-case
Omega ratio. For each value of δ we evaluate the solution obtained from problem (4.66-4.71)
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Dist. 1 Dist. 2 Dist. 3
Asset 1 Asset 2 Asset 3 Asset 1 Asset 2 Asset 3 Asset 1 Asset 2 Asset 3
Mean 4.73% 2.23% 3.12% 4.19% 5.48% 3.74% 4.95% 7.33% 4.38%
St. Deviation 6.07% 6.14% 5.35% 8.21% 9.25% 8.15% 8.97% 11.34% 9.72%
Skewness 0.04 0.11 0.09 -0.38 -0.02 -0.34 0.00 0.40 0.24
Kurtosis 2.46 3.48 3.16 3.15 2.74 3.39 2.68 2.96 2.98
Table 4.1: Artificial Data
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Figure 4.4: Worst-case Omega ratio maximization example using artificial data.
for each mixture component. The corresponding Omega ratio is shown by the three lines on
the top left panel. For each mixture distribution we also solve the problem (4.66-4.71). Note
that for l = 1 this optimization problem is equivalent to the non-robust variant. In all cases,
the threshold τ = 3%. These results are presented in the rest three panels of figure 4.4.
This example highlights some interesting features of the robust optimization problem. On
the optimal solution, the constraint (4.67) is binding for more than one distribution. We
also observe the effect of solving the problem simultaneously for all possible distributions.
Solving the problem for each distribution individually and then keep the worst solution is an
overoptimistic approach. For example, among the three distributions, distribution 1 yields the
lowest maximum Omega. In this case the Omega ratio is about 2.05. However, if the second
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Name Ticker Description
Equities SPY Tracks the performance of 500 large-cap US stocks.
Bonds IEF Tracks the performance of US bonds with maturities 7-10 years.
Gold GLD Tracks the performance of physical gold investment.
Table 4.2: Underlying assets.
or third distribution realize, the Omega ratio of the optimal portfolio under distribution 1 will
yield an Omega ratio of 1.45 and 1.72, respectively. On the other, the robust formulation
guarantees that the Omega ratio will be at least 1.87. We also note that for each value of δ the
Omega ratio for each distribution individually is higher than the corresponding Omega ratio
under the robust setup.
4.4.2 Real Data
Data
In this section, we evaluate and compare the worst-case Omega ratio under mixture distribution
uncertainty, and the nominal (non-robust) Omega ratio maximization. For this application, we
use publicly available data from Yahoo finance. We consider the problem with three Exchange
Traded Funds (ETFs) ((table 6.1), spanning three asset classes. For the equity asset class, we
are using SPY; an ETF that tracks the performance of S&P500. S&P500 is the most common
equity index and is often used as a benchmark for the developed equities. The fixed income
asset class is represented by IEF; an ETF that tracks the performance of the US Government
bonds with maturities between 7 and 10 years. Finally, we use GLD, an ETF that provides
exposure to physical gold. Despite the small number of assets in our sample, our universe can
be considered well diversified since these underlying assets tend to have low correlation on the
long-run. Equities and Bonds reward the investors during the booming markets and distressed
periods, respectively. Gold acts as a "safe haven" asset in periods of uncertainty, especially
when central banks print more money. Table 6.2 illustrates some descriptive statistics for the
underlying assets.
The dataset we consider contains the daily values of the three ETFs for all common trading
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Equities Gold Bonds
Annualized Return 4.39% 19.34% 6.75%
Annualized Volatility 22.58% 21.29% 7.38%
Skewness 0.25 -0.10 0.17
Kurtosis 16.31 8.08 5.33
Max Drawdown 55.19% 29.41% 10.40%
Sharpe 0.06 0.77 0.51
Omega Ratio 1.04 1.16 1.10
95% VaR 2.20% 2.15% 0.72%
95%CVaR 3.49% 3.16% 0.99%
Table 4.3: Descriptive statistics for the underlying assets.
days. A trading day is any day for which the relevant ETF is trading. The dataset spans the
period from November 2004 to October 2012. Its length is limited due to data availability for
the gold ETF. All the statistics and the results presented here cover the period from February
2005 to October 2012, since the first three months are used for calculating the first portfolio.
For the period under consideration, the equity ETF has the lowest return, but in the same
time the highest volatility (as measured by the standard deviation), maximum drawdown and
maximum CVaR. The gold ETF yielded the highest return in both absolute and risk adjusted
terms as measured by the Sharpe and Omega ratios. For the same period, the bond ETF
returned twice the return of the equity ETF, with a significant lower risk as measured by
the volatility, kurtosis, maximum drawdown, VaR and CVaR. These features of the dataset
highlight the "abnormality" of the period under examination. While equity ETF is the riskiest,
it does not yield the highest return. The distressed period of 2008 is a good stress-test for the
Omega ratio maximization framework.
Methodology
The rebalancing frequency/holding period is one month (21 days). At the end of the period
the new portfolio is recalculated, purchased and held for one month. The performance of the
portfolio is evaluated out-of-sample on a daily basis. The input parameters are estimated on
a three months basis. For the nominal Omega ratio the three month empirical distribution
is used as input. For the worst-case Omega ratio three additional empirical distributions are
68 Chapter 4. Worst-case Omega Ratio
worst-Case Omega Ratio max Omega Ratio
Annualized Return 12.95% 9.78%
Annualized Volatility 10.78% 12.46%
Skewness -0.21 -0.68
Kurtosis 8.30 9.37
Max Drawdown 14.16% 24.23%
Sharpe 0.92 0.54
Omega Ratio 1.20 1.13
95% VaR 1.04% 1.26%
95%CVaR 1.65% 1.99%
Table 4.4: Descriptive statistics for the out-of-sample performance of the strategies.
provided by partitioning the three month period into three one-month sub-periods. All in all,
for the two methodologies, we consider the same amount of historical data (three months). The
τ has been set to 3%/252 (3% per annum). The methodology has been implemented in Matlab
using Yalmip [Löfberg, 2004].
Results
Table 4.4 presents the descriptive statistics for the out-of-sample performance of the two frame-
works. We note that the risk-adjusted return, as measured by the Sharpe and Omega ratios, of
the two frameworks is higher than the equities and bonds. In contrast to the maximum Omega
ratio, the worst-case Omega ratio outperforms all the underlying assets on a risk-adjusted ba-
sis. The descriptive statistics of the out-of-sample performance highlight the prevalence of the
robust methodology. The robust variant of the Omega ratio yield higher return, skewness,
Sharpe and Omega ratios than its nominal counterpart. At the same time, it realizes lower
volatility, kurtosis, maximum drawdown, VaR and CVaR. The out-performance of the robust
variant of the Omega ratio is also evident in figure 4.5, which illustrates the value of one dollar
investment at the beginning of the period.
This empirical evaluation of the proposed framework emphasizes the premium associated with
robust optimization and real-life portfolio selection. The vector of the expected returns and
the first order lower partial moment required by the Omega ratio maximization is usually
measured with significant error. In addition, the expected returns change rapidly within a short
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Figure 4.6: Portfolio weights of the Omega ratio maximization strategies.
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period of time. The uncertainty surrounding this input parameter yields sub-optimal allocations
and as a result poor out-of-sample performance. The worst-case Omega ratio hedges against
this uncertainty by relaxing the assumption that the distribution is known exactly. Instead,
it assumes that the underlying distribution is a mixture distribution, where the only known
information is the mixture components. This distributionally robust variant dominates the
nominal maximum Omega ratio framework.
The general finding of this application is that there is a positive premium associated with
robust optimization. This premium is higher when the uncertainty of the input parameters is
higher and when the solution is highly sensitive to the input parameters. The Omega ratio
maximization is sensitive to the expected returns, which are also volatile and measured with
high estimation error. Ignoring the uncertainty of the input parameters leads to worse out-of-
sample performance than the robust variant of the problem.
4.5 Conclusions
The standard formulation for the Omega Ratio optimization can be overoptimistic when the
probability distribution is not known precisely, or if it is corrupted by estimation errors. In this
chapter, we have introduced a robust variant for the Omega Ratio maximization problem. Three
different types of uncertainty are considered in the chapter. These are mixture distribution
uncertainty, box uncertainty, and ellipsoidal uncertainty. The computation of WCOR remains
tractable and can be solved in polynomial time, for all these three different specifications for
the uncertainty set.
The numerical results emphasize the characteristics of the robust variant. On the optimal
solution more than one distribution might be binding. In addition, the solution is overoptimistic
if the problem is solved for each candidate distribution individually. The robust approach
provides a worst-case guarantee as a lower bound for the Omega ratio of the portfolio.
The empirical study clearly supports the mathematical evidence. We considered the case where
the optimal portfolio is rebalanced monthly during a long period characterized by unstable
4.A. Box Uncertainty Set 71
returns, large drawdowns and rapid changes in the risk of the underlying assets. The out-of-
sample performance of the proposed framework is promising. The most interesting finding of
the empirical study is that the robust framework is associated with a positive premium. While
the computational complexity of the robust variant is not significantly higher, the risk adjusted
return was found to be considerably higher.
4.A Box Uncertainty Set
Let
{pi = pi + ε,1>ε = 0, ε ≤ ε ≤ ε} (4.72)
where pi the nominal/expected probability vector, and ε the deviation from the expectation.
Then constraints (4.31-4.32) become
(Y w)>pi + (Y w)>ε− τz ≥ θ (4.73)
pi>q + ε>q = 1. (4.74)
For fixed θ,w, q, z the problem (4.30-4.37) is minimized when
min
ε
(Y w)>ε (4.75)
s.t. ε>q + pi>q = 1 (4.76)
1>ε = 0 (4.77)
ε ≤ ε ≤ ε. (4.78)
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The Lagrangian of the above is
L(.) = (Y w)>ε+ µ1(q>ε− 1 + pi>q) + µ2(1>ε)− ν>1 (ε− ε)− ν>2 (−ε+ ε) (4.79)
=
(
Y w + µ1q + µ21− ν1 + ν2
)>
ε− µ1 + pi>q + ν>1 ε− ν>2 ε (4.80)
where µ1, µ2,ν1 ≤ 0,ν2 ≤ 0 the Lagrangian multipliers.
Writing the above as a saddle point problem, we have
min
ε
max
µ1,µ2,ν1≤0,ν2≤0
(
Y w + µ1q + µ21− ν1 + ν2
)>
ε− µ1 + pi>q + ν>1 ε− ν>2 ε (4.81)
=
 max−µ1 + pi
>q + ν>1 ε− ν>2 ε for Yw + µ1q + µ21+ ν2 = ν1
∞ otherwise.
(4.82)
Using strong duality, this can be written as
max
µ1,µ2,ν1≤0,ν2≤0
{
− µ1 + pi>q + ν>1 ε− ν>2 ε : Yw + µ1q + µ21+ ν2 = ν1
}
. (4.83)
4.B Ellipsoidal Uncertainty set
Let
{pi = pi + Aε,1>Aε = 0,pi + Aε ≥ 0, ||ε|| ≤ 1} (4.84)
where pi the nominal/expected probability vector and the center of the ellipsoid, A ∈ RS×S the
scaling matrix of the ellipsoid, and ε the deviation from the expectation.
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Then constraints (4.31-4.32) become
(Y w)>pi + (Y w)>Aε− τz ≥ θ (4.85)
pi>q + (Aε)>q = 1. (4.86)
For fixed θ,w, q, z the problem (4.30-4.37) is minimized when
min
ε
(Y w)>Aε (4.87)
s.t. ε>q + (Api)>q = 1 (4.88)
1>Aε = 0 (4.89)
pi + Aε ≥ 0 (4.90)
||ε|| ≤ 1. (4.91)
The dual function of the above is
g(.) = inf
ε
(
(Y w)>Aε+ µ1(ε>q + (Api)>q − 1) + µ21>Aε+ ν>1 (−pi −Aε) + ν2(||ε|| − 1)
)
(4.92)
= µ1(Api)
>q − µ1 − ν>1 pi − ν2 + infε
(
(Y w)>Aε+ µ1ε>q + µ21>Aε− ν>1 Aε+ ν2 ||ε||
)
(4.93)
If ν2 = 0 then g → −∞. Therefore ν2 > 0. The conjugate of the above is
= µ1(Api)
>q − µ1 − ν>1 pi − ν2 − ν2 sup
ε
(
1
ν2
(
− (Y w)>Aε− µ1ε>q − µ21>Aε+ ν>1 Aε
)
−ν2 ||ε||
)
. (4.94)
Let f0(x) = ||x||, then its conjugate is
f ∗0 (y) = sup
x
(y>x− ||x||).
From the conjugate duality
f ∗0 (y) =
 0 for ||y|| ≤ 1∞ otherwise. (4.95)
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From the above it follows that
=
 max µ1(Api)
>q − µ1 − ν>1 pi − ν2 for
∣∣∣∣∣∣ 1ν2(−A>Y w − µ1q − µ2A>1+A>ν1)∣∣∣∣∣∣ ≤ 1
∞ otherwise.
(4.96)
where ν1 ≥ 0, ν2 > 0.
Let ξ = −A>Y w − µ1q − µ2A>1+ A>ν1, then the dual of (4.54) is
max
µ1,µ2,ν1,ν2
{
µ1(Api)
>q − µ1 − ν>1 pi − ν2 : ξ = −A>Y w − µ1q − µ2A>1+A>ν1, ||ξ|| ≤ ν2,ν1 ≥ 0
}
. (4.97)
Chapter 5
Robust Equally-weighted Risk
Contribution
Markets instability has increased the popularity of the risk budgeting concept, known as Risk
Parity or Equally-weighted Risk Contribution. The Equally-weighted risk contribution is ag-
nostic about the expected returns. Its aim is to achieve equally weighted risk contribution
from each asset/investment. Risk Parity portfolios have demonstrated higher risk adjusted
returns than the typical institutional portfolios. As a result, a number of large US pension
plans have recently adopted Risk Parity concepts. We address the benefits and disadvantages
of Risk Parity portfolios and we introduce the Robust Risk Parity. This is a robust variant of
the nominal equal risk contribution problem. Unlike the standard approach, the robust variant
does not assume that return distributions are known exactly, and hedges against uncertainty
in the input parameters. We show that the problem remains tractable under different types of
uncertainty.
5.1 Introduction
The seminal approach of Markowitz [1952] changed and motivated the direction of research on
portfolio selection. Despite its well-known limitations, the mean-variance framework remains
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popular among academics and practitioners. Nevertheless it is often criticized for two reasons.
The first of these is the sensitivity of the mean-variance solution to the input parameters
(expected returns and covariance matrix). The second is that the solution tends to allocate
non-zero exposure to only a small subset of assets [Tütüncü and Koenig, 2004].
DeMiguel et al. [2009b] show that in the presence of estimation error in the input parameters,
the out-of-sample performance of the 1/N (equally-weighted) portfolio yields higher Sharpe ratio
than the mean-variance framework. Merton [1980] suggests that mean-variance solution is more
sensitive to the expected return than to the covariance input. The above - in combination with
the difficulty to forecast the expected returns - has led practitioners mostly to employ naive
diversification schemes, or simply adopt a minimum variance framework. Both of these latter
approaches exhibit consistent out-of-sample performance since they do not rely on expected
return forecasts.
Risk parity or equal risk contribution is a recent alternative to asset allocation. This aims
to construct a portfolio where all the underlying assets contribute equally to the risk of the
portfolio. Unlike most other approaches, the origins of risk parity are in published research by
practitioners (Bridgewater Associates, Appell [2009])
The supporters of this investment approach position the risk parity as a better alternative for a
"balanced" portfolio. A balanced portfolio is one usually defined as 60% allocation to equities
and 40% to bonds. The major argument against the latter policy is that about 90-95% of the
risk of the portfolio is due to equity exposure and only 5-10% is due to bond exposure. Risk
parity portfolios have a more balanced risk exposure and therefore are able to benefit from risk
diversification.
Dynamic updated risk parity strategies also benefit from the observable inverse relation between
the market direction and volatility. In rising markets, the volatility tends to be low, as prices
usually increase in an orderly manner. In falling markets, volatility tends to rise as the prices
usually fall in a disorderly manner [Bekaert and Wu, 2000]. As a result, a dynamic risk parity
strategy will increase its exposure in low volatility period and decrease its exposure in a high
volatility period, utilizing the negative relation between the market direction and volatility.
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Another interesting explanation regarding the risk parity performance is given by Asness et al.
[2012] who argue that the consistent performance of the risk parity strategy is due to leverage
aversion. Consider an investor who wants to hold a portfolio with higher return than the
tangency portfolio suggested by CAPM and is not allowed or willing to leverage. The only
option open to this investor is to hold a sub-optimal portfolio with higher weights on riskier
assets. As a result, the price of the riskier assets will be higher, with lower expected return.
The value-weighted portfolio will not be the tangency portfolio. Therefore, a strategy that
underweighs riskier assets in favour of lower risk assets would benefit from this. The observation
that low beta (low risk) assets exhibit higher Sharpe ratios was initially proposed by Jensen
et al. [1972].
The risk parity problem is discussed and solved by Maillard et al. [2010]. Most studies prior
to Maillard et al. [2010] adopt the use of weighing the underlying assets by using the inverse
of the corresponding standard deviation. Maillard et al. [2010] have shown that the exact
solution of the problem can be found by solving a constrained minimum variance problem.
Furthermore, they show that the equal risk portfolio lies between the 1/N and the minimum
variance portfolio. The additional constraint can be seen as a diversification requirement.
Despite its consistent performance due to agnosticism on expected returns, equally-weighted risk
contribution still relies on the covariance matrix input. However, the covariance matrix is rarely
known and has to be estimated. In this chapter, we introduce the Robust Equally-weighted
Risk Contribution framework that considers the uncertainty associated with the estimated
covariance matrix and show that the complexity of the problem does not increase.
The rest of the chapter is organized as follows. First, we define the equally-weighted risk
contribution framework. In section 5.3, we introduce the Robust Equally-weighted Risk Con-
tribution approach and we show that remains tractable under some specific forms of uncertainty.
In section 5.4, we apply the framework in artificial and real data. Finally, we conclude with a
discussion of the limitations and the potential enhancements of the framework.
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5.2 Problem definition
In this section, we restate the risk parity formulation of Maillard et al. [2010] for any contin-
uously differentiable convex risk measure. Consider a market with n assets and let t = 0 and
t = T denote the current time and the end of the investment horizon respectively. A portfo-
lio is completely characterized by a vector of weights x ∈ Rn. Its components xi denote the
percentage of the total wealth invested in the ith asset and normalised to unity. Furthermore,
let ρ(.) be a continuously differentiable risk measure. The equally-weighted risk contribution
portfolio is given by
x∗ =
{
x : xi
∂ρ(x)
∂xi
= xj
∂ρ(x)
∂xj
∀i, j,1>x = 1,0 ≤ x ≤ 1
}
, (5.1)
where ∂ρ(x)
∂xi
and xi ∂ρ(x)∂xi are the marginal risk contribution and the risk contribution of asset i,
respectively.
We note that the above formulation does not allow for "short-sale". However, the non-negative
constraint does not necessarily restrict the application of the model to a long only portfolio. If
the investor has a negative view regarding a particular asset, she can model the inverse/short
of the asset as input. Therefore, this constraint ensures that the model will adopt the view of
the modeller regarding the asset. The solution of the problem (5.1) is given in Proposition 7.
Proposition 7 For any continuously differentiable risk measure, the equally-weighted risk con-
tribution portfolio x∗ is given by:
x∗ = y∗/1>y∗
where
y∗ = min
y∈Rn
{
ρ(y) :
n∑
i=1
ln yi ≥ k,y ≥ 0
}
(5.2)
and k any arbitrary positive number.
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Proof Problem (5.2) is equivalent to
min
x∈Rn
{
ρ(x) :
n∑
i=1
lnxi ≥ k′,x ≥ 0,1>x = 1
}
. (5.3)
The Lagrangian of problem (5.2) is
L(y;λ, ν) = ρ(y)− λ>y − ν
(∑
i
ln(yi)− k
)
. (5.4)
The first order conditions are
∂ρ(y)
∂yi
− λi − νy−1i = 0, ∀i = 1, ..., n (5.5)
and the KKT conditions are satisfied provided the following equalities hold:
min(λi, yi) = 0 (5.6)
min(ν,
∑
i
ln yi − c) = 0. (5.7)
Since yi 6= 0, then we have λi = 0 and
∑
i ln yi = c. Therefore, ν > 0 and ν = yi
∂ρ(y)
∂yi
, and this
implies that the risk contributions are equal for all assets.
We note that the equal risk contribution portfolio for any continuously differentiable risk mea-
sure is equivalent to the minimization of the risk with an additional diversification constraint
that does not allow zero exposure. As a result, this methodology assigns a non-zero weight to
all of the underlying assets. This is in contrast to the standard minimum variance or mean-
variance models. We note that minimum variance optimization, with additional diversification
norm constraints, yields improved out-of-sample performance [DeMiguel et al., 2009a] whereas
the equal risk model achieves diversification by construction. Furthermore, the complexity of
the original problem remains the same, since the additional constraint is the sum of convex
functions.
For the rest of the chapter, we focus on variance as the portfolio risk measure and therefore
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ρ(x) = x>Qx where Q is the covariance matrix. This approach assumes perfect information
for the covariance matrix. Usually, Q is rarely known and has to estimated. If Q is not known
precisely, or is corrupted by estimation errors, then the solution of the problem (5.2) may be
optimistic. In the next section, we investigate the robust variant of the problem that relaxes
the assumption of perfect information for Q.
5.3 Robust Optimization Formulation
In this section, we discuss the robust formulation of the equally-weighted risk contribution
problem when the covariance matrix is only partially known. We show that under some types
of uncertainty, the robust counterpart remains tractable and can be solved in polynomial time.
Definition 2 Let Q be the feasible set of Q, then the robust counterpart is given by
min
x∈Rn
max
Q∈Q
x>Qx (5.8)
s.t.
n∑
i=1
lnxi ≥ k′, (5.9)
x ≥ 0, (5.10)
1>x = 1. (5.11)
The above is equivalent to
min
y∈Rn
max
Q∈Q
y>Qy (5.12)
s.t.
n∑
i=1
ln yi ≥ k, (5.13)
y ≥ 0, (5.14)
and the portfolio weights are x∗ = y∗/1>y∗.
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The interpretation of the robust counterpart is that it determines the equally-weighted risk
contribution portfolio in view of the worst-case realization of the input parameters.
5.3.1 Discrete Uncertainty Set
Q can be defined as a discrete set with several covariance matrices, i.e.
Q ≡
{
Q1, Q2, ..., Qm
}
.
These discrete elements of the set Q can represent, for example sample, covariance matrices
using different estimation windows or different estimation methods (e.g. sample, shrinkage,
robust estimators, etc.). Covariance matrix estimators have higher power when longer estima-
tion windows are used. However, short windows allow to capture recent developments in the
underlying process. This definition of the uncertainty set gives the modeller the flexibility to
incorporate estimators with higher power and also estimators that adapt faster to the changes
in the covariances (Figure 5.1).
Consider the optimization problem (5.12 - 5.14). Given the discrete uncertainty
Q ≡
{
Q1, ..., Qj, ..., Qm
}
, this problem can be written as
min
y∈Rn
max
j=1,...,m
y>Qjy (5.15)
n∑
i=1
ln yi ≥ k, (5.16)
y ≥ 0, (5.17)
and the portfolio weights are x∗ = y∗/1>y∗.
The solution is can be expressed as the following optimisation problem.
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Figure 5.1: Under the discrete uncertainty set, more information can be provided to the model.
For example, a long window can be partitioned to smaller windows. Several covariance matrices
can be calculated and represent the elements of Q.
min θ (5.18)
s.t. y>Q1y ≤ θ, (5.19)
... (5.20)
y>Qmy ≤ θ, (5.21)
n∑
i=1
ln yi ≥ k, (5.22)
y ≥ 0, (5.23)
with the portfolio weights given by x∗ = y∗/1>y∗.
5.3.2 Continuous Uncertainty Set
We consider the element-wise uncertainty set for the covariance matrix Q. Each element of Q
may vary between an upper and a lower bound, i.e. Q ≡
{
Ql ≤ Q ≤ Qu, Q < 0
}
. Additionally,
we assume that Qu is positive semi-definite. We consider the general case that relaxes the latter
assumption in subsection 5.3.3.
Proposition 8 Let Q ≡
{
Ql ≤ Q ≤ Qu, Q < 0
}
, then the problem (5.12 - 5.14) is equivalent
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to
min
y∈Rn
y>Quy (5.24)
n∑
i=1
ln yi ≥ k, (5.25)
y ≥ 0, (5.26)
and x∗ = y∗/1>y∗.
Proof See Tütüncü and Koenig [2004]. The same arguments apply since 5.25 is a convex
constrain. See also appendix A for an alternative to the intuitive justification provided by
Tütüncü and Koenig [2004].
5.3.3 The General Case
We relax the assumptions made in section 5.3.2 and consider the element-wise uncertainty
where the upper bound Qu is not necessarily positive semi-definite. Therefore, the uncertainty
set is given by Q ≡
{
Ql ≤ Q ≤ Qu, Q < 0,
}
. In this case, the discussion in Tütüncü and
Koenig [2004] do not apply. One approach to problem is to model the uncertainty associated
with the second moment of the covariance matrix [Ye et al., 2011]. However, the constraint with
the sum of logarithms yields a convex non-linear semi-definite program. There is no readily
available solver for such a problem. An alternative approach is to solve the problem directly as
a semi-infinite program.
Let Q ≡
{
Ql ≤ Q ≤ Qu, Q < 0, Qu  0
}
, then the robust counterpart is
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min
y
max
Q
y>Qy (5.27)
s.t.
n∑
i=1
ln yi ≥ k, (5.28)
y ≥ 0, (5.29)
Ql ≤ Q ≤ Qu (5.30)
Q < 0. (5.31)
This problem can be solved by the following iterative procedure.
Outer problem
For a fixed Q
min
y
y>Qy (5.32)
s.t.
n∑
i=1
ln yi ≥ k, (5.33)
y ≥ 0. (5.34)
Inner problem
For a fixed y
max
Q
y>Qy (5.35)
s.t. Q ≥ Ql (5.36)
Q ≤ Qu, (5.37)
Q < 0. (5.38)
The solution is computed as follows:
• Given an initial Q, solve the outer problem.
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• Use the solution of the outer problem as input and solve the inner problem to compute
the corresponding optimal Q∗.
• Use Q∗ to solve the outer optimisation problem.
• Repeat the last two steps until the change in the optimal solution converges to a prede-
termine tolerance level.
This section addresses the problem in which some assets are significantly correlated and the
objective is to provide element-wise upper and lower bounds.
5.4 Numerical Results
In this section we apply initially the general case of uncertainty that admits an element-wise
upper bound on the covariance matrix. Such an upper bound may not necessarily correspond to
a positive semi-definite matrix. The example we consider is artificial but we expect this problem
to arise in asset portfolios with time-varying correlations. We then use real data to evaluate
the relative merit of this robust formulation. The computational burden can be significantly
alleviated by considering a discrete uncertainty set for the covariance matrix. This essentially
corresponds to a discrete minimax problem arising from a discrete set of rival covariance matrix
estimates.
We compare the results with the case with one (nominal) covariance matrix, chosen as described
below, the 1/N portfolio and the balanced portfolio. The results are consistent with expected
performance of robust strategies. The robust variant of the problem yields higher risk adjusted
returns than the nominal. We also confirm the results by Maillard et al. [2010], i.e. the absolute
return of the 1/N portfolio is higher than the equally-weighted risk contribution portfolios but
its risk adjusted return is lower.
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Lower Bound Upper Bound
1.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0
0.0 0.0 1.0 0.0
0.0 0.0 0.0 1.0


1.0 1.0 0.0 0.0
1.0 1.0 0.1 0.0
0.0 0.1 1.0 1.0
0.0 0.0 1.0 1.0

Table 5.1: Estimated correlations for the four assets.
5.4.1 Artificial Data
The general case can be useful especially when the modeller uses several windows and method-
ologies to estimate the input parameters. The different methodologies/windows might result
inconsistencies, mostly due to differences in correlation estimations. These inconsistencies might
lead to uncertainty sets that may not correspond to a positive semi-definite covariance matrix.
For example, let the universe of the underlying assets consist of four assets with standard de-
viations of 10%, 20%, 30% and 40%, respectively. Also, let the estimated correlation ranges
to be as shown in table 5.1. We note that in this example the variances and the correlations
not specified in table 5.1 are known exactly. Therefore, the lower and upper bounds of the
covariance matrix are given by:
LowerBound UpperBound
0.010 0.000 0.000 0.000
0.000 0.040 0.000 0.000
0.000 0.000 0.090 0.000
0.000 0.000 0.000 0.160


0.010 0.020 0.000 0.000
0.020 0.040 0.006 0.000
0.000 0.006 0.090 0.000
0.000 0.000 0.120 0.160

We can easily verify that the matrix corresponding to the upper bound is not positive semi-
definite (the smallest eigenvalue is -0.0364). Also, the upper bound of the matrix exhibits
internal inconsistencies. While the correlation between asset 1 and asset 2 is 1, and the cor-
relation between asset 2 and asset 3 is 0.1, the correlation between asset 1 and asset 3 is 0.
Therefore, to solve this problem we have to follow the methodology described in section 5.3.3.
The solution converges after one iteration. The optimal asset weights are [0.48, 0.24, 0.16, 0.12]
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and the worst-case covariance matrix in this uncertainty set is:

0.010 0.020 0.000 0.000
0.020 0.040 0.000 0.000
0.000 0.000 0.090 0.000
0.000 0.000 0.120 0.160

We note that in the optimal solution the upper bounds for the correlation between assets 1
and 2, and assets 3 and 4 are binding. By contrast, the lower bound between the correlation of
assets 2 and 3 is active. Thus, the worst-case covariance matrix has no internal inconsistencies.
5.4.2 Empirical Results
In this subsection, the proposed Robust Equally-weighted Risk Contribution is tested against
the nominal case (given one covariance matrix), the 1/N and the traditional "balanced" port-
folio.
Dataset
We have used data from Yahoo finance. We consider the problem with three underlying assets
(table 5.2). These are Exchange Traded Funds (ETFs) spanning three asset classes. For the
equity asset class, we are using SPY; an ETF that tracks the performance of S&P500. S&P500
is the most common equity index and it is often used as a benchmark for the developed equities.
The fixed income asset class is represented by IEF; an ETF that tracks the performance the
US Government bonds with maturities between 7 and 10 years. Finally, we use GLD an ETF
that provides exposure to physical gold. Despite the small number of assets in our sample,
our universe can be considered well diversified since these underlying assets tend to have low
correlation over the long-run. Equities reward the investors during the booming markets and
Bonds during distressed periods. Gold acts as a "safe haven" asset in periods of uncertainty,
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Name Ticker Description
Equities SPY Tracks the performance of 500 large-cap US stocks.
Bonds IEF Tracks the performance of US bonds with maturities 7-10 years.
Gold GLD Tracks the performance of physical gold investment.
Table 5.2: Underlying assets.
Equities Gold Bonds
Annualized Return 3.29% 21.15% 6.82%
Annualized Volatility 23.41% 21.76% 7.54%
Skewness 0.26 -0.09 0.19
Kurtosis 15.65 7.96 5.33
Sharpe 0.01 0.83 0.51
Max Drawdown 55.19% 29.41% 10.39%
Omega Ratio 1.05 1.19 1.18
95% VaR 2.25% 2.19% 0.73%
95%CVaR 3.64% 3.23% 1.02%
Table 5.3: Descriptive statistics for the underlying assets.
especially when central banks print more money. Table 5.3 illustrates some descriptive statistics
for the underlying assets.
Methodology
We test the performance of five different strategies: (i) the robust general uncertainty case for
equally-weighted risk contribution, (ii) robust with discrete uncertainty for the equally-weighted
risk contribution, (iii) nominal equally-weighted risk contribution, (iv) the 1/N portfolio, and
(v) the "balanced portfolio". The rebalancing is done on a monthly basis and the portfolios
are evaluated out-of-sample on a daily basis. We use the shrinkage covariance methodology
described by Ledoit and Wolf [2004]. For each rebalancing date, we calculate four covariance
matrices as shown in figure 5.1. First, we calculate a covariance matrix using three months
worth of data. Then we partition the three month period into three one-month periods and
we calculate three more covariance matrices using one month data. For the nominal problem
we are using the covariance matrix calculated over three months. For the discrete uncertainty
we use all four covariance matrices. For the general case, we construct two matrices that
represent the upper and lower bounds of the elements of the worst-case covariance matrix. We
estimate k sample covariance matrices. The elements of the upper and lower bound matrices
5.4. Numerical Results 89
are cuij = maxk ckij and cuij = maxk ckij, respectively; with ckij denoting the ith element of the
jth row of the estimated covariance matrix k. We note that we are using the same number of
historical data for all three methodologies.
Results
The results span the period from 18-Nov-2004 to 20-12-2011 (Figure 5.3). The equally-weighted
risk contribution portfolios (both robust and single covariance matrix cases) out-perform the
traditional "balanced" portfolio. Their return is almost twice the return of the "balanced"
portfolio with roughly half the volatility. The maximum drawdown for the equally-weighted
risk portfolios is also significantly lower than the "balanced" portfolio. The under-performance
of the "balanced" portfolio is due to the large drawdown of equities in 2008 and its high equity
risk exposure. On the other, the equally-weighted risk portfolios have in general lower equity
risk exposure, and also reduce significantly the weight in equities during the crash due to high
volatility of equities.
Our results are consistent with those reported by Maillard et al. [2010]. The 1/N portfolio
realizes higher return than the equally-weighted risk portfolios. However, its volatility is much
higher and as a result its risk-adjusted return as measured by the Sharpe and Omega ratios is
lower than of the equally-weighted risk portfolios.
The two robust portfolios exhibit similar performance. This is expected as the uncertainty set
was constructed using the same inputs and the resulted weights are quite similar (Figure 5.2).
Both portfolios yield higher risk-adjusted returns (higher Sharpe [Sharpe, 1994] and Omega
ratios (Keating and Shadwick [2002], Kapsos et al. [2012 Forthcoming])) and lower drawdowns
than the nominal portfolio. As expected, the robust portfolios have more consistent out-of-
sample performance. This is due to the fact that the robust portfolios utilize more information
regarding the input parameters and make sensible choices considering the uncertainty in the
covariance matrix. This is a quite promising result as the complexity of the robust variant is
not significantly higher and there is a premium in the out-of-sample performance associated to
this.
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Figure 5.2: Portfolio weights of the three equal risk strategies. The weights for the two robust
methodologies are quite similar, since the uncertainty sets have been constructed using the
same inputs.
In practice, investors tend to leverage the equally-weighted risk contribution portfolios to
achieve higher returns. The performance of a leveraged asset is highly dependant on the down-
side risk of the underlying asset. Therefore, investors avoid to leverage assets with high draw-
downs, VaR and CVaR. We note that in general the equally-weighted risk portfolios achieve
quite low Value-at-Risk and Conditional VaR. This is attributed to the avoidance of risk con-
centration for these portfolios. The Robust Equally-weighted risk contribution portfolio yields
lower maximum drawdown than the equally weighted case with one covariance matrix; this is
a desirable property for the investor who wishes to leverage the strategy.
5.5 Conclusions
In this chapter we propose the robust variant of the equally-weighted risk contribution portfolio.
The nominal problem requires the covariance matrix as input. This information is rarely known
and has to be estimated using historical data. Furthermore, the covariance matrix is usually
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Robust(Discrete) Robust (General) Nominal Balanced 1/N
Annualized Return 9.85% 9.88% 9.21% 5.25% 11.12%
Annualized Volatility 6.52% 6.61% 6.40% 12.71% 10.49%
Skewness 0.22 0.20 0.25 0.22 -0.11
Kurtosis 7.43 7.19 7.76 14.09 8.77
Sharpe∗ 1.05 1.04 0.97 0.18 0.77
Max Drawdown 12.32% 12.40% 12.62% 32.56% 21.94%
Omega Ratio 1.30 1.30 1.29 1.09 1.21
95% VaR 0.61% 0.61 % 0.59% 1.20% 1.01%
95%CVaR 0.88% 0.89% 0.86% 1.93% 1.51%
Figure 5.3: Out-of-sample performance of the examined strategies. The rebalancing is done on
a monthly basis. The portfolios are evaluated on a daily basis up to the next rebalancing date.
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not constant. Correlations and volatilities might change significantly from time to time. The
proposed methodology is robust to estimation errors and changes in the covariance matrix, by
considering the uncertainty in the model formulation.
Furthermore, we discuss four different alternatives to describe the uncertainty set; namely
discrete uncertainty, continuous uncertainty, continuous uncertainty with positive semi-definite
upper bound and the general case. For the first three cases, we show that the problem remains
tractable and can be solved in polynomial time, therefore the complexity of the robust variant
is equal to the nominal case. For the general case, we solve the problem as a semi-infinite
optimization problem.
The numerical results show that the general case can cope with inconsistent correlations. This
inconsistency may arise in cases where the correlation is estimated using several time windows,
or methods. Under these circumstances, a rapid change in correlation from one period to the
other might lead to inconsistent correlation ranges.
The empirical results confirm earlier observations. The equally-weighted risk portfolios yield
better risk-adjusted returns than the 1/N and "balanced" portfolios. We note that these
portfolios also have low VaR and CVaR due to the avoidance of risk concentration. In addition,
the robust variants result in improved risk-adjusted returns and lower maximum drawdown
compared to the nominal case. The out-of-sample performance justifies the use of the robust
formulation since its complexity is not significantly higher than the nominal problem.
5.A Continuous Uncertainty Set with Positive Semi-definite
Upper Bound
When a positive semi-definite upper bound for Q is known such that Q ≡
{
Q 4 Qu
}
, we
provide an alternative to the intuitive provided by Tütüncü and Koenig [2004].
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Proposition 9 Let Q ≡
{
Q 4 Qu
}
, then the problem (5.12 - 5.14) is equivalent to
min
y∈Rn
y>Quy (5.39)
n∑
i=1
ln yi ≥ k, (5.40)
y ≥ 0, (5.41)
and x∗ = y∗/1>y∗.
Proof The robust counterpart can be written as
min
y
max
q
y>Qy (5.42)
s.t.
∑
i
ln yi ≥ k (5.43)
Q  Qu (5.44)
where q is the vector containing all the lower triangular elements of the symmetric matrix Q
and k is any positive number.
For a fixed y, the problem becomes
max
q
y>Qy (5.45)
s.t. Qu −Q  0. (5.46)
The objective is linear in q, therefore the above can be written as
max
q
c>q (5.47)
s.t. Qu −Q  0. (5.48)
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The constraint (5.48) can be written using LMIs as
Qu −
∑
i
qiFi  0. (5.49)
where Fi is a symmetric matrix.
The dual of the above (see Vandenberghe and Boyd [1996]) is
min
Z
〈
Qu, Z
〉
(5.50)
s.t.
〈
Fi, Z
〉
= ci (5.51)
Z  0 (5.52)
where
〈
A,B
〉
= Trace(AB).
Therefore, the optimization problem (5.42) - (5.44) can be written as
min
Z,x
〈
Qu, Z
〉
(5.53)
s.t.
〈
Fi, Z
〉
= ci (5.54)∑
i
ln yi ≥ k (5.55)
Z  0. (5.56)
By substituting the constraint (5.54) in the objective, we can verify that the above problem is
equivalent to (5.39-5.23). We note that the constraint (5.56) is now redundant since Z becomes
yy> which is always positive semi-definite.
Chapter 6
Applications and Empirical Evaluation
A number of portfolio selection frameworks are available in the literature. Each framework relies
on different assumptions and therefore has its own advantages and disadvantages. In addition,
it is extremely hard (if possible) to show that one methodology dominates the other. In previous
chapters, we have examined the computational aspects of three frameworks; namely the Omega
Ratio maximization, the worst-case Omega Ratio maximization and the robust equally-weighted
risk contribution. Since each framework is based on a different set of assumptions, it is expected
to perform differently in different asset classes and periods. This chapter examines the out-
of-sample performance of these frameworks for multi-asset portfolios in a long and diverse
period. The out-of-sample period includes strong bull equity markets, the credit crisis in 2008
and the recent European crisis. The results highlight the premium associated with the robust
optimization framework.
6.1 Introduction
Investors face the challenging problem of how to distribute their current wealth over a set of
available assets with the objective to earn the highest possible future wealth. One of the first
mathematical models for this problem was formulated by Markowitz [1952], who observed that
a prudent investor does not aim solely at maximizing the expected return of an investment,
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but also at minimizing its risk. In the Markowitz model the risk of a portfolio is measured by
the variance of the portfolio return. For this reason the Markowitz model is often referred to
as the mean-variance framework.
Since Markowitz breakthrough, a number of frameworks have been proposed, each one of them
based on different assumptions. As a result, these different frameworks exhibit different char-
acteristics during different period and different asset classes. For example, it is expected that
during a booming period a more aggressive framework will outperform a more conservative
(e.g. worst-case) framework. On the contrary, robust frameworks are expected to exhibit
better performance during distressed periods.
Over the last decade investors options have increased significantly. The increasing popularity
of the Futures markets and the Exchange Traded Funds (ETFs) reshaped investing. Domestic
equities are not the only available choice. Today, even small investors can access the global
equity, bond and commodity markets. The expansion of the investment universe made the
portfolio selection problem more challenging, because each asset class exhibits some unique
stylized facts (see Cont [2001] and reference therein).
In the previous chapters, we examined the computational aspects for three different frameworks.
Despite their similarities, these frameworks are expected to exhibit different characteristics over
the life of a business cycle. The aim of this chapter is to provide some insights to these method-
ologies, by examining their out-of-sample performance on a multi-asset investment universe.
The study spans a diverse and interesting period for all the asset classes. For the purpose of
this study, we are using liquid Exchange Traded Funds1.
The rest of the chapter is organised as follows. In section 6.2, we provide an overview of the
frameworks used in this study. In section 6.3, we described the data and the methodology and
in section 6.4, we discuss the results and the limitations of the frameworks.
1Exchange Traded Funds (ETFs) are exchange traded securities like common stock. They track the perfor-
mance of an index, commodity or basket of assets. Today, the ETF offering spans a wide array of assets and
indices with usually low expense ratio
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6.2 Frameworks
In this section, we present the frameworks used for this empirical study. We first describe the
Omega Ratio frameworks used; namely the nominal and the worst-case. Then we present the
equally-weighted risk contribution and its robust variant. In the last subsection, we provide an
overview of the benchmarks used for comparison purposes. These benchmarks are the equally-
weighted portfolio, the balanced portfolio, the Sharpe ratio maximization, the minimum variance
portfolio and the minimum Conditional Value-at-Risk.
6.2.1 Omega Ratio
Nominal Omega Ratio
The Omega ratio maximization requires the knowledge of the return distribution. We call the
nominal Omega ratio maximization the framework that assumes that this information is known
or can be estimated precisely. Keating and Shadwick [2002] define the Omega ratio as
Ω(r˜i) =
∫ +∞
τ
[1− F (ri)]dri∫ τ
−∞ F (ri)dri
. (6.1)
By integration by parts and some algebraic transformation, the Omega Ratio can be written
as
Ω(r˜i) =
∫ +∞
τ
(r˜i − τ)f(ri)dri∫ τ
−∞(τ − r˜i)f(ri)dri
=
E
[
(r˜i − τ)+]
E
[
(τ − r˜i)+]
=
E(r˜i)− τ
E
[
(τ − r˜i)+]
+ 1. (6.2)
Therefore, the Omega Ratio of a portfolio is given by:
Ω(r˜p) =
w>E[r˜]− τ
E[(τ −w>r˜)+] + 1. (6.3)
For portfolio selection, the Omega ratio maximization is define as
minw∈Rn (6.3)
s.t. w ∈ W ,
(6.4)
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whereW a convex set that contains the budget constraint, and the upper and lower bounds on
the portfolio weights. The above optimization problem is not convex. Recently, Kapsos et al.
[2012 Forthcoming] have shown that the exact solution of the above problem can be obtain by
solving the following
max
s∈Rn, q∈Rm, z∈R
sT r¯ − τz
s. t. qi ≥ τz − sTri ∀i = 1, . . . ,m
qi ≥ 0 ∀i = 1, . . . ,m
1Tq = 1
1Ts = z
zw ≤ s ≤ zw
sT r¯ ≥ τz
z ≥ 0,
(6.5)
and w∗ = s∗/1>s. For more information regarding the Omega ratio maximization please refer
to chapter 3.
Worst-case Omega Ratio
The worst-case Omega ratio relaxes the assumption regarding perfect information for the return
distribution. Kapsos et al. [2011] have proposed a robust variant of the problem following a
worst-case approach. They have shown that the problem remains tractable under several
specifications of the uncertainty set. For the purpose of this empirical study, we will use the
mixture distribution uncertainty.
Let pi = (pi1,pi2, ...,pil)> ∈ Rm where m = ∑li=1 Si with Si denoting the number of discretiza-
tions, or samples, of ith distribution and pii = (pii1, ..., piik, ..., piiSi)
> where piik is the kth element of
the discretized probability distribution i. We also define an auxiliary vector corresponding to
pi as u ∈ Rm. The optimization problem is formulated as the following tractable minimization
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with respect to variables (w,u, θ) ∈ Rn ×Rm ×R:
min θ (6.6)
s.t. w>ri − τ ≥ c, i = 1, ..., l. (6.7)
(pii)>ui ≤ θ, i = 1, ..., l (6.8)
uik ≥ τ + f(w, ri[k]), k = 1, ..., Si, i = 1, ..., l (6.9)
uik ≥ 0, k = 1, ..., Si, i = 1, ..., l, (6.10)
w ≤ w ≤ w. (6.11)
6.2.2 Equally-weighted Risk Contribution
Unlike the Omega ratio frameworks, the Equally-weighted Risk Contribution (ERC) framework
does not rely on the expected returns to decide the allocation. Rather, it solely approaches the
portfolio selection problem from the risk point of view. Maillard et al. [2010] have shown that
when the variance is used as the risk measure, the ERC is equivalent to the following constraint
minimum variance problem.
min
x∈Rn
x>Qx (6.12)
s.t.
n∑
i=1
lnxi ≥ k, (6.13)
k ≥ 0, (6.14)
where k any positive number. The portfolio weights are w∗ = x∗/1>x. The above formulation
assumes perfect information regarding the covariance matrix Q. For the rest of this chapter,
we will call this the nominal ERC.
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Robust Equally-weighted Risk Contribution
The assumption of the nominal ERC is often unrealistic. The estimation of the covariance
matrix is usually associated with estimation errors. In the presence of estimation errors, the
solution of the nominal ERC might be overoptimistic. Kapsos et al. [2012] have proposed a
robust variant of the problem and shown that it remains tractable under several specifications
for the uncertainty set. For the purpose of this study, we are formulating the uncertainty
surrounding the covariance matrix as a) a discrete set and b) continuous set. According to
Kapsos et al. [2012] the former can be obtained by solving the following
min θ (6.15)
s.t. x>Q1x ≤ θ, (6.16)
... (6.17)
x>Qmx ≤ θ, (6.18)
n∑
i=1
lnxi ≥ k, (6.19)
y ≥ 0, (6.20)
with the portfolio weights given by w∗ = x∗/1>x∗.
For the continuous uncertainty, the set is defined as Q ≡
{
Ql ≤ Q ≤ Qu, Q < 0, Qu  0
}
.
Then the robust counterpart is
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min
x
max
Q
x>Qx (6.21)
s.t.
n∑
i=1
lnxi ≥ k, (6.22)
x ≥ 0, (6.23)
Ql ≤ Q ≤ Qu (6.24)
Q < 0. (6.25)
This problem can be solved by the following iterative procedure.
Outer problem
For a fixed Q
min
x
x>Qx (6.26)
s.t.
n∑
i=1
lnxi ≥ k, (6.27)
x ≥ 0. (6.28)
Inner problem
For a fixed x
max
Q
x>Qx (6.29)
s.t. Q ≥ Ql (6.30)
Q ≤ Qu, (6.31)
Q < 0. (6.32)
The solution is computed as follows:
• Given an initial Q, solve the outer problem.
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• Use the solution of the outer problem as input and solve the inner problem to compute
the corresponding optimal Q∗.
• Use Q∗ to solve the outer optimisation problem.
• Repeat the last two steps until the change in the optimal solution converges to a prede-
termine tolerance level.
The portfolio weights given by w∗ = x∗/1>x∗.
6.2.3 Benchmark Portfolios
For the sake of completeness, the results are compared with the following benchmarks:
1 Equally-weighted portfolio (1/N): This methodology allocates an equal amount of capi-
tal to the underlying assets. Despite its simplicity, it yields a diversified portfolio with
consistent out-of-sample performance. Some studies have shown that in the presence of es-
timation error, this naive methodology might be superior than more complex frameworks
(DeMiguel et al. [2009b]).
2 Balanced portfolio: Practitioners usually refer to the balanced portfolio as the portfolio
with 60% equities and 40% bonds. The concept behind this allocation is that it will
achieve equity-type returns with lower risk.
3 Maximum Sharpe Ratio: The Sharpe ratio is the most popular performance measure. In
the context of this study, it is used as a benchmark for the Omega ratio maximization.
This framework aims to find the portfolio that yields the highest risk-adjusted return,
where the standard deviation is used as a risk measure(Sharpe [1994], Tütüncü and Koenig
[2004]).
4 Minimum Variance portfolio: The minimum variance portfolio is a quite popular method
based on the Markowitz [1952] mean-variance framework. It is considered to be a "robust"
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Name Ticker Description
Equities SPY Tracks the performance of 500 large-cap US stocks.
Bonds IEF Tracks the performance of US bonds with maturities 7-10 years.
Gold GLD Tracks the performance of physical gold investment.
Table 6.1: Underlying assets.
framework as it does not rely on the expected returns and its solution is more stable. This
framework is used as a benchmark for the ERC portfolios.
5 Minimum Conditional Value-at-Risk : Conditional Value-at-Risk is popular risk measure
that has been gaining popularity since Rockafellar and Uryasev [2000] have shown that
the problem is tractable. For this empirical study, we are using the 95%-CVaR as a
benchmark for the ERC portfolios.
6.3 Data and Methodology
6.3.1 Data
For this study, we use publicly available data from Yahoo finance. We consider the problem
with three underlying assets (table 6.2), i.e. Exchange Traded Funds (ETFs) spanning three
asset classes. For the equity asset class, we are using SPY; an ETF that tracks the performance
of S&P500. S&P500 is the most common equity index and is often used as a benchmark for the
developed equities. The fixed income asset class is represented by IEF; an ETF that tracks the
performance of the US Government bonds with maturities between 7 and 10 years. Finally, we
use GLD, an ETF that provides exposure to physical gold. Despite the small number of assets
in our sample, our universe can be considered well diversified since these underlying assets in
the long-run tend to have low correlation. Equities and Bonds reward the investors during the
booming markets and distressed periods respectively. Gold acts as a "safe-heaven" asset in
periods of uncertainty, especially when central banks print more money. Table 6.2 illustrates
some descriptive statistics for the underlying assets.
The dataset we consider contains the daily values of the three ETFs for all common business
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Equities Gold Bonds
Annualized Return 4.20% 19.02% 6.81%
Annualized Volatility 22.77% 21.45% 7.42%
Skewness 0.26 -0.10 0.17
Kurtosis 16.13 8.00 5.31
Sharpe 0.05 0.75 0.51
Max Drawdown 55.19% 29.41% 10.40%
Omega Ratio 1.06 1.18 1.19
95% VaR 2.20% 2.17% 0.73%
95%CVaR 3.53% 3.19% 1.00%
Table 6.2: Descriptive statistics for the underlying assets.
days. A business day is any day for which the relevant ETF is trading. The dataset spans the
period from November 2004 to August 2012. Its length is limited due to data availability for
the gold ETF.
For the period under consideration, the equity ETF has the lowest return, but in the same
time the highest volatility (as measured by the standard deviation), maximum drawdown and
maximum CVaR. The gold ETF yielded the highest return in both absolute and risk adjusted
terms as measured by the Sharpe and Omega ratios. For the same period, the bond ETF
returned twice the return of the equity ETF, with a significant lower risk as measured by
the volatility, kurtosis, maximum drawdown, VaR and CVaR. These features of the dataset
highlight the "abnormality" of the period under examination. While equity ETF is the riskiest,
it does not yield the highest return. The distressed period of 2008 is a good stress-test for the
proposed methodologies.
6.3.2 Methodology
For all methodologies, the rebalancing frequency/holding period is one month. At the end of
the period the new portfolio is recalculated, purchased and held for one month. The perfor-
mance of the portfolio is evaluated on a daily basis. The input parameters are estimated on a
three months basis. For the nominal Omega ratio and minimum CVaR, the three month em-
pirical distribution is used as input. For the worst-case Omega Ratio three additional empirical
distributions are provided by partitioning the three month period into three sub-periods. For
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Balanced Equally-weighted min Variance max Sharpe min CVaR
Annualized Return 5.78% 10.74% 7.29% 8.49% 7.25%
Annualized Volatility 12.53% 10.29% 5.53% 12.19% 6.51%
Skewness 0.21 -0.12 0.32 -0.74 0.20
Kurtosis 14.60 8.86 9.61 9.66 8.83
Sharpe 0.23 0.75 0.78 0.45 0.65
Max Drawdown 32.57% 21.94% 9.36% 19.73% 8.30%
Omega Ratio 1.11 1.21 1.27 1.16 1.24
95% VaR 1.16% 0.98% 0.54% 1.19% 0.60%
95%CVaR 1.87% 1.48% 0.76% 1.93% 0.94%
Table 6.3: Descriptive statistics for the benchmark strategies.
the nominal ERC, the minimum variance and the Sharpe maximization we calculate the shrunk
covariance matrix (Ledoit and Wolf [2004]) using daily returns over the last three months. For
the robust ERC we calculate three more shrunk covariance matrices by partitioning the three-
month period into three one-month periods. All in all, for all the methodologies, we consider
the same amount of historical data (three months).
6.4 Results
6.4.1 Benchmark Strategies
The benchmark strategies emphasize the features of the period (table 6.3). The risk driven
strategies (minimum variance and CVaR) yield higher risk adjusted returns than the maximum
Sharpe portfolio. This can be attributed to the high levels of uncertainty during the second half
of the period. Figure 6.1 shows the weights of these three benchmark strategies. The minimum
CVaR strategy is highly exposed to bonds. On average, its bond holdings are approximately
79%. This lack of diversification can be the reason for its higher out-of-sample CVaR compared
to the minimum variance.
The performance and the allocation of the maximum Sharpe strategy uncovers a core charac-
teristic of the period. The instability of the expected returns yield a volatile allocation and
in some periods the strategy bets 100% in one asset. Despite the fact that the average al-
location of the strategy is quite close to the Equally-weighted portfolio, the performance of
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Figure 6.1: Portfolio weights of the three benchmark strategies.
Figure 6.2: Portfolio weights of the equally-weighted risk contribution strategies.
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Figure 6.3: Portfolio weights of the Omega ratio maximization strategies.
Figure 6.4: Out-of-sample performance of the benchmark strategies.
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Figure 6.5: Out-of-sample performance of the proposed frameworks.
Figure 6.6: Out-of-sample results for the strategies based on risk.
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Figure 6.7: Out-of-sample results for the strategies based on performance measures.
the two differs significantly. The maximum drawdown for the two strategies is comparable.
However, the Equally-weighted portfolio outperforms the maximum Sharpe strategy in all the
other measures, i.e. higher return, skewness, Sharpe, Omega and lower volatility, kurtosis, VaR
and CVaR.
The Balanced portfolio is outperformed by the rest of the benchmark strategies. Its lack
of diversification (no commodities exposure) and its concentration on equity risk result in
higher volatility, drawdown and CVaR and lower return. Before the credit crisis in 2008, the
performance of the strategy was comparable to the rest of the strategies. However, the relatively
high exposure in equity risk yielded high losses in 2008.
The out-of-sample performance of the benchmark strategies show that this period is charac-
terized by high level of uncertainty and instability in the return distribution. Figure 6.4 shows
the performance of the benchmark strategies. Clearly, the characteristics required for a fairly
good performance during this period are diversification, risk management and less sensitivity
in the input parameters.
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Robust ERC Robust ERC Nominal ERC max Omega worst-case
(Discrete) (Continuous) Ratio Omega ratio
Annualized Return 9.51% 9.53% 8.93% 10.15% 12.42%
Annualized Volatility 6.38% 6.41% 6.27% 12.42% 10.64%
Skewness 0.20 0.18 0.23 -0.68 -0.25
Kurtosis 7.51 7.46 7.84 9.47 7.53
Sharpe 1.02 1.02 0.94 0.58 0.89
Max Drawdown 12.32% 12.59% 12.61% 21.67% 13.27%
Omega Ratio 1.30 1.30 1.29 1.19 1.26
95% VaR 0.60% 0.60% 0.57% 1.24% 1.00%
95%CVaR 0.87% 0.88% 0.85% 1.98% 1.61%
Table 6.4: Descriptive statistics for the proposed frameworks.
6.4.2 Proposed Frameworks
Table 6.4 presents the descriptive statistics for the out-of-sample performance of the proposed
frameworks. With the exception of the max Omega ratio, the proposed frameworks have better
risk adjusted performance than the benchmarks. Figure 6.2 shows the weights of the ERC
portfolios over the period. The first interesting observation is that the weights are adjusted in
a smooth manner, similar to the minimum variance and CVaR. Unlike the estimated expected
return, the volatility of the underlying assets, as measured by the standard deviation, does
not change significantly in between the rebalances. Since the allocation depends solely on this
risk measure, it is therefore more stable than the allocation using the Sharpe ratio (that also
depends on the expected return).
The performance of the ERC strategies is consistent in the examined period (figure 6.6). The
drawdowns are relatively low and they yield the highest risk adjusted return. We note that
the out-of-sample 95% CVaR for the ERC strategies is lower than the out-of-sample CVaR for
the minimum CVaR benchmark. These strategies have the required characteristics for a fairly
good performance in this volatile period. Firstly, the estimated risk is the only driver for the
capital allocation. Secondly, the diversification constraint (6.13) ensures that the source of the
risk is not concentrated. Finally, the second order moment is usually measured with less error
and does not change significantly from month to month.
So far in this thesis, we have discussed the computational aspects of the Omega ratio max-
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imization problem and its robust variant, the worst-case Omega ratio. The major difference
between this framework and the ERC is that instead of focusing solely on risk minimization,
it aims to maximize the risk adjusted return (as measured by the Omega Ratio). The idea
underpinning this framework is similar with the Sharpe maximization. The investor wants to
maximize the return per unit of risk. In the Sharpe ratio framework, the risk is measured as
the standard deviation. For the Omega ratio it can be shown that the risk is measured as the
first-order lower partial moment (Kapsos et al. [2012 Forthcoming]).
Figure 6.7 shows the out-of-sample results for this type of strategies. The max Omega ratio
results in higher out-of-sample Sharpe and Omega ratios than the max Sharpe benchmark. The
underlying assets are not normally distributed. As a result, the Sharpe ratio completely ignores
this fact and is not hedged against the higher order moments. The max Omega ratio dominates
the max Sharpe, since it takes this feature of the underlying assets into account.
6.4.3 Robust Optimization Premium
This empirical evaluation of the proposed framework emphasizes the premium associated with
robust optimization and real-life portfolio selection. The two robust ERC strategies yield
higher risk adjusted returns in terms of both Sharpe and Omega Ratio. In terms of risk, the
nominal and the robust ERC are comparable. Their volatility, kurtosis, maximum drawdown,
VaR and CVaR do not differ considerably. However, on average, the robust ERC strategies
yield approximately 0.6% higher return per annum. This result is quite promising, as the
computational complexity of the robust variant of the problem is not significantly higher.
The premium associated with robust optimization is more evident in the case of the Omega
ratio framework. The vector of the expected returns required by the Omega ratio maximization
is usually measured with significant error. In addition, the expected returns change rapidly
within a short period of time. The maximum Omega ratio is more sensitive to the expected
return vector, than the first-order lower partial moment. The uncertainty surrounding this
input parameter yields sub-optimal allocations and as a result poor out-of-sample performance.
The worst-case Omega ratio hedges against this uncertainty by relaxing the assumption that
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the distribution is known exactly. Instead, it assumes that the underlying distribution is a
mixture distribution, where the only known information is the mixture components. This
distributionally robust variant dominates the max Omega ratio strategy. The strategy produces
higher return, skewness, Sharpe and Omega ratios, while at the same time achieves lower
volatility, kurtosis, maximum drawdown, VaR, and CVaR.
The general finding of the work described in this chapter is that there is a positive premium
associated with robust optimization. This premium is higher when the uncertainty of the input
parameters is higher (for example as with higher error measurements or unstable inputs) and
when the solution is highly sensitive to the input parameters. The Omega ratio maximization
is sensitive to the expected returns, which are also volatile and measured with high estimation
error. Ignoring the uncertainty of the input parameters leads to poor performance as compared
to the benchmark strategies. The robust variant of the problem yields significantly better
performance, and outperforms all benchmarks. Likewise, in the ERC framework that is not
highly sensitive to the input parameters, the robust optimization premium is significant.
6.5 Conclusions
In this section we have evaluated the out-of-sample performance of the frameworks discussed
previously in this thesis; namely Omega ratio maximization, worst-case Omega ratio and robust
equally- weighted risk contribution. These frameworks have been compared to five benchmark
portfolio allocation methods. The period under examination has quite a few interesting features.
It is characterized by unstable returns, large drawdowns and rapid changes in the risk of the
underlying assets. The out-of-sample performance of the proposed frameworks was promising.
The most interesting finding of this empirical study is that robust optimization is associated
with a positive premium. While the computational complexity of the robust variant is not
significantly higher, the risk adjusted return was found to be considerably higher.
Chapter 7
Conclusions and Further Research
7.1 Conclusions
In this thesis, we have investigated the challenging problem of portfolio selection. We specifically
examined two different alternatives: (1) maximizing the portfolio expected return per unit of
risk by employing a performance measure (2) distributing the wealth based only on the risk
characteristic of the assets, an approach that is completely agnostic about the expected return.
For both of these cases, we have derived tractable reformulations of the problem that can
cope with uncertainty surrounding the input parameters, in a worst-case perspective. We have
also evaluated the performance of the proposed frameworks using real data and showed that a
positive risk premium associated with the robust optimization framework exists.
In chapter 3, we focused on the optimization aspects of a recently proposed performance mea-
sure, the Omega ratio. Unlike the infamous Sharpe ratio, Omega ratio does not rely solely on
the first- and second-order moments of the distribution. Empirical studies have shown that the
return distribution of the financial assets significantly deviates from the normal one, therefore
suggesting that the Sharpe ratio ignores real life features. In contrast, the Omega ratio makes
use of the entire distribution and can cope with distributions that are not sufficiently described
by the first two moments, which is a rather desirable feature for a performance measure. The
Omega ratio has been used in the context of portfolio selection, however, this optimization
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problem has been typically solved using global optimization. We have shown that the Omega
ratio is a quasiconcave function and that by either solving a family of convex functions or a
linear program one can obtain the exact solution of the corresponding problem. This is quite
useful as it allows for investigating more complex variants of the problem. Furthermore, this
result allowed us to investigate a robust variant of the Omega ratio maximization, as described
in chapter 4.
In chapter 4, we have proposed the worst-case Omega ratio, a robust variant of the Omega
Ratio. Maximization of the Omega ratio assumes that the probability distribution of the asset
returns is precisely known. This distribution is usually either estimated using historical data
or prescribed by an expert. Unfortunately, solutions to the Omega Ratio optimization problem
are severely biased and overoptimistic when the probability distribution is only partially known
or corrupted by estimation errors. The robust variant of the Omega ratio hedges against
uncertainty in the probability distribution by employing a worst-case approach. We examined
the worst-case Omega ratio optimization problem under mixture distributions with uncertain
mixing probabilities, ellipsoidal and box uncertainty. We showed that under these types of
uncertainty sets, the worst-case Omega ratio optimization problems can be solved in polynomial
time.
Chapter 5 investigates the equally-weighted risk contribution framework, often refered to as Risk
Parity by practitioners. Risk Parity is agnostic about the expected returns and aims at achieving
equally weighted risk contribution from each asset/investment. As Risk Parity portfolios have
exhibited higher risk adjusted returns than those of typical institutional portfolios, a number
of big institutional investors (such as US pension plans) have recently adopted Risk Parity
concepts. This approach to portfolio selection is considered to be more "robust" since the
absence of the expected return makes it less sensitive to input parameters. Nevertheless, the
standard approach relies on the unrealistic assumption of perfect information regarding the
inputs. In this chapter, we introduced the robust equally-weighted risk contribution framework,
which is a robust variant of the nominal equal risk contribution problem. Unlike the standard
approach, the robust variant does not assume that return distributions are known exactly, and
hedges against uncertainty in the input parameters. We showed that the problem remains
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tractable under different types of uncertainty.
Each of the proposed frameworks in this thesis relies on different assumptions and therefore has
its own pros and cons. This being so, it is impossible to derive a comparison between them to
show that one framework dominates the other. Moreover, due to the different characteristics
of each framework, it is expected that their performance will vary in different markets, asset
classes and securities. In chapter 6, we have presented our evaluation of the performance of the
proposed frameworks using real data. We applied these frameworks on multi-asset portfolios,
and our experiments were performed over a long period that includes both "normal" and
"distressed" intervals. In order to form a clearer view for the period under consideration, we
also evaluated the performance of five common strategies; namely, the minimum variance and
CVaR, maximum Sharpe ratio, the 1/N portfolio, and the "balanced" portfolio. These asset
allocation methods are used as benchmarks for the proposed frameworks. The major finding
of this empirical study is that there exists a positive premium associated with the robust
frameworks. This premium is higher when the nominal framework is highly sensitive to the
input parameters or/and when the input parameters change significantly in short intervals. Yet,
even in the case of the equally-weighted risk contribution, where none of these two conditions
holds, we observe a significant positive premium.
7.2 Future Research
Possible future research for the robust asset allocation problems:
Worst-case Omega ratio with other specifications for uncertainty set: In this
thesis, we have investigated the worst-case Omega ratio using three different specifications
for the uncertainty set. It would be worthwhile to examine the framework in other spec-
ifications of the uncertainty and also investigate whether the problem remains tractable.
The similarity between CVaR and Omega ratio shown in chapter 4 might prove to be
helpful.
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Omega ratio formulation using copulas: Copulas allow for the modelling of non-
linear dependencies such as one-way dependency(Nelsen [2006],Rachev et al. [2005]). Re-
casting the Omega ratio in a copula form would be interesting, since it will also allow
the performance measure to capture the asymmetric relationship between the financial
assets.
Equally-weighted risk contribution with other risk measures: The robust equally-
weighted risk contribution framework proposed in chapter 5 measures the risk using stan-
dard deviation. An interesting enhancement to this model would be to investigate how
the framework performs using other risk measures (for example CVaR).
Uncorrelated assets: One of the necessary conditions for well diversified portfolios is
the inclusion of uncorrelated assets. One possibility to address this is the use of principal
component analysis to "synthetically" construct the uncorrelated inputs. However, prin-
cipal component analysis requires the covariance matrix as input. Since the correlation
is usually unstable and measured with error, a robust variant of the problem would be
quite valuable.
Real life comparison with other robust frameworks: A number of robust opti-
mization frameworks for asset allocation are now available in the literature. An extensive
empirical evaluation of these models could potentially provide insights concerning the
frameworks.
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