A network is regularizable if it is possible to assign weights to its edges so that all nodes have the same degree. We define a hierarchy of four network classes in terms of their regularization properties. For the classes of the hierarchy, we investigate structural conditions on both the network and the corresponding adjacency matrix that are necessary and sufficient for the inclusion of a network in the class. Moreover, we provide an algorithmic solution for the problem of positioning a network in the hierarchy. We argue that the regularization solution is useful to build an egalitarian, friction-free network in which all actors of the network has the same centrality (and power).
Introduction
In this introduction, we first provide a colloquial account to the problem of regularizability. Next, we outline our contribution.
An informal account
Consider a network of nodes and edges. The nodes represent the network actors and the edges are the connections between actors. Another ingredient is the force of the connection between two connected actors. We can represent this force with a number, called the weight associated with each edge: the greater the weight, the stronger the relation between the actors linked by the edge. The strength of a node as the sum of the weights of the edges connecting the node to some neighbor. The strength of a node gives a rough estimate of how much important is the node.
In real networks, the distribution of connections among actors is typically very asymmetric: a few actors have many connections and the most have few links. Similarly, few actors generally collect a great part of total strength in the network. This disparity can be a harbinger of frictions and crisis between the actors of the network. Consider, by way of example, Figure 1 , which depicts (a subset of) the European natural gas pipeline network. Nodes are European countries (country codes according to ISO 3166-1) and there is an undirected edge between two nations if there exists a natural gas pipeline that crosses the borders of the two countries. Data has been downloaded from the website of the International Energy Agency (www.iea.org). The original data corresponds to a directed, weighted multigraph, with edge weights corresponding to the maximum flow of the pipeline. We simplified and symmetrized the network, mapping the edge weights in a consistent way. The distribution of strength of the countries is very skewed, with Germany leading the ranking with a strength value of 46.25 and Luxembourg closing the ranking with a strength value of 0.44 (two orders of magnitude less than Germany).
The regularization problem we approach in this work is the following: given a network with fixed nodes and edges, we look to an assignment of weight to each edge of the network such that all nodes have the same non-zero strength value. Hence, we seek for a way to associate a level of force with the connections among actors so that the resulting network is found to be egalitarian, that is, all players have the same importance 1 . Such a network is supposed to be less prone to problematic frictions among its constituents. Figure 2 shows a regularized version of the gas pipeline network: edge weights are such such each country has now the same strength. Notice that regularized edge weights are generally quite different from the real ones depicted in Figure 1 .
Our contribution
The regularization problem sketched above is customarily defined on undirected graphs and constrained to nonnegative integer weights [1, 2] . In this paper, we build a regularization hierarchy of (either directed and undirected) graph classes: at the bottom of the hierarchy lies the set of graphs that are regularizable with arbitrary (possibly negative) weights. Above this class there is the set of graphs that are regularizable with nonnegative weights, and above the set of graphs that are regularizable with positive weights. At the top of the hierarchy is the class of naturally regular graphs, that is, graphs whose nodes have already the same degree without any weighting.
We show that the regularization hierarchy is strict, meaning that each class is properly included in the lower one. Since a graph can be represented with an adjacency matrix, each graph class in the regularization hierarchy has a counterpart matrix class. We investigate, for the classes of the hierarchy, structural conditions on both the graph and the corresponding adjacency matrix that are necessary and sufficient for the inclusion in the class. In particular for the bottom and largest class of our hierarchy we find a structural characterization of its members that can be translated in matrix language by means of the notion of chainable matrix [4] . weights the two characterizations involve the notions of spanning cycle forest for the graph and of support and total support for its adjacency matrix [5, 6] . We prove that, for all classes, if a regularization solution exists, then there exists also an integral solution. We study the computational complexity of the problem of positioning a graph in the hierarchy, and model the problem of finding the regularization weights as a linear programming feasibility problem.
The paper is organized as follows. In Section 2 we present the regularization hierarchy. In particular, in Sections 2.1 and 2.2 we review and extend to directed graphs some known results on regularizability with nonnegative and positive weights. In Section 2.3 we investigate negative regularizable graphs. In Section 2.4 we show that the inclusion relation among the graph classes is strict. Section 2.5 is devoted to computational issues. In Section 3 we present the related literature. Conclusions are drawn in Section 4.
The regularization hierarchy
Let A be a square n × n matrix. We denote with G A the graph whose adjacency matrix is A, that is, G A has n nodes numbered from 1 to n and it has an edge (i, j) from node i to node j with weight a i,j if and only if a i,j = 0. The regularized European natural gas pipeline network. Edge width is proportional to the ideal gas flow between countries in a regular network.
Any square matrix A corresponds to a weighted graph G A and any weighted graph G, once its nodes have been ordered, corresponds to a matrix A G . A permutation matrix P is a square matrix such that each row and each column of P contains exactly one entry equal to 1 and all other entries are equal to 0. The two graphs G A and G P T AP are said to be isomorphic since they differ only in the way their nodes are ordered.
If A and B are square matrices of the same size, then we write A ⊆ B if a i,j = 0 implies b i,j = 0, that is, the set of non-zero entries of A is a subset of the set of non-zero entries of B. If A ⊆ B, then G A is a subgraph of G B . We write A ≡ B if both A ⊆ B and B ⊆ A. Hence, A ≡ B means that the two matrices have the same zero/nonzero pattern, and the graphs G A and G B have the same topological structure (they may differ only for the weighing of edges). Given r > 0, a matrix W with nonnegative entries is r-bistochastic if W e = W T e = re, where we denote with e the vector of all 1's. A 1-bistochastic matrix is simply called bistochastic.
Let G be a graph with n nodes and m edges. We enumerate the edges of G from 1 to m. Let U be the n × m out-edges incidence matrix such that u i,l = 1 if l corresponds to edge (i, j) for some j, that is edge l exits node i, and u i,l = 0 otherwise. Similarly, let V be the n × m in-edges incidence matrix such that v i,l = 1 if l corresponds to edge (j, i) for some j, that is edge l enters node i, and v i,u = 0 otherwise. Consider the following 2n × m incidence matrix:
Let w = (w 1 , . . . , w m ) be the vector of edge weight variables and r be a variable for the regularization degree. The regularization linear system is as follows:
If G in an undirected graph (that is, its adjacency matrix is symmetric), then there is no difference between in-edges and out-edges. In this case, the incidence matrix B of G is an n × m matrix such that b i,l = 1 if i belongs to edge l and b i,l = 0 otherwise.
Notice that system (1) has always the trivial solution (w, r) = 0. The set of non-trivial solutions of system (1) induces the following regularization hierarchy of graphs:
• Negatively regularizable graphs: those graphs for which there exists at least one solution w = 0 and r > 0 of system (1) . Notice that w can contain negative components but the regularization degree must be positive.
• Nonnegatively regularizable graphs: those for which there exists at least one solution of system (1) such that w has nonnegative entries and r > 0.
• Positively regularizable graphs: those for which there exists at least one solution of system (1) such that w has positive entries and r > 0.
• Regular graphs: those graphs for which w = e and r > 0 is a solution of system (1).
Clearly, a regular graph is a positively regularizable graph, a positively regularizable graph is a nonnegatively regularizable graph, and a nonnegatively regularizable graph is a negatively regularizable graph. In Section 2.4 we show that this inclusion is strict, meaning that each class is properly contained in the previous one, for both undirected and directed graphs.
Positively regularizable graphs
Informally, a graph is positively regularizable if it becomes regular by weighting its edges with positive values. More precisely, if G is a graph and A G its adjacency matrix, then graph G (or its adjacency matrix A G ) is positively regularizable if there exists r > 0 and an r-bistochastic matrix W such that W ≡ A G . A matrix A has total support if A = 0 and for every pair i, j such that a i,j = 0 there is a permutation matrix P with p i,j = 1 such that P ⊆ A. Notice that a permutation matrix P corresponds to a graph G P whose strongly connected components are cycles of length greater than or equal to 1. We call such a graph a (directed) spanning cycle forest. Hence, a matrix A has total support if each edge of G A is contained in a spanning cycle forest of G A .
The following result can be found in [5] . For the sake of completeness, we give the proof in our notation. Theorem 1. Let A be a square matrix. Then A is positively regularizable if and only if A has total support.
Proof. If A is positively regularizable there exists r > 0 and an r-bistochastic W such that W ≡ A. Clearly W = (1/r)W is bistochastic and has the same pattern of A. By Birkhoff theorem, see for example [7] , we obtain W = i α i P i , where every α i > 0, i α i = 1 and every P i is a different permutation matrix. Hence, for every i, j such that w i,j > 0 there exists some permutation matrix P k such that [P k ] i,j = 1 and P k ⊆ W . Since W ≡ A, we conclude that A has total support.
On the other hand, suppose that matrix A has total support. Let E be the set of non-zero entries of A. Then, for every non-zero entry u ∈ E there is a permutation matrix P u with [P u ] i,j = 1 and P u ⊆ A. Let W = u∈E P u . Notice that W is nonnegative and has the same pattern than A. Moreover, for every P u it holds P u e = P T u e = e, that is P u is bistochastic. Thus W e = W T e = me, where m = |E|, that is, W is m-bistochastic. We conclude that A is positively regularizable.
From Theorem 1 and definition of total support, it follows that a graph is positively regularizable if and only if each edge is included in a spanning cycle forest. Moreover, from the proof of Theorem 1 it follows that if a graph is positively regularizable then there is a solution of the regularization system (1) with integer weights.
We now switch to the undirected case, which corresponds to symmetric adjacency matrices. Let Q = P + P T , with P a permutation matrix. Each element q i,j is either 0 (if both p i,j = 0 and p j,i = 0), 1 (if either p i,j = 1 or p j,i = 1 but not both), or 2 (if both p i,j = 1 and p j,i = 1). Notice that Q is symmetric and 2-bistochastic. Moreover, Q corresponds to an undirected graph G Q whose connected components are single edges or cycles (including loops, that are cycles of length 1). We call these graphs (undirected) spanning cycle forests. For symmetric matrices, we have the following: Corollary 1. Let A be a symmetric square matrix. Then A has total support if and only if for every pair i, j such that a i,j > 0 there is a matrix Q = P + P T , with P a permutation matrix, such that q i,j > 0 and Q ⊆ A.
Proof. If A has total support then for every pair i, j such that a i,j > 0 there is a permutation P such that p i,j = 1 and P ⊆ A. Let Q = P + P T . Hence q i,j > 0 and since A is symmetric Q ⊆ A. On the other hand, if for every pair i, j such that a i,j > 0 there is a matrix Q = P + P T such that q i,j > 0 and Q ⊆ A, then p i,j > 0 and P ⊆ A (and p j,i > 0 and P T ⊆ A).
Hence an undirected graph is positively regularizable if each edge is included in an undirected spanning cycle forest.
Nonnegatively regularizable graphs
Informally, a nonnegatively regularizable graph is a graph that can be made regular by weighting its edges with nonnegative values. More precisely, if G is a graph and A G its adjacency matrix, then graph G is nonnegatively regularizable if there exists r > 0 and an r-bistochastic matrix W such that W ⊆ A G .
A matrix A has support if there is a permutation matrix P such that P ⊆ A. The following result is well-known, see for instance [3] . For the sake of completeness, we give the proof in our notation. Proof. Suppose A is nonnegatively regularizable. Then there is r > 0 and an r-bistochastic W with W ⊆ A. Since r > 0, we have that W = (1/r)W is bistochastic and W ⊆ A. Hence, by Birkhoff theorem, W = i α i P i , where every α i > 0, i α i = 1 and every P i is a different permutation matrix. Let P k be any permutation matrix in the sum that defines W . Then P k ⊆ W ⊆ A and hence P k ⊆ A. We conclude that A has support.
On the other hand, suppose A has support. Then there is a permutation matrix P with P ⊆ A. Since P is bistochastic, we have that A is nonnegatively regularizable.
From Theorem 2 and definition of support it follows that a graph is nonnegatively regularizable if and only if it contains a spanning cycle forest. Furthermore, from the proof of Theorem 2 it follows that if a graph is nonnegatively regularizable then there exists a solution of the regularization system with binary weights (0 and 1).
We now consider undirected graphs, that is, symmetric matrices. We have the following: Corollary 2. Let A be a symmetric square matrix. Then A has support if and only if there is a matrix Q = P +P T , with P a permutation matrix, with Q ⊆ A.
Proof. If A has support then there is a permutation P with P ⊆ A. Let Q = P + P T . Since A is symmetric we have Q ⊆ A. On the other hand, if there is a matrix Q = P + P T , with P permutation and Q ⊆ A, then P ⊆ A (and
Hence an undirected graph is nonnegatively regularizable if and only if it contains an undirected spanning cycle forest and there exists a solution of the regularization system with weights 0, 1 and 2.
Negatively regularizable graphs
Informally, a negatively regularizable graph is a graph that can be made regular by weighting its edges with arbitrarily values. More precisely, if G is a graph and A G its adjacency matrix, then graph G is negatively regularizable if there exists r > 0 and a matrix W , whose entries are not restricted to be nonnegative, such that W e = W T e = re and such that W ⊆ A G . Our goal here is to topologically characterize the class of negatively regularizable graphs. We first address the case of undirected graphs (that is, symmetric adjacency matrices). The next result, see [8] , will be useful. Lemma 1. Let G be a connected undirected graph with n nodes and let B be the incidence matrix of G. Then the rank of B is n − 1 if G is bipartite and n otherwise.
First of all, notice that an undirected graph is negatively regularizable (resp., nonnegatively, positively) if and only if all its connected components are so. It follows that we can focus on undirected graphs that are connected. Let V be the set of the n nodes of an undirected connected graph G. If G is bipartite then V can be partitioned into two subsets U and W such that each edge connects a node in U with a node in W . If |U | = |W | the bipartite graph is said to be balanced, otherwise it is called unbalanced. Let us introduce a vector s, that we call the separating vector, where the entries corresponding to the nodes of U are equal to 1 and the entries corresponding to the nodes of V are equal to −1. Clearly we have that s T B = 0, where B is the incidence matrix of the graph. We have the following result: Theorem 3. Let G be an undirected connected graph. Then:
1. if G is not bipartite, then G is negatively regularizable; 2. if G is bipartite and balanced, then G is negatively regularizable; 3. if G is bipartite and unbalanced, then G is not negatively regularizable.
Proof.
We prove item (1) . By virtue of Lemma 1 the incidence matrix B of G has rank equal to the number of its rows. By permuting the columns of B without loss of generality we can assume that:
where M is n × n and nonsingular and N in n × (m − n). Let x = rM −1 e be a vector of length n and let y = x 0 be a vector of length m obtained by concatenating x with a vector of 0s. Notice that x = 0, hence y = 0. Then By = re Hence the linear system Bw = re has a nontrivial solution y = 0 for every r > 0 so that G is negatively regularizable. If r = | det(M )| > 0 then the vector y has integer entries, since the entries of M are integers. We prove item (2) . If G is bipartite and balanced, then |V | = n is even and |U | = |W | = n/2. By Lemma 1 the rank of B is n − 1 and by permuting the rows and columns of B, without loss of generality, we can assume that:
, and b T is 1 × (m − n + 1). Let r > 0 and x = rM −1 e be a vector of length n − 1, and
be a vector of length m obtained by concatenating x with a vector of 0s. Notice that x = 0, hence y = 0. Then
If s is the separating vector, then s T B = 0 so that
Since half entries of s are equal to 1 and the remaining half are equal to −1, it must be a T x = r. Hence By = re so that y = 0 and r > 0 is a solution of system (1). Hence G is negatively regularizable. Again, if r = | det(M )| > 0 the vector y has integer entries.
We prove item (3). If G is bipartite and unbalanced, then |U | = |W |. Suppose G is negatively regularizable. Then Bw = re where w = 0 and r > 0. Let s be the separating vector. Since s T B = 0 we have that s T Bw = rs T e = 0, that is r(|U | − |W |) = 0. Since G is unbalanced we have |U | = |W | and hence it must be r = 0. Hence G is not negatively regularizable.
From the proof of Theorem 3 it follows that if a graph is negatively regularizable then there exists regularization solution with integer weights. We recall that the same holds for nonnegatively and positively regularizable graphs. A tree is an undirected connected acyclic graph. Since acyclic, a tree is bipartite. As a corollary, a tree is negatively regularizable if and only if it is balanced as a bipartite graph. The next theorem points out that acyclic and cyclic graphs behave differently when they are not negatively regularizable.
Theorem 4. Let G be an undirected connected graph that is not negatively regularizable and let B be its incidence matrix. Then 1. if G is acyclic then the system Bw = re has only the trivial solution w = 0 and r = 0;
2. if G is cyclic then the system Bw = re has infinite many solutions such that w = 0 and r = 0.
Proof. Let n be the number of nodes and m be the number of edges of G.
Consider the homogeneous linear systemBŵ = 0, whereB = B −e is n × (m + 1) andŵ = w r . Notice that w = 0 implies r = 0. Since G is not negatively regularizable then either there is only one trivial solutionŵ = 0 or the system has infinite many solutionsŵ different from the null one with w = 0 and r = 0. Since G is connected, then m ≥ n − 1. We have that:
1. If G is acyclic then m = n − 1 and rank(B) = n − 1 by virtue of Lemma 1. Hence the columns of B are linearly independent so that the system Bŵ = 0 cannot have solutions with w = 0 and r = 0.
2. When G has cycles, we have indeed that m ≥ n. But rank(B) ≤ n, sincê B has n rows. Hence rank(B) ≤ n ≤ m < m + 1 so that the system Bŵ = 0 has infinite many solutions.
Hence graphs that are not negatively regularizable can be partitioned in two classes: unbalanced trees, for which the only solution of system Bw = re is the trivial null one, and cyclic bipartite unbalanced graphs, for which there are infinite many solutions with w = 0 and r = 0. For instance, consider the chair graph with undirected edges (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 4 ), (x 4 , x 1 ), (x 5 , x 1 ). It is cyclic, bipartite and unbalanced. If (x 1 , x 2 ) and (x 3 , x 4 ) are labelled with α > 0, (x 2 , x 3 ) and (x 4 , x 1 ) are labelled with −α, and (x 5 , x 1 ) is labelled with 0, then all nodes have degree 0.
We now switch to the case of directed graphs. Consider the following mapping from directed graphs to undirected graphs. If G is a directed graph, let G * be its undirected counterpart such that each node x of G corresponds to two nodes x 1 (with color white) and x 2 (with color black) of G * , and each directed edge (x, y) in G corresponds to the undirected edge (x 1 , y 2 ). Notice that G * is a bipartite graph with 2n nodes (n white nodes and n black nodes) and m edges that tie white and black nodes together. Moreover, the degree of the white node x 1 (resp., black node x 2 ) of G * is the out-degree (resp., the in-degree) of the node x in G.
Despite G is weakly or strongly connected, G * can have many connected components. However, we have the following: Theorem 5. Let G be a directed graph. Then G is negatively regularizable (resp., nonnegatively regularizable, positively regularizable) if and only if G * is negatively regularizable (resp., nonnegatively regularizable, positively regularizable).
Proof. The crucial observation is the following: if we order in G * the white nodes before the black nodes, then the incidence matrix B G of the directed graph G (as defined in this section) is precisely the incidence matrix B G * of G (1) for G * . Hence the thesis.
Notice that the connected componentes of G * are bipartite graphs. Using Theorem 3, we have the next result.
Theorem 6. Let G be a directed graph. Then G is negatively regularizable if and only if all connected components of G * are balanced (they have the same number of white and black nodes).
Theorem 6 can be stated directly on G without the use of its undirected mate G * . We need, however, the following auxiliary definitions.
Definition 1. Let G be a directed graph. A directed path of length k ≥ 0 is a sequence of directed edges of the form:
An alternating path of type 1 of length k ≥ 0 is a sequence of directed edges of the form:
If x 1 = x k we have an alternating cycle. An alternating path of type 2 of length k ≥ 0 is a sequence of directed edges of the form:
we have an alternating cycle.
Observe that if we reverse the edges in even (resp., odd) positions of an alternating path of type 1 (resp., type 2) we get a directed path. Moreover, in simple graphs, an alternating cycle is either a self-loop or an alternating path of even length greater than or equal to 4.
Let G = (V, E) be a directed graph. We define an alternating path relation ↔ on the set E of edges of G such that for e 1 , e 2 ∈ E, we have e 1 ↔ e 2 if there is an alternating path that starts with e 1 and ends with e 2 . Notice that ↔ is reflexive, symmetric and transitive, hence it is an equivalence relation. Thus ↔ induces a partition of the set of edges E = i E i where E i are nonempty pairwise disjoint sets of edges. It is easy to realize that for each i the edges of E i corresponds to the edges of some connected components of the undirected counterpart
We say that a node in G is a white node if it has positive outdegree, it is a black node if it has positive indegree, it is a source node if it has null indegree, and it is a sink node if it has null outdegree. Notice that a node can be both white and black, or neither white nor black; also, it can be both source and sink, or neither source nor sink. A corollary of Theorem 6 is the next. Theorem 7. Let G = (V, E) be a directed graph and E = i E i be the partition of edges induced by the alternating path binary relation ↔. Then G is negatively regularizable if and only if 1. G contains neither source nor sink nodes; 2. all subgraphs G i = (V i , E i ) induced by edge sets E i have the same number of white and black nodes.
Proof. Suppose G is negatively regularizable. If G contains a source or a sink node, then the regularization degree of G must be 0, hence G cannot be negatively regularizable. Hence we assume that G contains neither source nor sink nodes. By Theorem 6 we have that all connected components of the undirected counterpart G * of G are balanced (have the same number of white and black nodes). Since for each i the edges of E i corresponds to the edges of some connected components C i of G * , and a white node (resp., black node) in G i = (V i , E i ) corresponds to a white node (resp., black node) in C i , we have that all subgraphs G i = (V i , E i ) induced by edge sets E i have the same number of white and black nodes.
On the other hand, if G contains neither source nor sink nodes, then each connected component of G * contains at least one edge. Hence, each connected component C i in G * corresponds to some edge set E i of G. Since all subgraphs G i = (V i , E i ) induced by edge sets E i have the same number of white and black nodes, and a white node (resp., black node) in C i corresponds to a white node (resp., black node) in G i = (V i , E i ), we have that all connected components of G * are balanced, hence by Theorem 6 we have that G is negatively regularizable.
It is possible to obtain a formulation of Theorem 7 starting from the adjacency matrix of the graph G. First of all, we observe that, given a matrix A, if P and Q are permutation matrices then the two graphs G A and G P AQ are not necessarily isomorphic. However, about G * A , the following simple result holds. Lemma 2. Let A be square matrix an let P and Q two permutation matrices. Then G * A and G * P AQ are isomorphic.
Proof. If we set
so that G B and G * P AQ are isomorphic. Now, we recall the definition of chainable matrix [4, 9] . Definition 2. An m × n matrix A is chainable if 1. A has no rows or columns composed entirely of zeros, and 2. for each pair of non-zero entries a p,q and a r,s of A there is a sequence of non-zero entries a i k ,j k for k = 1, . . . , t such that (p, q) = (i 1 , j 1 ), (r, s) = (i t , j t ) and for k = 1, . . . , t − 1 either i k = i k+1 or j k = j k+1 .
As noted in [4, 9] , the property of being chainable can be described by saying that one may move from a nonzero entry of A to another by a sequence of rook moves on the nonzero entries of the matrix. Notice that if A is the adjacency matrix of a graph G A = (V, E) then A is chainable if and only if ∀e 1 , e 2 ∈ E it holds that e 1 ↔ e 2 . Actually an alternating path between the edges of G A corresponds to rook moves between the nonzero entries of A. It is interesting to observe that if A is chainable then A T is chainable. In addition, if A is chainable and P and Q are permutation matrices then P AQ is chainable, since if two entries of the matrix belong to the same row or column then this property is not lost after a permutation of rows and columns [4] . Figure 4 . The matrix is chainable and this means that all the six edges belong to the same equivalence class. Theorem 1.2 in [4] can be restated in our notation as follows.
Lemma 3. The graph G *
A is connected if and only if A is chainable. We borrow from [4] another useful result.
Lemma 4. If A is m × n and has no rows or columns of zeros, then there are permutations matrices P and Q so that
where the diagonal blocks A k , for k = 1, 2, . . . , s, are chainable.
Now we are ready to rewrite Theorem 7.
Theorem 8. Let A be a square n × n matrix, and let G A be the graph whose adjacency matrix is A. Then 1. G A is negatively regularizable if and only if there exist two permutation matrices P and Q such that P AQ is a block diagonal matrix with square and chainable diagonal blocks;
2. G A is not negatively regularizable if and only if there exist two permutation matrices P and Q such that P AQ is a block diagonal matrix with chainable diagonal blocks some of which are not square.
Proof. We start by proving item (1). Let us assume first that there exist two permutation matrices P and Q such that P AQ is block diagonal with square and chainable diagonal blocks. By Lemma 3, this means that each diagonal block corresponds to a connected component of G * P AQ . Since the diagonal blocks are square the connected components of G * P AQ are balanced and thus negatively regularizable. This implies that G * P AQ is negatively regularizable. Hence G * A is negatively regularizable, being isomorphic to G * P AQ in the view of Lemma 2. We obtain the thesis by means of Theorem 5. Now let us assume that G A is negatively regularizable. This implies that A cannot contain rows or columns of zeros, so that, by means of Lemma 4 we obtain that there exist two permutations P and Q such that P AQ is block diagonal with chainable diagonal blocks. Since each of the diagonal blocks corresponds to a connected component of G * P AQ the presence of non-square blocks would imply the presence of unbalanced connected components in G * P AQ . Hence G * P AQ would be not negatively regularizable. But this is impossible since G * P AQ is isomorphic to G * A . Hence all the diagonal blocks must be square. Now to prove item (2) we note that it is impossible to find two permutations P and Q such that P AQ is block diagonal with square and chainable diagonal blocks and at the same time two permutations R and S such that RAS is block diagonal with chainable diagonal blocks some of which are not square. Indeed, by Lemma 2, the two graphs G * P AQ and G * RAS would be isomorphic, since they are both isomorphic to G * A .
Example 2. Let us consider the adjacency matrix A of the top right graph in Figure 3 . 
The matrix is not chainable. Observe that the equivalence classes of the relation ↔ are E 1 = { (1, 2), (1, 3), (1, 4) , (5, 4) , (6, 4) } and E 2 = {(2, 1), (3, 1), (4, 1), (4, 5) , (4, 6)}. By using two permutation P and Q to move rows 1, 5, 6 (the white nodes of E 1 ) on the top of the matrix and rows 2, 3, 4 (the white nodes of E 2 ) on the bottom and to move columns 2, 3, 4 (the black nodes of E 1 ) on the left and columns 1, 5, 6 (the black nodes of E 2 ) on the right we obtain
Observe that P AQ is block diagonal with square and chainable diagonal blocks. Hence G A is negatively regularizable.
As a second example, let us consider again the adjacency matrix A 1 of the top left graph in Figure 4 presented in Example 1. By permuting rows and columns of A 1 according to the black and white nodes that appear in the two equivalence classes of the relation ↔ we obtain
The presence of non-square chainable diagonal blocks implies that G A1 cannot be negatively regularizable.
The regularization hierarchy is strict
We show that the regularization hierarchy is strict, meaning that each class in properly contained in the previous one, for both undirected and directed graphs. We first address the undirected case. Consider Figure 3 . The top-left graph is not negatively regularizable, since it is bipartite and unbalanced. In particular, since each leaf of the star must have the same degree, each edge must be labelled with the same weight α, but this forced the degree of the center to be 3α > α, unless α = 0.
A graph that is negatively regularizable but not nonnegatively regularizable is the top-right one. Since the graph is bipartite and balanced, it is negatively regularizable: if we label each external edge with α > 0 and the central bridge with −α, then each edge has degree α. The graph is not nonnegatively regularizable since it contains no spanning cycle forest, hence it does not have support.
A graph that is nonnegatively regularizable but not positively regularizable is the bottom-left one. The graph is nonnegatively regularizable since edges (1, 2) and (3, 4) form a spanning cycle forest. The solution that labels the edges (1, 2) and (3, 4) with α > 0 and the other edges with 0 is a nonnegative regularizability solution with regularization degree α. The graph is not positively regularizable since edges (1, 3) and (1, 4) do not belong to any spanning cycle forest. Finally, a graph that is positively regularizable but not regular is the bottomright one. The graph is positively regularizable since each edge belongs to the spanning cycle forest formed by the tringle that contains the edge plus the opposite edge. If α > 0 and we label the outer edges with 3α and the inner edges with 2α we have a positive regularizability solution with regularization degree 8α. Clearly, the graph is not regular.
We now address the directed case. Consider Figure 4 . The top-left graph is not negatively regularizable. The equivalence relation ↔ has the two equivalence classes E 1 = {(1, 2), (4, 2), (4, 3), (2, 3)} and E 2 = {(3, 1), (3, 4)}. Class E 1 is unbalanced since it contains three white nodes (1, 2 and 4) and two black nodes (2 and 3). Also, class E 2 is unbalanced since it contains one white node (3) and two black nodes (1 and 4) .
A graph that is negatively regularizable but not nonnegatively regularizable is the top-right one. The graph is chainable and the equivalence relation ↔ has only one class containing all edges. All nodes are both white and black and hence the class is balanced. If we weight each edge with 1 excluding edge (1, 3) that we weighted with -1, then all nodes have in and out degrees equal to 1. The graph is not nonnegatively regularizable since there is no spanning cycle forest: the only cycles are indeed the two loops, which do not cover node 2.
A graph that is nonnegatively regularizable but not positively regularizable is the bottom-left one. Indeed, the loop plus the 3-cycle make a spanning cycle forest. However, the remaining edges (those on the 2-cycle) are not contained in any spanning cycle forest.
Finally, a graph that is positively regularizable but not regular is the bottomright one. The loop plus the 3-cycle and the two 2-cycles form two distinct spanning cycle forests that cover all edges. It is easy to see that the graph is not regular.
Computational complexity
In this section we make some observations on the computational complexity of positioning a graph in the hierarchy we have developed. The reduction G * of a directed graph G turns out to be useful to check whether a graph is nonnegatively as well as positively regularizable. We remind that a matching M is a subset of edges with the property that different edges of M cannot have a common endpoint. A matching M is called perfect if every node of the graph is the endpoint of (exactly) one edge of M . Notice that a bipartite graph has a spanning cycle forest if and only if it has a perfect matching. Moreover, every edge of a bipartite graph is included in a spanning cycle forest if and only if every edge of the graph is included in a perfect matching. Using Theorem 1, we hence have the following. Theorem 9. Let G be a directed graph and G * its undirected counterpart. Then:
1. G is nonnegatively regularizable if and only if G * has a perfect matching;
2. G is positively regularizable if and only if every edge of G * is included in a perfect matching.
The easiest problem is to decide whether a graph is negatively regularizable. For an undirected graph G with n nodes and m edges, it involves finding the connected components of G and determining if they are bipartite, and in case, if they are balanced. For a directed graph G, it involves finding the connected components of the undirected graph G * (which are bipartite graphs) and determining if they are balanced. All these operations can be performed in linear time O(n + m) in the size of the graph. The problem can be formulated as the following linear programming feasibility problem (any feasible solution is a regularization solution):
where B is the incidence matrix of the graph as defined at the beginning of Section 2. Also regular graphs can be checked in linear time O(n + m) by computing the indegrees and outdegrees for every node in directed graphs, or simply the degrees in the undirected case. The complexity for nonnegatively and positively regularizability is higher, but still polynomial. To determine if an undirected graph G is nonnegatively regularizable, we have to find a spanning cycle forest. Using the construction adopted in the proof of Theorem 6.1.4 in [3] , this boils down to solve a perfect matching problem on a bipartite graph of the same asymptotic size of G (precisely, with a double number of nodes and edges). This costs O( √ nm) using Hopcroft-Karp algorithm for maximum cardinality matching in bipartite graphs, that is O(n 1.5 ) on sparse graphs. The directed case is covered by Theorem 9 with the same complexity. Moreover, the problem can be encoded as the following linear programming feasibility problem:
To decide if an undirected graph is positively regularizable, we have to find a spanning cycle forest for every edge of G. Using again Theorem 6.1.4 in [3] , this amounts to solve at most m perfect matching problems on bipartite graphs of the same asymptotic size of G, which costs O( √ nm 2 ), that is O(n 2.5 ) on sparse graphs. This bound can be improved by exploiting the equivalence of positive regularizability with total support, see Section 3. Again, the directed case is addressed by Theorem 9 with the same complexity. Finally, the problem is equivalent to the following linear programming feasibility problem:
Related literature
Regularizable graphs were introduced and studied by Berge [1, 2] , see also Chapter 6 in [3] . We summarize in the following the main results related to our work. A connected undirected graph G is nonnegatively regularizable (quasiregularizable) if and only if for every independent set S of nodes of G it holds that |S| ≤ |N (S)|, where N (S) is the set of neighbors of S. A connected undirected graph G is positively regularizable (regularizable) if and only if G is either elementary bipartite or 2-bicritical. A bipartite graph is elementary if and only if it is connected and each edge is included in a perfect matching. A graph G is 2-bicritical if and only if for every nonempty independent set S of nodes of G it holds that |S| < |N (S)|.
In [16] the vulnerability of an undirected graph G is defined as
where S is any independent nonempty set of nodes of G. It holds thatν G ≤ 0 if and only if G is nonnegatively regularizable. In additionν G < 0 if and only if G is 2-bicritical. Hence, nonnegatively regularizable graphs, and in particular, positively regularizable ones tend to have low vulnerability. On the other hand, this does not hold for negatively regularizable graphs: as an example, consider the square n × n matrix Matrix A is chainable and hence G A is negatively regularizable. It is not difficult to show thatν G A = n − 4, hence the vulnerability of G A can be arbitrarily high as the graph grows.
The condition of having total support for a matrix can be tested via DulmageMendelsohn decomposition: if a square matrix A has support then there exist two permutations P and Q such that P AQ is block upper triangular with square and fully indecomposable diagonal blocks, see [17] . Once the decomposition in blocks has been computed, testing total support amounts in checking that each of the m positive entries of the matrix (edges of the corresponding graph) belongs to one of the square diagonal blocks determined by the decomposition. The cost of computing the decomposition is O(m √ n) [18, 19] , and this is also the overall cost of checking total support. Since, by Theorem 1, total support is equivalent to positive regularizability, the same complexity bound extends to testing positive regularizability.
The problem or regularizability could be seen as a member of a wide family of problems concerning the existence of matrices with prescribed conditions on the entries and on sums of certain subsets of the entries, typically row and columns [20, 21] . Additional conditions on the matrices can be imposed, such as, for example, symmetry or skew-symmetry [22] . Actually, Brualdi in [23] gives necessary and sufficient conditions for the existence of a nonnegative rectangular matrix with a given zero pattern and prescribed row and column sums. In [20] these results are generalized in various directions and in particular by considering the prescription that the entries of the matrix belong to finite or (half)infinite intervals (thus encompassing the case where some entries are prescribed to be zero or positive or nonnegative or are unrestricted). The results presented in this paper are not implied by the above described literature. Moreover, our approach to regularizability is graph-theoretic.
Conclusion
By generalizing the problem of graph regularization to directed graphs, possibly weighted with negative values, we defined a hierarchy of four nested graph classes corresponding to as many matrix classes. We found structural characterizations of the classes both in terms of graphs and corresponding matrices, and discussed the computational problem of deciding the positioning of a graph in the hierarchy.
We argued that the regularization solution might be useful to alleviate tension in real weighted networks with great disparity of centralities (and power) among nodes. In real cases, moving from an irregular real weighted network toward a regular ideal weighted network might be costly (in terms of time and other relevant resources), since a central authority has to negotiate new force relations among players of the network. Moreover, we expect that the cost of this transformation is proportional to the distance between the real weight assignment and the ideal one. Hence, for networks that admit a regularization solution, the optimum is to find the closest regularization solution to the real weight assignment, which amounts to solve a minimization problem similar to the following: min ||w − w * || Bw = re w ≥ 1
