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1. Introduction
The circular restricted three body problem models the motion of a small body with negligible
mass inﬂuenced by the gravity of two large bodies, called the primaries. The primaries are assumed
to rotate in a perfect circle as a solution to the two body problem and, in a rotating coordinate frame,
sit at ﬁxed positions. See Meyer and Hall [1] for more details. This system is referred to as the CRT
problem in this paper.
The dynamics of the four body problem with two large bodies and two small bodies is studied here
by considering a limiting system similar to the CRT problem, which we refer to as the (2 + 2)-body
problem. As in the CRT problem the primaries are assumed to rotate in perfect circles and sit at ﬁxed
positions in a rotating coordinate frame. We refer to the small bodies as the secondaries. Whipple
[5] studies a similar problem focusing on the relative equilibria. Milani and Nobili [2] study the Hill
stability of the (2+ 2)-body problem. Both Moeckel [3] and Xia [6] considered n-body problems with
large and small masses. Xia’s study focused on counting the number of relative equilibria in such
systems, particularly for n  4. Moeckel found relative equilibria and discussed their stability in the
four body problem with large and small masses and other systems with small masses.
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algebraic framework used to deﬁne the (2 + 2)-body problem differs somewhat from previous ap-
proaches. We consider two quantities whose limit is taken to zero. One quantity is the total mass of
the small bodies, which we can denote εmass . The other quantity considered is the distance between
the secondaries, which we can denote εdist . With both quantities taken to zero, the mutual attrac-
tion between the secondaries is kept nontrivial, while the effect of the secondaries on the primaries
remains trivial as in the CRT problem.
We combine the two limits into a single limit of a parameter ε by setting εmass = εm and εdist = εd .
The parameters m and d are considered ﬁxed and determine the rate at which the two quantities
are taken to zero. Their relationship has a large inﬂuence on the equations governing the relative
position of the secondaries. Three distinct cases emerge when we consider various rates that these
two quantities limit to zero. One choice of m and d in particular leads to interesting dynamics and it
is this system that we refer to as the (2 + 2)-body problem. We brieﬂy consider the other possible
limits.
2. The (2+ 2)-body problem
2.1. The four body problem
The Hamiltonian for the Newtonian four body problem in rotating coordinates is given by
H =
4∑
i=1
‖pi‖2
2mi
+ pTi K xi −
∑
i = j
mim j
‖xi − x j‖ , (2.1)
where K = [ 0 1−1 0
]
, and xi and pi are the position and momentum variables for the ith body, respec-
tively, and mi is the mass.
The ﬁrst and second bodies are assumed to be the primaries with their total mass scaled to 1.
Let m1 = 1 − μ and m2 = μ for 0 < μ  12 . The remaining two masses are the secondaries, we set
m3 = εm(1 − σ) and m4 = εmσ for 0 < σ  12 and εm > 0. We assume x4 − x3 is O (εd), this will
be introduced formally with a change of variables. We leave m and d unspeciﬁed to highlight the
relationship between them, but we can assume m 1, d 1.
A symplectic change of variables is made as follows:
y = x2 − x1, (2.2a)
z = ε−d(x4 − x3), (2.2b)
ξ = (1− σ)x3 + σ x4 − (1− μ)x1 − μx2, (2.2c)
c = 1− μ
1+ εm x1 +
μ
1+ εm x2 +
(1− σ)εm
1+ εm x3 +
σεm
1+ εm x4, (2.2d)
where y is the relative position of the primaries and z is the rescaled relative position of the secon-
daries, which we consider ﬁrst order. The coordinate ξ is the relative position of the centers of mass
of the primaries and the secondaries and the c coordinate is the center of mass for the full system.
This coordinate system is similar to what is used by Moeckel [3] to study relative equilibria in
systems with large and small masses. In Moeckel’s study the secondaries are assumed to be near
the relative equilibria of the primaries. In (2.2) no assumption is made about the location of relative
equilibria. However, when the secondaries are near a relative equilibrium point of the primaries, our
framework becomes similar to Moeckel’s and many of his results follow.
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py = (1− μ)p2 − μp1,
pz = εd
(
(1− σ)p4 − σ p3
)
,
pξ = 1
1+ εm p3 +
1
1+ εm p4 −
εm
1+ εm p1 −
εm
1+ εm p2,
pc = p1 + p2 + p3 + p4.
The coordinate pc is the total linear momentum for the system. A straightforward calculation gives
H = ‖py‖
2
2μ(1− μ) + ε
−m−2d ‖pz‖2
2σ(1− σ) +
(
1+ ε−m)‖pξ‖2
2
+ ‖pc‖
2
2(1+ εm)
+ pTy K y + pTz K z + pTξ Kξ + pTc Kc − U ,
with potential
U = μ(1− μ)‖y‖ + ε
2m−d σ(1− σ)
‖z‖ + ε
m (1− μ)(1− σ)
‖−μy − ξ − εdσ z‖ + ε
m (1− μ)σ
‖−μy − ξ + εd(1− σ)z‖
+ εm μ(1− σ)‖(1− μ)y − ξ − εdσ z‖ + ε
m μσ
‖(1− μ)y − ξ + εd(1− σ)z‖ .
The coordinates c and pc decouple from the rest of the system.
2.2. The potential U
We combine the last four terms of U into a single series. Deﬁne Tn(v,w) for n 0, such that
1
‖v + δw‖ =
∞∑
n=0
Tn(v,w)
δn
n! .
We have
(1− μ)(1− σ)
‖−μy − ξ − σεdz‖ +
(1− μ)σ
‖−μy − ξ + (1− σ)εdz‖ = (1− μ)
∞∑
n=0
τn(σ )
n! Tn(−μy − ξ, z)ε
nd,
where τn(σ ) = σ(1− σ)n + (−σ)n(1− σ). Similarly,
μ(1− σ)
‖(1− μ)y − ξ − σεdz‖ +
μσ
‖(1− μ)y − ξ + (1− σ)εdz‖ = μ
∞∑
n=0
τn(σ )
n! Tn
(
(1− μ)y − ξ, z)εnd.
Deﬁning a series An , such that
An = τn(σ )
n!
[
(1− μ)Tn(−μy − ξ, z) + μTn
(
(1− μ)y − ξ, z)],
we combine last four terms of U ,
U = μ(1− μ)‖y‖ + ε
2m−d σ(1− σ)
‖z‖ + ε
m
∞∑
Anε
nd.n=0
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A0 = 1− μ‖ξ + μy‖ +
μ
‖ξ − (1− μ)y‖ ,
A1 = 0,
A2 = σ(1− σ)
2
zT B(y, ξ)z,
where B(y, ξ) is a 2× 2 matrix such that
B(y, ξ) = Dξ
(
−(1− μ) ξ + μy‖ξ + μy‖3 − μ
ξ − (1− μ)y
‖ξ − (1− μ)y‖3
)
.
The matrix B(y, ξ) is symmetric with equations
B11(y, ξ) = (1− μ)2(ξ1 + μy1)
2 − (ξ2 + μy2)2
‖ξ + μy‖5 + μ
2(ξ1 − (1− μ)y1)2 − (ξ2 − (1− μ)y2)2
‖ξ − (1− μ)y‖5 ,
B12(y, ξ) = (1− μ)3(ξ1 + μy1)(ξ2 + μy2)‖ξ + μy‖5 + μ
3(ξ1 − (1− μ)y1)(ξ2 − (1− μ)y2)
‖ξ − (1− μ)y‖5 ,
B22(y, ξ) = (1− μ)2(ξ2 + μy2)
2 − (ξ1 + μy1)2
‖ξ + μy‖5 + μ
2(ξ2 − (1− μ)y2)2 − (ξ1 − (1− μ)y1)2
‖ξ − (1− μ)y‖5 .
2.3. The corresponding differential equations
The differential equations for c and pc are
c˙ = pc
1+ εm + Kc,
p˙c = Kpc .
Since the c and pc coordinates fully decouple from the rest of the system, we set c = 0 and pc = 0.
Recall that ξ is the relative position of the centers of mass of the primaries and of the secondaries.
In the limit as ε → 0, the total mass of the primaries becomes the total mass of the system. Thus c
becomes the center of mass of the primaries, which we have set to the origin. Therefore, for ε = 0,
ξ can be considered the position of the center of mass of the secondaries.
The differential equation for y and py is
y˙ = py
μ(1− μ) + K y,
p˙ y = Kpy − μ(1− μ) y‖y‖3 + ε
m
∞∑
n=2
∂ An
∂ y
εnd.
In the limit as ε → 0, the above equations form a two body problem in rotating coordinates. For
ε = 0, we set y = e1 = (1,0) and py = (0,μ(1− μ)), thus placing the primaries at ﬁxed positions.
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z˙ = ε−m−2d pz
σ(1− σ) + K z,
p˙z = Kpz + σ(1− σ)
(
−ε2m−d z‖z‖3 + ε
m+2dB(ξ)z
)
+ εm
∞∑
n=3
∂ An
∂z
εnd,
ξ˙ = (1+ ε−m)pξ + Kξ,
p˙ξ = Kpξ + εm
(
−(1− μ) ξ + μy‖ξ + μy‖3 − μ
ξ − (1− μ)y
‖ξ − (1− μ)y‖3
)
+ εm
∞∑
n=2
∂ An
∂ξ
εnd.
The equations for z and ξ do not converge. To avoid divergence, we make the following non-
symplectic change of variables, v = ε−m−2d pzσ(1−σ) and η = ε−mpξ . We have
z˙ = v + K z, (2.3a)
v˙ = K v − εm−3d z‖z‖3 + B(y, ξ)z + O
(
εd
)
, (2.3b)
ξ˙ = η + Kξ + O (εm), (2.3c)
η˙ = Kη − (1− μ) ξ + μy‖ξ + μy‖3 − μ
ξ − (1− μ)y
‖ξ − (1− μ)y‖3 + O
(
ε2d
)
. (2.3d)
Heuristically, v and η can be thought of as velocities, while pz and pξ are momenta.
2.4. Deﬁning the (2+ 2)-body problem
The system (2.3) converges, provided that m  3d. The m = 3d case has the most interesting dy-
namics. In order to deﬁne the (2 + 2)-body problem we set m = 3d and take the limit as ε → 0 of
(2.3). Additionally, we set y = e1 = (1,0) and py = (0,μ(1 − μ)). The matrix B is now considered
only as a function of ξ . We have
z˙ = v + K z, (2.4a)
v˙ = K v − z‖z‖3 + B(ξ)z, (2.4b)
ξ˙ = η + Kξ, (2.4c)
η˙ = Kη − (1− μ) ξ + μe1‖ξ + μe1‖3 − μ
ξ − (1− μ)e1
‖ξ − (1− μ)e1‖3 . (2.4d)
We refer to the above system as the (2+2)-body problem. Note the important fact that the equations
for ξ and η partially decouple from z and v and form a CRT problem. Therefore, in the limiting
system, the center of mass of the secondaries behaves as the single small body in the CRT problem.
While the full (2 + 2)-body problem is not Hamiltonian, our system is Hamiltonian if ξ is at one
of the ﬁve relative equilibria of the CRT problem, called the Lagrangian points, denoted Li . We have
the Hamiltonian
H(z, v) = v
2
2
+ vK z − 1‖z‖ − z
T B(Li)z. (2.5)
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In this section, we brieﬂy study the cases where m > 3d and m < 3d. For m > 3d the distance
between the secondaries, on the order εd , tends to zero less quickly than in the m = 3d case. Thus
the distance between the secondaries dominates over their mutual attraction. For m < 3d, the opposite
is true with their mutual attraction dominating.
Letting m > 3d and taking ε → 0 in (2.3), the interaction term, −εm−3d z‖z‖3 , limits to zero. We
have
[
z˙
v˙
]
=
[
K I
B K
][
z
v
]
.
Recall that
B(ξ) = Dξ
(
−(1− μ) ξ + μe1‖ξ + μe1‖3 − μ
ξ − (1− μ)e1
‖ξ − (1− μ)e1‖3
)
.
The matrix
[
K I
B K
]
is the linearization of the CRT problem. Although the secondaries are far enough apart to have negli-
gible interaction, they are still close enough that the equations of motion of their relative position can
be well approximated by the linearization of the CRT problem. To see this, let Φ denote the vector
ﬁeld for the CRT problem. Linearizing Φ near the position of the ﬁrst small body, x3, we have
Φ(x) ≈ Dx3Φ(x− x3) + Φ(x3).
Therefore,
z˙ = ε−d(x˙4 − x˙3) = ε−d
(
Φ(x4) − Φ(x3)
)
≈ ε−d(Dx3Φ(x4 − x3) + Φ(x3) − Dx3Φ(x3 − x3) − Φ(x3))
= ε−dDx3Φ(x4 − x3) = Dx3Φ(z).
For m < 3d, the −εm−3d z‖z‖3 term diverges as ε → 0. One way to avoid divergence is to make the
change of variables z → ε3d−mz and t → εm−3dt with v unchanged. This gives
z˙ = v + ε3d−mK z,
v˙ = − z‖z‖3 + ε
3d−mK v + ε2(3d−m)Bz.
By taking the limit as ε → 0, this system becomes a Kepler problem. The primaries have negligible
inﬂuence on the relative position of the secondaries compared to their own mutual attraction.
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For the (2+ 2)-body problem to be in equilibrium, ξ must be at a Lagrangian point. Let the point
(z∗, v∗) denote an equilibrium point in (z, v) coordinates. Thus we have v∗ = −K z∗ and
− z
∗
‖z∗‖3 + B(Li)z
∗ + z∗ = 0.
Hence,
(
B(Li) + I
)
z∗ = z
∗
‖z∗‖3 .
Therefore z∗ is an eigenvector of B(Li)+ I , whose length is the inverse cube root of its corresponding
eigenvalue.
2.6.1. Equilibria associated with ξ =L4 and ξ =L5
Since L4 and L5 are the vertices of the two equilateral triangles with the primaries at the other
vertices, then L4 = ( 12 − μ,
√
3
2 ) and L5 = ( 12 − μ,−
√
3
2 ). See Pollard [4] for more details. Evaluating
B at L4 = ( 12 − μ,
√
3
2 ), we have the following matrix:
B(L4) =
[− 14 γ
γ 54
]
,
where
γ = 3
√
3
4
− 3
√
3
2
μ.
The eigenvalues for
B(L4) + I =
[ 3
4 γ
γ 94
]
are 32 ±
√
( 34 )
2 + γ 2 = 32 ±
√
9
4 − 274 μ(1− μ). Therefore, we have two distinct positive eigenvalues
for all 0 < μ  12 and four distinct equilibrium points. We denote these points as ±L+4 and ±L−4 ,
where the points ±L+4 correspond to the eigenvalue 32 +
√
9
4 − 274 μ(1− μ) and ±L−4 correspond to
the eigenvalue 32 −
√
9
4 − 274 μ(1− μ). (See Fig. 1.)
In the case μ = 12 , we have
L+4 =
(
0,
(
4
9
) 1
3
)
, L−4 =
((
4
3
) 1
3
,0
)
.
At L+4 the two secondaries are perpendicular to the primaries and at L−4 they are horizontal.
2.6.2. Equilibria associated with ξ =L1 , ξ =L2 and ξ =L3
The Lagrangian points L1, L2 and L3 all lie along the x-axis. For Li = (x,0), where i = 1,2,3,
x satisﬁes:
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L1: x = 1− μ
(x+ μ)2 −
μ
(x− 1+ μ)2 ,
L2: x = − 1− μ
(x+ μ)2 −
μ
(x− 1+ μ)2 ,
L3: x = 1− μ
(x+ μ)2 +
μ
(x− 1+ μ)2 .
Evaluating the matrix B at Li = (x,0) for i = 1,2,3, we have
B(Li) =
[
2α 0
0 −α
]
,
where
α = 1− μ|x+ μ|3 +
μ
|x− 1+ μ|3 .
The eigenvalues for B(Li)+ I are 2α+1 and 1−α. The eigenvalue 2α+1 is always positive. Therefore,
we have L+i = ((2α + 1)−1/3,0) for each i = 1,2,3. However, the eigenvalue 1−α is always negative.
Thus, L−i does not exist for each i = 1,2,3.
2.7. Stability
In the CRT problem, the collinear Lagrangian points, L1, L2 and L3, are unstable with the eigen-
values of their linearizations off the imaginary axis. Therefore ±L+1 , ±L+2 and ±L+3 are also unstable.
The points L4 and L5 undergo a bifurcation in the parameter μ at μr = 12 (1−
√
69/9), called Routh’s
ratio. For 0 < μμr , the eigenvalues of the linearizations of L4 and L5 are pure imaginary and L4
and L5 are stable. For μr < μ 12 , the eigenvalues associated with L4 and L5 are off the imaginary
axis. Therefore L4 and L5 as well as ±L±4 and ±L±5 are unstable for μ on this interval. See Meyer
and Hall [1] for more details.
While the algebraic framework of our approach is different from that of Moeckel [3], we obtain the
same results concerning the classiﬁcation of the equilibria. The equilibria ±L+4 and ±L+5 always have
two pure imaginary and two real eigenvalues along with the eigenvalues of L4 and L5 of the CRT
problem. Therefore ±L+4 and ±L+5 are unstable. In addition to Routh’s ratio, there is another bifur-
cation in the parameter μ of the eigenvalues of ±L−4 and ±L−5 , which we write as μ0. Moeckel [3]
found:
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2
(
1−
√
15681+ 7104√21
225
)
≈ 0.011942.
Note that μ0 < μr . For μ < μ0, ±L−4 and ±L−5 have two distinct pairs of pure imaginary eigenvalues,
and are thus stable. For μ0 < μ < 12 , the equilibria ±L−4 and ±L−5 have eigenvalues off the imaginary
axis, and are thus unstable.
3. Families of periodic orbits
There are several families of periodic orbits in the (2+2)-body problem associated with L4 and, by
symmetry, with L5. One of our primary tools to show their existence is Lyapunov’s Center Theorem.
The version of the theorem used in this paper can be found in Meyer and Hall [1].
A periodic orbit in a system with a non-degenerate integral always has the characteristic mul-
tiplier 1, with algebraic multiplicity of at least 2. The periodic orbit is called non-degenerate if its
algebraic multiplicity is exactly 2. If the system depends smoothly on a parameter, then a non-
degenerate periodic orbit of that system persists for small variations of the parameter. A direct
consequence of this is Lyapunov’s Center Theorem. See Meyer and Hall [1] for more details.
Theorem (Lyapunov’s Center Theorem). Assume that a system with a non-degenerate integral has an equi-
librium point with corresponding eigenvalues ±iω, λ3, . . . , λn of its linearization, where iω = 0 is pure
imaginary. If λ j/iω is not an integer for j = 3, . . . ,n, then there exists a one-parameter family of periodic
orbits emanating the equilibrium point. Moreover, when approaching the equilibrium point along the family,
the periods tend to 2π/ω, and the nontrivial multipliers tend to e2πλ j/ω , j = 3, . . . ,m.
Remark. A Hamiltonian is always a non-degenerate integral for a periodic solution.
3.1. Families of periodic orbits emanating from equilibria
While the full (2 + 2)-body problem is not Hamiltonian, when ξ is at L4 the system has the
following Hamiltonian
H(z, v) = v
2
2
+ vT K z − 1‖z‖ −
1
2
zT B(L4)z. (3.1)
The equilibria ±L+4 each individually has one pair of pure imaginary eigenvalues and one pair of real
eigenvalues for all μ. Therefore, by Lyapunov’s Center Theorem there exists a family of periodic orbits
emanating from both ±L+4 .
For the points ±L−4 , when μ < μ0 there are two distinct pairs of imaginary eigenvalues ±iω1 and±iω2, such that ω1 is not an integer multiple of ω2. Again, we apply Lyapunov’s Center Theorem to
show there exist two families of periodic orbits emanating out of each of the points ±L−4 for μ < μ0.
3.2. Families of periodic orbits emanating from inﬁnity
There are two families of periodic orbits that exist for large z and v . These periodic solutions can
be thought of as emanating from inﬁnity and exist for μ < μr . We show this by proving a theorem
similar to Lyapunov’s Center Theorem, but ﬁrst we need to address a few preliminaries.
Every linear Hamiltonian system has the form H(x) = 12 xT Sx where S is a square matrix. The
corresponding differential equation is given by x˙ = J Sx where J is the block matrix
[
0 I
−I 0
]
.
We give the following deﬁnition of a Hamiltonian which linearizes at inﬁnity.
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and function G , such that H has the form
H(x) = 1
2
xT Sx+ G(x)
and for small ε > 0 the function Gε(x) = ε2G(ε−1x) is O (ε). The matrix A = J S is called the lin-
earization at inﬁnity of the system.
For a Hamiltonian system linearizing at inﬁnity, by making the change of variables x → ε−1x with
symplectic multiplier ε2, we have H(x) = 12 xT Sx + O (ε). The corresponding differential equation is
x˙ = Ax+ O (ε).
For the (2+2)-body problem with Hamiltonian (3.1), when z is large, the − z‖z‖3 term is negligible.
As z → ∞, we have
[
z˙
v˙
]
=
[
K I
B K
][
z
v
]
.
The Hamiltonian (3.1) linearizes at inﬁnity, where G(z, v) = − 1‖z‖ and
S =
[−B −K
K I
]
.
The corresponding matrix, A = J S , is equal to the linearization of the CRT problem at L4, given by
the matrix:
[
K I
B K
]
.
Thus, the linearization at inﬁnity of the (2+2)-body problem has two distinct pairs of pure imaginary
eigenvalues which are not integer multiples for μ < μr .
Theorem 1 (Periodic orbits emanating from inﬁnity). Assume that a Hamiltonian system linearizes at inﬁnity
with corresponding eigenvalues ±iω, λ3, . . . , λn, where iω = 0 is pure imaginary. If λ j/iω is not an integer
for j = 3, . . . ,n, then there exists a one-parameter family of periodic orbits emanating from inﬁnity. Moreover,
when approaching inﬁnity along the family, the periods tend to 2π/ω, and the nontrivial multipliers tend to
e2πλ j/ω , j = 3, . . . ,m.
The proof of Theorem 1 is similar to the proof of Lyapunov’s Center Theorem given in Meyer and
Hall [1].
Proof of Theorem 1. Assume the Hamiltonian for the system is
H(x) = 1
2
xT Sx+ G(x),
where Gε(x) = ε2G(ε−1x) is O (ε) for ε small. With change of variables x → ε−1x and symplectic
multiplier ε2, the Hamiltonian becomes
Hε(x) = 1 xT Sx+ O (ε),
2
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is linear. Since this linear system has exponents ±iω, it has a periodic solution of the form eAta with
period 2π/ω, where a is a ﬁxed nonzero vector. The multipliers of this periodic solution are the
eigenvalues of eA2π/ω , or 1,1 and e2πλ j/ω . By assumption, the nontrivial multipliers are not 1, so this
periodic solution is non-degenerate. Since Hε is a non-degenerate integral varying smoothly with ε,
then the periodic solution, along with its multipliers, continue for small ε > 0. 
Therefore, the (2 + 2)-body problem, with ξ = L4, has two families of periodic orbits emanating
from inﬁnity for μ < μr .
3.3. Families of periodic orbits with periodic ξ
In the CRT problem, there are two families of periodic orbits emanating out of L4, which are
shown to exist by Lyapunov’s Center Theorem. We make the following argument to show that for
these families of periodic orbits there exist corresponding solutions in the z and v coordinates for
each equilibrium of the (2 + 2)-body problem, when ξ = L4. This gives us periodic orbits in the full
(2+ 2)-body problem of the same period.
Let (ξν,ην) be one such family of periodic orbits of the CRT problem, parameterized by ν  0,
such that ξ0(t) =L4 for all t . The increasing parameter ν corresponds to the expanding radius of the
periodic orbits. Let Tν be the period for ξν for each ν . By Lyapunov’s Center Theorem, we know that
T0 = 2π/ω, where ±iω are the eigenvalues corresponding to this family of periodic orbits.
With ξ following the orbit ξν , the equations for the z and v coordinates can be represented by the
system
z˙ = v + K z,
v˙ = K v − z‖z‖3 + B
(
ξν(s)
)
z,
s˙ = 1.
With the change of variables t → Tνt , the system becomes
z˙ = Tν(v + K z),
v˙ = Tν
(
K v − z‖z‖3 + B
(
ξν(s)
)
z
)
,
s˙ = Tν,
where s is modulo 1 and the vector ﬁeld is over the space R2 × R/Z. The above system is periodic
with period 1 for each value of ν . Let Σ be the level set s = 0 for the above equations and let
Pν : Σ → Σ be the ﬁrst return map. Let x0 be one of the equilibria ±L+4 and ±L−4 . The point
x0 is thus a ﬁxed point for P0. Since the eigenvalues for ±L+4 and ±L−4 are not zero, then their
multipliers are not 1. Thus, the function P0(x)−x is non-degenerate. By the implicit function theorem,
there exists a continuous function g(ν) for ν near 0, such that g(0) = x0 and Pν(g(ν)) = g(ν). Thus
xν = g(ν) is a point of intersection between Σ and a periodic solution.
For each of equilibria ±L+4 and ±L−4 and each of the two families of periodic orbits, (ξν,ην),
emanating from L4, in the CRT problem, there is a family of periodic solutions. This gives us eight
families of this type.
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4.1. Relating z to x3 and x4
Figs. 2(a)–(f) are numerical examples of periodic orbits contained in a few of the families discussed
in Section 3. The ﬁgures display the orbits in the z coordinate of the (2 + 2)-body problem, with
ξ = L4. Using a numerical method described below, we have found the orbits for μ = 0.01. We
followed the families until the numerical method failed. We did not consider what bifurcations occur
in these families.
It is important to note that while the solutions displayed above are in z space, the pictured orbits
also resemble the paths taken by the secondaries in the original position coordinates, x3 and x4. Recall
from (2.2) we have z = ε−d(x4 − x3) and ξ = (1 − σ)x3 + σ x4 − (1 − μ)x1 − μx2, with the center of
mass of the primaries, (1−μ)x1+μx2, set to the origin in the derivation of the (2+2)-body problem.
Therefore we have
x3 = −εdσ z + ξ,
x4 = εd(1− σ)z + ξ.
For the purpose of relating the ﬁgures to x3 and x4, we deﬁne rescaled coordinates xˆ3 and xˆ4 by
translating L4 to the origin of (x3, x4) space and scaling the coordinate system by ε−d . We have
xˆ3 = −σ z,
xˆ4 = (1− σ)z.
The coordinates xˆ3 and xˆ4 can be thought of as the locations of the secondaries on a scale ap-
propriate for studying their relative positions. The path of the fourth body for a given periodic orbit
resembles the path taken by the orbit in z space, scaled by a factor 1 − σ . Similarly, the path taken
by the third body follows the path taken in z space reﬂected through the origin and scaled by a
factor σ . This symmetry between x3 and x4 holds in the ﬁrst order approximation used to deﬁne the
(2+ 2)-body problem, but not when higher order terms are considered.
The periodic orbits emanating from relative equilibria in the z coordinate can be considered devi-
ations of the secondaries from rest positions. The secondaries can be viewed as wobbling about their
own relative equilibria, with the third body mirroring the fourth body across the origin. By contrast
the periodic orbits emanating from inﬁnity involve the secondaries encircling one another. This occurs
because these solutions in z space revolve around the origin.
4.2. Description of the numerical method
The numerical method used involves initially scaling the vector ﬁeld of the (2+ 2)-body problem
so that it is close to the linearization of an equilibrium point or at inﬁnity. We use a periodic orbit
of the linearization to give us an orbit that is close to periodic in the scaled vector ﬁeld. We pick the
initial points for our orbits on the z1 = 0 hyperplane, and numerically calculate the point where the
orbit ﬁrst returns to the z1 = 0 hyperplane, giving us the ﬁrst return map P .
We use Newton’s method to ﬁnd a zero for N(z2, v1, v2) = P (z2, v1, v2)− (1, v1, v2) in the scaled
vector ﬁeld. The function N is used instead of the more obvious P (z2, v1, v2) − (z2, v1, v2), as this
function does not have isolated zeros because of the existence of the family of periodic orbits. The
function N does have isolated zeros because there is at most one periodic orbit having an initial point
with z1 = 0 and z2 = 1 for any given scaling.
In order to use Newton’s method, we must approximate the total derivative of P at our initial
point. This is done by varying the initial point along each coordinate by a parameter δ. For each co-
ordinate the differential equation is numerically solved from this starting point until we reach the
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Fig. 2. In the above pictures the asterisks denote ±L+4 , and the crosses denote ±L−4 . (a) A few periodic orbits of one of the
families emanating from inﬁnity for μ = 0.01. (b) A few periodic orbits of the other family emanating from inﬁnity for μ = 0.01.
The inner three orbits were found using our method. The outer three orbits are orbits in the linearization at inﬁnity. (c) A few
periodic orbits of a family emanating from L−4 for μ = 0.01. (d) A closer look at (c). (e) The outermost orbit from each of the
families emanating from equilibria and the innermost orbit form both of the families emanating from inﬁnity for μ = 0.01.
(f) A closer look at (e).
1144 G.C. Spurgin / J. Differential Equations 249 (2010) 1131–1144ﬁrst return point. The difference quotient is calculated between these two points, giving us an ap-
proximation to the partial derivative in that direction. Applying Newton’s method until we are in the
proximity of a zero of N , we obtain an approximately periodic orbit. We again rescale the vector ﬁeld
so that it is slightly further from the linearization and use our previous periodic orbit as a starting
point for this scaling. We repeat this process to obtain the family of periodic orbits.
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