In this paper we study alternative characterizations of dismantlability properties of relational structures in terms of various connectedness and mixing notions. We relate these results with earlier work of Brightwell and Winkler, providing a generalization from the graph case to the general relational structure context. In addition, we develop properties related to what we call (presence or absence of) boundary long range actions and the study of valid extensions of a given partially defined homomorphism, an approach that turns out to be novel even in the graph case. Finally, we also establish connections between these results and spatial mixing properties of Gibbs measures, the topological strong spatial mixing condition introduced by Briceño, and a characterization of finite duality due to Larose, Loten, and Tardif.
Several questions in mathematics and computer science are defined in terms of Constraint Satisfaction Problems (CSPs). This includes many questions in graph theory, satisfiability, scheduling [16, 13, 30, 23] , and also connected to systems that arise in statistical physics and related areas, like symbolic dynamics and coding [26, 28] .
Loosely speaking, a CSP consists of determining whether there exists an assignment of values to a given a set of variables, satisfying some given constraints. Sometimes -as it is in the case of questions related to complexity theory-this set of variables is necessarily finite, and other times -like, for example, in the study of phase transitions-, it is required to be infinite. In the former, it is often interesting to also being able to count such valid assignments, a question pertinent to the domain of counting complexity [11, 33] . In the latter, it is also frequent to study probability distributions over such assignments -where Gibbs measures and phase transitions appear naturally [19] -and also study quantities such as entropy and free energy [2, 5] .
In this paper we combine two main points of view: First, as in [16, 25] , we consider homomorphisms problems with a fixed finite target. In other words, we fix a finite relational structure H (the set of values) and study the relational structures G that admit homomorphisms to H. Second, and analogously to [9] -but in a general relational context and not just the graph one-, we allow ourselves to consider homomorphims from both finite and infinite relational structures G, a flexibility that turns out to be useful to see different aspects of homomorphism spaces Hom(G, H) that otherwise would be meaningless.
There is a vast literature concerning graph homomorphisms and their properties through the lenses of statistical physics [3, 14, 8] . It is very common to consider the vertices of G as a spin system, where G is a set of variables/particles and H is the set of values/spins that each particle could take, imposing hard constraints on them, i.e., disregarding configurations of values that do not satisfies all the given constraints. In practical terms, all this reduces to study -individually and as a set-the maps from G to H that are homomorphisms, where G and H are suitable relational structures.
In [9] , Brightwell and Winkler studied the family of dismantlable graphs (introduced in [31] and based on ideas already present in [20] in the context of lattices) and gave several equivalent characterizations that were inspired in the view of the set of homomorphisms Hom(G, H) as the support of a spin system. When taking this approach, it is natural to consider properties that we split in basically three categories: (1) dismantlability, (2) connectedness, and (3) mixing.
In simple words, dismantlability refers to the properties of the finite target H that involves folds, a very particular kind of retraction. Ultimately, this kind of action allow us to reduce H and Hom(G, H) by replacing the appearance of certain spins with others that have equal or more freedom of allocation.
When G is finite, it is useful to see Hom(G, H) as the set of vertices of an auxiliary graph and explore the connectivity properties of it. The set of edges could be chosen using different criteria, depending of our interests. For example, it is common to say that two elements from Hom(G, H) are close (and therefore adjacent in the graph) if the Hamming distance between them is smaller than a certain threshold, i.e., if the particles in each configuration or homomorphism have the same spin but in a small portion of them. Whether the obtained graph is connected or not tell us something about H and also processes that involve the spin update of a single particle (e.g., irreducibility of Glauber dynamics).
Mixing properties are especially meaningful when the set of particles G is infinite. In this case, it is desirable to be able to "glue" together partial homomorphisms, provided they are far from each other. There are several properties that constitute a formalization of this fact and it is common to establish hierarchies among them. More concretely, given a metric in G, it is natural to ask whether there exists some uniform gap such that for any two subsets of particles sufficiently far apart (in terms of the gap), and for any two pairs of homomorphisms in Hom(G, H), we can find a third one such that its restriction to each subset coincides with each homomorphism, respectively. On the contrary, whenever the information content of a given set (at least partially) determines the information content of another set, no matter how far it is, such a phenomenon has been called long range action in previous work (e.g., see [10] ).
Here we consider all these properties and the approach taken in [9] , and we extend and adapt it to the case of homomorphisms between relational structures. This is mainly reflected in one of the two main theorems of this work, namely Theorem 3.4. In addition, whenever working with any of these properties, sometimes it is natural to fix certain subset of particles to take some particular spin and work with the remaining ones. For example, this is a common scenario when the particles in the boundary of a given set in a lattice are fixed to take particular spins and we want to study the distribution of spins in the interior of the set, conditioned on such boundary configuration. These ideas inspired a refined version of Theorem 3.4, namely Theorem 3.5, which can be regarded as the study of boundary long range actions, i.e., long range action phenomena where some boundary configuration is fixed, very similar to the concept of boundary phase transition in relation to phase transitions (e.g., see [29] ).
Later, we make interesting connections between a special extreme case of Theorem 3.5 and finite duality, strong spatial mixing (e.g., see [15] ), and topological strong spatial mixing (introduced in [5] ). These two last properties have played an important role in the development of deterministic approximate counting algorithms. In this paper we address the following question: What are the "good" constraints H for both of these properties to hold for any set of variables G? We hope that our work opens the possibility of developing new counting techniques based on this approach in a very general setting.
The paper is organized as follows: In Section 2, we proceed to introduce most of the objects and terminology relevant to this work. In particular, we define relational structures, the natural maps and operations on them, and some useful constructions. In addition, we introduce the three relevant properties around homomorphisms: dismantlability, connectedness, and mixing. Next, in Section 3, we enunciate the two main theorems of this paper, Theorem 3.4 and its refinement, Theorem 3.5, and we illustrate how these two theorems relate to the work of Brightwell and Winkler and generalizes it. Next, in Section 4, we prove all the equivalences which constitute Theorem 3.5. In Section 5, we define Gibbs measures on sets of homomorphisms and explore the consequences of our results in relation to spatial mixing properties of such measures. Finally, in Section 6, we establish a meaningful connection between our results, topological strong spatial mixing, and finite duality of relational structures.
Preliminaries
Let H be a countable (finite or denumerable) set and k a positive integer. The set of k-tuples over H is denoted by H k . A (k-ary) relation R over H is a subset R ⊆ H k . The elements of a relation R will be denoted in boldface, e.g., a, b, etc., and a[i] will denote the ith entry of a for 1 ≤ i ≤ k.
Given another countable set G and a map φ : G → H, for a k-tuple a over G we shall use φ(a) to denote the k-tuple over H obtained after applying φ to a componentwise. If V ⊆ G, we will denote by φ| V the restriction of φ to V . Furthermore, if ψ is another map with domain H, we shall use ψ • φ to denote the composition of ψ with φ, i.e., the map x → ψ(φ(x)).
A signature τ is a finite collection of relation symbols R, each of them with an associated arity. For a given signature τ , a relational structure (with signature τ ) -or simply, a τ -structure-H consists of a countable set H called the universe of H and a relation R(H) for each R ∈ τ , such that the arity of R(H) equals that of R. We shall use the same capital letter to denote the universe of a τ -structure, e.g., H is the universe of H. We will usually consider τ to be a fixed signature, and G and H to be τ -structures with universes G and H, respectively.
A relational structure is said to be finite if its universe is finite and locally finite if every element in its universe occurs only in a finite number of its tuples. Remark 2.1. A digraph G (with self-loops allowed) is a very particular case of a relational structure, where the signature τ consists of a unique relation symbol E of arity 2. Moreover, graphs correspond to the digraph case where E(G) is a symmetric relation.
We will denote by Hom(G, H) the set of all homomorphisms from G to H. Example 2.2. A prototypical example for us, involving many aspects from our work that we want to remark, is the case of d-dimensional nearest-neighbor (n.n.) shifts of finite type (SFTs), a fundamental object in dynamical systems and probability (see [26, 27, 28] ). Given a positive integer d, consider the signature
We consider two τ -structures G and H. Here, G will be an infinite relational structure with universe G = Z d and relations R i (G), 1 ≤ i ≤ d, representing the usual d-dimensional hypercubic lattice and the adjacency of pairs of elements in it. On the other hand, H will be a finite relational structure with universe H and R i (H) representing pairs of "colors" from H that are allowed to be adjacent in the canonical ith direction of the lattice, 1 ≤ i ≤ d. Then, X = Hom(G, H) is known as a d-dimensional n.n. SFT, a set of colorings of Z d with not necessarily isotropic adjacency rules (i.e., we do not need to have the same restrictions in every direction), and any such object can be represented in this way.
A relational structure J is a substructure of H if J ⊆ H and, for every relation symbol R ∈ τ , we have that R(J) ⊆ R(H). Furthermore, if for every k-ary R ∈ τ , we have that R(J) = R(H)∩J k , then we say that J is the substructure of H induced by J. If J ⊆ H and φ : H → J is a homomorphism acting as the identity on J, then φ is said to be a retraction.
The product of H 1 and H 2 , denoted H 1 × H 2 , is the τ -structure with universe H 1 ×H 2 where, for every k-ary relation symbol R ∈ τ , we have that R(H 1 ×H 2 ) consists of all tuples ((a 1 , b 1 ), . . . , (a k , b k )) with (a 1 , . . . , a k ) ∈ R(H 1 ) and (b 1 , . . . , b k ) ∈ R(H 2 ). We shall denote by H 2 the product H × H. The projections π 1 , π 2 :
, is the set of its diagonal elements. Similarly, the diagonal structure of H 2 , denoted ∆(H 2 ), is the substructure of H 2 induced by ∆(H 2 ). A substructure K of H 2 is symmetric whenever (a, b) ∈ K if and only if (b, a) ∈ K. Notice that H 2 is always symmetric.
In this paper, we will study properties of H and how they relate to other properties of Hom(G, H) for arbitrary G. We mainly consider three families of properties, namely, dismantling of H, connectedness of some particular graphs with vertex set Hom(G, H), and mixing properties of Hom(G, H).
2.1.
Dismantling. Let H be a τ -structure and let a, b be elements in its universe H. We say that b dominates a (in H) if for every k-ary R ∈ τ , any i ∈ {1, . . . , k}, and any (a 1 , . . . , a k ) ∈ R(H) with a i = a, we also have that (a 1 , . . . , a i−1 , b, a i+1 , . . . , a k ) ∈ R(H). Additionally, if a = b, then we say that a is dominated (in H).
A sequence of τ -structures J 0 , . . . , J is a dismantling sequence if for every 0 ≤ j < there exist a j , b j ∈ J j such that b j dominates a j in J j , and J j+1 is the substructure of J j induced by J j \ {a j }. In this case, we say that J 0 dismantles to J . We can alternatively denote a dismantling sequence by giving the initial structure J 0 and the sequence a 0 , . . . , a −1 of elements to be dismantled. We say that H is dismantlable if it dismantles to a τ -structure such that its universe is a singleton.
Note that for every 0 ≤ j < there is a natural retraction r j from J j to J j+1 , where r j maps a j to b j and acts as the identity elsewhere. We call such retractions a fold. By successive composition, one can define a retraction (namely, r j −1 •· · ·•r j ) from J j to J j for every j ≤ j .
It is well known that if H dismantles to some substructure K, then this dismantling can be found in a greedy manner. Formally, Let J ⊆ H. We say that H is J-non-foldable if every dominated element in H belongs to J.
Walks in relational structures.
We define a walk w in a τ -structure H to be a sequence a 0 , i 1 , (R 1 , a 1 ), j 1 , a 1 , . . . , a n−1 , i n , (R n , a n ), j n , a n for some n ≥ 0, such that, for all 1 ≤ ≤ n,
• R ∈ τ , a ∈ R (H), i = j , and • a −1 = a [i ] and a = a [j ].
In this case, we will say that w joins a 0 (the starting point) and a n (the ending point), and that the length of the walk w is n. Notice that if a walk w joins a 0 and a n , then there is another walk w that joins a n and a 0 obtained by just reversing the order of indices. The distance dist(a, b) between two elements a, b ∈ H is defined to be the smallest length among all the walks w that join a and b. The distance dist(V, W ) between sets V, W ⊆ H is defined to be the minimum distance between an element from V and an element from W .
Note that the definition of walk above coincides with the standard definition of walk when H is a graph. However, in the case of graphs it will be convenient to describe the walk merely as the list a 0 , . . . , a n of its nodes, as usual.
A τ -structure H is connected if there is a walk joining any pair of elements of its universe H and a connected component is any induced substructure that is connected and maximal in the sense of inclusion. A walk w is a circuit if n > 0, the starting and ending points of w coincide, and for all 1 ≤ < ≤ n, we have that (R , a ) = (R , a ). A τ -structure T is a τ -forest if it has no circuits. If, additionally, it is connected then it is a τ -tree. Usually, τ -trees are defined using the notion of incidence multigraph (see for example [25] ). It is easy to verify that the definition given here is equivalent.
Graphs of homomorphisms.
Let G and H be τ -structures and suppose that H is finite. We define two different kinds of graphs with vertex set Hom(G, H).
The first notion has been heavily studied when G and H are graphs themselves (see [9] ), here extended to the more general case of relational structures. We define C(G, H) as the (reflexive) graph with vertex set Hom(G, H) such that for every φ, ψ ∈ Hom(G, H), φ and ψ are adjacent if and only if φ and ψ differ in at most one value, i.e., there exists at most one x ∈ G such that φ(x) = ψ(x). More generally, for any n ≥ 1 we can define C n (G, H) on Hom(G, H) by declaring φ and ψ adjacent if they differ in at most n values (in particular, C(G, H) = C 1 (G, H)).
A second notion of graph of homomorphisms appears in [25] and uses the notion of links. The 1-link L (with signature τ ) is the τ -structure with universe {0, 1}, where R(L) = {0, 1} k for every k-ary R ∈ τ . Define a (di)graph L(G, H) with vertex set Hom(G, H) as follows: set φ → ψ -i.e., a directed edge starting from φ and ending in ψ-if there exists a homomorphism from L to H G mapping 0 to φ and 1 to ψ. Notice that the symmetry in the definition of 1-link implies that L(G, H) is, in fact, an undirected graph.
We shall also use the following equivalent definition of adjacency in the sequel: given any maps φ, ψ ∈ Hom(G, H), φ → ψ in L(G, H) precisely when, for any k-ary R ∈ τ and any (
In contrast, C n (G, H) and L(G, H) are not included in one another in general. However, we will establish (see Lemma 4.2) a meaningful relationship between both of them, by characterizing the connectivity properties of one in terms of the other.
Note that there is a one-to-one correspondence between the elements in Hom(L× G, H) and the edges of L(G, H). More generally, for ≥ 1 we define the -link L (with signature τ ) as the τ -structure with universe {0, 1, . . . , }, where R(L) = ∪ −1 i=0 {i, i + 1} k , for every k-ary R ∈ τ . In other words, the -link is a sequence of 1-links with their endpoints identified. Then the following result is immediate:
2.4. Forest of walks. Given a τ -structure H, we proceed to define a new τstructure T H . The universe T H of T H consists of all the walks w in H. For a k-ary R ∈ τ , we define R(T H ) as follows: for all a = (a 1 , . . . , a k ) ∈ R(H), for all 1 ≤ i ≤ k, and for all walks w ending in a i , we include in
We note that T H does not have circuits and has exactly |H| connected components, i.e., |H| τ -trees. It is easy to check that for every substructure I of H, the τ -structure T I is a substructure of T H . Remark 2.5. If H is connected and we consider a slight modification of this previous definition, where the walks are asked to be non-backtracking (i.e., for every 1 ≤ < n, we have that either i = j +1 , or j = i +1 , or (R , x ) = (R +1 , x +1 )), then we obtain that each connected component of the resulting τ -structure corresponds to the universal covering tree of H [22, 24] (in particular, they are all the same up to isomorphism).
Note that, by construction, the map ρ H : T H → H that sends every walk w in T H to its ending point, that from now on we refer as the label map, defines a homomorphism from T H to H. Furthermore, Lemma 2.6. Assume that H is J-non-foldable for some J ⊆ H and let V be a cofinite subset of T H containing ρ −1 H (J). Then, every homomorphism in Hom(T H , H) that agrees with ρ H in V is identical to ρ H . Proof. Given n ≥ 0, let W n be the set of walks of length at least n. Since T H \ V is finite, it suffices to show that any ρ ∈ Hom(T H , H) that agrees with ρ H in W n ∪ ρ −1 H (J) for arbitrary n (in particular, for sufficiently large n so that V ⊇ W n ∪ ρ −1 H (J)), also agrees with ρ H in W n−1 . Let w be any walk of length n − 1 and let a be its ending point. We first show that ρ (w) dominates a in H. Indeed, let R ∈ τ and let a = (a 1 , . . . , a k ) ∈ R(H), where a appears, say, in the ith coordinate. By construction, R(T H ) contains the tuple w = (w 1 , . . . , w i−1 , w, w i+1 , . . . , w k ), where for every j = i, w j is obtained by concatenating i, (R, x), j, a j at the end of w. Since w j has length n for every j = i, it follows by the induction hypothesis that ρ (w j ) = a j . That is, ρ (w) (which must be a tuple in R(H)) is obtained by replacing, in a, b i by ρ (w).
Hence, we have shown that ρ (w) dominates a in H. Since H is J-non-foldable it follows that either ρ (w) = a (and hence ρ (w) = ρ H (w)) or a ∈ J (and, hence, w ∈ V ). In both cases, it follows that ρ (w) = ρ H (w) = a.
2.5. Mixing properties. Given τ -structure G and H, it is useful to study properties in Hom(G, H) that allow us to glue together partially defined homomorphisms. This kind of properties are usually referred in the literature as mixing properties (see [1, 4, 6, 7, 12, 32] ).
A natural mixing property is irreducibility. We say that Hom(G, H) is (V, W )irreducible for V, W ⊆ G, if for every φ, ψ ∈ Hom(G, H), there exists a map γ ∈ Hom(G, H) that agrees with φ on V and agrees with ψ on W .
Given g ≥ 0, we say that Hom(G, H) is strongly irreducible with gap g if every V, W such that dist(V, W ) ≥ g and for all φ, ψ ∈ Hom(G, H), there exists γ ∈ Hom(G, H) that agrees with φ on V and agrees with ψ on W . We say that Hom(G, H) is strongly irreducible if it is strongly irreducible with gap g for some g.
A strengthening of strong irreducibility is the following property, introduced in [5] . Given g ≥ 0, we say that Hom(G, H) is topologically strong spatial mixing (TSSM) with gap g if for every V, W, S ⊆ G such that dist(V, W ) ≥ g and for all φ, ψ ∈ Hom(G, H) that agree on S, there exists γ ∈ Hom(G, H) that agrees with φ on V ∪ S and agrees with ψ on S ∪ W . We say that Hom(G, H) is topologically strong spatial mixing if it is TSSM with gap g for some g.
Clearly, Hom(G, H) is TSSM only if Hom(G, H) is strongly irreducible but not viceversa (see [5, 6] for some counterexamples).
An antithesis of having good mixing properties is the existence of configurations which are frozen. We say that φ ∈ Hom(G, H) is a frozen configuration if for
Main theorems
In this section we present the two main theorems of our work, which characterize in several ways a special class of relational structures. Both theorems consist of a generalization of some of the equivalences characterizing dismantlable graphs that appear in [9, Theorem 4.1] -which were developed only for the case of graphs-in two directions. First, Theorem 3.4 (or the simple theorem) extends [9] from graphs to arbitrary relational structures. Second, Theorem 3.5 (or the refined theorem), shows how the equivalences in Theorem 3.4 can be rephrased in terms of stronger properties with respect to special subsets of the universe of the given relational structure.
3.1. The case of graphs. The following theorem is a rephrasing of the equivalences that appear in [9, Theorem 4.1] which are relevant to us. We will use this as a prototypical example of the kind of results that we are aiming for, where we split the properties in 3 main categories (A) dismantlability, (B) connectedness, and (C) mixing. Proof. This follows from our own results. In Theorem 3.4, we prove that, for a finite τ -structure H, we have that H 2 dismantles to a substructure of its diagonal if and only there exists g ≥ 0 such that Hom(G, H) is strongly irreducible with gap g for all τ -structures G. In particular, this applies if τ = {E}, the usual binary relation of adjacency in graphs. Therefore, by Theorem 3.1, these two properties are also equivalent to H being dismantlable, and we conclude.
In other words, thanks to Lemma 3.2, at least in the realm of graphs, we can freely replace "dismantlable" by "the square dismantles to a substructure of its diagonal", which will be the relevant class of general relational structures in this work.
Remark 3.3. It is important to notice that the equivalence between "dismantlable" and "the square dismantles to a substructure of its diagonal" is not true for general relational structures. For example, given τ = {R} for R a binary relation symbol, we can take H such that H = {0, 1} and R(H) = {(0, 1)}. Then, H is not dismantlable, but H 2 dismantles to its diagonal.
First theorem:
A parallel with the graph case. The following theorem shows that different dismantling, connectedness, and mixing notions are equivalent. It can be seen as a generalization of Theorem 3.1 to relational structures. Theorem 3.4. Let H be a finite τ -structure with universe H. Then the following are equivalent:
(A1s) H dismantles to a structure I such that I 2 dismantles to its diagonal; (A2s) H 2 dismantles to a substructure of its diagonal;
(B5s) the projections π 1 and π 2 are connected in L(H 2 , H); (C1s) there exists g ≥ 0, such that Hom(G, H) is strongly irreducible with parameter g for every τ -structure G; and (C2s) there exists g ≥ 0, such that
In the next section, we shall prove Theorem 3.4. Indeed, we shall prove a refinement of it which will allow us to obtain some extra applications. In order to state this stronger version, we need the following definitions.
3.3. Some refined definitions. Let H and G be τ -structures where G is possibly infinite. Let φ 1 , . . . , φ t be a sequence of homomorphisms in Hom(G, H) and let J ⊆ H. We say that φ 1 , . . . , φ t is J-preserving if for every x ∈ G such that φ 1 (x) = φ t (x) = a ∈ J, we have that φ i (x) = a for every 1 ≤ i ≤ t. A J-walk is a J-preserving walk. Furthermore, we say that L(G, H) (resp. C n (G, H)) is Jconnected if for every pair of maps φ, ψ ∈ Hom(G, H) agreeing on all but finitely many elements there exists a J-walk that joins them.
Given J ⊆ H, we say that Hom(G, H) is (V, W )-irreducible with respect to J if Hom(G, H) is (V, W )-irreducible and the map γ can be chosen so that γ(x) = φ(x) = ψ(x) for all x ∈ (φ, ψ) −1 (∆(J 2 )), i.e., the map γ coincides with φ in V , with ψ in W , and with both of them for x such that φ(x) = ψ(x) ∈ J . We say that Hom(G, H) is strongly J-irreducible with parameter g if it is (V, W )-mixing with respect to J for all V, W such that dist(V, W ) ≥ g.
It is easy to check that Hom(G, H) is strongly H-irreducible with gap g if and only if Hom(G, H) is TSSM with gap g. Indeed, the equivalence comes from the fact that S in the definition of TSSM is always a subset of (φ, ψ) −1 (∆(H 2 )) and the strongly H-irreducible property is equivalent to the TSSM case where S = (φ, ψ) −1 (∆(H 2 )).
Second theorem: A refinement.
Theorem 3.5. Let H be a finite τ -structure with universe H and let J ⊆ H. Then the following are equivalent:
(A1) H dismantles to a structure I whose universe contains J and such that I 2 dismantles to its diagonal; (A2) H 2 dismantles to a substructure K where its universe K satisfies ∆(J 2 ) ⊆ K ⊆ ∆(H 2 ); (B1) C(G, H) is J-connected for every locally finite τ -structure G; (B2) there exists some n ≥ 1 such that C n (G, H) is J-connected for every finite τ -structure G; H) is J-connected for every finite τ -structure G; (B5) the projections π 1 and π 2 are J-connected in L(H 2 , H); (C1) there exists g ≥ 0, such that Hom(G, H) is strongly J-irreducible with parameter g for every τ -structure G; and (C2) there exists g ≥ 0, such that Hom(T H 2 , H) is ({x}, W )-mixing with respect to J with parameter g, for all x ∈ T H 2 and W ⊆ T 2 H . Remark 3.6. Notice that from Theorem 3.5 it follows, by taking J = H, that H 2 dismantles to its full diagonal if and only if there exists g ≥ 0, such that Hom(G, H) is TSSM with parameter g for every τ -structure G.
As a byproduct of our results (in particular of Lemma 4.3 in Section 4) we derive the following effective procedure to decide whether the conditions of Theorem 3.5 are satisfied. and (b, a) in an arbitrary way until no further dismantling is possible.
Proofs
The following implications are immediate:
The rest of the section contains several lemmas from which the remaining implications follow according the following table: Let I be a J-non-foldable structure and K be a symmetric τ -structure obtained by dismantling only non-diagonal elements of I 2 . Assume that K is minimal, i.e., K has no proper substructure with the same property. Then, K is ∆(J 2 )non-foldable.
Proof. Let (a, b) be any dominated element in K. We first shall prove that (a, b) is diagonal by contradiction. Let (c, d) = (a, b) be an element dominating (a, b) in K.
Since K is symmetric, it follows that both (b, a) and (d, c) are present in K as well. If (c, d) = (b, a), then we can dismantle both (a, b) and (b, a) in K, contradicting the minimality of K. Otherwise, it follows (as we shall prove straight away) that (b, b) dominates both (a, b) and (b, a), contradicting again the minimality of K.
We only need to prove that (b, b) dominates (a, b), as the other case is analogous. Let R ∈ τ , let ((a 1 , b 1 ), . . . , (a k , b k )) be any tuple in R(K), and let j such that (a j , b j ) = (a, b). Since (b, a) dominates (a, b),
It follows that (a 1 , . . . , a j−1 , b, a j+1 , . . . , a k ) ∈ R(I). Since (b 1 , . . . , b k ) is also a tuple in R(I) and b j = b, it follows that
To complete the proof, we shall show that a is dominated in I which, by the assumptions on I, implies that a ∈ J. Let (c, d) be any element dominating (a, a) in K. Cleary, c or d is different from a, so assume, w.l.o.g., that a = c. We shall show that c dominates a in I. Indeed, let R ∈ τ , let (a 1 , . . . , a k ) be any tuple in R(I), and let j such that a j = a. Then, ((a 1 , a 1 ), . . . , (a k , a k )) ∈ R(K) and thus, ((a 1 , a 1 ), . . . , (a j−1 , a j−1 ), (c, d), (a j+1 , a j+1 ), . . . , (a k , a k )) ∈ R(K) implies that (a 1 , . . . , a j−1 , c, a j+1 . . . , a k ) ∈ R(I), concluding the proof. Proof. Let φ, ψ ∈ Hom(G, H). We shall show that there is a J-walk in L(G, H) from φ to ψ. By Lemma 2.4, the maps h, h : {0, . . . , n} × G → H, where h(i) = φ and h (i) = ψ for every i ∈ {0, . . . , n}, belong trivially to Hom(L n × G, H). Since we are assuming that C n (L n × G, H) is J-connected, it follows that there exists a J-walk h = h 0 , . . . , h s = h in C n (L n × G, H) joining them, for some s ≥ 0. Proceeding by induction, we will construct a walk in L(G, H) connecting h 0 (0) with h j (0) for every j ∈ {0, . . . , s}. The base case, j = 0, is trivial. Now assume that the statement holds for some j < s. Since h j and h j+1 differ in at most n values, this implies that (h j (0), . . . , h j (n)) and (h j+1 (0), . . . , h j+1 (n)) must have an entry in common. Hence, let i * ∈ {0, . . . , n} be such that h j (i * ) = h j+1 (i * ). Since, by Lemma 2.4, there are walks from h j (0) to h j (i * ) and from h j+1 (i * ) to h j+1 (0), we are done.
Hence, we have shown that there is a walk in L(G, H) connecting h 0 (0) = φ and h s (0) = ψ. It remains to show that the walk we have just constructed is Jpreserving. Let h j (i), for j ∈ {0, . . . , s} and i ∈ {0, . . . , n}, be any element in the walk, and let x ∈ G such that φ(x) = ψ(x) = a ∈ J. Since h 0 (i)(x) = φ(x) = a, h s (i)(x) = ψ(x) = a, and the walk h 0 , . . . , h s is J-preserving, it follows that h j (i) = a as well. Proof. Let I be any J-non-foldable structure obtained by dismantling H and let K be the symmetric ∆(J 2 )-non-foldable structure given by Lemma 4.1. It suffices to show that K contains only diagonal elements. Let r be the natural retraction from H 2 to K. Let π 1 = h 1 , . . . , h t = π 2 be a J-walk in L(H 2 , H) connecting π 1 and π 2 and consider the set of maps φ 1 , . . . , φ 2t−1 : K → K, where
It follows directly from the construction that every φ i is an endomorphism of K (i.e., a homomorphism from K to K). If K contains some non-diagonal element (c, d), then it must also contain (d, c). Hence, φ 1 = φ 2t−1 , since φ 1 (c, d) = r(c, d) = (c, d) and φ 2t−1 (c, d) = r(d, c) = (d, c). By symmetry, there exists some i ≤ t such that φ 1 = φ i . Let i be the minimum with such property. Also, let (a, b) ∈ K with the property that
We have just shown that φ i (a, b) dominates (a, b) in K. Since K is ∆(J 2 )-nonfoldable, it follows that a = b and a ∈ J. Then h 1 (a, b) = h t (a, b) = a. Since a ∈ J and h 1 , . . . , h t is J-preserving, it follows that h j (a, b) = a for every 1 ≤ j ≤ t. This contradicts the fact that φ i (a, b) = φ 1 (a, b).
Note that Proposition 3.7 is a direct consequence of Lemma 4.3. Proof. Assume that H 2 dismantles to a substructure K where its universe K satisfies ∆(J 2 ) ⊆ K ⊆ ∆(H 2 ). We can assume that K = ∆(H 2 ) since otherwise there is nothing to prove. Let H 2 = J 0 , . . . , J = K the dismantling sequence and J i the last structure in the sequence whose domain contains ∆(H 2 ). Consequently, J i contains a diagonal element (a, a) that is dominated by some other element (b, c). Assume that b = a (the other case is analogous). We claim that b dominates a in H. Indeed, let R ∈ τ , let (a 1 , . . . , a k ) be any tuple in R(K) and let j such that a j = a. Note that R(J i ) contains tuple ((a 1 , a 1 ), . . . , (a k , a k )) and, consequently, it also contains ((a 1 , a 1 ), . . . , (a j−1 , a j−1 ), (b, c), (a j+1 , a j+1 ), . . . , (a k , a k )). It follows that R(K) contains (a 1 , . . . , a j−1 , b, a j+1 , . . . , a k ) and we are done. It follows that, in H 2 , every element in (H × {a}) ∪ ({a} × H) is dominated by (b, b) and, hence, H 2 dismantles to I 2 where I is the structure obtained by dismantling a in K. It follows by Lemma 2.3 that I 2 dismantles to K. Iterating this argument we obtain statement (A1). Lemma 4.5. Assume that H dismantles to a substructure I whose universe contains J and such that I 2 dismantles to its diagonal. Then, there is a dismantling sequence H 2 = J 0 , . . . , J = ∆(I 2 ) such that, for every 0 < i ≤ , if u i is the element dismantled in J i−1 to obtain J i and u i is a diagonal element, then u i is dominated by a (different) diagonal element in J i−1 .
Proof. Let a 1 , . . . , a r be a sequence of elements to be dismantled to obtain I from H. We construct a sequence of elements to be dismantled to obtain ∆(I 2 ) from H 2 as follows: In a first stage, all elements in ({a 1 }×H)∪(H ×{a 1 }) can be dismantled in an arbitrary order (since they are all dominated by (a 2 , a 2 ) in H 2 ). In a second stage, one dismantles elements (again, in an arbitrary order) in ({a 2 } × H) ∪ (H × {a 2 }) that are still left, and continues in the same manner until one obtains I 2 . At this point, one proceeds dismantling I 2 to its diagonal as originally was done. It is easy to see that the sequence finally obtained satisfies the desired properties.
Note that it follows from the previous Lemma that if statement (A1) holds, then statement (A2) holds.
Let H 2 = J 0 , . . . , J = ∆(I 2 ) be the sequence provided by Lemma 4.5. For every 0 < i ≤ , let s i be the fold of J i−1 into J i defined in the natural way (i.e., s i acts as the identity on J i and maps u i to any element that dominates it in J i−1 ) and define, for every 0 ≤ i ≤ ,
where r 0 is the identity. Note that r i defines a retraction of H 2 into J i and that, again by Lemma 4.5, we can assume that r i maps every diagonal element into a diagonal element. Considering this, we have the following additional lemma, which was inspired by [9, Lemma 5.2] . (1) and j is the minimum between and the distance from x to X in G. Then, ω is a homomorphism from G to H 2 . Furthermore, if X is finite and G is locally finite, then φ and ω are connected in C(G, H 2 ) by a ∆(J 2 )-preserving walk.
Proof. For every i = 0, . . . , and every Y ⊆ G, let ω i,Y be the map that sends every element x ∈ G to (r i−j • φ)(x), where j is the minimum between i and the distance from x to Y . Note that ω = ω ,X . By induction, we shall prove that ω i,Y is a homomorphism from G to H 2 and, if Y is finite and G is locally finite, then φ and ω i,Y are connected in C(G, H 2 ) by a J i -preserving walk. The base case, i = 0, is trivial. For the inductive case (i − 1 ⇒ i), we can assume that the map ω = ω i−1,Y is a homomorphism in Hom(G, H 2 ), where Y is the set of all elements of G at distance at most 1 from Y .
Claim. For every Z ⊆ Y , the map Ψ Z that acts as s i • ω in Z and as ω elsewhere, is a homomorphism from G to H 2 .
Indeed, let R be any relation symbol in τ and let x = (x 1 , . . . , x k ) be any tuple in R(G). By inductive hypothesis, ω (x) belongs to R(H 2 ). If {x 1 , . . . , x k } ∩ Z = ∅, then Ψ Z (x) = ω (x) and nothing needs to be done. So, assume that x contains some element from Z. Since Z ⊆ Y , it follows that {x 1 , . . . , x k } ⊆ Y . Consequently, ω (x) = (r i−1 • φ)(x), which is a tuple of R(J i−1 ). Let u i be the element that is dismantled in J i−1 to obtain J i and note that Ψ Z (x) is obtained by replacing, in ω (x), some (possibly zero) occurrences of u i by s i (u i ). Since s i (u i ) dominates u i in J i−1 , it follows that Ψ Z (x) belongs to R(J i−1 ) (and hence to R(H 2 )), finishing the proof of the claim.
It follows that ω = Ψ Y ∈ Hom(G, H 2 ). Furthermore, assume that Y = {y 1 , . . . , y n } is finite and G is locally finite. Then
Since G is locally finite, it follows that Y is finite. By inductive hypothesis, there is a J i−1 -preserving walk joining φ and ω in C(G, H 2 ). Hence, by concatenating the two walks, it follows that φ and ω are also connected in C(G, H 2 ).
It remains to see that the walk thus constructed is
Hence it is only necessary to observe that the walk joining φ and ω is J i -preserving (by inductive hypothesis and J i ⊆ J i−1 ) and that the walk joining ω and ω are J i -preserving (directly from its construction). Proof. Assume that statement (A1) holds. Let r 0 , . . . , r be the maps provided by Lemma 4.5 (see Eq. (1)), let G be any locally finite τ -structure, let φ, ψ ∈ Hom(G, H), and let U be the set of elements in which φ and ψ disagree, which we can assume is finite. Then, the map Φ : G → H 2 with x → Φ(x) = (φ(x), ψ(x)) for x ∈ G, defines a homomorphism from G to H 2 . Since U is finite, it follows from Lemma 4.6 that there is ∆(J 2 )-preserving walk Ψ 1 , . . . , Ψ t in C(G, H 2 ) that joins Φ and the map ω : G → H 2 sending x ∈ G to (r −j • Φ)(x), where j is the minimum between and the the distance from x to U . It is not difficult to see that ω(x) is a diagonal element for every x ∈ G. Indeed, if x ∈ U it follows from the fact (seen just right after Lemma 4.5) that every retraction r −j maps diagonal elements into diagonal elements and, if x ∈ U , it follows from the fact that r (H 2 ) = ∆(I 2 ). Hence π 1 • Ψ t = π 2 • Ψ t . Consequently, π 1 • Ψ 1 , π 1 • Ψ 2 , . . . , π 1 • Ψ t , π 2 • Ψ t−1 , . . . , π 2 • Ψ 1 defines a walk that joins π 1 •Ψ 1 = φ and π 2 •Ψ 1 = ψ. It remains to see that the walk thus defined is J-preserving. To do so, we just have to notice that if x is an alement in G such φ(x) = ψ(x) ∈ J then we have by construction that Ψ 1 (x) = (x, x) and Ψ t (x) = (x, x) and use the fact that Ψ 1 , . . . , Ψ t is ∆(J 2 )-preserving. Proof. Assume that statement (A1) holds. Let r 0 , . . . , r be the maps provided by Lemma 4.5 (see Eq. (1)) and define g to be 2 . Let G, V , W , φ, and ψ satisfying the hypotheses of statement (C1). Then, the map x → (φ(x), ψ(x)) is a homomorphism from G to H 2 . Let ω be the homomorphism from G to H 2 provided by Lemma 4.6 with map x → (φ(x), ψ(x)) and where X ⊆ G is the set of all elements at distance at least from V ∪ W . It follows by construction that ω(x) = (φ(x), ψ(x)) for every x ∈ V ∪ W and that ω(X) ⊆ ∆(I 2 ).
Define h(x) to be π 1 (ω(x)) if x is at distance less than to V and π 2 (ω(x)) otherwise. We shall prove that h defines a homomorphism from G to H. Let R be any relation symbol in τ of arity k, and let x = (x 1 , . . . , x k ) be any tuple in R(G). The fact that h is a homomorphism follows directly from the following claim: h(x) = π 1 (ω(x)) if the minimum distance j from any element in the tuple to V is at most − 1, and h(x) = π 2 (ω(x)) otherwise.
To prove the claim, notice that, since all the elements in x are at distance j or j + 1 from V , we only need to consider the case when j = − 1. Let x i be any element in x. If the distance of x i to V is − 1, then h(x i ) = π 1 (ω(x i )) by definition. Assume, otherwise, that the distance of x i to V is . Since the distance from V to W is at least g = 2 , then x i is at distance at least from W , and, hence x i ∈ X. Hence ω(x i ) is a diagonal element, and hence π 2 (ω(x i )) = π 1 (ω(x i )).
Furthermore, since for every x ∈ V ∪ W , ω(x) = (φ(x), ψ(x)), it follows that h agrees with φ on V and ψ on W . Now, let x ∈ G be any element such that φ(x) = ψ(x) ∈ J. Note that, by construction, ω acts as the identity on ∆(I 2 ). is ∆(I 2 )-preserving. Since J ⊆ I it follows that ω(x) = (φ(x), ψ(x)). Since h(x) is either the first or second projection of ω(x), it follows that h(x) = φ(x) = ψ(x). Proof. For the sake of contradiction, let's suppose that statement (C2) holds, but statement (A1) does not. Let I be any J-non-foldable structure obtained by dismantling H, let K be the symmetric ∆(J 2 )-non-foldable structure given by Lemma 4.1, let r be a retraction of H 2 onto K defined in the natural way, and let g be any value given by statement (C2).
Since statement (A1) does not hold, it follows that K contains a non-diagonal element a = (a 1 , a 2 ). Let w 0 be the (unique) walk of length 0 starting at a, let V = {w 0 }, and let W g be the set containing all walks in T H 2 of length at least g. Let φ and ψ be the homomorphisms from T H 2 to H defined as φ := π 1 • ρ H 2 and ψ := π 2 • ρ H 2 . It follows from statement (C2), that there exist homomorphisms h 1 , h 2 : T H 2 → H such that h 1 agrees with ψ on V and with φ on W g , h 2 agrees with φ on V and with ψ on W g , and h 1 (w) = h 2 (w) = φ(w) = ψ(w) for all w ∈ γ −1 (∆(J 2 )).
Since T K is a substructure of T H 2 , it follows that the mapping ρ : T K → K defined as ρ (w) = r(h 1 (w), h 2 (w)) is a homomorphism from T K to K. By construction, ρ agrees with ρ K in W g and every w ∈ T K with ρ K (w) ∈ ∆(J 2 ). Hence, by Lemma 2.6, ρ must be identical to ρ K , implying, in particular, that ρ K and ρ agree in w 0 . However, ρ (w 0 ) = r(h 1 (w 0 ), h 2 (w 0 )) = r(a 2 , a 1 ) = (a 2 , a 1 ), where the last equality follows from the fact that K is symmetric. We obtain a contradiction, since ρ K (w 0 ) = a = (a 1 , a 2 ) and a is a non-diagonal element.
5.
Gibbs measures: uniqueness and strong spatial mixing 5.1. Basic definitions. Given a finite τ -structure H with universe H, a weight function for H is a map λ : H → R + .
Let G be a locally finite τ -structure. If V ⊆ G is a finite set and φ ∈ Hom(G, H), we define P V,φ to be the probability measure on Hom(G, H) given by
for ψ ∈ Hom(G, H), where ψ| V φ| G\V is the map that coincides with ψ in V and with φ in G \ V and Z V,φ (λ) is a normalization constant (a partition function)
We will call the collection of probability measures {P V,φ }, the Gibbs (G, H, λ) specification. The boundary of a set V ⊆ G, denoted by ∂V , is defined as the set of elements in G at distance exactly 1 from V . Notice that P V,φ depends exclusively on φ| ∂V . Now, consider events of the form
Next, consider the σ-algebra F generated by all events of the form A(φ, V ) for V finite, and define M(G, H) to be the set of probability measures on (Hom(G, H), F).
A measure µ ∈ M(G, H) is a Gibbs measure for the Gibbs (G, H, λ)-specification if for any finite V ⊆ G and for all φ 1 ∈ Hom(G, H),
In other words, the probability distribution of a random φ 1 inside a finite V , conditioned on its values outside V to coincide with those of φ 2 , depends only on its values on the boundary ∂V . Furthermore, the conditional distribution is the same as for P V,φ2 (see also [9, Definition 2.1] ).
If Hom(G, H) = ∅, then there always exists at least one Gibbs measure [19, Chapter 4] . A fundamental question in statistical physics is whether there exists a unique Gibbs measure or multiple for a given Gibbs (G, H, λ)-specification.
5.2.
Non-uniqueness results. In [9] , it is shown that if H is a graph and it is dismantlable (or equivalently, by Lemma 3.2, its square dismantles to a subset of the diagonal), then, for any locally finite graph G, there exists some λ such that there is a unique Gibbs measure [9, Theorem 7.2] . Conversely, they proved that if H is a non-dismantlable graph, then there exists G such that for any λ there exists multiple Gibbs measures [9, Theorem 8.2] .
Here, following a similar path, we show that when extending this question to arbitrary relational structures, the first implication does not remain true in general, but the second still holds. More exactly, Proposition 5.1. Let H be a finite τ -structure. If H 2 does not dismantle to a substructure of ∆(H 2 ), then there exists a locally finite τ -structure G such that for any λ there exists multiple Gibbs measures for the Gibbs (G, H, λ)-specification.
Proposition 5.2. There exists a finite τ -structure H such that H 2 dismantles to ∆(H 2 ) (the full diagonal) and a locally finite τ -structure G such that for any λ there exists multiple Gibbs measures for the Gibbs (G, H, λ)-specification.
Proof of Proposition 5.1. Assume H 2 does not dismantle to a substructure of ∆(H 2 ). Let I be any structure obtained from H until no further dismantling is possible and let K be a structure by distmantling I 2 until no further distmanling is possible. It follows easily (see for example the proof of Lemma 4.5) that H 2 dismantles to K and that there is a retraction r from H 2 to K such that the image of every diagonal element is also a diagonal element.
Note that K has non-diagonal elements. Furthermore, by Lemma 5.4, the label map ρ K ∈ Hom(T K , K) is a ∆(I)-frozen configuration. Consider the set
where r is the natural retraction from H 2 to K. For i = 1, 2, define the events
Notice that π i • ρ K ∈ B i and that B i is measurable with respect to F. We claim that B 1 ∩ B 2 = ∅. Indeed, consider a connected component of T K such that its corresponding root w 0 does not map to a diagonal element, i.e., ρ K (w 0 ) ∈ K \ ∆(H 2 ). Then, (π 1 • ρ K )(w 0 ) = (π 2 • ρ K )(w 0 ). It follows that
Indeed, assume towards a contradiction that there exists Φ 1 , Φ 2 ∈ F such that (π 1 •Φ 1 )(w 0 ) = (π 2 •Φ 2 )(w 0 ). Clearly, the map Ψ defined as Ψ(x) = (π 1 •Φ 1 (x), π 2 • Φ 2 (x)) defines an homomorphism from T K to H 2 which, by our assumption, sends w 0 to a diagonal element. Note that r • Ψ defines an homomorphism from T K to K and r acts as the identity on ∆(I 2 ). Since the label map ρ K is a ∆(I 2 )-frozen configuration, it follows that r • Ψ is, indeed, ρ K , in contradiction with the fact that r • Ψ(w 0 ) is a diagonal element whereas ρ K (w 0 ) is not. Now, construct a Gibbs measure µ 1 by taking weak limits using π 1 • ρ K , this is to say, we consider the sequence of measures {P Vn,π1•ρ K } n , where V n is an increasing sequence (in the sense of inclusion) of finite sets eventually exhausting G. Such a sequence must have a subsequence {P Vn k ,π1•ρ K } k weakly converging to a Gibbs measure µ 1 (i.e., lim k→∞ P Vn k ,π1•ρ K (A(φ, V )) = µ 1 (A(φ, V )) for all φ and finite V ). This is a standard argument used for constructing Gibbs measures (see [19, Chapter 4] ). Similarly, the sequence {P Vn k ,π2•ρ K } k must contain a subsequence converging to a Gibbs measure µ 2 . Therefore, w.l.o.g., we can assume that there exists a sequence of sets {V n } n such that µ i = lim n P Vn,πi•ρ K for i = 1, 2.
We claim that supp(µ i ) ⊆ B i , where supp(µ i ) denotes the support of µ i , i.e.,
This is direct, since µ i (A(φ, V )) = lim n P Vn,πi•ρ K (A(φ, V )) for i = 1, 2, and supp(P Vn,π1•ρ K ) ∩ supp(P Vn,π2•ρ K ) = ∅ for sufficiently large n. In particular, since the support of µ 1 and the support of µ 2 are disjoint, this implies that µ 1 = µ 2 .
Proof of Proposition 5.2. Let τ = {R 1 , R 2 , R 3 } be a signature with R i a 2-ary relation for i = 1, 2, 3. Consider the τ -structure H with universe H = {0, 1, 2} and 1) , (1, 2), (2, 1)}, and • R 3 (H) = {(2, 2), (2, 0), (0, 2)}. It can be checked that H 2 dismantles to ∆(H 2 ). Indeed it suffices to fold (0, 1) and (1, 0) to (0, 0), (1, 2) and (2, 1) to (1, 1), and (0, 2) and (2, 0) to (2, 2) . This τ -structure is intimately related to the so-called hardcore model, a system well studied in combinatorics and statistical physics [17, 34] consisting of a Gibbs (G, H, λ HC )-specification for an arbitrary graph G, the graph H with universe {a, b} (where we think that a is a particle and b is a non-particle) and edge relation E = {(a, b), (b, b)}, and a weight function λ HC such that λ HC (b) = 1 and λ HC (a) > 0, usually called activity. Now, consider the τ -structure G consisting of 3 copies of the ∆-regular tree for an arbitrary ∆ ≥ 6, so that the graph adjacency relation in the ith copy is given by R i , for i = 1, 2, 3. Let λ : {0, 1, 2} → R + be an arbitrary weight function. Then, we can think that we have 3 copies of the hardcore model (with values {0, 1}, {1, 2}, and {2, 0}, respectively) on a ∆-regular tree with activities λ(1)/λ(0), λ(2)/λ(1), and λ(0)/λ(2), respectively (i.e. the ratios between the weight of particle versus non-particle). By symmetry, w.l.o.g., suppose that λ(1)/λ(0) ≥ 1. The critical activity for the hardcore model in a ∆-regular tree is given by the formula (∆−1) ∆ projection of a given finite component in order to obtain a new valid homomorphism different from ρ K , contradicting the frozen configuration property.
Proposition 5.6. Let H be a finite τ -structure. If H 2 does not dismantle to the full diagonal ∆(H 2 ), then there exists a locally finite τ -structure G such that the Gibbs (G, H, λ)-specification does not satisfy SSM for any λ.
Proof. By Lemma 5.3, there must exists an ∆(H 2 )-frozen configuration ρ K in Hom(G, K) for G = T K and K some (symmetric) substructure of H 2 such that K \ ∆(H 2 ) = ∅. As in the proof of Proposition 5.1, consider a connected component of T K such that its corresponding root w 0 does not map to a diagonal element, i.e., ρ K (w 0 ) ∈ K \ ∆(H 2 ) and (π 1 • ρ K )(w 0 ) = (π 2 • ρ K )(w 0 ).
Next, given an exhausting sequence {V n }, consider the sequence of sets {W n } for W n = V n ∩ρ −1 K (K \∆(H 2 )). Notice that, by Remark 5.5, each connected component induced by
we must have that, for infinitely many n (and sufficiently large, so x ∈ W n ), but this is a contradiction.
Finite duality revisited
Throughout this section all structures are assumed to be finite. We say a τstructure H is a core if every homomorphism from H to H is one-to-one. An obstruction to H is a τ -structure G that admits no homomorphism to H; the obstruction G is critical if every proper substructure (i.e., any substructure different from G itself) admits a homomorphism to H. A structure H is said to have finite duality if it has only finitely many critical obstructions.
We say that a τ -structure H contains all constants if for every a ∈ H there exists R a ∈ τ such that R a (H) = {a}. Note that every such structure is a core. It is well know that relational structures with constants allow us to specify the desired image of a given element. More formally, let G be any τ -structure, x ∈ G, and a ∈ H. It is immediate that the τ -structure G a obtained from G by adding a to R a (G), satisfies the following property: For every φ : G → H, φ ∈ Hom(G a , H) ⇔ φ ∈ Hom(G, H) and φ(x) = a.
We shall say that G a is obtained by coloring x to a in G.
The main result in [25] states that a core structure H has finite duality if and only if H 2 dismantles to its diagonal. In this section we shall see how this result follows from Theorem 3.5. In addition, we shall show that, when H contains all constants, having finite duality is equivalent to having finitely many critical τ -tree obstructions, which was not previously known. Theorem 6.1. Let H be a finite τ -structure which is a core. Then, the following are equivalent: (A1c) H 2 dismantles to its diagonal; (D1c) H has finitely many critical obstructions.
Furthermore, if H contains all the constants then the following condition is also equivalent: (D2c) H has finitely many critical τ -tree obstructions.
Proof. As mentioned earlier, the equivalence (A1c) ⇔ (D1c) was shown in [25] .
Here we provide an alternative proof.
(A1c) ⇒ (D1c). Assume that statement (A1c) holds. It follows that Theorem 3.5(C1) holds for any J ⊆ H (although we note that in this proof it suffices the case J = ∅). We claim that the diameter of the critical obstructions of H is bounded, where the diameter of a structure is the maximum distance between any pair of its elements. It follows easily (see [25, Lemma 2.4] ) that our claim implies statement (D1c). To prove the claim, assume (towards a contradiction) that there exists a critical obstruction G containing two elements x and y at distance at least g + 2 (where g is the gap given by statement Theorem 3.5(C1)).
Let R ∈ τ and let x = (x 1 , . . . , x k ) ∈ R(G) in which x occurs. Since G is critical it follows that the substructure obtained by removing x from R(G) has a homomorphism φ to H. Similarly, the substructure obtained by removing from some relation S(G) a tuple y = (y 1 , . . . , y k ) where y occurs, has a homomorphism ψ to H.
Hence, both φ and ψ define homomorphisms from the substructure K obtained from G by removing both a from R(G) and b from S(G). Note that the distance, in K, from V = {x 1 , . . . , x k } to W = {y 1 , . . . , y k } is at least g. It follows from Theorem 3.5(C1) that there is a homomorphism γ from K to H that agrees with φ on V and with ψ with W . Consequently, γ defines a homomorphism from G to H, a contradiction.
(D1c) ⇒ (D2c). It is immediate since every structure containing all constants is a core.
(D2c) ⇒ (A1c). Let us prove the contrapositive. Assume that H 2 does not dismantle to the diagonal or, equivalently, that H does not satisfy statement (A1) in Theorem 3.5 when J = H. It follows that H does not satisfy statement (C2) in Theorem 3.5 either. Let g be arbitrary. Since Theorem 3.5(C2) fails, it follows by standard compactness arguments that there is a finite substructure G of T H 2 , and V, W ⊆ T with dist(V, W ) ≥ g such that Hom(G, H) is not (V, W )-mixing with respect to H. That is, there exists mappings φ, ψ ∈ Hom(G, H) such that there is no mapping in Hom(G, H) that agrees with φ on V , with ψ on W and with both on every element x ∈ G such that φ(x) = ψ(x). Now, let K be the τ -structure obtained from G by coloring every element x ∈ V according to φ, every element in W according to ψ and every element x such that φ(x) = ψ(x) ∈ J according to φ(x). It is easy to check that there is no homomorphism from K to H and, consequently, there is a substructure I of K that that is a critical obstruction of H. Since I is critical then it is connected. Consequently, since G is a substructure of T H 2 and T H 2 does not contain circuits it follows that I is a τ -tree. Clearly V ∩ I is nonempty since otherwise the mapping x → ψ(x) would define a homomorphism from I to H. Similarly W ∩ I = ∅. Since I is connected and the distance in G (and hence in I) from V to W is at least g it follows that |I| ≥ g + 1. Since g is arbitrary we have completed the proof.
(D1c) ⇒ (A1c). Assume that H satisfies condition (D1c). Let H c obtained by endowing H with all constants. Formally, if τ is the signature of H, then τ c is the new signature containing a new relation symbol R a for every a ∈ H, and H c is the τ c -structure obtained from H by setting R a (H c ) = {a} for every a ∈ H. We shall show that H c has also finite duality. Consequently, H c satisfies condition (D2c) and, hence, H 2 c dismantles to the diagonal, implying that H 2 dismantles to the diagonal as well.
The proof of this claim is fairly standard. Let K c be a minimal critical obstruction of H c and let G be the τ -structure constructed in the following way. In a first stage, compute the disjoint union of H and K, where K is the τ -structure obtained by removing all constants from K c (that is, K is the τ -structure obtained from K c by remoing all relations in τ c \ τ ). In a second stage we glue some elements from H and K. In particular we glue every element a in H to every element b ∈ R a (K c ). We shall show that G is not homomorphic to H. Assume towards a contradiction that there is φ defines a homomorphism from G to H. Clearly, the restriction of φ to H, that we shall denote ψ, defines an homomorphism of H that must be one-to-one since H is a core. Since ψ is one-to-one it follows that ψ −1 is also a homomorphism from H to H and, hence, ψ −1 • g defines a homomorphism from G to H that acts as the identity on H. It follows that ψ −1 • φ defines a homomorphism from K c to H c , a contradiction.
Let J be any substructure of G which is a critical obstruction of H. It follows easily from the criticality of K c that J contains K. Since H has finite duality it follows that there is a bound on the size of J and, hence, of K.
We note here that the direction (D1c) ⇒ (A1c) does not hold when we do not insist the structure is equipped with constants. Indeed, the oriented 3-cycle H does not have finite duality since any cycle of length not a multiple of 3 is a critical obstruction of H, but every tree admits a homomorphism to H.
