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ON THE EMBEDDABILITY OF THE FAMILY OF COUNTABLY
BRANCHING TREES INTO QUASI-REFLEXIVE BANACH
SPACES
Y. PERREAU
Abstract. In this note we extend to the quasi-reflexive setting the result of
F. Baudier, N. Kalton and G. Lancien concerning the non-embeddability of the
family of countably branching trees into reflexive Banach spaces whose Szlenk
index and Szlenk index from the dual are both equal to the first infinite ordinal
ω. We also gather results linking these notions with the spreading models of
the space.
1. Introduction
Let (TN )N≥1 be the family of countably branching trees endowed with the hy-
perbolic distance. The main result in the present paper is the following theorem.
Theorem 1.1. Let X be a quasi-reflexive Banach space. If the Szlenk index SZ(X)
of the space X satisfies SZ(X) ≤ ω and if the Szlenk index SZ(X∗) of its dual space
satisfies SZ(X
∗) ≤ ω, then the family (TN)N≥1 does not equi-Lipschitz embed into
X.
Let us briefly recall the context and the motivation of this theorem. In 1986, J.
Bourgain gave in his paper [6] a metric invariant characterizing super-reflexivity:
the non equi-Lipschitz embeddability of the family (DN )N≥1 of dyadic trees en-
dowed with the hyperbolic distance. His result is the following.
Theorem 1.2. Let X be a Banach space. Then X is super-reflexive if and only if
the family (DN )N≥1 does not equi-Lipschitz embed into X.
This was the first step in the so called Ribe program which looks for metric
invariants characterizing local properties of Banach spaces. The reader can have a
look at [18] for a detailed introduction to the Ribe program and for a survey of
results in this direction. A short proof of the non-embeddability of the family of
dyadic trees into a super-reflexive space was given more recently by R. Kloeckner
in [11] using uniform convexity and a self-improvement argument.
In [2], F. Baudier, N. J. Kalton and G. Lancien introduced a new metric invariant
in order to give a metric characterization of asymptotic properties of Banach spaces:
the non equi-Lipschitz embeddability of the family (TN )N≥1 of countably branching
trees endowed with the hyperbolic distance. The main tool in their paper is a
derivation index called Slzenk index. We will introduce these objects in section 2.
They proved the following results.
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Theorem 1.3. Let X be a separable Banach space. If SZ(X) > ω or if SZ(X
∗) >
ω, then the family (TN )N≥1 equi-Lipschitz embeds into X.
Theorem 1.4. Let X be a reflexive separable Banach space. If SZ(X) ≤ ω and
SZ(X
∗) ≤ ω, then the family (TN )N≥1 does not equi-Lipschitz embed into X.
Note that the assumption of separability can be removed in both theorems by
using properties of the Szlenk index. Using an argument à la Kloeckner and the
property (β) of Rolewicz, F. Baudier and S. Zhang gave in [4] a shorter proof of
the second theorem. However, this argument cannot be extended to a more general
setting since (β) implies reflexivity.
In [10], N. J. Kalton applied results coming from the study of Orlicz sequence
spaces to get estimates on the spreading models of Banach spaces which coarse-
Lipschitz embed into asymptotically uniformly convex spaces. Inspired by this
method, we will give in section 4 estimates on certain trees in the bi-dual space of
quasi-reflexive Banach spaces enjoying asymptotic properties. These estimates will
be key tools to extend the proof from [2] of the non-embeddability theorem to the
quasi-reflexive setting. This is done in section 3.
Using this result, we answer briefly in section 5 the question of the embeddability
of the family of countably branching trees into James spaces. Namely.
Theorem 1.5. Let p ∈ (1,∞). The family (TN )N≥1 does not equi-Lipschitz embed
in the James space Jp and it does not equi-Lipschitz embed in its dual J ∗p .
The last section is devoted to the study of spreading models in relation with
countably branching trees and asymptotic properties of Banach spaces. Most re-
sults are most likely already known but they are not always written explicitly in
literature. Among others, let us mention.
Proposition 1.6. If X has a c0-spreading model or an ℓ1-spreading model, then
the family (TN )N≥1 equi-Lipschitz embeds into X.
Proposition 1.7. There exists a Banach space in which the family (TN )N≥1 equi-
Lipschitz embeds but which has no c0-spreading model and no ℓ1-spreading model.
Proposition 1.8. Let X be Banach space.
(1) If SZ(X) ≤ ω, then X has no ℓ1-spreading model generated by a weak-null
sequence.
(2) If SZ(X
∗) ≤ ω, then X has no c0-spreading model generated by a weak-null
sequence.
2. Definitions, notation and preliminary results
Let us first recall some definitions. Let (M,d) and (N, δ) be two metric spaces.
We say thatM Lipschitz embeds into N if there is a map f :M → N and constants
a, b > 0 such that
∀x, y ∈M, ad(x, y) ≤ δ(f(x), f(y)) ≤ bd(x, y).
Furthermore let (Mi, di)i∈I be a family of metric spaces. We say that (Mi)i∈I
equi-Lipschitz embeds into N if there is a family of maps (fi : Mi → N)i∈I and
constants a, b > 0 such that
∀i ∈ I, ∀x, y ∈Mi, adi(x, y) ≤ δ(fi(x), fi(y)) ≤ bdi(x, y).
EMBEDDABILITY OF COUNTABLY BRANCHING TREES 3
A Banach space X is quasi-reflexive if the quotient X∗∗/X is of finite dimension
or equivalently if there is a finite dimensional space E such that X∗∗ = X ⊕ E.
For every N ≥ 1 let TN = {∅} ∪
⋃N
n=1N
n. If s = (s1, . . . , sn) ∈ TN for some
1 ≤ n ≤ N , we denote s|k = (s1, . . . sk) for every 1 ≤ k ≤ n and s|0 = ∅. Also,
we write s− = s|n−1 the predecessor of s. There is a natural graph structure on
TN obtained by putting edges between each sequence s and its predecessor s
−.
Equipped with the induced hyperbolic or graph distance d, TN is called countably
branching tree with N steps. If s, t ∈ TN , we write s ≤ t whenever the sequence t
is an extension of the sequence s. This defines an ordering on TN and allows us to
introduce the greatest common ancestor of s and t denoted as,t. For every s ∈ TN ,
let |s| be the length of the sequence s. The distance d on TN is also defined by the
formula
d(s, t) = d(as,t, s) + d(as,t, t) = |s|+ |t| − 2 |as,t| .
Finally, if s = (s1, . . . sn) and t = (t1, . . . tm), let s a t = (s1, . . . sn, t1, . . . , tm) and
let s ∝ t = (s1, t1, . . . , sn, tn) if m = n. We say that a subset T of TN is a full
subtree of TN if ∅ ∈ T and if every sequence t in T of length at most N − 1 has
an infinite number of direct successors in T that is to say T ∩ {t a n : n ∈ N} is
infinite.
For every infinite subset M of N and for every k ≥ 1 let
[M]k = {(n1, . . . , nk) : n1 < · · · < nk ∈M} .
Let us mention two versions of Ramsey’s theorem we will need in the sequel (see
for example [8]).
Theorem 2.1. Let k ≥ 1 and A ⊂ [N]k. Assume that for every infinite subset M
of N, the set [M]k has a non-empty intersection with A. Then we can find a infinite
subset M of N such that [M]k ⊂ A.
Theorem 2.2. Let (K, ρ) be a compact metric space and let k ≥ 1. For every map
f : [N]k → K and for every ε > 0, there is an infinite subset M of N such that
diam f
(
[M]k
)
≤ ε.
Let X be a Banach space, let K be a weak∗-compact subset of the dual space
X∗ and fix ε > 0. Denote V the set of all weak∗-open subsets V of K satisfying
diam V ≤ ε and let sε(K) = K\
(⋃
V ∈V V
)
. We define inductively subsets sαε (K) of
K for every ordinal α by s1ε(K) = sε(K), s
α+1
ε = sε(s
α
ε ) if α ≥ 1 and s
α
ε =
⋂
β<α s
β
ε
if α is a limit ordinal. Then let SZ(K, ε) = inf {α : sαε (K) = ∅} if such an α exists
and let SZ(K, ε) =∞ otherwise. Finally let SZ(K) = supε>0 SZ(K, ε). The Szlenk
index of X is SZ(X) = SZ (BX∗) where BX∗ denotes the closed unit ball of X
∗. It
was introduced in a different form by W. Szlenk in [20] in order to prove that there
is no separable reflexive universal Banach space for the class of separable reflexive
Banach spaces. An extensive study of the properties and applications of the Slzenk
index can be found in [13].
Our main tools are asymptotic uniform properties of norms. Following V. Mil-
man [17], we introduce two moduli: for all t ≥ 0, let
ρX (t) = sup
x∈SX
inf
Y
sup
y∈SY
(‖x+ ty‖ − 1)
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where Y runs through all closed linear subspaces of X of finite co-dimension (and
SX denotes the unit sphere of X) and
δ
∗
X (t) = inf
x∈SX∗
sup
E
inf
y∗∈E
‖y∗‖=1
(‖x∗ + ty∗‖ − 1)
where E runs through all weak∗-closed subspaces of X∗ of finite co-dimension. We
say that ‖.‖X is asymptotically uniformly smooth (in short AUS) if limt→0
ρX(t)
t
= 0
and we say that ‖.‖X∗ is weak
∗ asymptotically uniformly convex (in short AUC∗)
if δ
∗
X (t) > 0 for all t > 0. If p ∈ (1,∞), we say that ‖.‖X is p-AUS (respectively
‖.‖X∗ is p-AUC
∗) if there is a constant c > 0 such that for all t ∈ [0, 1], ρX (t) ≤ ct
p
(respectively δ
∗
X (t) ≥ ct
p). There is a nice duality result concerning these moduli
(see for example [7]).
Theorem 2.3. Let X be a Banach space and let p, q ∈ (1,∞) be conjugate expo-
nents. Then ‖.‖X is p-AUS if and only if ‖.‖X∗ is q-AUC
∗.
In [12], the following renorming theorem was proved.
Theorem 2.4. Let X be a separable space. The following assertions are equivalent.
(1) The space X admits an equivalent AUS norm.
(2) The space X admits an equivalent p-AUS norm for some p ∈ (1,∞).
(3) The space X satisfies SZ(X) ≤ ω.
Now, let us introduce some inequalities using the asymptotic uniform moduli we
introduced above. Let X be a Banach space. First, we have a well known result
concerning δ
∗
X .
Proposition 2.5. Fix x∗ ∈ SX∗ , σ ≥ 0 and ε > 0. There is a weak
∗-neighborhood
V of 0 such that
∀y∗ ∈ V, ‖y∗‖ ≥ σ =⇒ ‖x∗ + y∗‖ ≥ 1 + δ
∗
X (σ)− ε.
Using this, we deduce.
Lemma 2.6. Fix x∗ ∈ SX∗ , M ≥ 0 and ε > 0. There is a weak∗-neighborhood V
of 0 such that
∀y∗ ∈ V ∩MBX∗ , ‖x
∗ + y∗‖ ≥ 1 + δ
∗
X (‖y
∗‖)− ε.
Proof. Fix η ∈ (0, 1) and take a finite η-net (σi)1≤i≤n in [0,M ] containing 0. Ap-
plying the preceding proposition we get a weak∗-neighborhood V of 0 such that
∀1 ≤ i ≤ n, ∀y∗ ∈ V, ‖y∗‖ ≥ σi =⇒ ‖x
∗ + y∗‖ ≥ 1 + δ
∗
X (σi)− η.
Now take y∗ ∈ V with ‖y∗‖ ≤ M . We can find some 1 ≤ i0 ≤ n such that
σi0 ≤ ‖y
∗‖ ≤ σi0 + η. Applying the preceding inequality we get
‖x∗ + y∗‖ ≥ 1 + δ
∗
X (‖y
∗‖) + δ
∗
X (σi0)− δ
∗
X (‖y
∗‖)− η
≥ 1 + δ
∗
X (‖y
∗‖)− ω
δ
∗
X
(η)− η
where ω
δ
∗
X
(.) is the modulus of continuity of the function δ
∗
X . The result follows
because δ
∗
X is uniformly continuous.

EMBEDDABILITY OF COUNTABLY BRANCHING TREES 5
Similar results exist for ρX (with weak-neighborhoods of 0) but in fact, we can
do a bit better. The following improvement was given in [15].
Proposition 2.7. Fix x ∈ SX , σ ≥ 0 and ε > 0. There is a weak∗-neighborhood
V of 0 in X∗∗ such that
∀y∗∗ ∈ V, ‖y∗∗‖ ≤ σ; ‖x+ y∗∗‖ ≤ 1 + ρX (σ) + ε.
In the same way as before, we deduce.
Lemma 2.8. Fix x ∈ SX , M ≥ 0 and ε > 0. There is a weak∗-neighborhood V of
0 in X∗∗ such that
∀y∗∗ ∈ V ∩MBX∗∗ , ‖x+ y
∗∗‖ ≤ 1 + ρX (‖y
∗∗‖) + ε.
In particular, we will consider standard weak∗-neighborhoods of 0 in X∗∗ of the
form
Vx∗
1
,...,x∗m;ε = {x
∗∗ ∈ X∗∗ : ∀1 ≤ i ≤ m, |x∗∗(x∗i )| < ε}
with x∗1, . . . , x
∗
k ∈ X
∗ and ε > 0
To finish this section, let us give some results coming from [10] using the theory
of Orlicz sequence spaces. The modulus ρX is an Orlicz function that is to say a
continuous non-decreasing and convex function satisfying ρX(0) = 0 and ρX(t) > 0
for every t > 0. We define by induction functions N
ρX
k on R
k first by N
ρX
2 (x, y) =
|x|
(
1 + ρX
(
|y|
|x|
))
if x 6= 0 and N
ρX
2 (0, y) = |y| and then by N
ρX
k (x1, . . . , xk) =
N
ρX
2 (N
ρX
k−1(x1, . . . , xk−1), xk) if k ≥ 3. These functions define norms on R
k. Since
δ
∗
X is not an Orlicz function, we introduce an auxiliary function δ(t) =
∫ t
0
δ
∗
X(s)
s
ds
which happens to be an Orlicz function and to satisfy 12δ
∗
X ≤ δ ≤ δ
∗
X . We define
as before the norms N δk on R
k. These norms satisfy the following properties.
Lemma 2.9. Let X be a Banach space.
(1) If X is p−AUS for some p ∈ (1,∞), there is a constant A > 0 such that:
∀k ≥ 1, ∀v ∈ Rk, N
ρX
k (v) ≤ A ‖v‖lkp .
(2) If X∗ is q−AUC∗ for some q ∈ (1,∞), there is a constant a > 0 such that:
∀k ≥ 1, ∀v ∈ Rk, N δk (v) ≥ a ‖v‖lkq .
3. Main result
This section is devoted to the proof of the main result.
Theorem 3.1. Let X be a quasi-reflexive Banach space satisfying SZ(X) ≤ ω and
SZ(X
∗) ≤ ω. Then the family (TN )N≥1 does not equi-Lipschitz embed into X.
In order to prove our result, let us consider a quasi-reflexive Banach spaceX . We
suppose that the family (TN )N≥1 equi-Lipschitz embeds into X . Me may assume
that there is a constant c > 0 and functions fN : TN → X with fN (∅) = 0 such
that
∀N ≥ 1, ∀s, t ∈ TN , d(s, t) ≤ ‖fN (s)− fN(t)‖ ≤ cd(s, t).
Considering the closed linear span of
⋃
N≥1 fN(TN ) in X , we may assume that X
and therefor all its iterated duals are separable.
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Now suppose that X satisfies SZ(X) ≤ ω and SZ(X∗) ≤ ω. By the renorming
theorem 2.4, we may assume that ‖.‖X is p − AUS and that the dual space X
∗
admits an equivalent q∗ −AUS norm |.| for some p, q∗ ∈ (1,∞). As mentioned we
get that the dual norm |.| on X∗∗ is q − AUC∗ where q is the conjugate exponent
of q∗. We may assume that
|.| ≤ ‖.‖ ≤ e |.|
for some constant e > 0 on X∗∗.
We will be considering the functions fN as functions with values in X
∗∗. For all
t ∈ TN , t 6= ∅, we put
z(t) = f(t)− f(t−).
Note that ‖z(t)‖ ≤ c for every t ∈ TN . Therefor, using weak∗-compactness and
passing to a full subtree, we may assume that for all 1 ≤ j ≤ N and for all
∀t ∈ TN−j, the iterated weak∗-limit
∂jz(t) = w
∗ − lim
n1
. . . w∗ − lim
nj
z(t a (n1, . . . , nj))
is well defined. We also denote ∂0z(t) = z(t). Note that ‖∂jz(t)‖ ≤ c by lower
semi-continuity of the norm. For all 1 ≤ j ≤ k ≤ N and for all t ∈ TN of length
|t| ≥ j, we introduce
zk,j(t) = ∂k−jz
(
t|j
)
− ∂k−j+1z
(
t|j−1
)
.
Also, let zk,0(t) = ∂kz(∅). Note that zk,j(t) only depends on the j first coordinates
of the sequence t and that ‖zk,j(t)‖ ≤ 2c. Moreover, we have the following proper-
ties. The proof of these results is straightforward but we will apply them often in
the sequel.
Proposition 3.2. For all t ∈ TN , t 6= ∅, we have:
(1) f(t) =
∑|t|
k=1 z(t|k) =
∑|t|
k=1
∑k
j=0 zk,j(t)
(2) ∀1 ≤ l ≤ k ≤ |t| ,
∥∥∥∑lj=0 zk,j(t)∥∥∥ ≤ c
(3) ∀1 ≤ j ≤ k ≤ N, j ≤ |t|, w∗ − limn zk,j
(
t|j−1 a n
)
= 0.
Now let us assume that N = 3QM for some Q > 3 and M ≥ 1. Then for all
1 ≤ k ≤ N , there is a unique 1 ≤ Mk ≤ M + 1 such that QMk−1 ≤ k < QMk .
Thus we can define exponentially decreasing indices αk,0 = k, αk,r = k − Qr for
1 ≤ r < Mk and αk,Mk = −1. We consider block functions wk,r defined on the roof
of the tree TN by
wk,r(t) =
αk,r−1∑
j=αk,r+1
zk,j(t).
Our goal in the sequel will be to give upper and lower estimates of the quantity
N∑
k=1
Mk∑
r=1
‖wk,r(t)‖
in a certain full subtree in order to get a contradiction whenQ andM are sufficiently
big.
In the reflexive case, it is possible to get such estimates using a result from [12]
were the space is embedded into a Banach space admitting a finite dimensional
decomposition in which nice upper and lower ℓp and ℓq estimates holds. We will
replace this result in our setting by the two following propositions.
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Proposition 3.3. For all η > 0, there is a full subtree T of TN such that for all
1 ≤ L ≤ N, for all 1 ≤ i1 ≤ j1 < · · · < iL ≤ jL ≤ N and for all N ≥ ki ≥ ji, we
have ∣∣∣∣∣
L∑
l=1
Bl(t)
∣∣∣∣∣ ≥ a
(
L∑
l=1
|Bl(t)|
q
) 1
q
− η
whenever t is an element of T of length |t| ≥ jL, where Bl is the block function
defined by
Bl(t) =
jl∑
j=il
zkl,j(t)
and a is the constant obtained by our considerations about the Orlicz function δ in
the second section (lemma 2.9).
Proposition 3.4. For all η > 0, there is a full subtree T of T2N such that for all
1 ≤ L ≤ N , for all 1 ≤ i1 ≤ j1 < · · · < iL ≤ jL ≤ N and for all N ≥ ki,≥ ji, we
have ∥∥∥∥∥
L∑
l=1
Bl(s)−Bl(t)
∥∥∥∥∥ ≤ A

 L∑
l=1
∥∥∥∥∥∥
jl∑
j=il
Bl(s)−Bl(t)
∥∥∥∥∥∥
p

1
p
+ η
whenever s and t are two elements of TN of length |t| = |s| ≥ jL such that the
interlaced sequence s ∝ t = (s1, t1, s2, . . . ) belongs to T , where Bl is the block
function defined by
Bl(t) =
jl∑
j=il
zkl,j(t)
and A is the constant obtained by our considerations about the Orlicz function ρX
in the second section (lemma 2.9).
The proof of these two propositions will be done in the next section to make the
reading lighter. We turn to the proof of the main result.
Proof of 3.1. Fix η > 0 and assume that the two propositions are satisfied respec-
tively on the whole TN and T2N for this constant.
First, we apply 3.3 for every 1 ≤ k ≤ N to the block functions wk,r with r
running from 1 to Mk. We get(
Mk∑
r=1
|wk,r(t)|
q
) 1
q
≤
1
a
(∣∣∣∣∣
Mk∑
r=1
wk,r(t)
∣∣∣∣∣+ η
)
≤
c+ η
a
for every t ∈ TN of length N because
Mk∑
r=1
wk,r(t) =
k∑
j=0
zk,j(t)
is of norm at most c. Then assuming that η ≤ c and using Hölder’s inequality, we
get
N∑
k=1
Mk∑
r=1
|wk,r(t)| ≤
2c
a
(M + 1)
1
q∗N.
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So
N∑
k=1
Mk∑
r=1
‖wk,r(t)‖ ≤ (M + 1)
1
q∗QM+1
if Q is was chosen bigger than 6ce
a
.
Second, we want to get an estimate from below. To do that, we will use some
computation tricks. We start with an easy lemma.
Lemma 3.5. Let 1 ≤ m ≤ M . For all Qm ≤ l ≤ N − Qm and for all s, t ∈ TN
such that |s| = |t| ≥ l +Qm and |as,t| = l, we have∥∥∥∥∥
l+Qm∑
k=l+1
m∑
r=1
wk,r(s)− wk,r(t)
∥∥∥∥∥ ≥ 2Qm.
Note that the condition l ≥ Qm is crucial in order to ensure that the wk,r
appearing in the sums are well defined.
Proof. Let us remind that zk,j only depends on the j first coordinates of the se-
quence. So if we take s, t ∈ TN satisfying the properties of the lemma and if we take
1 ≤ j ≤ l then zk,j(s) = zk,j(t) whenever j ≤ k ≤ N . Thus for every 1 ≤ l ≤ L ≤ |s|
we have
f
(
s|L
)
− f
(
t|L
)
=
L∑
k=l+1
k∑
j=0
zk,j(s)− zk,j(t),
and thus, we get ∥∥∥∥∥∥
L∑
k=l+1
k∑
j=0
zk,j(s)− zk,j(t)
∥∥∥∥∥∥ ≥ 2(L− l).
Moreover, we have
l+Qm∑
k=l+1
m∑
r=1
wk,r(s)− wk,r(t) =
l+Qm∑
k=l+1
αk,0∑
j=αk,m+1
zk,j(s)− zk,j(t)
=
l+Qm∑
k=l+1
k∑
j=k−Qm+1
zk,j(s)− zk,j(t)
=
l+Qm∑
k=l+1
k∑
j=0
zk,j(s)− zk,j(t)
because k−Qm+1 ≤ l+1 whenever l+1 ≤ k ≤ l+Qm. Combining the two facts,
we get the desired result.

Next fix 1 ≤ m ≤M , Qm ≤ l ≤ N and l+ 1 ≤ k ≤ N . For every 0 ≤ n ≤ Q− 1
and for every t ∈ TN of length N , we have
m−1∑
r=1
wk+nQm−1,r(t) =
k+nQm−1∑
j=k+(n−1)Qm−1+1
zk+nQm−1,j(t).
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In particular,∥∥∥∥∥
m−1∑
r=1
wk+nQm−1,r(t)
∥∥∥∥∥ ≤
∥∥∥∥∥∥
k+(n−1)Qm−1∑
j=0
zk+nQm−1,j(t)
∥∥∥∥∥∥+
∥∥∥∥∥∥
k+nQm−1∑
j=0
zk+nQm−1,j(t)
∥∥∥∥∥∥ ≤ 2c.
Now, we apply 3.4 to the block functions
∑m−1
r=1 wk+nQm−1,r with n running from
0 to Q− 1. We get
∥∥∥∥∥
Q−1∑
n=0
m−1∑
r=1
wk+nQm−1,r(t)− wk+nQm−1,r(s)
∥∥∥∥∥ ≤ A
(
Q−1∑
n=0
∥∥∥∥∥
m−1∑
r=1
wk+nQm−1,r(t)− wk+nQm−1,r(s)
∥∥∥∥∥
p) 1p
+ η
≤ 4cAQ
1
p + η
for every sequences s, t ∈ TN of length N .
Thus, assuming that η ≤ 4cA and summing over k, we get∥∥∥∥∥
l+Qm∑
k=l+1
m−1∑
r=1
wk,r(s)− wk,r(t)
∥∥∥∥∥ =
∥∥∥∥∥∥
l+Qm−1∑
k=l+1
Q−1∑
n=0
m−1∑
r=1
wk+nQm−1,r(s)− wk+nQm−1,r(t)
∥∥∥∥∥∥
≤ 8cAQ
1
pQm−1
≤ Qm
if Q was chosen bigger than (8cA)p
∗
where p∗ is the conjugate exponent of p.
Combining this an the lemma, we get that whenever we take s, t ∈ TN of length
N satisfying |as,t| = l we have∥∥∥∥∥
l+Qm∑
k=l+1
wk,m(s)− wk,m(t)
∥∥∥∥∥ ≥ Qm,
and thus at least one of the quantities
∥∥∥∑l+Qmk=l+1 wk,m(s)∥∥∥ or ∥∥∥∑l+Qmk=l+1 wk,m(t)∥∥∥ is
bigger than 12Q
m. Then, using Ramsey’s theorem, it is easy to get a full subtree of
TN where this inequality holds for every sequence of length N .
Consequently, we can assume up to the successive extraction of finitely many full
subtrees that for all t ∈ TN of length N , for all 1 ≤ m ≤M and for all Qm ≤ l ≤ N
we have ∥∥∥∥∥
l+Qm∑
k=l+1
wk,m(t)
∥∥∥∥∥ ≥ 12Qm.
Now take 1 ≤ γ ≤ QM−m and let l = γQm. Then
l+Qm∑
k=l+1
wk,m(t) =
(γ+1)Qm∑
k=γQm+1
wk,m(t).
Using the preceding inequality and summing over γ we get
QM−m∑
γ=1
∥∥∥∥∥∥
(γ+1)Qm∑
k=γQm+1
wk,m(t)
∥∥∥∥∥∥ ≥
QM
2
.
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Thus, by triangular inequality,
N∑
k=Qm+1
‖wk,m(t)‖ ≥
QM
2
.
Finally, let us remind that k ≥ Qm implies Mk > m. Thus, after reordering, we
obtain
N∑
k=1
Mk∑
m=1
‖wk,m(t)‖ ≥
M∑
m=1
N∑
k=Qm+1
‖wk,m(t)‖ ≥M
QM
2
.
Gathering the two estimates, we get that if Q is bigger than some constant
depending only on a,A, e, c and p∗, we have
M
QM
2
≤ (M + 1)
1
q∗QM+1.
This gives a contradiction for M large enough.

4. The upper ℓp and lower ℓq estimates in the trees.
In this section, we prove the two propositions stated in the last section giving
us estimates on the norm of the sum of block functions acting on the upper stages
of the trees. Even if there is more quantifiers than usual, the first proposition is
not really new and it does not require quasi-reflexivity. It is indeed a standard
thing now to extract a full subtree with lower ℓq estimates of a weak-null tree in an
asymptotically uniformly convex space (or from a weak∗-null tree in a q − AUC∗
dual). Similar extractions can be done for upper ℓp estimates in weak-null trees in
asymptotically uniformly smooth spaces but this cannot be used here because we
are looking in a way at weak∗ null trees in the bi-dual of a p−AUS space. We give
the proof of the first proposition below for completeness and because the structure
of the proof, similar to the one of the proof coming after will be easier to get since
there is less technical arguments.
Proof of proposition 3.3. We will show by induction on L that for all ξ > 0, there
is a full subtree T of TN such that for all 1 ≤ L ≤ N and for all choice of block
functions B1, . . . , BL as in the statement of the proposition, we have∣∣∣∣∣
L∑
l=1
Bl(t)
∣∣∣∣∣ ≥ N δL
(
|B1(t)| , . . . , |BL(t)|
)
− ξ
for all t ∈ T of length |t| ≥ jL where jL corresponds to the maximal “height” of the
block function BL. Note that all our blocks Bl(t) are of norm |.| at mostM = 2Nc.
For L = 1, the property is satisfied on the whole TN for all choice of ξ > 0
because N δ1 = |.| by convention.
Now, suppose that our property it is satisfied for all choice of ξ > 0 for a given
1 ≤ L ≤ N − 1. Fix η > 0. By the uniform continuity of N δ2 , we can find a ν > 0
such that
∣∣N δ2 (u)−N δ2 (v)∣∣ ≤ η2 whenever ‖u− v‖1 ≤ ν in R2. For our later use,
we assume that ν ≤ η2 . We may assume that the inequalities for L block functions
are satisfied on the whole TN for the constant ξ = ν.
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First fix L block functions B1, . . . , BL with jL ≤ N − 1 and fix t ∈ TN with
|t| = jL. Assuming that
∑L
l=1 Bl(t) 6= 0, we apply the lemma 2.6. There is a
weak∗-neighborhood V = Vx∗
1
,...,x∗m;ε of 0 such that for all x
∗∗ ∈ V ∩MB(X∗∗,|.|) we
have ∣∣∣∣∣
L∑
l=1
Bl(t) + x
∗∗
∣∣∣∣∣ ≥
∣∣∣∣∣
L∑
l=1
Bl(t)
∣∣∣∣∣

1 + δ∗X∗

 |x∗∗|∣∣∣∑Ll=1Bl(t)∣∣∣



− η
2
= N δ2
(∣∣∣∣∣
L∑
l=1
Bl(t)
∣∣∣∣∣ , x∗∗
)
−
η
2
From this, we easily deduce using the inequality for L block functions, the definition
of N δL+1 and our choice of ν that∣∣∣∣∣
L∑
l=1
Bl(t) + x
∗∗
∣∣∣∣∣ ≥ N δL+1
(
|B1(t)| , . . . , |BL(t)| , |x
∗∗|
)
− η
whenever x∗∗ ∈ V and |x∗∗| ≤M .
Our goal now is to extract a full subtree over the sequence t which is fully
contained in the weak∗-neighborhood V . We know that w∗− lim zk,jL+1(t a n) = 0
for every N ≥ k ≥ jL + 1. Thus we can find some N1 ≥ 1 such that
∀n1 ≥ N1, ∀N ≥ k ≥ jL + 1, zk,jL+1(t a n1) ∈ Vx∗1 ,...,x∗m; ε2 .
Then fix some n1 ≥ N1. Again, we know that w∗ − lim zk,jL+2(t a (n1, n)) = 0 for
every N ≥ k ≥ jL + 2. Thus we can find some N2(n1) ≥ 1 such that
∀n2 ≥ N2(n1), ∀N ≥ k ≥ jL + 2, zk,jL+2(t a (n1, n2)) ∈ Vx∗1,...,x∗m; ε4 .
Iterating this procedure, we obtain a full subtree T (t) of TN−jL such that
∀(n1, . . . , nj) ∈ T
(t), ∀N ≥ k ≥ jL + j, zk,jL+j(t a (n1, . . . , nj)) ∈ Vx∗1 ,...,x∗m; ε2j
.
Consequently, this subtree satisfies: for all choice of block function BL+1, for all
s ∈ T (t) such that |t a s| ≥ jL+1, BL+1(t a s) ∈ V and thus∣∣∣∣∣
L∑
l=1
Bl(t) +BL+1(t a s)
∣∣∣∣∣ ≥ NL+1
(
|B1(t)| , . . . , |BL(t)| , |BL+1(t a s)|
)
− η.
Note that Bl(t) = Bl(t a s) for all 1 ≤ l ≤ L because the block function Bl only
depends on the jl ≤ jL first coordinates of a sequence. Thus, by “gluing” every
T (t) over the corresponding point t, we get a full subtree T of TN satisfying the
required property for our initial choice of block functions B1, . . . , BL.
Since choosing L block functions is equivalent to choosing integers ∀1 ≤ i1 ≤
j1 < · · · < iL ≤ jL ≤ N − 1 and ∀N ≥ ki ≥ ji a finite number of successive
extractions will give us the desired inequality on a full subtree of TN for every
choice of L+ 1 block functions B1, . . . , BL+1.

Now let us give the proof of the second proposition.
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Proof of proposition 3.4. Again, we will show by induction on L that for all ξ > 0,
there is a full subtree T of T2N such that for all 1 ≤ L ≤ N and for all choice of
block functions B1, . . . , BL, we have∥∥∥∥∥
L∑
l=1
Dl(s, t)
∥∥∥∥∥ ≤ NρXL
(
‖D1(s, t)‖ , . . . , ‖DL(s, t)‖
)
+ ξ
whenever s, t ∈ TN are of length |t| = |s| ≥ jL and satisfies s ∝ t = (s1, t1, s2, . . . ) ∈
T , where Dl(s, t) is defined as the difference Bl(s)−Bl(t). Note that these objects
are all of norm at most M = 4Nc.
Again, this is clear for L = 1. Suppose that the property is satisfied for all choice
of ξ for some 1 ≤ L ≤ N − 1. Fix η > 0. By the uniform continuity of N
ρX
2 , we can
find a ν > 0 such that
∣∣∣NρX2 (u)−NρX2 (v)∣∣∣ ≤ η4 whenever ‖u− v‖1 ≤ ν in R2. For
our later use, we assume that ν ≤ η4 . Again, we may assume that the inequalities
for L differences of block functions are satisfied for every s, t ∈ TN of same length
for the constant ν.
Since X is quasi-reflexive, there is a space E of finite dimension such that:
X∗∗ = X ⊕ E. For all u ∈ TN , let zk,j(u) = xk,j(u) + ek,j(u) be the associated
decomposition in this sum. Also denote by D
(X)
l and D
(E)
l the projections of the
functions Dl respectively on X and on E. By Ramsey’s theorem, we may assume
after passing to a full subtree that for all 1 ≤ j ≤ k ≤ N and for all u, v ∈ TN of
length N we have
‖ek,j(u)− ek,j(v)‖ ≤
ν
N
.
Note that this inequality holds in fact whenever ek,j(u) and ek,j(v) are defined since
they only depends on the j first coordinates of u and v.
Now fix L block functions B1, . . . , BL and fix w ∈ T2N , |w| = 2jL. Also take
s, t ∈ TN with |s| = |t| = jL such that s ∝ t = w.
Again, assuming that
∑L
l=1D
(X)
l (s, t) 6= 0 and applying lemma 2.8 there is a
weak∗-neighborhood V = Vx∗
1
,...,x∗m;ε of 0 such that for all x
∗∗ ∈ V ∩MBX∗∗ , we
have∥∥∥∥∥
L∑
l=1
D
(X)
l (s, t) + x
∗∗
∥∥∥∥∥ ≤
∥∥∥∥∥
L∑
l=1
D
(X)
l (s, t)
∥∥∥∥∥

1 + ρX

 ‖x∗∗‖∥∥∥∑Ll=1D(X)l (s, t)∥∥∥



+ η
4
= N
ρX
2
(∥∥∥∥∥
L∑
l=1
D
(X)
l (s, t)
∥∥∥∥∥ , ‖x∗∗‖
)
+
η
4
Now, we have
∥∥∥∑Ll=1D(E)l (s, t)∥∥∥ ≤ ν thanks to the concentration in E obtained
before. Thus∥∥∥∥∥
L∑
l=1
Dl(s, t) + x
∗∗
∥∥∥∥∥ ≤ NρX2
(∥∥∥∥∥
L∑
l=1
Dl(s, t)
∥∥∥∥∥+ ν, ‖x∗∗‖
)
+ ν +
η
4
≤ N
ρX
2
(∥∥∥∥∥
L∑
l=1
Dl(s, t)
∥∥∥∥∥ , ‖x∗∗‖
)
+
3η
4
≤ N
ρX
L+1
(
‖D1(s, t)‖ , . . . , ‖DL(s, t)‖ , ‖x
∗∗‖
)
+ η
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whenever x∗∗ ∈ V and |x∗∗| ≤ M using the inequality for L difference functions,
the definition of N
ρX
L+1 and the choice of ν.
Using the same arguments as in the proof of the first theorem, we can find a
full subtree T (w) ⊂ TN−jL such that for all u = (u1, . . . , uj) ∈ T
(w) and for all
k ≥ jL + j, zk,jL+j(s a u) ∈ V ε
4j
and zk,jL+j(t a u) ∈ V ε
4j
.
Thus, for all choice of block function BL+1, for all u, v ∈ T (w) such that |s a u| =
|t a v| ≥ jL+1, DL+1(s a u, t a v) ∈ V and so∥∥∥∥∥
L∑
l=1
Dl(s, t) +DL+1(s a u, t a v)
∥∥∥∥∥ ≤ NρXL+1
(
‖D1(s, t)‖ , . . . , ‖DL(s, t)‖ , ‖DL+1(s a u, t a v)‖
)
+η.
Noting that the function Dl only depends on the jl ≤ jL first coordinates of
both sequences, and considering the full subtree T
(w)
2 of T2(N−jL) for which each
sequence of even length is obtained by interlacing two sequences of T (w), we can
conclude in the same way as in the preceding proof.

5. Application to the non-embeddability into James spaces.
Let p ∈ (1,∞) of conjugate exponent p∗. The subspace of c0 composed of all
sequences of finite p-variation endowed with the p-variation norm is called p-James
space and we denote it Jp. Let us remind that the p-variation of a sequence
x = (xn)n≥1 is the quantity
‖x‖pJp = sup
k≥1
sup
1≤n1<···<nk
k−1∑
i=1
∣∣xni+1 − xni ∣∣p .
It is a well known fact that Jp is a quasi-reflexive Banach space admitting an
equivalent p-AUS norm and such that J∗p admits an equivalent p
∗-AUS norm. It
is also known that J ∗∗p admits an equivalent p-AUS norm. The reader can consult
[14] for more informations and for references. As a consequence of our main result,
we get the following:
Theorem 5.1. The family (TN )N≥1 does not embed equi-Lipschitz in Jp and it
does not embed equi-Lipschitz in J ∗p .
6. Spreading models
In this section we investigate the links between spreading models, equi-Lipschitz
embeddability of the family of countably branching trees and asymptotic properties
of the space and of it’s dual space. Let us first recall the definition of a spreading
model. Let X be a Banach space. By using Ramsey’s theorem, one can show that
for every bounded sequence (xn)n≥1 ⊂ X there a subsequence (yn)n≥1 such that
for all k ≥ 1 and for all a1, . . . , ak ∈ R the limit limn1<···<nk
∥∥∥∑ki=1 aiyni∥∥∥ exists.
Let (ei)i≥1 be the canonical basis of c00. If the sequence (yn)n≥1 is not convergent
the quantity ∥∥∥∥∥
k∑
i=1
aiei
∥∥∥∥∥ = limn1<···<nk
∥∥∥∥∥
k∑
i=1
aiyni
∥∥∥∥∥
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defines a norm on c00. The completion of the space (c00, ‖.‖) is called spreading
model associated to the fundamental sequence (ei)i≥1 and generated by the se-
quence (yn)n≥1. Note that the fundamental sequence is spreading in the sense that
for all k ≥ 1, for all a1, . . . , ak ∈ R and for all 1 ≤ n1 < · · · < nk we have the norm
equality
∥∥∥∑ki=1 aiei∥∥∥ = ∥∥∥∑ki=1 aieni∥∥∥. If E is another Banach space we shall say
that X has an E-spreading model if X has a spreading model isomorphic to E. A
detailed presentation of the theory of spreading models can be found in [5] or in [9].
In particular, all the facts and properties concerning spreading models mentioned
later are proved in these books.
In [3], F. Baudier, G. Lancien and Th. Schlumprecht showed the following result.
Proposition 6.1. If X has a c0-spreading model then the family (TN)N≥1 equi-
Lipschitz embeds into X.
In a very similar way, we can prove that.
Proposition 6.2. If X has an ℓ1-spreading model then the family (TN )N≥1 equi-
Lipschitz embeds into X.
The proof of this proposition is based on the following classical fact about ℓ1-
spreading models.
Lemma 6.3. The space X has an ℓ1-spreading model if and only if we can find a
constant c ∈ (0, 1) and a normalized sequence (xn) ⊂ X such that:
∀k ≥ 1, ∀a1, . . . , ak ∈ R, ∀k ≤ n1 < · · · < nk,∥∥∥∥∥
k∑
i=1
aixni
∥∥∥∥∥ ≥ c
k∑
i=1
|ai| (∗)
Moreover if X has an ℓ1-spreading model then for every ε ∈ (0, 1) one can find
a normalized sequence (xn) ⊂ X satisfying (∗) with the constant c = (1− ε).
We give the construction of the embeddings bellow for completeness.
Proof. Assume that X has an ℓ1-spreading model. Pick any constant c ∈ (0, 1) and
any normalized sequence (xn)n≥1 ⊂ X satisfying property (∗) from the lemma 6.3.
Fix N ≥ 1 and consider a one to one map Φ from TN to {2N, 2N + 1, . . . }. For all
s ∈ TN let
f(s) =
∑
u≤s
xΦ(u).
Then for every s, t ∈ TN we have:
‖f(s)− f(t)‖ =
∥∥∥∥∥∥
∑
as,t<u≤s
xΦ(u) −
∑
as,t<u≤t
xΦ(u)
∥∥∥∥∥∥ .
Since Φ is one to one, we can write, after reordering,
‖f(s)− f(t)‖ =
∥∥∥∥∥∥
d(s,t)∑
i=1
εixni
∥∥∥∥∥∥
with εi ∈ {−1, 1} and d(s, t) ≤ 2N ≤ n1 < · · · < nd(s,t). Using property (∗) on one
side and the triangular inequality on the other side, we get:
cd(s, t) ≤ ‖f(s)− f(t)‖ ≤ d(s, t).
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
To summarize, these two propositions show that the existence of a c0 or an ℓ1-
spreading model implies the equi-Lipschitz embeddability of the family of countably
branching trees into the space. The converse is not true even in the reflexive case.
We have the following counter-example.
Proposition 6.4. Let (pn)n≥1 be a strictly decreasing sequence of integers con-
verging to 1 and let us consider the reflexive space Y = (
∑
n≥1 ℓpn)ℓ2 . Then:
(1) The family (TN)N≥1 equi-Lipschitz embeds into Y .
(2) The space Y has neither c0-spreading models nor ℓ1-spreading models.
To prove this, we will need the following result.
Proposition 6.5. Let (Ek) be a sequence of Banach spaces and let p ∈ (1,∞).
The space S =
(∑
k≥1 Ek
)
ℓp
has an ℓ1-spreading if and only if then there is an
l ≥ 1 such that El has an ℓ1-spreading model.
We admit this result for now and turn to the proof of the first proposition.
Proof of proposition 6.4. For the first part of the assertion, fix N ≥ 1. Since
(pn)n≥1 goes to 1, we can find some n0 ≥ 1 such that r
1
pn0 ≥ 12r for every
r ∈ {1, . . . , 2N}. Now consider the function f : TN → ℓpn0 (TN ) defined by
f(s) =
∑
u≤s
eu
where (es)s∈TN is the canonical basis of ℓpn0 (TN ). Easy computations yield
d(s, t)
1
pn0 ≤ ‖f(s)− f(t)‖pn0
≤ d(s, t)
for all s, t ∈ TN . By the assumption on pn0 and the fact that d(s, t) ≤ 2N , we
obtain
1
2
d(s, t) ≤ ‖f(s)− f(t)‖pn0
≤ d(s, t).
Thus TN Lipschitz embeds in Y with Lipschitz distortion 2. This gives the desired
conclusion.
For the second part, it is known that if a space E is a spreading model of a
space X then E is finitely representable in X that is to say that for all ε > 0 every
subspace of E of finite dimension embeds into X trough a linear map T satisfying
‖T ‖
∥∥T−1∥∥ ≤ (1 + ε). Since Y has a non-trivial cotype, the space c0 is not finitely
representable in Y and thus Y has no c0-spreading model.
Finally, the fact that Y has no ℓ1-spreading model comes easily from the propo-
sition 6.5 above and the fact that the spreading models of the space ℓp are all
isomorphic to ℓp itself when 1 ≤ p <∞.

Now let us prove the second proposition.
Proof of proposition 6.5. Assume that S has an ℓ1-spreading model. First, we show
that there is an integer K ≥ 1 such that
(∑K
k=1 Ek
)
ℓp
has an ℓ1-spreading model.
Take ε > 0 such that c = (1− ε) >
(
2
3
) 1
p and take (xn)n≥1 ⊂ S satisfying property
(∗) from the lemma 6.3 for this constant c. We have the following fact.
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Lemma 6.6. Let θ > 2(1− cp). There is an integer K ≥ 1 such that:
∀n ≥ 1, ‖xn‖
p − ‖PK(xn)‖
p ≤ θ
where PK is the projection on
(∑K
k=1 Ek
)
ℓp
.
Proof. Suppose that this is false. Using a gliding hump like procedure we can find
a strictly increasing sequence (Ki)i≥1 of integers and a strictly increasing function
ϕ : N→ N such that:
∀i ≥ 1,
∥∥PKi+1(xϕ(i))− PKi(xϕ(i))∥∥p > θ2 .
Then put yi = PKi+1(xϕ(i))− PKi(xϕ(i)). We have:
∀i ≥ 1,
∥∥xϕ(i) − yi∥∥p = ∥∥xϕ(i)∥∥p − ‖yi‖p ≤ 1− θ
2
.
Thus if we take k ≥ 1, a1, . . . , ak ∈ R and k ≤ n1 < · · · < nk. We have by
triangular inequality:
∣∣∣
∥∥∥∥∥
k∑
i=1
aixϕ(ni)
∥∥∥∥∥−
∥∥∥∥∥
k∑
i=1
aiyni
∥∥∥∥∥
∣∣∣ ≤ (1− θ
2
) 1
p
k∑
i=1
|ai| .
Since ϕ is strictly increasing, we have: k ≤ ϕ(n1) < · · · < ϕ(nk) and thus, by
using (∗), we get ∥∥∥∥∥
k∑
i=1
aiyni
∥∥∥∥∥ ≥ c′
k∑
i=1
|ai|
where c′ = c −
(
1− θ2
) 1
p > 0 by assumption on θ. But (yi)i≥1 is a sequence with
disjoint supports in S and thus
∥∥∥∥∥
k∑
i=1
aiyni
∥∥∥∥∥ =
(
k∑
i=1
|ai|
p ‖yni‖
p
) 1
p
.
As a consequence, the sequence (ei ‖yi‖)i≥1 generates an ℓ1-spreading model in ℓp.
A contradiction.

We go back to the proof of the proposition.The assumption on c allows us to
take some constant θ satisfying 2(1− cp) < θ < cp. Apply the preceding fact with
this constant θ. Using the same ideas as in the proof above we easily get that:
∀k ≥ 1, ∀a1, . . . , ak ∈ R, ∀k ≤ n1 < · · · < nk∥∥∥∥∥
k∑
i=1
aiPK(xni)
∥∥∥∥∥ ≥ c′
k∑
i=1
|ai|
where c′ = c− θ
1
p > 0. This gives the desired conclusion.
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Now, assume that
(∑K
k=1 Ek
)
ℓp
has an ℓ1-spreading model for some K ≥ 1.
Take c >
(
1− 1
K
) 1
p and take (xn) ⊂ S satisfying property (∗) from the lemma 6.3
for this constant. Using the pigeon-hole principle, we find some 1 ≤ l ≤ K and
some strictly increasing function ψ : N→ N such that:
∀i ≥ 1,
∥∥xψ(i)(l)∥∥pEl ≥ 1K
∥∥xψ(i)∥∥p .
Put zi = xψ(i)(l). Again, we get:
∀k ≥ 1, ∀a1, . . . , ak ∈ R, ∀k ≤ n1 < · · · < nk∥∥∥∥∥
k∑
i=1
aizni
∥∥∥∥∥ ≥ c′
k∑
i=1
|ai|
where c′ = c−
(
1− 1
K
) 1
p > 0 by assumptions.

To conclude this section, let us recall Kalton’s result from [10] giving estimates
on spreading models generated by weak-null sequences in Banach spaces enjoying
asymptotic properties.
Theorem 6.7. Let X be a Banach space and let (ei)i≥1 be the fundamental sequence
from a spreading model of X built on a normalized weak-null sequence. Then:
(1) If X is p-AUS for some p ∈ (1,∞), there is a constant C > 0 such that
k ≥ 1, a1, . . . , ak ∈ R,
∥∥∥∥∥
k∑
i=1
aiei
∥∥∥∥∥
E
≤ C
(
k∑
i=1
|ai|
p
) 1
p
.
As a consequence, if SZ(X) ≤ ω, then X has no ℓ1-spreading model gener-
ated by a weak-null sequence.
(2) If X∗ is q∗-AUS for the conjugate exponent q∗ of some q ∈ (1,∞), there is
a constant c > 0 such that
k ≥ 1, a1, . . . , ak ∈ R,
∥∥∥∥∥
k∑
i=1
aiei
∥∥∥∥∥
E
≥ c
(
k∑
i=1
|ai|
q
) 1
q
.
As a consequence, if SZ(X
∗) ≤ ω, then X has no c0-spreading model gen-
erated by a weak-null sequence.
It is not known to me wether the preceding results hold only for weak-null gen-
erated spreading models or can be extended to general spreading models. In par-
ticular, finding a non-quasi-reflexive Banach space X satisfying SZ(X) ≤ ω and
SZ(X
∗) ≤ ω in which there is either a c0 or an ℓ1 spreading model would provide a
counter example to a possible extension of our main result to an even more general
setting.
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