We develop a variational method to obtain accurate bounds for the eigenenergies of H = −∆ + V in arbitrary dimensions N > 1, where V (r) is the nonpolynomial oscillator potential V (r) = r 2 + λr 2 1+gr 2 , λ ∈ (−∞, ∞), g > 0 . The variational bounds are compared with results previously obtained in the literature. An infinite set of exact solutions is also obtained and used as a source of comparison eigenvalues.
Introduction
The following is a variational study of the eigenvalues of the Hamiltonian H = ∆ + V (r), where the non-polynomial oscillator potential V (r) is given in arbitrary dimensions by V (r) = r 2 + λr 2 1 + gr 2 , g > 0, λ ∈ (−∞, ∞).
(1.1)
Various techniques may be found in the literature for the estimation of the spectrum corresponding to this potential. Some of these techniques have been developed only for special values of λ and g . The purpose of the present work is to introduce a unified variational technique to compute the eigenvalues of Schrödinger's equation with potential (1.1) in arbitrary dimension N > 1 and for arbitrary angular quantum number l = 0, 1, 2, . . . . The variational method presented here has the advantage of being valid for arbitrary values of λ , g > 0 in arbitrary dimensional N . The article is organized as follows. In section 2, we introduce a variational technique based on the Gol'dman and Krivchenkov Hamiltonian as a solvable model. Thereafter, we use its eigensolutions to compute the matrix elements for the operators r 2 /(1 + gr 2 ) , g > 0 . Closed-form analytic expressions in terms of the incomplete gamma function are obtained for the matrix elements. In section 3, application to the non-polynomial oscillator potential is discussed and we compare our results with those by other techniques avaliable in the literature. Some remarks regarding the perturbation expansions are also given in section 4. Our conclusions are presented in section 5. For comparison, we review, in the appendix, the exact solutions of the Schrödinger equation with the potential (1.1) valid for certain relations between the parameters λ and g . These exact solutions are valid for λ < 0 and can be seen as generalizations of the exact solutions in the one-dimensional case developed earlier in the literature. The purpose of exploring these exact solutions is to use them for testing the accuracy of the variational method we develop in section 2.
Variational approximation by means of an exactly solvable model
The radial Schrödinger equation in N -space dimension for the n th quantum state of the nonpolynomial oscillator potential (1.1) can be written, withh/2m = 1 , as
where l = 0 for the N = 1 case. Here the parameter B is introduced to simplify the computation of the matrix elements of H ; it may be set equal to 1 afterwards, without disturbing the computation. For N > 1 , n refers to the radial quantum number (that is to say, n − 1 is the number of radial nodes). For certain relations between the parameters λ and g , exact solutions can be obtained [22, 23, 31, 32, 35, 36, 38, 39] . These exact solutions are summarized in the appendix and are valid for arbitrary values of γ = l + 1 2 (N − 3), i.e. not restricted to certain integer values of N and l as reported in the literature. They will be used to verify the numerical computations by the variational technique we are about to develop. Our variational approach is based on the introduction of a dummy variational parameter A on which the full perturbation expansion does not depend (though the truncated expansion does). The optimal value of the variational parameter is then determined by a minimization process. Let us write the Hamiltonian H in (2.1) as
where
The unperturbed Hamiltonian H 0 , known as the Gol'dman and Krivchenkov Hamiltonian, is one of the few systems that admit exact analytical solutions [54] . It is the generalization of the familiar harmonic oscillator in 
where the normalized wavefunctions are given explicitly by
The confluent hypergeometric function 1 F 1 is defined by means of the polynomial
where the shifted factorial (a) n is defined by
The singular basis, consisting of the set of exact solutions of H 0 , serves as a good starting point for the analysis of the non-polynomial oscillator Hamiltonian H given in (2.1). Indeed, the use of the basis (2.5) will allow us to overcome the difficulties which arise if one uses Hermite functions [41] . The matrix elements of the Hamiltonian H , (2.1), in terms of the orthonormal basis (2.5), read 8) where the Kronecker delta δ mn = 0 for m = n and 1 for m = n . Consequently, to make use of the matrix elements (2.8), we need to evaluate the expectation values <ψ 
(2.9)
where we have used the terminated series representation of the confluent hypergeometric function (2.6). The question is now reduced to the computation of the finite integral
Such integrals have been questioned in the literature [5, 9, 14, 28, 41] ; therefore, we shall give a detail calculation of it here. Differentiation of (2.11) with respect to β yields
Multiplying (2.12) by g and subtracting it from (2.11) implies
The integral on the right hand side can be easily calculated by using the definition of the gamma function Γ(z) = ∞ 0 e −t t z−1 dt, Re(z) > 0 , and yields
This is an elementary first-order differential equation which can be easily solved as
where the constant C is chosen such that I(β) → 0 as β → ∞ (a conclusion which follows from the definition of the Laplace transform). Therefore, we have, after simple algebra and use of L'Hospital's rule, that
which is the definition of the incomplete gamma function. This completes the proof.
Theorem 2: By means of (2.5) , we have
(2.13)
Proof: Direct integration of
The finite integral on the right-hand side follows directly by means of the identity [54]
14)
The proof of the theorem then follows from the fact that the hypergeometric function
collapses to unity when α = 2 .
Theorems 1 and 2 provide closed-form analytic expressions for the matrix elements (2.8); these allow us to obtain accurate upper bounds for the Hamiltonian (2.1) by means of the following optimization problem: 15) for fixed B .
Applications and Numerical Results
In order to avoid the numerical complication [55] of computing the incomplete gamma functions in (2.8), we have, by means of the recurrence relation [56] Γ
Consequently, (2.9) now becomes
where we have used the identity
. The double sum of the first term on the right-hand side of (3.4) can be written in terms of the confluent hypergeometric function (2.6).
In this case, we have
5) The advantage of using such expressions as (3.4) or (3.5) is that they allow us to compute the incomplete gamma function only once, since its parameters are fixed. In our numerical computations of the variational upper bounds, we shall use (3.4) which can be implemented using symbolic mathematical software such as Mathematica or Maple. In order to verify the usefulness of this variational approach, as well as its generality for computing upper bounds for arbitrary values of the parameters λ and g > 0 , we will now compare our results with the exact eigenvalues obtain for certain relations of the parameters (as summarized in the appendix) and with the most recent approximate eigenvalues obtained in the literature by means of a variety of techniques.
Comparison with exact solutions
We first compare the variational upper bounds with the exact solutions developed in the appendix. It is known [24] that such exact solutions are only possible for λ < 0 and for certain algebraic relations between the parameters λ and g . For the Schrödinger equation (2.1) with γ = l + 1 2 (N − 3) or real number γ ≥ −1 and B = 1 , we have using (A.4) for n = 1 that
with the exact nodeless ground state ψ(r) = r γ+1 (1 + gr 2 )e −r 2 /2 . In this case, the variational method for computing the upper bound of H in (3.6) converges rapidly for arbitrary values of g > 0 and minimization of 2 × 2 matrix (2.15) over A is sufficient to obtain very accurate upper bounds, as indicated by the Table 1 , in comparison with the exact eigenvalues given by (3.6). 2 −0.54 5.600 000 000 000 5.600 000 000 000 [2] 1 0 −10.0 −3.000 000 000 000 −3.000 000 000 000 [2] 2 −18.0 −7.000 000 000 000 −7.000 000 000 000 [2] 10 0 −640 −57.000 000 000 000 −57.000 000 000 000 [2] 2 −1440 −133.000 000 000 000 −133.000 000 000 000 [2] Further, from (A.4) for n = 2 , we note that for λ = (E ± − 2γ − 11)g where
the correspondent eigenstates reads
where a ± = − E ± + (2g − 1)(3 + 2γ) (6 + 4γ) .
For E + , we have a + < 0 and the wave function ψ + 2 (r) has one node on [0, ∞) , thus ψ + 2 (r) is the eigenstate for the first excited state in this case. On the other hand, for E − , a − > 0 and the wave function ψ − 2 (r) has no node and thus represent the ground state wave function when g and λ satisfy the correspondence condition. In Table 2 , we have compared our variational results with those obtained by (3.7). It should be mentioned that these variational eigenvalues are obtained by optimizing (2.15) over a two-dimensional subspace. The best possible value of the free minimization parameter A is found to be zero. 
Comparison with the Quadrature Discretization Method
In Table 3 , we compare our upper bounds with that of Chen and Shizgal [57, 58] obtained by means of the Quadrature Discretization Method (QDM). The QDM generally employs a discretized version of the Hamiltonian with respect to a set of points that correspond to the quadrature points associated with the chosen weight function. The distribution of the grid points is determined by the weight function, which controls the convergence of the eigenvalues and eigenfunctions. In Table  3 , we have compared our results with those of [57, 58] [57] with different weight functions w(r) . The number D is the square brackets refers the size of the basis set used in each method. 
Comparison with the Eigenvalue Moment Method
The eigenvalue moment method (EMM) is an effective and simple technique for generating converging lower and upper bounds to the low-lying discrete spectrum of multidimensional quantum
Hamiltonians [19, 44] . The method, however, faced some difficulties in determining eigenenergies for certain Hamiltonian parameter values. For the non-polynomial oscillator potential (1.1), we have compared our variational results obtained by means of (3.15) with those of EMM [44] . As seen from the table, EMM is not adequate for large values of g , whereas the variational method developed here gives good results. 
Some remarks about first-order perturbation expansions
The closed-form expressions for the matrix-elements (2.9) can be used explicitly to express the firstorder perturbation expansions for the perturbed Hamiltonian (2.1) for any dimension N . Indeed, we have by means of (2.9) that
In particular, if A = 0 and B = 1 , we have
In Table 5 , we have expressed the first few states for different values of g and for small values of λ in the case of N = 3 and l = 0 . Appendix: An infinite set of exact solutions
In this appendix we investigate the exact solutions of the non-polynomial oscillator Schrödinger equation in the N -dimenional case. The existence of an infinite number of exact solutions of the one-dimensional Schrödinger equation (2.1) ( B = 1, N = 1, l = 0 ) with eigenfunctions given by products of exponential and polynomial functions of r 2 , for specific relations between the couplings g and λ , was first reported by Flessas [22] and soon afterwards was extended by Varma [23] .
The main point of exploring these exact solutions in this appendix is that: (1) they generalize the previous exact solutions obtained for the one-dimensional case and they are valid for arbitrary γ = l + in which u n = b n − c n a n−1 u n−1 , u 0 = b 0 , v n = a n , t n = c n u n−1 . 
This immediately leads to

