Let a = a[1..2v] be a word which is a square and for which a[1..2u] is also a square and a[k + 1.. min(k + 2w, 2v)] has period w where u < w < v < 2u and 0 ≤ k ≤ v − u. We show that under certain extra conditions on k and w the word has period gcd (u, v, w) and describe the word's structure when these extra conditions do not hold.
Introduction
We use the usual notation from the combinatorics of words. We will use bold face letters for words or factors of words and normal face letters for numbers. The length of a word x is the number of letters in the word, written |x|. Often we will use x for the length of x and so on. A word of length n is written x[1..n] with its ith entry being x[i]. If 1 ≤ i ≤ j ≤ n then x[i.. j] is a factor of x. If i = 1 the factor is a prefix and if j = n it is a suffix. If 1 < i ≤ j < n then it is an internal factor. A word x [1. .n] has period p if x[i] = x[i + p] for i = 1 . . . n − p. In this case we say that any length p factor of x is a generator of x. A factor whose length is twice its period is a square. We write a mod n for the least non-negative residue of a modulo n.
A central result about periodicity in words is the periodicity lemma of Fine and Wilf [4] .
Lemma 1.1 (Periodicity Lemma). Let a be a word having two periods p and q. If |a| ≥ p + q − gcd( p, q) then a also has period gcd( p, q).
This result has been extended in various ways. Castelli et al. [2] considered the case of words with three periods, Fraenkel and Simpson [5] the structure of two period words with length less than the bound in Lemma 1.1, and Simpson and Tijdeman [8] investigated multi-dimensional versions.
In applications this result is often used in the following way. Suppose that u = abc where ab has period p, bc has period q and |b| ≥ p + q − gcd( p, q). By Lemma 1.1 b has period gcd( p, q) and then by two applications of Lemma 2.7 below and one of Lemma 2.3 the whole of abc has this period. Note that the lengths of a and c are irrelevant to this result. We can describe this situation by saying that if period p and period q factors are intersecting at b and if this intersection is sufficiently long then the whole word has period gcd( p, q).
This paper concerns the case in which three factors with different periods intersect. This can happen in different ways. We will consider a word abc in which ab has period u, bc has period w and abc has period v. We are interested in conditions on the lengths and periods which imply that the whole word has period gcd(u, v, w). Specifically, we will be concerned with the case in which ab and one of abc and bc are squares and u < w < v < 2u. This case was also considered in [3] where weaker results were obtained. There it was shown that under certain conditions on the parameters the word must begin with a square with period shorter than u, v and w.
Since b has three periods one might think the results of Castelli et al. [2] might be useful here. They show that a word with periods u, v and w must also have period gcd(u, v, w) if its length is at least
where h(u, v, w) is a function related to a three integer version of Euclid's algorithm. This bound is best possible and their proof is elegant, however it is not strong enough to give the results of this paper. One must also use the double periodicities of a and c. We also mention here the following Three Squares lemma of Crochemore and Rytter [1, 6] . Lemma 1.2. Let u 2 , v 2 and w 2 be three prefixes of a word x such that u, v, w are primitive and |u| < |v| < |w|. Then |u| + |v| < |w|.
This lemma corresponds to the situation discussed above with a being empty. Results like this are obtained in [3] but with only two of the squares being prefixes.
In the next section we assemble an arsenal of (mostly well-known) lemmas then, in Section 3, prove our main result. In the final section we consider opportunities for future work.
Some lemmas
Lemma 2.1. Let a be a word having two periods p and q with q < p. Then the suffix and prefix of length |a| − q both have period p − q. This is lemma 8.1.1 of [7] , lemma 2.1 of [2] and is extended in Lemma 2 of [5] . The next lemma is equivalent to lemma 8 of [3] . Then ab has period |a| = |c|. This is observed in Section 8.1.1 of [7] and Section 1.2 of [9] . We say that b is a border of ab. If x = ab we say that ba is a conjugate of x. The final lemma is immediate from this definition. Then ab has period gcd(|a|, |b|). Thus ab is a power with a generator of length gcd(|a|, |b|).
Lemma 2.7 (Lemma 8.1.3 of [7] ). Let a be a word with period q which has a factor b with |b| ≥ q that has period r , where r divides q. Then a has period r .
A consequence of Lemmas 2.6 and 2.7 is the following.
Lemma 2.8. Let a, b, and u be words, k a non-negative integer and p and s respectively a prefix and a suffix of u. Let the lengths of a, s and u be a, s and u respectively, and let r = s − a mod u. If
then x has period gcd(r, u).
Proof. From the right hand part of (2.1) we see that
Let m be the least integer such that |su m | ≥ a, so that |su m | = a + r . Then
Comparing these with (2.2) and applying Lemma 2.6 we see that u has period gcd(u − r, r ) = gcd(u, r ). Since this is a divisor of u and x has period u we can apply Lemma 2.7 and conclude that x has period gcd(r, u). 
Main result
Then a has period gcd(u, v, w) except, possibly, in the following two exceptional cases.
In this case a[1.
.2u] and a[k + w + 1..2v] both have period gcd(u, v − w).
Proof. We consider the following four cases.
. Case 3 will be divided into two subcases.
Note that a[k + 1..2u] has periods u and w, so by Lemma 2.
.u] has periods v − w and w − u. Its length is u − k which by (3.2) is at least v − u which is the sum of the two periods. Thus by Lemma 1.1 it has period gcd( 
.2u] has this period. Since it also has period u and 2u > u + gcd(v − u, v − w) we can apply Lemma 1.1 and conclude that it has period gcd(u, gcd(v − u, v − w)) = gcd(u, v, w). It follows easily by Lemma 2.7 that a has this period, as required.
The first inequality implies that v > 3u/2 so by Lemma 2.2 we can write a = xyxxyxyxxy where |x| = 2u − v and |y| = 2v − 3u. Setting |x| = x, |y| = y we obtain,
so sxxp is a factor of xyxxy = xpsxxps. This is the condition considered in Lemma 2.8 with sxxp in the role of u and |xp| − |a[3x + 2y + 1..k + w]| mod |sxxp| in the role of r . Now |xp| − |a[3x + 2y + 1..k + w]| mod |sxxp| = x + |p| − k − w + 3x + 2y mod (2x + y) = 3x + 2y − w.
So by Lemma 2.8 xyxxy has period gcd(3x + 2y − w, |sxxp|) = gcd(3x + 2y − w, 2x + y) = gcd(u, v − w).
Then u = xyx has this period and, since gcd(u, v − w) divides u, a[1..2u] also has this period. By the v periodicity of a we see that a[v + 1..2v] also has this period. If gcd(u, v − w) exceeds 2u − v we can go no further and we have Exceptional Case 1 of the theorem.
Suppose instead that gcd(u, v − w) ≤ 2u − v. Since 2u − v is the length of the intersection of a[1.
.2u] and a[v + 1..2v] we can apply Lemma 2.3 and conclude that the whole of a has period gcd(u, v − u). Of course a also has period v so by Lemma 1.1 it has period gcd(v, gcd(v − w, u)) = gcd(u, v, w), as required.
We use the notation x, y, x, y as in Case 2, so that x < k and we have:
Thus a[k + 1..k + w] is a factor of a[x + 1..3x + 2y] = yxxy, so that
where s 1 is a suffix and p 2 a prefix of y with
Now (3.3) and (3.4) imply that a[k+w+1..k+2w] is a factor of a[3x +y+1..5x +3y] = yxyx with a[k+w+1.
.k+2w] beginning in the first y (from (3.3)) and ending after the end of the first x (since k + 2w > 3x + y + w > 5x + 2y > 4x + 2y). Thus
where z is a prefix of yx and s 2 is the suffix of the copy of y in which a[k + w + 1..k + 2w] begins. The complementary prefix of this suffix was earlier labelled p 2 so we have
We then have, by (3.7),
We now consider two subcases determined by the location of the end of z in a[3x + y + 1..5x + 3y] = yxyx. In the first subcase the final letter of z is part of the second y, in the second it is part of the final x.
Case 3a. We assume that k + 2w ≤ 4x + 3y so that
where p 3 is a prefix of y. Then 
By (3.6) and (3.9) we see that
so |s 1 | > |s 2 | and from (3.11) s 2 is a prefix of s 1 . But both are suffixes of y so s 2 is also a suffix and therefore a border of s 1 . By Lemma 2.6 s 1 has period |s 1 | − |s 2 | = w − 2x − y.
Similarly, comparing (3.7) and (3.10),
which is positive. From (3.11) xp 2 is a suffix of xp 3 . Since both are prefixes of xy, xp 2 is a border of xp 3 and by Lemma 2.7 xp 3 has period |xp 3 | − |xp 2 | = w − x − y. Now consider xy. We have shown this has prefix xp 3 with period |p 3 | − |p 2 | and suffix s 1 with period |s 1 | − |s 2 |. The intersection of these has both periods and length: |xp 3 | + |s 1 | − |xy| = |p 3 | − |p 2 | + |s 1 | − |s 2 | using (3.8). By Lemmas 1.1 and 2.7 xy has period gcd(|p 3 | − |p 2 |, |s 1 | − |s 2 |) = gcd(w − x − y, w − 2x − y). Considering (3.11) again, the prefix s 1 and the suffix xp 3 of a[k + 1..k + w] are both factors of xy and so both have period gcd(w − x − y, w − 2x − y). Their intersection has length:
we may apply Lemma 1.1 again and conclude that:
It is now easily seen that the whole of a[1..2v] has this period, as required.
Case 3b. We assume that 4x + 3y < k + 2w ≤ 5x + 3y so that:
where p 3 is now a prefix of x with length k + 2w − 4x − 3y. Thus, by (3.5)
As in Case 3a we see that s 1 x has period |s 1 | − |s 2 | and xyp 3 has period y + |p 3 | − |p 2 |. Then s 1 p 3 is a prefix of s 1 x and a suffix of xyp 3 so has both periods. Since y = |p 2 | + |s 2 | its length equals the sum of the periods and so by Lemma 1.1 it also has period:
Thus both s 1 x and xyp 3 have this period. So does s 2 x since it is a prefix of s 1 x. Using Lemma 2.3 we see that:
has period gcd(w − 2x − y, w − x − y). The argument is completed as in Case 3a.
Case 4.
(3.12)
The second inequality with w < v gives k + 2w < 2v so a[k + 1..k + 2w] is an internal factor of a[1.
.2v]. Using our earlier notation the equality a[k + 1..k + w] = a[k + w + 1..k + 2w] implies:
where s 1 is a suffix of y, p 2 s 2 = y and p 3 is a prefix of xy. As in Case 3 we have:
The left-hand side of (3.13) has period 2x + y and xyx is an internal factor of the right-hand side so we can apply Lemma 2.8 and conclude that a[k + 1..k + w] has period gcd(2x + y, |s 2 | − (|s 1 | + x) mod (2x + y)) = gcd(2x + y, x + y − w mod (2x + y)) = gcd(2x + y, 3x + 2y − w) = gcd(u, v − w). Suppose instead that gcd(u, v − w) ≤ 2u − w − k + gcd(u, v, w). From the above a[k + w + 1..u + v] = s 2 xyx has period gcd(u, v − w). It also has period x + y = v − u. In order to apply Lemma 1.1 we add these periods and subtract their greatest common divisor which is:
Since the right hand side is the length of a[k + w + 1..u + v] Lemma 1.1 applies and the factor has the period:
It then follows easily that a[1..2v] also has period gcd(u, v, w). This completes the proof.
Discussion
The two Exceptional cases of the theorem cannot be omitted. We demonstrate this with the following counterexamples.
For Exceptional Case 1 consider the following word which has k = 4, u = 6, v = 11 and w = 8 which satisfy the main premises of the theorem. The spaces in the word bound the two halves of the period w square. There are a couple of ways in which the work presented here might be extended. First, there must surely be a less abstruse way of proving the theorem.
Second, we can label a word with periods p and q and length n by a point in Z 3 . The periodicity lemma describes a region ({( p, q, n) : p ≥ 1, q ≥ 1, n ≥ p + q − gcd( p, q)}) for which the corresponding words have period gcd( p, q). In this paper we have considered words of the form abc in which ab has period u, abc has period v and bc has period w. Such a word can be labelled with a point (u, v, w, |a|, |b|, |c|) in Z 6 . As with the Periodicity lemma there will be a region in Z 6 for which the corresponding words have period gcd(u, v, w). The results of this paper specify some of the interior of this region and, via the exceptional cases, some of its boundary. To describe the region precisely would be a useful accomplishment.
