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1 Introduction
Soit X une surface complexe projective et lisse et L un fibre´ inversible sur X. Pour tout entier n,
on note X
[n]
le sche´ma de Hilbert qui parame`tre les sous-sche´mas de X de longueur n. Il est lisse et
projectif de dimension 2n ([Foga]). On suppose partout dans cet article que n est un entier ≥ 2.
On conside`re la varie´te´ d’incidence Ξ = X
[n,1]
⊂ X
[n]
×X des points (Z, x) qui ve´rifient x ∈ suppZ.
On note pn1, πn1 les projections
Ξ
pn1 //
πn1

X
X
[n]
.
(1)
On de´finit L
[n]
= πn1∗(p
∗
n1L). C’est un faisceau localement libre de rang n sur X
[n]
. On s’inte´resse au
calcul des groupes de cohomologie :
H∗(X
[n]
,SkL
[n]
).
Le calcul est facile pour k = 0([D1]). Le calcul est comple`tement re´solu dans [D2] pour k = 1. Les
re´sultats sont re´sume´s par la formule :
H∗(X
[n]
,SkL
[n]
) = Sn−kH∗(X,O)⊗ SkH∗(X,L) pour k = 0, 1, (2)
ou` la puissance syme´trique est prise au sens Z/2-gradue´.
Le pre´sent travail donne le calcul pour k = 2 et re´soud le proble`me pour toute la cohomologie pour
n = 2 et n = 3 et calcule l’espace vectoriel des sections de S2L
[n]
pour n quelconque. Plus pre´cise´ment,
1
on introduit pour chaque entier n l’application canonique
can : Sn−2H∗(X,OX)⊗ S
2H∗(X,L)→ H∗(X
[n]
,S2L
[n]
), (3)
de la manie`re suivante. On conside`re
S2
X
[n] (Ξ) = (Ξ×X[n] Ξ)/S2.
C’est un ferme´ de X
[n]
× S2X. On note π, p les projections
S2
X
[n] (Ξ)
p //
π

S2X
X
[n]
.
(4)
On a S2L
[n]
= π∗p
∗DL2 . On note P = (a, p) le morphisme S
2
X
[n] (Ξ) → S
n−2X × S2X, ou` a est le
morphisme :
Z 7→ (HC ◦ π)(Z)− p(Z) ∈ Sn−2X.
L’accouplement (3) re´sulte de l’isomorphisme canonique S2L
[n]
= P ∗(O ⊠ DL2 )), compte-tenu du fait
que le morphisme π est fini. Les re´sultats principaux de cet article sont les suivants :
The´ore`me 1.1 (n=2) L’application canonique (3) pour n = 2 :
can : S2H∗(X,L)→ H∗(X
[2]
,S2L
[2]
) (5)
induit la de´composition en somme directe :
H∗(X
[2]
,S2L
[2]
) = S2H∗(X,L)
⊕
(H∗(X,OX )/C)⊗H
∗(X,L2).
The´ore`me 1.2 (n=3) L’application canonique (3) pour n = 3 :
can : H∗(X,OX)⊗ S
2H∗(X,L)→ H∗(X
[3]
,S2L
[3]
), (6)
induit la de´composition en somme directe
H∗(X
[3]
,S2L
[3]
) = H∗(X,OX )⊗ S
2H∗(X,L)
⊕
(S2H∗(X,OX )/H
∗(X,OX ))⊗H
∗(X,L2).
Comme corollaire :
Corollaire 1.3 Soit X une surface projective lisse et L un faisceau inversible sur X. Si X satisfait
en outre q = pg = 0, le morphisme canonique (3) est un isomorphisme H
∗(X
[n]
,S2L
[n]
) = S2H∗(X,L)
lorsque n = 2, 3.
The´ore`me 1.4 (*=0) Le morphisme canonique (3) est un isomorphisme en degre´ 0 :
can : S2H0(X,L)
∼
→ H0(X
[n]
,S2L
[n]
).
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Les ide´es des de´monstrations sont les suivantes : Comprendre la structure du faisceau S2L
[n]
e´quivaut
a` de´crire le sche´ma S2
X
[n] (Ξ). Celui-ci a deux composantes irre´ductibles :
•S(2) = {(Z, 2x) ∈ X
[n]
× S2X, x ∈ suppZ}
•X(n,2) = {(Z, x + y) ∈ X
[n]
× S2X, x+ y ≤ HC(Z)}. (7)
Le proble`me se re´duit a` l’e´tude de leur intersection sche´matique. Au-dessus de l’ouvertX
[n]
∗∗ des sche´mas
lisses ces deux composantes sont disjointes. De´ja` au-dessus de l’ouvert X
[n]
∗ des sche´mas avec au plus
un point double cette intersection n’est pas triviale. Il est utile dans ce cas de faire le changement de
base Bn∗ → X
[n]
∗ , ou` B
n est le produit fibre´ :
Bn
ρ //
q

Xn
p

X
[n] HC // SnX.
(8)
et Bn∗ est l’image re´ciproque B
n
∗ = q
−1(X
[n]
∗ ). Le proble`me se re´duit au cas n = 2 (lemmes 2.3, 2.5).
Un calcul de de´terminant (prop. 2.1) nous permet d’e´viter le calcul de l’intersection sche´matique.
Pour des raisons techniques on remplace X(n,2) avec le sche´ma X
[n,2]
⊂ X
[n]
× X
[2]
parame´trant les
sous-sche´mas (Z,Z ′) tels que Z ⊂ Z ′. On note pn2, πn2 les projections
X
[n,2]
pn2 //
πn2

X
[2]
X
[n] ,
(9)
et D
[n]
2 = πn2∗(p
∗
n2D2). On note ∂X
[n]
∗ ⊂ X
[n]
∗ le ferme´ des sche´mas avec exactement un point double
et µ : ∂X
[n]
∗ → X l’application qui associe au sous-sche´ma Z ⊂ X son unique point double. Dans la
section 2 on prouvera :
The´ore`me 1.5 On a une suite exacte sur X
[n]
∗ :
0→ S2L
[n]
→ D
[n]
2 ⊕ L
2[n] → µ∗L2|
∂X
[n]
∗
→ 0. (10)
Le the´ore`me 1.5 et le re´sultat (2), (k=1), suffisent pour de´montrer a` la section 3 le the´ore`me 1.1. Ce
the´ore`me suffit pour de´montrer a` la section 6 le the´ore`me 1.4. Dans le cas n > 2 une e´tude fine des
morphismes πn2 : X
[n,2]
→ X
[n]
et P : X
[n,2]
→ Sn−2X × S2X est ne´cessaire. On re´ussit a` faire cette
e´tude pour n = 3, c’est l’objet de la section 4. La section 5 contient la preuve du the´ore`me 1.2 a`
partir des re´sultats de la section 4. Dans la section 7 on prolonge la suite exacte (10) de X
[n]
∗ a` une
suite exacte sur un ouvert X
[n]
∼ dont le comple´mentaire est de codimension 3 dans X
[n]
. En utilisant
ce fait on re´sume dans la remarque 7.9 ce qu’il reste a` faire si on veut utiliser la meˆme me´thode pour
n ge´ne´ral.
Soit A un fibre´ inversible sur X. On conside`re le faisceau inversible A⊠ · · ·⊠A sur Xn. Le groupe
Sn agit sur X
n par permutation des coordonne´es et cette action s’e´tend a` une action e´quivariante sur
A⊠ · · ·⊠A. On de´finit le faisceau inversible
DAn = (A⊠ · · · ⊠A)
Sn (11)
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sur la varie´te´ SnX = Xn/Sn. On note aussi D
A
n l’image re´ciproque de D
A
n par le morphisme de
Hilbert-Chow HC : X
[n]
→ SnX, qui associe a` un sous-sche´ma Z ⊂ X le cycle
∑
x∈X lg(Zx) ·x, ou` Zx
est la composante de Z en x et lg(Zx) la longueur de Zx. La motivation de cet article a pour origine le
calcul de l’espace de sections du fibre´ de´terminant de Donaldson sur l’espace de modules de faisceaux
semi-stables de rang 2 sur le plan projectif (en analogie avec la formule de Verlinde). On a re´duit dans
[D1] ce proble`me au calcul des groupes de cohomologie :
H∗(X
[n]
,SkL
[n]
⊗DAn ).
L’analogue de la formule (2) pour A inversible ge´ne´ral est ([D1], [D2]) :
H∗(X
[n]
,SkL
[n]
⊗DAn ) = S
n−kH∗(X,A) ⊗ SkH∗(X,L⊗A) pour k = 0, 1. (12)
L’analogue du morphisme canonique (3) pour A non trivial est :
can : Sn−2H∗(X,A) ⊗ S2H∗(X,L⊗A)→ H∗(X
[n]
,S2L
[n]
⊗DAn ). (13)
Les re´sultats qu’on prouve dans le cas A ge´ne´ral sont :
The´ore`me 1.6 (n=2) L’application canonique (13) pour n = 2 fournit la de´composition canonique
H∗(X
[2]
,S2L
[2]
⊗DA2 ) ≃ S
2H∗(X,L⊗A)⊕K∗,
et K∗ rentre dans une suite exacte longue :
· · · → K∗ → H∗(X,A) ⊗H∗(X,L2 ⊗A)→ H∗(X,L2 ⊗A2)→ K∗+1 → · · · (14)
The´ore`me 1.7 (n=3) L’application canonique (13) pour n = 3 fournit la de´composition canonique
H∗(X
[3]
,S2L
[3]
⊗DA3 ) ≃ H
∗(X,A)⊗ S2H∗(X,L⊗A)⊕K∗,
et K∗ rentre dans une suite exacte longue :
· · · → K∗ → S2H∗(X,A) ⊗H∗(X,L2 ⊗A)→ H∗(X,A) ⊗H∗(X,L2 ⊗A2)→ K∗+1 → · · · (15)
The´ore`me 1.8 (*=0) Soit n ≥ 2. L’application canonique (13) fournit la de´composition canonique
H0(X
[n]
,S2L
[n]
⊗DAn ) = S
n−2H0(X,A) ⊗ S2H0(X,L ⊗A)⊕K0, (16)
ou` K0 est le noyau du morphisme :
Sn−1H0(X,A) ⊗H0(X,L2 ⊗A)→ Sn−2H0(X,A) ⊗H0(X,L2 ⊗A2), (17)
donne´ par
un−1 ⊗ α 7→ (n− 1)un−2 ⊗ uα. (18)
Remerciements : Je remercie M. Brion pour m’avoir attire´ l’attention sur le lien entre les com-
posantes (7) et les calculs de [D1]. Je suis reconnaissante a` J. Le Potier pour m’avoir propose´ ce sujet
et pour les ide´es qu’il a ge´ne´reusement partage´ avec moi au cours de la re´daction de ce travail, en
particulier le the´ore`me 4.2 et le lemme 4.9. Pendant sa re´alisation je me suis rejouie de l’ambiance
de´tendue de l’Institut de Mathe´matiques de l’Universite´ de Warwick.
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2 Suites exactes sur X
[n]
∗
On suppose partout dans cette section que n est un entier ≥ 2. On fait la convention D2 = D
L
2 qui
sera valable partout dans la suite. Le but de cette section est de de´montrer le the´ore`me 1.5. La preuve
du the´ore`me utilise la proposition technique 2.4 qui suit. On commence par de´montrer le cas n = 2
dans la proposition suivante. On note toujours L
[2]
le faisceau q∗L
[2]
sur B2. On note E = q−1(∂X
[2]
).
C’est un diviseur sur B2.
Proposition 2.1 On a sur B2 un diagramme commutatif :
0 // D2(−2E)

//
S2L
[2]

//
L2
[2]

// 0
0 // D2(−E) // D2 // D2|E // 0,
ou` les suites horizontales sont exactes.
Preuve de la proposition 2.1 :
On commence par de´montrer l’exactitude de la premie`re ligne. On note Ξ = B
[2,1]
⊂ B2×X le ferme´
des couples (Z˜, x) tels que x ∈ supp q(Z˜). On note e´galement
Ξ
p21 //
π21

X
B2 .
les morphismes vers B2,X. Par le changement de base B2
q
→ X
[2]
il re´sulte un isomorphisme sur B2 :
L
[2]
= π21∗(p
∗
21L). (19)
On conside`re le sche´ma S2B2(Ξ) = (Ξ×B2 Ξ)/S2 et pr1, pr2 les projections :
S2B2(Ξ)
pr2 //
pr1

S2X
B2 .
On a :
S2L
[2]
= pr1∗(pr
∗
2D2).
On conside`re le morphisme diagonal Ξ
j
→ S2B2(Ξ). Puisque π21 : Ξ → B
2 est un morphisme fini, il est
propre. Par conse´quent le morphisme diagonal j est une immersion.
Le diagramme commutatif :
Ξ
p21 //
π21




























j

X
diag

S2B2(Ξ)
pr2 //
pr1

S2X
B2
id // B2
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de´montre que j∗pr∗2D2 = p
∗
21L
2. Il re´sulte une surjection sur B2 :
S2L
[2]
= pr1∗(pr
∗
2D2)
surj
→ L2
[2]
= π21∗(p
∗
21L
2)→ 0. (20)
C’est une surjection entre un faisceau localement libre de rang 3 et un faisceau localement libre de
rang 2. Son noyau est un faisceau inversible qui co¨ıncide avec son de´terminant. Alors
Ker surj = det S2L
[2]
⊗ (detL2
[2]
)−1.
L’exactitude de la premie`re ligne re´sulte du lemme :
Lemme 2.2 Soit X une surface projective lisse et L un faisceau inversible. Pour le faisceau localement
libre L
[2]
sur B2 de´fini par la relation (19) on a
detL
[2]
= D2(−E).
Effectivement cela nous donne :
Ker surj = (detL
[2]
)3⊗ (detL2
[2]
)−1 = D32(−3E)⊗ (D
L2
2 (−E))
−1 = D32(−3E)⊗ (D
−2
2 (E) = D2(−2E).
Preuve du lemme 2.2 :
On a de´montre´ dans [D2](2.10) l’existence d’une suite exacte courte :
0→ L
[2]
→ p∗1L⊕ p
∗
2L→ ρ
∗L|E → 0, (21)
ou` pi, i = 1, 2 sont les morphismes B
2 ρ→ X2
pri
→ X, et ρ∗L est un faisceau inversible le long du diviseur
E. Il en de´coule l’e´galite´
detL
[2]
= p∗1L⊗ p
∗
2L(−E) = D2(−E). ✷
Pour construire le carre´ droit du diagramme de l’e´nonce´, on conside`re le diagramme commutatif
S2(Ξ) Ξ
joo
B2
a
OO
E
b
OO
ioo
(22)
ou` i est l’inclusion canonique, a est le morphisme
Z˜ → (Z˜,HC ◦ q(Z˜)) ∈ S2(Ξ) ⊂ B2 × S2X,
et b sa restriction a` E ⊂ B2.
D’apre`s la construction de ces morphismes on obtient
a∗(pr∗2D2) = D2,
i∗a∗(pr∗2D2) = D2|E .
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Par conse´quent le diagramme
S2L
[2] //

L2
[2] //

0
D2 // D2|E // 0
(23)
est commutatif. Si on conside`re le noyau des suites horizontales du diagramme (23) on obtient le
diagramme de l’e´nonce´. ✷
Avant de donner la proposition 2.4 analogue de la proposition 2.1 pour le cas n ge´ne´ral, on a besoin
de plusieurs notations.
On rappelle que Bn∗ est l’image re´ciproque q
−1(X
[n]
∗ ). C’est un reveˆtement non-ramifie´ de degre´ n!
de X
[n]
∗ . Le groupe Sn agit sur B
n
∗ et X
[n]
∗ = B
n
∗/Sn . On a B
2
∗ = B
2.
On note Bn∗∗ l’ouvert de B
n
∗ des points Z tels que ρ(Z) est un n-uplet a` termes distincts.
Pour tous 1 ≤ i < j ≤ n on note Eij ⊂ B
n
∗ l’image re´ciproque ρ
−1(∆i,j). C’est un diviseur. Les
diviseurs Eij sont deux a` deux disjoints dans B
n
∗ .
On note Bnij l’ouvert B
n
∗∗ ∪Eij = B
n
∗ \
⋃
{k,l}6={i,j}Ekl.
Lemme 2.3 Il existe des applications
(rij, sij) : B
n
ij → B
2 ×Xn−2
qui identifient Bnij a` un ouvert dans B
2 ×Xn−2.
Preuve :
D’apre`s la de´finition de Bn∗ , un point Z˜ de B
n
∗ consiste en un sous-sche´ma Z de longueur n de X et
un n-uplet (x1, · · · , xn) ∈ X
n tels que HC(Z) = x1 + · · ·+ xn. On de´finit
sij(Z˜) = (x1, · · · , xˇi, · · · , xˇj , · · · , xn) ∈ X
n−2.
D’apre`s la de´finition de Bnij , les termes x1, · · · , xˇi, · · · , xˇj , · · · , xn sont deux a` deux distincts, et
distincts de xi et xj . Alors le sche´ma OZ s’e´crit
OZ′ ⊕Ox1 ⊕ · · · ⊕ Oˇxi ⊕ · · · ⊕ Oˇxj ⊕ · · · Oxn ,
pour un sche´ma Z ′ de longueur 2 a` support xi + xj.
On de´finit rij(Z˜) = (Z
′, (xi, xj)), point de B
2. L’application re´ciproque associe a`
((Z ′, (xi, xj)), (x1, · · · , xˇi, · · · , xˇj , · · · , xn)) ∈ B
2 ×Xn−2
le point
(OZ′ ⊕Ox1 ⊕ · · · ⊕ Oˇxi ⊕ · · · ⊕ Oˇxj ⊕ · · · Oxn , (x1, · · · , xn)) ∈ B
n
ij . ✷
On note Ξij ⊂ B
n
ij ×X
[2]
le graphe de l’application q ◦ rij : B
n
ij → B
2 → X
[2]
.
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On note B
[n,2]
∗ ⊂ B
n
∗ × X
[2]
le ferme´ des points (Z˜, Z ′) ∈ Bn∗ × X
[2]
tels que Z ′ ⊂ q(Z˜). On note
encore :
B
[n,2]
∗
pn2 //
πn2

X
[2]
Bn∗
(24)
les projections.
Par changement de base Bn∗ → X
[n]
∗ on a un isomorphisme sur B
n
∗ :
D
[n]
2 = πn2∗(p
∗
n2D2). (25)
Dans la ge´ne´ralisation de la proposition 2.1, D
[n]
2 jouera le roˆle de D2. On a Ξij ⊂ B
[n,2]
ij , ou` B
[n,2]
ij =
π−1n2 (B
n
ij). Autrement dit on a une surjection :
O
B
[n,2]
ij
→ OΞij → 0 (26)
sur Bnij × X
[2]
. On tensorise avec p∗n2D2 et on projette sur B
n
ij . On obtient, en tenant compte de la
relation (25) et de la de´finition de Ξij, une surjection
D
[n]
2 → r
∗
ijD2 → 0. (27)
On tensorise le dernier terme par OEij = OBnij/IEij . On obtient la surjection :
D
[n]
2 → r
∗
ijD2 ⊗OEij → 0 (28)
sur Bnij . Puisque le dernier terme a son support sur Eij, l’application s’e´tend a` tout B
n
∗ . On conside`re
la somme de ces morphismes
D
[n]
2 →
∑
i<j
r∗ijD2 ⊗OEij → 0. (29)
On note D
[n]
2 (−1) le noyau de cette application. Il jouera le roˆle de D2(−E) dans l’analogue de la
proposition 2.1.
De la meˆme fac¸on, si on tensorise le dernier terme de la surjection (27) par OBnij/I2Eij
, et on fait la
somme de tous ces morphismes, on obtient une surjection :
D
[n]
2 →
∑
i<j
r∗ijD2 ⊗OBnij/I2Eij
→ 0. (30)
On note par D
[n]
2 (−2) son noyau. Il jouera le roˆle de D2(−2E) dans l’analogue de la proposition 2.1.
On est en mesure d’e´noncer :
Proposition 2.4 On a sur Bn∗ un diagramme commutatif :
0 // D
[n]
2 (−2)
a

//
S2L
[n]

//
L2
[n]

// 0
0 // D
[n]
2 (−1)
// D
[n]
2
//
∑
i<j r
∗
ijD2|Eij // 0,
(31)
ou` les suites horizontales sont exactes, et l’application a est celle canonique.
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Preuve :
L’ide´e consiste a` ramener le re´sultat, a` l’aide du lemme 2.3, au re´sultat connu quand n = 2.
On de´montrera l’existence d’un diagramme avec les proprie´te´s de l’e´nonce´ pour chaque Bnij et on
de´montrera qu’ils co¨ıncident en restriction a` Bn∗∗. Pour simplifier l’e´criture, on prendra B
n
ij = B
n
12.
Lemme 2.5 Pour 3 ≤ i ≤ n et pour un faisceau inversible L sur X, on note Li le faisceau pr
∗
iL sur
Xn−2, ou` pri est la projection X
n−2 → X. Pour 3 ≤ i ≤ n on note Lij = Li⊗Lj. Dans l’identification
du lemme 2.3 on a ((i, j) = (1, 2)) :
L
[n]
= L
[2]
⊠O ⊕O ⊠ (
∑
3≤i≤n
Li) (32)
L2
[n]
= L2
[2]
⊠O ⊕O ⊠ (
∑
3≤i≤n
L2i ) (33)
S2L
[n]
= S2L
[2]
⊠O ⊕ L
[2]
⊠ (
∑
3≤i≤n
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij)⊕O ⊠ (
∑
3≤i≤n
L2i ) (34)
D
[n]
2 = D2 ⊠O ⊕ L
[2]
⊠ (
∑
3≤i≤n
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij) (35)
D
[n]
2 (−1) = D2(−E)⊠O ⊕ L
[2]
⊠ (
∑
3≤i≤n
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij) (36)
D
[n]
2 (−2) = D2(−2E) ⊠O ⊕ L
[2]
⊠ (
∑
3≤i≤n
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij) (37)
r∗12D2|E12 = D2|E ⊠O (38)
r∗ijD2|Eij = 0 pour (i, j) 6= (1, 2). (39)
En utilisant le lemme 2.5, le diagramme (31) s’obtient sur Bn12 de la somme directe des diagrammes :
0 // D2(−2E) ⊠O

// S2L2 ⊠O

//
L2
[2]
⊠O

// 0
0 // D2(−E)⊠O // D2 ⊠O // D2|E ⊠O // 0,
0 // L
[2]
⊠ (
∑
i Li)

// L
[2]
⊠ (
∑
i Li))

// 0

// 0
0 // L
[2]
⊠ (
∑
i Li)
// L
[2]
⊠ (
∑
i Li))
// 0 // 0,
0 // O ⊠ (
∑
i<j Lij)

// O ⊠ (
∑
i<j Lij)⊕O ⊠ (
∑
i L
2
i )

// O ⊠ (
∑
i L
2
i )

// 0
0 // O ⊠ (
∑
i<j Lij) // O ⊠ (
∑
i<j Lij) // 0 // 0,
(40)
ou` le premier re´sulte de la proposition 2.1 et les deux autres sont e´vidents.
Le lemme suivant montre que la restriction du diagramme (31) de Bn12 a` B
n
∗∗ ne de´pend pas du choix
du couple (1, 2) parmi les couples (i, j) avec 1 ≤ i < j ≤ n.
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Lemme 2.6 On conside`re pour i = 1, 2, les faisceaux inversibles Li = pr
∗
iL sur X
2, ou` pri : X
2 → X
est la projection sur la i-e`me composante. On note L12 = L1⊗L2. On a, dans l’identification B
2 \E =
X2 \∆, les isomorphismes :
L
[2]
= L1 ⊕ L2,
L2
[2]
= L21 ⊕ L
2
2,
S2L
[2]
= L21 ⊕ L12 ⊕ L
2
2,
D2 = D2(−E) = D2(−2E) = L12,
D2|E = 0 sur B
2 \E = X2 \∆.
Dans l’isomorphisme du lemme 2.3, Bn∗∗ s’identifie a` un ouvert dans (B
2 \ E) ×Xn−2 = (X2 \∆) ×
Xn−2. Du lemme 2.6 il re´sulte que dans cette identification le diagramme (31) se restreint sur Bn∗∗
au diagramme canonique (40), ou` les indices i parcourent 1 ≤ i ≤ n et les indices i, j parcourent
1 ≤ i < j ≤ n. Par suite la restriction du diagramme (31) de Bnij a` B
n
∗∗ ne de´pend pas du choix du
couple (i, j). Par conse´quent l’application a de l’e´nonce´ est l’application canonique. ✷
Preuve du lemme 2.5 :
On se place dans les notations de la preuve du lemme 2.3 pour (i, j) = (1, 2). On rappelle que
Ξ ⊂ Bn∗ × X est le ferme´ des points (Z˜, x) pour lequels x ∈ supp q(Z˜). Puisque les points (xi)3≤i≤n
sont distincts deux a` deux et disjoints du suppZ ′ le long de l’ouvert Bn12, on obtient qu’au-dessus de
cet ouvert le sche´ma Ξ s’e´crit comme la re´union des sche´mas disjoints Ξ[12] et Ξi, 3 ≤ i ≤ n, ou` :
Ξ[12] = {(Z˜, x), Z˜ ∈ B
n
12, x ∈ X,x ∈ supp Z˜},
Ξi = {(Z˜, x), Z˜ ∈ B
n
12, x = xi}.
Alors
L
[n]
= πn1∗(OΞ ⊗ p
∗
n1L) = πn1∗(OΞ[12] ⊗ p
∗
n1L)⊕
⊕
3≤i≤n
πn1∗(OΞi ⊗ p
∗
n1L), (41)
ou` πn1, pn1 sont les projections de B
n
12 × X
[2]
sur Bn12 respectivement X
[2]
. Par de´finition Ξ[12] est le
produit tensoriel de Ξ ⊂ B2 ×X par l’application r12 : B
n
12 → B
2. On obtient :
πn1∗(OΞ[12] ⊗ p
∗
n1L) = r
∗
12(πn1∗(OΞ ⊗ p
∗
n1L)) = r
∗
12L
[2]
. (42)
Par de´finition Ξi est le graphe de l’application B
n
12
ρ
→ Xn
pri
→ X. On obtient :
πn1∗(OΞi ⊗ p
∗
n1L) = Li. (43)
Les relations (41), (42) et (43) impliquent la relation (32). Les relations (33) et (34) re´sultent de la
relation (32).
On rappelle que B
[n,2]
∗ ⊂ B
n
∗ ×X
[2]
est le ferme´ des points (Z˜, ξ) pour lequels le sche´ma ξ est inclus
dans le sche´ma q(Z˜). Puisque les points (xi)3≤i≤n sont distincts deux a` deux et disjoints de suppZ
′
le long de Bn12, on trouve qu’au-dessus de B
n
12 le sche´ma B
[n,2]
∗ est la re´union des sche´mas disjoints :
Ξ12 = {(Z˜, Z
′), Z˜ ∈ Bn12},
Ξ[12]i = {(Z˜, ξ), Z˜ ∈ B
n
12, ξ = Ox1 ⊕Oxi ou` ξ = Ox2 ⊕Oxi , 3 ≤ i ≤ n},
Ξij = {(Z˜, ξ), Z˜ ∈ B
n
12, ξ = Oxi ⊕Oxj}.
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On rappelle qu’on a note´ au (24) πn2, pn2 les projections de B
[n,2]
∗ sur B
n
∗ et respectivement X
[2]
. La
relation (25) implique
D
[n]
2 = πn2∗(OΞ12 ⊗ p
∗
n2D2)⊕
⊕
3≤i≤n
πn2∗(OΞ[12]i ⊗ p
∗
n2D2)⊕
⊕
3≤i≤n
πn2∗(OΞij ⊗ p
∗
n2D2). (44)
Par de´finition, Ξ12 est le graphe de l’application B
n
12
rij
→ B2
ρ
→ X2. On obtient :
πn2∗(OΞ12 ⊗ p
∗
n2D2) = r
∗
12D2. (45)
Le meˆme argument implique, pour 3 ≤ i ≤ n :
πn2∗(OΞij ⊗ p
∗
n2D2) = Lij . (46)
D’apre`s la de´finition de Ξ[12]i, dans l’identification B
n
12 ⊂ B
2×Xn−2, le morphisme Ξ[12]i → B
n
12 est le
produit des morphismes Ξ[12] → B
2 et Ξi → X
n−2 :
Ξ[12] × Ξi ⊂ (B
2 ×X)× (Xn−2 ×X) = (B2 ×Xn−2)×X2 → B2 ×Xn−2.
En outre, le morphisme Ξ[12]i → B
n
12 ×X
[2] pr2
→ X
[2]
co¨ıncide avec le morphisme :
Ξ[12] × Ξi ⊂ (B
2 ×Xn−2)× (X2 \∆)→ X2 \∆
p
→ S2X \∆
∼
← X
[2]
\ ∂X
[2]
⊂ X
[2]
.
Puisque p∗D2 = L⊠ L on trouve :
πn2∗(OΞ[12]i ⊗ p
∗
n2D2) = πn2∗(OΞ[12] ⊗ p
∗
n2L)⊗ πn2∗(OΞi ⊗ p
∗
n2L) = L
[2]
⊠ Li. (47)
Les relations (44), (45), (46) et (47) impliquent la relation (35). Dans la notation de la relation (35),
l’application (27) est la projection
D
[n]
2 → D2 ⊠O. (48)
Dans l’identification Bn12 ⊂ B
2 ×Xn−2, le diviseur E12 co¨ıncide avec E ×X
n−2. Par conse´quent dans
cette identification on a :
OE12 = OE ⊠O,
OBn12/I
2
E12 = OB2/I
2
E ⊠O.
On tensorise les deux dernie`res relations par r∗12D2 et on obtient :
r∗12D2|E12 = D2|E ⊠O, (49)
r∗12D2 ⊗OBn12/I
2
E12 = D2 ⊗OB2/I
2
E ⊠O. (50)
La relation (49) est la relation (38) e´nonce´e.
Pour (i, j) 6= (1, 2) le faisceau r∗ijD2|Eij est nul en restriction a` B
n
12, son support e´tant sur Eij. La
relation (39) en de´coule.
A` partir des relations (48), (49) et (39), l’application (29) s’e´crit
D2 ⊠O ⊕ L
[2]
⊠ (
∑
i
Li)⊕O ⊠ (
∑
3≤i≤n
Lij)→ D2|E ⊠O.
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Par conse´quent son noyau D2(−1) se met sous la forme (36). De manie`re analogue, les relations (48),
(50) et l’annulation du terme r∗ijD2 ⊗ OBnij/I
2
Eij
sur Bn12 pour {i, j} 6= {1, 2} impliquent la relation
(37). ✷
Preuve du lemme 2.6 :
La suite exacte (21) implique L
[2]
= L1 ⊕L2 sur B
2 \E. Les deux identite´s suivantes de l’e´nonce´ en
re´sultent. Par construction on a p∗D2 = L⊠ L = L1 ⊗ L2 sur X
2. On obtient l’e´galite´ sur B2 :
D2
notation
= ρ∗p∗D2 = ρ
∗(L1 ⊗ L2) = L1 ⊗ L2
notation
= L12.
Les e´galite´s
D2(−E) = D2(−2E) = D2
sur B2 \ E et
D2|E = 0
sur B2 \ E sont e´videntes. ✷
Cela termine la preuve de la proposition 2.4 concernant l’existence du diagramme (31) sur Bn∗ . Pour
passer de la varie´te´ Bn∗ a` X
[n]
∗ on utilise :
Lemme 2.7 On a des isomorphismes de faisceaux sur X
[n]
∗ = B
n
∗/Sn :
(D
[n]
2 (−1))
Sn = (D
[n]
2 (−2))
Sn (51)
(D
[n]
2 )
Sn = D
[n]
2 (52)
(S2L
[n]
)Sn = S2L
[n]
(53)
(L2
[n]
)Sn = L2
[n]
(54)
(
∑
i<j
r∗ijD2|Eij)
Sn = µ∗L2|
∂X
[n]
∗
. (55)
En appliquant le lemme 2.7 on obtient du diagramme (31) le diagramme commutatif sur X
[n]
∗ :
0 // D
[n]
2 (−2)
Sn
a

//
S2L
[n]

//
L2
[n]

// 0
0 // D
[n]
2 (−1)
Sn // D
[n]
2
// µ∗L2|
∂X
[n]
∗
// 0,
(56)
ou` les lignes sont exactes et le morphisme a est l’isomorphisme canonique.
Preuve du the´ore`me 1.5 :
La suite exacte (10) est le mapping coˆne pour le diagramme (56) en supprimant la colonne de gauche.
✷
Preuve du lemme 2.7 :
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Les relations (52), (53), (54) sont e´videntes, les faisceaux localement libres D
[n]
2 ,S
2L
[n]
et L2
[n]
sur
Bn∗ provenant de X
[n]
∗ . On de´montrera la relation :∑
i<j
r∗ijD2 ⊗OBn
∗
/I2
Eij
Sn = µ∗L2|
∂X
[n]
∗
. (57)
La suite (29) qui de´finit D
[n]
2 (−1) est Sn-invariante. Si on conside`re la suite des Sn-invariants de cette
suite et les relations (52) et (55) on trouve
(D
[n]
2 (−1))
Sn = Ker (D
[n]
2 → µ
∗L2|
∂X
[n]
∗
). (58)
De la meˆme manie`re, a` partir des relations (30), (52) et (57) on obtient
(D
[n]
2 (−2))
Sn = Ker (D
[n]
2 → µ
∗L2|
∂X
[n]
∗
). (59)
Les e´galite´s (58) et (59) impliquent l’e´galite´ (51). Il reste a` de´montrer (55) et (57).
Le terme gauche de l’e´quation (55) est une somme directe de faisceaux parame´tre´s par des sous-
ensembles a` deux e´le´ments {i, j} ⊂ {1, 2, · · · , n}. Le groupe Sn agit transitivement sur l’ensemble de
ces indices et le stabilisateur du point {1, 2} est le sous-groupe S2 ×Sn−2. D’apre`s le lemme 2.2 de
[D2] on obtient :
(
∑
i<j
r∗ijD2|Eij )
Sn = (r∗12D2|E12)
S2×Sn−2 a= (D2|E ⊠O)
S2×Sn−2 =
= (D2|E)
S2 ⊠O
Sn−2
Xn−2
(60)
ou` a est l’identification du lemme 2.3 pour {i, j} = {1, 2}. Un point de ∂X
[n]
∗ s’e´crit OZ = OZ′ ⊕
Ox3 ⊕ · · · ⊕ Oxn pour Z
′ sche´ma singulier de longueur 2 et xi des points deux a` deux disjoints et
disjoints de suppZ ′. Alors ∂X
[n]
∗ s’identifie avec un ouvert de ∂X
[2]
×Sn−2X. Dans cette identification
le morphisme µ est la composition :
∂X
[n]
∗ → ∂X
[2]
× Sn−2X
pr1
→ ∂X
[2] HC
→ X = ∂S2X,
ou` HC est le morphisme de Hilbert-Chow. Comme O
Sn−2
Xn−2
= OSn−2X , l’e´quation (55) se re´duit a`
l’e´quation suivante sur ∂X
[2]
:
(D2|E)
S2 = HC∗L2.
Par de´finition, le faisceau D2 sur B
2 est l’image re´ciproque HC∗D2, ou` D2 est un faisceau inversible
sur S2X. On a D2|X=∂S2X ≃ L
2. Par conse´quent l’e´galite´ (55) est e´quivalente a` l’e´galite´ :
OS2E = O∂X[2] . (61)
De la meˆme manie`re que l’e´quation (60) on obtient :∑
i<j
r∗ijD2 ⊗OBn
∗
/I2
Eij
Sn = (D2 ⊗OB2/I2
E
)S2
⊠O
Sn−2
Xn−2
et la relation (57) est e´quivalente a` l’e´galite´ :
(OB2/I2
E
)S2 = O
∂X
[2] . (62)
Les e´galite´s (61), (62) re´sultent du fait que le morphisme de degre´ 2, q : B2 → X
[2]
= B2/S2 est
ramifie´ au-dessus du diviseur ∂X
[2]
: q∗O
∂X
[2] = OB2/I2
E
. ✷
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3 Le calcul de H∗(X
[2]
, S2L
[2]
)
On calculera dans cette section la cohomologie H∗(X
[2]
,S2L
[2]
) a` partir du the´ore`me 1.5. Dans le cas
n = 2 on a X
[2]
∗ = X
[2]
, ∂X
[2]
∗ = ∂X
[2]
et D
[2]
2 = D2. Par conse´quent le the´ore`me 1.5 affirme l’existence
d’une suite exacte :
0→ S2L
[2]
→ D2 ⊕ L
2[2] → µ∗L
[2]
|
∂X
[2] → 0 (63)
sur X
[2]
.
On commence par calculer la cohomologie sur X
[2]
des termes qui apparaˆıssent dans la suite exacte
ci-dessus.
Proposition 3.1 On a
H∗(X
[2]
, L2
[2]
) = H∗(X,O)⊗H∗(X,L2).
Preuve :
Ce re´sultat est un corollaire de l’affirmation ge´ne´rale (2) pour k = 1, n = 2. ✷
Lemme 3.2 On a
H∗(X
[2]
,D2) = S
2H∗(X,L),
la puissance syme´trique e´tant prise au sens Z/2-gradue´.
Preuve :
Ce re´sultat est un corollaire de l’affirmation ge´ne´rale (2) pour k = 0, n = 2. ✷
Lemme 3.3 On a
H∗(X
[2]
, µ∗L2|
∂X
[2] ) = H∗(X,L2).
Preuve :
On a H∗(X
[2]
, µ∗L2|
∂X
[2] ) = H∗(∂X
[2]
, µ∗L2). Le morphisme µ est une fibration a` fibres P1. Alors
Rqµ∗O∂X[2] =
{
0 si q > 0
OX si q = 0.
On en de´duit que
Rqµ∗(µ
∗L2) =
{
0 si q > 0
L2 si q = 0.
Par la suite spectrale de Leray on obtient :
H∗(X
[2]
, µ∗L
[2]
) = H∗(X,L2). ✷
Dore´navant, on omettera par convention l’espace X dans la notation H∗(X,L) pour tout faisceau
inversible L.
Preuve du the´ore`me 1.1 :
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La proposition 3.1 et les lemmes 3.2 et 3.3 impliquent la suite longue de cohomologie :
. . .→ S2H∗(L) = H∗(S2X,D2)→ H
∗(X
[2]
,S2L
[2]
)→ S2H∗(L)⊕H∗(OX)⊗H
∗(L2)→ H∗(L2)→
→ H∗+1(X
[2]
,S2L
[2]
)→ . . . (64)
La composition du morphisme (2) pour k = 1, n = 2 avec l’application
H∗(X
[2]
,S2L
[2]
)→ S2H∗(L)
de la suite (64), provient de la composition
S2H∗(L) = H∗(S2X,D2)
can
−→ H∗(X
[2]
,S2L
[2]
)→ H∗(X
[2]
,D2).
Par la de´finition de ces morphismes il re´sulte que cette composition co¨ıncide avec l’isomorphisme (2)
pour k = 1, n = 2. On obtient la de´composition en somme directe H∗(X
[2]
,S2L
[2]
) = S2H∗(L) ⊕K∗,
et la suite (64) se re´duit a`
· · · → K∗ → H∗(O)⊗H∗(L2)→ H∗(L2)→ K∗+1 → · · · (65)
L’application
H∗(OX )⊗H
∗(L2)
b
→ H∗(L2)
de la suite (64) est celle canonique. Par conse´quent cette application est surjective, donc K∗ = Ker b,
d’ou` la conclusion. ✷
Preuve du the´ore`me 1.6 :
On tensorise la suite exacte (63) par le faisceau inversible DA2 sur X
[2]
. De la meˆme manie`re que les
e´nonce´s 3.1, 3.2, 3.3 on prouve
H∗(X
[2]
, L2
[2]
⊗DA2 ) = H
∗(X,A) ⊗H∗(X,L2 ⊗A),
H∗(X
[2]
,D2 ⊗D
A
2 ) = S
2H∗(X,L ⊗A),
H∗(X
[2]
, µ∗L2|
∂X
[2] ⊗DA2 ) = H
∗(X,L2 ⊗A2).
On obtient la suite exacte longue :
· · · → H∗(X
[2]
,S2L
[2]
⊗DA2 ) → S
2H∗(X,L⊗A)⊕H∗(X,A) ⊗H∗(X,L2 ⊗A)→
→ H∗(X,L2 ⊗A2)→ · · · (66)
De meˆme que dans la preuve du the´ore`me 1.1, la composition
S2H∗(X,L⊗A)
can
→ H∗(X
[2]
,S2L
[2]
⊗DA2 )→ S
2H∗(X,L ⊗A)
est un isomorphisme. Alors H∗(X
[2]
,S2L
[2]
⊗ DA2 ) = S
2H∗(X,L ⊗ A) ⊕K∗, et la suite exacte (66) se
transforme dans la suite exacte (14). ✷
15
4 Le cas n = 3, le passage de X
[3]
∗ a` X
[3]
Le but de cette section est de prolonger la suite exacte (10) de la varie´te´ X
[3]
∗ a` une suite exacte de
faisceaux sur X
[3]
. Le re´sultat est re´sume´ dans le the´ore`me suivant. Avant de l’e´noncer on introduit
quelques notations.
La sous-varie´te´ des sche´mas singuliers ∂X
[3]
est une hypersurface de la varie´te´ lisse X
[3]
. L’ouvert
∂X
[3]
∗ = ∂X
[3]
∩X
[3]
∗ est lisse et irre´ductible, et son comple´mentaire, ∂X
[3]
\X
[3]
∗ , est de codimension 2
dans X
[3]
. Par conse´quent ∂X
[3]
est une varie´te´ re´duite et irre´ductible, donc inte`gre. On conside`re sa
normalisation π : Σ→ ∂X
[3]
. L’ouvert ∂X
[3]
∗ est lisse, donc π est un isomorphisme au-dessus de ∂X
[3]
∗ .
On note i : ∂X
[3]
∗ → Σ le morphisme d’inclusion.
Lemme 4.1 On conside`re le diagramme :
Σ
π
{{ww
ww
ww
ww
ww
∂X
[3] ∂X
[3]
∗
joo
i
OO
µ // X,
(67)
ou` µ est le morphisme de´fini dans la section 2. Il existe une application re´gulie`re µ˜ : Σ→ X qui rend
commutatif ce diagramme.
La preuve du lemme 4.1 sera donne´e apre`s la preuve du the´ore`me 4.2.
The´ore`me 4.2 La suite exacte (10) de faisceaux sur X
[3]
∗ se prolonge a` une suite exacte sur X
[3]
:
0→ S2L
[3]
→ D
[3]
2 ⊕ L
2[3] → π∗µ˜
∗L2 → 0.
Preuve du the´ore`me 4.2 :
La preuve utilise les re´sultats suivants, dont la de´monstration occupera le reste de la section :
Proposition 4.3 Le faisceau D
[3]
2 est localement libre de rang 3 sur X
[3]
.
Lemme 4.4 Le morphisme L2
[3]
→ µ∗L2|
∂X
[3]
∗
sur X
[3]
∗ de la suite exacte (10) se prolonge a` un
morphisme sur X
[3]
L2
[3]
→ π∗µ˜
∗L2.
On conside`re le ferme´ X ⊂ X
[3]
des sche´mas d’ide´al m2x, x ∈ X.
Lemme 4.5 Le morphisme D
[3]
2 → µ
∗L2|
∂X
[3]
∗
sur X
[3]
∗ de la suite exacte (10) se prolonge a` un mor-
phisme
D
[3]
2 → π∗µ˜
∗L2 (68)
sur X
[3]
, surjectif sur X
[3]
\X.
On note k : X
[3]
∗ → X
[3]
\X l’inclusion canonique. Le foncteur k∗ est exacte a` gauche. On l’applique
a` la suite exacte (10). On obtient, en tenant compte du fait que les faisceaux S2L
[3]
, L2
[3]
et D
[3]
2 sont
localement libres (on utilise ici la proposition 4.3), la suite exacte sur X
[3]
:
0→ S2L
[3]
→ D
[3]
2 ⊕ L
2[3] b→ k∗µ
∗L2. (69)
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Le morphisme i est une immersion ouverte, donc le diagramme (67) induit une inclusion canonique
µ˜∗L2 ⊂ i∗µ
∗L2. On lui applique le morphisme fini π et on obtient l’inclusion canonique
π∗µ˜
∗L2 ⊂ π∗i∗µ
∗L2 = k∗µ
∗L2.
Les lemmes 4.4 et 4.5 montrent que le morphisme b de la suite (69) se factorise a` travers un morphisme
D
[3]
2 ⊕ L
2[3] → π∗µ˜
∗L2 ⊂ k∗µ
∗L2.
La suite exacte (69) induit par conse´quent la suite exacte sur X
[3]
\X :
0→ S2L
[3]
→ D
[3]
2 ⊕ L
2[3] → π∗µ˜
∗L2.
L’application b de la suite exacte (69) est surjective d’apre`s le lemme 4.5. On note j : X
[3]
\X → X
[3]
l’inclusion canonique. On applique le foncteur j∗ a` la dernie`re suite exacte et on trouve une suite
exacte sur X
[3]
:
0→ S2L
[3]
→ D
[3]
2 ⊕ L
2[3] → j∗π∗µ˜
∗L2 → R1j∗(S
2L
[3]
) (70)
Le morphisme j est l’inclusion d’un ouvert dont le comple´mentaire est de codimension 4 dans la varie´te´
lisse X
[3]
, et S2L
[3]
est un faisceau localement libre sur X
[3]
, donc R1j∗(S
2L
[3]
) = 0. Pour e´crire la suite
(70) sous la forme de l’e´nonce´ il suffit de de´montrer
π∗µ˜
∗L2 = j∗j
∗(π∗µ˜
∗L2). (71)
On conside`re le diagramme
Σ′
l //
π

Σ
X
[3]
\X
j // ∂X
[3]
,
ou` Σ′ est l’image re´ciproque de X
[3]
\X par le morphisme π. On a
j∗j
∗π∗µ˜
∗L2 = j∗π∗l
∗µ˜∗L2 = π∗l∗l
∗µ˜∗L2.
Le faisceau µ˜∗L2 est inversible sur Σ et l est l’inclusion d’un ouvert dont le comple´mentaire est de
codimension 3 dans la varie´te´ normale Σ. On en de´duit
l∗l
∗µ˜∗L2 = µ˜∗L2,
d’ou` l’e´galite´ (71), d’ou` la suite exacte de l’e´nonce´. ✷
Le reste du chapitre est consacre´ a` la de´monstration du lemme 4.1, de la proposition 4.3 et des
lemmes 4.4, 4.5 dans cet ordre.
Preuve du lemme 4.1 :
On utilisera une pre´sentation explicite de la normalisation π : Σ → ∂X
[3]
. On conside`re l’image
re´ciproque D de l’hypersurface ∂X
[2]
par le morphisme p32 : X
[3,2]
→ X
[2]
. C’est le ferme´ des points
(Z,Z ′) ∈ X
[3]
×X
[2]
qui ve´rifient Z ′ ⊂ Z et Z ′ est singulier. Le morphisme π32 : X
[3,2]
→ X
[3]
envoie D
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dans ∂X
[3]
et ce morphisme est un isomorphisme au-dessus de ∂X
[3]
∗ . Effectivement, un point de ∂X
[3]
∗
est de la forme OZ = OZ′ ⊕Oa, avec Z
′ sche´ma singulier de longueur 2 a` support disjoint du point a.
L’association Z 7→ (Z,Z ′) est une application re´ciproque sur ∂X
[3]
∗ de l’application π32 : D → ∂X
[3]
.
Conside´rons la factorisation de Stein du morphisme π32 : D → ∂X
[3]
:
D
π˜32−→ Σ
notation
= Spec (π32∗OD)
π
→ ∂X
[3]
.
On de´montre dans la suite que le sche´ma D est normal. Le fait que pour tout ouvert U de Σ on a
Γ(U,OΣ) = Γ(π˜
−1
32 (U),OD) implique que Σ est normal. Puisque le morphisme π32 est birationnel, le
morphisme π est aussi birationnel. Donc le morphisme π : Σ → ∂X
[3]
est un morphisme de normali-
sation.
On construit le diagramme :
D
π˜32

p32 //
˜˜µ
$$J
JJ
JJ
JJ
JJ
J ∂X
[2]
HC

Σ X = ∂S2X,
(72)
ou` HC est le morphisme de Hilbert-Chow, et ˜˜µ est la composition HC ◦ p32. Le morphisme ˜˜µ associe
au couple (Z,Z ′) le point singulier du sche´ma Z. Il se factorise alors a` travers une application continue
∂X
[3]
→ X, donc a` travers une application continue Σ
µ˜
→ X. Cette dernie`re application est re´gulie`re,
car pour tout ouvert W ⊂ X on dispose d’un morphisme d’anneaux :
Γ(W,OX )→ Γ(µ˜
−1(W ),OΣ) = Γ(π˜
−1
32 µ˜
−1(W ),OD).
En conside´rant les isomorphismes D
π˜32→ Σ
π
→ ∂X
[3]
au-dessus de ∂X
[3]
∗ , on voit que le morphisme
qu’on vient de construire prolonge le morphisme µ : ∂X
[3]
∗ → X construit dans la section 2. Pour
de´montrer que le sche´ma D est normal, on conside`re le morphisme π32 : D → ∂X
[3]
. On prend le
ferme´ X ⊂ ∂X
[3]
des sche´mas d’ide´al m2x, x ∈ X. La fibre du morphisme π32 : D → ∂X
[3]
dans chaque
point {m2x} est de dimension 1 : elle est forme´e par les points Z
′ ∈ X
[2]
, sche´mas de longueur 2 d’ide´al
C · ℓ+m2x, ℓ 6= 0. Par suite l’image re´ciproque Y = π
−1
32 (X) est de dimension 3.
On de´montre :
Lemme 4.6 La varie´te´ D \ Y est lisse.
La varie´te´ X
[3,2]
est lisse d’apre`s [Cheah], [Tikh] (la preuve du lemme 4.9(ii) qui suit donne une autre
de´monstration), et D est une hypersurface dans X
[3,2]
. D’apre`s le lemme 4.6 la varie´te´ D est re´gulie`re
en codimension 1. Par conse´quent ([Hart], prop. II 8.23.b) la varie´te´ D est normale. Ceci termine la
preuve du lemme 4.1. ✷
Preuve du lemme 4.6 :
La question est locale et il suffit de la traiter en ge´ome´trie analytique. On peut supposer que
X = P2. On note (U : V : W ) les coordonne´es homoge`nes sur P2 et u =
U
W , v =
V
W . Le morphisme
π32 : D → ∂X
[3]
est un isomorphisme au-dessus de ∂X
[3]
∗ , et ∂X
[3]
∗ est lisse. Il suffit donc de traiter le
proble`me au-dessus de ∂X
[3]
\ (X ∪ ∂X
[3]
∗ ). Le groupe PGL (3) agit sur cet ensemble (X = P2) et il y
a deux orbites, repre´sente´es par les sche´mas d’ide´al (v, u3), respectivement (v −Au2, u3), A ∈ C∗.
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Lemme 4.7 L’association :
(A,B,C, p, q, r) 7→ (v − (Au2 +Bu+ C), u3 + pu2 + qu+ r) (73)
donne une parame´trisation locale C6 → X
[3]
de X
[3]
au voisinage du point s0 = (v, u
3).
Preuve :
L’application
(A,B,C) 7→ v − (Au2 +Bu+ C)|H0(Os0 )
est une application affine de rang 3 entre les espaces vectoriels C3 → C3. Par suite l’application
(A,B,C) 7→ v − (Au2 + Bu + C)|H0(Os0 ) est de rang 3 pour s dans un voisinage de s0 dans X
[3]
.
On note Γ ≃ A3 l’ensemble des coniques d’e´quation v = Au2 + Bu + C. Alors tout point s dans un
voisiange V de s0 dans X
[3]
est contenu une unique conique γ(s) ∈ Γ et l’application γ : V → Γ ainsi
obtenue admet des diffe´rentielles de rang 3 en tout point. Les fibres du morphisme γ en chaque point
(A,B,C) ∈ Γ sont en bijection avec les sche´mas de longueur 3 sur la droite v = 0. Ces sche´mas sont
parame´tre´s au voisinage du point u = 0 par (p, q, r) ∈ C3 par l’association
(p, q, r) 7→ C[u]/(u3 + pu2 + qu+ r).
On obtient une application locale V → C6, s 7→ (A,B,C, p, q, r). La diffe´rentielle de cette application
est de rang 6 en s0, donc il s’agit d’un isomorphisme local. ✷
Tout voisinage du point s0 = (v, u
3) contient des points de la forme (v − Au2, u3) : on prend
B = C = p = q = r = 0. Il suffit donc de de´montrer que le sche´ma D est lisse au-dessus d’un voisinage
du point s0 = (v, u
3).
La varie´te´ ∂X
[2]
admet une parame´trisation locale C3 → ∂X
[2]
au voisinage du point (v, u2) donne´e
par
(λ, µ, α) 7→ (v − λu− µ, (u− α)2). (74)
Un calcul simple prouve que le sche´ma d’e´quations (73) contient le sche´ma d’e´quations (74) si et
seulement si :
−B = −λ− 2Aα
− C = −µ−Aα2 (75)
q = −2pα− 3α3
r = −qα− pα2 − α3.
En conclusion, le sous-sche´ma D est de´fini par les e´quations (75) dansX
[3]
×∂X
[2]
au voisinage du point
((v, u2), (v, u3)). C’est le graphe d’une application (A, p, λ, µ, α) 7→ (B,C, q, r), donc le sous-sche´ma D
est lisse dans ce voisinage. ✷
Preuve de la proposition 4.3 :
La relation (35) du lemme 2.5 :
D
[3]
2 = D2 ⊠O ⊕ L
[2]
⊠ L3
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prouve que D
[3]
2 est localement libre de rang 3 sur X
[3]
∗ . Le ferme´ de dimension 4, X
[3]
\ X
[3]
∗ est la
re´union des ensembles disjoints X ⊂ X
[3]
(qui parame`tre les points triples de la forme O/
m2
X
, avec
x ∈ X), et X
[3]
3C (qui parame`tre les sous-sche´mas de longueur 3 a` support en un point et situe´s sur
une courbe lisse dans X). Au-dessus de X
[3]
3C la projection π32 qui de´finit D
[3]
2 (cette projection a e´te´
introduite dans la section 2), est quasi-finie. Alors la dimension de la fibre de D
[3]
2 en un point de
X
[3]
3C co¨ıncide avec la longueur de la fibre sche´matique de π32 en ce point. La longueur de la fibre
sche´matique de´pend seulement de la ge´ome´trie analytique de X. C’est par conse´quent une constante
le long de X
[3]
3C . De meˆme, la dimension de la fibre de D
[3]
2 en un point x ∈ X ⊂ X
[3]
ne de´pend pas
du choix de x ∈ X. Pour de´montrer la proposition il suffit de de´montrer que la dimension de la fibre
de D
[3]
2 en un point de x ∈ X est 3. Effectivement, tout voisinage de x dans X
[3]
contient des points
de X
[3]
3C et par le the´ore`me de semi-continuite´ ([Hart], ex. III 12.7.2) on obtient que la dimension des
fibres de D
[3]
2 aux points de X
[3]
3C est 3.
Il suffit donc de de´montrer que D
[3]
2 ⊗O
X
[3]
OX est localement libre de rang 3 le long de X ⊂ X
[3]
.
On de´finit le ferme´ Y dans X
[3,2]
par le diagramme carte´sien
Y
j //
π′32

X
[3,2]
π32

X
i //
X
[3]
.
La formule de changement de base dans la cate´gorie de´rive´e pour l’application i : X → X
[3]
et pour
le faisceau L2 = p
∗
32D2 sur X
[3,2]
:
Rπ32∗(L2)⊗
L
X
[3] OX = Rπ
′
32∗(L2 ⊗
L
X
[3] OX)
induit les suites spectrales :
E`pq2 = R
pπ′32∗(Tor
O
X
[3]
−q (OX ,L2))⇒ T
p+qL2
′′Epq2 = Tor
O
X
[3]
−p (OX ,R
qπ32∗L2)⇒ T
p+qL2.
On commence par calculer les termes E`pq2 . Le faisceau L2 est inversible sur X
[3,2]
. Alors
Tor
O
X
[3]
−q (OX ,L2) = Tor
O
X
[3]
−q (OX ,OX[3,2] )⊗ L2|Y .
Lemme 4.8 Le faisceau L2|Y est isomorphe a` π
′∗
32L
2.
Preuve :
Le diagramme
Y
j //
π′32 ""D
DD
DD
DD
DD X
[3,2]
p32 //
X
[2] // S2X
X
diag
55kkkkkkkkkkkkkkkkkk
est commutatif. Alors j∗L2 = π
′∗
32diag
∗D2 = π
′∗
32L
2. ✷
Pour calculer E`pq2 on utilise le lemme technique :
20
Lemme 4.9 – (i) Le ferme´ Y est une fibration en espaces projectifs P1 au-dessus de X.
– (ii) Le faisceau Tor
O
X
[3]
q (OX ,OX[3,2] ) est nul pour q > 1, OY pour q = 0 et un faisceau inversible
M sur Y pour q = 1.
– (iii) Au-dessus de chacune des fibres P1 du morphisme π
′
32 : Y → X, M est isomorphe a` O(−3).
La de´monstration du lemme 4.9 sera donne´e a` la fin de la de´monstration de la proposition 4.3.
On a
E`p02 = R
pπ′32∗(π
′∗
32L
2) =
= L2 ⊗ Rpπ′32∗OY =
{
0 si p > 0
L2 si p = 0,
d’apre`s le point (i) du lemme. On a aussi
E`p,−12 = R
pπ′32∗(π
′∗
32L
2 ⊗M) =
= L2 ⊗ Rpπ′32∗M =
{
0 si p 6= 1
localement libre de rang 2 sur X si p = 1,
d’apre`s l’e´galite´ du point (iii) du lemme et du fait que h1(P1,O(−3)) = 2. Finalement, le point (ii) du
lemme implique
E`pq2 = 0 pour q 6= 0,−1 .
En conclusion, on a Tp+qL2 = 0 pour p+ q 6= 0 et T
0L2 est un faisceau localement libre de rang 3 sur
X qui ve´rifie la suite exacte :
0→ L2 ⊗ R1π′32∗M → T
0L2 → L
2 → 0. (76)
On conside`re maintenant ′′Epq2 . On de´montre tout d’abord :
Rqπ32∗L2 = 0 pour q > 0 . (77)
On suppose par l’absurde qu’il existe un entier q > 0 tel que le faisceau Rqπ32∗L2 est non nul. On
conside`re le plus grand parmi ces entiers q. Le faisceau Rqπ32∗L2 a son support sur X ⊂ X
[3]
puisque
au dessus de X
[3]
\X le morphisme π32 est fini. Alors
′′E0q2 = OX ⊗O
X
[3]
Rqπ32∗L2 6= 0.
Mais le fait que q est le plus grand entier tel que Rqπ32∗L2 6= 0 implique que les diffe´rentielles
′′d2,
′′ d3, . . . qui aboutissent sur
′′E0q2 et qui partent de
′′E0q2 sont nulles. Donc T
qL2 =
′′ E0q2 6= 0,
contradiction. Par conse´quent les seuls termes non nuls sont ′′Ep02 . Donc
′′Ep02 = T
pL2. Alors le seul
terme non nul est
T0L2 =
′′ E002 = OX ⊗O
X
[3]
π32∗L2 = OX ⊗O
X
[3]
D
[3]
2 .
Alors le faisceau D
[3]
2 ⊗X[3] OX est localement libre de rang 3 sur X et ve´rifie la suite exacte :
0→ L2 ⊗ R1π′32M → D
[3]
2 ⊗X[3] OX → L
2 → 0. (78)
Cela termine la de´monstration de la proposition 4.3. ✷
Preuve du lemme 4.9 :
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(i) Soit x ∈ X ⊂ X
[3]
. Les points de la fibre en x du morphisme π32 : X
[3,2]
→ X
[3]
sont donne´s
par les sche´mas de longueur 2 inclus dans s = SpecOX/m2x . Ces sous-sche´mas sont de la forme b =
SpecOX/m2x,ℓx , pour une droite ℓx qui passe par x. On de´duit alors que ge´ome´triquement la fibre en x
du morphisme π32 est P1. Pour de´montrer que c’est aussi sche´matiquement P1 il suffit de de´montrer
que cette fibre est lisse en tout point. L’e´nonce´ est local et analytique. On peut supposer que X = P2,
avec les coordonne´es (U : V : W ), x est le point (0 : 0 : 1) et ℓx = V , donc b = SpecOP2/(U2,V ).
On utilise l’affirmation suivante, tautologique. Soit L un fibre´ inversible sur X et s ∈ H0(X,L) une
section globale. On conside`re le diagramme
Ξ
p21 //
π21

X
X
[2] .
Par de´finition L
[2]
= π21∗p
∗
21L. L’image re´ciproque p
∗
21s ∈ H
0(Ξ, p∗21L) est une section globale sur Ξ et
s’identifie a` une section [s] ∈ H0(X
[2]
, L
[2]
).
Remarque 4.10 Soit z ∈ X
[2]
un point qui correspond a` un sous-sche´ma de longueur 2, Z ⊂ X.
Le sous-sche´ma Z ⊂ X est contenu dans la courbe d’e´quation s = 0 si et seulement si la section
[s] ∈ H0(X
[2]
, L
[2]
) s’annule au point z ∈ X
[2]
.
Preuve :
La section [s] s’annule au point z si et seulement si p∗21s s’annule sur la fibre Z ⊂ Ξ. Ceci e´quivaut
a` l’annulation de s en Z ⊂ X. ✷
Ici L = O(2). Par suite, comme s est d’ide´al (U2, UV, V 2) dans P2, la fibre en s du morphisme π32
est donne´e par le ferme´ d’e´quations [U2], [UV ], [V 2] dans P
[2]
2 . Le point b admet la parame´trisation
locale suivante :
C
4 → P
[2]
2
(α, β, λ, µ) → IZ = (V − λU − µW,U
2 − αUW − βW 2). (79)
Les sections [UW ] et [W 2] engendrent le faisceau localement libre L
[2]
au voisinage de b et on a :
[U2] = α[UW ] + β[W 2]
[UV ] = (λα+ µ)[UW ] + λβ[W 2]
[V 2] = (λ2α+ 2λµ)[UW ] + (λ2β + µ2)[W 2].
On obtient que la fibre en s est donne´e dans la parame´trisation de b par les e´quations :
α = β = λα+ µ = λβ = λ2α+ 2λµ = λ2β + µ2 = 0,
e´quivalentes a`
α = β = µ = 0.
Par conse´quent la fibre en s est lisse de dimension 1 au voisinage de b, ce qu’il fallait de´montrer.
(ii) On applique le re´sultat connu :
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Lemme 4.11 Soit B une alge`bre, A une B-alge`bre plate, M un A-module et N un B-module. Alors :
Tor Aq (A⊗B N,M) = Tor
B
q (N,M),
pour A = O
X
[3]
×X
[2] , B = O
X
[3] ,M = O
X
[3,2] , N = OX . On trouve :
Tor
O
X
[3]
q (OX[3,2] ,OX) = Tor
O
X
[3]
×X
[2]
q (OX[3,2] ,OX×X[2] ).
On calculera le membre de droite en e´crivant explicitement les e´quations de X
[3,2]
et X × X
[2]
dans
X
[3]
× X
[2]
. On se place au voisinage du point (s, b) ∈ X
[3]
× X
[2]
conside´re´ au point (i). Le point b
admet la parame´trisation locale (79). Le lemme suivant donne une parame´trisation locale du point
s ∈ X
[3]
:
Lemme 4.12 Conside´rons une application line´aire m : C2 → C3. Les mineurs 2× 2 de l’application
line´aire
a(m) =
 V 0−U V
0 −U
+
 m1 m4m2 m5
m3 m6
W (80)
de´finissent l’ide´al d’un point sm de X
[3]
. Le morphisme m 7→ sm est un isomorphisme d’un voisinage
de 0 dans L(C2,C3) sur un voisinage de s dans X
[3]
.
Preuve :
Prenons le complexe
0→ O(−3)2
a
→ O(−2)3
b
→ O → 0, (81)
ou` b est de´fini par les mineurs 2× 2 de l’application a. Le morphisme a est injectif et par construction
on a Ker b = Im a. Le faisceau O/Im b est de rang 0, c1 = 0 et χ = 3. Il est par suite l’anneau structural
d’un sche´ma sm de longueur 3 sur X. On obtient alors un morphisme m 7→ sm de L(C
2,C3) dans
X
[3]
. Pour la construction du morphisme re´ciproque on conside`re l’ouvert X
[3]
\ (H ∪ ∂W ), ou` H est
l’hypersurface des sche´mas dont le support se trouve sur une droite et ∂W est le ferme´ des sche´mas
dont le support rencontre la droite a` l’infini W = 0. D’apre`s la suite spectrale de Beilinson ([O-S-S,
page 240] ) on trouve que l’ide´al de tout point de X
[3]
\ H est le conoyau d’un morphisme injectif
a : O(−3)2 → O(−2)3, donne´ par une matrice a = A + B ·W , ou` A est une forme line´aire en U et
V , et B une matrice constante. Si en plus le point se trouve dans X
[3]
\ ∂W , le morphisme a doit eˆtre
injectif en restriction a` chaque point de la droite W = 0. Par conse´quent l’application line´aire de´finie
par la matrice A est injective en restriction a` tout point de la droite W = 0. Alors la matrice A est
conjugue´e, par un unique e´le´ment du groupe GL (3)×GL (2)/C∗, avec la matrice
A0 =
 V 0−U V
0 −U
 .
En conclusion, l’ide´al de tout point de X
[3]
\ (H ∪ ∂W ) est le conoyau d’un morphisme injectif a =
A0+B0 ·W,B0 ∈ L(C
2,C3). L’application X
[3]
\ (H∪ ∂W )→ L(C
2,C3) donne´e par z 7→ B0 constitue
le morphisme re´ciproque recherche´. ✷
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Donc le point s ∈ X
[3]
admet la parame´trisation locale suivante :
(m1,m2,m3,m4,m5,m6) ∈ C
6 → IZ = (M23,M13,M12),
ou` M23,M13,M12 sont les mineurs 2× 2 de la matrice (80). Au voisinage de s, les points de X
[3]
de la
forme m2y ont pour ide´al (U −m2W,V +m1W )
2 et sont donne´s par les e´quations :
m1 −m5 = m2 −m6 = m3 = m4 = 0. (82)
On a trouve´ ainsi les e´quations de X×X
[2]
dans X
[3]
×X
[2]
au voisinage de (s, b). D’apre`s la remarque
4.10 les e´quations du ferme´ X
[3,2]
dans X
[3]
× X
[2]
sont [M23] = [M13] = [M12] = 0. On exprime
[M23], [M13], [M12] dans la base donne´ par [UW ], [W
2] :
[M23] = [UW ](−m2 −m6 + α−m3λ) + [W
2](β −m3µ+m2m6 −m3m5)
[M13] = [UW ](λα+ µ−m1 + λm6) + [W
2](λβ + µm6 +m1m6 −m3m4)
[M12] = [UW ](λ
2α+ 2λµ+m4 + λm1 + λm5) + [W
2](λ2β + µ2 + µm1 + µm5 +m1m5 −m2m4).
Par conse´quent les e´quations de X
[3,2]
dans X
[3]
×X
[2]
sont ces 6 coefficients. Les diffe´rentielles des
quatre d’entre eux
−m2 −m6 + α−m3λ
λα+ µ−m1 + λm6
λ2α+ 2λµ+m4 + λm1 + λm5 (83)
β −m3µ+m2m6 −m3m5
sont respectivement −m2 −m6 + α, µ −m1,m4, β, line´airement inde´pendantes. Puisque X
[3,2]
est de
codimension 4 dans X
[3]
×X
[2]
, les e´quations (83) de´finissent X
[3,2]
au voisinage de (s, b).
On conside`re les faisceaux F et L sur X
[3]
×X
[2]
libres dans le voisinage de (s, b) ∈ X
[3]
×X
[2]
, de
rangs respectifs 3 et 1, et on prend les sections locales
f = (m1 −m5,m2 −m6,m3), (84)
et l = m4 dans F
∗ respectivement L∗. D’apre`s la pre´sentation (82) le faisceau O
X×X
[2] a une re´solution
de Koszul Λ•(F ⊕ L) → O
X×X
[2] sur X
[3]
×X
[2]
. En tenant compte du fait que ΛiL = 0 pour i ≥ 2,
cette re´solution Λ•(F ⊕ L) s’e´crit :
0→ L⊗ Λ3F
 f
e

→ L⊗ Λ2F ⊕ Λ3F
 f 0
e f

→ L⊗ F ⊕ Λ2F
 f 0
e f

→
→ L⊕ F
(
e f
)
→ O
X
[3]
×X
[2] → 0.
Le complexe Λ•(F ⊕ L) rentre dans une suite exacte de complexes :
0→ Λ•(F )→ Λ•(F ⊕ L)→ L⊗ Λ•(F )[1]→ 0,
d’ou` l’exactitude de la suite exacte longue :
· · · → Hq(Λ
•(F )⊗O
X
[3]
×X
[2]
O
X
[3,2] )→ Tor
O
X
[3]
×X
[2]
q (OX[3,2] ,OX×X[2] )→
→ L⊗Hq−1(Λ
•(F )⊗O
X
[3]
×X
[2]
O
X
[3,2] )→ · · · (85)
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Les e´quations (84) et les diffe´rentielles des e´quations (83) sont line´airement inde´pendantes. Puisque Y
est de dimension 3 et les e´quations (84), (83) s’annulent sur Y , on trouve que Y est de´fini par ces 7
e´quations. Donc
Λ•(F )⊗O
X
[3]
×X
[2]
O
X
[3,2]
est une re´solution pour OY et la suite (85) se re´duit a` :
0→ Tor
O
X
[3]
×X
[2]
1 (OX[3,2] ,OX×X[2] )→ L|Y
l
→ OY → Tor
O
X
[3]
×X
[2]
0 (OX[3,2] ,OX×X[2] )→ 0.
L’e´quation l = m4 est ve´rifie´e sur Y .
Alors Tor
O
X
[3]
×X
[2]
0 (OX[3,2] ,OX×X[2] ), Tor
O
X
[3]
×X
[2]
1 (OX[3,2] ,OX×X[2] ) sont localement libres de rang
1 au voisinage du point (s, b) ∈ Y . Par l’homoge´ne´ite´ de l’action du groupe PGL (3), on obtient l’e´nonce´
global.
(iii) On a de´montre´ que Tor
O
X
[3]
×X
[2]
q (OX[3,2] ,OX×X[2] ) est respectivement OY pour q = 0, M pour
q = 1 et 0 pour q > 0. On obtient l’e´galite´ dans le groupe de K-the´orie K(X ×X
[2]
) :
[OY ]− [M ] = (i× id)
∗[O
X
[3,2] ]. (86)
ou` (i × id) est le morphisme X ×X
[2]
→ X
[3]
×X
[2]
et [O
X
[3,2] ] la classe du faisceau O
X
[3,2] dans le
groupe de K-the´orie K(X
[3]
×X
[2]
).
Puisque le morphisme j : Y → X ×X
[2]
est une immersion ferme´e, on peut re´-e´crire l’e´galite´ (86)
sous la forme
j!(1− [M ]) = (i× id)
∗[O
X
[3,2] ]. (87)
On applique le morphisme K(X × X
[2]
)
ch
→ H∗(X × X
[2]
) a` l’e´galite´ (87). On utilise la formule de
Riemann-Roch pour le membre de gauche et la fonctorialite´ des classes de Chern pour le membre de
droite. On obtient l’e´galite´ dans H∗(X ×X
[2]
) :
j∗
(
1− ec1(M)
tdN
Y/X×X
[2]
)
= (i× id)∗ch(O
X
[3,2] ). (88)
On applique a` l’e´galite´ (88) la projection H∗(X ×X
[2]
)
p∗
→ H∗−4(X) et on conside`re l’e´galite´ obtenue
dans H0(X). Le diagramme carte´sien :
X ×X
[2] i×id //
p

X
[3]
×X
[2]
pr

X
i //
X
[3]
implique p∗(i× id)
∗ = i∗pr∗. On obtient l’e´galite´ dans H
0(X) :
−p∗(c1(M)) = i
∗(pr∗([X
[3,2]
])).
Le morphisme X
[3,2]
→ X
[3]
est fini de degre´ 3. Alors p∗(c1(M)) = −3, ce qu’il fallait de´montrer. ✷
Preuve du lemme 4.4 :
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L’application M = (π, µ˜) : Σ → X
[3]
× X a son image dans la varie´te´ d’incidence Ξ = X
[3,1]
⊂
X
[3]
×X. On obtient un diagramme commutatif :
Σ
M //
π   B
BB
BB
BB
B Ξ
p31 //
π31

X
X
[3] .
Il en re´sulte un morphisme de faisceaux sur X :
L2
[3]
= π31∗p
∗
31L
2 → π31∗(M∗M
∗)p∗31L
2 = (π31∗M∗)(M
∗p∗31L
2) = π∗µ˜
∗L2.
Puisque µ˜ co¨ıncide avec µ : ∂X
[3]
∗ → X au-dessus de ∂X
[3]
∗ , le morphisme obtenu prolonge le morphisme
de la suite exacte (10). ✷
Preuve du lemme 4.5 :
On construit le morphisme (68) en utilisant le diagramme (72). Le morphisme π˜32 ve´rifie par con-
struction π˜32∗OD = OΣ. Le faisceau µ˜
∗L2 est localement libre sur Σ. On obtient π˜32∗π˜
∗
32µ˜
∗L2 = µ˜∗L2.
Alors :
π∗µ˜
∗L2 = π∗π˜32∗π˜
∗
32µ˜
∗L2 = π32∗ ˜˜µL
2 = π32∗p
∗
32HC
∗L2.
Le faisceau L2 sur X est la restriction de la diagonale X au faisceau D2 sur S
2X. Alors HC∗L2 =
D2|∂X[2] . Par conse´quent :
π∗µ˜
∗L2 = π32∗(p
∗
32D2|D). (89)
Par de´finiton D
[3]
2 = π32∗p
∗
32D2 pour les morphismes du diagramme (9). Le morphisme (68) est le
morphisme canonique
π32∗(p
∗
32D2)→ π32∗(p
∗
32D2|D). (90)
Puisque µ˜ : D → X co¨ıncide avec µ : ∂X
[3]
∗ → X au-dessus de ∂X
[3]
∗ , le morphisme (68) prolonge le
morphisme de la suite exacte (10). Pour montrer la surjectivite´, on rappelle qu’on a de´montre´ dans la
preuve de la proposition 4.3 que le morphisme π32 e´tait fini au-dessus de X
[3]
\X. Par conse´quent le
morphisme (90) est surjectif. ✷
5 Calcul de H∗(X
[3]
, S2L
[3]
)
On calculera dans cette section H∗(X
[3]
,S2L
[3]
) a` partir de la suite exacte du the´ore`me 4.2. On
commence par calculer la cohomologie des termes concerne´s.
Proposition 5.1 On a
H∗(X
[3]
, L2
[3]
) = S2H∗(OX)⊗H
∗(L2). (91)
Preuve :
C’est le re´sultat (2) pour k = 1, n = 3, A = O. ✷
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Proposition 5.2 On a
H∗(X
[3]
,D
[3]
2 ) = H
∗(X,OX )⊗H
∗(X
[2]
,D2).
Preuve :
On rappelle que D
[3]
2 = π32∗L2, L2 = p
∗
32D2, ou` π32, p32 sont les morphismes du diagramme (9). On a
de´montre´ que les fibres du morphisme π32 sont finies au-dessus de l’ouvert X
[3]
\X, ou` X parame`tre les
sche´mas du type {m2x}. On a de´montre´ dans le lemme 4.9(i) que les fibres du morphisme π32 au-dessus
de X sont P1 et dans le lemme 4.8 que la restriction du fibre´ inversible L2 a` ces fibres est le fibre´
inversible trivial. Alors Rqπ32∗L2 = 0 pour q > 0. D’apre`s la suite spectrale de Leray on obtient :
Hq(X
[3]
,D
[3]
2 ) = H
q(X
[3,2]
,L2). (92)
On conside`re le morphisme p˜32 = (a, p32) : X
[3,2]
→ X × X
[2]
, ou` le morphisme a associe au couple
(Z,Z ′) ∈ X
[3]
× X
[2]
le point HC(Z) − HC(Z ′), HC e´tant le morphisme de Hilbert-Chow. Mais
L2 = p˜
∗
32(O ⊠D2). On a de´montre´ dans [D2] que
Rqp˜32∗OX[3,2] =
{
0 si q > 0
O
X×X
[2] si q = 0.
D’apre`s la suite spectrale de Leray on obtient
Hq(X
[3,2]
,L2) = H
q(X ×X
[2]
,O ⊠D2). (93)
Les e´galite´s (92), (93) et le the´ore`me de Ku¨nneth impliquent le re´sultat. ✷
Proposition 5.3 On a
H∗(X
[3]
, π∗µ˜
∗L2) = H∗(X,OX )⊗H
∗(X,L2). (94)
Preuve :
Soit HC : X
[3]
→ S3X le morphisme de Hilbert-Chow. On conside`re le morphisme ν = (a, µ˜) : Σ→
X ×X, ou` a est le morphisme Σ→ X donne´ par a(s) = HC(π(s))− 2µ˜(s). On a
π∗µ˜
∗L2 = π∗ν
∗(O ⊠ L2).
On de´montre :
Lemme 5.4 On a :
Rqν∗OΣ =
{
0 si q > 0
OX×X si q = 0.
En appliquant le lemme on trouve :
Rqν∗ν
∗(O ⊠ L2) =
{
0 si q > 0
O ⊠ L2 si q = 0.
(95)
Alors :
H∗(X
[3]
, π∗ν
∗(O ⊠ L2)) = H∗(Σ, ν∗(O ⊠ L2)) = H∗(X ×X,O ⊠ L2) = H∗(X,O)⊗H∗(X,L2),
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en appliquant le fait que le morphisme π est fini, la relation (95) et le the´ore`me de Ku¨nneth. ✷
Preuve du lemme 5.4 :
Conside´rons le diagramme
D
ν˜ //
π˜32

X × ∂X
[2]
b

Σ
ν //
π

X ×X
∂X
[3]
ou` ν˜ = (a ◦ π˜32, p32), b = (id, pr), et pr : ∂X
[2]
→ X est le morphisme qui associe au sche´ma double
son support. On a vu dans la preuve de la proposition 4.3 et dans le lemme 4.9(i) que les fibres du
morphisme π32 = π ◦ π˜32 sont des ensembles finis ou l’espace projectif P1. Par suite les fibres du
morphisme π˜32 sont des points ou l’espace projectif P1. Donc R
qπ˜32OD = 0 pour q > 0. D’apre`s la
construction de Σ de la preuve du lemme 4.1 on obtient π˜32∗OD = OΣ. La suite spectrale de Leray
pour R(ν ◦ π˜32)∗ = Rν∗ ◦Rπ˜32∗ implique :
Rqν∗OΣ = R
q(ν ◦ π˜32)∗OD, pour q ≥ 0. (96)
Le morphisme ν˜ est un isomorphisme au-dessus des points (X,Z ′) avec x 6= suppZ ′ (son inverse est
donne´ par (x,Z ′) 7→ (Ox ⊕OZ′ , Z
′)). On utilise le
Lemme 5.5 Soit Z ′ ∈ ∂X
[2]
de support x. La fibre F (x,Z ′) du morphisme ν˜ dans (x,Z ′) est une
courbe lisse et rationnelle.
Alors Rqν˜∗OD = 0 pour q > 0. Le morphisme ν˜ est birationnel et la varie´te´ X×∂X
[2]
est lisse, donc
normale. D’apre`s Zariski’s Main Theorem ([Hart], III 11.4) on a ν˜∗OD = OX×∂X[2] . La suite spectrale
de Leray pour R(b ◦ ν˜)∗ = Rb∗ ◦ Rν˜∗ nous donne
Rq(b ◦ ν˜)∗OD = R
qb∗OX×∂X[2] . (97)
Finalement b est une fibration a` fibres P1. Alors
Rqb∗OX×∂X[2] =
{
0 si q > 0
OX×X si q = 0.
(98)
Les relations (96), (97) et (98) nous aident a` conclure la preuve du lemme 5.4. ✷
Preuve du lemme 5.5 :
C’est un e´nonce´ relatif a` OX/m
3
x, donc on peut supposer X = P2. On note (U : V : W ) les
coordonne´es homoge`nes sur P2 et u =
U
W , v =
V
W . Par homoge´ne´ite´ on peut supposer x = (0 : 0 :
1) et IZ′ = (u
2, v). Les sche´mas de longueur 3 a` support dans x contenant Z ′ sont ceux d’ide´al
(v − Au2, u3), A ∈ C ou (u2, uv, v2). Il re´sulte que la fibre ge´ome´trique F (x) est A1 ∪ {∗}. Pour
de´montrer que F (x) est sche´matiquement P1, il suffit de de´montrer que F (x) est lisse au voisinage de
chacun de ses points. Les points d’ide´al (v −Au2, u3), A 6= 0, sont dans la meˆme orbite de l’action de
PGL (3). Tout voisinage du sche´ma (v, u3) contient des points (v−Au2, u3). Il suffit donc de de´montrer
la lissite´ dans le voisinage des points d’ide´al (v, u3) et (u2, uv, v2).
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On utilise la parame´trisation du lemme 4.7. Les sche´mas du voisinage du point (v, u3) de X
[3]
qui
contiennent le sche´ma (v, u2), ve´rifient les e´quations (75) avec λ = µ = α = 0. Ils sont donc les points
d’e´quation B = C = q = r = 0, c’est-a`-dire les sche´mas (v − Au2, u3 + pu2). L’image par ν˜ d’un tel
sche´ma dans X × ∂X
[2]
est ((−p,−Ap2), Z ′). Pour que l’image soit (x,Z ′), on doit avoir p = Ap2 = 0.
Alors F (x,Z ′) est d’e´quation B = C = p = q = r = 0 au voisinage de du point (v, u3), donc elle est
lisse.
Dans le voisinage du point (U2, UV, V 2) = (u2, uv, v2) on utilise la parame´trisation du lemme 4.12.
Les sche´mas du voisinage qui contiennent le sche´ma (V,U2) = (v, u2) ve´rifient les e´quations (83) avec
λ = µ = α = β = 0, c’est-a`-dire :
m2 +m6 = m1 = m4 = m2m6 −m3m5 = 0.
Elles sont en correspondance avec les sche´mas d’ide´al (v(v +m5), v(u +m2), u
2 − vm3). L’image par
ν˜ d’un tel sche´ma est ((−m2,−m5), Z
′). Alors F (x,Z ′) est d’e´quations m1 = m2 = m4 = m5 = m6
au voisinage du point (u2, uv, v2), donc elle est lisse. ✷
On rappelle la convention faite dans la section 3 d’omettre l’espace X dans la notation H∗(X,L)
pour tout faisceau inversible L.
Preuve du the´ore`me 1.2 :
Le the´ore`me 4.2 nous conduit a` une suite longue de cohomologie :
· · · → H∗(X
[3]
,S2L
[3]
)→ H∗(X
[3]
,D
[3]
2 )⊕H
∗(X
[3]
, L2
[3]
)→ H∗(X
[3]
, π∗µ˜
∗L2)→ · · ·
D’apre`s les propositions 5.1, 5.2, le lemme 3.2 et la proposition 5.3 on peut re´-e´crire cette suite sous
la forme :
· · · → H∗(X
[3]
,S2L
[3]
)→ H∗(O)⊗ S2H∗(L)
⊕
S2H∗(O)⊗H∗(L2)→ H∗(O)⊗H∗(L2)→ · · · (99)
Lemme 5.6 Le diagramme
H∗(O)⊗ S2H∗(L)
can

id
**UUU
UUU
UUU
UUU
UUU
UU
H∗(X
[3]
,S2L
[3]
) u
// H∗(D
[3]
2 ) = H
∗(O)⊗ S2H∗(L),
est commutatif.
Preuve :
Le morphisme S2L
[3]
→ D
[3]
2 s’e´crit π∗OS2(Ξ) → π32∗OX[3,2] pour L = O, dans les notations du
diagramme (4). On obtient un morphisme U : X
[3,2]
→ S2(Ξ) qui induit en cohomologie l’application
u.
L’application can est induite par de´finition par le morphisme P : S2(Ξ)→ X × S2X.
L’application id est induite, d’apre`s la proposition 5.2, par le morphisme X
[3,2] (a,HC◦p32)
−→ X × S2X.
Il suffit de de´montrer que le diagramme
X × S2X
S2(Ξ)
P
OO
X
[3,2]
(a,HC◦p32)
eeKKKKKKKKKK
Uoo
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est commutatif. Il suffit de le ve´rifier au-dessus de l’ouvert dense π−132 (X
[3]
∗∗ ), ou` X
[3]
∗∗ est l’ouvert des
sche´mas lisses de X
[3]
. Ici l’application U est de´finie par :
((x1, x2, x3), (xi, xj)) 7→ ((x1, x2, x3), (xi + xj)), i 6= j, i, j ∈ {1, 2, 3}.
La commutativite´ du diagramme en est une conse´quence. ✷
Le lemme implique la de´composition en somme directe
H∗(X
[3]
,S2L
[3]
) = H∗(O)⊗ S2H∗(L)⊕K∗,
et la suite (99) peut s’e´crire :
· · ·K∗ → S2H∗(O)⊗H∗(L2)→ H∗(O)⊗ S2H∗(L2)→ K∗+1 → · · ·
Afin de comprendre le morphisme S2H∗(O)⊗H∗(L2)
b
→ H∗(O)⊗H∗(L2) on conside`re le diagramme :
Ξ
c // S2X ×X
Σ
(π,µ˜)
OO
ν=(a,µ˜)
// X ×X,
d
OO
(100)
ou` :
• Ξ = X
[3,1]
est la varie´te´ d’incidence de´finie a` l’aide du diagramme (1)
• le morphisme c associe au couple (Z, x) ∈ X
[3]
×X le point (HC(Z)− x, x) ∈ S2X ×X
• le morphisme d est de´fini par d(x, y) = (x+ y, y).
Le diagramme (100) est commutatif par de´finition des morphismes. On a de´montre´ dans [D2] que
l’isomorphisme (91) provient de l’identification :
H∗(X
[3]
, L2
[3]
) = H∗(Ξ, c∗(O ⊠ L2)) = H∗(S2X ×X,O ⊠ L2).
On a de´montre´ dans la proposition 5.3 que l’isomorphisme (94) provient de l’identification :
H∗(X
[3]
, π∗µ˜
∗L2) = H∗(Σ, ν∗(O ⊠ L2)) = H∗(X ×X,O ⊠ L2). (101)
En utilisant le diagramme commutatif (100) et les identifications (94), (101) on de´duit que le mor-
phisme S2H∗(O)⊗H∗(L2)→ H∗(O)⊗H∗(L2) est le morphisme
d∗ : H∗(S2X ×X,O ⊠ L2)→ H∗(X ×X,O ⊠ L2).
D’apre`s la formule de Ku¨nneth il s’e´crit :
uv ⊗ α→ u⊗ vα+ (−1)pqv ⊗ uα,
pour u ∈ Hp(OX), v ∈ H
q(OX), α ∈ H
∗(L2). En particulier ce morphisme est surjectif : le morphisme
H∗(O)⊗H∗(L)→ S2H∗(O)⊗H∗(L) (102)
donne´ par
u⊗ α 7→ (1 · u)⊗ α−
1
2
1⊗ uα
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est une section de ce morphisme. Alors K∗ = Ker b, d’ou` la conclusion. ✷
Preuve du the´ore`me 1.7 :
On tensorise la suite exacte du the´ore`me 4.2 par le faisceau inversible DA3 sur X
[3]
. De la meˆme
manie`re que les e´nonce´s 5.1, 5.2, 5.3 on prouve
H∗(X
[3]
, L2
[3]
⊗DA3 ) = S
2H∗(X,A) ⊗H∗(X,L2 ⊗A),
H∗(X
[3]
,D
[3]
2 ⊗D
A
3 ) = H
∗(X,A) ⊗ S2H∗(X,L ⊗A),
H∗(X
[3]
, π∗µ˜
∗L2 ⊗DA3 ) = H
∗(X,A) ⊗H∗(X,L2 ⊗A2).
On obtient la suite exacte longue :
· · · → H∗(X
[3]
,S2L
[3]
⊗DA3 )→ H
∗(X,A) ⊗ S2H∗(X,L⊗A)⊕ S2H∗(X,A) ⊗H∗(X,L2 ⊗A)→
→ H∗(X,A) ⊗H∗(X,L2 ⊗A2)→ · · · (103)
De meˆme que dans la preuve du lemme 5.6, la composition
H∗(X,A) ⊗ S2H∗(X,L⊗A)
can
→ H∗(X
[3]
,S2L
[3]
⊗DA3 )→ H
∗(X,A) ⊗ S2H∗(X,L⊗A)
est un isomorphisme. Alors H∗(X
[3]
,S2L
[3]
⊗DA3 ) = H
∗(X,A)⊗S2H∗(X,L⊗A)⊕K∗, et la suite exacte
(103) se transforme dans la suite exacte (15). ✷
6 Le calcul de H0(X
[n]
, S2L
[n]
)
Cette section est consacre´e au calcul de l’espace des sections globales H0(X
[n]
,S2L
[n]
). On sup-
pose partout dans cette section que n ≥ 2. Puisque X
[n]
∗ est un ouvert dont la codimension du
comple´mentaire est e´gale a` 2 dans la varie´te´ lisse X
[n]
, et S2L
[n]
est localement libre, on a :
H0(X
[n]
,S2L
[n]
) = H0(X
[n]
∗ ,S
2L
[n]
). (104)
On calculera H0(X
[n]
∗ ,S
2L
[n]
) a` partir de la suite exacte (10). On commence par calculer H0(X
[n]
∗ ,D
[n]
2 )
et H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
).
On note Li = pr
∗
iL l’image re´ciproque de L par la projection pri : X
n → X et Lij = Li ⊗ Lj. Par
abus de notation on note e´galement Lij l’image re´ciproque ρ
∗Lij sur B
n
∗ , ρ e´tant le morphisme du
diagramme (8).
Proposition 6.1 Le faisceau D
[n]
2 rentre dans la suite exacte sur B
n
∗ :
0→ D
[n]
2 →
∑
i 6=k
Lik
a
→
∑
i<j
k 6=i,j
Lik|Eij → 0, (105)
ou` les indices i, j, k parcourent l’ensemble {1, 2, . . . , n} et l’application a est de´finie de la manie`re
suivante
• la composante Lik → Lik|Eij est la restriction a` Eij du faisceau Lik lorsque i < j
• la composante Lik → Lik|Eij = Ljk|Eij est (−1) fois la restriction a` Eij du faisceau Ljk lorsque
i < j
• la composante Lik → Lik|Eij est nulle dans tous les autres cas.
31
Preuve :
On peut recouvrir Bn∗ par les ouverts B
n
ij . Il suffit donc de prouver l’exactitude de la suite exacte en
restriction a` chacun de ces ouverts. On utilise l’identification du lemme 2.3. Pour simplifier on prend
{i, j} = {1, 2}. D’apre`s la relation (35) on a :
D
[n]
2 = D2 ⊠O ⊕ L
[2]
⊠ (
∑
i≥3
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij).
Par de´finition on a :∑
i 6=k
Lik = D2 ⊠O ⊕ (L1 ⊕ L2)⊠ (
∑
i≥3
Li)⊕O ⊠ (
∑
3≤i<j≤n
Lij),
∑
k 6=1,2
L1k|E12 = 0⊕ L1|E ⊠ (
∑
i≥3
Li)⊕ 0,
Lik|Eij = 0 pour {i, j} 6= {1, 2}.
La suite exacte (105) re´sulte de la suite exacte (21) sur B2 :
0→ L
[2]
→ L1 ⊕ L2 → L1|E → 0. ✷
Proposition 6.2 Soit n ≥ 2. On a
H0(X
[n]
∗ ,D
[n]
2 ) = S
2H0(X,L).
Preuve :
Le cas n = 2 a e´te´ examine´ dans le lemme 3.2. On supposera dans la suite que n > 2. Le faisceau
D
[n]
2 sur B
n
∗ est l’image re´ciproque du faisceau D
[n]
2 sur X
[n]
∗ . On trouve
H0(X
[n]
∗ ,D
[n]
2 ) = H
0(Bn∗ ,D
[n]
2 )
Sn .
Le morphisme ρ : Bn∗ → X
n
∗ est l’e´clatement des diagonales ∆ij = {xi = xj} de l’ouvert X
n
∗
de Xn obtenu en gardant seulement les n-uples admettant au plus deux coordonne´es e´gales. Alors
ρ∗OBn
∗
= OXn
∗
, donc H0(Bn∗ , Lik) = H
0(Xn∗ , Lik). CommeX
n
∗ est un grand ouvert deX
n (c’est-a`-dire un
ouvert dont le comple´mentaire est au moins de codimension 2) on trouve H0(Xn∗ , Lik) = H
0(Xn, Lik).
Finalement, la formule de Ku¨nneth identifie H0(Xn, Lik) = H
0(X,L) ⊗H0(X,L), par le morphisme
Xn
(pri,prk)
−→ X ×X.
En conclusion, un e´le´ment de H0(Bn∗ , Lik) correspond a` un e´le´ment aik ∈ H
0(X,L) ⊗ H0(X,L). Par
construction, l’e´le´ment aki est le transpose´ de l’e´le´ment aik par l’action de S2 sur H
0(X,L)⊗H0(X,L).
De manie`re analogue l’application Eij
ρ
→ ∆ij∗ ≃ X
n−1
∗ induit un isomorphisme
H0(Bn∗ , Lik|Eij ) ≃ H
0(X,L) ⊗H0(X,L),
et le morphisme Lik → Lik|Eij induit un isomorphisme
H0(X,L) ⊗H0(X,L) ≃ H0(X,L) ⊗H0(X,L).
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A` partir de la suite exacte (105) on trouve qu’un e´le´ment de H0(Bn∗ ,D
[n]
2 ) s’identifie avec une suite
d’e´le´ments (aik)i 6=k ∈ H
0(X,L) ⊗ H0(X,L) dont les images par l’application a sont nulles. Pour tout
triplet de nombres distincts i, j, k on a :
aik = ajk, aij = akj, aji = aki.
Donc aik = ajk = aji = akj = aij, tous les e´le´ments aik sont e´gaux et syme´triques : aik ∈ S
2H0(X,L) ⊂
H0(X,L)⊗H0(X,L). Alors H0(Bn∗ ,D
[n]
2 ) = S
2H0(X,L). L’action sur S2H0(X,L) par cette identification
est triviale (Sn envoie aik sur aσ(i)σ(k)). On obtient H
0(X
[n]
∗ ,D
[n]
2 ) = S
2H0(X,L). ✷
Proposition 6.3 Soit n ≥ 2. On a
H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
) = H0(X,L2).
Preuve :
La varie´te´ ∂X
[n]
∗ co¨ıncide avec l’ouvert U des points (Z
′, x3+· · ·+xn) dans ∂X
[2]
×Sn−2X pour lequels
les points xi sont distincts entre eux et disjoints de suppZ
′. On conside`re l’ouvert V ⊂ X × Sn−2X
des points (x1, x3 + · · ·+ xn) tels que tous les xi sont distincts. Le morphisme
π : U → V, (Z ′, x3 + · · ·+ xn) 7→ (suppZ
′, x3 + · · ·+ xn)
est une fibration a` fibres P1, et µ = π ◦ pr1. Alors
H0(X
[n]
∗ , µ
∗L2) = H0(V,L2 ⊠O).
L’ouvert V est grand dans X × Sn−2X dans le sens de´ja` employe´, donc
H0(V,L2 ⊠O) = H0(X × Sn−2X,L2 ⊠O) = H0(X,L). ✷
Preuve du the´ore`me 1.4 :
La suite exacte (10) induit la suite exacte
0→ H0(X
[n]
∗ ,S
2L
[n]
)→ H0(X
[n]
∗ ,D
[n]
2 )⊕H
0(X
[n]
∗ , L
2[n])→ H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
) (106)
Le meˆme argument que dans la preuve du lemme 5.6 prouve que la composition
S2H0(X,L)
can
→ H0(X
[n]
∗ ,S
2L
[n]
)→ H0(X
[n]
∗ ,D
[n]
2 ) = S
2H0(X,L)
est un isomorphisme. Par conse´quent H0(X
[n]
∗ ,S
2L
[n]
) s’e´crit S2H0(X,L)⊕K0, ou` K0 est le noyau du
morphisme :
H0(X
[n]
∗ , L
2[n])
b
→ H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
) = H0(X,L2).
Dans [D2] il est de´montre´ que l’isomorphisme (2)
H0(X
[n]
∗ , L
2[n]) = H0(X,L2)
est induit par une application Ξ = X
[n,1]
→ Sn−1X × X. La proposition 6.3 nous donne un isomor-
phisme
H0(∂X
[n]
∗ , µ
∗L2) = H0(X,L2),
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induit par un morphisme ∂X
[n]
→ Sn−2X×X. Par le meˆme argument que dans la preuve du the´ore`me
1.2 (diagramme (100)) ces morphismes sont compatibles. Par conse´quent le morphisme b est un iso-
morphisme, donc K0 = 0. ✷
Preuve du the´ore`me 1.8 :
On tensorise la suite exacte (10) par le faisceau inversible DAn sur X
[n]
∗ . On obtient une suite exacte
de sections globales :
0→ H0(X
[n]
∗ ,S
2L
[n]
⊗DAn ) → H
0(X
[n]
∗ ,D
[n]
2 ⊗D
A
n )⊕H
0(X
[n]
∗ , L
2[n] ⊗DAn )→
→ H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
⊗DAn ) (107)
De manie`re analogue a` la preuve des propositions 6.2, 6.3 on de´montre :
H0(X
[n]
∗ ,D
[n]
2 ⊗D
A
n ) = S
n−2H0(A)⊗ S2H0(L⊗A)
H0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
⊗DAn ) = S
n−2H0(A)⊗H0(L2 ⊗A2). (108)
Le meˆme argument que dans la preuve du lemme 5.6 de´montre que la composition
Sn−2H0(X,A) ⊗ S2H0(L⊗A)
can
→ H0(X
[n]
,S2L
[n]
⊗DAn )→ H
0(X
[n]
∗ ,D
[n]
2 ⊗D
A
n )
est un isomorphisme. D’ou` la de´composition en somme directe (16), ou` K0 est le noyau du morphisme
b : H0(X
[n]
∗ , L
2[n] ⊗DAn )→ H
0(X
[n]
∗ , µ
∗L2|
∂X
[n]
∗
⊗DAn ). (109)
Dans [D2] il est de´montre´ que l’isomorphisme (12)
H0(X
[n]
∗ , L
2[n] ⊗DAn ) ≃ H
0(Sn−1X ×X,DAn−1 ⊠ (L
2 ⊗A)) ≃ Sn−1H0(A)⊗H0(L2 ⊗A)
est induit par une application Ξ = X
[n,1]
→ Sn−1X × X. L’isomorphisme (108) est induit par une
application ∂X
[n]
∗ → S
n−2X × X. Par suite le morphisme (109) s’e´crit sous la forme (17). Le meˆme
argument que dans la preuve du the´ore`me 1.2 (diagramme (100)) de´montre que le morphisme (17) est
induit par l’application :
d : Sn−2X ×X → Sn−1X ×X
(x3 + · · · + xn, x) 7→ (x+ x3 + · · ·+ xn, x).
D’apre`s la formule de Ku¨nneth l’application (17) s’e´crit explicitement sous la forme (18). ✷
7 Re´sultats pour H∗(X
[n]
, S2L
[n]
) pour n ge´ne´ral
Partout dans cette section n sera un entier ≥ 2. Les re´sultats de la section 4 seront utilise´s ici
pour e´tendre la suite exacte (10) a` une suite exacte sur un ouvert X
[n]
∼ dont le comple´mentaire est
de codimension 3 dans X
[n]
. L’extension a` X
[n]
de cette suite exacte, donne´e dans le the´ore`me 7.7,
nous permettra d’e´noncer, dans la proposition 7.9, des conditions suffisantes pour que le calcul de
H∗(X
[n]
,S2L
[n]
) pour n ge´ne´ral puisse se faire de manie`re analogue que dans les cas particuliers n = 2, 3.
On note X
[n]
(3) l’ouvert des sche´mas Z dont le support sche´matique est de la forme HC(Z) = x1 +
· · ·+xn ou 2x1+x3+ · · ·+xn ou 3x1+x4+ · · ·+xn, pour des xi distincts. On note X
[n]
(2,2) l’ouvert des
sche´mas Z dont le support sche´matique est de la forme HC(Z) = x1+ · · ·+ xn ou 2x1+x3+ · · ·+ xn
ou 2x1 + 2x3 + x5 + · · ·+ xn, pour des xi distincts. On note X
[n]
∼ = X
[n]
(3) ∪X
[n]
(2,2).
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Proposition 7.1 Le faisceau D
[n]
2 est localement libre de rang
n(n−1)
2 sur X
[n]
∼ .
Preuve :
Il suffit de de´montrer cette affirmation pour l’image re´ciproque de D
[n]
2 par le morphisme q :
Bn → X
[n]
du diagramme (8). Par abus de notation, on note aussi D
[n]
2 cette image re´ciproque.
On note Bn∼,B
n
(3) respectivement B
n
(2,2) les images re´ciproques par q des ouverts X
[n]
∼ ,X
[n]
(3),X
[n]
(2,2). On
de´montrera que D
[n]
2 est localement libre de rang
n(n−1)
2 sur B
n
(3) et B
n
(2,2). L’ouvert B
n
(3) est recouvert
par les ouverts Bnijk des points Z ∈ B
n tels que ρ(Z) a tous ses points xl, l 6= i, j, k distincts entre eux
et distincts de xi, xj , xk. De la meˆme manie`re que dans le lemme 2.3 on peut de´montrer que chacun
des ouverts Bnijk s’identifie a` un ouvert dans B
3 ×Xn−3. De la meˆme manie`re que dans le lemme 2.5,
relation (35), on peut de´montrer l’identification (pour simplifier on prend (i, j, k) = (1, 2, 3)) :
D
[n]
2 = D
[3]
2 ⊠O ⊕ L
2[2]
⊠ (
∑
i≥4
Li)⊕O ⊠ (
∑
4≤i<j≤n
Lij).
D’apre`s la proposition 4.3, D
[3]
2 est localement libre de rang 3. Les autres faisceaux intervenant dans
la de´composition sont localement libres. Par suite D
[n]
2 est localement libre sur B
n
1,2,3 de rang 3 + 3 ·
(n− 3) + (n−3)(n−4)2 =
n(n−1)
2 .
De la meˆme manie`re, Bn(2,2) est recouvert par les ouverts B
n
ij,kl pour i, j, k, l distincts dans l’ensemble
{1, · · · , n}, ou` Bnij,kl est l’ouvert des points Z ∈ B
n tels que ρ(Z) a tous ses points xm distincts, sauf
peut-eˆtre xi = xj et xk = xl. Pareil, on prouve que chacun des B
n
ij,kl s’identifie a` un ouvert dans
B2×B2×Xn−4 et que dans cette identification on a (pour simplifier on prend (i, j, k, l) = (1, 2, 3, 4)) :
D
[n]
2 = D2 ⊠O ⊠O ⊕O ⊠D2 ⊠O ⊕ L
2[2]
⊠ L2
[2]
⊠O ⊕
⊕L2
[2]
⊠O ⊠ (
∑
i≥5
Li)⊕O ⊠ L
2[2]
⊠ (
∑
i≥5
Li)⊕O ⊠O ⊠ (
∑
5≤i<j≤n
Lij).
Par conse´quent D
[n]
2 est localement libre de rang
1 + 1 + 2 · 2 + 2 · (n− 4) + 2 · (n− 4) +
(n− 4)(n − 5)
2
=
n(n− 2)
2
sur Bn(2,2). ✷
On avait note´ ∂X
[n]
l’hypersurface des sche´mas singuliers dansX
[n]
. L’ouvert ∂X
[n]
∗ = ∂X
[n]
∩X
[n]
∗ est
lisse, irre´ductible et dont le comple´mentaire est de codimension 2 dans X
[n]
. Alors ∂X
[n]
est re´duite
et irre´ductible, donc inte`gre. On conside`re sa normalisation π : Σ → ∂X
[n]
. On note Σ∼ l’image
re´ciproque π−1(∂X
[n]
∩X
[n]
∼ ). L’ouvert ∂X
[n]
∗ est lisse, donc π est un isomorphisme au-dessus de ∂X
[n]
∗ .
On note i : ∂X
[n]
∗ → Σ le morphisme d’inclusion. L’analogue du lemme 4.1 est :
Lemme 7.2 On conside`re le diagramme :
Σ∼
π

∂X
[n] ∂X
[n]
∗
joo
i
ccGGGGGGGGG
µ // X,
ou` µ est le morphisme de´fini dans la section 2. Il existe une application re´gulie`re µ˜ : Σ∼ → X qui
rend commutatif ce diagramme.
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Preuve :
Conside´rons l’image re´ciproque
Dn = p−1n2 (∂X
[2]
) (110)
de l’hypersurface ∂X
[2]
⊂ X
[2]
. De la meˆme manie`re que dans la de´monstration du lemme 4.1, la
preuve du lemme se re´duit a` l’analogue de lemme 5.6 :
Lemme 7.3 La varie´te´ Dn∼ = D
n ∩ π−132 (X
[n]
∼ ) est lisse.
Preuve :
La question est locale et il suffit de la traiter en ge´ome´trie analytique. Le morphisme πn2 : D
n →
∂X
[n]
est un isomorphisme au-dessus de ∂X
[n]
∗ , et ∂X
[n]
∗ est lisse. Il suffit donc de traiter le proble`me
au-dessus d’un point de X
[n]
(3) \X
[n]
∗ et au-dessus d’un point de X
[n]
(2,2) \X
[n]
∗ . On note Z0 ce point.
Dans le premier cas le point Z0 admet un voisinage analytique isomorphe a` un ouvert analytique de
X
[3]
×Xn−3, et dans cette identification le morphisme πn2 s’e´crit π32 × id. On applique le lemme 4.6
pour conclure.
Dans le second cas soit Z0 = (Z,Z
′) ∈ D ⊂ X
[n]
× ∂X
[2]
. Le sche´ma Z est la re´union disjointe
Z ′ ∐ Z ′′ ∐ x5 ∐ . . . ∐ xn, ou` Z
′′ ∈ ∂X
[2]
et les points de suppZ ′, suppZ ′′ et xi sont deux a` deux
disjoints. Le point Z admet un voisinage analytique dans X
[n]
isomorphe a` un voisinage analytique du
point (Z ′, Z ′′, x5, · · · , xn) dans X
[2]
×X
[2]
×Xn−4. Dans cette identification, le ferme´ D ⊂ X
[n]
×∂X
[2]
co¨ıncide avec le ferme´ D ⊂ (X
[2]
×X
[2]
×Xn−4)× ∂X
[2]
des points ((Z ′, Z ′′, x5, · · · , xn), Z
′′′) tels que
Z ′ = Z ′′′. Alors D est isomorphe localement avec ∂X
[2]
×X
[2]
×Xn−4, donc D est lisse. ✷
Remarque 7.4 On ne peut pas affirmer l’existence d’une application µ˜ : Σ → X, puisque la varie´te´
X
[n,2]
n’est pas force´ment lisse. On ne peut pas appliquer la proposition II 8.23(b) de [Hart] pour
de´montrer la normalite´ de la varie´te´ Dn.
Les lemmes 4.4 et 4.5 admettent les ge´ne´ralisations suivantes, dont la de´monstration est comple`te-
ment analogue :
Lemme 7.5 Le morphisme L2
[n]
→ µ∗L2|
∂X
[n]
∗
sur X
[n]
∗ de la suite exacte (10) se prolonge a` un
morphisme surjectif sur X
[n]
∼ :
L2
[n]
→ π∗µ˜
∗L2.
Lemme 7.6 Le morphisme D
[n]
2 → µ
∗L2|
∂X
[n]
∗
sur X
[n]
∗ de la suite exacte (10) se prolonge a` un
morphisme surjectif sur X
[n]
∼ :
D
[n]
2 → π∗µ˜
∗L2.
Le faisceau µ˜∗L2 est inversible sur le grand ouvert Σ∼ = π
−1(X
[n]
∼ ) (dont le comple´mentaire est de
codimension supe´rieure ou e´gale a` 2) dans la varie´te´ normale Σ. Il se prolonge a` un faisceau inversible
L˜2 sur Σ. On note j : X
[n]
∼ → X
[n]
l’inclusion canonique. On est en mesure d’e´noncer
The´ore`me 7.7 La suite exacte (10) de faisceaux sur X
[n]
∗ se prolonge a` une suite exacte sur X
[n]
∼ :
0→ S2L
[n]
→ j∗D
[n]
2 ⊕ L
2[n] → π∗L˜2 → 0. (111)
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Preuve :
La preuve reprend a` l’identique la preuve du the´ore`me 4.2, pour les inclusions X
[n]
∗
k
→ X
[n]
∼
j
→ X
[n]
.
On utilise l’annulation
R1j∗(S
2L
[n]
) = 0, (112)
qui vient du fait que j : X
[n]
∼ → X
[n]
est l’inclusion d’un ouvert dont le comple´mentaire est de
codimension 3 dans la varie´te´ lisse X
[n]
. ✷
La remarque suivante re´sume les re´sultats techniques suffisants pour une ge´ne´ralisation des the´-
ore`mes 1.1 (n=2) et 1.2 (n=3) a` un re´sultat valable pour n ge´ne´ral. On rappelle que les sche´mas
X
[n,2]
respectivement Dn ont e´te´s de´finis dans le diagramme (9), respectivement (110). On rappelle la
de´finition suivante de [KKMSD], chap. I,§3 :
De´finition 7.8 Un sche´ma X est a` singularite´s rationnelles s’il est normal et si, pour f : Z → X
une re´solution des singularite´s de X, l’une des conditions e´quivalentes suivantes est ve´rifie´e :
a) Rif∗OZ = 0 pour i > 0.
b) X est Cohen-Macaulay et f∗ωZ = ωX
(ou` ωZ est le faisceau dualisant sur Z et ωX le faisceau dualisant sur X).
Remarque 7.9 Les the´ore`mes 1.1 et 1.2 sugge`rent pour n ≥ 2 l’isomorphisme :
H∗(X
[n]
,S2L
[n]
) = Sn−2H∗(X,O)⊗ S2H∗(X,L)
⊕
(Sn−1H∗(X,O)/Sn−2H∗(X,O))⊗H∗(X,L2).
Cette affirmation re´sulte des hypothe`ses suivantes :
• le faisceau D
[n]
2 est localement libre sur X
[n]
(113)
• le morphisme πn2 : X
[n,2]
→ X
[n]
satisfait Rqπn2∗(p
∗
n2D2) = 0 pour q > 0 (114)
• le morphisme πn2 : D
n → X
[n]
satisfait Rqπn2∗(p
∗
n2D2) = 0 pour q > 0 (115)
• le sche´ma X
[n,2]
est a` singularite´s rationnelles (116)
• le sche´ma Dn est a` singularite´s rationnelles. (117)
Preuve de la remarque 7.9 :
La relation (113) permet de remplacer j∗D
[n]
2 par D
[n]
2 dans la suite (111). On commence par
de´montrer l’analogue de la proposition 5.2 :
Lemme 7.10 Dans les hypothe`ses (113), (114) et (116) on a :
H∗(X
[n]
,D
[n]
2 ) = S
n−2H∗(X,O)⊗ S2H∗(X,L).
Preuve du lemme :
La relation (114) implique
H∗(X
[n]
,D
[n]
2 ) = H
∗(X
[n,2]
, p∗n2D2). (118)
On conside`re le morphisme p˜n2 = (a, pn2) : X
[n,2]
→ Sn−2X × X
[2]
, ou` le morphisme a associe au
couple (Z,Z ′) ∈ X
[n]
×X
[2]
le point HC(Z)−HC(Z ′), HC e´tant le morphisme de Hilbert-Chow. On
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conside`re ensuite une re´solution des singularite´s r : X
[n,2]′
→ X
[n,2]
. Le morphisme p˜n2 est birationnel,
donc p˜′n2 = p˜n2 ◦ r est une re´solution des singularite´s. Par [Bout], S
n−2X × X
[2]
est a` singularite´s
rationnelles, donc
Rqp˜′n2∗OX[n,2]′ =
{
0 si q > 0
O
Sn−2X×X
[2] si q = 0.
(119)
L’hypothe`se (116) implique
Rqr∗OX[n,2]′ =
{
0 si q > 0
O
Sn−2X×X
[2] si q = 0.
(120)
Les relations (119), (120) et la suite spectrale de Leray pour Rp˜′n2∗ = Rpn2∗ ◦Rr∗ impliquent :
Rqpn2∗OX[n,2] =
{
0 si q > 0
O
Sn−2X×X
[2] si q = 0
d’ou` :
H∗(X
[n,2]
, p∗n2D2) = H
∗(Sn−2X ×X
[2]
,O ⊠D2) = S
n−2H∗(X,O)⊗ S2H∗(X,L). (121)
Les relations (118) et (121) impliquent le re´sultat. ✷
Le lemme suivant ge´ne´ralise la proposition 5.3 :
Lemme 7.11 Dans les hypothe`ses (115) et (117) on a :
H∗(X
[n]
, L˜2) = Sn−2H∗(X,O) ⊗H∗(X,L2).
Preuve :
On conside`re le morphisme ν = (a, µ˜) : Σ→ Sn−2X ×X, ou` a est le morphisme Σ→ Sn−2X donne´
par a(s) = HC(π(s))− 2µ˜(s). En analogie avec la preuve de la proposition 5.3, il suffit de de´montrer :
Lemme 7.12 On a :
Rqν∗OΣ =
{
0 si q > 0
OSn−2X×X si q = 0.
(122)
Preuve du lemme 7.12 :
Soit r : D′ → Dn une re´solution des singularite´s. Conside´rons le diagramme :
D′
r // Dn
ν˜//
π˜n2

Sn−2X × ∂X
[2]
b

Σ
ν //
π

Sn−2X ×X
∂X
[3]
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ou` ν˜ = (a ◦ πn2, pn2). En analogie avec la preuve du lemme 5.4, l’hypothe`se (115) permet de re´duire
le proble`me (122) au morphisme Dn → Sn−2X × X, l’hypothe`se (117) nous permet encore de nous
re´duire au morphisme D′ → Sn−2X ×X, et le fait que Sn−2X × ∂X
[2]
est a` singularite´s rationnelles
re´duit le proble`me au morphisme Sn−2X ×X → Sn−2X ×X, fibration en P1. ✷
On vient de de´montrer les lemmes 7.10 et 7.11, les analogues des propositions 5.2 et 5.3. A` partir
de la`, la de´monstration de la proposition 7.9 recopie identiquement la preuve du the´ore`me 1.2. ✷
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