We propose an algebraic structure generalizing quandles, that is analogous to biquandles. A homology theory is developed for set-theoretic Yang-Baxter equations, and knot invariants are constructed by generalized colorings and Yang-Baxter cocycles.
Introduction
The introduction of virtual knots by Kauffman [19, 20] has re-focused attention on algebraic structures that are defined via diagrams. Advantages of using virtual knots were observed for the bracket polynomial [20] and Vassiliev invariants [15] . The fundamental (Wirtinger) groups of virtual knots were studied [22, 28] and their geometric interpretations were given [17] . Generalizations of Alexander polynomials were studied in relations to virtual knots [27, 29] . The theory of racks and quandles (in particular the homology theory thereof) as exposed in [11, 12, 13] was used to define state-sum invariants for knotted surfaces, as well as for classical and virtual knots [3] . A generalization of quandles, called biquandles, is proposed in [21] . Examples include a generalized Burau matrix used in [27] and [29] .
In this paper we give another generalization of racks and quandles, which we call ubiques. Ubiques can be used to color knot diagrams, and examples can be constructed from solutions to the set-theoretic Yang-Baxter equation (YBE) . A homology theory for the YBE is constructed, and cocycles are used to define knot invariants via a state-sum formulation.
The set theoretic solutions to the Yang-Baxter equations are studied in detail in the papers [9, 10, 23, 30] . Their affine solutions appear among our birack matrices. Some of these solutions also appeared in [29] and [8] .
This paper is organized as follows. After a brief background review in Section 2, a definition of a ubique is given is Section 3. Knot colorings by ubiques are defined in Section 4, and examples of ubiques are constructed in Section 5. A linear example is used to define modules and matrices that are generalizations of Alexander modules and matrices, and relations to known examples are discussed. A homology theory for the YBE is developed in Section 6, and cocycle invariants are defined in Section 8.
A brief review of quandles and virtual knots
A quandle, X, is a set with a binary operation (a, b) → a * b such that (I) For any a ∈ X, a * a = a.
(II) For any a, b ∈ X, there is a unique c ∈ X such that a = c * b.
(III) For any a, b, c ∈ X, we have (a * b) * c = (a * c) * (b * c).
A rack is a set with a binary operation that satisfies (II) and (III). Racks and quandles have been studied in, for example, [1, 11, 16, 18, 24] . The axioms for a quandle correspond respectively to the Reidemeister moves of type I, II, and III (see [11, 18] , for example, as well as Fig. 1 ). A function f : X → Y between quandles or racks is a homomorphism if f (a * b) = f (a) * f (b) for any a, b ∈ X.
The following are typical examples of quandles.
• A group X = G with n-fold conjugation as the quandle operation: a * b = b −n ab n .
• Any set X with the operation x * y = x for any x, y ∈ X is a quandle called the trivial quandle. The trivial quandle of n elements is denoted by T n .
• Let n be a positive integer. For elements i, j ∈ {0, 1, . . . , n − 1}, define i * j ≡ 2j − i (mod n). Then * defines a quandle structure called the dihedral quandle, R n . This set can be identified with the set of reflections of a regular n-gon with conjugation as the quandle operation.
• Any Λ(= Z[T, T −1 ])-module M is a quandle with a * b = T a + (1 − T )b, a, b ∈ M , called an Alexander quandle. Furthermore for a positive integer n, a mod-n Alexander quandle Z n [T, T −1 ]/(h(T )) is a quandle for a Laurent polynomial h(T ). The mod-n Alexander quandle is finite if the coefficients of the highest and lowest degree terms of h are units of Z n . The dihedral quandle R n is a special case of this construction since it is isomorphic to Z n [T, T −1 ]/(T + 1).
A coloring of an oriented classical knot diagram is a function C : R → X, where X is a fixed quandle and R is the set of over-arcs in the diagram, satisfying the condition depicted in the top of Fig. 1 . In the figure, a crossing with over-arc, r, has color C(r) = y ∈ X. The under-arcs are called r 1 and r 2 from top to bottom; the normal (co-orientation) of the over-arc r points from r 1 to r 2 . Then it is required that C(r 1 ) = x and C(r 2 ) = x * y. Observe that a coloring is a quandle homomorphism from the fundamental quandle of the knot (see [16] ) to the quandle X. With this coloring, a relation to the type III move is depicted in Fig. 1 bottom.
Figure 2: Virtual Reidemeister moves
A virtual link diagram [19, 20] consists of generic closed curves in R 2 such that each crossing is either a classical crossing with over-and under-arcs, or a virtual crossing without over or under information. Let VL be the set of virtual link diagrams. Virtual Reidemeister equivalence is an equivalence relation on VL generated by the Reidemeister moves depicted in Fig. 2 , and ordinary Reidemeister moves. Put V L = VL/ ∼ , where ∼ is the virtual Reidemeister equivalence. Each element of V L is called a virtual link .
If the given set of curves of a diagram is connected (i.e, the diagram consists of a single component curve), then it is called a virtual knot diagram. The set of virtual knot diagrams are denoted by VK, and the set of equivalence classes are denoted by V K = VK/ ∼ , whose elements are called virtual knots.
The colorings of diagrams by quandle elements are similarly defined for virtual links, and the numbers of colorings are virtual link invariants.
Ubiques
Definition 3.1 A set X is called a birack if there is a mapping R : X × X → X × X with the following properties.
1. The map R is invertible. The inverse of R is denoted byR : X × X → X × X.
The images of the map R are written by
where A i ∈ X for i = 1, 2, 3, 4.
2. For any A 1 , A 3 ∈ X there is a unique A 2 ∈ X such that R 1 (A 1 , A 2 ) = A 3 . We say that R 1 is left-invertible.
3. For any A 2 , A 4 ∈ X there is a unique A 1 ∈ X such that R 2 (A 1 , A 2 ) = A 4 . We say that R 2 is right-invertible.
4. R satisfies the set-theoretic Yang-Baxter equation:
where 1 denotes the identity mapping.
To specify the map, we also say that (X, R) is a birack. Here we only present Fig. 3 showing which elements of a birack in the above definitions correspond to which arcs in a diagram, as this is convenient to follow algebraic computations.
Lemma 3.3 Denote the images of the inverse mapR bȳ
ThenR 1 is left-invertible, andR 2 is right-invertible.
Proof. Let A 1 , A 3 ∈ X be given. By the left-invertibility of R 1 , there is a unique
, and R(A 3 , A 4 ) = (A 1 , A 2 ). In particular, there is a unique A 4 ∈ X such thatR 1 (A 3 , A 4 ) = A 1 , as desired. Let A 2 , A 4 ∈ X be given. By the right-invertibility of R 2 , there is a unique A 2 ). In particular, there is a unique A 3 ∈ X such thatR 2 (A 3 , A 4 ) = A 2 , as desired.
Remark 3.4
In terms of the diagrams in Fig. 3 , the first three conditions in the above definition, together with the preceding lemma, can be stated that any adjacent pair of elements at a crossing determines the rest.
Then there is a unique A 2 with R 1 (A 1 , A 2 ) = A 3 , and denote this by
For these maps, we have
where P denoted the transposition P (x, y) = (y, x).
Proof. Note that the mappings have the following relations.
where A 4 is a unique element such thatR 1 (A 3 , A 4 ) = A 1 , and we set A 2 =R 2 (A 3 , A 4 ). On the other hand,
, where A 2 is a unique element such that R 1 (A 1 , A ′ 2 ) = A 3 , and we set
From the uniqueness of A 4 withR 1 (A 3 , A 4 ) = A 1 , we have A 4 = A ′ 4 , and then A 2 = A ′ 2 follows.
Definition 3.6 A ubique (X, R) is a birack with the following properties, called the type I conditions.
1. For each i = 1, 2 and for any A ∈ X, R i (A, A) = A andR i (A, A) = A.
For any
Definition 3.7 A map f : X → Y between two biracks or ubiques (X, R) and (Y, S) is a (birack or ubique) homomorphism if R and f × f commute:
A bijective homomorphism is an isomorphism.
Example 3.8 Any set X with R(a, b) = (b, a) for any a, b ∈ X is a ubique, called a trivial ubique. 
Then (X, R) is a ubique. The first three conditions of a birack and the type I conditions are easily checked. The Yang-Baxter equation is checked as depicted in Fig. 4 .
Example 3.11 Some known generalizations of Burau representations readily define birack structures. For example, let G be a group, and define R :
Then R defines a birack structure, as this was shown to define a braid group representation on free groups [34] . Other Wirtinger type examples can be found in [34] . Another such example is constructed from [29] . Take a group G with a Λ = Z × Z-action.
gives a birack structure.
Remark 3.12
The construction in Example 3.10 for knot quandles gives the following topological interpretation: homotopy classes of binooses with two end points fixed at two base points form a ubique. This is a generalization of the fundamental quandles of knots (see [11, 16, 24] , for example). Let K be a link diagram on the plane, regarded as z = 0 in R3. The diagram is regarded as lying on the plane except near under-crossings, where under-arcs go below, but not far from, the plane. Let x a and x b be base points far above and below the plane, respectively. Consider a binoose:
The points O = (0, 0), L = (−2, 0), R = (2, 0) are called the center and left, right end points, respectively. Let BN be the set of continuous maps f :
, and BN / ∼ be those modulo homotopy through such maps.
For f ∈ BN , let ∂ 1 (f ) be the image under f of a loop which starts from L to (−1, 0), goes around x2 + y2 = 1 in the positive direction, and goes back to L, and ∂ 2 (f ) is defined similarly starting from R. For f, g ∈ BN , define R 1 (f, g) to be the class represented by a map that sends
, and the rest of BN in the same way as f . The other map R 2 (f, g) is defined similarly using ∂ 2 . Then these operations define a ubique structure on BN / ∼.
Coloring knot diagrams by ubiques
Let K be an oriented virtual link diagram. A diagram is immersed circles with crossing information (over and under arcs) specified at each crossing. The under-arcs are broken into two pieces at a crossing to specify the crossing information. In this case, the rest consists of arcs, called over-arcs of the diagram. The underlying immersed circles are called a projection. When crossing points are deleted from the projection, we obtain a set of open arcs, denoted by A. In this case, over-arcs are also broken at a crossing. Fig. 3 under the map C, so that they are elements of X (regarded as being assigned to each arc). Then it is required that R(A 1 , A 2 ) = (A 3 , A 4 ). At a negative crossing, the elements A i as depicted in the right of Fig. 3 The invariance under the type II moves with parallel orientations for two strings involved follows from the fact that R is invertible and the inverseR corresponds to a negative crossing. The invariance under the type II moves with anti-parallel orientations for two strings involved follows from Fig. 6 , and Lemma 3.5. These diagrams in Fig. 6 are equivalent to the diagram without crossings by type II moves, and the diagram without crossingss is not depicted in the figure.
The invariance under type III move follows from the Yang-Baxter equation when three strings involved have the crossing and orientation informations are represented by the braid words σ 1 σ 2 σ 1 = σ 2 σ 1 σ 2 (all strings oriented downwards and all crossing positive as in Fig. 4) . The type III moves with other crossing and orientation informations follow from this type III move and combinations of type II moves, see [31, 18] .
Other virtual Reidemeister moves are checked similarly. 
Linear examples of ubiques
We consider a (not necessarily commutative) ring k and its left k-module X. Let R : X×X → X×X be defined by a matrix
Let E denote the identity matrix. Such examples have been studied by knot theorists, as well as mathematical physicists, see for example [9, 10, 23, 30] . (ii) For R, it is required that R 11 = E − R 12 and
The solution set is described as
Proof. The left-and right-invertibility are equivalent to the condition (i). The type I conditions are equivalent to (ii) and the following condition:
The Yang-Baxter equation reduces to the following set of equations:
Set R 12 = Y and R 21 = Z. Then together with the conditions (i) and (ii), the above equations reduce to (iii) and (iv).
Then it is seen (using the condition (iv)) thatR is an inverse
Example 5.2 Let k be a commutative ring with 1 and with units s and t, such that (1−s)(1−t) = 0.
Then R = 1 − s s t 1 − t satisfies the above conditions.
In particular, for any commutative ring F with 1,
Then the above defined R saisfies the conditions. Example 5.3 Consider examples of ubiques Z q obtained from the above example by substituting integers for s and t, where q = |(1 − s)(1 − t)|. If s is odd and t is even, then t is not a unit in Z q . Conversely, if s and t have the same parity, then they are units in Z q , and give rise to a ubique structure for Z q , if s, t = 0, 1, 2. The smallest such an example is the case s = t = −1, giving a ubique structure on Z 4 . The operations are defined by R 1 (x, y) = 2x − y and R 2 (x, y) = 2y − x, for any x, y ∈ Z 4 . This particular example of 4-element ubique, however, is not good for knot colorings, asR = R, so that it does not distinguish positive and negative crossings. Using these linear examples, analogues of Alexander matrices can be naturally defined. For the rest of the section, such definitions and multivariable generalizations are discussed.
Let a classical or virtual link diagram K be given. At a crossing point, under-arc is broken as usual, dividing the diagram into (over-)arcs. Break further the over-arc at each crossing, so that there are four arcs near each crossing. From now on arcs represent those obtained this way. If there are n crossings, then there are 2n such arcs. Let D = {c 1 , . . . , c n } be the set of crossings, and A = {a 1 , . . . , a 2n } be the set of arcs.
The ubique module UB(K) is the module over Ω generated by D and with the following set of relations.
Suppose there are four arcs a x , a y , a z , a w near a crossing c m as depicted in Fig. 7 . If c m is positive, then we have two relations:
These relations are schematically indicated in top two figures of Fig. 7 , in the left and right, respectively. If c m is negative, then we have two relations:
These relations are schematically indicated in bottom two figures of Fig. 7 , in the left and right, respectively. Thus the module UB(K) has 2n generators and 2n relations. 
if c m is positive, and
if c m is negative. Here, the order of a x , a y , a z , a w may not be as given above. For convenience, the (2m − 1)-th row is called the row c m and the (2m)-th row is called the row c ′ m . The fact that the isomorphism class of the ubique module UB(K) does not depend on a choice of a diagram of K, so that UB(K) is a knot invariant, is checked as follows, by examining Reidemeister moves.
Figures 4,5, and 6 are helpful in checking these. For example, before a type I move depicted in the top left of Fig. 5 , there are generators A, B, C (using notations in the figure instead of a m 's), and relations
which reduces to A = B = C and no relation, giving an isomorphic module. Other moves are similarly checked. 
where the columns correspond to a 1 through a 6 , from left to right, and the rows correspond to
from top to bottom, respectively. By reducing the rows using the entries with −1 from the botom rows up, we obtain the following matrix.
Alternately, the presentation matrix is obtained from a closed braid form as in the classical Alexander module (see for example [18] ). Specifically, since the trefoil is the closure of (σ 1 )3, where σ 1 is the standard braid generator (of two strings B 2 ), so a ubique matrix is given by R3 − E, which coincides with the above 2 × 2 matrix.
Remark 5.6 Some of the invariants defined from the ubique module, such as the determinant and minors of ubique matrices are, in fact, recovered from ordinary Alexander invariants as follows.
First, any element of Ω is writen as c ′ + d α (1−s α )+ e β t β , where c ′ , e β ∈ Z and d α ∈ Z[t, t −1 ], but modulo (1 − s)(1 − t) (which can be written as (1 − s) = t(1 − s)), d α can be reduced to an integer uniquely. Hence we obtain the expression f (s, t) = c + a α s α + b β t β . Hence it is proved that every element of Ω is uniquely written as c + a α s α + b β t β , where c, a α , b β ∈ Z and the sums range over positive and negative exponents (they are finite sums).
Therefore, the element f (s, t) can be recovered from f (1, t) and f (s, 1). The cases s = 1 and t = 1 are, however, the Alexander invariants computed from the given projection and the opposite projection (where the roles of under-and over-arcs are reversed).
Remark 5.7
The invariant defined in [27, 29] using the matrix 0 s 1 − st t does not satisfy the type I conditions, and therefore it does not define a ubique. However, the modules defined from it does not change its isomorphism class by type I moves, and therefore these modules are knot invariants. This implies that linear birack examples give more general invariants by means of presentation matrices.
The following multivariable case is defined similarly. Let {s α , t α } k α=1 be a set of variables, where k is a positive integer. Let L = K 1 ∪ · · · ∪ K k be a virtual link (each "component" K i is not required to be connected). Let D = {c 1 , . . . , c n } be the set of crossings of a given diagram L, and A = {a 1 , . . . , a 2n } be the set of arcs.
At a positive crossing where the under-arc is from K α and the over-arc is from K β , consider the matrix 1 − s α s α t β 1 − t β and form a matrix in a similar way as before. More specifically, let UBM n (L) be a (2n) × (2n) matrix, whose (2m − 1)-th and (2m)-th row, corresponding to the m-th crossing c m , are
if c m is negative. Here, the order of a x , a y , a z , a w may not be as given above.
Let
) be a quotient ring of the Laurent polynomial ring of commuting variables {s ±1 α , t ±1 α } k α=1 .
Proposition 5.8 The isomorphism class of the module UB
Proof. To simplify the notations, let x α y β z β w β be the matrix assigned to a positive crossing.
Consider the type III move where the top left string is from K α , the top middle from K β , and top right from K γ . The Yang-Baxter (or braid) relation, when written as acting from the left on column vectors, is written by
which, together with x α = 1 − y α and w α = 1 − z α coming from the type I conditions, further simplifies to y α z β = z β y α and x α w β = 0 for any α, β. Let variables of Ω (n) correspond to s α = y α and t α = z α . The result follows by checking other relations.
Note, however, that the multivariable case does not define a ubique, since the consistent labels are assumed in the Yang-Baxter equation, although it defines a link invariant as above. . With these labels, the matrix UBM 2 (L) is computed as follows.
where the columns correspond to a 1 through a 4 , from left to right, and the rows correspond to c 1 , c ′ 1 , c 2 , c ′ 2 from top to bottom, respectively. By reducing the rows using the entries with −1 in the first and second rows, we obtain the following matrix:
which reduces to the module over Ω (2) generated by x 1 , x 2 with two relations (s 1 − s 2 )(x 1 − x 2 ) = 0, (s 2 + t 2 − 2)(x 1 − x 2 ) = 0.
Homology theory for set theoretic Yang-Baxter equations
Let R = (R 1 , R 2 ) be a solution to the set theoretic Yang-Baxter equation on a set X, that is,
where 1 denotes the identity map. The set X with a solution R to the Yang-Baxter equation, (X, R), is called a Yang-Baxter set. Set-theoretic Yang-Baxter equations have been studied in [9, 10, 23, 30] , for example. Let I n be the n-dimensional cube I n regarded as the CW (cubical) complex, where I = [0, 1] and n is a positive integer. Denote the k-skeleton of I n by I (k) n . Every k-dimensional face of I n , for any positive integer k, is another k-dimensional cube, and gives the orientation for each k-face to be the one defined from the order of the coordiante axes. Every k-face σ is regarded as having this orientation fixed, and the same k-face with the opposite orientation is denoted by −σ. In particular, note that every 2-face can be written as
for some i and j, 1 ≤ i < j ≤ n, where ǫ k = 0 or 1, and I i , I j denote the i-th, j-th factors of a copy of I, respectively. We abbreviate parentheses for simplicity. Similarly, when the number 0 or 1 is placed at the i-th factor, we denote it by 0 i or 1 i , respectively.
Definition 6.1
The (Yang-Baxter) coloring of I n by a Yang-Baxter set (X, R) is a map L : E(I n ) → X, where E(I n ) denotes the set of edges (1-face) of I n , with each edge oriented as above, such that if
To see how many Yang-Baxter colorings I n admits, we specify the initial path in I n : the sequence of edges of I n , (e 1 , · · · , e n ), where
is called the initial path of I n . Note that the orientations of the edges e i of the initial path are consistent in the sense that the terminal point of e i is the initial point of e i+1 , for all i = 1, · · · , n−1. For a sub-cube
of dimension k, identify C with I k by the obvious map sending the h-th factor of I in I k to I j h in C. The orientations are preserved by this identification. Then the sequence of edges of C corresponding to the initial path of I k under this identification is called the initial path of C. In Fig. 10 , a generic projection of I 6 is depicted, and its initial path are labeled by e 1 , . . . , e 6 for the top edges. Proof. A sequence of edges (h 1 , . . . , h n ) in I n is called a complete path in I n , if the initial point (with respect to the given orientation of each edge) of h 1 is 0 1 × · · · × 0 n , the terminal point of h n is 1 1 × · · · × 1 n , and the initial point of h i+1 matches the terminal point of h i for all 1 < i < n − 1. For example, the initial path (e 1 , . . . , e n ) is a complete path, as is the sequence of edges
In Fig. 10 , (the projection of) another example of a complete path (h 1 , . . . , h 6 ) is depicted. The complete path (h 1 , . . . , h n ) defined above is obtained from (e 1 , . . . , e n ) by sweeping the square (1, . . . , 1
We describe sweeping a square in full generality as follows. Suppose that
and h i = h ′ i for i = j, j + 1. Then the complete path (h ′ 1 , . . . h ′ n ) is said to be obtained from the complete path (h 1 , . . . h n ) by sweeping a square. Note that this is not a symmetric relation. This situation is also denoted by (h 1 , . .
This square is called the square swept by the paths. A square swept by paths looks like the square in Fig. 11 , where (h 1 , . . . h n ) goes through top two edges and (h ′ 1 , . . . h ′ n ) goes through the bottom two edges.
If there are paths
n ) for k = 0, · · · , m such that P = P 0 ⇒ P 1 ⇒ · · · ⇒ P m = P ′ , then P ′ is said to be obtained from P by sweeping squares and is denoted by P =⇒ P ′ (the double arrow in notation is longer in this case). By the definition of a Yang-Baxter coloring, if the values L(h i ) are specified for all i = 1, · · · , n, and (h i ) =⇒ (h ′ j ), then there exist values L(h ′ j ) such that the Yang-Baxter coloring condition is satisfied for each square that is swept.
We now give a bijective correspondence between the set of complete paths and the symmetric group Σ n . For a given complete path P = (h 1 , . . . , h n ), define a permutation σ = σ(P) ∈ Σ n by
That is, σ is defined so that the jth segment of P is parallel to the σ(j)th coordinate axis.
Conversely, given a permutation σ ∈ Σ n , we construct a unique complete path P = P(σ) = (h 1 (σ), . . . , h n (σ)) such that σ(P) = σ as follows:
, . . . , I σ(2) , . . . , 0), . . .
The values of ǫ j (σ(k)) are either 0 or 1. The value 1 is achieved in the σ(1) through σ(k − 1) coordinates. The remaining values are 0. This completes the construction of a bijection. Now we show that any complete path P can be obtained from the initial path P 0 = (e 1 , . . . , e n ) by sweeping squares, i.e. P 0 =⇒ P. We prove this inductively by considering the permutations σ(P) associated to the paths. First we introduce some notation on permutations. Write the permutation 1 2 . . . n − 1 i 1 i 2 . . . i n−1 ∈ Σ n−1 as (i 1 , i 2 , . . . , i n−1 ). For two permutations σ 1 , σ 2 ∈ Σ n , denote by By definition, if P 1 ⇒ P 2 for two complete paths, then σ(P 1 ) ⇒ σ(P 2 ). Conversely, if σ 1 ⇒ σ 2 , then P 1 (σ 1 ) ⇒ P 2 (σ 2 ). Indeed, P 2 (σ 2 ) is obtained from P 1 (σ 1 ) by sweeping the square of the form (ǫ 1 , . . . , I i , . . . , I j , . . . , ǫ n ), where σ 2 = (i, j)σ 1 . Note that every permutation can be obtained from the identity by a sequence of such transpositions. It follows that any complete path P = (h 1 , . . . , h n ) is obtained from the initial path (e 1 , . . . , e n ) by sweeping squares: (e 1 , . . . , e n ) =⇒ (h 1 , . . . , h n ).
Also note that each edge in the n-cube is an edge in some complete path. For a given edge (ǫ 1 , . . . , I j , . . . , ǫ n ) consider those values of k for which ǫ k = 1. Then connect the given edge back to (0, 0, . . . , 0) by a sequence of edges parallel to I k . Connect the given edge forward to (1, 1, . . . , 1) by intervals in the remaining coordinates. Since every edge is an edge on some complete path, and since every complete path can be obtained from the initial path by sweeping squares, we have a Yang-Baxter coloring on each edge.
To prove uniqueness, we use projections of knot diagrams, and we need the following set-up. Consider the path (f 1 , · · · , f n ), where
which we call the terminal path of I n . In Fig. 10 , the bottom edges form the terminal path, and the union of the initial and terminal paths form the boundary of the n-gon, which is a projection of I n into the plane with respect to a generic projection. The union of squares swept by a sequence (e i ) =⇒ (f i ) from the initial path to the terminal path is a union of parallelograms tiling the 2n-gon, see Fig. 13 for such tilings for n = 4. The union of squares swept by any path (e i ) =⇒ (h i ) for any given path (h i ) is a subset of such a tiling of the whole 2n-gon. Recall the knot diagrams dual to parallelograms as depicted in Fig. 11 . Consider the projections of such knot diagrams. The union of squares swept by a sequence (e i ) =⇒ (f i ) gives rise to a projection of dual knot diagrams that consist of generic straight lines on the plane. Hence there is a one-to-one correspondence between the set of tilings of an 2n-gon in the plane by parallelograms, and the set of generic straight n lines on the plane. In this correspondence, the Yang-Baxter relation corresponds to a Reidemeister type III move, as depicted in Fig. 12 . This is a rearrangement of tilings of 3 adjacent parallelograms. We call this a Yang-Baxter rearrangement.
It remains to be seen that for the tilings T 1 and T 2 corresponding to given two sequences S 1 : (e i ) =⇒ (f i ) and S 2 : (e i ) =⇒ (f i ) respectively, there is a sequence of Yang-Baxter rearrangement S 1
Let (ℓ 1 , · · · , ℓ n ) be the set of straight lines on the plane R2 × {0} corresponding to T 1 , and let (ℓ ′ 1 , · · · , ℓ ′ n ) be those in R2 × {1} corresponding to T 2 . Consider the planes (P 1 , · · · , P n ) in R2 × [0, 1] ⊂ R3 such that each plane P i (i = 1, · · · , n) is spanned by ℓ i and ℓ ′ i . By a small homotopy if necessary, it is assumed that (P 1 , · · · , P n ) do not have intersections amoong more than three planes, and that the triple points are located at distinct levels with respect to the height (the second factor of R2 × [0, 1]) direction. Such a triple point corresponds to a Reidemeister type III move, and to a Yang-Baxter rearrangement in the dual tilings. Let t 0 = 0 < t 1 < · · · < t v = 1 be numbers such that there is exactly one triple point between R2 × {t j } and R2 × {t j+1 }. Then the dual tilings of P i ∩ R2 × {t i } gives a sequence of Yang-Baxter rearrangements from (ℓ i ) to (ℓ ′ i), as desired.
Let (X, R) be a Yang-Baxter set. Let C YB n (X) be the free abelian group generated by n-tuples (x 1 , . . . , x n ) of elements of X.
Consider a Yang-Baxter coloring L of I n with L(e i ) = x i for all i = 1, · · · , n, which exists uniquely by Lemma 6.2. This L is fixed until the end of the definition of the chain complex. Consider any k-face (subcube) J of I n . Let (f 1 , · · · , f k ) be the initial path of J . Then there is a unique k-tuple of elements of X, (y 1 , · · · , y k ), such that L(f j ) = y j for all j = 1, · · · , k. Denote this situation by L(J ) = (y 1 , · · · , y k ).
Let ∂ C n denote the n-dimensional boundary map in cubical homology theory. Thus ∂ C n (I n ) = 2n i=1 ǫ i J i where J i is an (n − 1)-face, ǫ i = ±1 depending on whether the orientation of J i matches the induced orientation on J i . For the induced orientation, we take the convention that the inward pointing normal to an (n − 1) face appears last in a sequence of vectors that specifies an orientation, and the orientation of the (n − 1)-face is chosen so that this sequence agrees with the orientation of the n-cube. In particular, C = I 1 × · · · × I n−1 × {0} has a compatible orientation.
Define a homomorphism ∂ n :
, and {∂ n } defines a chain complex (C YB * (X), ∂ n ). Define as usual the homology groups, homology groups with an abelian group coefficient A, cochain groups, cohomology groups with an abelian group coefficient A, and denote them by H YB * (X), H YB * (X; A), C * YB (X; A), H * YB (X; A), respectively. We also call cycles and cocycles in this homology theory Yang-Baxter cycles and cocycles, respectively. We exhibit explicit formulas of the boundary homomorphisms for low dimensions.
Example 6.4 Let (X, R) be a Yang-Baxter set. In fig. 11 , the 2-dimensional cube I 2 is depicted. The top two edges form the initial path, and the edges are colored by x, y ∈ X. The bottom 
Front faces Back faces Figure 12 : 3-dimensional boundary homomorphism edges are colored by R 1 (x, y) and R 2 (x, y), so that these assignment indeed defines a Yang-Baxter coloring of a square. Thus the boundary homomorphism in this case is given by
In this square, a correspondence between a square and a positive crossing point used for classical knot diagrams is depicted. We use this correspondence in the following examples.
Example 6.5 In fig. 12 , the 3-dimensional cube I 3 is depicted at the top of the figure. The top three paths form the initial path, and the elements x, y, z are assigned. The cube, as depicted in the figure, consists of three front faces and three back faces from the reader's perspective. In the top figure of the cube, the three back faces are located behind the three front faces, and thus depicted by dotted lines. In the bottom of the figure, the front faces (left) and the back faces (right) are depicted separately.
The front faces determine, via the condition of a Yang-Baxter coloring, the colors assigned to all the edges of the front faces as depicted. The same is true for the edges of the back faces. There are six edges that are common for both front and back faces. Three edges of the initial path (labeled by x, y, z) at the top, and three edges at the bottom. The expressions of the colors assigned to these bottom three edges obtained from front faces and those obtained from back faces are different, as depicted in the figure. These are, of course, the same elements in X for each edge, since R is a Yang-Baxter solution, and the equalities that these elements are the same indeed are equivalent to the condition that R is a solution. The relation between cubes and crossings is again depicted in the bottom figure, and it is seen that the Yang-Baxter equation corresponds to the type III Reidemeister move, as known in knot theory. The boundary homomorphism in this case is given Figure 13 : 4-dimensional boundary homomorphism by
In terms of knot diagrams, it is seen that each colored crossing contributes a 2-chain (pair) (α, β), and the Reidemeister type III move (before − after) gives the boundary map. Example 6.6 In Fig. 13 , the 4-dimensional case is depicted. A triple (x 1 , x 2 , x 3 ) ∈ C YB 3 (X) is represented by a cube depicted in Fig. 12 whose initial path (e 1 , e 2 , e 3 ) is colored by (x 1 , x 2 , x 3 ). As in Fig. 12 , such a cube is depicted by the three front faces (left) and three back faces (right). In Fig. 13 left and right sides, the four front and back 3-faces of I 4 are depicted respectively, by exhibiting each 3-face (cube) by showing the front three and back three.
For example, the change (left to right) of Fig. 12 happens for a cube with initial path colored by (x 1 , x 2 , x 3 ) as the first step in the left of Fig. 13 (from top right to top middle), contributing the term (x 1 , x 2 , x 3 ) in ∂ 4 (x 1 , x 2 , x 3 , x 4 ). On the other hand, in the right of Fig. 13 , the first change is from top left to top middle, which is applied to the cube with initial path colored by x 2 ), x 3 ), x 4 ))), the first negative term. From the figure we obtain Fig. 13 are dual figures of movie version of the "tetrahedral move," one of the Roseman moves (analogs of Reidemeister moves for knotted surfaces, see [7] ). Using the convention depicted in Fig. 11 on relation between squares and crossings, we obtain the left figure of Fig. 14 from the top figure of Fig. 13 . The last figure, at the bottom in Fig. 13 , corresponds to the right figure in Fig. 14 . Two changes in the left and right of Fig. 13 correspond to two sequences of type III Reidemeister moves changing the left figure of Fig. 14 to the right (see [7] again). In terms of projections of a knotted surfaces in 3-space, each type III move corresponds to a triple point in projection.
Obstruction and extension cocycles
Low dimensional Yang-Baxter cocycles have interpretations as obstruction cocycles in extensions of Yang-Baxter sets. This is a situation similar to group and other cohomology theories, and generalizes the quandle cohomology case.
Let 0 → N i → G p → A → 0 be an exact sequence of abelian groups with a set-theoretic section s : A → G which is normalized in the sense that s(0) = 0.
Let f ∈ Z n YB (X; A) for a positive integer n, then δf (x 1 , · · · , x n ) has 2n terms, each of which has (n − 1) arguments. Let δf (x 1 , · · · , x n ) = T 1 + · · · + T 2n be such terms. Consider the expression H = s(T 1 ) + · · · + s(T 2n ). Then p(H) = 0 ∈ A since p • s = id, p is a homomorphism, and f is a cocycle. Therefore there is a unique element ψ(
For example, for n = 2, we obtain
(1)
Proof. The 2n terms T 1 , · · · , T 2n are in one-to-one correspondence with (n − 1)-faces of I n whose initial path is labeled by x 1 , · · · , x n via L. Assign iψ(x 1 , · · · , x n ) to this cube I n . Then in I n+1 whose initial path is labeled by (x 1 , · · · , x n+1 ), the n-faces I are in one-to-one correspondence with the assigned iψ. Then δψ = 0 follows from δ2 = 0. We call such a cocycle ψ an obstruction (n + 1)-cocycle.
Explicit calculations can be carried out using this correspondence. For example, for n = 2, on the one hand, R 2 (x, y), z) ) and on the other hand,
where the defining relation of ψ was applied to underlined terms. We recover the formula for the second coboundary homomorphism this way. This computation is directly visualized from Fig. 12 . We call such a cocycle ψ an obstruction (n + 1)-cocycle.
Next we consider extensions. Let A be a ring, (X, R) be a Yang-Baxter set, and let ψ ∈ C2 YB (X; A).
Proposition 7.2 Let
Proof. We compute
and on the other hand,
Hence we obtain
from each factor containing a 3 , a 2 , a 1 respectively, and by adding these equalities we obtain the 2-cocycle condition for ψ 1 + ψ 2 , and the result follows.
Corollary 7.3 Suppose 2 is invertible in
Proof. In the preceding proposition, set ψ 1 = ψ 2 , then we obtain twice the cocycle condition at the end, and obtain the result as 2 is invertible.
Definition 7.4
The Yang-Baxter set (V, S) defined in Proposition 7.2 is called an extension of (X, R) by (ψ 1 , ψ 2 ).
Remark 7.5 Note that, although ψ 1 + ψ 2 is a cocycle, each of ψ 1 , ψ 2 may not be a cocycle. But together they satisfy the three equalities described above in the proof of Proposition 7.2, which suggests a complex similar to a double complex.
The same matrix R = 1 − s s t 1 − t defines a ubique structure in Ω q . Let A = X = Ω q and define ψ i : X × X → A(= X) by ψ i (x, y) = u i (y − x) for some u i ∈ X, for i = 1, 2.
Let V = A × X = (Ω q )2 and consider S : V × V → V × V defined as in the Proposition 7.2:
for any (a i , x i ) ∈ V . Then S is represented by the matrix
, also written by S.
, then Y Z = ZY and (E − Y )(E − Z) = 0, so that Lemma 5.1 implies that (V, S) defines a ubique, and is an extension of (X, R).
Example 7.7 This is a more specific example of Example 7.6. Let (X, R) be the Yang-Baxter set in Example 5.4. Specifically, for a ring k in which 2 is invertible, let X = k2 and Let A = X = k2 and V = A × X. Let ψ : X × X → A(= X) be defined by
where w ∈ k. Define S : V × V → V × V as in the Proposition 7.2:
for any ( a, x), ( b, y) ∈ V . We now show that (V, S) is an extension of (X, R) by ψ, and as a consequence of Corollary 7.3, we obtain ψ ∈ Z2 YB (X; A).
The map S above, on the space (A × X) × (A × X), can be written by a matrix by:
where O denotes the zero matrix, and W = 0 w 0 0 . Then the matrix of S is written as
, and the other conditions in Lemma 5.1 are also easily checked, so that the lemma implies that (V, S) is a Yang-Baxter set. Corollary 7.3 implies that ψ ∈ Z2 YB (X; A) provided 2 is invertible in k. On the other hand, suppose ψ = δf for some f ∈ C1 YB (X; A). One computes that
which is a contradiction.
We consider another family of examples that are similar to those considered in [2] .
Proposition 7.9 For positive integers
, where S : V × V → V × V is represented by the same matrix that defines R, and
and β = p(β) where p : V → X is the natural projection. Let σ : X → V be the natural set-theoretic section defined by σ(
so that V has the desired description, and explicit formulas for ψ 1 and ψ 2 are also obtained.
The Yang-Baxter cocycle knot invariants
In this section we define knot invariants by state-sum, using Yang-Baxter cocycles. They generalize the quandle cocycle invariant [3] , and include it as a special case. The latter has been generalized to knotted surfaces in 4-space, and used for topological applications [3, 26] , so development into such directions are expected for the Yang-Baxter cocycle invariants as well.
In the case of quandle cocycle invariants, we needed to define "quandle condition" [3] for rack cocycles so that the state-sum is invariant under type I Reidemeister move. We need the following condition for Yang-Baxter cocycles for this purpose. Let K be a classical knot or link diagram. Let a finite ubique (X, R), and a 2-cocycle ψ ∈ Z2 YB (X; A) be given, where A is an abelian group. Let C denote a coloring C : E → X, where E denotes the set of open arcs of K.
Fix normals to the arcs in such a way that the (tangent, normal) matches the orientation of the plane, see Fig. 15 . Note that the edges of the squares dual to the crossings have the parallel orientations to the normals, while tangents may not.
Let α be the under-arc away from which the normal to the over-arc points. Let β be the over-arc towards which the normal to the under-arc points. Let C(α) = x and C(β) = y, see Fig. 15 . A (Boltzmann) weight, B(τ, C) (that depends on ψ), at a crossing τ is defined by B(τ, C) = ψ(x, y) ǫ(τ ) , where ǫ(τ ) = 1 or −1 if τ is positive or negative, respectively.
The (Yang-Baxter, or ubique) cocycle knot invariant is defined by the state-sum expression Proof. The proof is similar to the one found in [3] . Choose and fix any coloring of a given knot diagram by a ubique. Suppose f ∈ Z2 YB (X; A) be as in Equality (1). Since i : N → G is injective, compute the state-sum in Z[G] which contains Z[N ]. Then the weight assigned at a crossing, say, τ is iψ(x, y) ǫ , where ǫ = 1 or −1 depending on whether τ is positive or negative, respectively. Assign the terms sf (x) ǫ , sf (y) ǫ , sf (R 1 (x, y)) −ǫ , and sf (R 2 (x, y)) −ǫ on the strings near the crossing τ colored with x, y, R 1 (x, y), and R 2 (x, y), respectively. Then the state-sum is computed by using these weights. However, the weights assigned to the two ends of each arc cancel, giving 1 as the contribution to the state-sum from this coloring.
ψ (x, y) This invariant can be generalized as follows componentwise for links, when we use a specific type of cocycles described in Definition 7.4 (see also Proposition 7.2). Let L = K 1 ∪ . . . ∪ K n be an n-component link (diagram). Let (V, S) be an extension of a given Yang-Baxter set (X, R) by (ψ 1 , ψ 2 ). Assume that both (X, R) and (V, S) are ubiques. In particular, this assumption implies that ψ 1 (x, x) = 0 = ψ 2 (x, x) for any x ∈ X. For a coloring C of L by X, let α, β be as before, and let C(α) = x and C(β) = y, see Fig. 16 . Then the weights are assigned to arcs near the crossing as depicted in Fig. 16 . The values of cochains or their inverses ψ 1 (x, y) ±1 , ψ 2 (x, y) ±1 are assigned on over-and under-arcs at positive and negative crossings as depicted. The places assigned are marked by dots in the figure. Let B(K i , C) be the product (in the group A) of weights assigned on dots on the component K i , i = 1, . . . , n, for the given coloring C. Define a family of vectors of groups elements
This depends on the choice of (ψ 1 , ψ 2 ), as well as (X, R) and the order of components. By using the relations for (ψ 1 , ψ 2 ) in the proof of Proposition 7.2 for checking Reidemeister moves, we obtain Proof. The proof is similar to the corresponding theorem in [2] . Suppose L has a coloring C by (X, R) which extends to a coloring C ′ by (V, S). Pick a base point b 0 on the component K i (for a fixed i, i = 1, . . . , n). Let x ∈ X be the color on the arc α 0 containing b 0 . Let α i , i = 1, . . . , n, be the set of arcs that appear in this order when the diagram K is traced in the given orientation of K i , starting from b 0 . Pick an element a ∈ A and give a color (a, x) on α 0 , so that we define a coloring C ′ by V on α 0 by C ′ (α 0 ) = (a, x) ∈ V . We try to extend it to the entire diagram by traveling the diagram from b 0 along the arcs α i , i = 1, . . . , n, in this order, by induction. Suppose C ′ (α i ) is defined for 0 ≤ i < k. Define C ′ (α k+1 ) as follows. Suppose that the crossing τ k separating α k and α k+1 is positive, and suppose that it is the under-arc, and that the over-arc at τ k which goes into τ is γ. Let C ′ (α k ) = (a, x) and C(γ) = y ∈ X. Then we have C(α k+1 ) = R 1 (x, y) or R 2 (x, y) ∈ X, depending on the arc α k+1 is over or under, respectively. Define C ′ (α k+1 ) = (aψ 2 (x, y), R 2 (x, y)) in this case, where i = 1 or 2, accordingly. We used multiplicative notation for the first factor to match the state-sum notation. The case when the arc α k , α k+1 are over-arc is similar.
Suppose that the crossing τ k is negative. Let C ′ (α k ) = (a, x) and C(γ) = y ∈ X, where α k and γ are as above, where α k , α k+1 are under-arcs. Set e = R −1 (x, y) and f = R −1 (x, y), then x = R 1 (e, f ) and y = R 2 (e, f ), and the Boltzmann weight at τ is ψ(e, f ) −1 . Then define C ′ (α k+1 ) = (aψ 2 (e, f ) −1 , x) in this case. The case when α k , α k+1 are over-arcs is similar.
Define C ′ (α i ) inductively for all i = 0, . . . , n. Regard α 0 as α n+1 , and repeat the above construction at the last crossing τ n to come back to α 0 . By the construction we have C ′ (α n+1 ) = (aB(K i , C), C(α 0 )), where B(K i , C) is the i-th component of a vector in Ψ YB (L) for the coloring C. This contribution is equal to 1 by the assumption that B(K i , C) = 1, and we have a well-defined coloring C ′ . Hence this color extends to V .
Conversely, if a coloring C by X extends to a coloring by V , then from the above argument, we have that (a, x) = (aB(K i , C), x), if (a, x) is the color on the base point b 0 . Hence B(K i , C) = 1.
Example 8.7 Let L = K 0 ∪ K 1 be the Hopf link (see Fig. 9 ). In a closed braid form, L is the closureβ of the braid β = (σ 1 )2 where σ 1 is the standard braid generator of two-string braid group. We compute the Yang-Baxter cocycle invariant Ψ(L) of L by Ω (2,2) q (see Proposition 7.9), where q is a positive integer. Specifically, let X = Ω (2,2) q , let ψ 1 , ψ 2 ∈ C2 YB (X; A) be as in Proposition 7.2 and let Ψ(L) be the corresponding componentwise Yang-Baxter cocycle invariant. The cochains (ψ 1 , ψ 2 ) give rise to the extension V = Ω (3,3) q = A × X by Proposition 7.9, where A = Z q × Z q , and the invariant Ψ(L) can be computed as obstruction to extending colorings by X to those by V as in the proof of Proposition 8.6. The group A has two generators, say α and β, so that A = Z q × Z q = {α j β k } 0≤j,k≤q−1 multiplicatively, so that the invariant Ψ(L) is a family of vectors whose entries are from {α j β k }.
The set of colorings is the kernel of the matrix where ∐ q3 denotes q3 copies of the vector. More extensive examples and furthur studies of this invariant are desirable.
