Technological improvement is the most important cause of long-term economic growth [1], but the factors that drive it are still not fully understood. In standard growth models technology is treated in the aggregate, and a main goal has been to understand how growth depends on factors such as knowledge production. [2] But an economy can also be viewed as a network, in which producers purchase goods, convert them to new goods, and sell them to households or other producers.
Technological improvement is the most important cause of long-term economic growth [1] , but the factors that drive it are still not fully understood. In standard growth models technology is treated in the aggregate, and a main goal has been to understand how growth depends on factors such as knowledge production. [2] But an economy can also be viewed as a network, in which producers purchase goods, convert them to new goods, and sell them to households or other producers. [3] Here we develop a simple theory that shows how the network properties of an economy can amplify the effects of technological improvements as they propagate along chains of production. A key property of an industry is its output multiplier, which can be understood as the average number of production steps required to make a good. The model predicts that the output multiplier of an industry predicts future changes in prices, and that the average output multiplier of a country predicts future economic growth. We test these predictions using data from the World Input Output Database and find results in good agreement with the model. The results show how purely structural properties of an economy, that have nothing to do with innovation or human creativity, can exert an important influence on long-term growth.
Economic output is made by a complex network of industries that buy goods from one another, convert them to new goods, and sell them to households or other industries. Studies have examined a number of characteristics of production networks that hold across diverse economies, including their link weight and industry size distributions [4] [5] [6] [7] [8] , community structure [7] , and path-length properties [9] . Economies typically have a heterogeneous network structure with a few highly central industries that are strong suppliers to the rest of the network [6, 8, 10] , a feature that has been incorporated into models where short-term fluctuations of economic output are generated by shocks to individual industries [8, [11] [12] [13] [14] [15] . Here, we focus on how the structure of production networks affects long-term economic growth. Over the long term, changing industry productivities significantly alter prices and production flows in the network. Multiple economic processes contribute to productivity change [16] , but longterm improvements are thought to result primarily from improvements to technology [16] , which is widely understood to be the principle driver of growth. [1] However, the processes of technological change and growth remain imperfectly understood.
As technology evolves, the network structure of production plays a key role in amplifying changes to prices and production flows in an economy. A key property of an industry i is its output multiplier [17] L i , which can be defined recursively as
where a ji is the fraction of good j in producer i's expenditures. * james.mcnerney@gmail.com economies. The output multiplier of each industry is plotted against a standard industry classification. Node size corresponds to an industry's gross output. Three-letter industry codes are given in Extended Data Table I .
To build intuition for this quantity, we make an ecosystem analogy. A species in a food web can be represented as a node in a network, with links to the species it eats. A species' place in the food web is often characterized by its trophic level -informally, its position along a food chain [18] . Photosynthesizers, which use sunlight as a resource, have trophic level 1 by convention, while species that consume only photosynthesizers have trophic level 2, and so on. Food webs typically have complex structures where each node obtains inputs from multiple trophic levels, so that trophic levels are usually not integers. Letting a ji represent the energy fraction of prey j in species i's diet, Eq. (1) states that the trophic level L i of species i is one greater than the average trophic levels of the species it consumes. [19] Similarly, an economy can be regarded as a network in which an industry producing a good is a node, with links to the input goods it uses for production. (For simplicity, we lump together goods and services, calling them both "goods" for brevity, and assume each industry produces only one good.) Household factors of production such as labor are the base resource, so that producers that pay only households occupy trophic position 1. With a ji as the fraction of good j in producer i's expenditures, Eq. (1) gives a measure of the trophic level of an industry. In economics, L i is also called i's total backward linkage [17] or downstreamness [20] . Letting A denote the matrix with elements a ij and L the vector with elements L i , rearranging Eq. (1) gives the vector of output multipliers as L = (I − A T ) −1 1, where 1 is a vector of 1s.
The output multiplier can also be understood in terms of network path lengths [20] [21] [22] . Regarding the elements a ji as transition probabilities in a Markov chain [23] , L i gives the average length of all production chains ending at industry i, following each path backward through inputs until it reaches households. (See Supplementary Information.) As a result, two factors influence the output multiplier of a producer: the fraction of its expenditures that go directly to purchasing labor, and the output multipliers of the goods that it buys. Higher labor expenditures make it more likely that a dollar spent will go directly to the household node, realizing the shortest possible path length of 1, and lowering the output multiplier. Similarly, dollars spent on goods from producers with high output multipliers will take more steps to reach the household node than dollars spent on goods with low output multipliers.
The output multipliers of an economy collectively help characterize the economy's network structure. Two examples are shown in Fig. 1 . Using data from the World Input Output Database (WIOD) [24] , we plot the output multipliers of China and the United States. (The WIOD provides money flows between producers, aggregated into 35 industries in 40 countries, representing about 86% of global GDP.) The output multipliers of industries in China are higher than those of the U.S. for two reasons. First, China is heavily concentrated in manufacturing industries such as Electrical and Optical Equipment (Elc) or Basic Metals and Fabricated Metals (Met), which tend to have high output multipliers because they have many steps of production [25] . In contrast, the U.S. is heavily concentrated in industries such as Public Administration and Defense and Compulsory Social Security (Pub) or Renting of Machinery & Equipment and Other Business Activities (Obs), which tend to have shallow production chains. The second reason is that China's labor share of gross expenditures is lower. The difference in the output multiplier of agriculture (Agr) in the two countries is illustrative. In the U.S., agricultural industries have high output multipliers similar to manufacturing industries, reflecting a high degree of mechanization. In China, agriculture is more labor-intensive, giving it a lower output multiplier relative to other industries.
Output multipliers have long been used for predicting the impacts of a change in final demand, such as a government stimulus [26] . Additional final demand for a good requires the industry producing it to buy more inputs, increasing its production and setting off a chain reaction that increases the gross output of the economy. Intuitively, this amplification factor is greater when production chains are longer.
Here we go further and propose that production chains play a key role in long-term, technology-driven growth. Let φ ij denote the amount of good j needed by producer i per unit of i's output. Neglecting markups, so that prices and costs are the same, the price p i of each good i is equal to its total cost of production, p i = j φ ij p j . This equation determines prices, so as the matrix of input needs φ ij (t) evolves, prices change accordingly. Modern work in economics usually adopts a framework that considers the optimization decisions of producers, and the model here can be understood in these terms, though such stronger assumptions are not necessary. See Supplementary Information.
We consider a stylized model of technological improvement in which producers become more efficient in their use of inputs over time. Each producer i reduces its use of good j at rate γ ij = −φ ij /φ ij . An industry's improvement is captured by its rate of productivity growth γ i , which can be expressed as the cost-weighted average of the rates of change of its input uses, γ i = j γ ij a ji . (See Supplementary Information.) We plug this assumption into the Leontief framework and then convert from the flow of goods to the flow of money, which is described by the matrix A defined earlier. A simple example of the network dynamics represented by this model is shown in Fig. 2a . There are three nodes, households H and two industries a and b. Households buy good a from industry a, which buys good b from industry b, which buys labor from households.
1 When an industry's productivity rises, it requires less input per unit of good produced, causing its price to fall due to the lowered cost of production. The lower price is also passed to downstream industries, helping their prices fall as well. A basic prediction of the model is that the real growth rate g of an economy is equal to the negative of the average real price return r of the final goods it produces, i.e. that economies grow at the rate at which real prices decrease. As a result, the fall in prices corresponds to economic growth. In the simple network in Fig. 2a , all of GDP is spent on good a, and thus the growth rate equals the rate of decrease of good a's price.
In the Supplementary Information we derive a number of predictions of the model for price evolution in a production network with arbitrary structure. Let r i =ṗ i /p i denote the real (i.e. inflation-adjusted) price return of an industry. The price returns of industries r are related to industries' rates of productivity improvement γ through their network interactions by r = −H T γ, where the matrix H = (I − A) −1 is known as the Leontief inverse. A consequence of this result is the prediction that industries with larger output multipliers will experience faster price reduction on average. Treating γ i over a given period as a random number, we write it as a sum of its average value across industriesγ and a deviation ∆γ i . Then the expected value of r i conditioned on the output multiplier is
Under the assumption that the deviations ∆γ j are uncorrelated with the matrix elements H ji , this reduces to
i.e. an industry's expected real price return is proportional to its output multiplier. This formula captures the intuitive idea that industries with longer production chains will tend to realize faster price reduction. The model also predicts co-movement among prices that is shaped by the network structure. We show in the Supplementary Information that the covariances of the price returns
depend on the variances of the productivity improvement rates
and the network structure as
We test these predictions with the price returns of the 1400 industries (40 countries × 35 industry categories) in the WIOD data. We compute price returns of industries over the period 1995 -2009 and take industries' output multipliers from the year 1995. Comparing these quantities (Fig. 2b) shows the clear deviation of the mean industry behavior with the output multiplier, such that industries with larger output multipliers tend to realize faster price reduction. Regressing the returns against the output multipliers gives a slope of −1.6% per year, with a p-value of 6 × 10 −42 and R 2 = 0.13. The downward tendency can also be seen by binning price returns by industries' output multipliers and computing the average return within each bin. Productivity improvement rates tend to be larger for industries with higher output multipliers (Pearson correlation 0.11, p = 3 × 10 −5 ), a correlation that increases the magnitude of the slope in Fig. 2b . To see whether this drives the relationship between price changes and output multipliers, we shuffle improvement rates across industries to remove the correlation with the output multipliers (Extended Data Fig.  1 ), finding that the output multipliers retain a highly significant correlation with price returns even with this effect removed.
We can improve the predictions of price returns by exploiting the persistent network structure of industries.
We estimate productivity growth rates from price returns by a dual method [16] , which means that productivity growth rates in a given year are not independent of the price returns from that year, and cannot be used for the test of the model prediction here. Instead, we split our data into periods, and use independent productivity data from earlier periods to predict price returns in a later period. We split the years 1995 -2009 into three periods of nearly equal length (5 years, 5 years, 4 years), using data from the first two periods to predict productivity changesγ in the third under an AR(1) time-series model. We then useγ to generate predicted returns for the last period as r = −H Tγ . The predicted and actual price returns are significantly correlated (Extended Data Fig.  2 ) with a regression slope close to 1 after accounting for the correlation noted earlier between the productivity improvement rates and output multipliers. We also find a good agreement with the model's predictions for the covariance of price returns. Considering all pairs of industries leads to about 1 million covariances, for which we compare the actual values to the predictions given by m H mi D m H mj , finding a slope of 1.14 and a p-value that is smaller than our machine's precision.
It has been noted that manufacturing industries tend to have larger output multipliers [25] . As a result, the model predicts that manufacturing industries will tend to realize faster rates of price reduction. This is compatible with a well-known observation that manufacturing industries tend to experience faster rates of productivity growth than service industries [27] . However, the model makes the very specific prediction that variation in the output multipliers should predict variations in price returns. Thus, even the same manufacturing industry (e.g. Chemicals and Chemical Products) in different countries should realize different rates of price reduction depending on the value of its output multiplier in these countries. We test this for the 35 industry categories in the WIOD (which includes both manufacturing and other non-manufacturing industries), obtaining the 40 values of the industry's output multiplier observed across countries in the year 1995. Against these we regress the average price returns over 1995 -2009 (Extended Data Table III ). Most (34 of 35) industries have a negative slope as expected, which is statistically significant for most industries. To assess this behavior in the data as a whole, we pool industries in the following way. Let L ic denote the output multiplier of industry i in country c, and let r ic be the price return of industry i in country c. To capture the cross-country variation within a given industry, we center and normalize its output multipliers by its meanL i and standard deviation σ Li across countries, (L ic −L i )/σ Li . Similarly we compute the centered and normalized price returns (r ic −r i )/σ ri . The two quantities have a negative correlation of −0.39 (Fig. 2c ), indicating that a higher relative output multiplier results in faster price reduction, with a p-value equal to 2 × 10 −100 . We also directly compare the predictive ability of industry labels to that of output multipliers, finding that the latter are much better predictors In the chain economy households purchase one final good, which has a two-step production process. If industries in both economies realize productivity improvements at the same rate, the chain economy is expected to realize faster growth.
of price change. (See Supplementary Information.)
To better understand how the effects of industry improvement are propagated through the network, we examine how much price reduction is inherited from others versus being generated by local improvements. An industry's price return can be decomposed as r i = −γ i + j r j a ji , where −γ i accounts for the direct benefits of i's own improvement and j r j a ji accounts for price changes passed to i through input goods (see Extended Data Fig.  3 ). Industries' price returns are highly correlated with both components, with a correlation of 0.91 to the direct component and 0.71 to the inherited component. (See Supplementary Information.) Inherited price reductions tend to contribute more to price reduction (mean value -1.65 % yr −1 ) than the direct improvements (-1.06 % yr −1 ), while the direct component has a wider distribution, and thus explains more of the variation in price returns.
As noted earlier, a basic prediction is that decreases in prices correspond to GDP growth. The model predicts that the rate of real GDP growth g for a closed economy is proportional to the average output multiplierL,
Hereγ is the average rate of productivity improvement γ = i η i γ i of a country's industries, with weights η i giving the share of producer i in the country's gross output. The factorL = i θ i L i is a weighted average of the output multipliers of the country's industries, where θ i is the GDP share of producer i.L measures the average length of production chains in an economy. Eq. (3) indicates that, all else equal, longer production chains are expected to yield faster growth. This result and the model here expands the scope of a classic result known as Hulten's theorem [28] , which relates the aggregate rate of an economy's productivity change to the rates of its individual industries. In contrast to Hulten's theorem, Eq. (3) decomposes the aggregate productivity growth rate into the average productivity growth rate and a factor characterizing the depth of an economy's network structure. (See Supplementary Information for further discussion.)
The average output multiplier is a key variable characterizing an economy's production network structure, with predictive value for future growth. The average output multiplier varies slowly, in contrast with the average improvement rateγ, which fluctuates considerably from year to year (Extended Data Fig. 4 ). In Fig. 3a , we plot the growth rates of real GDP per hour for the WIOD countries over 1995 -2009 against their average output multiplier in 1995. The two quantities have a Pearson correlation ρ = 0.53, a high value for a single economic variable, with a p-value of 4 × 10 −4 . To intuitively understand why the average output multiplier predicts growth, consider the two economies in Fig. 3b . In the flat economy, with average output multiplierL flat = 1, households buy two final goods, each of which pays only households for inputs. In the chain economy, withL chain > 1, households buy one final good, which has a two-industry production chain. If industries in both economies realize productivity improvements at the same rate, the chain economy grows more quickly because improvements accumulate along the chain connecting industries a and b.
Data on production networks varies in its level of aggregation, ranging from a few industries to hundreds of industries. This raises the concern that the average output multiplier will vary with the granularity of the data. However, the average output multiplier of a closed economy has been shown to be independent of the level of aggregation and equal toL = O/Y , where O is gross output and Y is net output (GDP) [22] . In the practical context of an open economy, computing the average output multiplier for the U.S. at different levels of network resolution shows that it changes little over a wide range of levels of aggregation. [22] (See also Supplementary Information.) Note that for this to be true it is essential that node self-payments are properly accounted for. Is the average output multiplier capturing something new in growth economics or is it a proxy for something known? To get insight we compare the average output multiplier to 14 variables that commonly appear in growth models. We regress these variables one at a time against country GDP growth rates, using average values over the period 1995 -2009 (Extended Data Table IV) . The model predictionγL (Fig. 2d) has the highest R 2 of any variable, with the average improvement rateγ second. The next best is gross capital formation, followed by the average output multiplierL, with R 2 = 0.37. Several of these variables have significant correlations withL, the highest being to gross capital formation. (We also perform multivariate regressions of growth rates against these variables with and without the average output multiplier as a regressor, see Supplementary Information.) The average output multiplier also has low correlations with measures of economic complexity [30, 31] , and potentially could be combined with such measures to make better forecasts. In Extended Data Table IV we also see that the average improvement rate has a correlation of 0.45 with the average output multiplier. This suggests that the relation between growth rates and output multipliers shown in Fig. 3a has two sources: (i) the theoretical prediction that, all else equal, countries with longer production chains should grow faster, and (ii) the empirical observation that countries with longer production chains tend to have higher average improvement ratesγ. Our model says nothing about the second observation, though it is plausible that factors such as investment could simultaneously increase the length of production chains and the rate of technological improvement.
The results here point to an important role played by production in amplifying economic growth. Structural properties of an economy, computed only from its network of production, are seen to influence rates of price reduction and output growth. The model and observations suggest that the growth of a country over long periods is influenced by changes in the lengths of its production chains, as characterized by its average output multiplier. One expects an undeveloped economy to have short chains of production. As manufacturing becomes more prominent and more sophisticated, the average output multiplier increases. Finally, as service industries become more prominent, the average output multiplier decreases. Our model suggests that, all else equal, an economy will accelerate its growth during the manufacturing stage and relax back to a slower growth rate once it becomes more developed. In Fig. 3a , developed economies have low average output multipliers and low growth rates while economies that are developing a strong manufacturing sector, such as China or Slovakia, tend to have high average output multipliers and high growth. The WIOD does not contain data for undeveloped countries, so we cannot confirm that their average output multipliers are low, though it would be very surprising if it were otherwise. In the future, improved models and an increased understanding of how this network evolves can shed further light on how economies develop and on the processes of technological change and growth.
METHODS SUMMARY
We computed output multipliers using data from the World Input-Output Database (WIOD) [24] . We treated the world as one large economy and computed a 1400 × 1400 matrix A of input coefficients a ij corresponding to 35 industries in 40 countries. We took its Leontief inverse and computed the 1400-dimensional vector L = (I −A T ) −1 1 giving the output multipliers of each industry in each country. We computed the average output multiplier of a country by taking the GDP-weighted average of the industry output multipliers for that country. These calculations were done for each year, and where specified averages were taken over the 14-year period from 1995 to 2009. WIOD includes industry production price indices from which we computed the vector r of rates of price change for each industry in each country. Local improvement rates for each industry were estimated from r usingγ = (A T − I)r. For our regressions we used data from the World Bank [32] and Penn World Tables [33] .
Appendix A: Methods a. Description of data We used data from the World Input-Output Database (WIOD) [24] . This consisted of a worldwide input-output table for 35 industries in 40 countries covering the period 1995 -2009, for a total of 14 years. We excluded 2010 and 2011 from the analysis because many countries lacked data on labor compensation needed to compute the output multipliers. The 40 countries together accounted for about 88% of world GDP. The data included industry production price indices from which we computed the vector r of rates of price change in each industry and each country. For our regressions we used data from the World Bank [32] and Penn World Tables [33] .
b. Calculation of industry output multipliers We treated the world as one large economy and constructed the 1400 × 1400 matrix A of input coefficients corresponding to all industries in all countries. We took the Leontief inverse and computed the 1400-dimensional vector L = (I − A T ) −1 1 whose elements give the output multiplier of each industry in each country. Industries and their output multipliers are listed in Extended Data Table I . We interpreted the labor coefficient˜ (see Supplementary Information) in two ways, either accounting for all payments to households (using value added, row code r64) or accounting for labor income only (using the labour compensation field and WIOD exchange rates to convert to U.S. dollars). All results here used the former unless otherwise noted. We found the results were qualitatively similar either way. The main difference was that output multipliers were smaller when including all payments to households, since this increases the flow of money to the household sector and thus shortens path lengths. WIOD did not contain data for labor and capital income separately for the Rest Of the World (ROW) region. We compared the results of excluding ROW altogether with including it using an assumed fraction of value added to represent labor income, finding qualitatively similar results either way. Results shown are based on including ROW with an assumed labor fraction 0.5, similar to the global average (0.57 in 2009) computed across the WIOD countries.
c. Calculation of average output multipliers We computed the average output multiplier of each country as a weighted sum of the output multipliers of its industries. The weight of industry i in country c was given by the share of i in c's contribution to world final demand, i.e. Y i,c / i Y i,c where Y i,c is the total final demand of industry i in country c. The final demand Y i,c accounts for consumption and investment payments by all countries (i.e. column codes c37-c42, summed over countries) and excludes net exports, since in WIOD the latter are accounted for within the input-output table. The average output multiplier was computed in each year and for the regressions shown in Extended Data Table IV it Table II. d. Calculation of industry returns The nominal industry return r i,c of industry i in country c was computed as the log return of (i, c)'s gross output price index. These returns were computed for each year and for the whole period 1995 -2009. The wage rate in a country was computed as the ratio of the total labor income earned to total hours worked by industries in the country, and the log return of this was computed to give ρ c . The real price return r i,c was then computed as r i,c − ρ c .
e. Calculation of productivity growth rates We estimated productivity growth rates asγ = (A T − I)r. This estimation method represents a dual approach to estimating productivity changes [16] , computing the average growth rate of an industry's input prices and subtracting the growth rate of its output price, ascribing the difference to improvements by the industry.
f. Calculation of average improvement rates The average local improvement rateγ c for country c was estimated asγ c = i η i,c γ i,c , where η i,c is the share of industry (i, c)'s gross output in the total gross output of country c.
g. Test of r = −H
T γ We split the period 1995 -2009 into three periods of nearly equal length (5 years, 5 years, 4 years), labelled periods I, II, and III, and use data from periods I and II to predict price returns in period III. In each period, we computed the period average price returns r I , r II , r III , and productivity growth rates γ I , γ II , γ III . We treated the productivity growth rates as observations from an AR(1) time-series model and fit γ II = a1 + bγ I + ε, obtaining the fitted coefficientsâ andb. We then computed predicted growth rates for the third period asγ III =â1 +bγ II . Since the predicted productivity growth rates use data from only the first two periods they are fully independent of price returns in the third period. We then computed the predictionr III = −H Tγ III using the Leontief inverse H from the final year of period II. There were thus two effects that could limit the predictive performance ofr III = −H Tγ III , the exclusion of Leontief inverse data from period III and the exclusion of productivity estimates from period III.
The predicted and actual price returns have a highly significant correlation (Extended Data Fig. 2a ) with pvalue ∼ 3×10 −41 . This prediction performed significantly better than a prediction based only on the output multipliers, which is expected since the full prediction of the model r = −H T γ includes the additional information of productivity growth rates across industries and the full network structure as captured by the Leontief inverse. The slope is notably larger than 1, showing that actual returns are larger than predicted ones in this case. Productivity growth rates have been seen to be correlated with output multipliers (Extended Data Fig. 1 ). Taking this correlation into account (Fig. 2b ) results in a slope that is nearly 1. Here we fit productivity growth rates in periods I and II as γ II = a1 + bγ I + cL + ε, where L are the output multipliers from the final year of period II.
We then estimated productivity growth rates in period III asγ III =â1 +bγ II +ĉL, and computed predicted price returns as before.
h. Test of prediction for covariances of price returns
We compute the covariances of price returns between every pair of industries in the WIOD, leading to about 9.5 × 10 5 unique covariances after removing industries with zero expenditures. For each pair of industries i and j, we compute 
Code Industry
Average Significance levels: * = 0.05, ** = 0.01, *** = 0.001. 
Background on production networks
We first review background on production networks needed for our model. Many of the relationships here are familiar in input-output economics (e.g. [1] ), and can be understood within a general equilibrium framework, which we discuss in the Supplementary Discussion on page 14. We consider a simple closed economy (i.e. having no imports or exports) with no government or financial sector. The economy consists of a set of nodes representing industries and households, and a set of directed, weighted links representing their transactions. One can think of these links either in physical terms, with edges corresponding to the flows of goods, or in monetary terms, with edges corresponding to the flows of money. Goods and money flow in opposite directions. Each industry consumes a set of input goods and transforms them into a single output good. 1 One node represents the household sector, which uses final consumption goods made by industry nodes and produces labor.
Nodes are indexed by i and j. Goods flow rates are denoted by X, X ij = flow rate of goods from j to i,
and money flows by M , M ij = flow rate of money from j to i.
These flows are related by the identity
where p i is the nominal price of good i.
We neglect capital accumulation, investment, savings and taxes, and assume that all money flowing into a node is immediately spent. The money flowing into node i then equals the money flowing out, j M ij = j M ji . Using Eq. (3) this can be written in terms of prices and goods flows as
Note that the sum on the left hand side, X i ≡ j X ji , is the rate at which industry i produces its good. It is useful to define a matrix of physical coefficientsΦ with elements
A coefficient φ ij gives the amount of good j needed by node i per unit of output. Eq. (4) can be rearranged in terms of these coefficients and written in vector notation as
Rewriting Eq. (5) as X ij = X i φ ij and summing over i gives a corresponding equation for goods flows, X =Φ T X, where X is a vector whose components are the physical output rates of each industry. Taken together, the two vector equations give a set of prices and flow rates that simultaneously equate the physical use and production of all goods.
Goods have idiosyncratic units, making it sometimes more convenient to work in terms of money flows. By analogy to Eq. (5), the normalized money flow from node j to node i defines the input coefficients
where M j ≡ i M ij = i M ji is known as the gross output of j. The input coefficients a ij define a matrixĀ whose columns sum to 1, i a ij = 1 for all j. It is thus a stochastic matrix whose elements can be thought of as transition probabilities for money flows. The elements ofĀ andΦ are related by
or in matrix formĀ = PΦ T P −1 , where P is a matrix with the prices p i along the diagonal. A andΦ are thus related by a similarity transformation, which will be useful later to switch between goods and money flows. It is convenient to splitΦ into blocks that correspond to the industry nodes and the single household node. We let C i denote the physical consumption of good i by households, and let L i denote the labor provided to industry i. Let N denote the number of industries. Then the (N + 1) × (N + 1) dimensional matrixΦ may be partitioned as
Here Φ is the N × N matrix containing the industries' physical coefficients. The N × 1 vector contains the elements i ≡ L i /X i , which gives the labor required by industry i per unit of output. The 1 × N vector c contains the elements
L j , giving household consumption per unit of labor provided. The coefficient φ HH corresponds to the household node's consumption of its own labor. It plays no role in what follows, so for simplicity we let φ HH = 0. SimilarlyĀ may be partitioned as
Here A is an N × N matrix containing industries' input coefficients a ij . We let w denote the nominal wage, the price per hour charged for labor. Using Eq. (8), the vectors˜ andc, corresponding to the amounts spent on labor and consumption, are related to and c bỹ i = w i /p i andc i = p i c i /w.
Technology improvement
We consider a simple model of technology improvement in which the production processes at each node become more efficient in their use of inputs over time. In the notation of the previous section, this means that the physical coefficients φ ij have a tendency to become smaller, corresponding to the ability to produce the same physical output with less inputs. The process is quite noisy, and individual coefficients may increase by significant factors as substitutions between inputs take place. We assume that all quantities in the model are differentiable in time. The set of physical coefficients φ ij and i characterize the input needs of industry i. We denote the rates of change of these coefficients bẏ
where a dot over a variable denotes a time derivative. The minus signs above mean that improvement (i.e. greater efficiency in the use of inputs) corresponds to γ ij > 0. These rates may vary with time. An industry i's rate of improvement then is defined as the weighted average across these rates of coefficient change for its inputs,
The weights are the shares of i's expenditures going to each input. The improvement γ i is local to node i, in that it describes improvement in i's production processes independent of improvements made in other industries. The improvement rate γ i can be understood as the rate of productivity improvement of industry i. By definition, the productivity growth of a producer is the growth in output by the producer that is not accounted for by growth in the use of input goods. The connection of γ i to productivity growth can be seen as follows. As a consequence of the definition φ ij ≡ X ij /X i , we have γ ij = q i − q ij , where q i ≡Ẋ i /X i is the growth rate of i's output and q ij ≡Ẋ ij /X ij is the growth rate of i's use of j. Plugging this into Eq. (12) and rearranging then leads to
i.e. γ i equals the difference between the growth rates of i's output production and input use.
Evolution of industry price returns
We first compute how prices change as a result of the technology improvement described by Eq. (11) . PartitioningΦ into blocks (Eq. (9)), Eq. (6) can be written as the two equations
All variables are time-dependent, and from here on we omit writing the time dependence to reduce clutter. We assume that all variables are differentiable. The time derivative of Eq. (14) isṗ =Φp + Φṗ +˙ w + ẇ, or in index forṁ
Plugging in γ ij =φ ij /φ ij , the above becomeṡ
The elements φ ij and a ji are related such that φ ij p j = a ji p i , and analogously i w =˜ i p i . Using this and rearranging we havė
To obtain the second equality, we used Eq. (12) to convert the bracket term to γ i . In vector form, this equation isṗ = −Γp + Φṗ + ρ w, where Γ is the diagonal matrix
and solving forṗ givesṗ
Using Eq. (8), Φ and can be expressed in terms of A and˜ as Φ = P A T P −1 and = P˜ /w. Plugging these expressions into Eq. (20) leads to
Here r ≡ P −1ṗ is a vector containing the rates of change of nominal industry pricesṗ i /p i , which we refer to as nominal price returns for brevity. The vector γ ≡ (γ 1 , . . . , γ N ) contains industries' productivity improvement rates. The quantity
is the transpose of the Leontief inverse, which appears ubiquitously in input-output economics [1] . Finally we let r ≡ r − ρ1 denote the rate of change of real (i.e. inflation-adjusted) prices, deflated using household wage rates. Then using the identity (I − A T ) −1˜ = 1 (see page 11 for the derivation), where 1 is a vector of 1's, Eq. (21) simplifies to
Without loss of generality, any realized value of γ i can be decomposed into a sum of its average value across industriesγ and a deviation ∆γ i . Substituting this into Eq. (23), in index form we have
where the quantity L i = j H ji is the output multiplier of industry i, also called i's total backward linkage [2] or downstreamness [3] . Under the analogy to food webs, L i corresponds to the trophic level of industry i [4] . See page 11 for a discussion of different interpretations of the output multiplier. Computing the expectation value of r i across industries conditioned on the output multiplier, we have
If γ j is uncorrelated with 
i.e. the expected real price return of industry i is proportional to L i , with proportionality constant −γ. Thus, if the correlations between the industry improvement rates and the elements of the Leontief inverse are sufficiently low, over timescales where the output multiplier remains roughly constant, we expect the long-term decline of the real prices of an industry to be proportional to its output multiplier. This is a striking result because it connects the long-run rate at which the cost of a product falls with a purely structural property of the economy. The output multiplier is a structural property in the sense that it depends only on the network of production relationships.
The proportionality between the expected price returns of industries and their output multipliers given in Eq. (26) is exact when improvement rates across industries are uncorrelated with the elements of the Leontief inverse. As a counterexample, suppose all improvements rates were zero except for that of industry k, γ i = γ 0 δ ik . Then instead of Eq. (26), one would obtain r i = −γ 0 G ik , i.e. the returns would depend on the k th row of the Leontief inverse, and we would not expect a relationship between price returns and output multipliers. As noted earlier though, the correlations between improvement rates and the Leontief inverse are weak, and Fig. 2 of the main paper shows a strong relationship between expected returns and output multipliers.
Evolution of country growth rates
We now derive a relationship to GDP growth. Taking the time derivative of nominal wages, Eq. (15), givesẇ =ċ · p + c ·ṗ. Using the definition c i ≡ C i /L introduced earlier, this can be writtenẇ
Here,Ċ i /C i ≡ g i is the growth rate of household consumption of good i andL/L ≡ h is the growth rate of labor provided. In the simple economy here, the GDP is the total expenditure by households on consumption goods, Y ≡ i p i C i . Let θ i ≡ p i C i /Y denote the share of GDP devoted to good i. Using these definitions, Eq. (27) can be rearranged aṡ
where θ = (θ 1 , . . . , θ N ) and g = (g 1 , . . . , g N ). The term θ · r ≡ r is the average rate of increase in the prices of final goods and measures the inflation rate of the economy. 4 The term θ · g ≡ g is the average rate of growth in the consumption of final goods. It represents the growth rate of real (i.e. inflation-adjusted) GDP. We let g ≡ g − h denote the growth rate of real GDP per unit of labor, and let r ≡ r − ρ denote the average growth rate of prices after deflating by the growth in wages. Then after rearrangement, Eq. (28) can be written as simply
Eq. (29) says that the growth rate of real GDP per unit of labor is equal to the rate at which real prices decrease. Finally, multiplying Eq. (23) by θ to obtain r and plugging it into Eq. (29) gives the growth rate in terms of the local improvement rates:
To recast this relationship in terms of output multipliers, it is useful to first derive a relationship between total output and the Leontief inverse. The total revenue of industry i equals the sum of revenues from final and intermediate consumption, 
Multiplying both sides by γ/Y , and recalling that θ = Y/Y , this becomes
The gross output of the economy is O ≡ N i=1 M i and we define the output-weighted average improvement rateγ asγ
Here the weights η i = M i /O give the fractions of each industry in gross output. Then Eq. (32) becomes
Eq. (34) holds for any vector of improvement rates γ. In particular, choosing γ = γ(1, . . . , 1) T =γ1 shows that for a closed economy the ratio O/Y is equal to the average output multiplier, the GDP-weighted average of the industry output multipliers:
This re-derives the important result shown in Fally (2011) [5] that the average output multiplier is well-defined and invariant under aggregation. 5 We can now write Eq. (30) as
Eq. (36) cleanly separates GDP growth into two terms, one which depends on improvement rates, and another that depends purely on structural properties of the production network. We stress that the proportionality between GDP growth and the average output multiplier given in Eq. (36) is unaffected by how productivity improvement rates are distributed across industries. In contrast, the price returns do depend on how these improvements are distributed. (However, the expectation value of r i does not, as long as γ is uncorrelated with the Leontief inverse as noted in the last section.) Page 10 shows an example that illustrates this difference between the two predictions Eq. (36) and Eq. (23).
Covariance of price returns
The prediction for price returns (Eq. (23)) also leads to a prediction for the co-movement of prices in the network, characterized by their covariance 
This can be written in matrix form as R = H T GH, where R ij are the covariances of the price returns and G mn are the covariances of the productivity growth rates.
The diagonal elements of G are the time variances of productivity growth rates, while the off-diagonal elements are the covariances. To study the predictions of Eq. (37), we decompose G into its diagonal elements D and off-diagonal elements O, G = D + O. Plugging this into R = H T GH leads to a corresponding decomposition of the return covariances,
The first term above shows that price returns would be predicted to covary even if there were no covariance between productivity improvement rates. The price returns of goods depend on productivity improvement rates throughout the network in a way that depends on the structure of the network, which is captured by H. Taking the expectation value of Eq. (38) across industries, and assuming that the expected value of the second term is zero, we have
We could also consider the further simplification where all industries have the same time variance of productivity improvement rates. In this case, the expression for R would become especially simple, reducing to R = σ γ H T H, where σ γ is the variance of all improvement rates. This increases the similarity to the earlier prediction for the expected value of price returns, in that the expected covariances become proportional to a factor that depends only on network structure, H T H.
Supplementary Discussion

The effect of heterogeneous productivity improvement
The following example addresses the issue of heterogeneous productivity improvement rates across industries, and illustrates how the average output multiplier depends only on network structure. We use the simple network shown in Fig. 2 of the main paper, reproduced in Fig. S1 . There are three nodes, households (H) and two industries (a and b). Households buy good a from industry a, which buys good b from industry b, which buys labor from households. Industry a has an output multiplier of 2 and industry b has an output multiplier of 1. An unrealistic feature, adopted for clarity, is that industry a purchases no labor, though this does not affect the arguments below.
Consider three different distributions of productivity improvement rates across the two industries that all share the same average improvement rateγ = γ. In the first case, industry a realizes no improvement, while industry b improves by 2γ%. The price of good b decreases by 2γ%. The price of good a also decreases by 2γ% because it is downstream of good b, and realizes a lower production cost from inheriting good b's lower price. In the second case, industry a improves 2γ%, while industry b has no improvement. The price of good a falls 2γ%, and there are no downstream goods to pass this price reduction on to. Only in the third case, where both industries realize a γ% increase in productivity, does each industry realize a price reduction in proportion to its output multiplier.
In contrast, the growth rate does not depend on how improvements are distributed across industries. In all cases the price of the good purchased by households falls 2γ%, and the economy grows by the same percentage. The factor of 2 corresponds to this network's average output multiplier, which is 2. This can be computed from the GDP-weighted average of the industry output multipliers,L = 1 · 2 + 0 · 1 = 2. Fig. 3 
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The chain economy in
of main paper
Here we elaborate on the simple chain economy shown in Fig. 3 of the main paper. The input coefficients for this economy arē
The normalization condition forĀ requires that˜ b = 1, a ba +˜ a = 1, andc = 1. It is clear that since the only input of industry b is labor, it has an output multiplier L b = 1. The output multiplier of industry a can be computed in several ways; see Eqs. (42)- (45) in the next section. Using Eq. (42) (Eq. (1) in the main paper), industry a has an output multiplier
This result can also be derived using Eq. (45), which computes the mean number of steps taken by a dollar spent by industry a to reach the household sector. With probability˜ a it is spent on labor and reaches the household sector in one step. With probability (1 −˜ a ) it buys the intermediate good produced by industry b, and reaches the household sector in two steps. This gives L a =˜ a + 2(1 −˜ a ) = 2 −˜ a as before.
Eq. (41) shows that a's output multiplier is between 1 and 2 depending on a's labor share, reaching its upper limit L a = 2 when the labor share is zero. This illustrates that the output multiplier of an industry depends on two factors: the share of its expenditures that go toward purchasing labor, and the output multipliers of the other industries from which it buys intermediate goods. As discussed in the next section, a dollar spent on a good with a high output multiplier will take more steps to reach the household sector than a dollar spent on a good with a low multiplier.
Since industry a produces the only final good, its GDP share is 1, and the average output multiplier of the network isL = L a = 2 −˜ a . To see how the output multipliers affect growth, suppose industries' productivity improvements rates are γ a = γ b = γ. The relationships in Section 1.3 imply that the price of the intermediate good drops at a rate r b = −γ, and the price of the final good drops at the (faster) rate r a = −γ(2 −˜ a ). Eq. (29) then implies that final consumption rises at the growth rate g = γ(2 −˜ a ) = γL. The amplification is evident from the fact that the average output multiplierL = (2 −˜ a ) of the industry producing the final good is greater than 1. Intuitively, cost reductions in upstream industries are passed on to downstream industries, which benefit both from their own local improvements and those of the upstream industries.
Three interpretations of output multipliers
The way we introduced the industry output multipliers L i in the main text emphasizes their connection to trophic levels in ecology,
Eq. (42) is often used directly in ecology to define a trophic level. That is, the trophic level of a species i is 1 greater than the average trophic level of the species it feeds upon [4, 7, 8, 9] . In this context a coefficient a ji is the energy fraction of species j in i's diet. In our context, a ji is an input coefficient, giving the share of industry i's expenditures devoted to purchasing good j. Thus, Eq. (42) can be interpreted as saying that the output multiplier of an industry is 1 greater than the average output multiplier of its input industries. A second interpretation arises in input-output economics. Rewriting Eq. (42) in vector form gives L = 1 + A T L, and solving for L yields
This expression connects L i to the standard method of computing output multipliers as column sums of the Leontief inverse [2, 1] . Typically, an output multiplier L i is used to predict changes in the gross output of the economy with a given increase in the final demand of good i. The dynamics that lead to this prediction are different from the dynamics we study here. The productivities of industries are held constant, and changes to GDP act as the stimulant for increases in gross output, rather than being the outcome of productivity changes. It is noteworthy that the same network quantity appears in both models, and reflects the fact that both models depend on the propagation of effects along production chains. The output multipliers can be interpreted in a third way as mean path lengths in a Markov chain, representing the average number of payments that are made before a dollar spent on an input arrives at households as a payment for labor. The elements of A and˜ can be interpreted as transition probabilities in a network of money flows [10] , and the relationship of Eq. (43) to path lengths is a classic result of absorbing Markov chain theory [11] . To show this connection here, we first derive the identity (I − A T ) −1˜ = 1 used on page 5 to obtain Eq. (23):
To obtain the last equality, note that j˜ j A k ji is the probability that a unit of currency starting at industry node i arrives at the household node in exactly k + 1 steps (k steps between industries, plus a final step to households). With the sum over k, the second line is the probability of ever reaching households, which is 1. Using Eq. (44), the output multiplier can be written in the form
To derive this, we substitute (
, and note that the matrix (I−A T ) −2 has an infinite series expression ∞ k=1 k A T k−1 . Applying this series expansion leads to Eq. (45). This expression shows that L i is an average path length. The inner sum is the probability that a random walk in this network starting at node i will arrive at the household node after exactly k steps. Summing over k, Eq. (45) thus gives the mean number of steps the random walk takes to reach households.
Consistency with Hulten's theorem and relation to Domar weights
The model we present here expands the scope of a classic result known as Hulten's theorem [12] , which relates the aggregate rate of productivity change to the improvement rates of individual producers. Hulten's theorem states that the rate of increase of total factor productivity T is a weighted sum of the productivity improvement rates of industries γ i , with weights M i /Y originally proposed by Domar [13] :
Here T measures the amount of output not explained by the amounts of factors of production used. In a simple model where productivity improvements drive growth, the growth rate g is equal toṪ /T . The Domar weights sum to a number greater than 1, reflecting a multiplier process involving intermediate goods [12] . The amplification of aggregate output is the same one that we have derived here. The relationship to Eq. (36) can be seen by writing out the definition ofγ (Eq. (33)):
The theory here thus reproduces Hulten's theorem as a side effect, after starting from a simple mechanism for technological improvement. The theory also does quite a bit more, because our formulation cleanly separates structural properties from improvement rates and makes the relationship between growth and the average output multiplier clear. Comparing Eqs. (47) and (46) shows thatṪ /T corresponds toγL, i.e. the model decomposes the aggregate productivity growth rateṪ /T into the average productivity growth rateγ and a factor characterizing network structure. Most importantly, our model leads to the empirically testable price and growth predictions presented in the main text. It is worth noting how the Domar weights, D i ≡ M i /Y , relate to the output multipliers, as these two quantities both convey information about an economy's structure. From Eq. (46), it can be seen that the Domar weights provide the minimal statistics to aggregate the productivity growth rates of producers. As noted earlier, the vector of industries' gross outputs equals M = (I − A) −1 Y, which means that the Domar weights can be written as
where θ denotes the GDP shares of industries. Since the output multipliers are given by L T = 1 T (I − A) −1 , we thus have the following set of relationships:
Eq. (49) shows two things. First, the sum of the Domar weights equals the GDP-weighted average of the output multipliers. Second, it shows that the Domar weights combine two kinds of information: the GDP shares, and the input relationships among producers. In contrast, the output multipliers remove the effect of an economy's output mix, and depend only on producer input relationships. In this sense, they describe production chain characteristics of industries independently of what final goods an economy chooses to make. If an economy shifts toward manufacturing, for example, the Domar weight of manufacturing industries will increase, while the output multipliers of these industries need not change.
Correspondence with general equilibrium theory
Input-output relationships were used as the starting point to derive the predictions of the model. This has the advantage of enabling powerful results within the simpler framework of accounting relationships. However, the model can also be understood within a general equilibrium framework. Here we briefly review general equilibrium theory in the notation of our model.
Each producer i has a production function
, where t is time and X i ≡ (X i1 , . . . , X in , L i ) is the vector of input rates to producer i. Producers are assumed to maximize profits at prevailing prices,
where p = (p 1 , . . . , p n , w) is the vector of prices. Households are assumed to maximize utility subject to their budget constraint C · p = Lw, yielding a household demand function C(p). At equilibrium, prices p are such that all goods markets and the labor market clear,
We assume that producers operate under perfect competition and have production possibilities characterized by constant returns to scale. Under these conditions, producers earn no economic profit at equilibrium, and activities earning deficits are not operated (see e.g. [14] ). Without loss of generality, let i index only those producers that have positive activity levels. Since these producers earn zero profit at equilibrium, their revenues and expenditures satisfy the balance relation
This is the same as Eq. (4), with household purchases and income broken out from the sums. The technology dynamics discussed on page 4 can be related to the production functions. The production output X i = f i (X i , t) of a node i changes because its input rates X i change and the production function itself evolves. The latter effect is captured by f i 's direct dependence on time. Taking the time derivative, the growth rate of i's output iṡ
To simplify the notation, let q i ≡Ẋ i /X i denote the growth rate of i's output and let q ij ≡Ẋ ij /X ij denote the growth rate of i's use of input j. The quantity ij ≡ ∂ ln f i /∂ ln X ij is i's output elasticity of j, and γ i ≡ ∂ ln f i /∂t is i' s productivity growth rate (see e.g. [15, 16, 17] ). With these definitions, Eq. (54) can be written as
Next, we write this in terms of changes to physical coefficients γ ij ≡φ ij /φ ij . As noted earlier, the definition φ ij ≡ X ij /X i implies that γ ij = q i − q ij . Solving for q ij and plugging into Eq. (55), we get after rearrangement
In the second term, the quantity j ij is known as the elasticity of scale. Whether f i has decreasing, constant, or increasing returns-to-scale depends on whether j ij is less than, equal to, or greater than 1. Assuming that f i has constant returns-to-scale, this term is zero. In addition, a basic result of microeconomic theory is that when producers are profit-maximizers under perfect competition, the share a ji of node i's expenditures spent on good j is equal to the output elasticity ij . This can be derived from the first-order conditions of Eq. (50), which lead to p j /p i = ∂f i /∂X ij for all inputs j. Multiplying both sides by X ij /X i leads to
Using this, Eq. (56) becomes
Eq. (58) is the same as Eq. (12), and expresses the productivity growth of node i as the expenditure-weighted average of the rates of change of its input coefficients.
To further illustrate these connections to general equilibrium theory, we consider the special case of a Cobb-Douglas production function. Here f i (X i , t) takes the form
with a set of exponents β im (m = 1 . . . N ) and β iL . If these exponents sum to 1, then f i will have constant returns to scale. Taking the time derivative, the rate of change of i's output iṡ
Comparing this with Eq. (54)- (55), the productivity growth rate γ i in this case is the rate of change of the prefactor A i . The output elasticities im are equal to the exponents β im , and by Eq. (57), these are also equal to the expenditures shares: a mi = im = β im . Since the exponents β im are fixed numbers, i's expenditure shares in this special case will stay the same over time even as productivity changes, a well-known outcome of the Cobb-Douglas production function. More generally, expenditure shares will remain the same for any production function that is homothetic.
Average output multipliers for open economies
Here we show that trade between countries tends to bring their average output multipliers closer together. We derive the result for the two country case and show the result for an arbitrary number of countries. Let the countries be labeled country 1 and country 2, each with N industries. If the economies are closed to trade, the world input matrix A will take the form
where A 1 and A 2 are the input matrices of the two countries and 0 is an N × N matrix of zeros. The Leontief inverse is given by Trade between economies leads to non-zero elements in the off-diagonal blocks of A. To see what effect this has on the average output multipliers, we consider a first-order perturbation in which each country starts using imported goods from the other country, with correspondingly less domestic goods. We let the input coefficients of country 1's imports increase by an amount 21 A 1 , and simultaneously reduce country 1's domestic input coefficients by the same amount. Thus, total input requirements remain the same (in value terms) for each good. Note that multiplying all elements of A 1 by 1 − 21 means that, for all goods, a fraction 1 − 21 is now spent on the domestic version of the good and a fraction 21 is spent on the foreign version. Making a similar change to country 2's input coefficients with parameter 12 , the new matrix of input coefficients for the world A O is 
Writing (H O ) T in terms of the matrix blocks corresponding to the two countries, we have
where
The average output multipliers of each country can be obtained by left-multiplying (H O ) T by the GDP shares (θ 1 , θ 2 ) and right multiplying by N × 1 vectors of 1s (1 N , 1 N ) . Doing this shows that the average output multiplier of country 1 after becoming open to trade,L O i , is related to its average output multiplier while it was closed to trade,L i , bȳ
where L 2 and L 1 denote the industry output multipliers of the two countries when they were closed to trade. To understand this expression, suppose the industry output multipliers L C 1 of country 1 start out generally smaller than those in country 2. The elements of θ 1 and H 1 A T 1 are positive, so the second term above will lead to a higher aggregate multiplier than if the economy were closed. The opposite effect occurs in country 2, whose average multiplier falls. Thus, trade pulls the average output multipliers of the two countries closer together. For N countries, the calculation can be generalized, with the result
3 Supplementary Results
Predictive power of output multipliers and industry labels
As noted in the main text, the model here predicts that variation in the output multipliers should predict variations in price returns. While industries of different types may be expected to realize different rates of price reduction, Extended Data Fig. 4 indicates that the same industry in different countries may realize different rates of price reduction depending on the value of its output multiplier in these countries. These results suggest that an industry's output multiplier is more informative of its rate of price change than just knowing that an industry is e.g. a manufacturing or services industry. We can also make this comparison directly, comparing the correlation of price returns with industries' labels and with their output multipliers. We regressed the real price returns against a set of dummy variables that indicate whether an industry is an agriculture, manufacturing, or services industry, comparing this to a regression on the output multipliers (Table S1 ). Industries' labels are highly significant, with negative coefficients reflecting that fact that prices are largely decreasing. Manufacturing industries realize faster rates of price reduction, also as expected. When output multipliers are included, the signs of these dummy variable coefficients are flipped, and the coefficient on output multipliers is little changed relative to a regression without the industry labels. We also obtain similar results with a variation of this test in which there are separate dummy variables for each of the 35 industry types in the WIOD.
Correlations in decomposition of price returns
The results in this section further examine the process of price reduction in the network and the correlations between price returns and productivity improvement rates noted in the main text. Multiplying Eq. (23) by I − A, price returns can be decomposed as
The price reduction of node i has two components: a direct improvement due to −γ i , and the indirect or inherited effects of improvements from the inputs that i consumes. Other nodes undergo productivity improvements, whose effects are transmitted to i through input price changes. In this sense, we can think of the second term as effectively representing improvement inherited by node i.
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Extended Data Figure 5 shows that both terms in Eq. (72) are important, with each contributing a similar magnitude to cost change on average. Inherited price reductions tend to contribute more, with a mean value -1.65 % yr −1 , as compared with the direct improvements, with a mean value of -1.06 % yr −1 . To understand these contributions further, we study the Table S1 : Regression of price returns against industry labels and output multipliers. Below each coefficient value we show its p-value.
correlations among the price returns r i , the direct improvement term −γ i , and the inherited improvement term Σ i ≡ j r j a ji (Table S2 ). The correlation is high with both terms, especially the direct improvement term. A correlation with both terms is expected, since these quantities are related by r i = −γ i + Σ i . To understand the effects of this relationship, we treat −γ i and Σ i as random variables, which sum to produce a third random variable r i . In general, consider three random variables X, Y , and Z that are related as X + Y = Z. By definition, the Pearson correlation between Z and the summand X is
where σ Z and σ X are the standard deviations of Z and X. The numerator in Eq. (73) is
while the denominator is
Eq. (75) gives the correlation between the sum variable Z and the summand X in terms of the variances and covariances of X and Y . Table S2 : Correlations between returns and direct and inherited sources of productivity improvement.
the larger variance attaining the larger correlation with Z. If the covariance is not negligible, and the variances of X and Y are the same, then
In this case, both variables have the same correlation with Z, which depends on the ratio of the covariance between X and Y with their shared variance σ 2 X = σ 2 Y . Finally, when both the covariance is negligible and the variances are the same,
707. This last case shows that the correlation of X with Z will tend to be large simply because X is a summation term in computing Z.
We use these formulas to compute the correlations of −γ i and Σ i with r i based on the measured values of their standard deviations and covariance. The large correlation ρ rγ = 0.92 is driven by three effects. The largest effect is the one just noted, that −γ i and Σ i are related to r i by r i = −γ i + Σ i . This gives both variables a starting correlation with r i of 1/ √ 2 ≈ 0.707. The next largest effect is that −γ i has a larger variance than Σ i . Intuitively, the larger variance in −γ i causes it to explain more of the variation in r i , even though it is actually responsible for somewhat less price change on average. Third, the covariance between −γ i and Σ i increases both variables correlation with r i . These two variables have a correlation with each other of -0.37 (p = 3 × 10 −47 ).
Multivariate regressions of average output multiplierL and model predictionγL
Theories of growth are frequently tested with regressions aimed at estimating the effects of country variables expected to influence growth. The relationship between growth and country characteristics is, of course, extremely difficult to tease out, and many objections have been raised about such regressions (see e.g. [18] and [19] for discussions). We view the various network level predictions described in the main text as the main evidence for theory here. Nevertheless, the importance of understanding the determinants of growth has led to a vast literature based on regression analysis, and regressing growth against the average output multiplier is in some ways natural. For completeness, we present a series of multivariate regressions involving the average output multiplier. For this we use the 14 variables noted in the main text as variables that commonly appear in growth models. We perform multivariate regressions of growth rates against these variables, with and without the average output multiplier as a regressor. The output multiplier remains statistically significant even with a number of other major variables present, i.e. the savings rate, depreciation rate, population growth rate, and total factor productivity level. It has low statistical significance when all 14 variables are included, though this is unsurprising given that there are only 40 country data points in the regression. In contrast, the full model predictionγL is statistically significant even with all 14 variables present. Significance levels: * p-value < 0.05, ** p-value < 0.01, *** p-value < 0.001. Table S3 : Results of regressing growth rates for 40 WIOD countries against common explanatory variables and the average output multiplier. Figure S2 : Industry output multipliers and country average output multiplier at varying levels of network aggregation. Using data from the U.S. Bureau of Economic Analysis [20] , industries were merged to produce a series of coarser representations of the U.S production network. At each level of aggregation, we compute the industry output multipliers (colored lines) and average output multiplier (thick black line). Industries are merged in an order based on their 6-digit North American Industry Classification (NAICS) codes. Starting with the 6-digit case (far right), all 427 industries are present. As the number of digits n descends from 5 to 1, industries sharing the first n-digits of their NAICS codes are combined, producing a coarser production network. In the 0-digit case all industries are merged into one node.
Insensitivity of average output multiplier to coarse-graining
As noted in the main paper, data on production networks varies in its level of aggregation, ranging from a few industries to hundreds of industries. This raises the concern that the average output multiplier might have different values depending on the granularity of the underlying industry data. However, it has been shown in Fally (2011) that the average output multiplier of a closed economy is independent of the level of aggregation, and equal to the ratio of gross output to net output O/Y [5] . Interestingly, an equivalent result was also obtained in ecology by , showing that the average path length of the average energy input to an ecosystem equals the ratio of the ecosystem's total energy throughput to total energy input [21] . Fally (2011) also performs a test of the sensitivity ofL to aggregation in the practical context of an open economy, using data from the U.S. economy at different levels of network resolution. Because of its relevance we repeat this test here, with the same finding that the average output multiplier is insensitive to the level of coarse-graining. We use the 2002 benchmark input-output table from the U.S. Bureau of Economic Analysis [20] , which distinguishes 427 industries. An advantage of this data set is that industries are indexed with 6-digit North American Industry Classification (NAICS) codes. These codes make it easier to merge industries into larger groupings, generating a series of coarser representations of the U.S production network. At each level of aggregation, we compute the average output multiplier. At the 6-digit level (far right in Fig. S2 ), all 427 industries are present. As the number of digits n descends from 5 to 1, industries sharing the first n-digits of their NAICS codes are combined, producing networks with 308, 205, 78, 24, and 10 nodes. In the 0-digit case all industries are merged into one node. At each level, industry output multipliers and the GDP-weighted average output multiplier were computing in the resulting coarse-grained network. Despite the fact that the U.S. is not a closed economy, the average output multiplier changes little over a wide range of levels of aggregation.
Test of robustness of results to turning off international trade entries
The model here is developed assuming a closed economy, while the empirical analyses were carried out on economies that are open to trade. As a check on the robustness of our results, we assess the effect of closing off countries to trade by zeroing out international trade entries in the matrix of intermediate payments. This forces all subsequent computations to be done using only the input coefficients a ij derived from countries' domestic purchases. Zeroing out trade payments breaks the balance of payments through nodes, but input coefficients can be computed in the usual way by dividing the resulting domestic input payments by industries' new total expenditures after the change. Across the board, the results for tests presented in the main paper, Extended Data, and Supplementary Information are similar. As an example, Figure S3 shows the effects of this change on Fig. 2b and Fig. 2c from the main text. The computed industry output multipliers and country average output multipliers are also similar. This suggests that the results for a given country are driven primarily by the structure of production within the country, rather than by aspects of the global structure of trade. 
