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Abstract— Compressed sensing (CS), as a signal processing technique, is often used to acquire and reconstruct 
a sparse signal. It can decrease the difficulty of acquiring signal while increase the difficulty of reconstructing the 
signal. Recently, block-based intra-prediction algorithms are widely used to further increase the compression ratio 
of images by using the information of neighboring blocks to predict the current block. However, it is hard to 
increase the speed by parallel processing due to the dependency among the blocks. Meanwhile, the reconstruction 
of compressed sensing images is time consuming. A reconstruction algorithm using Zigzag ordering-based 
parallelism is proposed in this paper to solve these problems. Besides, based on the feature of the chosen sensing 
matrix, a new method with higher efficiency for choosing the first candidate list in the reconstruction procedure 
was presented in this paper. The experimental results demonstrated that the proposed algorithm speedups the 
baseline algorithm for 3.26 to 7.13 times. And the quality of the reconstructed images is not changed. Thus, it is a 
promising solution for fast reconstruction of compressed images. 
Keywords: Block Compressed Sensing; Parallel Reconstruction; Zigzag Scanning 
 
I. INTRODUCTION 
Around 2006, the D Donoho, E Candes, T Tao and other 
scientists proposed a theory named compressed sensing 
(CS) [1, 2], which proves that the signal is possible to be 
reconstructed with even less samples than the sampling 
theorem requires. The concept of CS is if signal 𝑋 of 𝑁 
length is k-sparse on a basis or dictionary Ψ , then an 
accurate reconstruction result is obtained by 𝑀  times 
(𝑘 < 𝑀 ≪ 𝑁) linear projection this signal to another basis 
Φ which is incoherence to Ψ. That is: 
𝑌 =  Φ𝑀∗𝑁X𝑁∗1 =  Φ𝑀∗𝑁Ψ𝑁∗𝑁θ𝑁∗1 =  A𝑀∗𝑁θ𝑁∗1 (1) 
In general, the basis Ψ is called as transform matrix, 
basis Φ is called as measurement matrix [3], matrix 𝐴 is 
called as sensing matrix or sampling matrix, M/N  is the 
sampling rate, 𝑌  is the compressed signal is called 
measurement. 
The reconstruction procedure of the greedy algorithms 
is to find the column vectors of the sensing matrix which 
can describe the signal as close to the original signal as 
possible. Fast Sparsity Adaptive Matching Pursuit 
(FSAMP) [4] is one of these algorithms. This algorithm 
does not require the information of the sparsity, which 
makes this algorithm more practical than others. Also, this 
algorithm needs less iteration times due to the strategy of 
choosing step size in each iteration. The reconstruction 
procedure of this algorithm chooses the column vectors 
twice. The first choice called Preliminary Test is to choose 
the candidate list by using the dot product which is 
multiplying the sensing matrix with the residual of the last 
step. The candidate list contains the vectors which get the 
top big dot product results. The other choice called Final 
Test keeps the vectors that obtain high results using the 
least square solution of the candidate. 
There is a trade-off between the quality and the time cost 
of the reconstruction result in this algorithm. Which 
means, higher quality higher time cost. To solve this 
problem, this work proposes the Revised Candidate List 
(RCL) based on the characteristic of the chosen sensing 
matrix to decrease the complexity of the FSAMP 
algorithm. This strategy can be used in the greedy 
algorithms which has the procedure of dot product. 
Usually, to increase the compression ratio, the Block-
based intra-prediction [5–8] which uses the correlation 
between the neighboring blocks of the current block, is 
adopted. The Fig.1 illustrates the details of the block-based 
intra-prediction refers the information of the upper block 
and the left block.  
Fig 1. Block-based intra-prediction 
The basic of the implement of the intra-prediction is the 
calculations between the blocks. To improve the 
practicality of the reconstruction framework and lay the 
foundation for future work in the compression part, when 
using the multi-thread method, it is necessary to guarantee 
the calculations between blocks. Also, the Block 
Compressed Sensing [9] should be used. However, 
because of the calculations between the blocks, it is hard to 
implement the multi-thread. To solve this problem, a 
method called High-Speed Compressed Sensing 
Reconstruction using Zigzag based Parallel Processing is 
proposed. This framework has good generality and can be 
used in combination with all of the reconstruction 
algorithms [10] in compressed sensing [11–15].  
II. HIGH-SPEED RECONSTRUCTION 
FRAMEWORK 
A. Revised Candidate List 
The Hadamard matrix and the Fast Walsh-Hadamard 
transform matrix are chosen in this work, both matrices are 
hardware friendly. The sensing matrix which obtained by 
multiplying the Hadamard matrix with the Fast Walsh-
Hadamard transform matrix is illustrated in Fig.2. The N is 
set as 16, M is 4. 
Fig 2. The sensing matrix with N=16, M = 4 
As mentioned before, to reconstruct the original signal, 
it is necessary to find the vectors in the sensing matrix 
which gets the top result in both first choice and second 
choice in the FSAMP algorithm. In Fig.2, it is easy to find 
that when the index of the column vectors is bigger than 
M, the vectors of the sensing matrix are all zero vectors. 
Those vectors have no contribution in the reconstruction. 
Therefore, choosing the first M vectors in the sensing 
matrix as the revised candidate list, then using the Final 
Test to gets the reconstructed signal. The other procedures 
of the reconstruction algorithm follow the FSAMP.  
Based on this strategy, the reconstruction efficiency is 
higher than before, and the quality of the images is same 
as before. 
B. Parallel framework 
To ensure the implementation of the multi-thread not 
influence the calculations between the blocks, there are 
three frameworks that can be taken in consideration. 
1. Row-based Parallel 
A simple and direct way to reconstruct the image 
parallelly is using row-based Parallel. This parallel method 
is setting the row of the blocks as a unit, then putting one 
unit into one thread to reconstruct the blocks parallelly. To 
describe it clearly, the details of the row-based parallel is 
demonstrated in Fig.3. 
 
There are J rows of the blocks reconstructed parallelly. 
In other words, when reconstructing the current block, it is 
not guaranteed that the upper block is reconstructed but it 
is certain that the reconstruction of the left block is 
finished. Thus, when reconstructing the image blocks, the 
information of the upper block can not be used. Which 
means, the compression ratio of the row-based parallel is 
lower than the compression ratio of the original. 
Fig 3. Row-based parallel; J is the number of the threads. 
2. Group-based Parallel 
Fig 4. Group-based Parallel; J is the number of the threads. 
To increase the compression ratio, there is a parallel 
method based on group. By this method, the blocks of the 
images are divided into J groups. One thread reconstructs 
one group. By this way, the first row of the group cannot 
refer the information of the upper row. This also lower the 
compression ratio. The group-based parallel is illustrated 
in Fig.4. 
Because the scan logic of the groups is “top to bottom, 
left to right”, therefore, it is necessary to store the blocks 
data of the upper row and the data of left block in the same 
group. Then the storage cost is as the Eq.2 shows. 
𝑆𝑡𝑜𝑟𝑎𝑔𝑒 =  𝐽𝑔𝑟𝑜𝑢𝑝 ∗ (𝑊𝑖𝑑𝑡ℎ𝑖𝑚𝑎𝑔𝑒 + 1) ∗ 𝑀 ∗ 𝑇𝑦𝑝𝑒 (2) 
The size of the 𝑇𝑦𝑝𝑒 depends on the chosen type of 
data. 
In one word, group-based parallel increases the 
compression ratio than row-based parallel while costs 
storage. More groups, higher efficiency, lower 
compression ratio. This illustrates that there is a trade-off 
between the compression ratio with the storage when 
reconstructing the image parallelly. Zigzag Ordering based 
Parallel is proposed to balance this trade-off. 
3. Zigzag Ordering based Parallel (ZOP) 
To keep the compression ratio as the original in the 
same time to save storage, Zigzag scanning based parallel 
algorithm is proposed. In this algorithm, the scan logic of 
“top to bottom, left to right” is replaced by “Zigzag 
scanning”. The Zigzag scanning ensures the left and the 
upper block of the current block must be reconstructed 
before reconstructing the current block. Combining with 
the parallel processing, the Zigzag Scanning based Parallel 
is demonstrated in Fig.5. 
Fig 5. Zigzag scanning based parallel; The image is divided 
into K groups; There are 4 rows of blocks in each group; The 
thread number is 4; The blocks have same number or same 
character (except β) run simultaneously; The yellow highlight 
means the stored blocks when reconstructing the block β 
As the Fig.5 shows, when the reconstruction procedure 
is at the last 3 rounds of the group, meanwhile, the current 
group is not the last group of the image, the blocks of the 
first 3 rounds of the next group are putted into the threads. 
In this way, only the rounds at the first 3 round and the last 
3 rounds of the image, the number of the running threads 
is less than 4. The more threads used, the more rounds that 
have idling threads. Which means, the speedup of this part 
should not higher than the thread number. 
Because this algorithm reconstructs the image one group 
by one group, and the first row of each group needs the 
information of the upper block in the compression 
procedure, it is necessary to store the last row of blocks in 
the group. During the reconstruction procedure, the left 
block of the current block in each thread should also be 
stored. Thus, the storage cost during the reconstruction is 
as the Eq.3 shows: 
𝑆𝑡𝑜𝑟𝑎𝑔𝑒 = (𝑊𝑖𝑑𝑡ℎ𝑖𝑚𝑎𝑔𝑒 + 𝐽 − 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑥) ∗ 𝑀 ∗ 𝑇𝑦𝑝𝑒 (3) 
𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑥 is the x index of the current block, 𝐽 is the 
thread number. 
For example, when reconstructing the block β, the 
details of the positions of the stored blocks are shown in 
the Fig.5 marked by the yellow highlight. Setting the width 
of the image as 1024, setting the 𝐽𝑔𝑟𝑜𝑢𝑝 and 𝐽 as 4, the 
storage costed by Eq.2 is 4100 ∗ M ∗ 𝑇𝑦𝑝𝑒, the storage 
costed by Eq.3 is 1024 ∗ M ∗ 𝑇𝑦𝑝𝑒. 
To sum up, the Zigzag scanning based parallel algorithm 
saves the storage and keeps the compression ratio. 
C. The overall framework 
The overall framework of Zigzag ordering based 
parallel using J threads is as Fig.6 shows.  
To reconstruct the block parallelly, the first step is 
calculating the index, then check the value of index to see 
whether it’s out of the image border or not. If yes, merging 
the data in the threads then quit the procedure, otherwise, 
calculating the index in every thread. Then reconstructing 
the blocks in the threads based on the index obtained in the 
last step. If the reconstruction in the current thread is 
finished, the thread will be blocked until the others are all 
finished. After all threads are finished, the loop will 
continue and run next round till whole image processed. 
Fig 6. The procedure of parallel reconstruction in our work. 
III. EXPERIMENTS 
Experimental simulations are performed by 
Intel® CoreTM i7-7700 CPU @ 3.60 GHz with 4 cores, 
RAM 16 G, MATLAB R2019a. The block size is 16*16. 
The thread number is set as 4 in terms of the core number. 
The sampling rates (SR) are 0.2, 0.4, 0.6, 0.8. The chosen 
databases are Urban 100 [16], BSD 500 [17], Sun-Hays 80 
[18] and the typical images named Aerial, Airplane, Boat, 
Couple, House, Lena, Mandrill, Peppers, Sailboat, Splash. 
Because of the limitation of the block size, both the width 
and the height of the image should be multiples of 16. 
Therefore, 200 images with the size of 320*480, 10 images 
with the size of 512*512, 1024*672, 1024*768 as well as 
1024*1024 are chosen. The details of the dataset for 
experiment of this work is presented in Tab.1. 
Table 1. Dataset details 







Table 2. Reconstruction Time (RT) comparison between 
different Sampling Rates (RT); The Baseline is FSAMP 
RT(s) 
Sampling Rate 
0.2 0.4 0.6 0.8 
Baseline 0.75 1.62 3.31 6.35 
+RCL 0.48 0.88 1.77 3.39 
Speedup of RCL ×1.56 ×1.84 ×1.87 ×1.87 
+RCL+ZOP 0.23 0.34 0.66 1.31 
Speedup of ZOP ×2.09 ×2.59 ×2.68 ×2.59 
Total Speedup ×3.26 ×4.76 ×5.02 ×4.85 
 
The Tab.2 explicates the average reconstruction time of 
the test images with the size of 320*480. The speedup of 
RCL is the reconstruction time of the baseline divided by 
the reconstruction time of using the revised candidate list. 
The speedup of ZOP is the reconstruction time of using the 
revised candidate list divided by the reconstruction time of 
this work The total speedup is the reconstruction time of 
the baseline divided by the reconstruction time of this work 
which combines the zigzag ordering based parallel with the 
revised candidate list. In the Table.2, it is easy to find that 
using RCL, the reconstruction time almost saves half of the 
original. Based on the total speed up, the reconstruction 
efficiency increases obviously. Comparing the result on 
sampling rate of 0.6 with the result on sampling rate of 0.8, 
the speed up results of RCL are same. On the contrary, the 
speed up results of ZOP are different. This is because there 
is an idle option for threads during multi-thread 
reconstruction procedure. If the difference between the 
least time cost with the most time cost of the thread in the 
same loop is too large, the speed up result will be worse. 
In other words, the larger difference on reconstruction time 
cost of the blocks in the same round, the longer time thread 
stays idle, the lower reconstruction efficiency. The time 
cost difference is influenced by the feature of the 












































5 1 2 *5 1 2 1 0 2 4 *6 7 2 1 0 2 4 *7 6 8 1 0 2 4 *1 0 2 4

































5 1 2 * 5 1 2 1 0 2 4 * 6 7 2 1 0 2 4 * 7 6 8 1 0 2 4 * 1 0 2 4


































5 1 2 * 5 1 2 1 0 2 4 * 6 7 2 1 0 2 4 * 7 6 8 1 0 2 4 * 1 0 2 4






































5 1 2 * 5 1 2 1 0 2 4 * 6 7 2 1 0 2 4 * 7 6 8 1 0 2 4 * 1 0 2 4
Baseline Revised Candidate List This work
Fig 7. The results of reconstruction time using different sizes 
of images in sampling rate of (a) 0.2, (b) 0.4, (c) 0.6, (d) 0.8 
The time cost details using different sizes of images are 
given in the Fig.7. 
In Fig.7, when image size is 1024*1024, sampling rate 
is 0.8, the speed up of RCL is highest. When image size is 
1024*1024, sampling rate is 0.2, the speed up of ZOP is 
highest. As mentioned before, the speedup between this 
work and revised candidate list should not higher than 
thread number 4. But in the Fig.7, some speedups are 
higher than 4, the reason is that if using the multithread 
processing in the MATLAB, MATLAB will optimize the 
program itself. Therefore, the multithread processing in 
MATLAB will increase the efficiency of the 
reconstruction. 
Because the theory of the RCL is selecting the candidate 
list based on the characteristic of the chosen sensing 
matrix, the quality of the reconstructed images is not 
changed. In addition, the ZOP is combining multi-thread 
with the reconstruction procedure, the quality of the 
reconstruction is also not changed. In one word, this work 
does not influence the quality of the reconstruction results. 
The details of the reconstruction results are illustrated in 
the Figure.8. 
SR = 0.2    SR = 0.4     SR = 0.6    SR = 0.8 
 
PSNR = 23.9  PSNR = 27.6  PSNR = 30.0  PSNR = 34.6 
(1) Original 
 
PSNR = 23.9  PSNR = 27.6  PSNR = 30.0  PSNR = 34.6 
(2) This work 
(a) 
SR = 0.2    SR = 0.4     SR = 0.6    SR = 0.8 
 
PSNR = 26.1  PSNR = 31.4  PSNR = 33.8  PSNR = 37.5 
(1) Original 
 
PSNR = 26.1  PSNR = 31.4  PSNR = 33.8  PSNR = 37.5 
(2) This work 
(b) 
SR = 0.2    SR = 0.4     SR = 0.6    SR = 0.8 
 
PSNR = 16.9  PSNR = 20.5  PSNR = 23.1  PSNR = 28.0 
(1) Original 
 
PSNR = 16.9  PSNR = 20.5  PSNR = 23.1  PSNR = 28.0 
(2) This work 
(c) 
SR = 0.2    SR = 0.4     SR = 0.6    SR = 0.8
 
PSNR = 21.5  PSNR = 26.6  PSNR = 29.2  PSNR = 33.3 
(1) Original 
 
PSNR = 21.5  PSNR = 26.6  PSNR = 29.2  PSNR = 33.3 
(2) This work 
(d) 
SR = 0.2    SR = 0.4     SR = 0.6    SR = 0.8
 
PSNR = 20.1  PSNR = 22.3  PSNR = 24.4  PSNR = 28.9 
(1) Original 
 
PSNR = 20.1  PSNR = 22.3  PSNR = 24.4  PSNR = 28.9 
(2) This work 
(e) 
Fig 8. The quality of the reconstruction results using different 
sampling rate (SR) on different size of (a) 320*480, (b) 
512*512, (c) 1024*672, (d) 1024*768, (e) 1024*1024 
As the result shows, this work keeps the quality of the 
reconstruction results and decreases the reconstruction 
time cost. 
V. CONCLUSION 
In this paper, the theory of Compressed Sensing is 
introduced. The key point of the Compressed Sensing is 
the reconstruction part. One of the reconstruction 
algorithms is Fast Sparsity Adaptive Matching Pursuit, 
which not requires the sparsity of the signal in the 
transform domain, needs fewer iteration times. The Fast 
Sparsity Adaptive Matching Pursuit is the baseline 
algorithm of this work. 
A new algorithm called High-speed Compressed 
Sensing Reconstruction using Zigzag Ordering based 
Parallel Processing is proposed. This algorithm combines 
the muti-thread method with the reconstruction procedure 
of the compressed sensing together. Also, this algorithm is 
friendly to compression ratio by using Zigzag ordering 
based parallel. Furthermore, this algorithm modifies the 
baseline algorithm based on the feature of the chosen 
matrices by using the Revised Candidate List to replace the 
dot product in the baseline algorithm. 
Based on the experimental results, comparing with the 
baseline, this proposal decreases the reconstruction time 
obviously and keeps the quality of the reconstructed 
images. Also, because it is possible to do calculations 
between the blocks, the compression procedure with intra-
prediction can be integrated with this work. And this work 
doesn’t influence on the compression ratio.  
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