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Abstract
Changes in the elderlies depression level result from a large number of
small independent factors. Such situations are ubiquitous in applications.
In most such cases, due to the Central Limit Theorem, the corresponding distribution is close to Gaussian. For the changes in the elderlies
depression level, however, the empirical distribution is far from Gaussian:
it is uniform. In this paper, we provide a possible explanation for the
emergence of the uniform distribution.
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Formulation of the Problem

Elderly depression is a serious problem. Many elderly people suffer from
loneliness. In general, loneliness increases the chances of depression, and depression negatively affects the person’s health. As a result, many elderly people
suffer from depression; it affects every seventh elderly person – a much larger
proportion than in the population in general; see, e.g., [1, 4].
It is therefore desirable to monitor the changes in depression level of elderly
people, especially elderly people in an at-risk category. Such monitoring has
indeed been undertaken; see, e.g., [2].
Changes in depression level are uniformly distributed. Depression level
is usually gauged by a number on the Geriatric Depression Scale (GDS); see,
e.g., [2, 4]. The changes usually range from −8 to +8 units.
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Interestingly, for any two moments of time, the corresponding changes are,
in effect, uniformly distributed on the interval [−d0 , d0 ], where d0 ≈ 8.
Why this is interesting. The uniform distribution rarely occurs in nature.
The most typical probability distribution is a normal one. Its ubiquity comes
from the fact that most real-life phenomena result from the joint effect of many
independent small factors. In probability theory, it is known that, under reasonable conditions, the probability distribution of the sum of a large number
of small independent random variables is close to Gaussian – the corresponding
result is known as the Central Limit Theorem; see, e.g., [3]. Normal distribution is what we almost always encounter – and so the emergence of the uniform
distribution is highly unusual.
The fact that we have the same uniform distribution for shorter- and longertime periods is also unusual. Indeed, as mentioned in [2], it is difficult to predict
the change in one short-term period based on the observed change in another
such period. With this in mind, it seems reasonable to conclude that the changes
corresponding to different short-term periods are independent. The long-term
difference can be represented as the sum of several such short-term differences.
If all these short-term differences are uniformly distributed, the distribution
of long-term differences should correspond to the sum of several independent
uniform distributions. However, it is well known that the distribution of such a
sum is not uniform: e.g., the distribution of the sum of two identical independent
uniform distribution has a triangular probability density function. In contrast,
the probability distribution of long-term differences is uniform.
How can we explain all this?
Why? In this paper, we provide a possible explanation for the emergence of
this unexpected uniform distribution.
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Our Explanation

Main idea. The fact that we cannot predict the change in one period based on
the change in another period implies that the changes corresponding to adjacent
time periods are kind of independent. On the other hand, they cannot be fully
independent: if they were, then there would be a possibility that by combining
almost d0 unit changes in both periods, we would get a 2d0 units change in the
long-term period – and in the long-term period, we only observe changes from
−d0 to d0 units.
To describe the corresponding probability distributions, we therefore need
to take into account two facts:
• that these distributions are almost independent, but
• that the distribution of the sum of these two random variables is bounded
by the same interval [−d0 , d0 ] as each of the short-term changes.
2

Resulting formalization. The only limitation to independence is the observed
range of the values of the sum of the two random variables. It is therefore reasonable to describe the situation as maximally independent – with the restriction
on the sum as the only available restriction.
In precise terms, we conclude that the probability distributions corresponding to two adjacent time intervals are not fully independent – the distribution of
their sum corresponds to the distribution of the sum of two independent random
variables, but limited to the range [−d0 , d0 ]. In other words, the distribution
for the sum can be obtained if we:
• first consider the distribution of the sum of two independent random variables each of which is distributed on the interval [−d0 , d0 ] and
• then we restrict this distribution to the interval [−d0 , d0 ], i.e., consider the
conditional distribution – under the condition that the sum is located in
the interval [−d0 , d0 ].
This formalization explains the seeming contradiction. The above formalization explains the above-mentioned seeming contradiction between:
• the fact that the long-term difference is the sum of practically independent
uniformly distributed short-term differences, and
• the fact that the observed probability distribution of the long-term differences is very different from the distribution of the sum of several independent uniformly distributed random variables.
This formalization also explains the emergence of the uniform distribution. It turns out that the same formalization can explain why the distributions are uniform in the first place.
Indeed, each difference d(t + T ) − d(t) between depression levels at moments
t and t + T is the sum of the large number of very-short-term differences:
d(t + T ) − d(t) = (d(t + ∆t) − d(t)) + (d(t + 2∆t) − d(t + ∆t)) + . . . +
d(t + (k + 1) · ∆t) − d(t + k · ∆t)) + . . . + (d(t + T ) − d(t + T − ∆t)).
According to our formalization, the distribution of this sum should be obtained
by first taking the distribution of the sum of several independent random variables d(t + (k + 1) · ∆t) − d(t + k · ∆t) and then limiting this distribution to the
original interval [−d0 , d0 ].
According to the Central Limit Theorem, the distribution of the sum is close
to Gaussian – and since the variance of the sum of several independent random
variables is equal to the sum of the variances, this variance σ 2 grows with the
number of variables in the sum. Thus, in our case, we select restrict to the
interval [−d0 , d0 ] a Gaussian distribution corresponding to a very large value of
3

σ 2 – and, thus, to the very large value of the standard deviation σ. On this
1
interval, the probability density function changes from √
to
2π · σ


1
d20
√
· exp − 2 .
2σ
2π · σ
The ratio of these two values – whichis preserved
when we consider conditional

d20
distributions – is thus equal to exp − 2 which is, for large σ, very close
2σ
to 1.
Thus, under our assumption of “almost independence”, the resulting probability distribution is very close to the uniform one – which is exactly what we
observe.
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