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Abstract
In this article, we study multivariate polynomial interpolation and quadra-
ture rules on non-tensor product node sets related to Lissajous curves and
Chebyshev varieties. After classifying multivariate Lissajous curves and the
interpolation nodes linked to these curves, we derive a discrete orthogonality
structure on these node sets. Using this orthogonality structure, we obtain
unique polynomial interpolation in appropriately defined spaces of multivari-
ate Chebyshev polynomials. Our results generalize corresponding interpolation
and quadrature results for the Chebyshev-Gauß-Lobatto points in dimension
one and the Padua points in dimension two.
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1 Introduction and foundations
1.1 Introduction
The research of this work has its origins in the investigation of polynomial inter-
polation schemes for data given on two-dimensional Lissajous curves [2, 12–14]. In
this article, we are interested in finding a multivariate generalization of this two-
dimensional theory. For this purpose, we explicitly construct d-variate non-tensor
product node sets that are related to the intersection points of Lissajous curves and
to the singular points of Chebyshev varieties, and that allow unique polynomial in-
terpolation in particular spaces of d-variate polynomials.
Studies on Lissajous curves go back to the early 19th century. Here, important
work was done by the American mathematician N. Bowditch and the French physicist
J.A. Lissajous [22]. Another classical reference for plane Lissajous curves is the
dissertation of W. Braun [5] accomplished under the supervision of F. Klein. Recent
studies of Lissajous curves in dimension three related to knot theory can be found
in [1, 20, 21]. Lissajous curves are also closely related to Chebyshev varieties. In
dimension two, some of these relations are elaborated in [15,21,23].
In the framework of bivariate polynomial interpolation, Lissajous curves appear
first in the theory of the Padua points. These points are extensively studied in [2,4,7,8]
and turn out to be node points generated by a particular Lissajous figure. Recently,
this theory was extended to more general two-dimensional Lissajous curves and its
respective node sets, see [12–14]. The investigated node points allow unique poly-
nomial interpolation in properly defined spaces of bivariate polynomials. Moreover,
they have a series of properties that make them very interesting for computational
purposes: the interpolating polynomial can be computed in an efficient way by us-
ing fast Fourier methods, cf. [6, 8, 13, 14], the growth of the Lebesgue constant is of
logarithmic order, cf. [2, 12], and the points form a Chebyshev lattice of rank one,
see [9]. A first approach for quadrature rules and hyperinterpolation in dimension
three using Lissajous curves was recently developed in [3].
The goal of this work is to generalize the above mentioned two-dimensional in-
terpolation theory to arbitrary finite dimensions. One challenging task thereby is
to find appropriate node sets and the corresponding Lissajous curves that generate
these points. Not all Lissajous curves are suitable for this purpose. For instance,
in knot theory three dimensional Lissajous curves are investigated that have no self-
intersection points at all, see [1,20,21]. For an integer valued vector n with relatively
prime entries, we introduce in this work two types of node sets LC(n) and LC(2n)κ .
Due to their intimate link to d-variate Lissajous curves and Chebyshev varieties we
denote their elements as Lissajous-Chebyshev nodes. For properly defined spaces of
multivariate Chebyshev polynomials linked to polygonal index sets Γ(n) and Γ(2n)κ ,
we are able to show unique polynomial interpolation on these node points.
The uniqueness of polynomial interpolation was proven for the two-dimensional
case in [12, 13] by reducing the bivariate interpolation problem to an interpolation
problem for trigonometric polynomials on the Lissajous curve. In this work, we use
a purely discrete approach for the proof of the uniqueness in which the notion of
Lissajous curve is not needed. However, the characterization of the interpolation
nodes using multivariate Lissajous figures and Chebyshev varieties was the initial
motivation and gives an interesting geometric interpretation of the theory. Therefore,
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a large part of this work is also concerned with the characterization of these curves
and varieties. Some of the geometric relations between interpolation nodes and the
curves can be seen in Figures 2.1, 3.1 and 3.2.
There exist other non-tensor product node sets that are related to the discussed
point sets. In particular bivariate point sets introduced by Morrow, Patterson [24]
and Xu [30] as well as some extensions of these node sets [10, 18, 19] are to be men-
tioned. For an overview and further references on general interpolation techniques
with multivariate polynomials, we refer to the survey articles [16,17].
After introducing the necessary notation, we start in Section 1.3 with a rough
classification of d-variate Lissajous curves. We distinguish between degenerate and
non-degenerate curves and derive for both cases simplifications for particular values
of the parameters as well as some geometric properties of their self-intersection points.
Particular degenerate Lissajous curves are relevant in this work. We will explicitly
specify the number and the type of their self-intersection points in Theorem 1.4.
In Section 2, we introduce the set LC(n) and show in Theorem 2.8 that it allows
unique polynomial interpolation in a space Π(n)d of d-variate polynomials. Essential
for the proof is a discrete orthogonality structure proven in Theorem 2.7, and the fact
that dim Π(n)d = #LC(n), see Proposition 2.6. Furthermore, we will give in Theorem
2.2 and 2.3 two characterizations of LC(n) using degenerate Lissajous curves as well
as Chebyshev varieties.
In Section 3, we consider a second type LC(2n)κ of point sets. Similar as for the
sets LC(n), we show in Theorem 3.10 that there exists a unique polynomial in Π(2n)d,κ
interpolating function values on LC(2n)κ . In comparison to LC(n), the sets LC(2n)κ are
symmetric with respect to reflections at the coordinate axis. Further, the points in
LC(2n)κ can be linked to a Chebyshev variety and to a family of Lissajous curves, see
Theorem 3.5.
For both node sets, LC(n) and LC(2n)κ , we will further derive a simple scheme for
the efficient computation of the interpolating polynomial.
1.2 General notation
The number of elements of a finite set X is denoted by #X. For x, y ∈ X, we use the
Kronecker delta symbol: δx,y = 1 if y = x and δx,y = 0 otherwise. Further, to each
x ∈ X we associate a Dirac delta function δx on X defined by δx(y) = δx,y, y ∈ X. We
denote by L(X) the vector space of all complex-valued functions defined on X. Then,
the delta functions δx, x ∈ X, form a basis of the vector space L(X). If ν is a measure
defined on the power set P(X) of a finite non-empty set X and ν({x}) > 0 for all
x ∈ X, an inner product 〈 ·, · 〉ν for the vector space L(X) is defined by
〈f1, f2〉ν = ∫ f1f 2 dν.
The norm corresponding to 〈 ·, · 〉ν is denoted by ‖ · ‖ν .
For a fixed d ∈ N, the elements of the d-dimensional vector space Rd over R are
written as x = (x1, . . . , xd). We use the abbreviations 0 and 1 for the d-tuples for
which all components are 0 or 1, respectively.
The least common multiple in N of the elements of a finite set M ⊆ N is denoted
by lcmM , the greatest common divisor of the elements of a set M ⊆ Z, M % {0}, is
denoted by gcdM .
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The following well-known Chinese remainder theorem will be used repeatedly.
Let k ∈ Nd and a ∈ Zd. If
∀ i, j ∈ {1, . . . , d} : ai ≡ aj mod gcd{ki, kj}, (1.1)
then there exists a unique l ∈ { 0, . . . , lcm{k1, . . . , kd} − 1 } solving the following
system of simultaneous congruences
∀ i ∈ {1, . . . , d} : l = ai mod ki. (1.2)
Note that (1.1) is also a necessary condition for the existence of l ∈ Z satisfying (1.2).
For k ∈ Nd, we set
p[k] =
d∏
j=1
kj, pi[k] =
d∏
j=1
j 6=i
kj = p[k]/ki, i ∈ {1, . . . , d}. (1.3)
Throughout this paper we will assume that the integers
n1, . . . , nd ∈ N are pairwise relatively prime. (1.4)
This work considers two slightly different constructions, one naturally linked to
m = n and one naturally linked to m = 2n. In these cases, we further denote
t
(n)
l = lpi/p[n], t
(2n)
l = lpi/(2p[n]), l ∈ Z.
For m ∈ N, i ∈ N0, as well as m ∈ Nd, i ∈ Nd0, we use the notation
z
(m)
i =
(
z
(m1)
i1 , . . . , z
(md)
id
)
, z
(m)
i = cos (ipi/m) , (1.5)
for the so-called Chebyshev-Gauß-Lobatto points.
1.3 Lissajous curves
For q ∈ Nd, α ∈ Rd and u ∈ {−1, 1}d, we define the Lissajous curve l(q)α,u by
l(
q)
α,u(t) = (u1 cos (q1t− α1) , · · · , ud cos (qdt− αd)) , t ∈ R. (1.6)
The curve l(q)α,u is called degenerate if
there exist t′ ∈ R and u′ ∈ {−1, 1}d such that l(q)α,u( · − t′) = l(q)0,u′ , (1.7)
and non-degenerate otherwise. This terminology is motivated by the following The-
orem 1.1 that gives a rough classification of Lissajous curves and their geometry.
Obviously, the Lissajous curve l(q)α,u is a periodic function with period 2pi. By
scaling the parameter t, the general definition (1.6) can easily be reduced to the case
gcd{q1, . . . , qd} = 1 and we restrict ourselves to this case. In particular, the following
theorem implies that in this case 2pi is the fundamental period of l(q)α,u.
Theorem 1.1 Let q = (q1, . . . , qd) ∈ Nd satisfy gcd{q1, . . . , qd} = 1.
Let U(q)α,u(x) be the set of all t ∈ [0, 2pi) satisfying l(q)α,u(t) = x.
a) If l(q)α,u is non-degenerate, then #U(q)α,u(x) > 1 for only finitely many x.
Furthermore, for each x we have #U(q)α,u(x) 6 2d−1.
b) If l(q)α,u is degenerate, then, up to precisely two exceptions, #U(q)α,u(x) > 2 for
x ∈ l(q)α,u([0, 2pi)). There are only finitely many x with #U(q)α,u(x) > 2 and in this case
#U(q)α,u(x) is even. Furthermore, for every x we have #U(q)α,u(x) 6 2d.
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If the Lissajous curve is non-degenerate, we can find, up to finitely many excep-
tions, only one point in time t ∈ [0, 2pi) corresponding to a point on the curve. On
the other hand, degenerate curves are doubly traversed: in the standard form l(q)0,u we
have l(q)0,u = l
(q)
0,u(2pi − · ), and thus the value t = pi can be interpreted as a reverse
point in time after which the curve l(q)0,u is traversed in the opposite direction.
Proof. If t− s ∈ 2piZ, we write s h t. We use the abbreviations q = lcm{q1, . . . , qd},
ai = q/qi, and l = l(q)α,u. Defining A(t) = {s ∈ [0, 2pi) | l(s) = l(t) }, we have s ∈ A(t)
if and only if there is a v ∈ {−1, 1}d such that
∀ i ∈ {1, . . . , d} : qi(s− vit)− (1− vi)αi h 0. (1.8)
By Bézout’s lemma, we can find A1,2, A2,1 ∈ Z such that A2,1q1 +A1,2q2 = gcd{q1, q2}.
If s ∈ A(t), we obtain
gcd{q1, q2}(s− A2,1q1v1t− A1,2q2v2t) h A2,1(1− v1)α1 + A1,2(1− v2)α2.
By a simple induction argument and the assumption gcd{q1, . . . , qd} = 1, we can
therefore find Bi, Ci ∈ Z (only depending on q) such that
∀ s, t ∈ [0, 2pi) : (1.8) =⇒ s h (∑iBivi)t+∑iCi(1− vi)αi. (1.9)
We fix t ∈ [0, 2pi) and consider the set
A(t) = {v ∈ {−1, 1}d | ∃ s ∈ [0, 2pi) with (1.8)}.
Let v ∈ A(t). Then, by the definition of A(t) there exists s ∈ [0, 2pi) with (1.8).
If (1.8) is satisfied for v and s′ ∈ [0, 2pi) instead of s, then (1.9) implies s′ = s.
Therefore, a function a(t; · ) : A(t)→ [0, 2pi) is well-defined on A(t) by the condition
that a(t;v) = s ∈ [0, 2pi) satisfies (1.8) for v ∈ A(t). By the definition of A(t),
the possible values of the defined function are precisely the elements of A(t). Thus,
a(t; · ) is a function from A(t) onto A(t). We always have 1 ∈ A(t) and a(t; 1) = t.
If v,−v ∈ A(t), then there exist s, r ∈ [0, 2pi) satisfying (1.8) and
∀ i ∈ {1, . . . , d} : qi(r − (−vi)t)− (1− (−vi))αi h 0. (1.10)
Adding (1.8) and (1.10) yields 2αi h qi(s + r) for all i. Let t′ = (s + r)/2. Now,
2αi h 2qit′, i ∈ {1, . . . , d}, signifies the existence of ki ∈ Z with αi = qit′ + kipi and,
therefore, implies (1.7) with u′i = (−1)kiui, i ∈ {1, . . . , d}. We have shown:
∃ t ∈ [0, 2pi), ∃v ∈ A(t) with −v ∈ A(t) =⇒ l is degenerate. (1.11)
Let x = l(t). Since #A(t) 6 #{−1, 1}d, we have #U(q)α,u(x) = #A(t) 6 2d. If l is non-
degenerate, then (1.11) implies #A(t) 6 2d−1, and thus #U(q)α,u(x) = #A(t) 6 2d−1.
Next, we consider the following assumption:
l is non-degenerate and there are infinitely many x with #U(q)α,u(x) > 1. (1.12)
Then, we can find sequences (rm), (sm) with values in [0, 2pi), such that l(rm) = l(sm)
as well as rm 6= sm and sm 6= sl if m 6= l for all m, l ∈ N. Further, there exist
vm ∈ {−1, 1}d such that rm = a(sm;vm). Since [0, 2pi] is compact and {−1, 1}d is
finite, we can assume without loss of generality that the sequence (sm) is convergent
and that the sequence (vm) is constant, i.e. vm = v for all m ∈ N. Since rm 6= sm,
we have v 6= 1. Furthermore, since 1 ∈ A(sm), statement (1.11) and assumption
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(1.12) imply v 6= −1. Therefore, we can find i, j such that vi = −1, vj = 1, and (1.8)
implies that for all m there is a km ∈ Z such that
2qsm − 2aiαi = ai(qi(rm + sm)− 2αi)− ajqj(rm − sm) = 2pikm.
Since the left hand side of this equation converges, the sequence (km) converges as
well. The integer-valued sequence (km) is constant for sufficiently large m and so is
(sm). Therefore, assumption (1.12) implies a contradiction.
The statement a) is now completely proven. By definition (1.7), it remains to
show the statement b) for α = 0. In this case, we have l(t) = l(2pi − t). Therefore,
#A(t) > 2 for all t ∈ (0, 2pi) \ {pi} and #A(t) is even for all t ∈ (0, 2pi) \ {pi}. If
s ∈ A(0), then (1.9) implies s = 0, therefore #A(0) = 1. If s ∈ A(pi), then (1.9)
implies s = 0 or s = pi. Thus, since #A(0) = 1, we also have #A(pi) = 1.
Finally, we consider the case #A(t) > 3. Then, #A(t) > 3 and there exists
v /∈ {−1,1} such that s = a(t;v) ∈ A(t). There are i, j such that vi = −1, vj = 1.
Now, applying (1.8) with α = 0 and using the notation q, qi, ai introduced at the
beginning of the proof, we obtain
2qt = aiqi(s+ t)− ajqj(s− t) h 0.
Therefore, we can find l ∈ {1, . . . , 2q − 1} \ {q} such that t = lpi/q. In particular,
there are only finitely many t ∈ [0, 2pi) such that #A(t) > 3. 
For our purposes, the following Lissajous trajectories turn out to be appropriate.
For n ∈ Nd satisfying the general assumption (1.4) as well as for  ∈ {1, 2}, κ ∈ Zd
and u ∈ {−1, 1}d, we consider the Lissajous curves `(n)κ,u : R→ [−1, 1]d defined by
`(n)κ,u (t) =
(
u1 cos
(
p1[n] · t−
κ1pi
n1
)
, · · · , ud cos
(
pd[n] · t−
κdpi
nd
))
, t ∈ R,
where pi[n], i ∈ {1, . . . , d}, denote the products given in (1.3). The parameter u
can be expressed also in terms of different values of the parameter κ. However, this
redundancy in the definition will turn out to be useful. For example, in this way it
is possible to restrict the considerations to particular values of κ ∈ Zd. Statement b)
of the following Proposition gives an illustrative description of the considered class
of Lissajous curves. Furthermore, note that always `(n)κ,u = `
(2n)
2κ,u.
Proposition 1.2 Let n ∈ Nd satisfy (1.4). Further, let κ ∈ Zd and u ∈ {−1, 1}d.
a) There exist κ′ = (κ′1, . . . , κ′d) with κ′1 = 0 and κ′i ∈ {0, 1}, i ∈ {2, . . . , d}, as
well as r′ ∈ Z and u′ ∈ {−1, 1}d, such that
`(2n)κ,u ( · − t(2n)r′ ) = `(2n)κ′,u′ . (1.13)
b) There exist δ ∈ {0, 1}d, r′ ∈ Z and u′ ∈ {−1, 1}d such that (1.13) is satisfied
with κ′i = δini, i ∈ {1, . . . , d}. In this way, the curve can be written as
`(2n)κ,u (t− t(2n)r′ ) = (u′1 trig1(p1[n] · t), · · · , u′d trigd(pd[n] · t)) , t ∈ R,
with some u′i ∈ {−1, 1} and some trig i ∈ {sin, cos} for all i ∈ {1, . . . , d}.
Proof. For t′′ = −κ1pi/(2p[n]), we get `(2n)κ,u ( · − t′′) = `(2n)κ′′,u with κ′′i = −κi + κ1,
i ∈ {1, . . . , d}, in particular κ′′1 = 0. Let bi ∈ Z such that 0 6 bi + κ′′i /2 < 1. With
ai = 2bi and ki = 2ni condition (1.1) is satisfied. Thus, by the Chinese remainder
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theorem there exists r ∈ Z with r ≡ 2bi mod 2ni for all i ∈ {1, . . . , d}. Therefore, we
can find ρi ∈ {0, 1} such that
∀ i ∈ {1, . . . , d} : r ≡ 2bi + 2ρini mod 4ni.
We have (1.13) with t′ = t(2n)r′ , r′ = r − κ1, and κ′i = 2bi + κ′′i , u′i = (−1)ρiui.
Now, we consider the statement b). By the Chinese remainder theorem there
exists r′ ∈ Z with r′ ≡ −κi modni for all i. Hence, there exists δ ∈ {0, 1}d such
that r′ ≡ δini − κi mod 2ni for all i. Therefore, we can find ρi ∈ {0, 1} such that
r′ ≡ δini−κi + 2ρini mod 4ni for all i. We have (1.13) with κ′i = δini, u′i = (−1)ρiui. 
Corollary 1.3 Let n ∈ Nd satisfy (1.4). Further, let κ ∈ Zd and u ∈ {−1, 1}d.
a) The Lissajous curve `(2n)κ,u is degenerate if and only if
κi ≡ κj mod 2 for all i, j ∈ {1, . . . , d}. (1.14)
In this case, there exist t′ ∈ R and u′ ∈ {−1, 1}d such that
`(n)κ,u (t− t′) = `(n)0,u′(t) = (u′1 cos (p1[n] · t) , · · · , u′d cos (pd[n] · t)) , t ∈ R.
b) The curve `(n)κ,u = `
(2n)
2κ,u is degenerate.
Proof. Considering κ′ given in the proof of Proposition 1.2 we see: the condition
(1.14) holds if and only if (1.14) holds with κ replaced by the parameter κ′. Now,
Proposition 1.2 implies the assertion a). Statement b) follows immediately. 
For the special degenerate Lissajous curves in the standard form `(n)0,u we can
concretize statement b) of Theorem 1.1. To this end, we consider the sets
LD(n)u =
{
`
(n)
0,u(t
(n)
l ) | l ∈ {0, . . . , p[n]}
}
. (1.15)
Further, for M ⊆ {1, . . . , d}, we consider the subsets F dM of [−1, 1]d given by
F dM =
{
x ∈ [−1, 1]d | (∀ i ∈ M : xi ∈ (−1, 1) ) and (∀ i /∈ M : xi ∈ {−1, 1} )
}
. (1.16)
Theorem 1.4 Let n ∈ Nd satisfy (1.4). Further, let u ∈ {−1, 1}d.
For t ∈ [0, 2pi), let A(n)(t) be the set of all s ∈ [0, 2pi) with `(n)0,u(s) = `(n)0,u(t).
a) We have
#A(n)(t) = 1 if t ∈ {t(n)0 , t(n)p[n]} = {0, pi},
#A(n)(t) = 2 if t ∈ [0, 2pi) \ { t(n)l | l ∈ {0, . . . , 2p[n]− 1} },
#A(n)(t) > 2 if t ∈ { t(n)l | l ∈ {1, . . . , 2p[n]− 1} \ {p[n]} }.
b) Let M ⊆ {1, . . . , d}. For l ∈ {0, . . . , 2p[n]− 1}, the following are equivalent:
i) For all i ∈ M: l 6≡ 0 modni, and for all i ∈ {1, . . . , d} \ M: l ≡ 0 modni.
ii) The value `(n)0,u(t
(n)
l ) is an element of the set F dM.
If i) or ii) is satisfied, then #A(n)(t(n)l ) = 2#M. Furthermore,
#LD(n)u =
1
2d−1 p[n+ 1], #(LD
(n)
u ∩ F dM) =
1
2#M−1
∏
i∈M
(ni − 1). (1.17)
Note that in (1.17) the product over i ∈ ∅ is considered as 1
Proof. We use the statements and the notation of the proof of Theorem 1.1. Then,
`
(n)
0,u(t) = l(
q)
α,u with qi = pi[n]. Assumption (1.4) implies q = lcm{q1, . . . , qd} = p[n].
7
We have shown that #A(n)(t) > 2 for all t ∈ (0, 2pi) \ {pi}. Further, we have shown
that #A(n)(t) > 3 yields t = lpi/q = lpi/p[n] = t(n)l for some l ∈ {1, . . . , 2q− 1} \ {q}.
We complete the proof by showing statement b), the remaining assertions in a) then
follow immediately.
Let l ∈ {0, . . . , 2q − 1}. We use the set A(t) and the function a(t; · ) : A(t) →
A(n)(t) introduced in the proof of Theorem 1.1 for t = t(n)l . If s ∈ A(n)(t(n)l ), then
s = t(n)l′ for some l′ ∈ {0, . . . , 2q − 1}, and condition (1.8) for t = t(n)l is equivalent to
∀ i ∈ {1, . . . , d} : l′ ≡ vil mod 2ni.
For arbitrary v ∈ {−1, 1}d, the numbers ai = vil and ki = 2ni satisfy condition (1.1).
The Chinese remainder theorem implies v ∈ A(t(n)l ) and, thus, A(t(n)l ) = {−1, 1}d.
Clearly, the conditions i), ii) in part b) of Theorem 1.4 are equivalent.
We have l ≡ 0 mod 2nj if and only if
a(t(n)l ; v1, . . . , vj−1,−vj, vj+1, . . . , vd) = a(t(n)l ; v1, . . . , vj−1, vj, vj+1, . . . , vd)
for all v ∈ {−1, 1}d. Using this property and A(t(n)l ) = {−1, 1}d, we can conclude
that condition i) implies #A(n)(t(n)l ) = 2#M. We denote by HM the set of all l in
{0, . . . , 2q − 1} satisfying condition i). Using the identities
#HM = 2
∏
i∈M
(ni − 1), ∑
M⊆{1,...,d}
1
2#M
∏
i∈M
(ni − 1) = 12d
d∏
i=1
(ni + 1), (1.18)
finishes the proof of the theorem. Since (1.4), the first identity in (1.18) is easily seen
using the Chinese remainder theorem. The second identity in (1.18) is proven by a
straightforward induction argument. 
2 Polynomial interpolation on LC(n)
2.1 The node sets
We recall the general assumption (1.4) on n ∈ Nd. In particular, note that because
of this assumption there is at most one j ∈ {1, . . . , d} such that nj is even. We define
I(n) = I(n)0 ∪ I(n)1 with the sets I(n)r , r ∈ {0, 1}, given by
I(n)r =
{
i ∈ Nd0 | ∀ j ∈ {1, . . . , d} : 0 6 ij 6 nj and ij ≡ r mod 2
}
.
(2.1)
For M ⊆ {1, . . . , d}, we further introduce the subsets
I(n)M = I
(n)
M,0 ∪ I(n)M,1, I(n)M,r =
{
i ∈ I(n)r
∣∣∣ 0 < ij < nj ⇔ j ∈ M } . (2.2)
From the particular structure of I(n)M,r as cross products of sets, we immediately
obtain the cardinalities
#I(n)M,r =
1
2#M

∏
i∈M
(ni − 1) if all ni are odd,
2(1− r) ∏
i∈M
(ni − 1) if nj is even and j /∈ M,
(nj − 2(1− r)) ∏
i∈M\{j}
(ni − 1) if nj is even and j ∈ M.
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Similarly, for the entire sets we get
#I(n)r =
1
2d
{
p [n+ 1] if all ni are odd,
(nj + 2(1− r))pj[n+ 1] if nj is even. (2.3)
Therefore, since I(n)0 ∩ I(n)1 = ∅, we have
#I(n) = 12d−1 p[n+ 1], #I
(n)
M =
1
2#M−1
∏
i∈M
(ni − 1). (2.4)
Using I(n)r and the definition (1.5) of the Chebyshev-Gauß-Lobatto points, we define
the Lissajous-Chebyshev node sets
LC(n) = LC(n)0 ∪ LC(n)1 , LC(n)r =
{
z
(n)
i
∣∣∣ i ∈ I(n)r } .
The following facts are easily seen. The sets LC(n)0 and LC
(n)
1 are disjoint. The
mapping i 7→ z(n)i is a bijection from I(n)r onto LC(n)r , r ∈ {0, 1}. In particular, it is
a bijection from I(n) onto LC(n). With the values from (2.3) and (2.4), we have
#LC(n) = #I(n), #LC(n)r = #I(n)r . (2.5)
Corresponding to (2.2), we define
LC(n)M = LC
(n)
M,0 ∪ LC(n)M,1, LC(n)M,r =
{
z
(n)
i
∣∣∣ i ∈ I(n)M,r} .
Obviously, we have
LC(n)M = LC(n) ∩ F dM, LC(n)M,r = LC(n)r ∩ F dM,
with the set F dM given in (1.16) and
#LC(n)M = #I
(n)
M , #LC
(n)
M,r = #I
(n)
M,r. (2.6)
Examples of the sets I(n) and LC(n) are illustrated in Figure 2.1. In Theorems
2.2 and 2.3, we will see how the set LC(n) is linked to the degenerate Lissajous curve
`
(n)
0,1. In the proof of these theorems, we use the next Proposition 2.1 in which we
identify elements of I(n) with the elements of a special class decomposition of the set
H(n) = {0, . . . , 2p[n]− 1}.
Proposition 2.1 will play an essential role in the proof of Proposition 2.5.
Proposition 2.1 a) For all l ∈ Z, there exist a uniquely determined i ∈ I(n) and a
(not necessarily uniquely determined) v ∈ {−1, 1}d such that
∀ i ∈ {1, . . . , d} : ii ≡ vil mod 2ni. (2.7)
Therefore, a function i(n) : H(n) → I(n) is well defined by
i(n)(l) = i.
b) For l ∈ H(n), we have i(n)(l) ∈ I(n)r if and only if l ≡ r mod 2.
c) Let M ⊆ {1, . . . , d}. If i ∈ I(n)M , then #{ l ∈ H(n) | i(n)(l) = i } = 2#M.
Proof. For l ∈ Z, we can find a tupel i with 0 6 ii 6 ni and v ∈ {−1, 1}d satisfying
viii ≡ l mod 2ni. Furthermore, we have ii ≡ l ≡ ij mod 2 for all i, j. Therefore,
i ∈ I(n). The restriction 0 6 ii 6 ni, i ∈ {1, . . . , d}, implies the uniqueness of i. From
(2.7) and the definitions in (2.1) we directly get statement b).
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Figure 2.1 Illustration of the sets I(n), LC(n) and the curves `(n)0,1 in the dimensions
d = 2 and d = 3. The subsets I(n)0 , LC(n)0 and I(n)1 , LC(n)1 are colored in blue and
white, respectively.
Let i ∈ I(n) and v ∈ {−1, 1}d. For ai = viii and ki = 2ni, condition (1.1) is
valid by the definition of I(n) in (2.1). The Chinese remainder theorem implies the
existence of a unique l ∈ H(n) satisfying (2.7). Therefore, for each i ∈ I(n) a function
l
(n)
i : {−1, 1}d → H(n) is well defined by l(n)i (v) = l with (2.7).
We have i(n)(l) = i if and only if there is a v ∈ {−1, 1}d such that l = l(n)i (v).
Let i ∈ I(n)M . Then l(n)i (v′) = l(n)i (v) if and only if
∀ i ∈ M : (v′i − vi)ii ≡ 0 mod 2ni,
i.e. if and only if v′i = vi for all i ∈ M. 
Theorem 2.2 For r ∈ {0, 1}, we have
LC(n)r =
{
`
(n)
0,1(t
(n)
l ) | l ∈ {0, . . . , p[n]} with l ≡ r mod 2
}
. (2.8)
In particular, using the notation (1.15) with u = 1, we can write LC(n) = LD(n)1 .
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In the framework of Lissajous curves, the node sets LD(n)1 of degenerate Lissajous
curves were already considered in Theorem 1.4. The points in LC(n)M , #M > 2, are
thus precisely the self-intersection points of the degenerate curve `(n)0,1 in F dM which are
traversed 2#M−1 times as t varies from 0 to pi. The statements in (1.17) correspond
to the respective first statements in (2.5) and in (2.6).
Proof. Since `(n)0,1 is degenerate, the set on the right hand side of (2.8) can be
reformulated using all l ∈ H(n) with l ≡ r mod 2. If i(n)(l) = i, we get `(n)0,1(t(n)l ) =
z
(n)
i . Thus, Proposition 2.1 yields the assertion. 
For γ ∈ N0, the univariate Chebyshev polynomials Tγ of the first kind are given by
Tγ(x) = cos(γ arccosx), x ∈ [−1, 1]. (2.9)
We define the affine real algebraic Chebyshev variety C(n) in [−1, 1]d by
C(n) =
{
x ∈ [−1, 1]d |Tn1(x1) = . . . = Tnd(xd)
}
. (2.10)
This algebraic variety corresponds to the degenerate Lissajous curve `(n)0,1, the
singular points of C(n) to the self-intersection points of the curve `(n)0,1.
Theorem 2.3 We have C(n) = `(n)0,1([0, 2pi)) = `(n)0,1([0, pi]).
A point x ∈ C(n) is a singular point of C(n) if and only if it is an element of LC(n)M
for some M ⊆ {1, . . . , d} with #M > 2. Furthermore, for r ∈ {0, 1} we have
LC(n)M,r =
{
x ∈ F dM |Tn1(x1) = . . . = Tnd(xd) = (−1)r
}
. (2.11)
The formula (2.11) is satisfied for all M ⊆ {1, . . . , d}. In the case #M ∈ {0, 1}, the
elements of LC(n)M,r are regular points of C(n) on the corners and edges of [−1, 1]d.
Proof. Let x ∈ C(n). We choose θi ∈ [0, pi] and t′ ∈ [0, pi] such that xi = cos(θi)
and Tni(xi) = cos(p[n]t′) for all i. Then, there exist v ∈ {−1, 1}d and h ∈ Zd such
that niθi = vip[n]t′ + 2pihi for all i. Thus, xi = cos(pi[n]t′ + 2pivihi/ni) for all i. By
the Chinese remainder theorem, we can find an l such that l ≡ vihi modni. For
t = t′ + 2lpi/p[n], we obtain xi = cos(pi[n]t) for all i. Therefore, x ∈ `(n)0,1(R) =
`
(n)
0,1([0, 2pi)) = `
(n)
0,1([0, pi]). The relation `
(n)
0,1([0, 2pi)) ⊆ C(n) can be seen immediately
by inserting `(n)0,1(t) in the definition (2.10) of the Chebyshev variety.
The following part is similar as in [15, Section 3.9] and [21] for dimension two.
For the considered variety, we have C(n) =
{
x ∈ [−1, 1]d | (f1, . . . , fd−1)(x) = 0
}
with
fi(x) = Tni(xi)− Tni+1(xi+1). The singular points of this variety are by definition the
points x∗ ∈ [−1, 1]d for which the Jacobian matrix of (f1, . . . , fd−1), given by
T ′n1(x∗1) −T ′n2(x∗2)
T ′n2(x∗2) −T ′n3(x∗2). . . . . .
T ′nd−1(x
∗
d−1) −T ′nd(x∗d)
 ,
has not full rank d − 1. This is exactly the case if T ′ni(x∗i ) = 0 for at least two
indices i ∈ {1, . . . , d}. We have T ′ni(x∗i ) = 0 if and only if x∗i = z(ni)ii for some
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ii ∈ {1, . . . , ni − 1}. Since x∗ ∈ C(n), there exists r ∈ {0, 1} such that
Tn1(x∗1) = . . . = Tnd(x∗d) = (−1)r.
We get x∗ = z(n)i ∈ LC(n)r . The general formula (2.11) can be derived straightforward.
Let M ⊆ {1, . . . , d}, i ∈ I(n)M and x∗ = z(n)i . If #M ∈ {0, 1}, then the rank of the
Jacobian matrix is d− 1, and if #M > 2, then the rank is d−#M < d− 1. 
Example 2.4 (i) For d = 1 and n ∈ N, we obtain `(n)0,1 (t) = cos t as well as
`
(n)
0,1 ([0, pi]) = [−1, 1]. The points in LC(n) =
{
z
(n)
i | i ∈ {0, . . . , n}
}
are the
univariate Chebyshev-Gauß-Lobatto points.
(ii) For d = 2 and n ∈ N, the families of the Padua points are given by the
sets LD(n,n+1)u and LD(n+1,n)u , u ∈ {−1, 1}2. The corresponding generating
curves are the degenerate Lissajous curves `(n,n+1)0,u or `
(n+1,n)
0,u already considered
in [2]. Up to reflection with respect to the coordinate axis, the Padua points
correspond to the point sets LC(n,n+1) or LC(n+1,n), respectively.
(iii) The generating curve approach of the Padua points was generalized in [12] to the
degenerate Lissajous curves `(n+p,n)0,1 (t) = (cos(nt), cos((n + p)t) with relatively
prime natural numbers n and p. The corresponding interpolation nodes are
given by the sets LC(n+p,n) = LD(n+p,n)1 . For n = 3 and p = 2, the set LC(5,3)
and the corresponding generating curve are given in Figure 2.1, (c).
(iv) For d = 3, the degenerate Lissajous curve `(n)0,1 is given by
`
(n)
0,1(t) = (cos(n2n3t), cos(n1n3t), cos(n1n2t)) .
The corresponding set LD(n)1 = LC(n) contains (n1 + 1)(n2 + 1)(n3 + 1)/4 node
points, (n1 +1)(n2 +1)(n3 +1)/4−n1−n2−n3 +1 of which are self-intersection
points of the curve `(n)0,1. For n = (5, 3, 2) and n = (3, 1, 2), such curves are
illustrated in Figure 2.1, (d) and Figure 3.2, (a), respectively.
2.2 Discrete orthogonality structure
For γ ∈ Nd0, we define the functions χ(n)γ ∈ L(I(n)) by
χ(n)γ (i) =
d∏
j=1
cos(γjijpi/nj). (2.12)
For i ∈ I(n) we introduce the weights w(n)i by
w
(n)
i = 2#M/(2p[n]) if i ∈ I(n)M . (2.13)
Furthermore, a measure ω(n) on the power set P(I(n)) of I(n) is well-defined by the
correspondent values ω(n)({i}) = w(n)i for the one-element sets {i} ∈ P(I(n)).
Proposition 2.5 Let γ ∈ Zd. If ∫ χ(n)γ dω(n) 6= 0, then
there exists h ∈ Nd0 with γi = hini, i = 1, . . . , d, and
d∑
i=1
hi ∈ 2N0. (2.14)
If (2.14) is satisfied, then
∫
χ(n)γ dω(n) = 1.
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In the proof, we use the well-known trigonometric relations
r∏
i=1
cos(ϑi) =
1
2r
∑
(v1,...,vr)∈{−1,1}r
cos(v1ϑ1 + · · ·+ vrϑr), r ∈ N, (2.15)
N∑
l=0
cos(lϑ− ϑ0) = sin ((N + 1)ϑ/2) cos (Nϑ/2− ϑ0)sin(ϑ/2) , ϑ /∈ 2piZ, N ∈ N0. (2.16)
Proof. Using (2.15), we obtain
∫
χ(n)γ dω(n) =
1
2p[n]
∑
M⊆{1,...,d}
2#M ∑
i∈I(n)M
d∏
i=1
cos(γiiipi/ni)
= 12d2p[n]
∑
v′∈{−1,1}d
∑
M⊆{1,...,d}
2#M ∑
i∈I(n)M
cos
(
pi
d∑
i=1
v′iγiii/ni
)
.
We consider the notation and the statements of Proposition 2.1. If i(n)(l) = i, then
(2.7) is satisfied for some (not necessarily uniquely determined) v = v(l) ∈ {−1, 1}d.
Now, Proposition 2.1, c), implies
∫
χ(n)γ dω(n) =
1
2d2p[n]
∑
v′∈{−1,1}d
2p[n]−1∑
l=0
cos
(
lpi
d∑
i=1
v′ivi(l)γi/ni
)
.
Therefore, we have
∫
χ(n)γ dω(n) =
1
2d2p[n]
∑
v∈{−1,1}d
2p[n]−1∑
l=0
cos
(
l
pi
p[n]
d∑
i=1
viγipi[n]
)
. (2.17)
By (2.16), this is zero if for all v ∈ {−1, 1}d the number
1
p[n]
d∑
i=1
viγipi[n] (2.18)
is not an element of 2Z. Let
∫
χ(n)γ dω(n) 6= 0. There exists v ∈ {−1, 1}d such that
(2.18) is in 2Z. Since the ni, i = 1, . . . , d, are pairwise relatively prime, there is a
h ∈ Nd0 such that γi = hini, i = 1, . . . , d. Then, (2.18) equals
d∑
i=1
vihi and this number
is an element of 2Z if and only if h1 + . . .+ hd ∈ 2N0.
On the other hand, if (2.14) is satisfied, then the number (2.18) is always an even
integer and therefore the value of (2.17) is 1. 
We will show that the set of functions χ(n)γ is a basis for the space L(I(n)). To
obtain a unique parametrization of these functions, the set
Γ(n) =
{
γ ∈ Nd0
∣∣∣∣∣ ∀ i ∈ {1, . . . , d} : γi < ni,∀ i, j with i 6= j : γi/ni + γj/nj < 1
}
∪ {(0, . . . , 0, nd)} (2.19)
turns out to be suitable. Examples of the set Γ(n) are given in Figure 2.2.
Proposition 2.6 We have
#Γ(n) = 12d−1 p[n+ 1].
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Figure 2.2 Examples of the sets Γ(n) for d = 2 and d = 3 related to I(n) and LC(n)
given in Figure 2.1. The dotted lines mark the boundary of the polytopes enclosing
the sets Γ(n). The element {(0, . . . , 0, nd)} in (2.19) is marked with an extra ring.
Proof. Form ∈ Nd and γ ∈ Nd0, we set max(m)[γ] = max{ γi/mi | i ∈ {1, . . . , d}} and
k(m)[γ] = max{ i ∈ {1, . . . , d} | γi/mi = max(m)[γ] }. Further, we define s(m)(γ) by
s(m)(γ) = (γ′1, . . . , γ′d) with γ′i =
{
mi − γi, if i = k(m)[γ],
γi, otherwise,
(2.20)
and use it for m = n in this proof. We consider the subsets
Γ(n)0 =
{
γ ∈ Nd0 | ∀ i : 2γi 6 ni
}
, Γ(n)1 =
{
γ ∈ Nd0 | ∀ i : 2γi < ni
}
(2.21)
of Γ(n). From the cross product structure of the sets (2.21) it is easily seen that
the cardinalities of Γ(n)0 and Γ
(n)
1 correspond to the cardinalities of I
(n)
0 and I
(n)
1 ,
respectively. We will show that s(n) is a bijection from Γ(n)1 onto Γ(n) \ Γ(n)0 . Having
this, the cardinality of Γ(n) can be derived directly as #Γ(n) = #Γ(n)0 + #Γ
(n)
1 =
#I(n)0 + #I
(n)
1 with the values given in (2.3).
Obviously, s(n)(0) = (0, . . . , 0, nd). Now, suppose that γ ∈ Γ(n)1 \ {0}. Since the
integers ni are pairwise relatively prime, there exists a k such that
∀ i ∈ {1, . . . , d} \ {k} : γi/ni < γk/nk (2.22)
and by definition we have k(n)[γ] = k. Let γ ′ = s(n)(γ). Then, (2.22) gives
γ′i/ni + γ′k/nk = 1 + γi/ni − γk/nk < 1 for all i 6= k. (2.23)
This and γ ∈ Γ(n)1 imply γ ′ ∈ Γ(n). Further, since γ′k > nk/2, we have γ ′ ∈ Γ(n)\Γ(n)0 .
On the other hand, let γ ′ ∈ Γ(n)\Γ(n)0 . Then, there exists a k such that γ′k > nk/2.
By the definition (2.19) of Γ(n), we have γ′i < nk/2 for all i 6= k. Therefore, k(n)[γ ′] = k.
Set γ = s(n)(γ ′). If γ ′ = (0, . . . , 0, nd), then γ = 0. If γ ′ 6= (0, . . . , 0, nd), then (2.23)
implies (2.22) and thus k(n)[γ] = k. In both cases we have γ ′ = s(n)(γ). Therefore,
the function s(n) is surjective from Γ(n)1 onto Γ(n) \Γ(n)0 . Furthermore, we have shown
that s(n)(s(n)(γ))) = γ for all γ ∈ Γ(n)1 . Therefore, the mapping s(n) is a bijective
function from Γ(n)1 onto Γ(n) \ Γ(n)0 . 
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We use the notation
e(γ) = #{ i ∈ {1, . . . , d} | γi > 0 }, (2.24)
and complete this section with the following orthogonality result.
Theorem 2.7 The functions χ(n)γ , γ ∈ Γ(n), form an orthogonal basis of the inner
product space (L(I(n)), 〈 ·, · 〉ω(n)). Further, the norms of the basis functions satisfy
‖χ(n)γ ‖2ω(n) =
{
2−e(γ), if γ ∈ Γ(n) \ {(0, . . . , 0, nd)},
1, if γ = (0, . . . , 0, nd).
(2.25)
Proof. Let γ ′,γ ′′ ∈ Γ(n) be fixed. For v ∈ {−1, 1}d, we introduce
γ(v) = (|γ′1 + v1γ′′1 |, . . . , |γ′d + vdγ′′d |). (2.26)
We consider the set {
v ∈ {−1, 1}d
∣∣∣ γ = γ(v) satisfies (2.14)}
and denote the number of elements in this set with A. Using the definition (2.12)
and the trigonometric identity (2.15) with r = 2, we obtain
χ
(n)
γ′ χ
(n)
γ′′ =
1
2d
∑
v∈{−1,1}d
χ
(n)
γ(v). (2.27)
Thus, by Proposition 2.5, the value of
∫
χ
(n)
γ′ χ
(n)
γ′′ dω(n) equals A/2d.
Assume that γ ′ 6= γ ′′ and A > 0. Since A > 0, we have a v ∈ {−1, 1}d such that
the condition (2.14) is satisfied for γ = γ(v). We consider the h ∈ Nd0 according to
(2.14) with γ = γ(v). Since γ ′ 6= γ ′′, there has to be an i ∈ {1, . . . , d} such that
hi > 0. Further, since γ ′ 6= γ ′′, at least one of the two vectors γ ′ and γ ′′ is different
from (0, . . . , 0, nd). Thus, by the definition (2.19) of Γ(n), we always have
0 < hi = |γ′i/ni + viγ′′i /ni| 6 γ′i/ni + γ′′i /ni < 1 + 1 = 2,
i.e. we have hi = 1. As h1 + . . .+hd ∈ 2N0, there is a j 6= i such that hj > 0. Therefore
both, γ ′ and γ ′′, are different from (0, . . . , 0, nd). If vk = −1 holds for some k, then
nk divides γ′k − γ′′k and thus, since 0 6 γ′k, γ′′k < nk, we have γ′k = γ′′k = 0, i.e. hk = 0.
We conclude vi = vj = 1. Now, the definition of Γ(n) yields the contradiction
2 6 hi + hj = γ′i/ni + γ′j/nj + γ′′i /ni + γ′′j /nj < 1 + 1.
On the other hand, let γ ′ = γ ′′. If γ ′ = (0, . . . , 0, nd), then A = 2d. Now, consider
γ ′ ∈ Γ(n) \ (0, . . . , 0, nd). Then, condition (2.14) is satisfied for γ = γ(v) if and only
if hi = (1 + vi)γ′i/ni ∈ {0, 1} for all i and
d∑
i=1
hi ∈ 2N0. Note that 0 6 γ′i < ni for
all i, and that at most one of the ni is even. Therefore, (2.14) holds for γ = γ(v) if
and only if hi = 0 for all i ∈ {1, . . . , d}. The number of all v ∈ {−1, 1}d such that
γ = γ(v) satisfies (2.14) is therefore given by A = 2d−e(γ′).
The just shown formula (2.25) implies that χ(n)γ 6= 0 for all γ. Thus, since the
functions χ(n)γ , γ ∈ Γ(n), are pairwise orthogonal, they are in particular linearly
independent. Further, since #Γ(n) = #I(n) = dimL(I(n)) by Proposition 2.6, and
(2.4), the functions χ(n)γ , γ ∈ Γ(n), form a basis of the vector space L(I(n)). 
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2.3 Polynomial interpolation
Based on the univariate Chebyshev polynomials in (2.9), we introduce for γ ∈ Nd0 the
d-variate Chebyshev polynomials by
Tγ(x) = Tγ1(x1) · . . . · Tγd(xd), x ∈ [−1, 1]d.
Let Πd be the complex vector space of all d-variate polynomial functions [−1, 1]d → C.
From the well-known properties of the Chebyshev polynomials Tγ of the first kind it
follows immediately (cf. [11]) that the Tγ(x), γ ∈ Nd0, form an orthogonal basis of Πd
with respect to the inner product defined by
〈f, g〉 = 1
pid
∫
[−1,1]d
f(x)g(x)wd(x) dx, wd(x) =
d∏
i=1
1√
1− x2i
. (2.28)
The norms of these basis elements can easily be computed as
‖Tγ‖2 = 2−e(γ). (2.29)
Now, we investigate the points z(n)i ∈ LC(n), i ∈ I(n), with regard to d-variate
polynomial interpolation on [−1, 1]d. We are searching for an interpolation polyno-
mial P (n)h that for given data values h(i) ∈ R, i ∈ I(n), satisfies
P
(n)
h (z
(n)
i ) = h(i) for all i ∈ I(n). (2.30)
We have to specify an appropriate polynomial space as an underlying space for
this polynomial interpolation problem. For all γ ∈ Nd0 and i ∈ I(n), we have
Tγ(z(n)i ) = χ(n)γ (i). (2.31)
Therefore, we have a direct relation between the basis polynomials Tγ , the points
z
(n)
i ∈ LC(n), and the functions χ(n)γ on I(n) defined in (2.12). The relation (2.31)
and the results of Section 2.2 motivate the introduction of the polynomial space
Π(n) = span
{
Tγ
∣∣∣γ ∈ Γ(n)} .
The set {Tγ |γ ∈ Γ(n)} is an orthogonal basis of the space Π(n) with respect
to the inner product given in (2.28). The inner product space (Π(n), 〈· , ·〉) has the
reproducing kernel
K(n)(x,x′) = ∑
γ∈Γ(n)
1
‖Tγ‖2Tγ(x)Tγ(x
′), x,x′ ∈ [−1, 1]d,
i.e. all polynomials P ∈ Π(n) can be represented in the form
P (x) = 〈P,K(n)(x, · ) 〉, x ∈ [−1, 1]d.
We use the weights given in (2.13). For i ∈ I(n), we introduce the polynomials
L
(n)
i (x) = w
(n)
i
(
K(n)(x, z(n)i )− Tnd(xd)Tnd(z(nd)id )
)
, x ∈ [−1, 1]d, (2.32)
and obtain the following result for polynomial interpolation on the point set LC(n).
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Theorem 2.8 For h ∈ L(I(n)), the interpolation problem (2.30) has the uniquely
determined solution
P
(n)
h =
∑
i∈I(n)
h(i)L(n)i (2.33)
in the polynomial space Π(n). Further, span{P (n)h |h ∈ L(I(n)) } = Π(n) and the
polynomials L(n)i , i ∈ I(n), form a basis of Π(n).
The polynomial L(n)i is the unique solution of the interpolation problem (2.30) for
h = δi. The polynomials L(n)i , i ∈ I(n), are called the fundamental solutions.
Proof. For every h ∈ L(I(n)), we define P (n)h by (2.33). By definition (2.32), we have
L
(n)
i ∈ Π(n) for i ∈ I(n), and therefore P (n)h ∈ Π(n).
For i ∈ I(n), let hi ∈ L(I(n)) be given by hi(i′) = L(n)i (z(n)i′ ), i′ ∈ I(n). Taking into
account the relation (2.31) as well as (2.25) and (2.29), we can conclude
hi(i′) = w(n)i
 ∑
γ∈Γ(n)
1
‖Tγ‖2Tγ(z
(n)
i )Tγ(z
(n)
i′ )− Tnd(z(nd)id )Tnd(z(nd)i′d )

= w(n)i
∑
γ∈Γ(n)
1
‖χ(n)γ ‖2ω(n)
χ(n)γ (i)χ(n)γ (i′).
(2.34)
Theorem 2.7 and (2.34) imply that for every γ ∈ Γ(n) we have
〈hi, χ(n)γ 〉ω(n) = w(n)i χ(n)γ (i).
Further, by definition of 〈 ·, · 〉ω(n) we have 〈δi, χ(n)γ 〉ω(n) = w(n)i χ(n)γ (i) for all γ ∈ Γ(n).
Since the χ(n)γ , γ ∈ Γ(n), form a basis of L(I(n)), it follows that hi = δi for all
i ∈ L(I(n)). This implies that the function P (n)h given in (2.33) fulfills (2.30).
Clearly, the homomorphism h 7→ P (n)h from the vector space L(I(n)) into the
vector space Π(n) is injective. Thus, since dimL(I(n)) = #I(n) = #Γ(n) = dim Π(n)
by Proposition 2.6 and (2.4), this homomorphism is bijective onto Π(n). 
Now, we consider the uniquely determined coefficients cγ(h) in the expansion
P
(n)
h =
∑
γ∈Γ(n)
cγ(h)Tγ (2.35)
of the interpolating polynomial P (n)h in the orthogonal basis Tγ , γ ∈ Γ(n), of the
polynomial space Π(n). With Theorem 2.8, we obtain the following identity.
Corollary 2.9 For h ∈ L(I(n)), the coefficients cγ(h) in (2.35) are given by
cγ(h) =
1
‖χ(n)γ ‖2ω(n)
〈h, χ(n)γ 〉ω(n) .
Using this formula, the coefficients cγ(h) can be computed efficiently using discrete
cosine transforms along the d dimensions of the index set
J(n) =
dą
i=1
{0, . . . , ni}.
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We introduce
g(n)(i) =
 w
(n)
i h(i), if i ∈ I(n),
0, if i ∈ J(n) \ I(n),
and, recursively for j = 1, . . . , d, we set
g
(n)
(γ1,...,γj)(ij+1, . . . , id) =
nj∑
ij=0
g
(n)
(γ1,...,γj−1)(ij, . . . , id) cos(γjijpi/nj).
Then, since (2.25), we have
cγ(h) =
 2
e(γ)g(n)γ , if γ ∈ Γ(n) \ {(0, . . . , 0, nd)},
g(n)γ , if γ = (0, . . . , 0, nd).
Using the fast cosine transform d times, the complexity for the computation of the
set of coefficients cγ(h) is of order O(p[n] ln p[n]). Once the coefficients cγ(h) are
computed, the evaluation of the interpolating polynomial P (n)h (x) at x ∈ [−1, 1]d is
carried out with help of formula (2.35).
We can also formulate a quadrature rule formula for d-variate polynomials.
Theorem 2.10 Let P be a d-variate polynomial function [−1, 1]d → C. If
〈P, Tγ〉 = 0 for all γ ∈ Nd0 \ {0}, satisfying (2.14),
then
1
pid
∫
[−1,1]d
P (x)w(x) dx =
∑
i∈I(n)
w
(n)
i P (z
(n)
i ). (2.36)
Proof. It suffices to consider the basis polynomials P = Tγ . For the left hand side of
(2.36) we obtain 1 if γ = 0 and zero otherwise. By (2.31) and Proposition 2.5, the
right hand side of (2.36) is 1 if condition (2.14) is satisfied and zero otherwise. 
Remark 2.11 For d = 1, the formulas (2.33) and (2.36) correspond to the formulas
for univariate Chebyshev-Gauß-Lobatto interpolation and quadrature on the interval
[−1, 1], cf. [28, Section 3.4]. For d = 2, these formulas were first proven for the Padua
points [2] and later on extended in [12] to general two-dimensional degenerate Lis-
sajous curves. The described approach for the efficient computation of the coefficients
cγ(f) using fast Fourier methods was originally developed in [6] for the Padua points
and later on extended in [13,14] for general two-dimensional Lissajous curves.
Remark 2.12 The sets LD(n)u , u ∈ {−1, 1}d, in (1.15) and the corresponding gener-
ating curves `(n)0,u are reflected versions of the sets LC(n) = LD
(n)
1 and the curve `
(n)
0,1,
respectively. Therefore, all results of this Section 2 can be formulated and proven
analogously also for the node sets LD(n)u .
Remark 2.13 The sets LC(n) can be considered as particular d-dimensional Cheby-
shev lattices of rank one, see [9,25–27]. According to the notation given in [9,26], the
lattice parameters of the set LC(n) are given by d1 = p[n], z1 = (p1[n], . . . , pd[n])
and z∆ = 0. For general Chebyshev lattices, interpolation is usually only considered
in an approximative way, known as hyperinterpolation, see [29]. For LC(n), Theorem
2.8 shows that more is possible, namely unique interpolation in Π(n).
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3 Polynomial interpolation on LC(2n)κ
3.1 The node sets
Again, we recall the general assumption (1.4) on n ∈ Nd. For κ ∈ Zd, we define
I(2n)κ = I
(2n)
κ,0 ∪ I(2n)κ,1 , with the sets I(2n)κ,r , r ∈ {0, 1}, given by
I(2n)κ,r = { i ∈ N0 | ∀ j ∈ {1, . . . , d} : 0 6 ij 6 2nj and ij ≡ κj + r mod 2 } .
From the particular structure of I(2n)κ,r as cross product of sets and the fact that
I(2n)κ,0 ∩ I(2n)κ,1 = ∅, we immediately obtain the cardinalities
#I(2n)κ = #I
(2n)
κ,0 + #I
(2n)
κ,1 , #I(2n)κ,r =
∏
i∈{1,...,d}:
κi≡r mod 2
(ni + 1) × ∏
i∈{1,...,d}:
κi 6≡r mod 2
ni. (3.1)
Note that in the special case κ = 0 we can write #I(2n)0,0 = p[n+ 1], #I
(2n)
0,0 = p[n].
Using the definition (1.5) of the Chebyshev-Gauß-Lobatto points, we introduce an-
other type of Lissajous-Chebyshev node sets:
LC(2n)κ = LC
(2n)
κ,0 ∪ LC(2n)κ,1 , LC(2n)κ,r =
{
z
(2n)
i
∣∣∣ i ∈ I(2n)κ,r } .
We have the following properties. The sets LC(2n)κ,0 and LC
(2n)
κ,1 are disjoint and the
mapping i 7→ z(2n)i is a bijection from I(2n)κ,r onto LC(2n)κ,r , r ∈ {0, 1}. In particular, it
is a bijection from I(2n)κ onto LC(2n)κ . Using the values from (3.1), we have
#LC(2n)κ = #I(2n)κ , #LC(2n)κ,r = #I(2n)κ,r .
Illustrations of the sets LC(2n)κ,0 for the dimensions d = 2 and d = 3 are given in
Figure 3.1 and 3.2, respectively. For M ⊆ {1, . . . , d}, we further introduce the sets
I(2n)κ,M = I
(2n)
κ,M,0 ∪ I(2n)κ,M,1, I(2n)κ,M,r =
{
i ∈ I(2n)κ,r
∣∣∣ 0 < ij < 2nj ⇔ j ∈ M }
and
LC(2n)κ,M = LC
(2n)
κ,M,0 ∪ LC(2n)κ,M,1, LC(2n)κ,M,r =
{
z
(2n)
κ,i
∣∣∣ i ∈ I(2n)κ,M,r} .
Clearly, LC(2n)κ,M = LC(2n)κ ∩ F dM and LC(2n)κ,M,r = LC(2n)κ,r ∩ F dM.
Similar as Proposition 2.1 in the last section, the following Proposition 3.1 plays
an important role in the proofs of the upcoming results. In the present case, we
obtain an identification of the set I(2n)κ with a particular class decomposition of
H(2n) = {0, . . . , 4p[n]− 1} × {0, 1}d−1.
The deeper importance of this result gets apparent later in Proposition 3.7.
Proposition 3.1 We assume that
g ∈ {1, . . . , d} and that ni is odd for all i ∈ {1, . . . , d} \ {g}. (3.2)
a) For all (l, ρ1, . . . , ρg−1, ρg+1, . . . , ρd) ∈H(2n), there exists a uniquely determined
element i ∈ I(2n)κ and a (not necessarily unique) v ∈ {−1, 1}d such that
ig ≡ vg (l − κg) mod 4ng,
∀ i with i 6= g : ii ≡ vi (l + 2ρini − κi) mod 4ni. (3.3)
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Therefore, a function i(2n)κ : H(2n) → I(2n)κ is well defined by
i(2n)κ (l, ρ1, . . . , ρg−1, ρg+1, . . . , ρd) = i. (3.4)
b) We have i(2n)κ (l, ρ1, . . . , ρg−1, ρg+1, . . . , ρd) ∈ I(2n)κ,r if and only if l ≡ r mod 2.
c) Let M ⊆ {1, . . . , d}. If i ∈ I(2n)κ,M , then #{h ∈H(2n) | i(2n)κ (h) = i } = 2#M.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
x1
x 2
(a) LC(10,6)0 and `
(10,6)
0,1 ([0, pi]) ∪ `(10,6)0,(1,−1)([0, pi])
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
x1
x 2
(b) LC(10,6)(0,1) and C(10,6)(0,1) = `(10,6)(0,1),1([0, 2pi))
Figure 3.1 Illustration of the set LC(2n)κ and the Chebyshev variety C(2n)κ for d = 2.
The subsets LC(2n)κ,0 and LC
(2n)
κ,1 are colored in blue and white, respectively.
Remark 3.2 We can always find an index g satisfying (3.2). If all entries of n are
odd, then (3.2) is satisfied for all g ∈ {1, . . . , d}. On the other hand, if there is a
(necessarily unique) even entry of n, then g is the index of the even entry ng.
Proof. The statements a) and b) are shown in the same way as in the proof of
Proposition 2.1. We turn to statement c) and denote kg = 4ng and ki = 2ni for i 6= g.
If i ∈ I(2n)κ and v ∈ {−1, 1}d, then for ai = viii + κi condition (1.1) is valid by the
definition of I(2n)κ . The Chinese remainder theorem implies the existence of a unique
l ∈ {0, . . . , 4p[n]− 1} satisfying
vgig + κg ≡ l mod 4ng,
∀ i with i 6= g : viii + κi ≡ l mod 2ni.
From this we find uniquely determined (ρ1, . . . , ρg−1, ρg+1, . . . , ρd) ∈ {−1, 1}d−1 such
that (3.3) holds. Therefore, for each i ∈ I(2n)κ a function h(2n)i : {−1, 1}d → H(2n)
is well defined by h(2n)i (v) = (l, ρ1, . . . , ρg−1, ρg+1, . . . , ρd) satisfying (3.3). We have
i(2n)κ (h) = i if and only if there is a v ∈ {−1, 1}d such that h = h(2n)i (v).
If i ∈ I(2n)κ,M , then h(2n)i (v′) = h(2n)i (v) if and only if (v′i − vi)ii ≡ 0 mod 4ni for all
i ∈ M, i.e. if and only if v′i = vi for all i ∈ M. 
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Theorem 3.3 For r ∈ {0, 1}, we have
LC(2n)κ,r =
{
`(2n)κ,u (t
(2n)
l )
∣∣∣u ∈ {−1, 1}d, l ∈ {0, . . . , 2p[n]− 1} : l ≡ r mod 2} (3.5)
=
{
`(2n)κ,u (t
(2n)
l )
∣∣∣u ∈ {−1, 1}d : ug = 1, l ∈ {0, . . . , 4p[n]− 1} : l ≡ r mod 2}.
If κ = 0, we further have the characterizations
LC(2n)0,0 =
⋃
u∈{−1,1}d:
ug=1
LD(n)u , with (1.15), (3.6)
LC(2n)0,1 =
{
`
(2n)
0,1 (t
(2n)
l ) | l ∈ {1, . . . , 2p[n]− 1} : l ≡ 1 mod 2
}
. (3.7)
The union (3.6) is a union of pairwise disjoint sets.
−1−0.5
0 0.5
1
−1−0.5
00.5
1
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−0.5
0
0.5
1
x1x2
x 3
=
x g
(a) LC(3,1,2) and `(6,2,4)0,1 ([0, pi])
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=
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(b) LC(6,2,4)0 and C(6,2,4)0 =
⋃
u∈{−1,1}3:u3=1
`
(6,2,4)
0,u ([0, pi])
Figure 3.2 Illustration of the set LC(2n)0 and the Chebyshev variety C(2n)0 for d = 3.
In (b), the subsets LC(2n)0,0 and LC
(2n)
0,1 are colored in blue and white, respectively.
Proof. Note that pg[n] is odd. If l′ = l + 2p[n] or l′ = l − 2p[n], then we have
`(2n)κ,u (t
(2n)
l′ ) = `
(2n)
κ,u′ (t
(2n)
l ) with some u′ ∈ {−1, 1}d satisfying u′g = −ug. Therefore, the
sets on the right hand side of (3.5) are equal. If (3.4) holds, then `(2n)κ,u (t
(2n)
l ) = z
(2n)
i
with ui = (−1)ρi for i 6= g and ug = 1. Now, Proposition 3.1 yields the identity (3.5).
We have the identity `(2n)0,u (t
(2n)
2l ) = `
(n)
0,u(t
(n)
l ). Therefore, the characterization (3.5)
together with the definition (1.15) of the sets LD(n)u gives (3.6).
Let i ∈ I(2n)0,1 . There are ji such that ii = 2ji + 1 for all i. Set vi = 1 if ji − j1 is
even, and vi = −1 otherwise. If vi = 1, we have viii − i1 = 2(ji − j1), and if vi = −1,
we have viii − i1 = −2(ji − j1 + 1)− 4j1. Therefore, in any case viii − i1 is a multiple
of 4. Thus, for ai = viii and ki = 4ni condition (1.1) is valid. The Chinese remainder
theorem implies the existence of an l ∈ {0, . . . , 4p[n]− 1} satisfying (3.3) with ρi = 0
for all i 6= g and κ = 0. If l < 2p[n], we set l′ = l, and l′ = 4p[n]− l otherwise. Then,
we have z(2n)i = `
(2n)
0,1 (t
(2n)
l′ ), l′ ∈ {0, . . . , 2p[n]}, and obviously l′ = 1 mod 2. Using
(3.1) for κ = 0 and the first statement in (2.4), the last statement of the theorem
can be seen by a simple counting argument. 
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Remark 3.4 The sets LC(2n)κ,r , and hence also LC(2n)κ , are invariant under reflections
with respect to the hyperplanes xi = 0. For the characterization of the set LC(2n)0,1 , we
can replace `(2n)0,1 in formula (3.7) by any other curve `
(2n)
0,u , u ∈ {−1, 1}d. Therefore,
(3.6), (3.7) give the following characterizations. A point in LC(2n)0,M with 2 6 #M < d
is a self-intersection point of exactly one of the curves `(2n)0,u , u ∈ {−1, 1}d, ug = 1. If
M = {1, . . . , d}, then a point in LC(2n)0,M is either a self-intersection point of exactly
one of the curves `(2n)0,u , u ∈ {−1, 1}d, ug = 1, or it is an intersection point of all of
these 2d−1 curves. This can also be seen in Figure 3.1, (a) and 3.2, (b) in which the
sets LC(2n)0,0 and LC
(2n)
0,1 are marked with blue and white dots, respectively.
Statement c) of Proposition 3.1 implies a similar (but weaker) assertion also for
general κ ∈ Zd. Every element of LC(2n)κ,M with #M > 2 is a self-intersection point of
one of the curves `(2n)κ,u , u ∈ {−1, 1}d, ug = 1, or it is an intersection point of at least
two different curves `(2n)κ,u .
Similar as for the degenerate Lissajous curves `(n)0,1 and the node sets LC(n)r , we
can use a Chebyshev variety to characterize the sets LC(2n)κ,r . To this end, we define
the affine real algebraic Chebyshev variety C(2n)κ in [−1, 1]d by
C(2n)κ =
{
x ∈ [−1, 1]d | (−1)κ1T2n1(x1) = . . . = (−1)κdT2nd(xd)
}
. (3.8)
We obtain the following relation between the affine Chebyshev variety C(2n)κ , its
singularities and the Lissajous curves `(2n)κ,u , u ∈ {−1, 1}d.
Theorem 3.5 The affine Chebyshev variety C(2n)κ can be written as
C(2n)κ =
⋃
u∈{−1,1}d
`(2n)κ,u ([0, pi)) =
⋃
u∈{−1,1}d:
ug=1
`(2n)κ,u ([0, 2pi)). (3.9)
A point x ∈ C(2n)κ is a singular point of C(2n)κ if and only if it is an element of
LC(2n)κ,M for M ⊆ {1, . . . , d} with #M > 2. Furthermore, for r ∈ {0, 1} we have
LC(2n)κ,M,r =
{
x ∈ F dM | (−1)κ1T2n1(x1) = . . . = (−1)κdT2nd(xd) = (−1)r
}
. (3.10)
The formula (3.10) is satisfied for all M ⊆ {1, . . . , d}. If #M ∈ {0, 1}, the elements
of the sets are regular points of the variety on the corners and edges of [−1, 1]d.
Proof. Recall that pg[n] is odd. Thus, if t′ = t+ pi or t′ = t− pi, we have `(2n)κ,u (t′) =
`
(2n)
κ,u′ (t) with some u′ ∈ {−1, 1}d satisfying u′g = −ug. Therefore, the sets on the right
hand side of (3.9) are both equal to {`(2n)κ,u (t) | u ∈ {−1, 1}d, t ∈ [0, 2pi)}.
Let x ∈ C(2n)κ . We choose a θi ∈ [0, pi] and t′ ∈ R such that xi = cos(θi) and
(−1)κiT2ni(xi) = cos(2p[n]t′) for all i. Then, there exist v ∈ {−1, 1}d and h′ ∈ Z such
that 2niθi +κipi = vi2p[n]t′+2h′ipi for all i. Using hi = vih′i +(1−vi)κi/2 ∈ Z, we have
xi = cos(pi[n]t′ + hipi/ni − κipi/(2ni)) for all i.
By the Chinese remainder theorem, we can find an l such that l ≡ hi modni. Then,
for t = t′ + lpi/p[n] we have xi = (−1)ρi cos(pi[n]t − κipi/(2ni)) with ρi = (l − hi)/ni
for all i. Therefore, x ∈ `(2n)κ,u (R) = `(2n)κ,u ([0, 2pi)) for an u ∈ {−1, 1}d. The relation
`(2n)κ,u ([0, 2pi)) ⊆ C(2n)κ is easily verified by inserting `(2n)κ,u (t) in the definition (3.8).
The remaining part of the proof follows the lines of the proof of Theorem 2.3. 
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Example 3.6 (i) In [13], non-degenerate Lissajous curves of the form
`
(2n+2p,2n)
(n+p,n),1 (t) = (sin(nt), sin((n+ p)t)) , n, p ∈ N, (3.11)
were considered, where n and p are assumed to be relatively prime. The curve
(3.11) is non-degenerate if and only if p is odd. In this case, the curve `(2n+2p,2n)(n+p,n),1
is invariant with respect to reflections at both coordinate axis and we have
`
(2n+2p,2n)
(n+p,n),1 = C(2n+2p,2n)(n+p,n) . The respective set of node points is LC(2n+2p,2n)(n+p,n) . Fur-
thermore, we have LC(2n+2p,2n)(n+p,n) = LC
(2n+2p,2n)
(0,1) .
(ii) If n and p are relatively prime and, in addition, n is odd and p is even, a
generating curve for the set LC(2n+2p,2n)(n+p,0) = LC
(2n+2p,2n)
(0,1) is given by
`
(2n+2p,2n)
(n+p,0),1 (t) = (sin(nt), cos((n+ p)t)) .
Again, the curves `(2n+2p,2n)(n+p,0),1 and the points LC
(2n+2p,2n)
(n+p,0) are invariant with re-
spect to reflections at both coordinate axis. For n = (5, 3), this case is illus-
trated in Figure 3.1, (b). This example was already considered in [14].
(iii) An interesting two-dimensional example not considered in [12–14] is given by
the point set LC(2n)0 with n = (n1, n2), and n1, n2 relatively prime. We choose
g according to (3.2) and set u = (1,−1) if g = 1 and u = (−1, 1) if g = 2. By
Theorem 3.5, the set C(2n)0 corresponds to the union of the Lissajous curves `(2n)0,1
and `(2n)0,u . Further, by Remark 3.4, the subset LC
(2n)
0,0 is the disjoint union of
LD(n)1 and LD(n)u , and the subset LC
(2n)
0,1 is precisely the set of all intersection
points of the curve `(2n)0,1 with the curve `
(2n)
0,u . A corresponding example with
n = (5, 3) and g = 1 is illustrated in Figure 3.1, (a).
3.2 Discrete orthogonality structure
Similar as in (2.12), we define for γ ∈ Nd0 the functions χ(2n)γ ∈ L(I(2n)κ ) by
χ(2n)γ (i) =
d∏
j=1
cos(γjijpi/(2nj)).
We remark that the considered domain I(2n)κ depends on κ and therefore also the
functions χ(2n)γ . We omit the explicit indication of this dependency.
For i ∈ I(2n)κ , we define the weights w(2n)κ,i by
w
(2n)
κ,i = 2#M/(2d+1p[n]) if i ∈ I(2n)κ,M .
Further, a measure ω(2n)κ on the power set P(I(2n)κ ) of I(2n)κ is well-defined by the
corresponding values ω(2n)κ ({i}) = w(2n)κ,i for the one-element sets {i} ∈ P(I(2n)κ ).
Proposition 3.7 Let γ ∈ Zd and χ(2n)γ ∈ L(I(2n)κ ). If
∫
χ(2n)γ dω(2n)κ 6= 0, then
there exists h ∈ Nd0 with γi = 2hini, i = 1, . . . , d, and
d∑
i=1
hi ∈ 2N0. (3.12)
If (3.12) is satisfied, then
∫
χ(2n)γ dω(2n)κ = (−1)ϑκ(γ) with ϑκ(γ) =
d∑
i=1
hiκi.
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Proof. Note that cos(ϑ + ρpi) = (−1)ρ cosϑ for ρ ∈ Z. Using the trigonometric
identity (2.15) and applying Proposition 3.1 in the same way as Proposition 2.1 in
the proof of Proposition 2.5, we obtain for
∫
χ(2n)γ dω(2n)κ the value
S(γ)
22d+1p[n]
∑
v∈{−1,1}d
4p[n]−1∑
l=0
cos
(
l
pi
2p[n]
d∑
i=1
viγipi[n] − ϑκ(γ,v)pi
)
, (3.13)
with ϑκ(γ,v) = v1γ1κ1/(2n1) + . . .+ vdγdκd/(2nd), and
S(γ) = ∑
(ρ1,...,ρg−1,ρg+1,...,ρd)∈{0,1}d−1
(−1)Σ′ with Σ′ = d∑
i=1
i 6=g
γiρi.
By the identity (2.16), the value (3.13) is zero if for all v ∈ {−1, 1}d the number
(2.18) is not an element of 4Z. Further, if there exists an i 6= g such that the integer
γi is odd, then S(γ) = 0. Assume that
∫
χ(2n)γ dω(2n)κ 6= 0. Then, we can conclude
that γi ∈ 2N0 for all i 6= g and that there exists a v ∈ {−1, 1}d such that (2.18) is
an element of 4Z, and in particular an element of Z. Since the ni, i ∈ {1, . . . , d}, are
pairwise relatively prime, there is a h′ ∈ Nd0 such that γi = h′ini, i ∈ {1, . . . , d}. Since
the ni are odd for i 6= g we have h′i ∈ 2N0 for i 6= g. The number (2.18) equals
d∑
i=1
vih
′
i
and this number is an element of 4Z. Therefore, h′g is also an even integer. Thus, we
can conclude that h′1 + . . .+ h′d ∈ 4N0. Now, for h = h′/2 we obtain (3.12).
On the other hand, if (3.12) is satisfied, then ϑκ(γ,v) =
d∑
i=1
vihiκi ≡ −ϑκ(γ) mod 2
and S(γ) = 2d−1. Thus, since (2.18) is in 4Z, the value (3.13) equals (−1)ϑκ(γ). 
We define the sets (see Fig. 3.3)
Γ(2n)κ =
γ ∈ Nd0
∣∣∣∣∣∣∣
∀ i ∈ {1, . . . , d} : γi < 2ni
∀ i, j with i 6= j : γi/ni + γj/nj 6 2
∀ i, j with κi 6≡ κj mod 2 : γi/ni + γj/nj < 2
 ∪ {(0, . . . , 0, 2nd)}.
Proposition 3.8 With the values from (3.1), we have
#Γ(2n)κ = #I(2n)κ = #I
(2n)
κ,0 + #I
(2n)
κ,1 .
Proof. For r ∈ {0, 1}, we consider the subsets
Γ(2n)κ,r =
{
γ ∈ Nd0
∣∣∣∣∣ ∀ i with κi ≡ r mod 2 : γi/ni 6 1,∀ i with κi 6≡ r mod 2 : γi/ni < 1
}
of Γ(2n)κ . Further, we use the notation
Γ(2n),eqκ =
{
γ ∈ Γ(2n)κ | ∃ i : γi = ni
}
,
Γ(2n),neκ = Γ(2n)κ \Γ(2n),eqκ and Γ(2n),neκ,r = Γ(2n)κ,r \Γ(2n),eqκ . We use (2.20) withm = 2n in
this proof. Since the numbers ni are pairwise relatively prime, for all γ ∈ Γ(2n),neκ,1 \{0}
there exists a k such that (2.22) holds. As in the proof of Proposition 2.6 we conclude
that the function s(2n) is a bijection from Γ(2n),neκ,1 onto Γ(2n),neκ \Γ(2n),neκ,0 . Every element
of Γ(2n),eqκ is either in Γ
(2n)
κ,0 or in Γ
(2n)
κ,1 and s(2n)(γ) = γ for all γ ∈ Γ(2n),eqκ . Therefore,
the function s(2n) is a bijection from Γ(2n)κ,1 onto Γ(2n)κ \ Γ(2n)κ,0 and hence we have
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#Γ(2n)κ,1 = #Γ(2n)κ − #Γ(2n)κ,0 . From the cross product structure of the set Γ(2n)κ,r , we
obtain the cardinality #Γ(2n)κ,r as the cardinality #I(2n)κ,r given in (3.1). 
In the following, we use the numbers e(γ) given in (2.24) and
f(2n)(γ) =
{
#{ i | γi = ni } − 1, if ∃ i ∈ {1, . . . , d} : γi = ni,
0, otherwise. (3.14)
0 2 4 6 8 10
0
1
2
3
4
5
6
γ1
γ2
(a) Γ(10,6)0 and Γ
(10,6)
(0,1) = Γ
(10,6)
0 \ {(5, 3)}
0123456
1
2
0
1
2
3
4
γ1
γ2
γ 3
(b) Γ(6,2,4)0
Figure 3.3 Examples of the sets Γ(2n)κ for d = 2 and d = 3 related to the examples
LC(2n)κ given in Figure 3.1 and 3.2. The dotted lines mark the boundary of the
polytopes enclosing the sets Γ(2n)κ . The element {(0, . . . , 0, 2nd)} is marked with one
ring. All dots with two rings indicate the elements γ with f(2n)(γ) = 1 in (3.14). The
dot with three rings describes the element γ satisfying f(2n)(γ) = 2.
Theorem 3.9 The functions χ(2n)γ , γ ∈ Γ(2n)κ , form an orthogonal basis of the inner
product space (L(I(2n)κ ), 〈 ·, · 〉ω(2n)κ ). Further, the norms of the basis elements satisfy
‖χ(2n)γ ‖2ω(2n)κ =
{
2−e(γ)+f(2n)(γ), if γ ∈ Γ(2n)κ \ {(0, . . . , 0, 2nd)},
1, if γ = (0, . . . , 0, 2nd).
(3.15)
Proof. We fix γ ′,γ ′′ ∈ Γ(2n)κ and use the notation (2.26).
Assume that γ ′ 6= γ ′′ and that there is v such that γ = γ(v) satisfies (3.12).
Since γ ′ 6= γ ′′, the set P = { i |hi > 0 } is not empty. For all i /∈ P we have γ′i = γ′′i .
As in the proof of Theorem 2.7 we conclude that both, γ ′ and γ ′′, are different from
(0, . . . , 0, 2nd), that hi = 1 for all i ∈ P, that vi = 1 for all i ∈ P, and that #P > 2.
There is a k′ ∈ P such that γ′k′ > nk′ or γ′′k′ > nk′ , since otherwise γ′i = γ′′i = ni, i ∈ P,
and thus γ ′ = γ ′′. Without loss of generality, we assume γ′k′ > nk′ . By the definition
of Γ(2n)κ , we have γ′i < ni for all i 6= k′. Further, there is a k′′ ∈ P such that γ′′k′′ > nk′′ ,
for otherwise P = {k′} and #P = 1. By the definition of Γ(2n)κ , we obtain also here
γ′′i < nk′′ for all i 6= k′′. Therefore, #P 6 2 and thus #P = 2. Therefore, P = {k′, k′′}
with k′′ 6= k′ and we obtain
γ′k′/nk′ + γ′′k′/nk′ = 2, γ′k′′/nk′′ + γ′′k′′/nk′′ = 2.
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Further, by definition of Γ(2n)κ we have γ′k′/nk′+γ′k′′/nk′′ 6 2 and γ′′k′/nk′+γ′′k′′/nk′′ 6 2.
Therefore, γ′k′nk′′ + γ′k′′nk′ = 2nk′′nk′ . Since nk′′ , nk′ are relatively prime, γ′k′ is a
multiple of nk′ . This is a contradiction to nk′ < γ′k′ < 2nk′ . By Proposition 3.7, we
have thus shown that
∫
χ
(2n)
γ(v)dω(2n)κ = 0 for all v ∈ {−1, 1}d if γ ′ 6= γ ′′. Similar to
(2.27), we have the identity
χ
(2n)
γ′ χ
(2n)
γ′′ =
1
2d
∑
v∈{−1,1}d
χ
(2n)
γ(v) (3.16)
and conclude that
∫
χ
(2n)
γ′ χ
(2n)
γ′′ dω(2n)κ = 0 if γ ′ 6= γ ′′.
On the other hand, let γ ′ = γ ′′. If γ ′ = (0, . . . , 0, 2nd), then ‖χ(2n)γ′ ‖2ω(2n)κ = 1.
Now, we suppose that γ ′ 6= (0, . . . , 0, 2nd) and consider the set{
v ∈ {−1, 1}d |γ = γ(v) satisfies (3.12)
}
. (3.17)
Using the notation N = { i | γ′i > 0}, M = { i | γ′i = ni}, M(v) = { i ∈ M | vi = 1}, the
set (3.17) can be reformulated as
{v ∈ {−1, 1}d | vi = −1 for all i ∈ N \M and #M(v) is even }. (3.18)
The number A of elements in (3.18) is given by
A = 2d−#N
#M∑
m=0
m≡0 mod 2
(
#M
m
)
and this number equals A = 2d−#N if M = ∅ and A = 2d−#N2#M−1 otherwise.
Now, let v be an element of (3.18). We use the notation ϑκ(γ) given in Proposition
3.7 and obtain ϑκ(γ(v)) =
∑
i∈M(v)
κi. By definition of Γ(2n)κ we have κi ≡ κj mod 2 for
all i, j ∈ M. Since #M(v) is even, the integer ϑκ(γ(v)) is even, and by Proposition
3.7 we have
∫
χ
(2n)
γ(v)dω(2n)κ = 1. Using (3.16), we conclude ‖χ(2n)γ′ ‖2ω(2n)κ = A/2
d.
The just shown formula (3.15) implies that χ(2n)γ 6= 0 for all γ ∈ Γ(2n)κ . Since the
functions χ(2n)γ , γ ∈ Γ(2n)κ , are pairwise orthogonal, they are linearly independent.
Further, by Proposition 3.8 we have #Γ(2n)κ = #I(2n)κ . This implies that the functions
χ(2n)γ , γ ∈ Γ(2n)κ , form a basis of the vector space (L(I(2n)κ ), 〈 ·, · 〉ω(2n)κ ). 
3.3 Polynomial interpolation
As in (2.31), we have for all γ ∈ Nd0 and i ∈ I(2n)κ the relation
Tγ(z(2n)i ) = χ(2n)γ (i)
between the d-variate Chebyshev polynomials Tγ and the functions χ(2n)γ ∈ L(I(2n)κ ).
We want to find a polynomial P (2n)κ,h that for given data values h(i) ∈ R, i ∈ I(2n)κ ,
satisfies the interpolation condition
P
(2n)
κ,h (z
(2n)
i ) = h(i) for all i ∈ I(2n)κ . (3.19)
We use
Π(2n)κ = span
{
Tγ
∣∣∣γ ∈ Γ(2n)κ }
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as underlying space for this interpolation problem. The set {Tγ |γ ∈ Γ(2n)κ } is an
orthogonal basis of the space Π(2n)κ with respect to the inner product given in (2.28).
For i ∈ I(2n)κ , we define on [−1, 1]d the polynomial functions L(2n)κ,i by
L
(2n)
κ,i (x) = w
(2n)
κ,i
( ∑
γ∈Γ(2n)κ
2−f(2n)(γ)
‖Tγ‖2 Tγ(z
(2n)
i )Tγ(x) − T2nd(z(2nd)id )T2nd(xd)
)
and obtain the following result for polynomial interpolation on the point set LC(2n)κ .
The proof follows the lines of the proof of Theorem 2.8.
Theorem 3.10 For h ∈ L(I(2n)κ ), the interpolation problem (3.19) has the uniquely
determined solution
P
(2n)
κ,h =
∑
i∈I(2n)κ
h(i)L(2n)κ,i
in the polynomial space Π(2n)κ . Moreover, we have span{P (2n)κ,h |h ∈ L(I(2n)κ ) } = Π(2n)κ
and the polynomials L(2n)κ,i , i ∈ I(2n)κ , form a basis of Π(2n)κ .
Similar as in (2.35), we consider the uniquely determined coefficients in the expansion
P
(2n)
κ,h =
∑
γ∈Γ(2n)κ
cγ(h)Tγ (3.20)
of the interpolating polynomial P (2n)κ,h in the orthogonal basis Tγ , γ ∈ Γ(2n)κ , of the
polynomial spaces Π(2n)κ . Using Theorem 3.9, we can conclude the following result.
Corollary 3.11 For h ∈ L(I(2n)κ ), the coefficients cγ(h) in (3.20) are given by
cγ(h) =
1
‖χ(2n)γ ‖2ω(2n)κ
〈h, χ(2n)γ 〉ω(2n)κ . (3.21)
Similar as described at the end of Section 2.3, also formula (3.21) can be performed
efficiently using discrete cosine transforms. We consider the index set
J(2n) =
dą
i=1
{0, . . . , 2ni},
as well as
g(2n)κ (i) =
 w
(2n)
κ,i h(i), if i ∈ I(2n)κ ,
0, if i ∈ J(2n) \ I(2n)κ ,
and, recursively for j = 1, . . . , d,
g
(2n)
κ,(γ1,...,γj)(ij+1, . . . , id) =
2nj∑
ij=0
g
(2n)
κ,(γ1,...,γj−1)(ij, . . . , id) cos(γjijpi/(2nj)).
Then, since (3.15), we have
cγ(h) =
 2
e(γ)−f(2n)(γ)g(2n)κ,γ , if γ ∈ Γ(2n)0 \ {(0, . . . , 0, 2nd)},
g(2n)κ,γ , if γ = (0, . . . , 0, 2nd).
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As a composition of d fast cosine transforms, the computation of the set of coefficients
cγ(h) can be executed with complexity O(p[2n] ln p[2n]). Once the coefficients cγ(h)
are computed, the interpolating polynomial P (2n)κ,h (x) can be evaluated at x ∈ [−1, 1]d
using formula (3.20).
Finally, we obtain in analogy to Theorem 2.10 the following quadrature rule.
Theorem 3.12 Let P be a d-variate polynomial function [−1, 1]d → C. If
〈P, Tγ〉 = 0 for all γ ∈ Nd0 \ {0}, satisfying (3.12),
then
1
pid
∫
[−1,1]d
P (x)w(x) dx =
∑
i∈I(2n)κ
w
(2n)
κ,i P (z
(2n)
i ).
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