Abstract. We answer the following long-standing question of Kolchin: given a system of algebraic-differential equations Σ(x 1 , . . . , xn) = 0 in m derivatives over a differential field of characteristic zero, is there a computable bound, that only depends on the order of the system (and on the fixed data m and n), for the typical differential dimension of any prime component of Σ? We give a positive answer in a strong form; that is, we compute a (lower and upper) bound for all the coefficients of the Kolchin polynomial of every such prime component. We then show that, if we look at those components of a specified differential type, we can compute a significantly better bound for the typical differential dimension. This latter improvement comes from new combinatorial results on characteristic sets, in combination with the classical theorems of Macaulay and Gotzmann on the growth of Hilbert-Samuel functions.
Introduction
The role of numerical polynomials in commutative algebra was initiated by Hilbert's theorem on the growth of the dimension of the homogeneous components of a graded module over a polynomial ring. More precisely, Hilbert showed that given a graded module M = s M s over K[x 1 , . . . , x n ], there is a numerical polynomial p(t) such that, for s sufficiently large, p(s) = dim K M s . This is a generalization of the well known fact that the number of monomials of degree d in m variables equals
The corresponding role of numerical polynomials in differential algebra was initiated by Kolchin (and further developed by Johnson and Sit, among several others). Let us briefly recall the relevant objects. Let (K, ∆ = {δ 1 , . . . , δ m }) be a differential field of characteristic zero with m commuting derivations, and denote by K{x 1 , . . . , x n } the (differential) ring of differential polynomials in n variables over K. Given a prime differential ideal P of K{x 1 , . . . , x n }, if we set a = (a 1 , . . . , a n ) to be a generic point of P (for instance, choose a i = x i + P ∈ K{x 1 , . . . , x n }/P), then Kolchin showed [6, Chapter II] that there is a numerical polynomial ω P (t) such that for s sufficiently large ω P (s) = trdeg K K(δ This numerical polynomial is called the Kolchin polynomial (or differential dimension polynomial) of P. If P is generated (as a radical differential ideal) by f 1 , . . . , f ℓ , then, as explained by Mikhalev and Pankratev in [10] , the Kolchin polynomial ω P is an algebraic form of Einstein's notion of strength of the system f 1 = · · · = f ℓ = 0. Roughly speaking, using Einstein's terminology [2] , one can say that, for s sufficiently large, ω P (s) equals the number of free Taylor coefficients of order at most s of a generic solution of the system.
The polynomial ω P carries two important differential birational invariants: its degree, called the differential type of P and denoted by τ , and its leading coefficient (as a numerical polynomial, see (2.1) below), called the typical differential dimension of P and denoted by a τ . Let us consider a simple, but illustrative, example: Example 1.1. Let n = 1 and m = 2; that is, we work in the context of systems in one variable and derivations ∆ = {δ 1 , δ 2 }. Given a nonnegative integer r, consider the system δ r 1 x = δ r 2 x = 0. Note that the differential ideal P generated by δ r 1 x and δ r 2 x is prime. Also, given a generic solution a, for s ≥ 2r we have trdeg K K(δ Thus, in this case, ω P (t) is constant equal to r 2 . In particular, the differential type of P is zero and its typical differential dimension is r 2 .
The main question we consider in this paper (and originally studied by Kolchin) is the following. Question 1.2. Given nonnegative integers r, m, n, τ , is there a computable function B(r, m, n, τ ) such that for any differential field (K, ∆ = {δ 1 , . . . , δ m }) of characteristic zero and any differential system Σ ⊂ K{x 1 , . . . , x n } of order r, if P is a prime component of Σ of differential type τ , then the typical differential dimension of P satisfies a τ ≤ B(r, m, n, τ ).
Kolchin devoted a section of his book [6, Chapter IV, §17] on this question. While he does not give a definitive answer, he is able to show the following (partial) result. Fact 1.3. Using the notation of Question 1.2, if τ = m then a τ ≤ n, and if τ = m − 1 then a τ ≤ nr. These bounds are clearly optimal (in the sense that one can find a system Σ where equality holds).
Moreover, in that same section of his book, he conjectures that (with no assumption on τ )
However, this bound does not generally hold. Indeed, in Example 1.1 we saw that there are systems, in two derivations and one variable, of differential type zero with typical differential dimension r 2 . Kolchin's conjectural bound yields
, which is less than r 2 when r is larger than one 1 . There has been some attempts to answer Kolchin's question (Question 1.2). For example, in [7] , Kondratieva makes the additional assumption that the degree of the system Σ is also bounded by r and then shows that if τ ≤ m − 2 we have
where A denotes the Ackermann function. In the case when the system is linear, in [4] Grigoriev proved
There are two disadvantages of these bounds. First, they depend on the degree of the system, whereas Kolchin's question asks for a bound that only depends on the order. Second, even for small values of m they are highly not optimal. For instance, consider the case m = 2, n = 1, and τ = 0; Kondratieva's bound involves a term of the form A(9, 2 9r ), which yields extremely large values, while Grigoriev's bound yields (16 r) 16 . These are both far from the optimal value since, as we will see in Corollary 6.1, in this case a τ ≤ r 2 (and this is optimal by Example 1.1). The goal of this paper is to show that Question 1.2 has a positive answer, and we obtain two different ways of constructing appropriate bounds. The first construction appears in Section 3 where we answer the question in a stronger form; that is, we prove that there is a computable (recursive) bound, that only depends on the order of the differential system Σ, for the sum of the absolute values of the (standard) coefficients of the Kolchin polynomial of any prime component P of Σ. In particular, this yields a bound for the typical differential dimension, and so this already answers Kolchin's question positively. We note that this bound does not depend on the differential type of P. In the case when m = 2, n = 1 and τ = 0, this bound yields a 0 ≤ 4r 2 (2r + 1) 2 , but as we noted at the end of the above paragraph one can in fact show that in this case a 0 ≤ r 2 . To prove the latter, we perform a second construction of a bound, that now depends on the differential type, for the typical differential dimension. In Section 5 we build (recursively) a sequenceμ, depending on the data (r, m, n, τ ), inside of N m × {1, . . . , n} with the property that its HilbertSamuel function bounds from above the Hilbert-Samuel function associated to any prime component with differential type τ of a differential system of order r. The proof of this fact uses a new result on the combinatorial structure of characteristic sets of prime differential ideals, established in Section 4, together with the well known theorems of Macaulay and Gotzmann on the growth of the Hilbert-Samuel function. Finally, in Section 6, we use the algorithmic construction of the sequencē µ to give explicit formulas to compute bounds for the differential type, and we perform these computations for the cases m = 2 and 3.
It is worth mentioning that J. Freitag has recently (re-)established some bounds and finiteness principles in differential algebra [3] , using results from the theory of well quasi-orderings. One of the results there can be considered as a partial (noneffective) converse to our main result here. More precisely, he shows that given 1 It was pointed out to me, by Alexander Levin, that Kolchin was aware that his conjectural bound is incorrect. a numerical polynomial p(t) there is a bound, that depends only on the coefficients of p(t) (and the number of derivations and variables), for the order of a characteristic set of a prime differential ideal with Kolchin polynomial p(t).
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Notation and preliminaries
In this section we fix the notation that will be used throughout the paper. For the convenience of the reader, we give an account of the classical and recent results that will be used in subsequent sections. Fix a differential field (K, ∆ = {δ 1 , . . . , δ m }) of characteristic zero with m commuting derivations. Henceforth, the differential terminology will be with respect to our distinguished set ∆ of commuting derivations.
For an m-tuple ξ = (u 1 , . . . , u m ) ∈ N m , we define the order of ξ by
and use multi-index notation to denote derivative operators
Fix an n-tuple x = (x 1 , . . . , x n ) of differential indeterminates. We denote the (differential) ring of differential polynomials in variables x over K by
Recall that a polynomial p ∈ Q[t] is numerical if p(s) ∈ Z for all integers s. Such polynomials always have the form
We will sometimes refer to the a i 's as the standard coefficientes of p. Given a prime differential ideal P of K{x} and a generic point a = (a 1 , . . . , a n ) of P (for instance, one can take a to be the image of x under the canonical map K{x} → K{x}/P), the Kolchin polynomial of P (or differential dimension polynomial) is the unique numerical polynomial ω P (t) such that for sufficiently large
See [6, Chapter II] for details on this. For our purposes, it suffices to note that deg ω P ≤ m and that the standard coefficient a m of ω P equals the differential transcendence degree, over K, of K a (the differential field generated by a over K). Additionally, the Kolchin polynomial has two important differential birational invariants: the differential type of P is defined as the degree of ω P and the typical differential dimension of P is the standard leading coefficient of ω P . We now wish to state the (well known) fact that the Kolchin polynomial of P can be computed from the leaders of a characteristic set of P. To do this, let us recall that the canonical orderly ranking on the set of (algebraic) indeterminates {δ
where ≤ lex denotes the (left) lexicographic order. The leader of a differential polynomial f ∈ K{x} \ K is the highest δ ξ x i that appears in f with respect to , and the order of f is simply the order of its leader. Given any finite collection of differential polynomials Σ ⊂ K{x} \ K, by a leader of Σ we mean a leader of one of its elements and by the order of Σ we mean the maximum order among its elements. As we would like to avoid certain technicalities that are unnecessary for our purposes, we will not give the proper definition of a characteristic set. Let us just say that, for us, a characteristic set of the prime differential ideal P ⊂ K{x} is a finite subset of P which is "reduced" and "minimal" with respect to the canonical orderly ranking . We refer the reader to [6, Chapter I] for further details.
We now recall the notion of volume of lattices of N m . We let ≤ denote the product order on N m ; that is, (
Given any E ⊆ N m and a nonnegative integer s, the volume of E at level s is V E (s) = {ξ ∈ N m : ord ξ ≤ s and ξ ≥ η for all η ∈ E}.
In [6, Chapter 0, §17], Kolchin shows that for any E ⊆ N m there is a numerical polynomials ω E (t) such that for sufficiently large
Furthermore, deg ω E ≤ m; equality occurs if and only if E is empty, in which case
We can now state the following result of Kolchin's [6, Chapter II, §12].
Fact 2.1. Let P be a prime differential ideal of K{x} and Λ a characteristic set of P. If for each 1 ≤ i ≤ n we denote by E i the set of all ξ ∈ N m such that δ ξ x i is a leader of Λ, then
We now wish to recall Macaulay's theorem and Gotzmann's persistence theorem on the growth of Hilbert-Samuel functions (for details we refer the reader to [1, Chapter IV]). Given positive integers a and d, one can uniquely write a in the form 
We recall that a subset M ⊆ N m is said to be compressed if for all ξ, η ∈ N m with ord ξ = ord η we have
Theorem 2.2 (Macaulay's theorem). For any M ⊆ N m , and positive integer d, we have
Macaulay's theorem gives a sufficient condition for the Hilbert-Samuel function to have maximal growth, we will also make use of the following theorem that gives a necessary condition to have maximal growth (which appears as Corollary 4.9 in
in other words, LUB(ξ, η) is the least upper bound of ξ and η with respect to the product order.
In Section 5 we will make use of the following series of technical (combinatorial) results on Macaulay's function. They are useful to deal with Hilbert-Samuel functions in several copies of N m ; which will appear in Theorem 5.4. It is worth recalling at this point that for c and d positive integers we have the classical binomial identity
In what follows d denotes a positive integer. Note that, by (2.5) and (2.3), we can always write a > 0 uniquely in the form
for some c > 0. It follows from the definition that
Moreover, we can also write a uniquely in the form
for some c ≥ 0. Indeed, by (2.6), we only need to consider the case when a =
for some b > 0. But now, by (2.5), we can write 
Therefore, regardless of the form we write a > 0, either as in (2.6) or (2.7), we get
Lemma 2.5. Let m and d be a positive integers. If a and b are nonnegative integers, we have + c for some integer c ≥ 0, then
Proof. We assume a ≥ b. By (2.4), we may also assume that b > 0 and, in (2) , that
We proceed by induction on d. For the base case, d = 1, note that
Thus,
To prove (2) in this case write m = a + i = b + j with i, j ≥ 0, then
and so
For the 'furthermore' clause, note that if c = 0 then −2ab < −2mc, and hence the above inequality becomes strict in this case.
We now assume d > 1. By (2.6) and (2.7) we can write
where s > 0 and
where t ≥ 0. We now construct new integers a 1 and b 1 such that
We consider two cases:
In this case we set
Clearly (2.9) and (2.10) are satisfied. By (2.8), we have
and
and b
Since by induction
, from the above equalities we get
This yields (2.11).
+ e for some e ≥ 0. In this case we set
We clearly have (2.9). By (2.5), we have
This yields (2.10). Now, since b ≤ a, we have t ≤ s, and so B < s−1+d d−1 . By induction we have
On the other hand, by (2.8) we have
where the second equality uses the fact that 0 ≤ e < t−1+d d−1 . The above two displays, together with (2.5) and (2.8), yield
and hence we obtain (2.11). We observe that when e = 0, we must have A, B > 0, and so, by induction, we must have
the inequality in the second line of the above display becomes strict; that is, in this case we obtain (2.12)
(which implies b ℓ1 = c) and a ℓ2 = a + b (which implies b ℓ2 = 0). This, of course, shows that
For the 'furthermore' clause note that if c = 0 then b ℓ1 = 0, and, by (2.12), we have
The above lemma yields the following (which will be used in Theorem 5.4). 
We proceed by induction on (t, s) using the lexicographic order. By (2.4), if
The case t = 1 follows from this observation. By Lemma 2.5,
, and the case s = 1 follows from this. Thus, we assume that r, s > 1. We now consider two cases:
1 , which follows from Lemma 2.5, we get the desired inequality for the original sequences. Case 2. Suppose b 1 < a 1 . When s = 2, we must have that a 2 + · · · + a t ≤ b 2 , and so a
, where the first inequality follows from part (1) of Lemma 2.5 and the second from part (2). So we assume that s > 2. If it happens that a 1 + · · · + a t ≤ b 2 + · · · + b s , then we are done by induction. So we can assume that (2.13)
We have that
It follows from Lemma 2.5, using (2.13), that
Thus, it suffices to see that
t , but this follows by induction.
Lastly, we we will use in Theorem 5.4 the following consequence of the above two lemmas. 
Proof. Lemma 2.6, together with (2.14), imply that we must have (2.15)
We proceed by induction on t. The case t = 1 is obvious. Now assume t > 1. If a t = b s , then we are done by induction. Thus assume, towards a contradiction, that a t < b s . Furthermore, we may also assume that a t is the largest integer with a t < b s and for which there is a sequence a 1 ≤ · · · ≤ a t satisfying (2.14) and (2.15). Just as we did in the proof of Lemma 2.5, we can find α 1 and α t such that
Hence, α 1 + a 2 + · · · + a t−1 + α t = b 1 + · · · + b s , and by Lemma 2.6
and so, by our assumption, all the inequalities become equality. We now consider two cases:
Case 1: α 1 > 0. In this case, by our assumption on a t and since α t > a t , we must have s = t and
An effective bound for the (standard) coefficients
In this section we prove that there is a recursively computable (upper and lower) bound for all the coefficients of the Kolchin polynomial that only depends on the order of the differential system (and, of course, on the number of derivations and variables). Thus answering Question 1.2 of Kolchin's. We will use the notation set in the previous section. In particular, (K, ∆) is our ground differential field of characteristic zero with m commuting derivations ∆ = {δ 1 , . . . , δ m }.
The following proposition is the key to prove the existence of the desired bound, and could be of independent interest in the general theory of differential and difference dimension polynomials [8] . If a m = 0, then, by (2.2) in Section 2, a m = 1 and the other coefficients vanish, so this case also holds. So we assume a m = 0, and we must show that, for all j = 1, . . . , m,
As we are assuming a m = 0, M is nonempty (by (2.2)). Let ζ = (v 1 , . . . , v m ) ∈ M . Moreoever, since D > 0, ζ is not zero; so, without loss of generality, we may assume that v m = 0. Let
Clearly,
Letting M i be the minimal elements of E i for i = 1, 2, we see that
On the other hand, the tuple η = (v 1
we get, for all j = 1, . . . , m,
Using the identity
and (3.1), we get
Now, since a m = 0 we get that c m = 0, and so the above equality yields
This proves the case j = 1. So now we assume j ≥ 2. We get
Where the last inequality holds as we are assuming j ≥ 2 and D ≥ 1.
The above proposition, together with Fact 2.1, essentially shows that, in order to produce the desired bound for the coefficients of the Kolchin polynomial, all that is missing is an upper bound for the order of a characteristic set of a prime differential ideal that depends solely on the order of the differential system. Such a bound was obtained in [5] , its recursive formula uses the Ackermann function. We recall that this (nonprimitive recursive) function is defined . . , x n } be of order at most r and P a prime component. Then a characteristic set for P has order at most C n r,m . Consequently, we get Corollary 3.3. Let Σ ⊂ K{x 1 , . . . , x n } be of order at most r and P a prime component. If
is the Kolchin polynomial of P, then, for all j = 0, . . . , m,
Proof. Recall that ω P = n i=1 ω Ei where E i denotes the set of ξ ∈ N m such that δ ξ x i is a leader of a characteristic set of P. By Fact 3.2, the elements of the set M i of minimal elements of E i have order at most C The result now follows immediately from Proposition 3.1.
Remark 3.4. In the case when the differential type of the prime component P is zero, it is possible to obtain the better bound a 0 ≤ n · (C n r,m ) m . This upper bound appears in [5, Proposition 6.2]. On the other hand, if we specialize the bound in the above corollary to m = 1, we obtain a 0 ≤ nr, and so we recover the bound found by Ritt in [12, Chapter 6].
We now have an upper and lower bound for the coefficients of the Kolchin polynomial; in particular, this yields an upper bound for the typical differential dimension that only depends on the order of the differential system (and on the fixed data m and n). This already answers the question of Kolchin (Question 1.2). On the other hand, note that in the case m = 2 and n = 1, if the differential type of P is zero, the above corollary says that the typical differential dimension of P satisfies
We saw in Example 1.1 that in this case a 0 can be r 2 . But can be it be larger? We will see, in Corollary 6.1, that in fact r 2 is an upper bound for a 0 (and so we obtain an optimal bound in this situation). To prove this, we will need to prove further (nontrivial) combinatorial properties of the leaders of characteristic sets of prime differential ideals. This is done in the next two sections.
A combinatorial-structural result for characteristic sets
In this section, and the next, we study combinatorial properties of characteristic sets of prime differential ideals. Our main goal is to produce better bounds than the ones obtained in Corollary 3.3 for the typical differential dimension (see the final paragraph of Section 3).
We keep the same conventions and notation of previous sections. Henceforth we let n = {1, . . . , n}. We will consider two different orders ≤ and on N m × n. The goal of this section is to prove the following combinatorial-structural theorem on the leaders of characteristic sets of prime differential ideals. Recall that for ξ and η in N m , we let LUB(ξ, η) be the least upper bound of ξ and η with respect to the product order.
Theorem 4.1. Suppose Σ ⊂ K{x 1 , . . . , x n } has order at most r and P is a prime component of Σ. Suppose further that the order of a characteristic set Λ of P is H > r, and let E j be the set of ξ ∈ N m such that δ ξ x j is a leader of Λ. Then, for each r ≤ h ≤ H, there is 1 ≤ j ≤ n and distinct ξ, ξ ′ ∈ E j of order at most h with the following property ( †) for every sequence
and of order at most h, there is 1 ≤ i ≤ s such that ord LUB(η i , η i+1 ) > h. Furthermore, if r ≤ h < H and Λ has no element of order h + 1, then we can find 1 ≤ j ≤ n and distinct ξ, ξ ′ ∈ E j of order at most h with the following property ( † ′ ) same as ( †) except that the last inequality now becomes ord LUB(η i , η i+1 ) > h + 1.
Remark 4.2. The reason we call this a "combinatorial-structural" theorem is the following: Suppose n = 1 and write Λ = {f 1 , . . . , f s } with ord f 1 ≤ · · · ≤ ord f s . Then the theorem says that ord f 1 and ord f 2 are at most r, and ord f 3 ≤ ord LUB(ξ f1 , ξ f2 ) where ξ fi is such that δ ξ f i x is the leader of f i . In other words, the leader of f 3 cannot be that "far" from the leaders of the previous two elements. Similar observations can be made for the rest of the f i 's. For instance, ord f 4 ≤ max{ord LUB(ξ f1 , ξ f2 ), ord LUB(ξ f1 , ξ f3 ), ord LUB(ξ f2 , ξ f3 )}.
In particular, for i ≥ 2, we obtain a bound on ord f i in terms of the leaders of the previous elements.
The proof of the theorem makes use of the theory of differential kernels from [5] . Let us review the results that we will need. For α = (ξ, i) ∈ N m × n, we set ord α = ord ξ. Also, for each nonnegative integer r we let Γ(r) = {α ∈ N m × n : ord α ≤ r}. 
where k denotes the m-tuple whose k-th entry is one and zeroes elsewhere. . . , g n ) contained in a differential field extension (M, {∂ 1 , . . . , ∂ m }) of (K, ∆) is said to be a regular realization of the differential
is a generic specialization of (a ξ i : (ξ, i) ∈ Γ(r)) over K (in the algebraic sense). The tuple g is said to be a principal realization of L if all the minimal leaders of the differential field
have order at most r.
Remark 4.5. If f is a principal realization and g is a regular realization of the differential kernel L, then g is a differential specialization of f over K. This is the content of [5, Lemma 2.7] .
From [5, Theorem 3.1], we get
) be a differential kernel over K. Suppose that for every 1 ≤ j ≤ n the following condition holds (♯) for every pair of distinct minimal leaders of L of the form (ξ, j) and (ξ ′ , j) there exists a sequence
of minimal leaders such that η i < LUB(ξ, ξ ′ ) and ord LUB(η i , η i+1 ) ≤ r for i = 1, . . . , s − 1. Then, the differential kernel L has a principal realization.
We can now prove Theorem 4.1.
Proof of Theorem 4.1. Suppose, towards a contradiction, that there is r ≤ h ≤ H such that for all j and distinct ξ, ξ ′ ∈ E j , of order at most h, there is a sequence as in ( †) but with ord LUB(η i , η i+1 ) ≤ h for all i = 1, . . . , s. Note that the latter implies that Λ has no elements of order h. We will show that then Λ has order at most h − 1, contradicting the choice of H.
Let a = (a 1 , . . . , a n ) be a differential generic point over K of P in a universal differential field extension (U, ∆) of (K, ∆). Set a ξ i := δ ξ a i , and consider the differential kernel L = K(a ξ i : (ξ, i) ∈ Γ(h)). By Fact 4.6, and the assumption in the above paragraph, L has a principal realization. Since U is universal, we may assume that this principal realization of L is witnessed inside of U; that is, there is tuple
is a generic specialization of (δ ξ a i : (ξ, i) ∈ Γ(h)) over K, and all minimal leaders of the differential field K b have order at most h.
Since Σ has order at most r ≤ h and a is a zero of Σ, we get that b is also a zero of Σ. Moreover, by Remark 4.5, a is a differential specialization of b over K. But a is a differential generic point of the prime component P of Σ, so b must also be a differential generic point of P over K. Hence, because all minimal leaders of K b have order at most h, the characteristic set Λ of P has order at most h. Moreover, as we observed in the first paragraph of the proof, Λ does not have elements of order h. Thus, Λ has order at most h − 1, and we have reached the desired contradiction.
For the "furthermore" clause, suppose, towards a contradiction, that there is r ≤ h < H such that Λ has no elements of order h + 1 and that for all j and distinct ξ, ξ ′ ∈ E j , of order at most h, there is a sequence as in ( †) but with ord LUB(η i , η i+1 ) ≤ h + 1 for all i = 1, . . . , s. The same argument as above, but now setting L to be the differential kernel K(a ξ i : (ξ, i) ∈ Γ(h + 1)), yields that Λ has order at most h + 1. But as we are assuming Λ has no elements of order h + 1, we get that Λ has order at most h, again contradicting the choice of H.
Main results on estimates for typical differential dimension
In this section, and the next, we give a (recursive) construction of a bound, denoted M(r, m, n, τ ), for the typical differential dimension of any prime component P of a given differential system, which only depends on the order r of the system, the differential type τ of P, and the number of derivations m and variables n. This bound, for the differential type, is significantly better than the one produced by Corollary 3.3 (c.f. Section 6 below).
We carry forward the notation and conventions from previous sections. In particular, r will be a nonnegative integer (usually denoting the order of the differential system), m is the number of derivations and n the number of differential variables. Also, (K, ∆ = {δ 1 , . . . , δ m }) is our ground differential field of characteristic zero.
At this point it might be convenient for the reader to recall some of the terminology presented in Section 2, such as compressed sets, Hilbert-Samuel function, Macaulay's and Gotzmann's theorems, etc.
In order to prove the main result of this section we will make use of a special sequence. Letμ be the sequence µ 1 , µ 2 , . . . , µ L of N m defined recursively as follows: Let µ 1 = (r, 0, . . . , 0) and for i ≥ 2, as long as it is possible,
The sequenceμ can be more explicitly constructed as follows; for i ≥ 2, (i) if µ i = (u 1 , . . . , u s , 0, . . . , 0, u m ) with s < m − 1 and u s > 0, then
For example, when m = 2, the sequenceμ is given by For 1 ≤ ℓ ≤ L, letμ| ℓ denote the subsequence µ 1 , . . . , µ ℓ .
where µ ℓ = (c 1 , . . . , c m ) and c is the sum of the m-th entry of the tuples inμ| ℓ . In particular, ωμ(t) is constant, equal to Volμ.
Proof. Note that this is trivially true when m = 1, so we assume m ≥ 2. We proceed by induction on 1 ≤ ℓ ≤ L. The case ℓ = 1 is clear, asμ| 1 = µ 1 = (r, 0, . . . , 0) and so
For ℓ = 2,μ| 2 consists of (r, 0, . . . , 0) and (r − 1, 1, 0, . . . , 0). Note that a point (v 1 , . . . , v m ) ∈ N m is greater than or equal to µ 2 but not to µ 1 (with respect to the product order) if and only if v 1 = r − 1 and v 2 ≥ 1. Thus
Now assume ℓ ≥ 3. We consider the two possible shapes that µ ℓ can take according to the construction ofμ: By induction
hence the above yields
This is the desired shape of ωμ | ℓ , noting that, by induction, c is the sum of the m-th entry of the tuples inμ| ℓ . By induction
where c is the sum of the m-th entries of the tuples inμ| ℓ−1 . The above yields
This yields the desired shape of ωμ | ℓ . The "in particular" clause follows from the fact that µ L is of the form (0, . . . , 0, u m ) and from Remark 5.1.
For our purposes we will need a more general sequence. Letμ (1) be the sequence constructed as above, starting at (r, 0, . . . , 0), inside of N m × {n} (i.e., the n-th copy of N m in N m × n). Thus,μ (1) is of the form
Similarly, letμ (2) be the sequence constructed as above but replacing r with C We can now state and prove our main theorem. Recall that, for any 1 ≤ ℓ ≤ L n , we letμ (n) | ℓ denote the (sub)sequence µ
ℓ . Similarly, for 1 ≤ ℓ ≤ L, we letμ| ℓ be the subsequence obtained by truncatingμ at level ℓ.
Theorem 5.4. Let Σ ⊂ K{x 1 , . . . , x n } be of order at most r and P a prime component. If P has differential type τ < m, then, for all s,
Remark 5.5. It is easy to see that the theorem holds when m = 1 or r = 0.
(1) In the case when m = 1, we have τ = 0 andμ (j) = (r, n − j + 1) for all j. Also,μ (n) | lτ = (r, 1), and so the right-hand-side of (5.1) becomes nr. Hence, in this case, inequality (5.1) holds by Remark 3.4. (2) In the case when r = 0, we haveμ (j) = ((0, . . . , 0), n − j + 1) for all j. So the right-hand-side of (5.1) becomes zero. On the other hand, Fact 3.2 tells us that a characteristic set of P must have order zero, and so, as τ < m, we have ω P = 0.
Proof of Theorem 5.4. By Remark 5.5, we assume that m > 1 and r > 0. Let E j be the set of ξ ∈ N m such that δ ξ x j is a leader of a characteristic set Λ of P. Recall that by Fact 2.1 we have ω P = n j=1 ω Ej . Let E = E 1 × {n} ∪ · · · ∪ E n × {1} ⊆ N m × n, and define the function
, where H Ej is the Hilbert-Samuel function of E j . Similarly, let ℓ be the length of the (concatenated) sequenceμ (1) ,μ (2) , . . . ,μ (n) | lτ , and set Hμ | ℓ : N → N to be the function defined by
We first make a few observations on Hμ | ℓ , and explain how Lemma 2.6 and Corollary 2.7 will be applied. Note that if 0 ≤ d < ord µ 
We have reached the desired contradiction.
Remark 5.7. When n = 1 and τ = m − 1, we get µ lτ = (r, 0, . . . , 0), and so the corollary yields a m−1 ≤ r. Thus, in this case, we recover Kolchin's result (see Fact 1.3).
Some computations
In this section we provide recursive algorithms and formulas that compute the value of M(r, m, n, τ ) and Volμ. By Corollary 5.6, this will yield effectively computable upper bounds for the typical differential dimension of any prime component, of differential type τ , of a differential system of order at most r in n variables and m derivations. We assume the notation and terminology used in previous sections.
Note that, by Corollary 3.3, in the case m = 1 we already have optimal upper bounds at our disposal. Namely, a 1 + a 0 ≤ nr, where a 1 and a 0 are the standard coefficients of the Kolchin polynomial of P; that is, ω P (t) = a 1 (t + 1) + a 0 . Furthermore, for arbitrary m, Fact 1.3 tells us that if τ = m then a τ ≤ n, and if τ = m − 1 then a τ ≤ nr. Both of these bounds are optimal. Thus, in this section, we focus in the cases when 0 ≤ τ ≤ m − 2 for m ≥ 2. We also assume r > 0 (the case r = 0 is trivial as, under the assumption τ < m, we get ω P = 0 ). and so Volμ (2) = 4r 2 . Continuing in this fashion, we find that Volμ (i) = 4 i−1 r 2 for i = 1, . . . , n. Therefore
We can conclude Corollary 6.1. Suppose m = 2, that is ∆ = {δ 1 , δ 2 }. Let Σ ⊂ K{x 1 , . . . , x n } be of order at most r and P a prime component. If P has differential type τ = 0, then its typical differential dimension satisfies
Remark 6.2. In the case when n = 1 the above bound reduces to a 0 ≤ r 2 . By Example 1.1, this is optimal. So now we ask the question: is the bound of Corollary 6.1 optimal for n ≥ 2? This question remains open and it is the subject of an ongoing research project. We will now give more explicit formulas using the Ackermann function and C We note that these bounds are indeed a significant improvement from the bounds found in Corollary 3.3. There we found that We finish with the following important question.
Question 6.5. Are the upper bounds found in Corollary 6.3 optimal?
Even answering this question in the special case n = 1 seems to be a difficult but rather interesting task.
