Abstract. We investigate a non-isothermal viscous relaxation of some nonlocal Cahn-Hilliard equations. This perturbation problem generates a family of solution operators, exhibiting dissipation and conservation. The solution operators admit a family of compact global attractors that are bounded in a more regular phase-space.
In this article we consider the following problems: for α > 0, δ > 0, and ε > 0 the relaxation Problem P α,ε is, given T > 0 and (φ 0 , θ 0 ) tr , find (φ + , θ + ) tr satisfying
in Ω × (0, T ) (1.1) The main focus of this article is to examine the the asymptotic behavior of solutions to Problem P α,ε , via global attractors, and the regularity of these attractors. For ease of presentation, throughout we assume there is δ 0 > 0 so that δ ∈ (0, δ 0 ], and also (α, ε) ∈ (0, 1] × (0, 1].
Let us now give some preliminary words on the motivation for using nonlocal diffusion. First, in [2, Equation (0.2)] the nonlocal diffusion terms aφ − J * φ appear as, where β = α 1 + δ 2 and ϕ(t) = φ((1 + δ 2 )t).
Moreover, these relations effectively mean speeding up time by a factor of 1+δ 2 is equivalent to 'loosening' the viscosity by the same factor (in the sense that the strong damping term has a weaker affect).
Finally, we now mention that (cf. [19] ) the term −δφ t could be thought of as the linearization d dt G(φ) for some appropriate function G. In this case the internal energy is nonlinear in the order parameter θ; i.e., e := θ + G(φ).
The first goal of this article concerns determining the global well-posedness of the model problem Problem P α,ε . Second, we wish to determine the asymptotic behavior of the solutions to Problem P α,ε up to the existence of global attractors (or universal attractors) for appropriate α and ε.
The main points of this article are as follows:
• For Problem P α,ε we establish (global) well-posedness of weak solutions using minimal assumptions on the nonlinear term F .
• The weak solutions generate a strongly continuous one-parameter family of solution operators; i.e., a semigroup, which in turn admits a bounded absorbing set and certain compactness properties. Consequently the associated dynamical system is gradient.
• The semigroup also admits a global attractor. We show the global attractor is bounded in a more regular space with √ αµ ∈ L ∞ (0, ∞; H 2 (Ω)). Each of these properties hold for every α ∈ (0, 1] and ε ∈ (0, 1]. The next section provides the functional framework behind Problem P α,ε .
Preliminaries
Now we detail some preliminaries that will be applied to both problems. To begin, define the spaces H := L 2 (Ω) and V := H 1 (Ω) with norms denoted by, · and · V , respectively. Otherwise, we write the norm of the Banach space X with · X . The inner-product in H is denoted by (·, ·). Denote the dual space of V by V ′ , and the dual paring in V ′ × V is denoted by ·, · . For every ψ ∈ V ′ , we denote by ψ the average of ψ over Ω, that is,
where |Ω| is the Lebesgue measure of Ω. Throughout, we denote byψ := ψ − ψ and for future reference, observe ψ = ψ − ψ = 0. We will refer to the following norm in V ′ , which is equivalent to the usual one,
Define the space L The Sobolev space V is endowed with the norm,
Denote by λ Ω > 0 the constant in the Poincaré-Wirtinger inequality,
Whence, for c Ω := max{λ Ω , 1}, there holds, for all ψ ∈ V,
For each m ≥ 0, α > 0, and ε > 0 define the following energy phase-space for Problem P α,ε ,
which is Hilbert when endowed with the α, ε-dependent norm whose square is given by,
When we are concerned with the dynamical system associated with Problem P α,ε , we will utilize the following metric space
endowed with the metric
We also define the more regular phase-space for Problem P α,ε ,
with the norm whose square is given by, ζ
The following assumptions on J and F are based on [7, 11] :
, and a(x) := Ω J(x − y)dy > 0 a.e. in Ω.
(H2): F ∈ C 2,1 loc (R) and there exists c 0 > 0 such that, for all s ∈ R,
(H4): There exists c 3 > 0, c 4 ≥ 0, and p ∈ (1, 2] such that, for all s ∈ R,
(H5): There exist c 5 , c 6 > 0, and q > 0 such that, for all s ∈ R,
Let us make some remarks and report some important consequences of these assumptions. From [5, Remark 2]: assumption (H2) implies that the potential F is a quadratic perturbation of a (strictly) convex function. Indeed, if we set a * := a L ∞ (Ω) , then F can be represented as 5) with G ∈ C 2 (R) being strictly convex, since G ′′ ≥ c 0 . With (H3), for each m ≥ 0 there are constants c 7 , c 8 , c 9 , c 10 > 0 (with c 8 and c 9 depending on m and F ) such that,
and
The last inequality appears in [12, page 8] . With the positivity condition (H3), it follows that, for all s ∈ R,
A word of notation: In many calculations, functional notation indicating dependence on the variable t is dropped; for example, we will write ψ in place of ψ(t). Throughout the article, C > 0 will denote a generic constant, while Q : R d + → R + will denote a generic increasing function in each of the d components. Unless explicitly stated, all of these generic terms will be independent of the parameters α, δ, ε, T, and m. Finally, throughout we will use the following abbreviations
(2.10)
3. The relaxation Problem P α,ε 3.1. Global well-posedness of Problem P α,ε .
In addition, upon setting,
for every ϕ, ϑ ∈ V, there holds, for almost all t ∈ (0, T ),
Also, there holds,
We say that ζ = (φ, θ) tr is a global weak solution of Problem P α,ε if it is a weak solution on [0, T ], for any T > 0. The initial conditions (3.10) hold in the L 2 -sense; i.e., for every ϕ, ϑ ∈ V,
hold.
It is well-known that the average value of φ is conserved (cf. e.g. [28, Section III.4.2] ). Indeed, taking ϕ = 1 in (3.8) yields, ∂ ∂t Ω φ(x, t)dx = 0 and we naturally recover the conservation of mass
In addition to (3.12), taking ϑ = 1 in (3.9) yields ∂ ∂t Ω θ(x, t)dx = 0 and we also establish
Together, (3.12) and (3.13) constitute conservation of enthalpy. 
Furthermore, setting The existence proof begins with a Faedo-Galerkin approximation procedure to which we later pass to the limit. We first assume that φ 0 ∈ D(A N ) and θ 0 ∈ H. (The first assumption will be used to show that there is a sequence
, which will be important in light of the fact that F (φ 0n ) is of arbitrary polynomial growth per assumptions (H1)-(H5).) The existence of a weak solution for φ 0 ∈ H with F (φ 0 ) ∈ L 1 (Ω) will follow from a density argument and by exploiting the fact that the potential F is a quadratic perturbation of a convex function (cf. equation (2.5)).
Step 1. (Construction and boundedness of approximate maximal solutions) Recall that the linear operator A N + I is positive and self-adjont on H. Then we have a complete system of eigenfunctions
∂ n χ = 0 on Γ}. We know by spectral theory that the eigenvalues may be ordered and counted according to their multiplicities in order to form a (real) diverging sequence. The set of respective eigenvectors,
, forms an orthogonal basis in V , which we may assume is orthonormal in H.
Define the subspaces
By construction, clearly Ψ ∞ is dense in D(A N ). Then, for any fixed T > 0 and n ∈ N, we will seek functions of the form 20) that solve the following approximating problems for any
for every ϕ, ϑ ∈ Ψ n , and where φ 0n = P n φ 0 and θ 0n = P n θ 0 ; P n being the n-dimensional projection of H onto Ψ n . Throughout the remainder of the proof we set M 0 := φ 0 and N 0 := θ 0 . The functions a i and b i are assumed to be (at least) C 2 ((0, T )). It is also worth noting that (3.12) and (3.13), also hold for the discretized functions φ n and θ n .
To show the existence of at least one solution to (3.21)-(3.26), we now suppose that n is fixed and we take ϕ = φ k and ϑ = θ k for some 1 ≤ k ≤ n. Then substituting the discretized functions (3.20) into (3.21)-(3.26), we arrive at a system of n ODEs in the unknowns a k = a k (t) and
loc (R), we may apply Cauchy's/Carathéodory's theorem for ODEs to find that there is T n ∈ (0, T ) such that a k , b k ∈ C 2 ((0, T n )), for 1 ≤ k ≤ n, and (3.21)- (3.22) hold in the classical sense for all t ∈ [0, T n ]. Since F ′ ∈ C 1 (R), this argument shows the existence of a unique maximal solution to the projected problem (3.21)-(3.26).
Now we need to derive some a priori estimates to apply to the approximate maximal solutions to show that T n = +∞, for every n ≥ 1, and that the corresponding sequences φ n , θ n and µ n are bounded in some appropriate function spaces. To begin, we take ϕ = µ n as a test function in (3.21) and ϑ = θ n as a test function in (3.22) , to obtain
Now we write (recall J is even by (H1), so, in H,
where
Combining (3.18) (with the discritized functions), (3.27)-(3.30) yields the differential identity,
Estimating the two products in (3.31), we find
Observe that with the aid of hypothesis (H3), there holds
Now, combining (3.31)-(3.33) and integrating the resulting inequality with respect to t over (0, T n ) and applying (3.34) to the result produces,
Using the basic estimate P n ψ ≤ ψ we find,
The hypothesis that
, and hence
where (and with (H3)),
and where the extra term appearing on the right-hand side of (3.36) is to make the V norm for θ n on the left-hand side. Since the right-hand side of (3.36) is independent of n and t, we deduce, by means of a Grönwall inequality, that T n = +∞, for every n ≥ 1, i.e., the projected problem (3.21)-(3.26) has a unique global in time solution as T > 0 is arbitrary, and (3.36) is satisfied for every t ≥ 0. Furthermore, from (3.36), we obtain the following estimates for any given 0 < T < +∞,
(The last inclusion follows from the definition of E ε and (3.34).) Now to show
we observe the two basic estimates hold for every η > 0,
Together, these two yield
and with (3.38), (3.40) and (3.41) we deduce (3.44). Now we seek a uniform bound for µ n in L 2 (0, T ; H) so that we may bound µ n uniformly in L 2 (0, T ; V ) (by virtue of (2.2)). A simple estimate with (2.9) shows,
The desired bound now follows because of the uniform bounds in (3.38), and (3.41)-(3.43). Thus, we have shown
Moreover, directly from (3.46) and the discretized equation
Next we obtain a bound for √ αφ n . Indeed, we take ϕ = φ n in (3.21) to obtain,
So we estimate (recall (2.10))
and we use the basic estimate,
Utilizing the bounds (3.38) and (3.41) following (3.36) , and the definition of the V norm (2.2), we integrate (3.52) with respect to t over (0, T ) to find,
We use the above results to bound θ
Integration over (0, T ) and the bounds (3.39) and (3.43) shows us that,
and hence,
Finally, we provide a bound for {ρ(·, φ n )}. Using (H4) again (see (2.9)), we easily find, for any p ∈ (1, 2],
Employing (3.38) and (3.43), it follows from (3.56) that
This concludes Step 1.
Step 2. (Convergence of approximate solutions) In this step we pass to the limit to show that Problem P α,ε has a solution in the distributional sense, then we argue by density that this solution satisfies the identities for all appropriate test functions. From the uniform bounds (3.38), (3.39), (3.41), (3.42), (3.44), (3.46), (3.48), (3.54), (3.55), and (3.57), by Alaoglu's theorem (cf. e.g. [23, Theorem 6 .64]) there is a subsequence of (φ n , θ n ) tr (generally not relabeled) and functions
such that, as n → ∞,
Additionally, on account of the Aubin-Lions (compact) embedding (cf. e.g. [29, Theorem 3.
we have
An immediate consequence of (3.76) is
We are now in position to pass to the limit in (3.21)-(3.26) to show that φ, θ, µ, and ρ satisfy (1.2) and (3.7)-(3.10). To begin, using the pointwise convergence in (3.76) and the (sequential) continuity assumption on F in (H2), we immediately find
Thanks to (3.72), we have (3.7); i.e., ρ = aφ + F ′ (φ).
Since µ n = P n (ρ n − J * φ n + αφ ′ n − δθ n ) then, for every ϕ ∈ Ψ j , every k ∈ {1, . . . , j} with j ≥ 1 fixed, and for every χ ∈ C ∞ 0 ((0, T )), there holds
Letting n → +∞ in (3.80), whereby using (3.71), (3.72), (3.74), (3.77) and (3.78), and by the density of Ψ ∞ in H, we arrive at the equality (1.2); indeed,
holds in the distributional sense. Moreover, we may update (3.62) to include
We now show (3.8) and (3.9) hold. To this end, multiply (3.21) and (3.22) by χ ∈ C ∞ 0 ((0, T )) and ω ∈ C ∞ 0 ((0, T )), respectively, and integrate with respect to t over (0, T ). This yields,
On (3.82) we pass to the limit n → +∞ using (3.70), (3.72), (3.73) and (3.78) to arrive at (3.8) for every ϕ ∈ V by virtue of a standard density argument. Similarly, from (3.83) for every ϑ ∈ V , we gain (3.9) using (3.70), (3.73) and (3.75).
To show (3.10) hold, we integrate (3.21) and (3.22) over (0, t) and pass to the limit n → +∞. This finishes Step 2.
Step 3. (Energy identity) To begin, let φ 0 ∈ D(A N ), θ 0 ∈ H and let ζ = (φ, θ) tr be the corresponding weak solution. Recall from (3.76), we have for almost any t ∈ (0, T ), φ n (t) → φ(t) strongly in H and a.e. in Ω.
(3.84)
Since F is measurable (see (H3)), Fatou's lemma implies
Additionally, thanks to (3.78) and the fact that P n ∈ L(V, V ), then
Integrating (3.31) on (0, t), and passing to the limit while keeping in mind (3.84)-(3.86) and (3.70), (3.71) and (3.74), as well as the weak lower-semicontinuity of the norm, we arrive at the differential inequality
We now show the energy equality (3.19) holds. The proof is based on the proof of [5, Corollary 2]. Here we require the regularity given in (H5). Indeed, take ϕ = µ in (3.8). Because of (3.4), we find the product φ t , µ must contain the dual pairing φ t , F ′ (φ) . It is here where we employ (2.5) where G is monotone increasing. Now define the functional G : H → R by 
Next we add in the identity obtained after taking ϑ = θ in (3.9) and apply (3.18) to find
Integrating this differential identity on (0, t) produces (3.19) as claimed. This concludes Step 3.
Step 4. (Assuming φ 0 ∈ H is such that F (φ 0 ) ∈ L 1 (Ω), and the continuity conditions)
. Proceeding exactly as in [5, page 440] the bounds (3.38)-(3.44), (3.46)-(3.48) and (3.54), (3.55) and (3.57) hold. Then applying the Aubin-Lions compactness embedding and find φ, θ, µ, and ρ that satisfy (3.58)-(3.62). Passing to the limit in the variational formulation for
tr , we find the pair ζ = (φ, θ) tr is a solution corresponding to the initial data 
Hence, we deduce φ t (t) = 0 and θ t (t) = 0 for all t ∈ (0, t 0 ). Therefore, ζ = (φ, θ) tr is a fixed point of the trajectory ζ(t) = S α,ε (t)ζ 0 . Since the semigroup S α,ε (t) is precompact (per Lemma 3.10 and Lemma 3.11), the system (X α,ε m , S α,ε , E ε ) is gradient/conservative for each α ∈ (0, 1] and ε ∈ (0, 1]. The following proposition establishes the uniqueness of weak solutions to Problem P α,ε . Furthermore, it shows that the semigroup S α,ε (defined below) is strongly continuous with respect to the metric X α,ε m .
Proposition 3.4. Assume (H1)-(H4) hold. Let
. Let ζ 1 (t) = (φ 1 (t), θ 1 (t)) and ζ 2 (t) = (φ 2 (t), θ 2 (t)) denote the weak solution to Problem P α,ε corresponding to the data ζ 01 and ζ 02 , respectively. Then there are positive constantsν 1 =ν 1 (c 0 , J, α, ε, δ 0 ) ∼ {α −2 , ε −1 } and ν 2 =ν 2 (F, J, Ω, δ 0 ), independent of T , ζ 01 , and ζ 02 , such that, for all t ∈ [0, T ],
Proof. We see that upon setting, for all t ∈ [0, T ],
the differenceζ = (φ,θ) formally satisfies the equationsφ N (φ t +φ− φ ),φ t +φ, andθ, respectively (notice that, by (3.12)φ t +φ− φ ∈ V ′ 0 ), and sum the resulting identities to yield, for almost all
Estimating the resulting products using assumption (H2) yields, 
We readily find that there is a constant,
and, using the local Lipschitz assumption (H2), it is easy to show that,
for some positive constant C F depending on c J and the Lipschitz bound on F ′ . Thus, (3.104) becomes, for almost all t ∈ [0, T ],
Integrating (3.107) over (0, t), we obtain, for all t ∈ [0, T ],
2 |Ω|, 1} ≥ 1. From (3.108) we find the estimate (3.91) holds. This finishes the proof.
As before, we can now formalize the semi-dynamical system generated by Problem P α,ε . where ζ(t) = (φ(t), θ(t)) is the unique global weak solution to Problem P α,ε . Furthermore, as a consequence of (3.91), if we assume
m , uniformly in t on compact intervals. 3.2. Bounded absorbing sets for Problem P α,ε . We now give a dissipation estimate for Problem P α,ε from which we deduce the existence of an absorbing set. The idea of the estimate follows [12, Proposition 2] . It is here where we require the slight modification of hypothesis (H1).
tr is a weak solution to Problem P α,ε . There is a positive constant ν 3 = ν 3 (δ 0 , J, Ω), but independent of α, ε, and ζ 0 , such that, for all t ≥ 0, the following holds,
for some monotonically increasing functions Q. Consequently, the set given by N φ t , φ t , andθ := θ − N 0 , respectively, then integrate over Ω, applying (2.1) (since φ t = φ t − φ t belongs to V ′ 0 ; recall (3.12)), and sum the resulting identities to arrive at the differential identity, which holds for almost all t ≥ 0, 
Together, (3.111) and (3.112) make the differential identity,
Introduce the functional defined by, for all t ≥ 0 and ξ > 0,
Because of assumption (H3) and the assumption that
thus the constant C F may be chosen sufficiently large to insure E(t) is non-negative for all t ≥ 0, α ∈ (0, 1], ε ∈ (0, 1], and ξ > 0. Then we rewrite (3.113) as,
for some 0 < τ < ξ, and where
Estimating the products on the right-hand side using the assumptions (H1)-(H3) as well as Young's inequality for convolutions (cf. e.g. [1, Corollary 2.25]), and the Poincaré-type inequality (2.4) yields (and recall δ ∈ (0, δ 0 ]),
With assumption (H3) we now consider, with the aid of (2.6)-(2.8) (setting m = M 0 ),
By (H1) again, we find that for a fixed 0 < a 0 < ess inf Ω a(x) (this is where we need the slightly stricter version of (H1)), there holds
Moreover, due to the continuous embedding H ֒→ V ′ , there is a constant, which we denote
[20, p. 243, Equation (6.7)]), and, now with 0 < ξ < 1,
Also observe that, using the Poincaré-type inequality (2.3) again, we have
Combining (3.117)-(3.123) yields,
(3.124)
We should note that the additional constants in a on the right-hand side of (3.124) is due to the fact that 124) into (3.116) produces the differential inequality (this is where we use the condition that 0 < α ≤ 1 and 0 < ε ≤ 1),
The extra term with N 0 now appearing on the right-hand side is used to make the V norm in θ. Now we easily see that there are 0 < τ < ξ < 1 so that
Now there holds, for almost all t ≥ 0,
Neglecting the normed terms φ t
V , then employing a Grönwall inequality yields, for all t ≥ 0,
(Ω) by assumption, so now we easily arrive at
Also, by neglecting the positive term ν 3 E in (3.125) and integrating this time over (t, t + 1), we find, with (3.126), for all t ≥ 0,
Together, (3.127) and (3.128) establish (3.109).
The existence of the set B α,ε 0 described in (3.110) follows directly from the dissipation estimate (3.109); indeed, (cf. e.g. [3] ). To see why B With the existence of a bounded absorbing set set B 0 α,ε (in Lemma 3.6), the existence of a global attractor now depends on the precompactness of the semigroup of solution operators S α,ε . We begin by discussing the precompactness of the second component θ which follows from a straight forward result. Indeed, the next result refers to the instantaneous regularization of the "thermal" function θ. This result will also be useful later in Section 3.4.
Lemma 3.10. Under the assumptions of Lemma 3.6, the global weak solutions to Problem P α,ε satisfy the following: for every τ > 0,
and, for all t ≥ τ, there hold the bounds,
where Q α,ε ∼ {α −1/2 , ε −1/2 }, and
Proof. The result follows from a standard density argument (cf. e.g. [29, pp. 243-244] ). We return to the beginning of the proof of Theorem 3.2 by letting θ 0 ∈ D(A N ) = {ψ ∈ H 2 (Ω) : ∂ n ψ = 0}, ϑ = −∆θ n , and T > 0. In place of (3.28), we find there holds
Multiplying (3.134) by t to then integrate over (0, T ) yields,
Here we integrate (3.125) on (0, T ) after omitting the positive terms ν 3 E + φ t 2 V ′ from the left-hand side to find the bounds
When we combine (3.135)-(3.137) and choose any 0 < τ < T , we find, for all τ ≤ t < T ,
Moreover, for every τ > 0 and t ≥ τ such that τ ≤ t < T,
(Observe, these bounds are independent of t and n.)
For the heat equation (1.3), the H 2 -elliptic regularity estimate is
thus, for the above bounds we also find
In order to recover the result for θ 0 ∈ H, recall that D(A N ) is dense in H, so for any θ 0 ∈ H, there is a sequence (θ 0n ) ∞ n=1 ⊂ D(A N ) such that θ 0n → θ 0 in H. Therefore, for any θ 0 ∈ H and T > 0 we deduce (3.134)-(3.142) hold as well. Finally, the required bound (3.132) follows from (3.138), and (3.133) follows from (3.139 ). This completes the proof.
The precompactness of the semigroup of solution operators S α,ε now depends on the precompactness of the first component. To this end we will show there is a t * > 0 such that the map S α,ε (t * ) is a so-called α-contraction on B 0 ; that is, there is a time t * > 0, a constant 0 < ν < 1 and a precompact pseudometric M * on B 0 , where B 0 is the bounded absorbing set from Lemma 3.6, such that for all ζ 1 , ζ 2 ∈ B 0 ,
Such a contraction is commonly used in connection with phase-field type equations as an alternative to establish the precompactness of a semigroup; for some particular recent results see, [14, 25, 30] . 
144)
where C 1 > 0 depends on δ 0 , c J , and the embedding H ֒→ V ′ , C 2 > 0 depends on F , J, Ω, δ 0 , and c J , and where the constantν 1 is given in Proposition 3.4. Consequently, there is t * > 0 such that the operator S α,ε (t * ) is a strict contraction up to the precompact pseudometric on B 0 , in the sense of (3.143), given by
where C * > 0 depends on t * andν 1 , but is independent of t, α, and ε. Furthermore, S α,ε is precompact on B 0 .
Proof. The proof is based on the proof of Proposition 3.4. Here we multiply (3.92)-(3.94) by, respectively, A −1
,φ − φ andθ, then sum the resulting identities to yield,
This time estimating the resulting products using assumption (H2) yields,
where we recall the continuous embedding H ֒→ V ′ . We also write,
and,
Combining (3.146)-(3.150), then applying the Poincaré inequality (2.4), we have, for almost all t ∈ [0, T ],
We readily find that there is a positive constant (independent of α ∈ (0, 1]), 
The following result refers to the instantaneous regularization of the α-weighted chemical potential √ αµ. 165) and for all t ≥ τ there holds, tr ∈ H α,ε m , we only know that µ ∈ L 2 (0, T ; V ) by (3.4) ; hence, ∆µ ∈ L 2 (0, T ; V ′ )). Hence, the aforementioned multiplication is formal, but can be rigorously justified using the above Galerkin approximation procedure). We then have α A N µ 2 + ∇µ 2 = (aφ − J * φ + F ′ (φ) − δθ, A N µ).
After applying a basic estimate to the right-hand side, we easily arrive at
to which we employ the bounds (2.9), (3.109) and (3.45) to find (3.166) as claimed. for some monotonically increasing function Q. (Observe, the right-hand side of (3.170) can be bounded independent of α.)
Proof. We will only give a formal derivation of (3.170) as the remaining details are justified within the Galerkin approximation scheme already given in the beginning of this section. Now, we differentiate (1.1) and (1.2) with respect to t and write the resulting equations in the terms u := φ t , ̟ := θ t , m := µ t , which now gives, It should also be mentioned that θ 0 ∈ H, while, with (3.11), for all ϑ ∈ V, (θ 0 , ϑ) = (θ(0), ϑ).
Hence, the bound on the right-hand side of (3.183) is well defined. This establishes (3.170 ). This finishes the proof.
The final result is this section concerns bounding the global attractor A α,ε in a more regular subspace of V 
