Introduction
There are many semiconductor alloys that can be grown as thin films on substrates, and most compound semiconductor devices are built from these thin films. For example, the materials used to manufacture semiconductor diode lasers, high-efficiency solar cells, high-speed photodetectors, heteroj unction bipolar transistors, and light-emitting diodes contain multiple layers of thin films with several different alloy compositions, each layer varying from 10 to 6000 nm thick. The materials properties of these layers, such as the band gap or electron mobility, depend strongly on their chemical composition. The common methods of measuring epitaxial layer composition mostly invert this relationship by determining composition indirectly through measuring some other property of the material. A classic example is the measurement of composition of ternary alloy Al v Gai.xAs from the energy of the peak of the photoluminescence (PL) from the layers. Here we use the conventional notation for Al mole fraction x that considers only the group III elements in the crystal. The PL method is indirect in the sense that it does not attempt to determine composition from Al, Ga, and As signals. X-ray rocking curves measurements of the difference between the lattice parameters in the film and in the substrate are also commonly used to determine Al mole fraction in epitaxial layers. 1 The correlation between PL peak energy and composition or between x-ray peak shift and composition had to be established by other methods. There were and still are disagreements within the scientific community as to what the correlation coefficients are and how other materials properties depend on composition. Interlaboratory comparisons of epitaxial layer specimens yield variations on the order of x = 0.24 to 0.34 for ALGai. x As [1] . Another interlaboratory comparison [2] on InGaAsP found a 20 nm range of PL peak wavelength deviations, which is equivalent to a PL peak energy variation of approximately 1 . 1 07 eV to 1.127 eV. This variation in PL peak energy in turn corresponds to a possible range for In mole fraction from 0.37 to 0.27, assuming the alloys had constant lattice parameter. These variations are quite large compared with the quality controls needed for optoelectronic device manufacture. Although the underlying sources of the disagreements have not been definitively identified, the most likely causes are the sensitivity of the methods to environmental conditions such as specimen temperature, to non-compositional specimen properties such as doping concentration and strain, and to variability in instrument calibration.
This Standard Reference Material (SRM) is intended to enable alternative methods for high-accuracy composition measurements. A number of analytical chemistry methods, including electron microprobe analysis (EMPA), x-ray photoelectron spectroscopy (XPS), and Auger electron spectroscopy (AES), have high precision in composition determination but have insufficient accuracy in the absence of comparison standards with properties similar to the materials to be tested. For example, the elemental sensitivity in most electron or x-ray spectroscopy methods can be influenced by scattering and re-absorption [3] Correction for the true temperature of the excitation region is a major source of uncertainty in Epl for a well-calibrated PL system. To minimize the uncertainty of this correction, we measure the specimen temperature coefficient of the peak luminescence energy for samples selected from each batch of growth runs and use the measured value of the temperature coefficient rather than a value determined from the empirical models in Ref. [4] . The slope and intercept values in Ref. [4] were calculated for an ambient temperature of 24.0°C, and the laser heating correction estimated for those experiments was 1.2°C. Thus the best estimate of the temperature of the specimen excitation volume during the acquisition of the data in Ref. [4] is 25.2°C. Any changes to the PL specimen mounting or optical excitation conditions require a reassessment of the laser heating effect. Most of the production SRMs made to date were measured under conditions where laser heating was significantly less than 1 .2°C, and we therefore correct all Epl data to 25.2°C excitation volume temperature including laser heating effects.
As a secondary quality check on the manufacturing process, RHEED flux measurements [7] are used to estimate the Al mole fraction for the growth runs and monitor the stability of the growth system. The procedures for calculating the uncertainty associated with individual measurements are given in Ref. [7] . In order to enhance the stability of the growth process, the evaporation cells in the MBE machine are maintained at growth temperature during the entire batch production cycle, and growth runs are spaced close together in time. Growth runs occur in between RHEED flux measurements. The Al mole fraction reported for the growth run is the interpolated value for the time corresponding to the center of the run. The standard uncertainty in this mole fraction is calculated by treating any variation in time as a type B uncertainty, with both within-method u w and between-method Ub uncertainty contributions added in quadrature.
The equations from which these values are derived are u w = X A {u\ + U2) 2 In our storage studies, hydrocarbon contamination appeared to be limited to the outer 3 nm of the surface, and was influenced by the storage container and handling. Silicone gels and oils are particularly to be avoided; hexane is the preferred solvent for removing these compounds and is therefore included in our cleaning procedure. The SRMs are delivered in polypropylene containers that have been cleaned to minimize hydrocarbon contamination. The initial storage studies described in Ref. [8] were performed with unmounted pieces of semiconductor material.
In subsequent studies, SRM specimens mounted on a stainless steel disk with carbon adhesive tape were stored for approximately six months in nitrogen and examined with time-of-flight secondary ion mass spectrometry (TOF-SIMS), with conditions similar to those used in Ref. [8] . These experiments confirmed that the cleaning procedure described above reduces the level of hydrocarbon contamination to that found for specimens merely stored in nitrogen or vacuum. [4] in order to assure accuracy comparable to the certified value for this SRM. between Al mole fraction and the energy of the peak intensity in the PL spectrum of the film [3, 4] . The uncertainly of the certified value is an expanded uncertainty (k=2) intended to approximate a 95 % level of confidence [5] . Two additional quality checks were performed on each SRM unit. Table 3 . More detailed discussion is contained in reference [1] . NIST
