Abstract. We obtain the boundedness in L p spaces for all 1 < p < ∞ of the so-called vertical Littlewood-Paley functions for non-local Dirichlet forms in the metric measure space under some mild assumptions. For 1 < p 2, the pseudogradient is introduced to overcome the difficulty that chain rules are not available for non-local operators, and then the Mosco convergence is used to pave the way from the finite jumping kernel case to the general case, while for 2 p < ∞, the Burkholder-Davis-Gundy inequality is effectively applied. The former method is analytic and the latter one is probabilistic. The results extend those ones for pure jump symmetric Lévy processes in Euclidean spaces.
Introduction
Let (M, d) be a locally compact and separable metric space, and µ be a positive Radon measure on M with full support. We will refer to such triple (M, d, µ) as a metric measure space. As usual, the real L p space is denoted by L p (M, µ) with the norm 1 -inner product defined by
The Markov property means that if f ∈ F then the functionf := max{0, min{1, f }} belongs to F and D(f ) D(f ). Here and in the sequel, we write D(f ) instead of D(f, f ) for short.
Let L be the non-negative definite L 2 -generator of the Dirichlet form (D, F ), which is a self-adjoint operator on L 2 (M, µ) with domain D(L) such that D(f, g) = Lf, g , for all f ∈ D(L) and g ∈ F . The generator L give rises to the semigroup (P t ) t 0 with P t = e −tL for all t 0 in the sense of functional calculus. It turns out that (P t ) t 0 is a strongly continuous, contractive, symmetric semigroup in L 2 (M, µ), and satisfies the Markov property which means that 0 P t f 1 for every t > 0 provided 0 f 1.
Let C c (M) be the space of all continuous functions on M with compact support. Recall that the Dirichlet form (D, F ) is called regular if F ∩ C c (M) is dense both in F (with respect to the D 1/2 1 -norm) and in C c (M) (with respect to the supremum norm). It follows that if (D, F ) is regular, then every function f ∈ F admits a quasi-continuous versionf (see e.g. [16, Theorem 2.1.3] ). Throughout this paper, we abuse the notation and represent f ∈ F by its quasi-continuous version without writingf .
In order to introduce the so-called vertical Littlewood-Paley square function, the "module of gradient" is necessary. The suitable candidate in this general setting should be the carré du champ operator. It is a non-negative, symmetric and continuous bilinear form Γ :
This motivates us to define the gradient (more precisely, the module of gradient) of a function f ∈ F by (1.2) |∇f |(x) = Γ(f )(x) = 1 2 M (f (x) − f (y)) 2 J(x, dy)
Note that, due to the symmetry of J(x, dy) µ(dx), for every f ∈ F ,
D(f ) =
{(x,y)∈M ×M :f (x) f (y)} (f (x) − f (y)) 2 J(x, dy) µ(dx).
Then, we can also well define the following (module of) modified gradient for every f ∈ F , It is easy to see that | ∇f | = | ∇f | * for any 0 f ∈ F ; however, for general f ∈ F , they are not comparable to each other. We also note that, similar to the standard module of gradient, | ∇f | = | ∇(−f )| for any f ∈ F ; however, such property is not satisfied for | ∇ · | * . This in some sense indicates that the definition of the modified gradient | ∇ · | above is more reasonable than that of
, we now define the vertical LittlewoodPaley H -functions H ∇ (f ) and H ∇ (f ) corresponding to the non-local Dirichlet form (D, F ) in (1.1) as
, and (1.5)
The purpose of this paper is to establish Littlewood-Paley-Stein estimates in L p (M, µ) for non-local Dirichlet form (D, F ) and for all 1 < p < ∞. The main result is the following theorem (see Theorems 2.8 and 3.4 below for precise expressions). 
The prototype of Littlewood-Paley-Stein estimates is the L p boundedness of the Littlewood-Paley g-function in the Euclidean space for all 1 < p < ∞; see [28, Chapter IV, Theorem 1] . There are a lot of extensions on this result in various directions, and we only recall some of them. We are interested in the vertical (i.e., derivative with respect to the spatial variable) Littlewood-Paley-Stein estimates for heat or Poisson semigroups. Let M be a complete and connected (smooth) Riemannian manifold with Riemannian volume measure dx, the non-negative Laplace-Beltrami operator ∆, the corresponding heat semigroup (e −t∆ ) t 0 and Poisson semigroup (e −t √ ∆ ) t 0 , as well as the gradient operator ∇. For every f ∈ C ∞ c (M), the vertical Littlewood-Paley H -and G -functions are given by
, and
for every x ∈ M, where | · | is the length induced by the Riemannian distance in the tangent space. The operator H is called bounded in L p (M, dx) (or the LittlewoodPaley-Stein estimate holds for H ) for any p ∈ (1, ∞), if there exists a constant
The same for G .) On the aspect of analytic approaches, Stein [29, Chapter II] proved the L p boundedness of G for all p ∈ (1, ∞) on compact Lie groups. Lohoué [20] investigated the L p boundedness of the Littlewood-Paley H a -and G a -functions, defined as
in the Cartan-Hadamard manifold, where a is a real number to be determined. In fact, no additional assumptions on M are needed for the boundedness of H and G in L p (M, dx) for 1 < p 2 (see e.g. [14] ), while, for the case when 2 < p < ∞, much stronger assumptions are need (see e.g. [13, Proposition 3.1] ). On the aspect of probabilistic approaches, we should mention that Meyer [22, 23] studied the L p boundedness for all 1 < p < ∞ on the Littlewood-Paley G * -function, defined as
Bakry established a slightly different Littlewood-Paley-Stein estimate for diffusion processes under the condition that the Bakry-Emery Γ 2 is non-negative in [2] , and then proved it under the condition that Γ 2 is lower bounded on complete Riemannian manifolds in [3] . See also [27] , where strong assumptions are needed to guarantee a nice algebra and to run the Γ calculus for diffusion processes. Li [19] [5] for more recent extension on non-symmetric Lévy processes). In the aforementioned papers on the Lévy process case, the Euclidean structure is nice to apply the Hardy-Stein identity and it is used in a crucial way. However, the approach to prove our main result (Theorem 1.1 above), which is presented in the metric measure space setting, is different. Indeed, when p ∈ (1, 2] , we prove the boundedness of H ∇ by using the pseudo-gradient to overcome the difficulty that chain rules are not available for non-local operators, and then by applying the Mosco convergence from finite jumping kernel case to general case (see Theorem 2.11 below); when p ∈ [2, ∞), we verify the boundedness of H ∇ , by following the idea of [4] to express the square function as a conditional expectation of the quadratic variation of a suitable martingale and then applying the BurkholderDavis-Gundy inequality (see Theorem 3.4 below). We would like to mention that, though |∇f | seems more natural than | ∇f |, since | ∇f | is of a certain asymmetry, [4, Example 2] indicates that in some settings |∇f | may be too large to yield the boundedness of H ∇ in L p (M, µ) for 1 < p < 2. To indicate clearly the contribution of our paper, we present two examples, for which Theorem 1.1 (see also Theorems 2.8 and 3.4 below) is applicable.
where J(x, y) is a non-negative measurable symmetric function on M ×M\diag such that
The next example includes symmetric stable-like processes on R d of variable orders.
where
j(x, y) dy < ∞, and for some constants c 1 , c 2 > 0
The next two sections are devoted to proving the main result (Theorem 1.1 above), which is treated separately according to p ∈ (1, 2] and p ∈ [2, ∞).
2.
Littlewood-Paley-Stein estimates for 1 < p 2 2.1. Pseudo-gradient. In order to show the motivation, for the moment, let M be a (smooth) Riemannian manifold, ∆ be the Laplace-Beltrami operator, and ∇ be the Riemannian gradient, and denote by | · | the length induced by the Riemannian distance in the tangent space. A beautiful way to prove the L p boundedness of H and G , defined by (1.7) and (1.6) respectively, is based on the following chain rule:
which is valid for all 1 < p < ∞ and for all smooth functions f on the Riemannian manifold M; see [29, Chapter IV, Lemma 1, p. 86] or the proof of [14, Lemma 2.1] for example. However, this so-called chain rule no longer holds for non-local Dirichlet forms. For this, following the idea of [15] , we may make use of the following pseudo-gradient, which is defined by
for p ∈ (1, ∞) and suitable non-negative functions f , where L is the generator of the regular non-local Dirichlet form (D, F ) given in (1.1). From (2.1), when L is the Laplace-Beltrami operator ∆ on the Riemannian manifold M, it is clear that the right hand side of (2.2) is just p(p − 1)|∇f | 2 . Due to this, one can reasonably imagine that, in the general setting, Γ p (f ) should play the same role as |∇f | 2 in the Riemannian manifold setting. This is the reason why we call Γ p (f ) the pseudogradient of f . For more details on the pseudo-gradient, refer to its origination [15] .
For our purpose, we need to define the pseudo-gradient Γ p for suitable function f (which is not necessarily non-negative) as follows: for p ∈ (1, 2],
In particular, when p = 2,
, we can also define Γ p (f ) by the right hand side of (2.3) for suitable function f ; however, we will not use it in this work.) We emphasis that, to extend the definition of Γ p for signed function is one of the crucial points in our argument. This is a key difference between the discrete setting as in [15] and the present setting for general metric measure spaces.
Recall that (M, d, µ) is a metric measure space and (D, F ) is a non-local regular Dirichlet form of pure jump type defined in (1.1). In the present setting, for a suitable function f on M, |∇f | and | ∇f | are defined in (1.2) and (1.4), respectively. In order to compare Γ p (f ) with |∇f | and | ∇f |, we need the closed expression of the generator L, which is difficult to seek in general (see e.g. [26] ). However, if
then it is easy to see that, for all f ∈ D(L),
Note also that under (2.4), Lf is pointwise µ-a.e. well defined by (2.5) for every f ∈ L ∞ (M, µ). We call that the jumping kernel J(x, dy) is finite, if (2.4) is satisfied.
2.2.
Boundedness of Littlewood-Paley functions for 1 < p 2: the finite case. Throughout this subsection, we always suppose that the jumping kernel J(x, dy) is finite, i.e., (2.4) holds. The next lemma provides an explicit formula for Γ p (f ) when p ∈ (1, 2] and f 0 (see [15, Lemma 3.2] for the case on graphs).
for any x ∈ M, where
and 0 0 := 1.
Remark 2.2. On the one hand, Lemma 2.1 holds trivially when p = 2; indeed, it is well known that,
On the other hand, we note that for p ∈ (1, 2
and hence,
Proof of Lemma 2.1. By the remark above, we only need to prove the case when p ∈ (1, 2). According to (2.5)
Note that, to further calculate the right hand side of the equality above, we only need to consider the case when f (y) = f (x) inside the integral.
By the Taylor expansion of the function t → t p on [0, ∞), we have
for any s, t 0 with s = t, where the second equality follows by a change of variable, i.e., v = (1 − u)s + ut. When s = 0, the condition p > 1 ensures that the integral exists. If f (y) = f (x), then, setting s = f (x) and t = f (y), we obtain that
This yields
We prove the desired assertion.
Now we can immediately compare Γ p (f ) with |∇f | 2 and | ∇f | 2 for suitable nonnegative f .
for any x ∈ M, where |∇f | and | ∇f | are defined by (1.2) and (1.4), respectively.
for any 0 u 1 and f 0, we obtain that
(ii) Observing that, for 0 f (y) < f (x), one has (1 − u)f (x) + uf (y) f (x) for any 0 u 1. Hence
This along with the definition of | ∇f | 2 yields the desired assertion.
Remark 2.4. It is easy to see that, in general,
under the assumption (2.4). For example, for any function f with f = 0 and f (x) = 0 for some x ∈ M, we have |∇f | 2 (x) > 0 and Γ p (f )(x) = 0. Therefore, for p ∈ (1, 2], in general situations, one can use the bound on
The following statement shows that (2.6) indeed holds for all f ∈ D(L)∩L ∞ (M, µ), which is one of the key ingredients in our proof.
for any x ∈ M, where | ∇f | is defined by (1.4).
Proof. By Remark 2.2 again, without loss of generality we may and can assume that p ∈ (1, 2) . The proof is a little bit delicate and is based on Corollary 2.
According to (2.6) in Corollary 2.3, it holds that
On the other hand,
where in the last inequality we used the fact that |f |(x)|f |(y) − f (x)f (y) 0 for all x, y ∈ M. Furthermore, we deduce that
where both inequalities follow from the fact that |f |(x)|f |(y) − f (x)f (y) 0 for all x, y ∈ M again. Combining with all the inequalities above, we arrive at the desired assertion.
Recall that (P t ) t 0 with P t = e −tL is the semigroup corresponding to the Dirichlet form (D,
for every x ∈ M.
Then there is a constant c [16, Page 56] ). On the other hand, we can also extend
uniquely. Since (P t ) t 0 is a symmetric Markovian semigroup, it holds that P t f 1 f 1 . By the Riesz-Thorin interpolation theorem, for all p ∈ (1, ∞), we have
(i) In the following, let p ∈ (1, 2], and consider any non-zero function f ∈
In what follows, let ∂ t denote the differentiation with respect to t. The fundamental idea of the proof below is due to [29] ; however, we may not reduce the problem to take non-negative function f as in the aforementioned reference, since | ∇ · | does not enjoy the sublinear property. Instead, we should take into account |u t | not u t itself, which also explains the reason why we need to define the pseudo-gradient Γ p for all suitable signed functions by (2.3) . By the definition of Γ p and the fact that
we have
It follows that
Then J t 0 since Γ p (u t ) 0 by Lemma 2.1. Using the Hölder inequality, we have
Note that, by the contraction property of the semigroup
On the other hand, by Hölder's inequality and the contraction property again, is an analytic semigroup in L p (M, µ) for every p ∈ (1, ∞); more precisely, the map t → P t has an analytic extension in the sense that it extends to an analytic L p (M, µ)-operator-valued function t + is → P t+is = e −(t+is)L , which is defined in the sector of the complex plane
Hence, we find that
Thus, together with (2.7), (2.8)
In particular, due to J t 0 and
we get that
Thus, (2.10)
Indeed, let {K n } n 1 be a sequence of increasing compact sets such that ∪ ∞ n=1 K n = M, and let {ϕ n } n 1 be a sequence of bounded measurable functions such that ϕ n = 1 on K n , and 0 ϕ n 1 on K c n . Using (2.9) and the extension of Fatou's lemma (see [32, Theorem 3.2.6 (2), p. 52]), we get
where in the equality above we used the symmetry property of J(x, dy) µ(dx) and the facts that Lf is pointwise µ-a.e. well defined for any bounded measurable function f and |u t | p ∈ L 1 (M, µ). On the other hand, since (D, F ) is a regular Dirichlet form on L 2 (M, µ), for any relatively compact open sets U and V withŪ ⊂ V , there is a function ψ ∈ F ∩ C c (M) such that ψ = 1 on U and ψ = 0 on V c . Consequently,
For any fixed x ∈ M and any ε > 0, by (2.4), we can choose R := R(x, ε) > 0 large enough such that
Fix this R. Then, for n 1 large enough, ϕ n (y) = 1 for all y ∈ M with d(x, y) < R. Thus, for n 1 large enough,
which means that lim n→∞ Lϕ n (x) = 0 for all x ∈ M. This, along with (2.11), the fact that
and the dominated convergence theorem, gives
So, (2.10) holds true. (2.10) together with (2.8) yields that
Hence,
Combining with all the conclusions above, we prove the first assertion.
(ii) Note that
where f * is the semigroup maximal function defined by (2.12) below, and
which is non-negative. Thus, by using the Hölder inequality,
Lemma 2.7 below further yields that
On the other hand, by (2.10),
Combining all the inequalities above, we obtain that
which is the second assertion. Therefore, the proof is complete.
Since (P t ) t 0 is a symmetric sub-Markovian semigroup, we have the following 
where, for p = ∞, the right hand side is just f ∞ (i.e., the constant c ∞ = 1).
Furthermore, according to Proposition 2.5 and Proposition 2.6, we immediately have the following Theorem 2.8. (Finite jumping kernel case) Under the same assumption of Proposition 2.6, for any p ∈ (1, 2], H ∇ is bounded in L p (M, µ), i.e., there exists a constant c p > 0 such that, for every f ∈ L p (M, µ),
Moreover, there exists a constantc p > 0 such that, for every f ∈ L p (M, µ),
By Proposition 2.6(ii), we have
) and the application of Fatou's lemma. The last assertion is also an immediate application of Proposition 2.5 and Proposition 2.6(i).
2.3.
Boundedness of Littlewood-Paley functions for 1 < p 2: the general case. In this part, we consider the case that (2.4) is not necessarily satisfied. In this general setting, it is not clear that Lf p and so Γ p (f ) given by (2.2) are well defined for
To overcome this difficulty, we will make use of the Mosco convergence of non-local Dirichlet forms, and impose the absolute continuity and the local finiteness assumptions on the jumping kernel J(x, dy), i.e., there is a nonnegative measurable function J(x, y) on M × M \ diag such that, for every x, y ∈ M, (2.13)
J(x, dy) = J(x, y) µ(dy), and (2.14)
Recall that, a sequence of Dirichlet forms
Remark 2.9. We make the following two comments on Mosco convergence. 
See the proof of [6, Thoorem 2.
, where (P t ) t 0 and (P Now, we consider the regular non-local Dirichlet form (D, F ) given by (1.1), and suppose that (2.13) is satisfied. For any n 1 and x, y ∈ M, define
Note that (2.11) holds for general regular Dirichlet form (D, F ). Then, by the definition of J n (x, y) and (2.11), the sequence {J n (x, y)} n 1 converges to
denotes the closure of C with respect to the metric √ D n,1 . Note that J n (x, y) J(x, y), F ⊂ F n for all n 1. In particular, C is a common core for all (D n , F n ), n 1. Furthermore, we have the following statement. Proposition 2.10. Under (2.13), the sequence of Dirichlet forms {(D n , F n )} n 1 above converges to (D, F ) in the sense of Mosco.
Proof. We split the proof into two parts.
(1) In this part, the argument is inspired by the proof of [31, Theorem 1.4] . Suppose that u n is weakly convergent to u in L 2 (M, µ) as n → ∞, and
We may assume that
For (x, y) ∈ M × M\diag and n 1, definẽ
Then {ũ n } n 1 is a bounded sequence in L 2 (M × M\diag, µ × µ), and hence there exists a subsequence {ũ n k } k 1 , which converges to some elementũ weakly in L 2 (M × M\diag, µ × µ). We now claim that
To simplify the notation, without confusion in double integrals below we will omit the integral domain M × M\diag. For any non-negative function v ∈ C c (M × M\diag) and for any n k , we have
Firstly, sinceũ n converges toũ weakly in L 2 (M × M\diag, µ × µ), we see that lim k→∞ I 1,n k = 0. Secondly, by using the Cauchy-Schwarz inequality and the fact that {u n k } k 1 is a bounded sequence in L 2 (M, µ), we derive that
, where the right hand side of the above inequality converges to 0 as k → ∞. Here, in the second inequality above, we used the elementary inequalities (a−b) 2 2(a 2 +b 2 ) for all a, b ∈ R, and | √ a − √ b| |a − b| for all a, b 0, and in the last inequality, we used the fact that
Thirdly, for I 3,n k , note that, by the Cauchy-Schwarz inequality and (2.11), both
. Hence, we see
goes to 0 as k → ∞. Thus, we conclude that (2.15) holds.
Indeed, letting {E λ : 0 λ < ∞} be the spectral representation of L, for any h ∈ L 2 (M, µ), we have
However, for general f ∈ L 2 (M, µ), we can not derive (2.16) as above. This shows that even L 2 boundedness of H ∇ seems to be non-trivial, which differs from the classic Littlewood-Paley theory in the case p = 2.
In harmonic analysis, we are also interested in the so-called vertical LittlewoodPaley G -function of the following form:
Inspired by the argument of [14, Remark 1.3(ii)], we know that the function G ∇ f is dominated pointwise by H ∇ f . Indeed, by using the fact
and applying the formula
we deduce from Jensen's inequality, Fubini's theorem and the change-of-variables formula that
At the end of this section, we make some comments on Theorem 2.11 and its proof. In
for Lévy process X has been proved in [4, Theorem 4.1 and Lemma 4.5], when the process X satisfies the Hartman-Wintner condition. (Note that such condition implies that the process X has a transition density function p t (x) with respect to the Lebesgue measure such that lim t→∞ p t (0) = 0.) The aforementioned approach differs from ours, and it is based on the Hardy-Stein identity (see [4, Theorem 3.2 and (3.5)]). It seems that such identity depends heavily on the characterization of Lévy processes, and may not hold for general jump processes. The authors mentioned in the introduction section of their paper [4] that -The results should hold in a much more general setting, but the scope of the extension is unclear at this moment.
As mentioned in Section 1, it seems more natural to study the boundedness of the vertical Littlewood-Paley H -function defined in terms of ∇, that is, the L p boundedness of the operator
By the same argument for (2.16), it holds true that
, which is inspired by [8, , shows that in general settings the operator H ∇ may fail to be bounded on L p (M, µ) if 1 < p < 2. Thus, H ∇ and H ∇ differ considerably. Another point is that, if we define H ∇ * as H ∇ by using the modified gradient | ∇f | * defined by (1.3) instead of | ∇f | defined by (1.4), one may wonder whether H ∇ * is bounded on L p (M, µ) for p ∈ (1, 2] or not. The answer is no! Indeed, suppose that H ∇ * is bounded on L p (M, µ) for p ∈ (1, 2]. Then, a simple change of f into −f will give us the boundedness of the operator H ∇ − H ∇ * , which forces that H ∇ is bounded too. However, this is a contradiction.
In comparison with the discrete setting in [15] , one key point of Theorem 2.11 is
The reason is that the operator H ∇ does not enjoy the sublinear property. Also due to this, we need to define the pseudogradient Γ p for suitable signed function f ; see (2.3) . By some simple calculation, we can deduce that, for any measurable function f on M,
holds for all x, y ∈ M. So, it should be a feasible way to prove the boundedness of
3. Littlewood-Paley-Stein estimates for 2 p < ∞ Recall that (M, d, µ) is a metric measure space, (D, F ) given by (1.1) is a regular Dirichlet form, (L, D(L)) and (P t ) t 0 := (e −tL ) t 0 are the corresponding L 2 -generator and L 2 -semigroup, respectively. Associated with the regular Dirichlet
there is a symmetric Hunt process X = {X t , t 0, P x , x ∈ M\N }. Here N is a properly exceptional set for (D, F ) in the sense that µ(N ) = 0 and P x (X t ∈ N for some t > 0) = 0 for all x ∈ M\N . See [12, 16] for more details.
Throughout this section, we make the following assumptions.
The process X has a transition density function p t (x, y) with respect to the reference measure µ, i.e., for any t > 0, x ∈ M\N and any Borel set B ⊂ M,
(A3) The process X is conservative, i.e., for any t > 0 and x ∈ M\N , M p t (x, y) µ(dy) = 1.
(A4) There exist a σ-finite measure space (U, U , ν) and a function k : M ×U → M such that for any Borel set B ⊂ M and µ-a.e. x ∈ M,
We make some comments on assumptions above. Firstly, according to [9, Chapter 1, Lemma 1.4, p. 5], assumption (A1) holds if the semigroup (P t ) t 0 enjoys the C ∞ -Feller property; that is, for any t > 0 and f ∈ C ∞ (M), P t f ∈ C ∞ (M), and lim t→0 P t f − f ∞ = 0, where C ∞ (M) denotes the set of continuous functions which varnish at infinity. Secondly, there are already a few works on the conservativeness of processes generated by non-local Dirichlet forms on metric measure spaces; see e.g. [21] and the references therein. Thirdly, assumption (A4) is our technique condition. When M = R d , one can take U = R n and ν(dz) = |z| −n−1 dz with n 2, and find a measurable function k : R d ×R n → R d such that (3.1) is satisfied; see [30, Chapeter 3, Theorem 3.2.5]. Hence, assumption (A4) always holds in the Euclidean space. As a general result on construction of the coefficient k(x, z) in (3.1), we refer to El Karoui and Lepeltier [18] , where they constructed k(x, z) under the condition that U is a Lusin space and ν is a σ-finite diffusive measure on U with infinite total mass.
For fixed f ∈ C c (M) and T > 0, let H t = P T −t f (X t ) − P T f (X 0 ), 0 t T.
Denote by (F t ) t 0 the natural filtration of the process X. Then, we have Lemma 3.1. Under the assumption (A1), {H t , F t } 0 t T defined above is a martingale starting at 0, and for any 0 t T , (3.2) [H] t = t 0 M (P T −s f (y) − P T −s f (X s− )) 2 J(X s− , dy) ds,
where [H] t is the quadratic variation of H t .
The statement above for symmetric Lévy processes can be obtained directly via the Itô formula; see [4, Section 4] . However, since the Itô formula is not available in the present setting, we will use a different approach.
Proof of Lemma 3.1. For any 0 s t T , by the Markov property,
and so
This proves that {H t , F t } 0 t T is a martingale.
For any x ∈ M and 0 t T , we have
Then, for any x ∈ M and 0 s t T ,
where in the penultimate equality above we used the fact that
See e.g. [11, Theorem (3. Γ(P T −u f )(X u ) du, 0 t T.
Furthermore, under assumption (A1) and by the fact that t → X t is quasileft-continuous (since X is a Hunt process enjoying the strong Markov property), {H t , F t } 0 t T is a martingale which has a continuous version, see again [17 
The proof is complete.
Next, we will make use of the space-time parabolic martingale {H t , F t } 0 t T defined above with T ∈ (0, ∞] to prove the boundedness of Littlewood-Paley functions in L p (M, µ) for 2 p < ∞. 
