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Voor Martje
The truth is rarely pure and never simple.
Oscar Wilde, The Importance of Being Earnest

Voorwoord
Vier jaar is het al weer geleden dat ik begon met mijn promotie aan het ’labora-
torium voor hoge magneet velden’, vooral niet te verwarren met ’magneten-lab’,
aldus de directeur. ’Dat was namelijk de lab-naam in het oude gebouw en nu
zijn we zo veel meer dan toen, en is een nieuwe naam dus op zijn plaats’. Ik
heb ontzettend veel geleerd in deze periode en kijk met veel plezier terug op alle
leuke en interessante momenten. Hoewel het ook een tijd van beproeving en
hele lange dagen/nachten was, blijft het een indrukwekkende periode om nooit
te vergeten.
Voor dat ik iedereen bedank voor zijn of haar bijdrage aan dit werk wil
ik voor alle ’leken’ onder u een kleine impressie geven, in getallen, van de
afgelopen 4 jaar. Zo heb ik voor al mijn onderzoek, grotendeels gepresenteerd
in dit boekje, 309 magneet uren gedraaid. Een magneetuur is daarbij e´e´n
uur waarop de magneet werkelijk aan staat. Met een gemiddelde operationele
kostenplaatje van ¿1.000 per uur, leert een snel rekensommetje ons, dat dit
boekje al ¿309.000 heeft gekost voor het ooit geschreven was.
Nog indrukwekkendere getallen krijgen we als we kijken naar bijvoorbeeld
het vermogen van de magneet. Bij een veldsterkte van 33 Tesla loopt er een
stroom van bijna 40.000 Ampe`re bij een spanning van 500 Volt door de mag-
neetspoel. Dit geeft je dus een vermogen van 20 MegaWatt.
Dit onzettend grote vermogen zorgt natuurlijk voor een fikse opwarming van
de magneetspoel. Om deze warmte af te voeren wordt de magneet gekoeld met
water dat met 140 liter per seconde de spoel passeerd, ongeveer een badkuip per
seconde. Rekenend met de 309 magneeturen laat zien dat er bijna 156 miljoen
liter water is rondgepompt om tot dit boekje te komen.
Natuurlijk heb ik niet constant op vol vermogen gemeten, maar toch heb ik
in de afgelopen vier jaar 1.4 GigaWattuur aan energie verbruikt. Plus natuurlijk
nog een paar gloeilampen en Pc’s die het leven, vooral midden in de nacht, wat
veraangenaamden. Om dit enorme getal in een beetje perspectief te zetten:
400 gemiddelde gezinnen gebruiken ongeveer net zoveel energie in e´e´n jaar.
Dus om toch nog een klein wit voetje bij moeder natuur te halen heb ik in 4
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jaar ongeveer 3800 kilometer gefietst tussen het lab en thuis. Daarmee heb ik
toch weer zo’n 300 liter aan benzine bespaard en dus ongeveer 700 kg minder
CO2 uitgestoten.
Naast deze hoge magneetvelden zijn de meeste van mijn experimenten uit-
gevoerd bij lage (-270 graden Celcius) tot extreem lage (0,04 graden boven
het absolute nulpunt) temperaturen. Om zo laag in temperatuur te komen ge-
bruiken we vloeibaar helium. Bij intensief gebruik verdampt een goed geisoleerde
cryostaat ongeveer 3/4 liter per uur. Gemiddeld werk je aan een experiment
ongeveer vier maal de magneeturen, en in die tijd moet het experiment koud
blijven. Een voorzichtige schatting, zonder transportverliezen mee te rekenen,
geeft dus al een vloeibaar helium verbruik van 927 liter in mijn totale promoti-
etijd.
Naast alle techniek en materialen was dit proefschrift natuurlijk niet tot
stand gekomen zonder de hulp van een groot aantal collega’s. Zonder hun
inzet, goede humeur en ervaring zou ik nooit zo ver zijn gekomen. In het
bijzonder wil ik dan ook de volgende mensen allemaal ontzettend bedanken:
Jos R., Ramon, Lijnis, Hung, Harrie, Peter A. en Frits voor al hun technis-
che ondersteuning. Zonder jullie hulp zat ik nu nog met alle ellende van een
chemisch opgeloste mengkoeler, sampels zonder houders, pc’s die niet willen
communiceren en pompen die niet willen draaien. Jullie hebben ervoor gezorgt
dat al mijn ’ongelukjes’ zonder al te veel gemor weer werden herseld en dat alle
uit-de-lucht gegrepen ideeen tot een realistisch ontwerp kwamen. Daarnaast wil
ik ook John Schermer en Peter Mulder bedanken voor hun hulp bij het maken
van maskers en het bonden van mijn samples.
Apart wil ik ook Stef bedanken, allereerst voor zijn hulp bij het mengkoelen,
zonder jou zou er niet veel gemengt noch gekoeld zijn. Samen met Jos P., Harrie,
Hung en Jos R. zorgde je er ook voor dat de magneet in top conditie was en
bleef. Maar mocht er toch onverhoopt iets mis gaan dan konden we je altijd
bellen, zolang het dan maar voor 11 uur ’s avonds was. Ook op de zomerscholen
en FOM-conferentie was je een plezier om mee op te trekken, Stef bedankt.
Naast alle technische ondersteuning zou het lab, en dus mijn werk, compleet
in chaos verkeren ware het niet voor de capabele inzet van Ine. Ine bedankt
voor alle administrieve zaken die je voor me hebt opgelost. Het zijn er te veel
om op te noemen, maar toch wil ik er eentje even uitlichten, het 5 jarig feestje
van het HFML. Ik heb met veel plezier met je samen gewerkt om die gezellige
dag tot een goed einde te brengen.
Mijn dank gaat ook uit naar alle promovendi en postdocs: Erik K., Jan-
neke, Jeroen, Frans, Iris, Igor, Giorgia, Vadym, Victor, Arend, Erik v. E.,
Evgenia, Alix en Giorgio; jullie maakte het een onvergetelijke tijd. Speciaal
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wil ik diegenen bedanken die hun nachten en vrije weekenden opofferden om te
’baby-sitten’ tijdens mijn metingen, ik heb dit ontzettend gewaardeerd.
Naast het HFML, heb ik ook een groot aantal van mijn metingen uitgevoerd
aan het NMi Van Swinden Laboratorium B.V. te Delft en het Laboratorio
Nazionale TASC INFM-CNR te Trieste. Grote dank gaat dan ook uit naar de
mensen die mij daar hebben geholpen: Gert, Ernest, Lucia, Giorgio en Tomaˆz.
Ik heb met veel plezier met jullie samengewerkt en ben blij dat ik deze unieke
kansen heb gekregen.
Ook wil ik Kostya nog speciaal bedanken, je was een voorbeeld als exper-
imenteel natuurkundige en zonder jou en Andre’s vrijgevigheid van grafeen
samples zou dit proefschrift niet half zo dik zijn.
Tot slot wil ik Misha danken voor zijn theoretische inbreng in onze discussies
over grafeen en quantum ringen, je was een grote hulp in het verklaren van de
interessante verschijnselen beschreven in dit proefschrift.
(Eng: Besides the HFML, a great number of my measurements were per-
formed at the NMi Van Swinden Laboratorium B.V. and the Laboratorio Nazio-
nale TASC INFM-CNR. Many thanks go to the people who helped me during
my stay there: Gert, Ernest, Lucia, Giorgio and Tomaˆz. I enjoyed working with
you all and appreciate the unique chances I’ve been given.
Also I would especially like to thank Kostya, you were a role-model experi-
mental physicist and without your and Andre’s generous donation of graphene
samples, this thesis would not be half its size.
And finally I would like to thank Misha for his theoretical support in our
discussions on graphene and quantum rings, you were of great help in explaining
all the interesting phenomena described in this thesis.)
Een promotie vraagt niet alleen veel inzet en tijd van jezelf maar ook de-
genen direct naast me hebben veel geduld moeten hebben, ieder op zijn eigen
manier. Mijn ouders, Paul en Corrie, wil ik bedanken voor hun luisterend oor en
steun door dik en dun. Al mijn vrienden en naaste familie voor hun geduld, als
ik weer eens een poging waagde om uit te leggen wat er in dit boekje beschreven
staat. Maar met name wil ik mijn vriendin Martje bedanken voor haar geduld,
steun, en opofferingen. Vele vakantie plannen werden bijvoorbeeld in de soep
gegooid door een van mijn conferenties.
De enkeling die verder leest dan deze inleiding wens ik veel lees plezier in
de komende hoofdstukken. Ik beloof u dat het de moeite waard is.
Met vriendelijke groeten,
Jos Giesbers
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Introduction
In the last few decades we have witnessed a tremendous progress in the semi-
conductor industry leading to a constantly increasing number of applications
in e.g. communications and computing, which have a continuously increasing
influence on almost every aspect of our daily lives. To a large extent these
advances are the result of downscaling or miniaturization of existing devices in
semiconductor technology such as transistors. This led to e.g. higher density
storage and faster computing power. However there is an end to this route of
miniaturization where downscaling encounters a number of technological but
also, more importantly, fundamental limitations.
To overcome these limitations alternative operating principles, such as spin-
based transport1 instead of charge-based transport, are being investigated. An
alternative route, however, is not to change the operating concepts but to re-
place the main device material, in this case silicon, by a superior material. In
the 1980s GaAs was thought to be a most promising candidate in this respect.
The material quality was superior to that of silicon and heterostructures made
with other group-V materials lead to amazing new physics and technologies.2
One of the major examples is the Quantum Hall effect. It was discovered in
1980 by Klaus von Klitzing,3 who received the Nobel Prize for his discovery only
five years thereafter. It has led to a great number of technological advances in
the semiconductor industry.4
Structuring of this new semiconductor material led in the 80’s and 90’s to all
sorts of new physics and devices. For example quantum point contacts:5 that
show one dimensional conduction, quantum dots:6 rudely described as artificial
atoms, or quantum rings:7 showing the interference properties of electrons in a
solid.
The first part of this thesis will focus on the fundamental physics of quan-
tum ring structures in these, nowadays, conventional semiconductors. One of
the particularly interesting and purely quantum mechanical phenomena inves-
tigated in these type of devices were the Aharonov-Bohm effect oscillations.
The major consequence of this effect, predicted by Aharonov and Bohm in
xi
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1959,8 was that knowledge of the classical electromagnetic field acting locally
on a particle is not sufficient to predict its quantum-mechanical behavior. The
Aharonov-Bohm effect amazingly showed that particles moving outside a small
magnetic field are still able to feel its presence. This work will expand the
research in this field to the regime of very high magnetic fields.
The first chapter will present a simple and versatile technique to fabricate
quantum rings in AlGaAs-semiconductors by means of local anodic oxidation
with an atomic force microscope.9–11 The principle behind this technique is
based on electrochemical oxidation on a very local scale, thereby opening the
possibility to fabricate almost any possible device geometry on the nanometer
scale in a (shallow) two-dimensional electron system.7, 10, 11 This fabrication
technique is thoroughly investigated and finally used to manufacture quantum
ring devices.
In chapter two, these ring devices are examined on their magneto-transport
behavior. In the low magnetic field regime traditional Aharonov-Bohm oscil-
lations are observed, as expected.12 Yet, surprisingly in the high magnetic
field regime a new type of quantum oscillations appear. It will be shown that
these oscillations are governed by a flux-quantized, discrete electronic size of
the ring. In addition to this most interesting fundamental result, the new type
of oscillatory conductance behavior of quantum rings presents a technique to
count single magnetic flux-quanta without relying on phase-coherent transport
phenomena. With this remarkable result part one of this thesis ends and a
new subject is entered in part two with a completely new form of material,
graphene,13 only recently discovered. At the moment this material seems be an
excellent supplement to, or even a replacement for current silicon technology,
surpassing the potential of GaAs that was said to do the same in the 1980s.
Graphene is the purely two-dimensional form of carbon consisting of a sheet
of carbon atoms arranged in a honeycomb lattice.13 Up to 2004 this material
was believed not to exist in its free-standing form and was solely used as a
purely theoretical building block for its zero-dimensional,14 one-dimensional15
and three-dimensional brothers. However, since its discovery, graphene has been
the subject of great experimental en technological interest.16 The extraordinary
high crystal and electronic quality leading to high electron mobilities, immedi-
ately opened the way for graphene based applications, such as transistors,13, 17
that go beyond the abilities of silicon devices. Besides the high quality, graphene
also displays unique electronic properties that find their origin in the prodigious
charge carrier spectrum of relativistic chiral Dirac fermions.18–20 Chapter three
of this thesis will give a short introduction to a few of these highly interesting
phenomena observed in graphene. It will also present a short overview of the
xii
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history of graphene and its already abundance of possible applications.
To use graphene in future devices it is of crucial importance that it can be
shaped in the proper device geometries. To shape this new material into real
devices chapter four presents an innovative and cheap ’tabletop’ fabrication
technique, which is ideal for the production of ’proof-of-principle’ mesoscopic
graphene devices. It makes use of local anodic oxidation9 with an atomic force
microscope (AFM), similar to the technique presented in chapter one. Oxida-
tion of graphene into carbon based oxides and acids, creates isolating trenches
of less than 20 nm in width directly under the atomically sharp AFM-tip.21
This makes it possible to structure very small devices in a graphene sheet in a
cheap and accessible manner.
Devices such as Hall-bars can be used to unravel the properties of graphene
with the aid of e.g. a magnetic field. Research in this direction led to the´ ’smok-
ing gun’ for a single two-dimensional layer of graphite, where the conduction is
governed by chiral Dirac fermions.19, 20 Under the influence of a magnetic field
graphene shows a new type of quantum Hall effect.22, 23 The quantum Hall ef-
fect in general has been an intensive field of research since its discovery in 1980
by Klaus von Klitzing.3 Graphene now enriched this field with a half -integer
quantum Hall effect governed by massless relativistic particles.22–25 Even more
astonishing was the discovery that the quantum Hall effect, a purely quantum
mechanical phenomena, remained visible up to room temperature in this ma-
terial.26 Chapter five and six will present an in depth study of this interesting
observation.
To understand the persistence of a quantum Hall effect up to high tem-
peratures chapter five presents the temperature dependent magneto-transport
properties of a graphene Hall-bar in high magnetic fields. These measurements
reveal the exact Landau level energy spectrum that is on the basis of the half -
integer quantum Hall effect. Exceptional in this spectrum is the zero energy
Landau level, which appeared to be extremely narrow, compared to the higher
Landau levels.27 This most peculiar state is shown to be responsible for the
robustness of the quantum Hall effect at high temperatures, fulfilling the re-
quirement that the effective splitting between Landau levels should be much
larger than the measurement temperature. Nevertheless it is not a sufficient
condition, as also preservation of localization is needed,28 which is usually de-
stroyed at elevated temperatures. This will be the subject of chapter six.
Localization is responsible for the finite width of the quantum-Hall plateaus
and its strength is characterized by the localization length which decreases in-
versely proportional with temperature in traditional two-dimensional semicon-
ductors. The conductivity edges rapidly move further away from their Landau-
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level centre and the quantum Hall plateaus disappear. In graphene, however,
the localization appears to be surprisingly robust with temperature. Especially
localization in the zeroth Landau level behaves rather unconventional, and is
shown to be temperature independent. This suggests that there is some in-
trinsic length scale responsible for the localization. A possible cause, which is
also partly held accountable for the sharp zeroth Landau level, is found in the
corrugated or rippled surface morphology of graphene.29, 30 This undulating be-
havior is necessary for graphene to remain stable at finite temperatures so long
wavelength modulations do not destroy it, according to the Mermin-Wagner
theorem.31
The zeroth Landau level not only leads to interesting results at high tem-
peratures, yet also at low temperatures and high magnetic fields it shows a
surprising nature at the so-called charge neutrality point. Chapter seven will
show that the longitudinal resistance measured at this charge neutrality point
dramatically increases with increasing magnetic field and decreasing tempera-
ture.32–34 At the same time the measured Hall resistance crosses zero. Both
observations are combined by a tensor inversion, which leads to an interest-
ing new quantum Hall plateau in the Hall conductivity, accompanied with a
zero minima in the longitudinal conductivity. Temperature dependent mea-
surements in this regime reveal a splitting of the zeroth Landau level into two
symmetric spin-split Landau levels. A simple model of the conductivity from
a proposed density of states shows that this small splitting can satisfactory
explain the dramatic increase in the longitudinal resistance at the charge neu-
trality point.
The low temperature and high temperature measurements on the quantum
Hall effect in graphene that are presented in chapters 5 to 7 provide essential
fundamental knowledge for the understanding of quantum phenomena. How-
ever, apart from the fundamental significance, the quantum Hall effect is also
of great importance for metrological applications as a quantum resistance stan-
dard.35 Chapter eight will focus on the high precision measurements of the
universal and accurate quantization of the Hall conductance. The achieved
value for the ν = ±2 plateau in graphene is already within (−5±15) ppm equal
to the value obtained in conventional semiconductors despite of the sample
limitations.36 Combined with the high temperature quantum Hall effect this
makes graphene as a very promising candidate for a high temperature quantum
resistance standard.
xiv
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GaAs/AlGaAs based quantum
rings
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Chapter 1
Local anodic oxidation with
an atomic force microscope
Abstract
The atomic force microscope (AFM) is a powerful tool for the fab-
rication of mesoscopic devices in a variety of materials such as
GaAs/AlGaAs-heterostructures, silicon and even graphene.
In this chapter I will show the principle behind local anodic oxida-
tion (LAO) with an AFM and I will show how it can be used to
structure GaAs/AlGaAs-heterostructures. The study of the oxide
growth as a function of different parameters such as humidity, lateral
AFM-tip velocity and oxidation current, leads to a combination of
ideal settings for the fabrication of quantum devices. At the end of
this chapter I will display a one dimensional channel and a quantum
ring device that were manufactured by this technique.
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1.1 Introduction
Since the invention of the atomic force microscope (AFM) in the 1980’s by
Binnig, Quate and Gerber1 it has been a very powerful tool for the investigation
of surfaces in science and industry. The technique is based on a sharp tip
(curvature ∼ 10 nm) at the end of a cantilever that probes a substrate surface
by sensing the atomic forces between the tip and the substrate. Its nanoscale
resolution and ability to image all kinds of surfaces and a variety of forces,
ranging from magnetic forces to van-der-Waals forces, makes it a useful imaging
tool for application in various fields, ranging from biology to physics.
Besides imaging, the AFM also proved to be useful as a nanomachining
tool, e.g. by scratching2, 3 or oxidation4–6 of various surfaces. Here we will
focus on the latter, and show how local oxidation with an AFM tip can be used
to structure electronic devices in a GaAs/AlGaAs-heterostructure.
1.2 Samples
Atomic force microscopy is a surface technique, which gives a stringent limita-
tion to the substrates that can be used to fabricate electronic devices. Nanome-
ter thin metallic films or shallow two-dimensional electron systems are just two
examples. Traditional GaAs/AlGaAs-heterostructures contain their conduct-
ing two-dimensional electron gas (2DEG) deep beneath the surface to protect
them from surface depletion. In AFM nanomachining however, the 2DEGs
needs to be close to the surface for surface manipulation to show any effect.
In this section I will focus on the characteristics of the samples that are used
for structuring. In the next section I will explain in more detail the physical
aspects on how the 2DEG beneath the surface is depleted by surface techniques
in order to make electronic devices.
The GaAs/AlGaAs-heterostructures are fabricated by molecular beam epi-
taxy (MBE). This technique allows for an atomic precision in the layered growth
of the desired sample. By evaporation of the various lattice matched content
materials in ultra high vacuum and at high temperatures one can create any de-
sired layer sequence, in this case of GaAs and AlGaAs, that fits the users needs
(see e.g. Fig. 1.1). Due to its high purity and bandgap engineering properties,
GaAs/AlxGa1−xAs is an ideal material combination to fabricate high mobility,
two-dimensional conducting samples. The subscript x refers to the percentage
of alloy in the material, in this case Aluminum. 1− x Refers to the proportion
of Gallium, which is replaced by the Aluminum alloy material. By changing
the Aluminum content, the Γ-point bandgap in AlxGa1−xAs can be varied form
4
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Figure 1.1: Schematic representation of two different
GaAs/AlGaAs-heterostructures. (a) The layered sequence of sam-
ple B-12119 together with its bandstructure. At a depth of 55 nm below the
surface the conduction band (solid black line) drops below the Fermi-energy
(solid red line) forming a 2DEG. The dotted green line indicates the density
of all the free electrons. After removal of 9 nm of surface material the
bandstructure changes and the conduction band (dashed blue line) is raised
above the Fermi-energy, thereby depleting the 2DEG. (b) A similar picture
showing sample T-HM1899. Here after removal of only 6 nm of surface
material, the 2DEG is depleted.
EG = 1.52 eV for GaAs (x = 0) to EG = 2.95 eV (x = 1) for AlAs. Placing
these materials, with different bandgaps, on top of each other leads in essence
to a heterostructure in which the conduction band and valence band align,7
under the constriction of a continuous Fermi-energy that is pinned to the mid-
dle of the bandgap at the surface. In this process a new bandstructure shape
is formed with properties unique to the particular layered sequence. A proper
layer sequence, with different bandgaps, can e.g. create a triangular quantum
well in the conduction band (see Fig.1.1). This means that at a certain position
in the heterostructure the conduction band drops below the Fermi-energy and
forms a 2DEG. Introducing a fourth material, such as Silicon, into the growth,
creates free electrons in the material. The free electrons originate from the one
5
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Table 1.1: Properties of the two-dimensional electron systems. The
sample starting with a ’B’ are grown in Bochum, and the samples starting
with a ’T’ are grown in Trieste. The concentrations and mobilities depicted
here are measured in the dark at 4.2 Kelvin in a Hall-bar geometry.
Sample 2DEG depth concentration n mobility µ
(nm) (1011 cm−2) (106 cm2/Vs)
B-12119 55 2.80 0.643
T-HM1899 45 2.33 1.230
T-HM1912 40 3.00 1.160
unpaired electron per Silicon atom in AlGaAs, and can be used to change the
charge carrier concentration in the 2DEG.
For the fabrication of our mesoscopic devices we used three different two-
dimensional electron systems (2DESs), two of them are depicted in Fig. 1.1.
The first, sample B-12119, is a modulation doped shallow 2DEG grown at the
Lehrstuhl fu¨r Angewandte Festko¨rperphysik at the Ruhr-Universita¨t Bochum.
On top of a GaAs substrate, a 20 nm thick Al0.35Ga0.65As is grown, followed
by a 30 nm Silicon doped Al0.35Ga0.65As layer and a 5 nm GaAs cap-layer
(see Fig. 1.1a). This growth sequence leads to a 2DEG only 55 nm below the
substrate surface with electronic properties as shown in table 1.1.
The other two samples were grown at the Laboratorio Nazionale TASC
INFM-CNR in Trieste. These delta-doped heterojunctions consist of a GaAs
substrate with a Al0.33Ga0.67As spacer layer on top of it that varies in thickness
for the two samples, respectively 32 nm for T-HM1899 (see Fig. 1.1b) and 28
nm for T-HM1912. For both, the sequence continues with a Silicon delta-doping
layer, an 8 nm Al0.35Ga0.65As surface spacer and finally a 5 nm GaAs cap-layer.
The properties for both samples are shown in table 1.1.
The resulting bandstructure formed in these GaAs/AlGaAs-heterostructu-
res is shown in Figure 1.1. The solid (black) lines indicate the shape of the
conduction band calculated with a self-consistent Poisson solver.8 In Fig. 1.1a
at a depth of 55 nm below the surface, the conduction band drops below the
Fermi-energy and forms a triangular potential well with only one subband filled.
The dotted (green) line shows that all the free electrons are located within
the potential well forming a two-dimensional electron gas at this position with
no free electrons in the rest of the material. To form electronic devices in
these heterojunctions we need to deplete the 2DEG at certain positions to form
6
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isolating barriers, this will be the focus of the next section.
1.3 Depletion of a 2DEG
The bandstructure formed in the GaAs/AlGaAs samples depends strongly on
the layer sequence of the heterostructures. Small deviations can have a large
effect on the 2DEG that is formed inside the material. For shallow 2DESs this
also means that a small change at the surface can have major consequences for
the 2DEG.
At the surface of a GaAs/AlGaAs-heterostructure the Fermi-energy is pin-
ned on the surface states, usually in the middle of the bandgap. By removing
or chemically altering a small amount of surface material, e.g. by oxidizing
the surface, the interface is brought closer to the 2DEG. Due to the pinning of
the Fermi-energy the bandstructure changes. For a shallow 2DES this means
that the conduction band is lifted above the Fermi-energy at the position of
the triangular quantum well. As a consequence the 2DEG is depleted directly
beneath the location where the surface is changed.
Figure 1.1 nicely illustrates this principle where we calculated the band-
structure for the same heterostructures but now with a few nanometer of sur-
face material removed (dashed blue lines). The conduction band shifts above
the Fermi-energy and the 2DEG no longer contains any electrons.
By using e.g. an AFM to locally change the surface of a heterostructure,
the bandstructure can be changed very locally, leading to a local depletion of
the 2DEG.
1.4 Local anodic oxidation
To change the bandstructure and deplete the 2DEG locally, we can use electro-
chemical oxidation with an AFM. The oxide grown in this process protrudes into
the surface and lifts the bandstructure underneath it above the Fermi energy
by bringing the surface pinning closer to the 2DEG as was described in the
previous section.
A schematic setup for local anodic oxidation (LAO) is shown in Fig. 1.2. We
use a Dimension nanoscope IIIa atomic force microscope with a highly doped Si
AFM-tip in a controlled environment. The AFM-tip is brought close to the sub-
strate surface. In ambient conditions there will be a small waterfilm absorbed
on the substrate surface, which forms a capillary-cone with the tip. The thick-
ness of this water layer depends on the relative humidity of the environment.
During the oxidation process the tip remains in contact with the underlying
7
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Figure 1.2: Schematic representation of the oxidation setup. A bias
voltage, applied between the AFM tip and the GaAs/AlGaAs-substrate in
a humid environment, directly oxidizes the substrate beneath the tip by the
concept of electrochemical oxidation.
heterostructure (contact mode operation). Using a Keithley source-measure
unit (SMU) model 236 we apply a constant current between the tip and the
substrate, where the tip is negatively biased with respect to the sample. The
current will reduce the water at the AFM-tip (anode) to OH− which is used at
the substrate (cathode) to oxidize the GaAs and drain the resulting electrons
according to9
2 GaAs + 10 OH− → Ga2O3 + As2O3 + 4 H2O + H+ + 12 e−. (1.1)
The created oxide will protrude out of the sample surface due to the volume
expansion as additional oxygen atoms are incorporated. This protrusion can
easily be seen in an atomic force micrograph as a change in surface height (see
e.g. Fig. 1.2).
When the oxide penetrates further into the heterostructure than the 5 nm
cap-layer shown in Fig. 1.2 the reaction equation above becomes more compli-
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cated as the substrate not only consists of GaAs, but also of AlGaAs. At this
point, the exact form of the reaction equation in this regime remains unclear.
Experimentally, however no mayor differences were observed in the oxidation
parameters of a heterostructure compared to a pure GaAs sample.
In the next section we will have a closer look on the characteristics of the
oxidation process and the different parameters that play an important role.
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Figure 1.3: Multiple oxide lines written in a GaAs/AlGaAs-
substrate. (a) Atomic force micrographs of the oxidized lines (bright lines)
written as a function of the lateral speed of the AFM-tip, vtip = 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.8 µm/s (left to right). (b) Cross-section along the line in (a),
clearly visible is the reduction in height with increasing tip-speed. (c) Atomic
force micrographs of the same oxidized lines after etching in HCl, revealing
the oxidation depth. (d) Cross-section along the line in (c) showing a similar
behavior as the height of the oxide lines.
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1.5 Oxidation parameters
The oxide and resulting barriers in the 2DEG depend strongly on various oxi-
dation parameters, such as humidity, lateral tip velocity and oxidation current.
In order to gain better insight into these oxidation settings we investigated the
oxide height and depth, and their mutual relation as a function of these vari-
ables to gain the ideal settings for the fabrication of the devices in section 1.7.
Most of these extensive experiments were done on sample T-HM1899 and T-
HM1912 (same top layer properties) but similar trends were also observed in
sample B-12119 (not shown here).
Tip velocity
Figure 1.3a shows an example of oxide lines written in a GaAs/AlGaAs-hetero-
structure at different lateral tip velocities at a constant humidity and oxidation
current. The bright lines are the oxides that protrude from the surface and
the darker regions represent the substrate surface. With increasing speed (left
to right) we can see that the oxide height is reduced and the lines become
narrower. This is even better visible if we look at a cross-section along the
white horizontal line in Fig. 1.3a (see Fig. 1.3b).
To investigate the behavior of the oxide depth we selectively etch the oxides
away in hydrochloric acid (HCl) (20 %). After the treatment with HCl a new
atomic force micrograph is made (Fig. 1.3c), revealing the depth of the originally
present oxide lines. The same trend as was seen for the oxide height can be
seen in its depth, especially when looking at the cross-section along the white
horizontal line (see Fig. 1.3d), the depth decreases with increasing tip speed.
To make the dependence more distinctly visible we plot the oxide height and
depth as a function of the lateral tip velocity (Fig. 1.4a), where the data points
are an average along the total length of the oxide lines. We can clearly see the
reduction in oxide at higher tip velocities. This can easily be understood since
an increase in tip speed leads to a reduction in reaction time thereby limiting
the oxide growth and thus the oxide height and depth.
Clearly visible is also a difference between the depth and the height of the
oxides. This difference is observed in all parameter dependences (see below) and
accumulated in Fig. 1.4b showing the depth to be approximately 1.3 times the
height. This difference finds it origin in the way the oxide is formed. The depth
is directly related to the amount of material that is oxidized, whereas the height
is related to the volume expansion due to the incorporation of oxygen into the
material. Both mechanisms do not necessarily have the same dependence.
10
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Although the tip velocity gives a nice control over the oxide shape it has two
practical disadvantages for the fabrication of devices. Extremely low tip speeds
(not shown) lead to long fabrication times and a reduced quality of the devices,
as positional drift of the AFM starts to play an important role in the lateral
accuracy. Fast tip speeds avoid this problem but appeared to be less accurate
in their target positions. Experimentally, to avoid these problems and gain a
reasonable oxide depth needed for the depletion of the 2DEG, a tip speed of
0.1 µm/s appeared to be optimal.
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Figure 1.4: Height H (red triangles) and depth D (black circles)
dependence of the oxide lines on different oxidation parameters.
(a) Dependence on the lateral speed of the AFM-tip (vtip) with a constant
Iox = 0.5 µA, H = 50 % and T = 26 oC. (b) Relation between oxidation height
and depth from all combined data. (c) Dependence on the environmental
humidity (H) with a constant Iox = 0.5 µA, vtip = 0.1 µm/s and T = 25 oC.
(d) Dependence on the oxidation current Iox with a constant vtip = 0.1 µm/s,
H = 50 % and T = 27 oC.
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Environmental humidity
In order to look at the influence of the environmental humidity on the oxide
shape we have written four oxide lines at different humidities, a constant tip
speed of 0.1 µm/s and an oxidation current of 0.5 µA. The results of their height
and depth are displayed in Fig. 1.4c. This shows that the oxide height and
depth are directly related to the environmental humidity. A similar behavior
was observed in an earlier study of local oxidation of GaAs10 and of Silicon.11
Besides an increase in oxide height and depth, the increasing humidity also
has a strong influence on the oxide width, which almost doubled between 34 %
and 70 % humidity. This improvement in aspect ratio (height/width) with de-
creasing humidity was also observed in experiments on Silicon.11 A possible
explanation can be found in the thicker water film on the surface due to the
higher humidity. This thicker water layer leads to a bigger capillary cone be-
tween the tip and the substrate and thereby increases and broadens the range
of OH− transport from tip to substrate, necessary for the oxidation, resulting
in higher/deeper and mainly also broader oxide lines. The opposite is also true
for very low humidities. In the extreme situation, lack of water on the surface
prevents the formation of a watercone between the tip and the substrate and
the oxidation procedure cannot take place. Therefore low humidities give no
oxide lines at all.
To retain the best resolution possible and still create the desired oxide depth
we fabricated all devices with a humidity between 40 and 50 % at a temperature
of 26± 1 oC.
Oxidation current
As was shown in the previous sections the tip velocity and environmental humid-
ity gave some control on the oxide growth but both showed their disadvantages.
The first was limited by the positional accuracy and the second by attainable
resolution. A third way to control the oxide growth is presented by the oxi-
dation current. Keeping all other parameters at their optimal settings we can
directly control the oxide growth by varying the oxidation current. Intuitively
we can understand this if we look at the reaction-equation (1.1). When the
amount of available electrons is changed by applying a different current, the
amount of reaction products will change with it.
Figure 1.4d shows the measured dependence of the oxide depth and height
as a function of oxidation current. At low currents the depth (height) increases
strongly with the applied current and starts to saturate at higher currents,
Iox > 0.5 µA, possibly due to saturation of the oxidation voltage. Several
12
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studies pointed out that the oxide depth is limited by the field strength in the
oxide.10, 12 When it becomes too low the OH−-ions will no longer be transported
through the oxide the reaction will finally stop. Nevertheless, the increase at
low currents gives a nice control over the oxide depth and, as I will show in the
next section, on the electronic barrier height written in the 2DEG.
The width of the lines showed only a slight increase when higher oxidation
currents were applied and varied form 180± 20 nm at the base to 100± 15 nm
at the full-width-half-maximum (FWHM) of the oxide lines in different runs.
Besides the three mayor parameters discussed above also less controllable
parameters, such as the AFM-tip shape, distance between tip and surface and
local heating, play an important role in the finer details of the oxide line-
shape. Therefore, where possible these parameters were kept constant during
the measurements presented above and during device fabrication in general.
1.6 Electronic barriers
In the previous sections we saw that the oxidation parameters give a handle
on the oxide depth and height. The oxidation current appeared to be the
most practical in this respect. In this section I will show what the electronic
consequences are of the oxidation, focusing on the oxide lines written with
various oxidation currents.
To determine the electronic properties of the depleted barriers we cool the
sample down to 4.2 Kelvin and measure the IV -characteristics across the bar-
riers. The results for the oxide lines written with various oxidation currents are
shown in Fig. 1.5a. The general shape of these IV -lines consist of a flat region
around zero source-drain voltage VSD, here the barrier is isolating as no current
flows through it. Increasing VSD leads to a voltage drop between the source
potential and the drain potential, µS − µD = eVSD (see right inset Fig. 1.5a).
At a certain point the source potential will approach the (narrower) top of the
potential barrier and a tunneling current starts to flow. This can be seen as
a non-linear behavior in the IV -curves. Finally the source potential surpasses
the barrier height and current can flow without constriction, here Ohms law
applies and the current changes linearly with the applied VSD. Depending on
the barrier height breakthrough will start at low or high voltages.
In the bandstructure picture, presented in section 1.3, we can understand
this as an inverse depletion. Due to the applied voltage the Fermi-energy in-
creases and the triangular well in the conduction band drops below the Fermi-
energy again, lifting the depletion caused by the surface oxidation.
From the IV -data we can make an estimation of the electronic barrier height
13
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Figure 1.5: Characterization of the oxidized barriers. (a) IV-charac-
teristics through barriers oxidized with different oxidation currents between 0
and 500 nA at 4.2 K. The top left inset shows a close up around zero source-
drain voltage. The bottom left inset shows a schematic illustration of a biased
barrier in a 2DEG. (b) Dependence of the electronic barrier height Φ0 on
the oxidation current showing the possibility to tune the electronic barrier as
desired. The inset shows a schematic representation of a barrier in a 2DEG.
Φ0 (defined in the inset of Fig. 1.5b). Extrapolating the linear parts in the IV -
curves to the ISD = 0 crossing gives a V0 that is related to the barrier height
by13
Φ0 = αeV0, (1.2)
where α ≤ 0.5 is a measure for the symmetry of the barrier. The zero-crossings
V0 in our measurements are identical for both bias directions, indicating that
the barriers are symmetric and we can take α = 0.5. Figure 1.5b shows the
resulting barrier heights estimated by equation 1.2.
Of course this is only a simplified method to estimate the barrier height.
For a more precise determination of the barrier height and shape elaborate
temperature dependent measurements are needed.13 Nevertheless the results
show that we can predefine the electronic barriers from a tunneling to isolating
barrier by setting the desired oxidation current in the fabrication procedure.
For the devices shown in the next section we need the barriers to be highly
isolating and therefore we will only use the high oxidation currents (Iox =
0.5 µA) to define their shape.
14
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Since we can move the AFM-tip along any preprogrammed path, we can write
every desired electronic device with the depleted 2DEG barriers beneath the
oxidized paths. Between the isolating oxide barriers a highly mobile electron-
gas remains and forms e.g. a quantum ring14 or a one-dimensional channel.5
Figure 1.6 shows two atomic force microgaphs of these oxidized device layouts.
The oxide lines, under which the 2DEG is depleted, show as bright lines in the
picture, the darker regions represent the conducting areas. The (red) arrow
marks the current flow through these devices from source (S) to drain (D). The
additional areas that are cut out of the plane can be used as in-plane gates. A
voltage below the breakthrough voltage of the oxide lines, applied to these gates
can influence the coupling of e.g. the quantum ring in Fig. 1.6a to the source
and drain contacts, or the width of the channel in Fig. 1.6b. The magneto-
transport properties of the quantum ring devices will be further investigated
in chapter 2. For more details on one dimensional conduction in a 1D-channel
such as shown in Fig. 1.6b I refer to e.g. Ref. 15.
IPGIPGs
S SD D
IPG 500 nm500 nmIPGsa b
Figure 1.6: Devices fabricated by local anodic oxidation. (a) An
atomic force micrograph of a quantum ring structure defined by LAO. The
bright lines are the oxide line with the highly mobile electron-gas in between
(dark regions). The red line shows the current flow through the device that can
be influenced by the in-plane gates (IPGs) defined on both sides of the ring.
(b) Similar atomic force micrograph but now for a one-dimensional channel.
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1.8 Conclusion
In conclusion I have shown that local anodic oxidation with an atomic force
microscope is a practical and easy-to-use technique to create mesoscopic devices
in a GaAs/AlGaAs-heterostructure. The oxidation current proved to give ample
control over the electronic barriers written in a shallow two-dimensional electron
system and the ideal settings for device fabrication were discussed.
16
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Chapter 2
Quantum rings in high
magnetic fields
Abstract
1 The confined electronic states of mesoscopic structures in a mag-
netic field are arranged in Landau levels consisting of spatially dis-
crete eigenstates. These Landau orbits are the quantum mechani-
cal analogue of classical cyclotron orbits. In this chapter I present
magneto-conductance oscillations in semiconductor rings, which vi-
sualize the spatial discreteness of the Landau orbits in high mag-
netic fields (typically B > 2 T). I will show that these oscillations
are caused by the flux-quantized, discrete electronic size of the ring
leading to a corresponding modulation of its two-point conductance.
The oscillation period is given by the number of flux quanta pen-
etrating the conducting area of the structure. These high-field os-
cillations are distinctively different from the well-known Aharonov
Bohm effect where, most generally, the penetration of individual
flux-quanta h/e through a nanostructure causes periodic crossings
of field-dependent energy levels which give rise to magneto-quantum
oscillations in its conductance.
1Part of this chapter was published in: Giesbers, A. J. M. et al., Aharonov-Bohm effect
of quantum Hall edge channels. Physica E 40, 1089-1091 (2008) and Giesbers, A. J. M.
et al., Aharonov-Bohm effect in the quantum Hall regime. International Journal of Mod-
ern Physics B 21, 1404-1408 (2007).
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2.1 Introduction
Conductance oscillations in mesoscopic structures subjected to a magnetic field
are generally assigned to periodic modifications of the electron phase with the
magnetic flux penetrating the system. When a charged particle moves phase-
coherently through a quantum ring, it accumulates a phase which changes
periodically with the number of magnetic flux quanta, h/e, enclosed by the
ring (Fig 1b). This results in magnetic-field periodic oscillations of its con-
ductance.1–5 Such traditional Aharonov-Bohm (AB) oscillations can also be
observed in high magnetic fields in QRs6, 7 and quantum dots (QDs).8–10 They
are due to quantum-Hall edge channels propagating along the outer rim of the
dot or the ring and their period is given by the total area encompassed by the
edge. More specially, transferring a QD to a QR by removing its centre does
not change the period of the edge channel’s AB oscillations. However, in nar-
row rings, where inner and outer edge channels are no more separated, the AB
oscillations disappear in strong magnetic fields.
Generally, any field dependence of the single-particle energies in a magnetic
field which leads to an energetic redistribution of electrons can cause field-
dependent oscillations in the physical properties of the system. Specifically
in quantum dots,11, 12 oscillations arising from crossings of different (single-
particle) Landau levels are observed and they behave periodically when just
the two lowest Landau levels are occupied. Again, these oscillations disappear
in the quantum limit when only one Landau level is filled. We show in the
following that, in small systems, Landau levels consist of discrete electronic
states attached to a flux-quantum. The occupation of these states leads to a
flux-quantized oscillations over the entire quantum Hall regime, in particular
also in the quantum limit where only the lowest Landau level is occupied.
2.2 Samples
The quantum ring samples were fabricated by means of local anodic oxidation
with an atomic force microscope (AFM) as was described in chapter 1. As
a substrate we used two-different high-mobility GaAs/AlGaAs heterojunctions
containing a shallow two-dimensional electron systems (2DESs). Their prop-
erties are summarized in Table 2.1. For sample 2 we used substrate B-12119,
samples 1, 3 and 4 were fabricated from substrate T-HM1912. Oxidizing the
surface of these heterojunctions with an AFM leads to a local depletion of the
underlying 2DES, which permits the fabrication of complex electronic struc-
tures within the 2DES such as quantum point contacts,13, 14 quantum dots15
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Table 2.1: 2DEG parameters. Properties of the two GaAs/AlGaAs shal-
low two dimensional electron-systems taken from the magneto-transport mea-
surements in a standard Hall-bar configuration in the dark. Very shallow
2DEGs are needed to oxidize quantum rings into the samples.
B-12119 T-HM1912
Electron density ne (m−2) 2.8 · 1015 3.0 · 1015
Electron mobility µ (m2/Vs) 64.3 116
2DEG depth (nm) 55 40
or quantum rings.4, 16
Figure 2.1 shows an atomic force micrograph of one of our quantum rings.
The bright lines are oxide lines protruding out of the surface, and have a fully de-
pleted 2DES underneath them, thereby creating isolating barriers in the 2DEG.
The dark regions represent the unaltered GaAs/AlGaAs-substrate surface, still
containing the highly mobile electron gas beneath it. By applying a source-
drain voltage, electrons can move through the ring (solid red line), created by
the isolating oxide lines, from the source (S) to drain (D) via two quantum
point contacts (QPCs) formed at the entrance and the exit (green lines). The
coupling of the ring to the source and drain can be regulated by applying a
voltage to the in-plane gate electrodes VG1/VG4 and VG3/VG6.13, 14, 17 VG2 and
VG5 can be used as plunger gates to tune the electron density inside each arm
of the ring.
For this work we have used four different rings with various average litho-
graphic diameters dlitho and ring widths wlitho, see Table 2.2. Due to edge-
depletion the actual electronic width of the ring is typically reduced by 100 nm.
Two rings (samples 1 and 2) were fabricated with only two gates serving as a
plunger gate and controlling the point-contacts simultaneously (inset Fig. 2.4a);
Two other rings (samples 3 and 4) had the full gate configuration. Two-point
transport measurements were performed, using standard ac techniques in a di-
lution refrigerator with a base temperature of 40 mK and magnetic fields up to
33 T.
2.3 Aharonov-Bohm effect
One of the interesting phenomena that can be studied in quantum rings is the
Aharonov-Bohm (AB) effect. This phase coherent transport effect, based on
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Figure 2.1: GaAs/AlGaAs based Quantum ring. (a)Atomic force mi-
crograph of a quantum ring. The bright oxide lines separate the conducting
ring channel (solid red line with arrow) from the in-plane gates, VG#. The
ring is connected the source (S) and drain (D) via two quantum point con-
tacts that can be tuned by gates 1, 3, 4 and 5. The plunger gates 2 and 5 give
control over the ring size and its channel width. (b) Schematic representation
of a quantum ring with a flux through the center and the two different phases
accumulated in both arms of the ring, leading to a phase difference ∆φD at the
drain that is periodic with the number of flux quanta penetrating the entire
ring.
the particle-wave duality, is typical for quantum rings and therefore ideal to
demonstrate that our lithographically defined samples are real quantum rings.
Figure 2.2 shows the AB-oscillations in our four samples, which are explained
schematically in Fig. 2.1b. An electron entering the ring at the source (S) moves
through both of its arms (indicated by the wave packets) and finally interferes
with itself at the drain (D). This interference can be either constructive or
destructive and is fixed by the ring geometry. To influence the phase change
ϕ1 and ϕ2 in each arm of the ring we can apply a magnetic field through the
central area formed between the two ring-arms (indicated by the four vertical
arrows in Fig. 2.1b). The magnetic field or rather the vector potential ~A(~r)
penetrating the area alters the phase of the electrons in the arms of the ring
∆ϕ =
2pie
h
∮
~A(~r) · d~r. (2.1)
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Table 2.2: Quantum ring parameters. Comparison of the lithographically
defined average diameter, dlitho, with an average ring diameter dAB as deduced
from the AB-oscillation period ∆BAB = 4φ0/pid2AB . The period of the high
field oscillations, ∆BHF = φ0/pidw is modeled with a flux-penetrating area
of a conducting ring with a diameter d = dAB and width w. The values for
∆BHF of sample 1, 2 and 4 span the possible regions of gate voltages where
we were able to observe high field oscillations (see Fig. 2.4b).
# dlitho wlitho ∆BAB dAB ∆BHF w
1 250 200 80 260 104 51
158 33
2 300 200 60 300 163 27
185 24
3 250 200 100 230 126 42
4 800 240 8 810 53 31
60 27
Applying Stokes’ theorem leads to
∆ϕ =
2pie
h
φ, (2.2)
with φ =
∫
S
~B · d~S the magnetic flux penetrating the ring area S. The phase
difference ∆ϕ, accumulated between the two paths of the ring, alternates from 0
to 2pi, with each flux quantum φ0 = h/e penetrating the ring. These alternating
phases with varying magnetic field will lead to either constructive or destructive
interference at the exit of the ring, or high and low conductance respectively.
The oscillations in the magneto-conductance, which thereby arise have a period
of
∆B = φ0/S (2.3)
with S = 14pid
2
AB the area in-between the current paths, where dAB is its average
diameter.
From the measured oscillation periods in Fig. 2.2 we can deduce average ring
diameters dAB which indeed agree reasonably with the lithographically defined
dimensions (see Table 2.2). The presence of AB-oscillations in our quantum
rings proves that electron waves can move coherently through the ring. Part
of the phase information is lost however, by inelastic scattering events inside
the ring and in the QPCs, leading to an oscillation amplitude which is smaller
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Figure 2.2: Aharonov-Bohm oscillations. Typical measurements of the
Aharonov-Bohm oscillations for four quantum rings fabricated on different
samples (T < 100 mK). The periods of the oscillations, 80 mT (dashed blue,
sample 1), 60 mT (dotted red, sample 2), 100 mT (dash-dotted black, sample
3), and 8 mT (solid green, sample 4), correspond to electronic diameters dAB
which are in reasonable agreement with the lithographically defined ring di-
ameters d (see Table 2.2). The fast oscillations at higher magnetic fields are
1/B-periodic Shubnikov-de-Haas oscillations.
than e2/h. Indeed, for the largest ring (sample 4), nearly all phase coherence
is destroyed and only weak AB-oscillations remain visible.
In the biggest ring we also observe three increased resistance peaks around
B = 0.3 T (solid green line in Fig. 2.2), which correspond to focused ballistic
transport. The first peak comes from electrons on a cyclotron orbit having
exactly the ring radius and thereby being focused from entrance to exit, leading
to an increased conduction. The second and third peak are respectively due
to once and twice scattering of smaller cyclotron orbits in the ring before they
ballistically exit the ring. In between we have a low conductance due to a
mismatch between the cyclotron orbits and the ring size and electrons are not
focused out of the exit.
At the highest magnetic fields in Fig. 2.2, 1/B-dependent Shubnikov-de-
Haas oscillations appear superimposed on the AB-oscillations, and finally the
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AB-oscillations disappear completely.3, 5 This disappearance of the AB-effect
in an open ring was explained as a transition from one-dimensional conductance
to edge state transport (see next section), consequently destroying the closed
conductance path and thereby the possibility of interference.5
2.4 Transport in an open quantum ring
In the quantum Hall regime, transport can be described by edge channels.18
The edge channels are a direct consequence of the applied magnetic field. In
the classical picture, electrons in a two-dimensional electron system (2DES) in
the presence of a magnetic field move on circular orbits or cyclotron orbits.
The radius of these orbits is determined by the Lorentz force. In the center of a
2DES, electrons move on closed orbits and do not contribute to transport. On
the edges, however, electrons are scattered and move on so-called skipping orbits
along the edges of the sample. Transport is now determined by the electrons
moving along the edge, the edge channels. In the quantum mechanical analog
these edge channels are described by a set of states, one per Landau level,
extended along the edge of the sample. Each of these states contributes e2/h to
the conduction. The number of edge channels present depends on the number
of filled Landau levels (filling factor), which depends on the magnetic field
strength.
In a quantum ring we can nicely visualize this when we make a voltage
sweep of all the in-plane gates at a constant magnetic field (see Fig. 2.3a). At
this field a fixed number of Landau levels is filled, which leads to a defined
number of edge channels present in the two-dimensional system, in this case
the source and drain of the ring. Applying a positive voltage to the in-plane
gates opens the ring. When the channel width of the ring is wide enough for one
state to enter, the conductance through the ring will increase to e2/h. Raising
the in-plane gate voltage allows for more edge channels to pass through it, with
a maximum of the number of edge channels limited by the applied magnetic
field. For example in Fig. 2.3a at B = 12 T only one edge channel is present and
increasing the gate voltage will only increase the conductance to one times e2/h
and remain constant thereafter. For lower magnetic fields more edge channels
are present and higher multiples of e2/h can be reached by increasing the gate
voltage and opening the quantum ring further.
Besides changing the gate voltage at constant B, the number of edge chan-
nels passing through the quantum ring can also be tuned by varying the mag-
netic field in an open ring. With increasing field the filling factor decreases and
less Landau levels are present in the system. Figure 2.3b shows the conductance
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Figure 2.3: Edge channel transport. (a) Low temperature (T = 50 mK)
conduction of a quantum ring as a function of in-plane gate voltage at constant
magnetic field. By applying a gate voltage the width of the ring and thereby
its conducting channels can be tuned. By increasing its width, each time
an additional quantum Hall edge channel fits into the ring, the conduction
increases by e2/h, with a maximum of the number of edge channels available
at a particular magnetic field. (b) Conduction through an open VG = 0.20 V
quantum ring and an almost closed VG = −0.05 V quantum ring as a function
of magnetic field. The conduction through the open ring shows plateaus at
integer Landau level filling which are nolonger reached in the almost closed
ring due to size constrictions. At the particular gate voltage of VG = 0.20 V a
maximum of four edge channels fit into the ring, attained at 2˜ T. The insets
show an illustration the edge channel transport at filling factors 1 and 2 for
the open ring.
as a function of magnetic field for an ’open’ quantum ring, VG = 0.2 V. Clearly
visible are the plateaus at multiples of e2/h when one or more edge channels
pas through the ring. For the higher filling factors (low magnetic field) size con-
strictions of the ring start to play a role and the corresponding integer values of
e2/h are no longer reached. Higher in-plane gate voltages would open the ring
further, yet are in this ring practically limited by the break-through voltage
(see section 1.6) of the barriers that form the ring. The insets in Fig. 2.3b show
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the edge channel picture for a quantum ring at filling factor ν = 1 and 2 where
there are respectively one and two edge channels present. Note that inside the
ring there are also edge channels propagating along the edge of the center dot,
in the case of an open ring however these do not play a role in the transport
properties.
By decreasing the in-plane gate voltages we can go from an ’open’ quantum
ring to a ring which is weakly coupled through the QPCs with the source and
drain. In this regime we have partly transmitted edge channels. Consequently
also the low multiples of e2/h in the conductance are no longer reached, as is
shown in Fig. 2.3b by the dotted line recorded at VG = −0.05 V. In the next
section we will show that this regime of partly transmitted edge channels leads
to some interesting new phenomena in the conductance through quantum rings.
2.5 High field quantum oscillations
By carefully tuning the in-plane gate voltages we can induce an additional type
of field periodic oscillations to appear in high magnetic fields. Subsequently we
will refer to these as high-field oscillations. Figure 2.4a shows an intermediate
regime for sample 1. The voltages on the two gates (inset Fig. 2.4a) is tuned
in such a way that both the AB-oscillations and the high field oscillations are
visible in one magnetic field sweep. For this sample, AB-oscillations are visible
up to about 0.3 T, and high field oscillations appear above approximately 1.4
T, with a period which is considerably larger than that of the low field AB-
oscillations. These oscillations persist with a constant period in the entire
quantum Hall regime, in particular also when only the lowest Landau level is
occupied (ν < 1). This makes them crucially different from oscillations observed
in quantum dots11, 12 that are caused by the redistribution of electrons between
different levels inside a nanostructure. They are only periodic in the regime 1 <
ν < 2, for higher filling factors they become more and more irregular. Moreover,
such oscillations caused by magnetic depopulation of individual Landau levels
disappear when only one Landau level is filled which is not the case for the
high-field oscillations we observe.
The difference between these high field oscillations and the traditional AB-
type oscillations is elucidated further in Fig. 2.4b where we show the evolution
of the two oscillation periods for sample 1 (see Table 2.2) as a function of gate
voltage. At high voltages, the ring is open and AB-oscillations with a period
of 80 mT (red circles) appear at low magnetic fields (right inset). Lowering
the gate voltage squeezes the ring, effectively pinching off the ring (dashed
red area center inset). This squeezing has no effect on the period of the AB-
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Figure 2.4: Magneto-oscillations as a function of in-plane gate volt-
age. (a) Quantum oscillations in an intermediate regime where the gate volt-
age (VG = 95 mV on both gates) is tuned such that that both the AB oscilla-
tions (B < 0.4 T) and the high field oscillations (B > 1.4 T) are visible in one
field sweep. The 1/B-periodic oscillations starting around B = 0.4 T (indi-
cated by the vertical gray lines) are due the Shubnikov-de-Haas oscillations in
the leads. The inset shows an AFM micrograph of the devices. (b) Period of
the AB-oscillations (red circles) and the high field oscillations (blue squares)
as a function of gate voltage (the lines are a guide to the eye). At high gate
voltages the ring is open and AB-oscillations with a period of ∆B = 80 mT
are visible. The right inset sketches an open conducting channel through the
ring at high gate voltages (red line) and the flux-penetrating area (red dashed)
responsible for AB-oscillations with a period of ∆B = 80 mT. When the gate
voltage is lowered, oscillations with a period ∆B > 100 mT start to appear in
high magnetic fields. This period corresponds to a flux-penetrating area given
by the conducting parts of the ring (blue dashed, middle insert). This area
shrinks further with decreasing gate voltages (right insert) which leads to an
increase in the related period. For the lowest gate voltages (VG < 0 V), the
blue area is pinched off totally and the oscillations disappear.
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oscillations, only reducing their amplitude until they completely disappear. In
this transition region, 80 mV < VG < 120 mV, the high field oscillations, with
a larger period, start to appear above B ≈ 1.5 T (filling factor ν < 8). For the
lowest gate voltages (VG < 80 mV), AB-oscillations are no longer visible and
only the high field oscillations survive. Finally, the ring is completely pinched
off and all oscillations disappear.
Figure 2.5a shows that the high field oscillations persist over the entire
quantum Hall regime, deep into the quantum limit when only the lowest Landau
level is occupied (ν < 1). The period of the oscillations shows no significant
change with magnetic field and can only be tuned by the applied in-plane gate
voltages. These observations rule out the possibility that the oscillations are due
to magnetic depopulation of Landau levels as observed in quantum dots.11, 12
The amplitude of the oscillations does display a magnetic field dependence as
can be seen in Fig. 2.5b for the oscillations presented in Fig. 2.5a. They show a
strong reduction with increasing field and tend to be oscillating with the filling
factor.
We were able to observe B-periodic oscillations in high magnetic fields in the
three other samples, and our results are shown in Fig. 2.6. The oscillations are
periodic in B, thus in the flux penetrating a specific area. Their significantly
larger period is governed by a flux-penetrated area which is considerably smaller
than the average surface of a circular path around the ring. This effect is most
pronounced for the largest ring where the corresponding period is enlarged by
nearly an order of magnitude. Evidently, the observed periods do no longer
fit with the number of flux quanta penetrating the average area inside a ring.
Instead, we find that experimentally the period is given by the number of flux
quanta penetrating the conducting ring-shaped gray areas as sketched in the
right panels of Fig. 2.6:
∆BHF =
φ0
pidw
, (2.4)
were d is the diameter and w the width of the ring.
The results for all samples are summarized in Table 2.2 where the ring
widths w, as estimated from ∆BHF , are listed. The widths, 25-50 nm, are
indeed in reasonable agreement with the lithographic width when edge depletion
around 50-100 nm is taken into account.13, 14 The ring width can be reduced
by applying a more negative in-plane gate voltage which indeed leads to an
increase in the observed high-field oscillation period (see Fig. 2.4b).
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Figure 2.5: High field quantum oscillations. (a) Typical measurement
of the high field quantum oscillations for two in-plane gate voltages, VG =
−165 mV (black) and VG = −170 mV (gray) showing they persist over the
entire quantum Hall regime with no change in their oscillation period. The
inset shows a zoom around filling factor ν = 1. (b) The oscillation amplitude
for the conductance oscillations presented in (a).
2.6 Flux-periodic modulation model
In this section we will show that the oscillations periodic with the number of
flux quanta penetrating the conducting area of a quantum ring can be explained
by the discreteness of the electronic states when Coulomb interaction induces
a modulation of its electronic size. For simplicity, we model our ring by a
two-dimensional strip with length Ly = pid, using periodic boundary conditions
in the (azimuthal) y-direction. The confinement in the (radial) x-direction is
described by a parabolic potential
V (x) =
1
2
mω20x
2. (2.5)
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Figure 2.6: High field quantum oscillations for samples 2, 3 and 4.
The oscillation periods ∆BHF are compared to the corresponding AB-periods
in the parentheses (Fig. 2.2). The arrows indicate the filling factor ν at a
particular point. G0 is the conductance of the ring at zero magnetic field
at the measured gate-voltage setting showing that the point contacts to the
ring were semi open (i.e. far away from the Coulomb blockade regime). The
right panels show atomic force micrographs of the structures; the gray areas
represent the conducting part of the ring.
The eigenenergies of such a model system in a quantizing magnetic field are:
En,ky = (n+
1
2
)~ω +
~2k2y
2m∗
ω20
ω2
, (2.6)
with n = 0, 1, 2, . . . the Landau-level index and ω2 = ω20 +ω
2
c , ωc = eB/m
∗ is
the cyclotron frequency and m∗ = 0.067me is the effective mass of the electrons.
The discrete energies of these Landau orbits originate from Landau levels char-
acterized by a Landau level index n and the quantization of the wave vector
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ky = 2pik/Ly with k = ±1, ±2, . . . caused by the periodic boundary conditions
in the (azimuthal) y-direction. In a magnetic field, the ky-coordinate couples to
the real-space coordinate x via the Landau gauge, leading to a spatial energy
dispersion for each Landau level
En(xk) = (n+
1
2
)~ω +
1
2
m
ω20ω
2
c
ω2
x2k, (2.7)
with Landau orbits centred at
xk = kyl2B =
2pik
Ly
l2B, (2.8)
where lB =
√
h/eB is the magnetic length. Without electron-electron interac-
tion, the electrons will fill the lowest lying states (Fig. 2.7, left insert) and the
electronic width of our model strip is
Lx =
2pi(N − 1)l2B
Ly
, (2.9)
where N is the number of electrons in the ring. However, when including
Coulomb interaction it becomes energetically favorable to increase the electronic
width of the ring by occupying energetically higher lying states. The increase of
the single-particle energy is compensated by a reduction of the charging energy
(Fig. 2.7, center inset). For larger inter-electronic distances the single-particle
energy will dominate the total energy (Fig. 2.7, right inset).
The total energy Etot of the strip is the sum of the single-particle energy,
Ekin, and the charging energy, EC . In the limit of high magnetic fields where
ωc  ω0 and only one (n = 0) Landau level is occupied, Ekin for a strip
with an electronic width Lx containing N electrons can easily be estimated by
integrating equation (2.7) with a constant density ρ(x) = N/(LxLy) giving:
Ekin = Ly
Lx/2∫
−Lx/2
E0(x)ρ(x)dx ∝ L2x (2.10)
Here and in the following we omit a constant offset of the Landau energy which
does not depend on the size of the system.
The charging energy, Ec = e2/2C, is determined by the capacitance C of
the ring to its environment. Most generally, C is decreasing with decreasing
size Lx. Neglecting the capacitances between ring and electrodes/gates,19 we
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Figure 2.7: Total energy as a function of size in a model quantum
ring. Sketch of the total energy Etot (solid blue line) as a function of the ring
size. Etot is governed by the competition between the single particle kinetic
energy Ekin ∝ L2x (black dashed) and the Coulomb energy EC ∝ L−1x (red
dotted). When all electrons are in the lowest energetic states (left inset), the
Coulomb repulsion will dominate the total energy of the system. Allowing the
electrons to distribute over higher energy states reduces the total energy as
the Coulomb repulsion is reduced until the minimal energy configuration is
reached at the equilibrium size L0 (center inset). For larger inter-electronic
distances, the single particle energy dominates the total energy (left inset).
can illustratively approximate C by the ring’s self-capacitance only, C ∝ Lx
and its total energy is:
Etot(Lx) = αL2x + βL
−1
x (2.11)
where α and β are numeric constants depending on the details of the confine-
ment and the magnitude of the Coulomb interaction. The system minimizes its
total energy by adopting an ideal width L0 = (β/2α)1/3 (see Fig. 2.7). Please
note that the existence of an ideal width L0 does not rely on the simplified
illustrative functional dependence of the total energy as given in Eq. 2.11. In
general terms the single particle energy will always increase with the size of the
system and the Coulomb energy will decrease, leading to an optimal size L0
with a minimum total energy.
The discreteness of allowed center-of-mass coordinates in the x-direction,
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however, implies that only discrete electronic widths LM are possible, with
LM = ∆kyl2B =
2piM
Ly
l2B, (2.12)
M ≥ N−1 is an integer number. For each of these given widths, the dependence
of the total energy on the magnetic field will then be
EMtot(B) =
αφ20
L2y
(
M2
B2
+ 2(
L0Ly
φ0
)
B
M
). (2.13)
EMtot are plotted in Fig. 2.8a for M = 67 . . . 80 for a ring with width L0 = 30 nm
and a circumference Ly = pid = 1 µm. These values are chosen to match the
experimentally observed length scales in samples 1-3.
For a given magnetic field, the system minimizes its total energy by choosing
an appropriate discrete width LM as close as possible to L0. This leads to a
magnetic-field periodic oscillation of both the total energy (red line in Fig. 2.8a)
and the electronic width of the ring (Fig. 2.8b). The oscillation period can be
calculated from the distance of two minima in EMtot(B) and E
M+1
tot (B):
∆B = φ0/(L0Ly), (2.14)
which is solely determined by the number of flux quanta penetrating the area
between the perimeters of the ring. In particular, it depends neither depend
on the strength and the form of the confinement, nor on the magnitude of the
Coulomb interaction, nor on the electron density.
Weakly connecting such a ring, with a breathing width (see inset Fig. 2.8c),
to source and drain will inevitably influence its coupling to these electrodes,
inducing an oscillation in the conductance of the ring with the same period.
These magneto-conductance oscillations are indeed the oscillations which we
observed in the previous section.
More generally, our model calculations show that we can use the discretiza-
tion of Landau orbits in high magnetic fields to measure the penetration of
individual flux quanta into a nanostructure, an effect which is fundamentally
different from the traditional AB effect, relying on phase coherent transport.
As depicted in Fig. 2.8c, the nanostructure tries to conserve the number of flux
quanta penetrating its conducting area by reducing its size (Fig. 2.8b). At the
same time it tries to avoid occupying higher energy states. Eventually, a new
configuration with exactly one more flux quantum is energetically favorable and
an additional integer flux quantum penetrates into the conducting area of the
ring by means of an abrupt size-change. Of course the high-field oscillations are
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Figure 2.8: Modelled flux-quantized oscillations. (a) The total energy
of a model ring with width L0 = 30 nm and circumference Ly = pid = 1 µm,
filled with 50 electrons for M = 67 . . . 80. The red line depicts the minimal
energy as a function of magnetic field leading to oscillations in the energy
with a period ∆B = φ0/(L0Ly). (c) Electronic width of the ring (red line)
oscillating around its ideal width L0 (blue line) with the same frequency. The
actual ring size follows possible widths LM (diagonal lines) as close as possible
to L0. (d) Quantized flux penetration into the conducting area of our model
ring. Magnetic flux quanta enter the ring one by one whenever it adapts its
size abruptly from LM to LM+1. The inset shows a schematic representation
of the breathing ring size around its ideal width L0.
still sensitive to thermal smearing of the individual energies and disappear as
soon as the temperature exceeds the oscillatory contribution to the total energy
in Fig. 2.8a.
The addition of fluxes in the ring can nicely be illustrated from the exper-
imental data if we count the oscillation peaks and plot them as a function of
their position (see Fig. 2.9). With each peak an additional flux-quantum enters
the conducting area of the ring. Depending on the size of this area, or ring-size,
less magnetic field is needed, by equation (2.4), to let the same amount of flux
penetrate, noticeable by the steeper slopes with increasing ring-size. For com-
parison we also plotted the number of flux-quanta penetrating the central area
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Figure 2.9: Flux-’charging’ in quantum rings Number of flux-quanta
penetrating the ring for different ring-sizes over a part of the total magnetic
field range. The black squares and triangles represent the high field oscillations
in sample 1 for two different in-plane gate voltages. The gray squares presents
the data from sample 4. The low field region shows the flux penetrating the
central area of the two samples measured with the AB-effect. Black for sample
1 and gray for sample 4.
in the AB-effect for the same rings. In contrast to the high field oscillations
these AB-oscillations do depend on phase coherent transport along the arms
of the ring. In section 2.3 we saw that the oscillation period scales with the
number of flux-quanta penetrating the inside area of the ring. Counting the
oscillation peaks and plotting them as a function of their position therefore
gives similar graphs and presents phase-coherent flux-counting.
Our admittedly simple model only considers single-particle states. In a real
many-body treatment one would have to minimize the total energy of a linear
combination of all possible single particle occupations. Still, the fact that the
size of the ring (i.e. the position of the outermost Landau orbit) oscillates
periodically with the number of flux quanta penetrating the structure remains
the same.
2.7 Conclusions
In conclusion, we have presented high-field quantum-oscillations in the magneto-
conductance of quantum rings which are periodic with the number of flux
quanta penetrating the conducting area. These oscillations are a many-body
effect caused by the interplay between the spatial discretisation of their centre-
of-orbit coordinates and Coulomb repulsion. Our model calculations and exper-
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imental data show that this effect can be used to detect individual flux-quanta
in mesoscopic structures without relying on phase-coherent transport.
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Chapter 3
Graphene
Abstract
Graphene, is a one atom thick two-dimensional sheet of carbon
atoms with a shape resembling the atomic-scale variant of chicken
wire. Its honeycomb lattice and two-dimensionality lead to inter-
esting new physics. A prominent example is the linear dispersion
relation between the energy and wavevector leading to an exotic
behavior of the charge carriers.
In graphene, charge carriers behave as relativistic particles, which,
together with the symmetry properties of graphene, can be de-
scribed as massless chiral Dirac-fermions, similar to e.g. neutrinos
or anti-neutrinos. These properties of the charge carriers open the
possibility to study quantum electro-dynamics in a solid state ma-
terial. A branch of physics which was previously solely reserved for
high energy physics.
A direct consequence of the relativistic bandstructure in graphene is
a new type of quantum Hall effect, where plateaus appear at half -
integer filling factors. The main focus of this chapter will be on
these magneto-transport properties in a graphene sheet, as this will
be the prominent subject in remainder of this thesis. As a general
back ground, the first part of this chapter describes the history,
basic theory and device properties of a graphene flake.
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3.1 Introduction
Carbon is one of the most versatile building blocks in nature. Due to its large
variety in electronic bonds it forms the basis for organic chemistry and finally for
all complex entities in life. In its pure form, carbon appears in a large variety
of shapes and dimensions, ranging from zero-dimensional fullerenes such as
the buckyball,1 to one-dimensional carbon nanotubes2 and three-dimensional
graphite or diamond, see Fig. 3.1. From all its shapes the latter is probably
the most desirable to the layman, yet most interesting to the physicist are
the lower-dimensional allotropes. In particular, carbons recently isolated two-
dimensional form, graphene, is currently a hot subject. In this chapter I will
shortly describe the history behind this ’new’ material and go into some details
regarding its properties.
a b
c d
Figure 3.1: Carbon allotropes. Carbon structures occur in a variety of
shapes and dimensionalities such as (a) zero-dimensional buckyballs, (b) one-
dimensional carbon nanotubes, (c) three-dimensional graphite consisting of
two-dimensional graphene layers or (d) three-dimensional diamond.
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3.2 Brief historical background
Graphene is the purely two-dimensional form of carbon and was not thought
to exist in its freestanding form till its discovery in 20043, 4 by a research group
in Manchester by Dr. Kostya Novoselov and Prof. Andre Geim. Although first
located in 2004, the first man made graphene flake probably dates back to the
stone age, when the first cave drawings were written with a piece of charcoal.
Finding a single layer of graphite in this ’haystack’ of thicker flakes remained,
however, impossible for the next ten thousand years.
Theoretically, it was P.R. Wallace5 who first published a paper on graphene
in 1947. He calculated the bandstructure of graphene and showed its unusual
semi-metallic behavior. The years thereafter graphene received a great deal
of attention as a theoretical building block for more complex carbon struc-
tures such as graphite, and later carbon nanotubes and fullerenes. However
graphene itself, as a physical object, was thought not to exist, as it would
be thermodynamically unstable.6, 7 At finite temperatures, thermal fluctua-
tions would lead to atomic displacements larger than the interatomic distances,
which would destroy any low-dimensional crystal lattice. Experiments, such as
a reduced melting point and segregation of thin films seemed to confirm this
conviction.8, 9
It was not until 2004 that this common perception was shattered with the
discovery of a free standing graphene layer. This two-dimensional atomic crystal
remained stable under ambient conditions and displayed a high crystal qual-
ity.10 Besides the discovery of a free standing 2D-crystal in itself was remark-
able, graphene also displayed unique electronic properties11 which immediately
caught the attention of the physics community, and lead to intensive research
in the years thereafter.
3.3 Making graphene samples
Currently great effort is directed toward finding a reliable technique for pro-
duction of graphene flakes. Research ranging from chemical exfoliation12 of
intercalated graphite to thermal decomposition of SiC13 and epitaxial growth14
is promising, but not yet auspicious with respect to fabricating real devices on
a large scale.
Up to now the most successful way to isolate graphene layers is microme-
chanical exfoliation.3, 4 This simple technique makes use of scotch-tape to peel
off graphene layers from a graphite donor-material, and subsequently deposit
it on e.g. a SiO2 substrate. The donor-material can either be highly ordered
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pyrolytic graphite (HOPG), Kish-graphite, a by-product of the steel-making
process, or natural graphite found in mines (in this research we will only make
use of the latter). All that remains is locating a single layer among the multi-
tude of thicker flakes.
Visualizing graphene
Making monolayers of graphite visible was the main impediment why graphene
was not discovered until 2004. Since it is only one atom thick, it is transparent
for visible light, making it almost impossible to observe with the naked eye. One
can, however, make clever use of optical interference by depositing graphene on
a Si/SiO2 substrate. Together with the substrate, the graphene layer works
as a Farby-Perot interferometer. The thin flakes add an optical path that
changes the interference color with respect to an empty wafer, similar to the
interference pattern on an oil spot. Although small, the contrast between a
blank substrate and one with a single-layer graphene flake is sufficient to discern
with the remarkable resolving power of the human eye.15
Devices
Once located, the graphene sheets are processed into the desired shape by stan-
dard e-beam lithography. Subsequently, titanium/gold contacts are evaporated
to make electrical contact to the graphene monolayer. The result is a graphene
ambipolar field effect transistor (A-FET), see Fig. 3.2a. The highly doped Si
in the Si/SiO2 substrate can be used as a back-gate to induce charge carriers
in the graphene sheet in concentrations
n = αV, (3.1)
where the coefficient α = 0r/ed ≈ 7.2 · 1014 m−2V−2 for a silicon substrate
with a d = 300 nm thick SiO2 dielectric layer with a permittivity r = 3.9. In
this way concentrations up to 1017 m−2 can be induced before break-through
of the dielectric occurs, for both electrons and holes depending on the sign of
the back-gate voltage.
The resistance of a graphene A-FET as a function of the applied gate volt-
age, VG, or induced carrier concentration, n, follows the behavior as shown in
Fig. 3.2b. With increasing charge carrier concentration, either holes (left) or
electrons (right), the resistivity of the graphene sheet drops strongly. At zero
concentration, the so-called charge neutrality point (CNP), the resistance dis-
plays a finite maximum value, and does not diverge as one would expect when
there are no charge carriers present.
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Figure 3.2: Graphene ambipolar field effect transistor. (a) Schematic
illustration of a graphene ambipolar field effect transistor. The graphene flake
lies on top of a Si/SiO2 substrate and is connected by gold contacts. (b) By
applying a voltage between the Si-gate and the graphene either electrons or
holes can be induced in it and the resistivity of the sheet drops (T = 4.2 K).
At zero charge carrier concentration the resistivity remains finite at a value of
h/4e2 ≈ 6.5 kΩ.
Interestingly, in pristine graphene A-FETs this resistance maximum displays
an experimental value around h/4e2.11 Possible explanations for this maximum
value are suggested to be found in graphenes rippled surface or in nearby ionized
impurities in the SiO2 substrate. Both can lead to electron/hole-puddles giving
a finite resistance at the CNP.17 Theoretically this would lead to a maximum
resistivity of hpi/4e2, a factor of pi off with respect to the experimental value,
which has led to the ’mystery of the missing ’pie”.11 The precise origin of the
resistance maximum is, however, still under considerable debate, see e.g. Ref.
14 and references therein.
Annealing
Contaminated graphene A-FETs show that the maximum resistivity at the
CNP depends strongly on the impurities on the graphene sheet. Nevertheless,
a maximum resistivity close to h/4e2 can always be achieved by returning to
a pristine situation by means of annealing. Generally graphene devices are
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Figure 3.3: Improvement of sample quality by annealing. (a) Typical
behavior of the longitudinal resistance during annealing of a graphene device
at 390 K. At the sharp dips in the curve the setup was flushed with Helium. (b)
Position of the charge neutrality peak at Room-temperature prior to annealing
(dotted line) and directly after annealing (solid line) as a function of gate
voltage. (c) Charge carrier mobilities µ for the same curves at T = 1.3 K.
Around zero concentration the mobility diverges due to the failure of the semi-
classical Drude model.
strongly hole doped due to surface impurities on the graphene sheets,18 mainly
in the form of water. As a consequence, the charge neutrality point is situated
at positive back-gate voltages VG and the quality of the graphene devices is
strongly reduced. This deterioration in quality can be shown by looking at the
device mobility, which is deduced from the semi-classical Drude model:
µ =
1
neρ
, (3.2)
where ρ is the resistivity directly deduced from the resistance, ρ = Rxxl/w with
l the length of the sample and w its width. In a typical doped sample we find,
for an impurity doping of 7.0 ·1015 m−2 (charge neutrality point at V = 9.7 V),
a mobility of µ = 4, 700 cm2(Vs)−1 (dashed line in Fig. 3.3b and c). This is
an average value over the large density range (|n| & 5 · 1015 m−2), which is
in general a good indication of the sample quality. Around zero concentration
(V = VCNP ) the mobility diverges due to the failure of the Drude model near
the CNP-point in graphene.19
To improve the quality, we anneal our devices in-situ for several hours at
390 K under vacuum conditions prior to any experiment. Figure. 3.3a shows
the resistance of a graphene sheet during the annealing process. The resistance
increases as the impurities (donor atoms) are removed from the sample surface.
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When most of the impurities are removed, a pristine undoped situation is at-
tained, with the charge neutrality point at zero gate voltage.11, 20 Figure. 3.3b
displays the shift of the resistance peak around the CNP after annealing (solid
line) with respect to the resistance peak before annealing (dashed line). The
mobility of the sample is typically improved to µ = 10, 000 cm2(Vs)−1 (solid
line in Fig. 3.3c).
Within a certain graphene sample the mobility does not noticeably change
with temperature, suggesting that at T = 300 K it is still limited by impu-
rity scattering. This is also supported by the improved mobility of annealed
samples. Removing impurities from e.g. the SiO2 substrate would therefore
further improve the mobility and values up to 200,000 cm2(Vs)−1 are within
range.21, 22 For comparison the current semiconductor standard, silicon, has a
room temperature mobility of µ = 15, 000 cm2(Vs)−1.
In addition to the enhanced mobility, the improved sample quality can also
be observed in the reduced width of the CNP peak after annealing, see Fig. 3.3b.
The width of the CNP peak is related to the charge inhomogeneity inside the
sample.21 Better homogeneity leads to higher quality and therefore a narrower
CNP-peak.
3.4 Theory
In the next section I will give a short theoretical introduction to the physics
in a pencil trace. Although by far not complete it will cover the basic theory
describing some of the peculiar phenomena observed in a single layer of carbon
atoms. For a more elaborate coverage I suggest Ref. 14 to the more interested
reader.
3.4.1 Quantum electrodynamics in carbon
Graphene is a two-dimensional lattice of carbon atoms arranged in a honeycomb
lattice as shown in Fig. 3.4a. Three of the four valence electrons in carbon
form tight bonds in the graphene plane. The 2s-electron and two 2p-electrons
hybridize to form a sp2-bond with each of their three nearest neighbors giving
graphene its planar strength. The fourth electron is in the 2pz-state directed
out of the plane, and forms the much weaker bonds between graphene layers in
its 3D graphite allotrope. The real two-dimensionality of graphene make it a
valuable acquisition to the collection of two-dimensional systems (2DESs).
The hexagonal lattice of graphene can be described by two triagonal lattices
with either atom A or atom B in its unit cell (see Fig. 3.4a). These two
independent lattices lead to the formation of two types of energy bands which
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a b
A B
a
Figure 3.4: Electronic properties of graphene. (a) Illustration of a sheet
of carbon atoms arranged in a honeycomb lattice. This hexagonal lattice can
be described by two triangular sublattices with either atoms A (red) or atoms
B (green) in its unit cell. (b) The bandstructure of graphene calculated in the
tight binding approach with a zoom of one of the Dirac-points showing the
conical energy dispersion near the Fermi-energy.
intersect on the edges of the Brillouin zone in the high-symmetry points, the
so-called K and K ′ points or ’Dirac’-points. To describe the energy bands
more quantatively we can use a tight binding approach5 which results in a
bandstructure given by
E(kx, ky) = ±γ0
√
1 + 4 cos2(
kya
2
) + cos(
kya
2
) cos(
√
3kxa
2
). (3.3)
Here γ0 ≈ 3.2 eV is the nearest neighbor interaction and a the magnitude
of the lattice vectors, a =
√
3a′ with a′ = 1.42 A˚ the carbon-carbon bond
length. The plus sign in front of equation (3.3) refers to the conduction band
and the minus sign to the valence band, both are illustrated in Fig. 3.4c. The
conduction and valence band meet at six points in k-space, three K-points and
three K ′-points. The energy spectrum around these points exhibits a conical
dispersion described by
E = ~cq = ~c(k−K), (3.4)
where K is the wave vector at the Dirac-points and c =
√
3γ0a
2~ ≈ 106m/s the
k-independent Fermi velocity, which will be deduced in section 3.4.2. This
linear relation between the energy and momentum shows that the particles in
graphene behave as if they were massless relativistic particles with a constant
electron velocity independent of momentum, much like photons with a constant
speed of light.
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Figure 3.5: Concentration dependent conductivity. Four-point conduc-
tivity in graphene as a function of charge carrier concentration (bottom-axis)
and gate voltage (top-axis). The insets show the the change in Fermi-energy
position EF in the conical energy dispersion. At negative Fermi-energies holes
are induced in graphene and the conductivity increases. The same thing hap-
pens when electrons are induced at positive Fermi-energies.
Although a linear dispersion relation somewhere in the total bandstructure
is not unique, linear energy bands crossing at the Fermi-energy are. In pristine
graphene the Fermi-energy lies exactly at the crossing of the two energy cones
(see Fig. 3.5). Lowering the Fermi-energy below the crossing point (left inset
Fig. 3.5) leads to unoccupied states that behave as positively charged massless
holes, the condensed-matter equivalent of massless positrons. The conduction
is now governed by holes. Increasing the Fermi-energy to values above the
band-crossing (right inset Fig. 3.5) leads to conduction by negatively charged
massless electrons.
Due to their relativistic nature, the charge carriers in graphene are better
described by the 2D-Dirac equation than by two separate Schro¨dinger-equations
for holes and electrons as used for traditional 2DESs. The 2D-Dirac equation
is given by:
±c
(
0 px − ipy
px + ipy 0
)(
ΨA(r)
ΨB(r)
)
= E
(
ΨA(r)
ΨB(r)
)
, (3.5)
where p is the particle momentum and ΨA(r) and ΨB(r) describe the carrier
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wavefunctions on the A and B sites of the honeycomb lattice.5, 23, 24 The in-
dexes A and B pose an additional degree of freedom in graphene, similar to the
spin-index (up and down) in quantum mechanics.
This additional degree of freedom, the so-called pseudo-spin, originates from
the band-crossing of the energy bands from the two sublattices A and B. An
electron with energy E moving in positive direction comes from the same band
as a hole with energy −E traveling in the opposite direction. Both therefore
have the same pseudospin, which is parallel to the momentum for electrons and
antiparallel for holes. Introducing chirality25 as the projection of the pseudospin
on the direction of motion, leads to positive chirality for electrons and negative
chirality for holes in one branch and vice versa for the other branch. This
additional degree of freedom for the charge carriers plays an important role in
e.g. the magneto-transport properties covered in the next section.
3.4.2 Graphene in a magnetic field
Magnetic fields are an excellent tool to study the physical properties of new
systems. It introduces new energy scales making it possible to examine only
certain aspects of the system. In this section I will look at the influence of a
magnetic field on graphene. I will show that the relativistic properties of the
charge carriers in graphene become particularly clear at high magnetic field.
The quantum Hall effect
In general, in the presence of a magnetic field, charge carriers in a 2DES ex-
perience a Lorentz force perpendicular to their direction of motion and the
magnetic field direction. In the classical situation this leads to an accumulation
of charge carriers at the edges along the sample, resulting in a Hall voltage
across the edges perpendicular to the direction of motion of the charge carriers.
The excess of charge leads to an electric field that counteracts the Lorentz force
and gives an equilibrium situation in which the remaining charges feel no nett
force except for the one in the direction of motion. By increasing the magnetic
field, the Hall voltage increases linearly, leading to the so-called classical Hall
effect.
In 1980 Klaus von Klitzing discovered that at low temperatures the Hall
voltage in a 2DES deviated from this linear behavior. He showed that the Hall
voltage VH , or directly related Hall conductivity σxy = I/VH with I the current,
increased stepwise with steps in the conductivity that are precisely quantized
to e2/h, the so-called quantum Hall effect.
The quantized plateaus that he found originate from a change in the density
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of states from constant with energy to a spectrum of quantized energy levels.
Due to the applied magnetic field, charge carriers start to move on closed cy-
clotron orbits, similar to the classical situation. In the quantum mechanical
situation, however, the circumference of the cyclotron orbits can only contain
an integer number of wavelengths. As a consequence their kinetic energy is
quantized, which leads to a discrete set of allowed energy states, so called Lan-
dau levels.
In conventional two-dimensional semiconductors the Landau level quantiza-
tion of their parabolic dispersion relation leads by the Schro¨dinger equation to
an equidistant ladder of energy levels (see Fig. 3.6a) given by
EN = (N +
1
2
)
~eB
m∗
, (3.6)
with m∗ the effective mass and N the Landau level index. Each of the N energy
levels can contain a number of quantum mechanical states. Meaning that each
level has a degeneracy of
nL =
geB
h
, (3.7)
where g represents the spin or valley degeneracy, e.g. g = 2 in a AlGaAs-
heterostructure or g = 4 in a Si-MOSFET. In practice not all states will be in
infinitely sharp Landau levels and scattering on e.g. impurities will lead to a
spectrum of broadened levels (see Fig. 3.6a). The allowed states in these levels
can be divided in two groups, localized states and extended states. The ex-
tended states occupy the core of the broadened Landau levels and the localized
states are spread out in between two adjacent levels. Only the extended states
contribute to the current and are therefore responsible for the change in the
Hall resistance. The localized states do not contribute to the current and a
change in their occupation gives no change in the resistance and leads to the
quantum Hall plateaus.
When the magnetic field is increased the number of available states in a
Landau level increases according to equation (3.7). Since the carrier concen-
tration is fixed this means that the higher Landau levels start to depopulate
due to the increasing number of states available in the lower levels. When the
extended states in the center of the higher Landau levels are depopulated we
observe a change in the Hall conductivity from one plateau to the next. When
subsequently the localized states in-between the Landau levels are depopulated
the Hall conduction shows a plateau as these localized states do not give a con-
tribution to the conductivity. Experimentally it is found that the values of the
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Figure 3.6: Landau level structure. (a) In a magnetic field the density
of states in a conventional two-dimensional electron system, such as AlGaAs,
splits up into an equidistant ladder of Landau levels. Between the electrons
and holes is the gap between the conduction and valence band of the system,
which is much larger than the Landau splitting. In the labeling e stands for
electron, h for hole and N denotes the Landau level index. (b) In a magnetic
field a linear density of states splits up into Landau levels according to the
Dirac equation (left). Due to the chirality of the charge carriers in graphene
(denoted by the ± sign in the labels) the sequence of levels is changed and a
peculiar zeroth Landau level arises at zero energy (right). This level is shared
equally between electrons and holes of opposite chirality.
Hall-conductivity plateaus in σxy are solely determined by natural constants:
σxy = i
ge2
h
, (3.8)
with i an integer number denoting the number of filled Landau levels. This is
the basic principle behind the integer -quantum Hall effect in traditional semi-
conductors.
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The quantum Hall effect in graphene
Graphene is also a two-dimensional electron system and a quantum Hall effect
is therefore expected in this material. Interestingly, however, the Hall plateaus
in graphene are quantized to
σxy = (i+
1
2
)
ge2
h
, (3.9)
with a degeneracy factor g = 4, 2 from the spin and 2 from the chirality of the
charge carriers.
This new type of half-integer quantum Hall effect27, 28 became the´ ’smok-
ing gun’ for single layer graphene. The origin of this half-integer quantum Hall
effect lies in the unusual Landau level spectrum of the chiral, massless Dirac
fermions. In graphene the Landau quantization follows Dirac’s equation, in
contrast to traditional two-dimensional systems that obey Schro¨dingers equa-
tion. In the presence of a magnetic field we can write Dirac’s equation in the
Landau gauge, p→ p− eA with A = (0, xB, 0), as:
±c
(
0 px − ipy + ixeB
px + ipy − ixeB 0
)(
ΨA(r)
ΨB(r)
)
= E
(
ΨA(r)
ΨB(r)
)
,
(3.10)
where p is the particle momentum and x its position. Solving this equation for
graphenes linear dispersion leads to a ladder of states following
EN = ±
√
2c~eB(N + 1/2± 1/2). (3.11)
with N = 0, ±1, ±2, . . . the Landau level index (see Fig. 3.6b right). The
first ± sign refers to electrons with positive energies and holes with negative
energies, respectively. The ±1/2 term originates from the chirality of the charge
carriers and leads to a peculiar level at zero energy (see Fig. 3.6b), which is
shared equally between electrons and holes of opposite chirality. Due to this
zero energy level the first electron plateau already appears once this level is half
filled with electrons. The first plateau therefore has a value of 1/2 times 4e2/h
(i = 0) and is followed by (i + 1/2)-multiples of 4e2/h for the next quantized
plateaus. Since graphene is an ambipolar material a similar reasoning holds for
the holes. The square root dependence on the magnetic field in eq. (3.11) is a
direct consequence of the linear dispersion relation in graphene.
Figure 3.7a and b illustrate the half-integer quantum Hall effect by means of
magneto-transport experiments in a graphene ambipolar field-effect transistor.
Figure 3.7a shows the standard quantum Hall picture where we vary the mag-
netic field at a constant carrier concentration. With increasing magnetic field
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Figure 3.7: Magneto-transport properties in graphene. (a) Magnetic
field behavior of the Hall resistivity ρxy (solid red) and longitudinal resistivity
ρxx (dashed blue) at a measurement current of I = 2.5 nA, a temperature of
T = 1.3 K, and a concentration of n = 1.7 · 1016 m−2. Clearly visible are
the robust quantum Hall plateaus accompanied by zero ρxx minima at high
magnetic fields, which gradually evolve into Shubnicov-de-Haas oscillations at
low magnetic fields. (b)The quantum Hall effect in graphene as a function of
charge carrier concentration at T = 4.2 K, B = 10 T and I = 100 nA. The Hall
conductivity σxy (solid red) shows well defined plateaus at half-integer values
of the conduction and is accompanied by zero minima in the longitudinal
resistivity ρxx (dashed blue). Note that due to the peculiar Landau level
structure, with a level at zero energy, there is no plateau at zero filling and
ρxx goes through some maximum value.
the higher Landau levels start to depopulate into the lower levels as the degen-
eracy of the levels, 4eB/h, increases. Each time we depopulate the localized
states between two Landau levels a plateau is observed in the Hall-resistivity
ρxy, accompanied by a minimum in the longitudinal resistivity ρxx. When we
further increase the magnetic field, we subsequently start to depopulate the ex-
tended states in the centers of each Landau level. The extended states have a
finite contribution to the conduction and the Hall resistivity increases to its next
quantized plateau, together with a maximum in the longitudinal resistivity.
This half-integer quantum Hall effect in graphene can be illustrated more
clearly if we look at concentration sweeps at a fixed magnetic field (Fig. 3.7b).
By varying the backgate voltage we can increase or decrease the number of
charge carriers in the graphene sheet, and thereby tune the population of the
Landau levels.
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Btotn
Figure 3.8: The rippled surface of graphene. Monte Carlo simulation of
the rippled surface of graphene (courtesy of A. Fasolino) together with a zoom
showing an artist impression of a ripple that has its surface normal under a
finite angle with the applied total magnetic field. This illustrates that the
ripples lead to local variations in the perpendicular magnetic field.
At large negative concentrations (VG < 0 V) the first hole levels are com-
pletely filled. Decreasing the hole concentration leads to successive depopu-
lation of these hole states and gives quantized plateaus at σxy = −4νe2/h
accompanied with minima in the longitudinal resistivity ρxx. At zero concen-
tration there is no plateau and the Hall conductivity smoothly goes through
zero from the ν = −1/2 plateau to the ν = 1/2 plateau. At the same time the
longitudinal resistivity shows a pronounced peak as it goes from the first hole
minimum to the first electron minimum. Increasing the electron concentration
further (VG > 0 V) populates the higher electron levels leading to quantized
plateaus at σxy = 4νe2/h and accompanying minima in ρxx.
Broadening mechanism
As was mentioned in the previous section the Landau levels in a real sample are
broadened due to e.g. scattering on impurities or potential fluctuations. An
interesting broadening mechanism, unique to a single atom thick graphene layer,
is found in the rippled surface. Although graphene is a purely two-dimensional
crystal it is not completely flat. To gain a stable shape, the graphene sheets
conjugate and form so-called ripples,26 looking much like a wave pattern (see
Fig. 3.8). These ripples form due to an inharmonic coupling between bending
and stretching modes, thereby suppressing long-wavelength fluctuations that,
according to the so-called Mermin-Wagner theorem,7 should destroy all long-
range order in a two-dimensional crystal. The rippled surface essentially keeps
the graphene sheet intact, especially under suspended conditions.10
In the rippled situation the surface-normal forms various angles with the
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total magnetic field (see Fig. 3.8), giving rise to local variations in the perpen-
dicular component of the magnetic field. The deviation from the mean surface
normal is on average ±5o,10 by B⊥ = Bcos(θ) this leads to variations of 0.1 T
in the magnetic field at Btot = 30 T. In the higher Landau levels these mag-
netic field variations lead to additional broadening, the zeroth Landau level is
however protected since it has no magnetic field dependence. Therefore the
broadening of this state is much less compared to the higher Landau levels as
we will see in more detail in chapter 5.
Cyclotron resonance
Besides transport measurements, cyclotron resonance is a nice technique to shed
light on the Landau level structure in graphene.29 In this section I will give a
short introduction to this technique and show some preliminary results in this
direction, which lead to an estimate of the charge carrier velocity in graphene.
Irradiation of a two-dimensional electron systems in a magnetic field leads to
resonant absorption of the light when the light-frequency equals the cyclotron
frequency ωc. In other words this happens when the light frequency matches the
energetic distance, ~ωc, between subsequent Landau levels. At this resonance
all the light-energy is absorbed by the 2DEG thereby heating the system. With
the increasing temperature, the resistance of the 2DES changes, and resonance
can be observed in its magneto-resistance. Photoresistivity30 measurements are
therefore an ideal way to measure the resonance conditions.
In a conventional 2DES the Landau level positions E = (n + 1/2)~ωc are
equally spaced. With a single light-frequency we can therefore, at the same
time, probe all the Landau level spacings at a specific magnetic fields. Changing
the field and light-frequency accordingly then provides a good picture of the
Landau level spectrum.
In graphene the Landau levels are not equally spaced, see equation (3.11),
and resonant conditions are very specific for one Landau level transition at a
specific magnetic field. This opens the possibility to very accurately measure the
Landau level structure, and detect the square root dependence on the magnetic
field.29, 31 Once the spectrum is known we can by equation (3.11) determine
the exact speed c of the electrons and holes at each resonant condition.
Figure 3.9 shows the results of our preliminary photoresistivity measure-
ments in a single layer graphene device. We measured the modulation of the
two-point resistivity in the graphene layer produced by infrared radiation. We
used a CO2 laser operating at a wavelength of 10.65 µm with a chopper fre-
quency of 124.5 Hz. The sample was illuminated in the Faraday geometry, light
parallel to B and perpendicular to the sample, with a maximum power density
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Figure 3.9: Cyclotron resonance response in graphene. (a) Landau
level energy-fan for graphene in a magnetic field for the first few energy levels,
N = 0,±1 and N = ±2. The arrows at B = 12 T indicate the resonant
transitions with 10.65 µm infrared light. (b) Two-point photoresponse and (c)
two-point resistance as a function of charge carrier concentration n (bottom)
and filling factor ν (top) at T=4.2 K, B=12 T and I=100 nA. The inset shows a
scanning electron micrograph of the graphene sample which is only connected
by two contacts.
of 1 × 104 Wm−2 at a temperature of 4.2 Kelvin and various magnetic fields.
The magnetic field dependence of the photoresponce (not shown) displays a
maximum at B = 12 T of the rather broad resonance. At this field the energy
levels in graphene are split according to equation (3.11), illustrated in Fig. 3.9a.
The possible transitions corresponding to the wavelength of the infrared radi-
ation are shown by the arrows and labeled (1-), (0-) and (0+) and are related
to the photo-response peaks in Fig. 3.9b. The (1-) response peak corresponds
to hole transitions from a filled zeroth Landau level (N = 0) to the first empty
hole level (N = −1). The (0-) peak and (0+) peak are due to a mixture of hole
and electron transitions from a partially filled zeroth Landau level to the higher
N = ±1 Landau levels, with either holes or electrons dominating respectively.
The response in the photoconductivity as a function of charge carrier concen-
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tration n is proportional to the energy absorbed and is most prominent at the
edges of the resistance peaks (Fig. 3.9c) were the resistance is changing rapidly
with chemical potential and temperature (see also chapter 5).
Transitions between higher Landau levels are not possible at this radiation
frequency and magnetic field value, and indeed no photoresponse is observed
below ν = −4. For a complete picture of all the Landau levels the photoresponse
needs to be measured at various frequencies and magnetic fields.29
From these preliminary results we can nevertheless make a rough estimate of
the charge carrier velocity in graphene. From equation (3.11) at the resonance
condition we can extract an expression for the velocity
c = ~ωc/
√
2e~B. (3.12)
With an infrared wavelength of 10.65 µm and a resonance maximum at B =
12 T this gives an estimate of the charge carrier velocity of c = 1 · 106 m/s.
This is in good agreement with the value c = 1.093 · 106 m/s extracted from
more elaborate photoconductivity measurements29 and c = 1.1 · 106 m/s from
transmission cyclotron resonance measurements.31 It is also in good consensus
with the theoretically calculated value extracted from a Taylor expansion of
equation (3.3)
c =
√
3γ0a
2~
≈ 106m/s. (3.13)
This charge carrier velocity is not only valid at the Fermi-energy but holds
for all charge carriers below it, independent on their energy. In comparison,
typical velocities at the Fermi-energy in e.g. metals or doped semiconductors
are of the same order of magnitude, e.g. vcopperF = 1.6 · 106 m/s for copper.
However, the charge carriers at lower energies in these materials have much
lower speeds, since they make up the largest part of the conduction band, they
determine the charge carrier velocity in these materials. The charge carriers
velocity in graphene is independent on energy and therefore all charges move
at relativistic speeds which makes the physics in graphene that of massless
relativistic particles, similar to e.g. photons.
3.5 A promising future
Although graphene has been around for only a few years its number of proposed
applications is already numerous and very promising, ranging from specialistic
quantum standard resistors32 to widely applicable integrated circuits.33 Of
course these applications are only proven to be realistic and competitive when
they appear in shops, the research in this direction is most promising.
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The high optical transparency of single layer graphene, together with a high
electrical conductivity make it an ideal candidate for application in e.g. liquid
crystal displays34 or photovoltaic cells.35 Compared to commonly used indium
tin oxide, graphene is much more flexible and has a much higher mechanical
strength.
Graphene may also find its application in batteries or capacitors. Its high
surface area to mass ratio and high conductivity make it ideal to store energy
with a much higher density, leading to ultracapacitors.36 In its powder form,
graphene is also very cheap to produce compared to carbon nanotubes that
have been opted to give a similar improvement in the efficiency of batteries.
Although graphene is an extremely robust material its conduction is strongly
affected by small amounts of chemical doping on top of its surface.18 Even
a single molecule can be sensed and discerned from various other molecules,
making graphene a highly sensitive gas detector.
This is only a small selection of possible applications to illustrate the poten-
tial of graphene in future devices. Time will show us the realizability, but the
fact stands that it is a very intriguing material showing peculiar and interesting
fundamental physics. A small part of these properties will be the subject in the
remainder of this thesis.
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Chapter 4
Graphene manipulation and
oxidation
Abstract
1 As I described in chapter 1 the atomic force microscope (AFM) is
a powerful tool for fabrication of mesoscopic devices in traditional
semiconductors.
In this chapter I will demonstrate that the AFM can also be used
to manipulate and locally oxidize graphene. I will show how we
are able to structure isolating trenches into single-layer and few-
layer graphene flakes by local anodic oxidation with an atomic force
microscope, with trench sizes of less than 30 nm in width. Be-
sides oxidation I also present the influence of mechanical peeling
and scratching with an AFM of few layer graphene sheets placed on
various substrates.
1Part of this chapter was published in: Giesbers, A. J. M. et al, Nanolithography and
manipulation of graphene using an atomic force microscope. Solid State Communications 147,
366-369 (2008).
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4.1 Introduction
Currently, most graphene devices are fabricated using state-of the art nanofab-
rication techniques based on electron beam lithography and subsequent oxygen
plasma edging. A promising alternative method for the fabrication of proof-
of-principle devices may be provided by scanning probe techniques, and, more
specifically by AFM-lithography, as was shown to be successfully for traditional
semiconductors in chapter 1.
In the following sections I will demonstrate how an AFM can be used to
locate and nano-manipulate single and few-layer graphene sheets. I will show
that the way in which a graphene sheet can be manipulated depends strongly on
the substrate it is placed on. Second, I will demonstrate how graphene sheets
can be shaped by means of electrochemical oxidation, an extremely promising
technique for fabrication of desktop proof-of-principle graphene-device.1–3
4.2 Mechanical manipulation of graphene
In the past scanning probe microscopy (SPM) manipulation techniques have al-
ready been shown effective to tear, to fold and unfold, and to oxidize graphitic
sheets on highly oriented pyrolytic graphite (HOPG) surfaces.4–9 These exper-
iments already led to speculations toward its use as a tool for nanofabrication
a b
12
2.5 μm 2.5 μm10
4
Figure 4.1: Brute-force mechanical manipulation of few-layer
graphene flakes on GaAs ((a) and (b)). The number of layers is depicted
in the figure. The flake in (a) is approached from the left with the AFM tip.
The flake rips apart and rolls up to the top. Due to the strong van-der-Waals
interaction between the graphene and the GaAs substrate, the remainder of
the flake remains sticking to the GaAs.
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of graphitic devices in general and carbon nanotubes, in particular.10 An in-
teresting question to address is whether such an approach can also be applied
on few-layer graphene placed on a SiO2 substrate.
Single layers of graphene are still rare in the abundance of multilayer gra-
phite flakes on a foreign substrate. SPM techniques might in this respect be
useful to reduce a multilayer graphene flake to a single layer by e.g. shoving
layers with the tip. At the same time the tip might be used to shape the
flake into a device by e.g. simple brute force scratching. Thereby also limiting
the numbers of handling steps in the fabrication of the very delicate graphene
devices. Direct visualization of SPM techniques combined with structuring
could therefore be very promising.
To put this in practice we first deposited graphene flakes on a SIMOX
wafer using micromechanical exfoliated natural graphite.11, 12 Their position
and thickness was subsequently determined under an optical microscope and
confirmed by AFM imaging. Trying to scratch through or to peel-off single
graphene layers from these few-layer flakes on SiO2 was unsuccessful. Due to the
relatively low sticking force of the graphene to the rather rough surface of SiO2
it was only possible to move or crumble entire flakes in a rather uncontrolled
fashion.
In order to stick the graphene better to the substrate we placed it on a
flat, epi-ready GaAs substrate using the same exfoliation technique. Due to
the polar interaction between the graphene flake and the atomically flat GaAs
surface, the graphene is well attached to the substrate and can be structured
mechanically. Scanning the tip of an AFM in contact mode with a high contact
force across the surface results in a part being torn out of the flake. The tip
hooks behind the flake and pulls it into the direction in which the tip is moving
(see Fig. 4.1a and b) because the flake adheres strongly to the surface, it will
start to tear along the tip’s path. The place where it starts to tear mainly
depends on the weakest point near the path of the tip, resulting in rather
wide pieces of graphene (up to 1 µm) being torn away. These experiments
show that it is indeed possible to displace and even tear apart a graphene flake
mechanically; however they also show that controlled nano-machining remains
rather difficult. The use of sharp diamond-coated tips13, 14 may improve these,
as yet rather crude, scratching techniques considerably.
Nevertheless, it is still possible to use this technique in a slightly more
sophisticated manner to peel off individual graphene layers from a graphite flake
positioned on GaAs (see Fig.4.2). And thereby reduce the number of layers to
electronically very interesting single-layer or double-layer graphene sheets. We
have refined our first approach by controlling the contact force between the tip
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Figure 4.2: Mechanical peeling of few-layer graphene. AFM micro-
graphs after three subsequent nano-peeling steps (left to right) of a few layer
graphene flake. The pictures on the bottom show the height profiles of each
successive step along the lines indicated in the micrographs. The number of
layers in the indicated area is reduced from eight to two, leaving an electroni-
cally much more interesting graphene bilayer.
and graphene. By carefully reducing this force (i.e. by effectively setting the
height of the tip above the surface) the graphene itself remains attached to the
GaAs substrate and it is possible to peel off individual layers from the few layer
graphene flakes (see Fig.4.2). In this case the AFM tip hooks behind the upper
layers and peels them off the lower layer(s). Although a very delicate process,
it opens the possibility to create single layers on GaAs by AFM rather than
going through the tiresome procedure of locating one.
4.3 LAO of graphene
An alternative and indeed most promising technique to manipulate a surface
with the AFM is local anodic oxidation15 (LAO). Chapter 1 already showed
this technique to be successful in structuring GaAs/AlGaAs two-dimensional
electron systems. For an application of this technique to graphene we used
fully contacted single-layer and double layer graphene devices deposited on a
68
4.3 LAO of graphene
Figure 4.3: Schematic setup for the local anodic oxidation of
graphene. A graphene sheet lies on a SIMOX-substrate and is electrically
connected by Au electrodes. A positive bias voltage is applied to the graphene
sheet (anode) with the tip of the AFM (cathode) grounded. In a humid en-
vironment a water meniscus forms between the AFM and the graphene flake
which acts as an electrolyte.
300 nm thick SiO2 layer on top of heavily doped Si substrate. The contacts are
necessary to supply the oxidation voltage to the graphene and can later be used,
when deposited at suitable positions, as device contacts once the graphene is
structured.
We placed the devices under an AFM in an environment with a controlled
humidity (55 - 60 %) which allows the formation of a water meniscus between
the AFM-tip and the device surface; a schematic setup is shown in Fig. 4.3.
By applying a positive voltage between the graphene sheet and the tip, the
graphene can be oxidized locally below the tip following the concept of elec-
trochemical oxidation. At the cathode the current-induced oxidation of carbon
leads to the formation of a variety of carbon-based oxides and acids that will
escape from the surface and a groove forms in the graphene sheet directly un-
derneath the AFM tip.
Figure 4.4 shows the experimental realization of this principle: The (doped)
silicon tip of the AFM is moved in contact mode slowly (vtip = 0.05 m/s)
across a contacted few-layer graphene flake with a constant voltage (Vox =
25 V) applied between the tip and the graphene sheet. During this process the
environment is kept at a constant humidity of 55 % at a temperature of 27
oC. As the graphene flake is oxidized in half, the resistance measured across the
flake drastically increases (Fig. 4.4c). Figure 4.4a shows an AFM micrograph of
the resulting groove with a width of less than 30 nm, as can be seen in the cross
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section of Fig. 4.4b along the indicated line in Fig 4.4a. The remaining graphene
on both sides of the groove stays intact, making them ideal for graphene in-
plane gates14, 16 in more complicated structures. The width of the oxidized
grooves typically varies between 20 and 100 nm, mainly depending on the apex
of the used AFM-tip, and thereby defines the limit on the resolution possible
with this technique.
Although the principle of local anodic oxidation sounds rather straightfor-
ward, it is important to remark that in our experiment this technique only
works when the line is started at the edge of a graphene sheet. Oxidizing bulk
graphite or starting the oxidation in the middle of a graphene sheet turned
out to be practically impossible even with voltages up to 40 V. Most likely the
carbon-carbon bonds in the center of a graphene sheet are too strong to be bro-
ken directly. In contrast, the edge-termination of graphene17 by e.g. hydrogen
atoms can substantially facilitate the initial oxidation process. Additionally, the
hydrophobic character of graphite will repel water necessary to from a meniscus
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Figure 4.4: Resistance measurement during the oxidation of a six-
layer graphene ribbon. (a) AFM-micrograph taken directly after the oxida-
tion with an unbiased tip. It nicely shows the groove with a line-width of less
than 30 nm, where the carbon atoms are removed. (b) Depicts a cross-section
of the few-layer graphene ribbon along the line as indicated in (a) showing
that the ribbon is clearly oxidized in half. (c) The resistance measured across
the ribbon during oxidation increases dramatically as the ribbon is oxidized
into two separate parts.
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between tip and substrate during the oxidation procedure. This hydrophobic
behavior of a graphene surface is clearly visible in Fig. 4.5a, where the high
environmental humidity (58 %) leads to the formation of water droplets, (indi-
cated by the circle) on top of a single layer graphene sheet.18 These droplets
only form on the hydrophobic graphene, but not on the more hydrophilic SiO2
substrate where rather a homogeneous wetting by a water film takes place. As
a consequence, we can observe a stripe of water along the edges of the graphene
sheet (dotted line in Fig. 4.5a, see also Fig. 4.4) which will substantially ease
oxidation from the edges.
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Figure 4.5: AFM LAO-structuring of single layer graphene. (a)
Atomic force micrograph of an oxidized line in a single layer graphene flake.
The vertically oxidized line (see arrow) is started at the edge of the flake
indicated by the dotted line. Clearly visible are the water droplets (one is
encircled) formed on the graphene surface due to the high humidity and hy-
drophobic character of the graphene. The dashed region is one of the gold
contacts to the graphene sheet that serves as cathode during the oxidation
procedure. (b) Example of a oxidized single layer graphene nanoribbon.
Figure 4.5b shows an example of a graphene nanoribbon device oxidized
with the AFM. The width of the ribbon is 60 nm and the in plane side gates
(IPG) are less than 20 nm away. This proof-of-principle device layout shows
the promising resolution attainable with this technique.
Interestingly, when we decrease the oxidation voltage we reach a structuring
regime where the graphene sheet is no longer cut in half yet still affected by
the oxidation. In atomic force micrographs this is visible as a slight increase
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in the surface height along the oxidation line. We expect that in this regime
the graphene is not fully converted to airborne carbon-based oxides and acids
but a stripe of graphene-oxide is formed. How the oxygen or hydroxide atoms
bond to the surface and what their influence on the electronic properties is, is
an interesting subject for further research.
4.4 Conclusion
In summary, we have shown that it is possible to use an AFM to nano-manipu-
late individual layers of graphene either by means of mechanical peeling or by
electrochemical oxidation. Local anodic oxidation proved to be an extremely
useful manner to manipulate graphene. By oxidizing grooves of less than 20
nm wide in a graphene sheet it is in principle possible to cut out every struc-
ture imaginable, e.g. quantum point contacts or quantum dots, making this
technique very promising for table top graphene based device fabrication.
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Chapter 5
Quantum-Hall activation gaps
Abstract
1 The unique bandstructure of graphene allows the observation of
the quantum Hall-effect up to room temperature. This surprising
discovery goes far beyond our current understanding of the tradi-
tional quantum Hall-effect. Although the inter Landau level spacing
in graphene can exceed 2000 Kelvin at a magnetic field of 30 Tesla,
it remains a mystery how quantum Hall localization can survive
such elevated temperatures.
In this chapter I will access this intriguing phenomenon in more de-
tail by systematic measurements of the inter Landau level activation
gaps for magnetic fields up to 33 T. For high magnetic fields the gap
between the zeroth and the first Landau level approaches the bare,
unbroadened Landau-level separation. This surprising behavior is
explained by a narrowing of the lowest Landau level. In contrast,
for higher Landau levels, the measured activation gap behaves as
expected for equally broadened states.
1Part of this chapter was published in: Giesbers, A. J. M. et al., Quantum Hall activa-
tion gaps in graphene. Phys. Rev. Lett. 99, 206803 (2007) and Giesbers, A. J. M. et al.,
Temperature dependence of the quantum-Hall effect in graphene. Physica E 40, 1470-1472
(2008).
75
5 Quantum-Hall activation gaps
5.1 Introduction
The quantum Hall effect (QHE) observed in two-dimensional electron systems
(2DESs) is one of the fundamental quantum phenomena in solid state physics.
Since its discovery in 19801 it has been important for fundamental physics2 and
application to quantum metrology.3
Recently the two-dimensional form of carbon, graphene,4–8 joined the arena
of 2DESs with a new type of QHE.9–12 Its so-called half-integer QHE of massless
relativistic particles became the´ ’smoking gun’ for a two-dimensional carbon
crystal. The origin of the half-integer QHE lies in the unique charge carrier
spectrum of chiral Dirac fermions13, 14 which even allows the observation of the
QHE up to room temperature.15 Formerly, no QHE was observed at temper-
atures above 30 K, since localization in conventional quantum Hall systems is
already fully destroyed at moderate temperatures. Therefore, understanding a
room temperature QHE in graphene goes far beyond our comprehension of the
traditional QHE.
This chapter will access this interesting high temperature quantum phe-
nomenon in more detail by a systematic investigation of the activated magneto-
transport properties.
5.2 Experiment
The single-layer graphene samples (Fig. 5.1c) used in this chapter were made
by micromechanical exfoliation of crystals of natural graphite, and processed
as described in chapter 3. We used two different devices with three different
amounts of surface doping. Sample 1 was measured in two states, sample 1A,
before annealing, with a charge neutrality point (CNP) situated at a back-gate
voltage of VCNP = 10 V and a mobility of µ = 4, 000 cm2(Vs)−1. And sample
1B, after annealing at 390 K for several hours (see chapter 3), with a CNP
shifted toward 5 V and a mobility of µ = 8, 500 cm2(Vs)−1. The second sample
(sample 2) was also annealed at 390 K placing its CNP at 0 V with an improved
mobility of µ = 10, 000 cm2(Vs)−1.
Magneto-transport
As was explained in chapter 3, charge carriers in a graphene device behave as
chiral Dirac fermions with a linear dispersion E = c~|k|, where c ≈ 106 ms−1 is
the electron velocity.14 In a magnetic field the energy spectrum splits up into
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Figure 5.1: Room-temperature QHE in graphene. (a) Schematic
Landau-level structure in graphene. The white areas are extended states in
the center of the Landau levels, with the localization radius of order of the
sample size, the gray areas represent localized states in between. The arrows
indicate the position of the chemical potential for the corresponding filling
factor. (b) Hall resistivity ρxy for holes in a single layer graphene device as a
function of the magnetic field. The traces were recorded at 4.2 K (solid) and
RT (dashed) at a fixed gate voltage corresponding to a carrier concentration
n = −1.0×1012cm−2.(c) Scanning electron micrograph of the graphene multi-
terminal device. Hall conductivity σxy (d) and conductivity σxx (e) at 4.2 K
(solid) and at RT (dashed) as a function of the gate voltage at B = 30 T.
non-equidistant Landau levels (Fig. 5.1a) with energies given by:9–12
EN = sgn(N)
√
2~c2eB |N |. (5.1)
N is a negative integer value for holes and positive for electrons. The N = 0
Landau level is shared equally between both carrier types with an opposite
chirality.
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In Fig. 5.1b we have plotted the Hall resistivity ρxy as a function of magnetic
field for sample 1B with an induced hole-doping of n = −1.0×1012 cm−2. At 4.2
K pronounced plateaus, accompanied by zero longitudinal resistivity, are visible
in ρxy at values of ρxy = −h/e2ν, with ν = −2 and ν = −6. At B ≈ 21 T
(ν = −2) the Fermi energy is situated on the localized states between the
zeroth (N = 0) and first (N = −1) Landau level of the holes (see Fig. 5.1a).
All levels below the Fermi energy are now completely filled and ρxy is quantized
to h/2e2. When sweeping the magnetic field downwards more Landau levels
become populated and ν = −6 is reached at B ≈ 7 T. The Fermi energy now
lies between the first (N = −1) and the second (N = −2) Landau level and ρxy
is quantized at h/6e2.
The quantization of the Hall resistance, especially at room temperature,
can be seen most clearly by varying the carrier concentration at the highest
possible magnetic field. This is shown in Fig. 5.1d and Fig. 5.1e for a magnetic
field of B = 30 T, where we plot the Hall conductivity σxy and the longitudinal
conductivity σxx as a function of the applied back-gate voltage at 4.2 K and
RT. The conductivity tensor σ was calculated by inverting the experimentally
measured resistivity tensor ρ. The corresponding quantum Hall plateaus for
holes (ν = −2) and electrons (ν = 2), accompanied by minima in the longitu-
dinal resistivity, are quantized to σxy = ±2e2/h and remain visible up to room
temperature.
It is interesting to note that the low-temperature data shown in Fig. 5.1e
demonstrate a splitting of the conductivity maximum around the charge neu-
trality point which disappears at higher temperatures. As reported previ-
ously,6, 16 this observation may be explained as a Zeeman splitting or the pres-
ence of counter propagating edge channels dominating the resistivity ρxx.16 Ad-
ditionally, a spontaneous spin and/or valley polarization due to SU(4) quantum
Hall ferromagnetism was suggested,17 possibly explaining the disappearance of
the splitting at higher temperatures with a crossing of the Curie temperature.
Whether such a polarization survives up to the high temperatures with a value
of the splitting smaller than the thermal energy is still subject of scientific de-
bate and will be the subject of chapter 7. For completely filled Landau levels,
however, as we consider in the rest of this chapter, no spontaneous polarization
takes place and no interaction induced splitting is expected.
Activated magneto-transport
To determine the energy gaps we have measured ρxx as a function of the carrier
concentration at a constant magnetic field (5 to 30 T in steps of 5 T) and at
different temperatures between 4.2 K and RT for all three samples. Typical
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Figure 5.2: Temperature activation of the resistivity. (a) Hall resis-
tivity ρxy and (b) Longitudinal resistivity ρxx as a function of carrier concen-
tration n (bottom-axis) and back-gate voltage VG (top-axis) for B = 10 T at
different temperatures. With increasing temperature the quantum Hall effect
disappears. It is most robust for the ν = ±2 ρxy-plateau and accompanying
ρxx-minima. The inset shows a schematic illustration of thermal charge car-
rier activation from the Fermi-energy EF across the activation gap ∆a, to the
conductivity edge of broadened, Γ0,Landau levels.
results for sample 2 at B = 10 T are shown in Fig. 5.2. At this intermediate
field all the minima display a clearly visible temperature dependence. Similar
results are obtained for all other fields and for all other samples.
The inset in Fig. 5.2b sketches the basic principle behind activated trans-
port. Due to the thermal energy, localized charge carriers between the Landau
levels are activated from the Fermi-energy EF , across the activation gap ∆a, to
the conductivity edge of the extended states, giving rise to an increase in resis-
tivity. In the situation of two symmetrically broadened Landau levels with EF
centered, the total gap ∆ is twice the activation gap, reduced by the individual
Landau level broadening, Γ0.
In the activated transport measurements the value of the longitudinal resis-
tivity minima starts to deviate from zero with increasing temperature (see Fig.
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Figure 5.3: Arrhenius plots of the ρxx minima. Resistivity minima in
ρxx for electron filling factors ν = 2 (a), ν = 6 (b), ν = 10 (c) and ν = 14
(d) as a function of inverse temperature for different magnetic fields. Similar
results are obtained for holes.
5.2b) and the quantum Hall plateaus become less pronounced (see Fig. 5.2a).
Clearly, the ν = ±2 minimum is much more robust at higher temperatures
than the minima at higher filling factors, which is also the case for the related
quantum Hall plateaus.
The value of the longitudinal resistance minima at different filling factors
as a function of the inverse temperature for different magnetic fields are shown
in Fig. 5.3. From the slope in these Arrhenius plots,
ρxx ∝ exp (−∆a/kT ), (5.2)
we deduce the activation gap ∆a. All data above some T0 can reasonably be
fitted with a single Arrhenius exponent. For T < T0, in particular for ν = ±2 in
the high-field regime, the Arrhenius plots flatten off significantly (see Fig. 5.3),
an effect normally attributed to variable-range-hopping.18, 19
In Fig. 5.4a-d we show the results of the measured gaps and compare them
to the bare Landau-level separation as given by Eq. (5.1). Gaps for the hole con-
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ductance regime were obtained using a similar Arrhenius analysis as in Fig. 5.3,
yielding analogous results compared to the gaps in the electron conductance
regime shown here.
Figure 5.4e shows the difference between the measured gap and the bare
Landau level splitting for sample 2. This difference corresponds to the finite
Landau-level width Γ0,20 as we saw in the inset of Fig. 5.2b. Here the measured
gap ∆ is twice the distance between EF and the nearest conductivity edge. The
theoretical gap is the distance between two Landau level centers. This means
that the difference between the measured and theoretical gap gives the width or
broadening of the Landau levels. As can be seen from Fig. 5.4e this broadening
of the Landau levels in graphene displays a strong magnetic field dependence
that differs considerably between the zeroth Landau level and the higher Landau
levels.21 In the latter the broadening slightly increases with field whereas the
zeroth Landau level becomes very narrow at high fields.
First we take a closer look at the broadening extracted at filling factor ν = 6
which is assumed to be between two relatively symmetrically broadened levels.
The observed increase in broadening from B = 0 to 30 T is approximately
90 Kelvin. One of the possible reasons for this increase in broadening can
be found in the rippled surface of graphene22–24 (see chapter 3). The ripples
in the graphene sheet lead to random fluctuations in the perpendicular field
according to B⊥ = Bcos(θ), with θ the curvature of the sheet. These magnetic
fluctuations lead to fluctuations in the energy position of the Landau levels
across the sheet, giving rise to broadening of the levels measured in transport
according to
Γrip =
√
4e~v2F |n|B sin(θ/2). (5.3)
The total broadening25 of the Landau levels is then given by this magnetic field
dependent broadening plus an intrinsic broadening, Γ2tot = Γ
2
intrin + Γ
2
rip. The
intrinsic broadening can have various origins such as Landau level mixing or
impurity scattering.
Fitting the expression for the total broadening to the ν = ±6 data (dashed
line in Fig. 1.3e) by taking the average ripple-broadening of the two Landau
levels involved and an intrinsic width of 270 K at B = 0 T, we can extract
a value for the size of the ripples, leading to a curvature of (7 ± 1)o. This is
in good agreement with the values obtained from calculation26 and electron
diffraction.22 Similar curvatures are obtained if we look at sample 1B: (7± 1)o,
and the ν = ±10 gap of sample 2: (5 ± 3)o. For the higher gaps the data
range is too limited to give any reliable results. The activation gaps obtained
from sample 1A seem to show a somewhat different behavior for ν = ±6. Poor
quality of the sample, however, leads a large variation in gap-size making a
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quantitative analysis unreliable.
As mentioned above the zeroth Landau level behaves strikingly different in
comparison to the higher levels (Fig. 5.4a and e). In the measured gaps at low
magnetic fields we observe a lower value than expected for an ideal system,
leading to a broad Landau level. For high magnetic fields the measured gap
approaches the bare Landau-level separation. Since the results at ν = 6 show
that the N = 1 Landau level behaves as expected, this peculiar behavior at
ν = ±2 can only be explained by the unique nature of the N = 0 Landau level
and indicates a very narrow zeroth Landau level.
Narrowing of the zeroth Landau level
In order to understand this behavior in more detail we have to consider that
the measured activation gap is determined by the distance from the Fermi-
energy to the conductivity edges of the two adjacent Landau levels. When
these levels have considerably different mobilities or widths (a case normally
not encountered in traditional QHE samples), this gap will be dominated by
the distance of the Fermi energy to the nearest Landau level with the highest
mobility minus half its width. Therefore, in our case the conductivity around
ν = 2 is dominated by thermal excitation to the N = 0 Landau level since
the peak conductivity measured in density sweeps is considerably larger for the
N = 0 Landau level than for N = 1 (see Fig. 5.1e). In particular, when this
level is narrow enough, the high field excitation gap then just reflects the bare
Landau level separation. Figure 5.4e nicely illustrates this narrowing of the
zeroth Landau level with the applied magnetic field.
A part of the difference in broadening between the zeroth and higher Lan-
dau levels can be assigned to graphenes corrugated (rippled) surface structure.
Where in the higher levels the ripples lead to additional broadening, the zero-
energy level is topologically protected from this broadening mechanism by the
so-called Atiyah-Singer index theorem. The number of states with zero energy
is only determined by the total magnetic flux through the system and does not
depend on whether this field is uniform or not.8, 9 Therefore, the fluctuations of
the vector potential caused by ripples are not able to broaden this zero-energy
state.
Although this explains that the zeroth Landau level does not show an in-
creased broadening with magnetic field, it gives no satisfactory explanation for
the drastic decrease in broadening of the zeroth level as seen in Fig. 5.4e.
A possible explanation for the reduction can be found in a reduced Landau
level mixing. In high magnetic fields the lowest Landau level is well separated
form the neighboring levels thereby reducing level mixing that can broaden the
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Figure 5.4: Activation gaps in graphene for the three different devices
at filling factors ν = 2 (a), ν = 6 (b), ν = 10 (c) and ν = 14 (d). The dotted
line in all graphs represents the respective bare Landau level splitting. (e)
Difference between the measured gap and the bare Landau level splitting for
the graphene sample with the CNP at zero gate voltage, showing the field
dependent broadening of the Landau levels. The dashed line is a fit according
to equation (5.3), the solid line serves as a guide to the eye.
lowest Landau level by means of inter Landau-level scattering.
An alternative explanation is provided by the nature of disorder in a rippled
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graphene sheet.27 The sharp zeroth Landau level arises if chiral symmetry is
preserved and scattering between K and K’ points is suppressed. The symme-
try preservation depends on the range of disorder, since the range dominates
the inter-valley (K-K’) scattering. If the range of disorder changes with (de-
creasing) magnetic field the chiral symmetry can be destroyed, thereby also
the sharp zeroth Landau level is destroyed and becomes much broader. The
higher Landau levels are insensitive to this effect and preserve their intrinsic
broadening.
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Figure 5.5: Activation gaps as a function of filling factor for electrons
at various magnetic fields. The gaps for holes behave very similar. The inset
shows the Landau level spectrum at B = 10 (top) and 30 T (bottom) extracted
from the activation data.
5.3 Landau level spectrum
Up to now we only concentrated on the value of the energy gaps in the middle
between two Landau levels. It is of course also interesting to look at the evolu-
tion of the gap with filling factor, which can tell us a little more on the shape
of the Landau levels. For this purpose we extracted the activation gaps from
Arrhenius plots at all charge carrier concentrations for sample 2, resulting in
Fig. 5.5. Here we plotted the activation gap as a function of the filling factor
ν = nh/eB for magnetic fields between B = 5 and 30 T in steps of 5 T. This
data gives us an idea about the number of charge carriers that are localized or
extended within the Landau levels, together with the broadening between the
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conductivity edges and the fixed degeneracy of individual levels this gives us
a quantitative picture of the shape of the Landau level spectrum. The inset
in Fig. 5.5 shows the resulting Landau level structure at B = 10 (top) and 30
T (bottom), where we have assumed that the Landau levels have a Gaussian
shape.
At B = 10 T the broadening of the zeroth Landau level is Γ = 430 K, that
of the two following Landau levels is 300 K, as can be seen in Fig. 5.4e. From
the filling factor dependent activation measurements we obtain a ratio between
localized - extended - localized states of 1:2:1 for both the zeroth and the higher
Landau levels. Combining these results leads to the Landau level shapes in the
top inset of Fig. 5.5.
The same reasoning at B = 30 T gives a broadening of Γ = 200 K with a
ratio of 1:3:1 for the zeroth Landau level and a broadening of Γ = 400 K with
a ratio of 1:43 :1 for higher levels. The resulting Landau level spectrum, bottom
inset in Fig. 5.5, shows how the Levels have evolved with magnetic field. As
stated previously the zeroth Landau level becomes very sharp, which might
partially be attributed to a preservation of chiral symmetry or a lifting of the
Landau level mixing. On the contrary the higher Landau levels broaden with
increasing field, which we attributed to the random magnetic field fluctuations
caused by the ripples in a graphene sheet. Their intrinsic broadening might also
for a large part be due to Landau level mixing as the higher levels still show a
strong overlap at high magnetic fields.
The obtained density of states can now be used to numerically calculate the
resistivities. The results can then be compared with the measured data.
Numeric simulation of the resistivity
To calculate the longitudinal conductivity, σxx, from a given density of states,
D(E), we can make use of the Kubo-Greenwood formalism28, 29
σxx = e
∞∫
−∞
µ(E)D(E)
∂f(E)
∂E
dE, (5.4)
where f(E) = (e(−F )/kT + 1)−1 is the Fermi-distribution function and µ(E)
the mobility. For simplicity we suppose that the mobility is not dependent
on energy, i.e. µ(E) = µ. The conductivity obtained numerically from this
equation, nicely agrees with the conductivities calculated from the measured
resistivities. To compare the calculations directly to the measured data we
have to derive the longitudinal resistivity ρxx from the calculated conductivity.
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To do this we make use of the tensor inversion
σxx =
ρxx
ρ2xx + ρ2xy
. (5.5)
Rearranging this expression leads to an equation for the resistivity as a function
of σxx and ρxy. To solve this we have to determine a value for the Hall resistivity
first.
Since graphene can be regarded as a compensated semi-metal, its Hall re-
sistivity can be calculated in a similar fashion as for compensated semiconduc-
tors.30 In such a material both negative and positive charges, e.g. electrons
and holes are accountable for the conduction. In graphene both charge carriers
are simultaneously present around zero back-gate voltage (for more details see
chapter 7). The Hall resistivity for such a system with coe¨xisting electrons and
holes with the same mobility, is given by30
ρxy =
B(p− n)
e(p+ n)2
, (5.6)
where n is the electron concentration and p the hole concentration.
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The concentrations in equation (5.6) can be calculated numerically from the
density of states by
n, p =
∫
Dn,p(E)fn,p(E)dE, (5.7)
with the index n for electrons and p for holes. The Hall resistivity deduced
from the numerical calculations is displayed in Fig. 5.6a and compared to the
measured data, showing indeed a good resemblance. This indicates that the
proposed density of states in the bottom inset of Fig. 5.5, with a sharp zeroth
Landau level is a good approximation of the actual density of states at high
magnetic fields.
This is further confirmed if we look at the longitudinal resistivity. Since we
now know the expression for the Hall resistivity and longitudinal conductivity
we can calculate the longitudinal resistivity by rearranging equation (5.5). The
result is shown in Fig. 5.6b. Here the calculated curve also nicely resembles the
measured data, thereby endorsing our proposed density of states.
Using these densities of states not only allows us to calculate the resistivities
numerically, it also gives some insight in the field and temperature dependence
of the chemical potential F at ν = ±2 using standard Fermi statistics. Above
90 K and in high magnetic fields F is found to be near the middle of the
gap. The conductivity at ν = ±2, is then dominated by thermal excitation
to the N = 0 Landau level (with the highest mobility) which amounts to half
the Landau level distance, a value we indeed measure experimentally. These
findings also agree with our Arrhenius plots in Fig. 5.3 with a well defined single
slope for T > 90 K.
Low temperature behavior
Interestingly, our proposed scenario of an asymmetric density of states around
ν = 2 already implies a reduction of the Arrhenius slope for T < 90 K. It
forces the Fermi energy F to move from a mid-gap position closer towards
the lowest Landau level (see Fig. 5.7 for sample 1B). The value of the gap
at different temperatures is determined by taking the slope in the Arrhenius
plots at each temperature value. The values of these gaps mimic the position
of the Fermi energy with changing temperature. For the gaps between the
symmetric, broadened higher Landau levels F remains at the same position at
all temperatures (see Fig. 5.7).
Our model with a sharp lowest Landau level therefore explains both the
temperature dependence as well as the field dependence of the measured ac-
tivation energies. It reproduces correctly the high field behavior of the acti-
vation gap at ν = ±2, i.e. following the bare Landau level separation. And
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Figure 5.7: Temperature dependent Fermi-energy. Temperature de-
pendence of the measured ν = 2 activation gap at B = 30 T (open red circles)
plotted with the calculated position of the Fermi energy (dotted red line). The
(blue) striped regions indicate the extended states of the higher landau lev-
els, the (yellow) filled region indicate extended states of the very sharp zeroth
Landau level. Clearly visible is the tendency of the measured gap to follow
the gap between the Fermi energy and the very sharp zeroth Landau level.
it nicely reproduces the the reduction in activation energies derived from the
low-temperature data, even without having to take other transport mechanisms
such as variable-range hopping into account.
Finally, we note that the measured gaps are extremely sensitive to back-
ground doping from surface impurities. Exposing the sample to air, hereby
absorbing surface impurities, induces extra doping and considerably reduces
the measured gaps. This behavior can be seen in Fig. 5.4 for the three dif-
ferent samples on which we measured. In particular, the strong narrowing of
the lowest Landau level can no longer clearly be observed in sample 1A in the
measured field range. This statement is also confirmed by the fact that the
weak temperature dependence of the ν = 2 gap disappears for a system with
surface impurities, and a high temperature quantum Hall effect is obscured.
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5.4 Conclusion
In conclusion, we have measured the excitation gaps for various filling factors
and in different graphene samples. We have shown that the results for higher
Landau levels can be described quantitatively by thermal activation to broad-
ened Landau levels with a large Landau-level width, Γ ≈ 400 K for the samples
investigated. In addition to the constant width, a magnetic field dependence
is observed in these levels showing a small increase in broadening. The lowest
Landau level, however, becomes very sharp with increasing magnetic field, and
the gap approaches the bare Landau-level splitting. Both effects are proposed
to find their origin in the rippled surface morphology of a graphene sheet.
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Chapter 6
Scaling
Abstract
We have measured the temperature dependence of the magneto-
conductivity in graphene. The widths of the longitudinal conduc-
tivity peaks display a power-law behavior following ∆ν ∝ T κ with
a scaling exponent κ = 0.37 ± 0.05 for the first electron and hole
Landau level. Similarly the maximum derivative of the quantum
Hall plateau transitions (dσxy/dν)max scales as T−κ with a scaling
exponent κ = 0.41 ± 0.04 for both the first and second electron
and hole Landau level. These results confirm the universality of
a critical scaling exponent. In the zeroth Landau level, however,
the width and derivative are essentially temperature independent,
which we explain by a temperature independent intrinsic length that
obscures the scaling behavior of the zeroth Landau level.
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6.1 Introduction
The integer quantum Hall effect1 in two-dimensional systems (2DES) is a direct
consequence of the underlying Landau level spectrum. Electronic states in the
tails of individual Landau levels are localized and give rise to the quantized
plateaus in the Hall resistance. The states in the center of the Landau levels are
extended, meaning that their wave functions are delocalized. The delocalization
in 2DESs was shown to be governed by a localization length, which follows a
power-law behavior around the Landau level centers.2, 3 The critical scaling
exponent, determining this behavior, was shown to be universal for traditional
2DESs.4
Recently a new type of 2DES, graphene, joined the playground of the quan-
tum Hall effect. Its unconventional Landau level spectrum of massless chiral
Dirac fermions led to a new half-integer quantum Hall effect,5, 6 which remains
visible up to room temperature.7
In this chapter we investigate the scaling behavior of the quantum Hall
plateau-plateau transitions in graphene. When changing the carrier concen-
tration n at a constant field, the peak width of the longitudinal conductivity,
∆σxx, as well as the inverse slope of the Hall conductivity dν/dσxy scale as
T κ. Our experimentally measured scaling exponent κ = 0.40 ± 0.02 is consis-
tent with universal scaling theory.2–4, 8–10 The transition through the zeroth
Landau level, however, shows no clear scaling behavior which we explain by a
temperature independent intrinsic length scale governing scaling.
6.2 Scaling in the QHE-regime
The graphene Hall-bar sample used in this chapter was prepared in a similar
fashion as described in chapter 3. In a magnetic field the density of states
in the graphene sample splits up into non-equidistant Landau levels5, 6, 11, 12
according to EN = sgn(N)
√
2e~v2FB|N | (See inset Fig. 6.1), where N identifies
the 4-fold degenerate Landau levels. This Landau level spectrum leads to the
half-integer quantum Hall effect as presented in Fig. 6.1, where we show the
Hall conductivity σxy and longitudinal conductivity σxx as calculated from the
corresponding symmetrized resistivities by a tensor inversion. The electronic
states between two Landau levels are localized (dashed regions in the inset of
Fig. 6.1) and lead to Hall plateaus quantized to σxy = 4ie2/h, with i = N +1/2
a half integer. The plateaus are accompanied by zero minima in the longitudinal
conductivity σxx. At the center of the Landau levels the states are extended
and the Hall conductivity changes to its next plateau, at the same time the
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Figure 6.1: Temperature dependence of the quantum Hall effect in
graphene. Longitudinal conductivity σxx and Hall conductivity σxy as a
function of concentration n (bottom-axis) and voltage V (top-axis) at B =
20 T for different temperatures. The inset shows the Landau level spectrum
in graphene.
longitudinal conductivity displays a peak.
The region of extended states or delocalized states can be described by the
energy interval at which the localization length ξ(E), i.e., the spatial extend
of the wave function, increases beyond some characteristic length, ξ(E) > L.
States remain localized if their localization length remains below this charac-
teristic length, ξ(E) < L. According to scaling theory the localization length
ξ(E) follows a power law behavior2, 3 as a function of energy given by
ξ(E) = ξ0|E − Ec|−γ , (6.1)
with Ec the singular energy at the center of the Landau level and γ the critical
exponent. Towards this singular energy the localization length diverges and
states become delocalized as ξ(E) > L, making the states in the center of the
Landau levels extended. To probe this delocalization we have to translate the
energy relation to measurable quantities. In a first approximation, we assume
a constant density of states (DOS) close to the singular energy.13 In this case
the energy in equation (6.1) is directly proportional to the measurable filling
factor, ν = nh/eB, of the Landau levels, E ∝ ν.
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Figure 6.2: Plateau transition properties of the high Landau levels.
(a) ∆ν, distance between two extrema in the derivative dσxx/dν, of the first
electron Landau level (solid symbols) and the first hole (open symbols) Lan-
dau level for different magnetic fields. (b) The derivative (dσxy/dν)max as a
function of temperature for the same levels. (c) The derivative (dσxy/dν)max
as a function of temperature for the second electron and hole level.
At finite temperatures the role of the characteristic length L is played by the
inelastic scattering rate, Lin ∝ T−p/2, with p the inelastic scattering exponent.
We can directly relate this temperature dependent quantity to the scaling of
the localization length, and equation (6.1) becomes a function of temperature,
|ν − νc| ∝ T p/2γ , with νc the Landau level center and ν its edge. This scaling
behavior has therefore a direct relation to the quantum Hall transitions mea-
sured in the magneto-conductivity at finite temperatures through the quantities
(dσxy/dν)max and ∆ν.2, 3 The width ∆ν is here defined as the distance between
two extrema in the derivative dσxx/dν and (dσxy/dν)max is the maximum in
the derivative of σxy. Both quantities show a power law behavior ∆ν ∝ T κ and
(dσxy/dν)max ∝ T−κ with the critical exponents κ and γ related according to
κ = p/2γ. An exact value for p cannot be determined from our data, however
p = 2 is a commonly used value for two-dimensional systems governed by short
range scattering,14–16 which is indeed expected in our high mobility graphene
sample.11, 17–19
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6.3 Experiment
In a first set of experiments we look at the width ∆ν and derivative (dσxy/dν)max
as a function of temperature for the first and second electron and hole Landau
level as shown in Figure 6.2 for magnetic fields between 5 and 30 T. The higher
Landau levels have been shown20 to behave similar to the Landau level structure
in traditional two-dimensional electron systems (2DEGs), and are therefore a
good starting point.
Scaling in the high Landau levels
The widths ∆ν and derivatives (dσxy/dν)max of the higher Landau levels show
a clear dependence on temperature as can be seen from Fig. 6.2. The width ∆ν
of the first electron and hole level at magnetic fields between 10 and 30 T shows
a power law behavior following ∆ν ∝ T κ. The scaling exponents extracted from
these data, for holes κ = 0.37 ± 0.05 and for electrons κ = 0.37 ± 0.06, are all
identical within their error margins and show no evidence of a magnetic field
dependence. The error is determined by the scattering of all the individual
κ-values, the statistical error for each κ is smaller. At T < 15 K the curves
in Fig. 6.2a start to flatten, which is an indication that the localization length
becomes independent on temperature and becomes dominated by an intrinsic
length scale,8 possibly the 1 µm width of the sample.
The linear behavior of the maximum derivatives (dσxy/dν)max in the Hall
transition regions between the ν = ±2 and ν = ±6 plateaus are consistent
with these observations, as shown in Fig. 6.2b. For both the first hole and the
first electron level the curves show a power law behavior with scaling exponents
κ = 0.40± 0.03 and κ = 0.40± 0.04 respectively for all fields up to B = 25 T.
In the high field limit (B = 30 T) the data starts to show a small reduction
of the scaling exponent compared to the other fields (κ ≈ 0.3) which may be
attributed to an artifact related to a Landau level splitting.21 At high fields the
degeneracy of the Landau levels is partly lifted, which leads to an additional
minimum in σxx and a developing plateau in σxy in the center of the Landau
levels, here at filling factor ν = ±4. Due to the broad Landau levels this splitting
remains obscured in σxx and σxy. Their derivatives, at the center Landau level
positions, are however much more sensitive to this effect. Therefore the onset of
this splitting makes it difficult to extract reliable scaling data at this magnetic
field.
At low temperatures, the (dσxy/dν)max-curves measured between 5 and 25
Tesla (see Fig. 6.2c) also start to flatten of, similar to what is observed in the
width. This confirms that an intrinsic length starts to dominate the localization
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Figure 6.3: Scaling behavior of the localized states. Scaling behavior
in the tails of the first electron Landau level for various magnetic fields as a
function of relative filling factor |νc− ν|/4 with ν = nh/eB. The factor 1/4 in
the x-axis accounts for the four-fold Landau level degeneracy. The localization
length on the right axis was calculated by eq. (6.3) with C = 1.
length below T = 15 K.
Figure 6.2c shows (dσxy/dν)max for the second hole and electron Landau
levels. Despite of the limited temperature range it does show a power law
behavior with a scaling exponent of κ = 0.40 ± 0.03 and κ = 0.41 ± 0.03 for
holes and electrons respectively. The width at the second Landau level is no
longer clearly distinguishable and therefore no data could be obtained on the
scaling behavior of these levels from this technique.
When we assume the temperature exponent of the inelastic scattering length
to be p = 2, we obtain by the relation κ = p/2γ, a critical exponent γ =
2.5 ± 0.2 for all the higher Landau levels combined. This value is in good
agreement with the universal value γ = 2.39 ± 0.10 showing that localization
in graphene follows a similar scaling behavior as traditional two-dimensional
electron systems. These results are also consistent with the low temperature
behavior of the conduction in the Landau level tails.13
Hopping conductivity
In these tails the conductivity decreases with decreasing temperature and dis-
appears when the temperature is lowered to T = 0 (see Fig. 6.1). When kT is
small enough to make the activation to the mobility edge and excitation across
potential barriers to neighboring states improbable, the conduction is governed
by a variable range hopping type of conductivity. In this regime electrons or
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holes are able to tunnel between states within an energy range kT leading to a
slightly increased conductivity. The temperature dependence of the conductiv-
ity in this regime is given by22–26
σxx = σ0e−
√
T0/T , (6.2)
with a temperature dependent prefactor σ0 ∝ 1/T . The characteristic temper-
ature T0 is determined by the Coulomb energy and is inversely proportional to
the localization length ξ(ν) at a particular filling factor ν
T0(ν) = C
e2
4pi0kBξ(ν)
, (6.3)
with C a dimensionless constant in the order of unity and  ≈ 2.5 is the effective
dielectric constant for graphene on silicon dioxide.
Using equation (6.2) we can extract a value for the characteristic tempera-
ture T0 from the temperature dependent conductivity measurements, which is
directly related to the localization length via equation (6.3). Figure 6.3 shows
the results for the first electron Landau level as a function of the relative filling
factor |νc − ν|. A similar graph is found for the first hole level. Combining
these results with equation (6.1) gives us a direct value for the critical expo-
nent γ = 2.6 ± 0.5 for the first electron and hole Landau level. This is indeed
in good agreement with the values obtained from the width ∆ν and derivative
(dσxy/dν)max.
Scaling in the zeroth Landau level
Let us now focus our attention to the scaling behavior at the zeroth Landau
level. From a similar analysis as described for the higher Landau levels we
obtain the width ∆ν and derivative (dσxy/dν)max as a function of temperature
for magnetic fields between 5 and 30 T (see Fig. 6.4). Contrary to the higher
Landau levels, at high fields neither the width (Fig. 6.4a) nor the derivative
(Fig. 6.4b) of this zeroth level shows a clear dependence on temperature.
Note that in the low temperature limit at high magnetic fields scaling mea-
surements of the zeroth Landau level, especially in (dσxy/dν)max, are obscured,
similar to what we observed for the ν = ±4 state in the first Landau level.
In this regime the Landau level degeneracy is partly lifted and a ν = 0 state
appears21, 27 and develops into a quantum Hall plateau at the CNP, see chap-
ter 7. Consequently (dσxy/dν)max will go to zero and is unrelated to any scaling
behavior.
The temperature independence of ∆ν and (dσxy/dν)max in the zeroth Lan-
dau level suggest that the localization length is determined by an intrinsic
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Figure 6.4: Plateau transition properties of the zeroth Landau level.
(a) ∆ν, distance between two extrema in the derivative dσxx/dν, as a function
of temperature for the zeroth Landau level. (b) The derivative (dσxy/dν)max
as a function of temperature for the zeroth Landau level.
length scale rather than a thermal length scale. The intrinsic length is in this
case directly related to the localization length by Lint = ξ = ξ0|∆ν/2|−γ where
the prefactor ξ0 is proportional to the magnetic length lB =
√
~/eB with a
proportionality factor in the order of one.4 This provides an estimate on the
intrinsic length of the order of 10 nm. This size is in reasonable agreement with
the size of the intrinsic ripples in graphene, Lrip ≈ 10 nm,28, 29 suggesting that
the origin of the temperature independent intrinsic length lies in ripple-induced
localization.30, 31 Admittedly, numerous other scenarios, such as the existence
of electron-hole puddles,32 may also be considered as the cause of a different lo-
calization mechanism in the zeroth Landau level compared to the higher levels.
(see e.g. Ref. 33 and references therein).
In the low field regime there remains a small temperature dependence in
∆ν and (dσxy/dν)max. The strength of this temperature dependence is, within
its error, constant below B = 20 T and displays a slope of 0.08 ± 0.05 for the
width ∆ν and a slope of −0.13 ± 0.07 for the derivative (dσxy/dν)max. This
small temperature dependence could be related to a competition between the
intrinsic localization length and the temperature dependent localization length.
For a poorly annealed sample the temperature dependence of the width ∆ν
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and the derivative (dσxy/dν)max in the zeroth Landau level increases for lower
fields. From B = 30 T to 10 T the slope increases from 0 to 0.49, which would
indicate in this picture that at high fields the intrinsic length scale dominates the
scaling behavior and at low fields the temperature dependent localization length
does. This is, however, only valid under the assumption that the temperature
exponent p of the inelastic scattering rate is constant as it was observed in the
higher Landau levels. Variations in p with magnetic field13, 15 in the zeroth
Landau level or between the zeroth and the higher Landau levels cannot be
ruled out at the moment.
6.4 Conclusion
To conclude we have shown that the width ∆ν and the derivative (dσxy/dν)max
in the high Landau levels of graphene show a typical scaling behavior with an
average κ = 0.40 ± 0.02 leading to a critical exponent γ = 2.5 ± 0.2, where
the temperature exponent was assumed to be p = 2. These results are con-
sistent with scaling measurements in the VRH-regime yielding γ = 2.6 ± 0.5.
In the zeroth Landau level no temperature dependence of the width nor of the
derivative was observed in the measured range. We explain this result by a
temperature independent intrinsic length leading to the absence of a universal
scaling behavior of the zeroth Landau level.
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Chapter 7
Gap opening in the zeroth
Landau level
Abstract
1 In high magnetic fields the energy spectrum of graphene consists of
relativistic Landau levels with a unique state at zero energy. In this
chapter I will show the behavior of the low-temperature resistance
at this charge neutrality point in high magnetic fields (30 T). The
longitudinal resistivity increases strongly with increasing field and
decreasing temperature whereas the Hall resistivity crosses zero. I
will show that these surprising data can be explained by a splitting
of the 0th Landau level of the order of 30 K. This splitting can
explain both the increasing longitudinal resistance as well as the
anomalous behavior of the Hall resistance in terms of coexisting
electrons and holes in the same split energy level.
1Part of this chapter was published in: Giesbers, A. J. M. et al., Gap opening in the zeroth
Landau level of graphene. Phys. Rev. B: Rapid Communications (2009)
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7.1 Introduction
Graphene, the recently discovered truly two-dimensional form of carbon,1 dis-
plays unique electronic properties with a half-integer quantum Hall effect as
a prominent example2–4 as we saw in the previous chapters. This effect origi-
nates from the unconventional Landau-level spectrum of massless chiral Dirac
fermions.5 In particular, the spectrum contains a zero-energy Landau level at
the charge neutrality point, which is shared equally between electrons and holes
of opposite chirality.
In this chapter I will elucidate more on the experimental observation of a
diverging magneto-resistance in the center of this zero-energy Landau level in
high magnetic fields (up to 30 T) and at low temperatures (down to 0.4 K).
Calculating the conductivities from these data, reveals a quantum-Hall zero
minimum in the longitudinal conductivity σxx and a quantized zero in the Hall-
conductivity σxy. I will show that our data can be explained quantitatively by
the opening of a gap (30 K at 30 T) in the zeroth Landau level.
7.2 Sample
The monolayer graphene device was made by micromechanical exfoliation of
natural graphite, contacted by Ti/Au electrodes1 and structured into Hall-bars
as described in chapter 3. A scanning electron micrograph of the resulting
device can be seen in the top left inset of Fig. 7.1a. The device is annealed (see
section 3.3) at 390 K to remove all surface impurities, that lead to e.g. doping or
scattering, and place its charge neutrality point at zero gate voltage.6–8 During
this process the device mobility was improved from µ = 4, 700 cm2(Vs)−1 to
µ = 10, 000 cm2(Vs)−1.
The resistance behavior of the CNP appeared to be strongly dependent
on its position with respect the gate voltage.9 Doped graphene samples, with
the CNP at some finite positive gate voltage, showed a much less pronounced
resistance increase at the CNP compared to the pristine undoped samples as
will be elucidated more in this chapter.
7.3 Low-temperature magneto-transport
As stated in the previous chapters the charge carriers in graphene behave as
massless chiral Dirac fermions with a constant velocity c ≈ 106 m/s and thus a
linear dispersion E = ±c~|k|.2, 3, 10 The ± sign refers to electrons with positive
energies and holes with negative energies, respectively. In a magnetic field,
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Figure 7.1: Strongly increasing resistance at the charge neutrality
point (CNP) (a) Symmetrized Hall resistivity ρxy measured between contacts
3 and 5, as shown in the scanning electron micrograph in the top left inset
(false color), at respectively T = 1.3 K (solid black), T = 4.2 K (dashed
red) and T = 150 K (dotted green) at a fixed magnetic field B = 30 T. The
bottom right inset displays the Landau level spectrum. (b) The Symmetrized
longitudinal resistivity ρxx at the same temperatures as in (a) with a zoom of
the high resistivity peaks in the inset. At the CNP where ρxy displays a zero
crossing, the longitudinal resistivity shows a strongly diverging behavior with
decreasing temperature.
this linear spectrum splits up into non-equidistant Landau levels5 at EN =
±c√2e~BN (see bottom left inset Fig. 7.1a). Higher Landau levels (N ≥ 1)
are fourfold degenerate and filled with either electrons (E > 0) or holes (E < 0).
The zeroth Landau level (N = 0) is also four-fold degenerate, but is half filled
with electrons and half filled with holes of opposite chirality.
7.3.1 Half-integer QHE
A consequence of this peculiar Landau-level structure is a half-integer quantum
Hall effect.2, 3 Figure 7.1a and b visualize this effect by means of magneto-
transport experiments in a graphene field-effect transistor (FET) at B = 30 T.
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All curves are symmetrized for positive and negative magnetic fields to remove
possible artifacts due to add-mixtures of ρxx on ρxy and vice versa, caused by
e.g. contact misalignment or inhomogeneities. Some reminiscent add-mixture
remains however in the lowest temperature sweep, visible as strong fluctuations
in the resistivity (50 kΩ).
At large negative back-gate voltages (Vg < −40 V) two hole levels are com-
pletely filled, the Hall resistivity is quantized to ρxy = h/6e2 = 4.3 kΩ and the
longitudinal resistivity ρxx develops a zero-minimum. Moving Vg toward zero
depopulates the N = 1 hole level and moves the Hall resistance to the following
plateau, ρxy = h/2e2 = 12.9 kΩ accompanied by another zero in ρxx. Sweeping
Vg through zero then depopulates the hole states in the zeroth Landau level
and at the same time populates electron states in the same level. ρxy changes
smoothly through zero from its negative quantized value on the hole side to a
positive quantized value on the electron side whereas ρxx moves from a zero on
the hole side through a maximum at the CNP to another zero-minimum on the
electron side.
7.3.2 Behavior of the CNP
In the remainder of this chapter I will focus on the behavior of the resistance
at the CNP or ’Dirac point’. The emphasis will be on the low-temperature
and high-field properties yet some interesting points in its low-field behavior
are worth mentioning here.
Low-field behavior
Theoretically, in a pristine graphene sample the Fermi-energy is situated at
this particular point where the conductance band and valence band meet and
the density of states vanishes. However, in practice the inevitable presence of
disorder, forms regions of electrons and holes in the graphene sheet.11 These
so-called electron-hole puddles could account for the finite maximal resistivity,
ρxx = h/4e2, at zero charge carrier concentration in the absence of an external
magnetic field, as was covered in chapter 3.
When we apply a perpendicular magnetic field to the graphene sheet we
observe an initial increase in the longitudinal resistivity ρxx at the CNP over the
first few Tesla. The inset in Fig. 7.2a illustrates this behavior for three different
temperatures, T = 0.4, 93 and 150 K (top to bottom). Above approximately 2
Tesla the resistance remains relatively constant for the first 10 Tesla.
A possible explanation for this magnetic field behavior of the resistance at
the CNP can be given by the transition of the zero field electron-hole puddles
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Figure 7.2: Behavior of the CNP (a) The magnetic field dependence of
ρxx at the CNP at various temperatures, T = 0.4 K (solid blue), T = 4.2 K
(dotted red) and T = 150 K (dashed green) visualizing its strongly diverging
character with increasing magnetic field at low temperatures. The inset shows
a zoom of the low-field resistivity behavior of the CNP at T = 0.4 K (solid
blue), T = 98 K (dash-dotted cyan) and T = 150 K (dashed green). (b) The
temperature dependence of ρxx at the charge CNP at 0 Tesla (green squares),
15 Tesla (red circles) and 30 Tesla (blue triangles). At the highest magnetic
field and the lowest temperature the resistance of the CNP is strongly diverging
into an isolating state. For higher temperatures the behavior is metallic.
state to the quantized Landau levels density of states at finite magnetic fields.
In the latter case there forms a Landau level at zero energy, which changes
the electronic properties around the ’Dirac point’ and thereby its resistivity
maximum.
High field behavior
At high magnetic fields and low temperatures the resistivity around the CNP
shows a strongly increasing behavior.9 Figure 7.2 summarizes our experimen-
tal findings with respect to this interesting behavior of ρxx at the CNP. For
sufficiently high temperatures the magneto-resistance displays a moderate field
dependence with only a slight increase in resistivity (Fig. 7.2). For B > 15 T,
however, the resistivity starts to increase strongly for the lowest temperature
T = 0.4 K. Such a field-induced transition to an insulating state can also be
seen in Fig. 7.2b. For high magnetic fields (B > 15 T) the resistivity strongly
increases from a few ten kilo-ohms to several mega-ohms when the temperatures
is lowered down to 0.4 K (Fig. 7.2b).
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Similar measurements, performed on a strongly doped device with the CNP
situated at VG = 8 V, reveal a much weaker diverging peak in the resistivity.
Only at B = 32 T and T = 0.06 K the curves show a comparable behavior
to the B = 30 T, T = 4.2 K data obtained from an undoped device, CNP at
VG = 0 V. This demonstrates that strongly doped devices do display the same
behavior only the strongly increasing longitudinal resistance develops at much
higher magnetic fields and lower temperatures. This suggests we really need
high quality graphene devices to quantitatively study this effect.
Continuing to the high temperature range in Fig. 7.2b the resistivity behaves
metallic and decreases as the temperature is lowered. This metallic behavior
of the CNP can satisfactorily be explained using a simple model of counter-
propagating edge channels.12
At zero magnetic field (Fig. 7.2b) the resistivity slightly increases with
decreasing temperature toward h/4e2, as the thermally activated carriers in
graphene are partly frozen out.
7.4 Conductivities
To gain more insight into the peculiar behavior at the CNP we have calcu-
lated the longitudinal conductivity σxx and Hall conductivity σxy from the
experimentally measured and symmetrized resistivities ρxx and ρxy by a tensor
inversion:
σxx =
ρxx
ρ2xx + ρ2xy
, σxy =
−ρxy
ρ2xx + ρ2xy
. (7.1)
Figure 7.3 shows the evolution of both the longitudinal conductivity (left) and
Hall conductivity (right) with magnetic field and concentration at 0.4 K. Sweep-
ing the charge carrier concentration from holes to electrons at low magnetic
fields (B < 10 T) changes σxx from its ν = −2 quantum Hall minima through
a maximum to its ν = +2 quantum Hall minima, as can be seen in the cross-
section taken at B = 10 T from the contour plot (Fig. 7.3c). At the same time
the Hall conductivity changes from the ν = −2 plateau smoothly to its ν = +2
plateau (Fig. 7.3f). By increasing the magnetic field the behavior dramatically
changes and the conductivity peak (Fig. 7.3b) splits up into two peaks. This
splitting increases linearly with magnetic field. At the same time the Hall con-
ductivity develops a plateau around zero concentration which is quantized to
zero e2/h (Fig. 7.3e). The cross-sections taken at B = 30 T (Fig. 7.3a and d)
nicely illustrate this behavior as a function of concentration showing a minima
in σxx around the CNP which tends to zero and a flat plateau in σxy. Both
features are an immediate consequence of the drastically increasing character
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Figure 7.3: Magnetic field behavior of the conductivities. Color plot
and two cross-sections of the longitudinal conductivity σxx (left) and Hall
conductivity σxy (right) as a function of magnetic field and carrier concentra-
tion. Clearly visible is the opening of a gap in the zeroth Landau level with
increasing magnetic field from 10 to 30 Tesla.
of ρxx at the CNP.
A similar behavior of the conductivity can be seen in its temperature evo-
lution. Fig. 7.4a shows the two components of the conductivity tensor at
B = 30 T. At low temperatures, the Hall conductivity σxy develops an addi-
tional, clearly pronounced, zero-value quantum Hall plateau around the CNP.
At the same time the longitudinal conductivity σxx displays a thermally acti-
vated minimum which approaches zero as the lowest temperatures are reached.
At high temperatures (T = 100 K), the ν = 0 state has completely disappeared.
This temperature behavior is also directly related to the increasing ρxx.
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Figure 7.4: Thermally activated magneto-transport measurements
(a) Concentration dependence of the Hall conductivity σxy (top panel) and
longitudinal conductivity σxx (bottom panel) at B = 30 T. The inset sketches
the principle of activated transport between two broadened Landau levels.
(b) Arrhenius plots of the temperature dependence of σxx at the CNP in the
thermally activated transport regime. (c) The energy gaps ∆ (blue circles) as
extracted from the slopes of the Arrhenius plots in (a), show a linear depen-
dence on the magnetic field. For comparison, the dotted black line represents
the expected gap value for a bare Zeeman spin-splitting ∆Z = gµBB with a
free-electron g-factor g = 2.
7.5 Activated behavior
We saw that both the minimum in σxx and the zero-value plateau in σxy at the
CNP disappear at elevated temperatures (Fig. 7.4a) pointing toward an acti-
vated transport behavior. The basic principle behind this activated transport
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between two broadened Landau levels is recapitulated in the sketch in the inset
of Fig. 7.4a. The localized charge carriers (solid region) are thermally activated
across the activation gap ∆a, from the Fermi-energy EF to the conductivity
edge of the extended states (dashed region) and thereby contribute to the con-
ductivity. The total gap measured between two Landau levels is then twice the
activation gap, ∆ = 2∆a, which is, compared to the bare splitting of the levels,
reduced by the width of the extended states, Γ0.
When we plot σxx in an Arrhenius plot (Fig. 7.4b),
σxx ∝ exp (−∆a/kT ), (7.2)
we can reasonably fit the data with a single Arrhenius exponent, yielding an
activation gap ∆a. Below 10 K we do not observe a simple activated behavior
anymore since other transport mechanisms such as variable range hopping13, 14
start to play an important role. Recently it was also suggested that for very
low temperatures (T < 1 K) the strongly increasing resistivity might be due to
an abrupt transition to an ordered truly insulating state,9 which comes on top
of the simple activated behavior shown here.
The observed activated behavior can be related to the opening of a gap ∆ in
the zeroth Landau level (insert of Fig. 7.4a) and, therefore, to a partial lifting
of its four-fold degeneracy. The experimentally determined field dependence of
this gap is shown in Fig. 7.4c. The gap, or Landau level splitting, only becomes
visible for fields above 15 T and increases linearly with field from there on to a
gap of ∆ ≈ 30 K at B = 30 T. Below 15 T the gap is unresolved due to the finite
width Γ0 of the split Landau levels. A linear extrapolation of the experimental
data to zero field, where we assume the B-dependent gap to be zero, gives us an
estimate on the Landau level width Γ0 ≈ 30 K. The linear variation of ∆ with
magnetic field suggests that the splitting might be spin related. For comparison
we have plotted the theoretical Zeeman energy gap ∆Z = gµBB for a spin-split
zeroth Landau level, with a free-electron g-factor15 g = 2, and µB the Bohr
magneton. The slightly higher slope of the experimentally measured gap may
be explained by a sharpening of the zeroth Landau level (i.e. a reduction of
Γ0) with increasing field,7 or, alternatively by a slight exchange enhancement
of the splitting.16, 17 It should be mentioned however, that another the origin
of the gap than a Zeeman splitting cannot be ruled out experimentally.
7.6 IV -behavior
Further support for a gap opening in high magnetic fields is provided by the IV -
behavior at the CNP. Figure 7.5a shows the two-point current-voltage transport
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Figure 7.5: Current-voltage behavior at the CNP. (a) The source-drain
current Isd as a function of its voltage Vsd at the CNP for B = 0 (dotted),
20 (dashed) and 27 Tesla (solid). The inset shows the measured differential
conductances for the same fields, B = 0, 20, and 30 T for the squares, triangles
and circles respectively. (b) The dependence of the longitudinal resistivity on
the applied source-drain current.
properties of the graphene device at T = 4.2 K for different magnetic fields. The
IV -curves were deduced from the differential conductance shown in the inset of
Fig. 7.5a). At low magnetic fields, B < 20 T, we observe a linear behavior of the
source-drain current on the applied source-drain voltage. This is characteristic
for a good conductor and in agreement with the absence of a gap in the activated
transport data measured below 20 T at 4.2 K. At high magnetic fields, when a
gap is opening in the activation data, the IV -curves deviate from their linear
behavior and become strongly non linear at B = 27 T. This non-linear IV -
behavior is typical for a gap opening and transport becoming governed by
tunneling between localized states in the Landau level tails (VRH).
Besides the strongly diverging character of the resistance ρxx with the mag-
netic field, it also depends strongly on the applied source-drain current Isd (see
Fig. 7.5b). This strong dependence on the applied current, is consistent with
a gap opening and transport becoming dominated by variable range hopping
between the localized states in the tails of the split Landau levels. As a lower
current is applied the source-drain potential drop decreases and transport in the
gap will become exponentially less probable, which is indeed what we observe.
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7.7 Density-of-states model
The consequences of the opening of a gap can be understood intuitively using
a simple model (Fig. 7.6a): The density of states of graphene in a magnetic
field consist of a series of Landau levels occupied by electrons or holes. Each
Landau level is represented by a Gaussian with a degeneracy of 2eB/h for the
individual electron and hole state of the zeroth Landau level and 4eB/h for
the higher levels. The zeroth level is relatively sharp7 whereas the higher levels
are considerably broadened by, amongst others, random fluctuations of the
perpendicular magnetic field caused by the rippled surface of graphene.18–20
Electrons and holes in the center of the Landau levels are extended (shaded
areas) whereas they are localized in the Landau level tails (filled areas).
With this simple model-density-of-states one can straightforwardly calculate
the longitudinal conductivity σxx (Fig. 7.6b) by means of a Kubo-Greenwood
formalism21, 22
σxx = e
∞∫
−∞
µ(E)D(E)
∂f(E)
∂E
dE, (7.3)
where D(E) is the density of states, f(E) the Fermi-distribution function and
µ(E) the mobility. The Hall conductivity σxy (Fig. 7.6b) is obtained by sum-
ming up all the states below the Fermi-energy.23 The results are shown by
the dotted lines in Fig. 7.6b and reproduce all the features of a half-integer
quantum Hall effect in graphene.2, 3
An additional spin-splitting of all the Landau levels is introduced into the
model in Fig. 7.6b. The splitting is only resolved in the lowest Landau level,
where the level width is small enough (20 K). Due to the large broadening of
the higher levels (400 K) it remains unresolved here. Fig. 7.6c shows how this
splitting reproduces the plateau in σxy accompanied by a minimum in σxx. As
soon as the splitting exceeds the width of the extended states in the lowest
Landau level, the resistance at the CNP starts to increase strongly as a natural
consequence of the tensor inversion of the developing minimum in σxx and
quantized Hall plateau in σxy.
Compensated semimetal
The proposed density of states in Fig. 7.6b. not only explains the experimentally
observed strong increase of ρxx at the CNP but also the behavior of ρxy. In
conventional semiconductors with a gap, ρxy develops a singularity around the
CNP when either electrons or holes are fully depleted. In our graphene samples,
however, ρxy is moving smoothly through zero from the ν = −2 plateau with
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Figure 7.6: Conductivities from a model density of states (a) The
top panel displays an illustration of the density of states for electrons (red)
and holes (blue) in graphene in a magnetic field. The zeroth Landau level is
narrower than the higher Landau levels but has the same total degeneracy.
The bottom panel sketches the density of states with the spin-degeneracy
lifted, revealing a splitting in the narrow zeroth Landau level that remains
unresolved in the broad higher Landau levels. (b) Hall conductivity σxy and
longitudinal conductivity σxx as a function of charge carrier concentration
for unsplit (dotted lines) and split (solid line) Landau levels calculated for
B = 30 T and T = 1 K. The Landau level splitting was taken to be a bare
Zeeman splitting with g = 2.n splitting with g = 2. The splitting of the
Landau levels yields an additional ν = 0 plateau in σxy accompanied by a
minimum in σxx.
ρxy = −h/2e2 = −12.9 kΩ to the ν = +2 plateau at h/2e2. This observation
implies that electrons and holes are coexisting both below and above the CNP
and graphene behaves as a compensated semimetal with as many hole states as
electron states occupied at the CNP.
Figure 7.7a illustrates the coexistence of charge carriers around the CNP in a
116
7.7 Density-of-states model
simple picture. The electron concentration already starts to increase at negative
filling as the hole concentration is still decreasing. At zero filling the number
of electrons and holes are equal and we are at the charge neutrality point.
For higher fillings the number of electrons increases as the hole concentration
reduces to zero.
The Hall resistivity can then be calculated by24
ρxy =
B(p− n)
e(p+ n)2
, (7.4)
where n is the electron concentration and p the hole concentration. Here we
assumed that the electron an hole mobilities are equal. The coexistence of
electrons and holes leads to a smooth change from a negative Hall resistivity to
positive Hall resistivity (see solid line Fig. 7.7b). The maximum Hall resistivity
is quantized to ±h/2e2. Quantum Hall plateaus are however not visible since we
did not take localization of the charge carriers into account. At low magnetic
fields this localization is not yet visible in the measurements and, indeed we
measure a similar resistivity curve (dotted line in Fig. 7.7b) as the calculated
one.
For comparison we also calculated the Hall resistivity for completely sepa-
rated electrons and holes around zero filling (see dashed line in Fig. 7.7b). In
this situation, similar to conventional semiconductors with a gap, the Hall re-
sistivity ρxy diverges around the CNP as equation (7.4) reduces to ρxy = B/eq
with q either the electron concentration n or the hole concentration p.
Peculiar insulator
As was discussed above a splitting of the zeroth Landau level explains the
strongly increasing resistance at the CNP for high fields and low temperatures.
As a consequence of this diverging resistance we saw that the Hall conductivity
shows a quantized zero value plateau which is accompanied by a zero minimum
in the longitudinal conductivity. Table 7.1 summarizes these properties of the
resistivities and conductivities at the CNP (see row G-CNP). The table also
shows the same properties for all other types of conductors. A comparison
shows that the ν = 0 state at the CNP in graphene (see row G-CNP) is peculiar
for a quantum Hall state (see row QHE), where traditionally a minimum in ρxx
and a finite quantized value of ρxy are accompanied by a minimum in σxx and
a finite quantized σxy. A closer look shows that even for a insulating state in
general the ν = 0 state is unique and points to a new type of quantum Hall
insulator.
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Figure 7.7: Hall effect of co-existing electrons and holes in graphene
(a) Electron (red), hole (blue) and effective (black) charge carrier concentra-
tion in graphene as a function of Landau level filling. In the region around
zero filling, electrons and holes co-exist. (b) The Hall resistivity for the situa-
tion of coexisting electrons and holes (solid and dotted) and for the situation
of completely separated electrons and holes (dashed). The solid orange line
shows the result for the concentrations presented in (a). The dotted green
line shows the change of the Hall resistivity measured at low magnetic fields
(B = 5 T), showing a similar behavior as presented by the calculation (or-
ange line). The dashed cyan line represents the situation where electrons and
holes are completely separated on the left and right side of zero filling. In this
situation the Hall resistivity diverges around zero filling.
7.8 Discussion
It should be mentioned in this context that Zhang et al. have observed an
additional splitting of the lowest Landau level in other samples15, 26 resulting
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Table 7.1: Types of insulators. Behavior of the longitudinal resistivity
(ρxx), the Hall resistivity (ρxy), the longitudinal conductivity (σxx) and the
Hall conductivity (σxy) for the different types of conductors: metal, insulator,
quantum Hall effect (QHE), high-field quantum Hall insulator25 (HF-QHI)
and graphene CNP (G-CNP). The f and q stand for respectively finite and
quantized.
Material ρxx ρxy σxx σxy
metal f f f f
insulator ∞ ∞ 0 0
QHE 0 f , q 0 f , q
HF-QHI ∞ f , q 0 0
G-CNP ∞ 0 0 0, q
into additional ν = ±1 quantum Hall plateaus at ρxy = ±h/e2 = ±25.8 kΩ and
minima in ρxx. To explain these results, in addition to a spin splitting also the
degeneracy of electron and hole states has to be removed by lifting the sublattice
degeneracy. Figure 7.8 shows the density of states corresponding to this scenario
(Fig. 7.8c) in comparison with the previously sketched four-fold degenerate ze-
roth Landau level (Fig. 7.8a) and spin-split zeroth Landau level (Fig. 7.8b). By
equation (7.4), and including localization of the charge carriers, these Landau
level spectra directly lead to the Hall resistances sketched in Fig. 7.8d, e and
f. Without any splitting (Fig. 7.8) we obtain the familiar picture of the half-
integer quantum Hall effect, where the Hall resistance changes smoothly from
the quantized plateau at ρxy = −h/2e2 to the plateau at ρxy = +h/2e2. An ad-
ditional spin-splitting does not alter this picture (Fig. 7.8e) substantially as we
already observed in the previous sections. The only difference is a small plateau
at ν = 0 originating from the localized states between the split levels. This
plateau was not yet unambiguously clear observed in the measurements due to
some large fluctuations, most likely originating from some reminiscent mixing
of ρxx. The last sketch (Fig. 7.8f) shows that a ν = ±1 state with plateaus
at ρxy = ±h/e2, is only achieved when there exists an asymmetry between
electrons and holes (Fig. 7.8c). Theoretically this violation of the particle-hole
symmetry may be due to defects such as supercritical charge impurities27 or
other resonant scatterers.28 In this respect, the absence of ν = ±1 state in our
and other experiments7, 9, 12 points to a large disorder, confirmed by the lower
mobility, which prevents symmetry breaking. Therefore we deal with a sym-
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metric density of states for electrons and holes with two two-fold degenerate
split levels shared by electrons and holes simultaneously (see Fig. 7.8b).
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Figure 7.8: Hall resistance for different splitting scenarios of the
zeroth Landau level (a, b, c) Sketches of the Landau levels in graphene at
high magnetic fields as a function of energy for three scenarios of degeneracy.
The hole levels (blue) are drawn downwards and the electron levels (red) up-
wards. The zeroth Landau level is narrower than the higher Landau levels but
has the same total degeneracy. (a) Four-fold degenerate zeroth Landau level.
(b) Symmetrically spin-split electron-hole levels in the zeroth Landau level.
(c) Additional lifting of the sublattice degeneracy in the zeroth Landau level
leading to four separate levels. (d, e, f) The complementary Hall resistances
of the Landau level structures presented in (a, b, c) respectively. In (d) the re-
sistance changes smoothly through zero filling from the quantum Hall plateau
at ν = −2 (-12.9 kΩ) to the plateau at ν = 2 (12.9 kΩ) A similar behavior is
observed in (e) when only spin splitting is taken into account, as there are still
coexisting electrons and holes present. Only when the sublattice degeneracy
is lifted (f), the density of states for electrons and holes splits, and the Hall
resistance increases to ±25.8 kΩ (ν = ±1) on both sides of the zero crossing.
An important consequence of our experiments is that the gaps measured are
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more than an order of magnitude smaller than interaction induced gaps. In-
deed, the characteristic energy of electron-electron correlation I = e2/4pi0rlB
(where lB =
√
~/eB is the magnetic length and r ≈ 2.5 is the effective dielec-
tric constant for graphene on silicon dioxide) amounts to about 1400 K at 30 T
and exceeds the width of the zero-energy Landau level Γ0 by nearly two orders
of magnitude. According to a simple Stoner-like theory of quantum Hall ferro-
magnetism29 this should result in spontaneous breaking of spin and, possibly,
valley degeneracy with the formation of quantum Hall ferromagnetism. Since
we do not see any evidences of the spontaneous breaking, the effective Stoner
parameter is apparently reduced to the value of order of Γ0. Probably the sam-
ple mobility is not high enough for the stable appearance of a ferromagnetic
phase as proposed in Fig. 1 of Ref. [25]. A suppression of the Stoner parameter
is also what one would naturally expect for narrow-band itinerant-electron fer-
romagnets due to so called T -matrix renormalization.30, 31 Unfortunately, for
the case of quantum-Hall ferromagnetism a consequent theoretical treatment of
the effective Stoner criterion with a controllable small parameter is only possible
for the limit of high Landau levels32, 33 and, admittedly, numerous other theo-
retical scenarios may be considered (see e.g. Ref. [30] and references therein).
Therefore, further theoretical efforts are certainly required to clarify this issue.
7.9 Conclusion
In conclusion, we have measured the transport properties of the zeroth Landau
level in graphene at low temperatures and high magnetic fields. A strongly
increasing longitudinal resistance accompanied by a zero crossing in the Hall
resistivity at the CNP leads to a flat plateau in the Hall conductivity together
with a zero-minimum in the longitudinal conductivity. This behavior can be
related to the opening of a Zeeman gap in the density of states of the zeroth
Landau level which reasonably reproduces all the features observed experimen-
tally.
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Chapter 8
Quantum resistance metrology
Abstract
1 In this chapter I will show a metrological characterization of the
quantum Hall resistance in a 1 µm wide graphene Hall-bar. The
longitudinal resistivity in the center of the ν = ±2 quantum Hall
plateaus vanishes within the measurement noise of 20 mΩ up to
2 µA. Our results show that the quantization of these plateaus is
within the experimental uncertainty (15 ppm for 1.5 µA current)
equal to that in conventional semiconductors. The principal lim-
itation of the present experiments is the relatively high contact
resistances in the quantum Hall regime, leading to a significantly
increased noise across the voltage contacts and a heating of the
sample when a high current is applied.
1Part of this chapter was published in: Giesbers, A. J. M. et al., Quantum resistance
metrology in graphene. Appl. Phys. Lett. 93, 222109 (2008).
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8.1 Introduction
The Hall resistance in two-dimensional electron systems (2DESs) is quantized
in terms of natural constants only, RH = h/ie2 with i an integer number.1
Due to its high accuracy and reproducibility this quantized Hall resistance in
conventional 2DESs is nowadays used as a universal resistance standard2 and
defines the SI-unit: Ohm.
Recently a new type of half-integer quantum Hall effect3, 4 was found in
graphene, the purely two-dimensional form of carbon.5 Its unique electronic
properties6 (mimicking the behavior of charged chiral Dirac fermions7, 8) allow
the observation of a quantized Hall resistance up to room-temperature,9, 10 mak-
ing graphene a promising candidate for a high-temperature quantum resistance
standard. Although the quantized resistance in graphene around the ν = 2
plateau is generally believed to be equal to h/2e2, up to now it has not been
shown to meet a metrological standard. In this chapter I present results of the
first metrological characterization of the quantum Hall resistance in graphene
to investigate the suitability of graphene as a high temperature resistance stan-
dard. In particular, I will address the present accuracy of quantization (15
ppm) and the experimental conditions limiting this accuracy.
8.2 Sample and Setup
Our sample consists of a graphene Hall-bar on a Si/SiO2 substrate forming
a charge-tunable ambipolar field-effect transistor (A-FET), where the carrier
concentration can be tuned with a back-gate voltage Vg.11 In order to remove
most of the surface dopants that make graphene generally strongly hole doped
and limit its mobility, we have annealed the sample in-situ for several hours
at 380 K prior to cooling it down slowly (∆T/∆t < 3 K/min) to the base
temperature (0.35 K) of a top-loading 3He-system equipped with a 15 T super-
conducting magnet. After annealing, the charge neutrality point in the A-FET
was situated at 5 V and the sample displayed a (low-temperature) mobility
µ = 8, 000 cm2(Vs)−1.
We have performed standard DC resistance measurements using a Keithley
263 current source and two HP3458a multimeters or, for the most sensitive
longitudinal resistance measurements, an EM N11 battery-operated nanovolt
meter. A low-pass LC-filter at the current-source output protects the sam-
ple from large voltage peaks during current reversal. Special care was taken to
achieve high leakage resistance of the wiring in the insert (Rleak > 1013 Ω). The
high precision measurements were performed with a Cryogenic Current Com-
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Figure 8.1: Precision measurements of the longitudinal resistivity
minima.(a) Detailed sweep of ρxx for holes on both sides of the sample, ρ3, 5
(red) and ρ4, 6 (blue), with Isd = 0.5 µA at B = 14 T and T = 0.35 K.
The curves were taken for two different cooldowns (solid and dotted lines).
The inset shows a false color scanning electron micrograph of the single layer
graphene device. (b) Detailed sweep of ρxx; 4, 6 for electrons at different source-
drain currents, Isd = 0.5, 1.5, 2.5 µA, respectively solid black, dashed red and
dotted blue at B = 14 T and T = 0.35 K.
parator12 using a 100 Ω transfer resistor, where special attention was devoted
to measuring at low currents (Isd = 1.5 µA).
8.3 Characterization of the QHE in graphene
Before we perform the high precision measurements on the quantum Hall plateau
we first characterize the sample following the metrological guidelines13 for DC-
measurements of the quantum Hall resistance, especially making sure that the
longitudinal resistivity ρxx is well enough zero in order to provide a perfect
quantization of ρxy.2 Qualitatively, the absolute error in the quantization of
ρxy due to a finite ρxx, can be estimated as ∆ρxy = −sρxx, where s is in the
order of unity.14
In order to address the quantization conditions in some detail, we have
investigated the longitudinal resistivities in the ν = ±2 minima along both
sides of the sample under different conditions. Figure 8.1(a) shows that the
ν = −2 resistivity minima for holes are indeed robustly developed on both
sides of the sample for two different cooldowns. A similar robustness of the
resistivity minima is also observed for electrons around the ν = 2 minimum.
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Figure 8.2: Precise measurement of the zero longitudinal resistance
for (a) holes (n = −7.68·1015 m−2), and (b) electrons (n = +7.89·1015 m−2) at
B = 14 T and T = 0.35 K. Current densities of 2.5 A/m for holes and 3.5 A/m
for electrons are achievable in graphene before the quantum Hall effect starts
to breakdown (gray arrow). The inset shows the same hole measurements for
a poorly annealed sample.
Figure 8.1(b) displays the behavior of ρxx around ν = 2 for increasing
source-drain currents. All minima remain robust and symmetric, the position
of the middle of the minimum does not change for neither the holes nor the
electrons when the bias current is increased.
A more detailed investigation of the longitudinal resistance in its zero-
minima is shown in Fig. 8.2. On the hole side of the sample (Fig. 8.2(a))
the resistivity in the ν = −2 minimum remains zero for bias currents up to
2.5 µA within the measurement noise (20 mΩ for the highest current). At
higher currents the resistance starts to rise significantly above zero, indicating
current breakdown of the quantum Hall effect.
For electrons (Fig. 8.2(b)), even higher currents are attainable; no break-
down is observed for currents as high as 3.5 µA, corresponding to a current
density of 3.5 A/m. For a 1 µm wide Hall bar, this is a very promising result
indeed, as wider samples might therefore easily sustain currents up to several
tens of microamperes before breakdown of the quantum Hall effect starts.15
As a reference we also investigated a poorly annealed sample (charge neu-
128
8.4 Cryogenic Current Comparator
trality point at 9 V, mobility µ = 5, 000 cm2(Vs)−1 at 0.35 K). Here the
quantum-Hall minimum breaks down for considerably smaller currents (see in-
sert in (Fig. 8.2(a)) and already reaches 30 Ω at a current of 1 µA, making it
unsuitable for high precision measurements of the QHE.
These characterization measurements presented so far are a promising start-
ing point to anticipate that the Hall resistance in graphene is indeed quantized
accurately. From the fact that ρxx remains below 20 mΩ for currents up to
2.5 µA one may expect an accuracy as good as 1 ppm for the quantum Hall
plateaus in this well annealed sample.
8.4 Cryogenic Current Comparator
In order to check this expectation we performed high precision measurements
on the quantum Hall plateaus using a Cryogenic Current Comparator (CCC)
resistance bridge12 (see Fig. 8.3) where two resistances R1 and R2 can be com-
pared to an accuracy of 10−12.
The main component of the bridge, the CCC (shaded area in Fig. 8.3), was
first proposed and realized by Harvey in 197216 and is used to determine or
measure ratios of electrical currents. The basic principle is schematically ex-
plained in Fig. 8.4a. Two currents I1 and I2 are fed through a superconducting
cylinder. Both currents create a magnetic field around the wires they flow in.
Due to the Meissner effect, however, no magnetic field is allowed to penetrate
the superconducting material surrounding the wires and a screening current Is
is induced on the surface of the cylinder. This screening current expels all mag-
netic flux from the inside of the superconducting material consequently creating
a region of zero magnetic field inside the cylinder. Following Ampere’s law this
leads to the relation ∫
C
B · ds = µ0(I1 + I2 + Is), (8.1)
where B is the magnetic field and µ0 the permeability of free space. Since
the Meissner effect requires that for every path C within the superconducting
material equation (8.1) becomes equal to zero, the screening current is given by
Is = −(I1 + I2), (8.2)
independent on the position or orientation of the current carrying wires within
the cylinder. This implies that when the screening current becomes zero, I1
and I2 are opposite in sign but exactly equal.
To accurately determine the screening current we use a superconducting
quantum interference device (SQUID) to measure the magnetic field penetrating
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Figure 8.3: CCC resistance bridge. Schematic circuit diagram of the
cryogenic current comparator resistance bridge with the CCC in the gray box.
The feedback signal from the SQUID (superconducting quantum interference
device) accurately adjusts the current ratio between primary (left) and sec-
ondary (right) circuit to the ratio given by the windings N1 and N2. The
additional windings N3 balance the bridge with the null-detector D. (Picture
from the CCC-manual of the resistance bridge at the NMi Delft.)
through a defined area outside the superconducting cylinder on a level of a single
flux quanta. When this external magnetic field Bext vanishes, consequently also
the screening current will go to zero and I1 and I2 become equal.
To measure different ratios between currents I1 and I2 the wires are fed
N -times through a torus shaped superconducting cylinder (Fig. 8.4b) leading
together with equation (8.2) to the relation
I1
I2
=
N2
N1
. (8.3)
Ideally, to measure the relation between two resistances, the ratio between
the number of windings should correspond to the ratio between the resistances.
Since this is practically never the case an additional circuit is added to balance
the bridge. This additional circuit consists of a null-detector (D in Fig.8.3)
that registers any deviation in the potential between the primary and secondary
circuit and tries to get this as close to zero as possible by steering a third current
I3 passing through the CCC. This trimming circuit leads to an additional term
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Figure 8.4: Schematic representation of a Cryogenic Current Com-
parator. (a) Illustration of the operational principle, two currents I1 (red)
and I2 (blue) are fed through a superconducting cylinder (light blue). Due
to the Meissner effect, no magnetic field may penetrate the superconducting
cylinder and a screening current Is is induced on its surface. (b) Set-up of the
ratio coils, N windings of I1 (red) and I2 (blue) form a toroidal coil enclosed
in a superconducting cylinder. The cylinder overlaps itself like a snake biting
its tail. The current balance is sensed by measuring the external magnetic
field Bext with a SQUID.
in relation (8.3)
N1I1 +N2I2 +N3I3 = 0, (8.4)
and the null detector makes sure the equation
R1I1 = R2I2, (8.5)
is fulfilled. Combining these two expressions allows us to determine the relation
between the known and unknown resistance
R1
R2
=
N1
N2
(1− N3I3
N1I1
). (8.6)
Only a calibration of I3/I1 is required.
8.5 Results
The resistance R1 on the primary side of the bridge is replaced by the graphene
sample and compared with a 100 Ohm transfer resistance R2 that was calibrated
with the quantum Hall effect in GaAs. The high precision measurements are
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Figure 8.5: High precision quantum Hall quantization measure-
ments. Deviations from quantization in ppm measured with the CCC
(Isd = 1.5 µA) for different contact configurations RS, D−V −, V + and the av-
erage of them (blue circles). S and D stand for source and drain respectively.
The red square (Rp.a.) represents the deviation for a poorly annealed sample
at a source-drain current of 0.5 µA.
performed on the quantum Hall plateaus with a source-drain current of 1.5 µA.
Figure 8.5 displays the deviations from exact quantization in ppm (parts per
million) for different contact configurations and samples. The first two sub-
scripts in the labels indicate the source and drain contact and the second set
represent the voltage contacts as numbered in the inset of Fig. 8.1. Additionally
the figure shows the average (Raverage) over the different contact configuration
measurements and the results for a poorly annealed sample (Rp.a.) described
below.
Variations measured in the quantum Hall resistance in a many hour CCC
measurement (error in Fig. 8.5) were more than one order of magnitude larger
than the 1 to 2 parts in 106 noise attained in a single five minute CCC mea-
surement run. The fluctuations in the precision measurement are considerably
reduced when better voltage contacts are chosen. Still, the variations were two
orders of magnitude larger than in a measurement at the same current of an
AlGaAs heterostructure.
Combining several measurement runs using different contacts, we achieved
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Figure 8.6: Contact resistance measurement of contact 7 in the quantum
Hall regime. Contacts 1, 3, 5 and 7 are at zero potential and contacts 2, 4,
6 and 8 are at the Hall potential. The black dots indicate where the charge
carriers enter and leave the device.
an average resistance value (Raverage) of the ν = ±2 quantum Hall plateaus in
graphene of RH = (12, 906.34 ± 0.20) Ω, showing no indication of a different
quantization in graphene with respect to conventional two-dimensional electron
systems at the level of (−5± 15) parts in 106.
For comparison we also determined the quantization of the poorly annealed
sample (Rp.a.) at a source-drain current of 0.5 µA. The deviation of (85 ±
20) ppm is consistent with an s-factor of −0.48 due to the finite longitudinal
resistance, ρxx = 2.3 Ω.
8.6 Contact resistances
The main limitation in the CCC measurements appeared to be the contact re-
sistance of the voltage contacts.13 In the quantum Hall regime we can measure
the contact resistance in a three terminal setup as shown in Fig. 8.6. All the
contacts on the same side of the sample are all at an equal, zero-potential when
we measure in the center of the ρxx minima around ν = ±2. Since the contri-
bution of the sample to the measured resistance is zero we only measure the
resistance of one contact (Rc) plus the wire resistance. The latter is known and
in our case negligible, so we directly measure the contact resistance. Table 8.1
shows the results for our specific sample.
We observe large variations in contact resistance for the different contacts,
and, furthermore a significant difference between holes (n < 0) and electrons
(n > 0). The latter might be explained by doping effects of the contacts17
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Table 8.1: Contact resistances of the graphene sample, measured in
the quantum Hall regime where ρxx ' 0 Ω (all values for the voltage contacts
(1-6) were measured at 0.1 µA, whereas the current contacts 7 and 8 where
measured at 3 µA).
Contact # Rholes (kΩ) Relectrons (kΩ)
1 5.6 1.25
3 0.95 6.3
4 0.03 2.7
5 1.4 4.8
6 0.3 1.1
7 1.0 5.5
8 0.3 0.8
whereas the high contact resistance of the contacts could be accounted for by
non-ideal coupling between the gold contacts and the graphene sheet.18 Im-
provement on the contact resistances would tremendously reduce the voltage
noise in the high-precision measurements. Besides noise on the voltage con-
tacts, high contact resistances also lead to local heating at the current con-
tacts, thereby limiting the maximum breakdown current before the quantum
Hall-effect is sufficiently destroyed for accurate high-precision measurements.
8.7 Conclusion
In conclusion, we have presented the first metrological characterization of the
quantum Hall effect in graphene. We have shown that the quantum Hall resis-
tance in a only 1 µm wide graphene sample is already within (−5 ± 15) ppm
equal to that in conventional AlGaAs and Si-MOSFET samples. A proper an-
nealing of the sample ensuring well pronounced zeroes in ρxx and sufficiently
high breakdown currents were shown to be crucial to obtain such an accuracy.
The main limitation for high accuracy measurements in our experiments are
the relatively high contact resistances of the sample used, inducing measure-
ment noise and local heating. Extrapolating our results to samples with lower
resistance contacts for both electrons and holes and using wider samples with
high breakdown currents, would most probably allow precision measurements
of the quantum Hall effect in graphene with an accuracy in the ppb range.
In combination with the high temperature quantum Hall effect this prospect
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makes graphene a very promising candidate for a high temperature resistance
standard.
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Appendix A
Dilutionfridge rotator
1 In this appendix I like to describe the solution to one of the more challenging
and fun technical cases we had to solve to fulfill the demand of the high field
users during my PhD. The request was to do angle-dependent measurements
at very low temperatures down to 40 mK in high magnetic fields up to 33 T,
preferable insitu to save time and costs.
Based on an attocube systems rotator ANR30/LT we therefore built a plas-
tic rotation stage (see Fig. A.1a), that would fit in the limited space (∅ 17 mm)
of a commercially available dilution refrigerator setup from Leiden Cryogenics.
The angular movement of the rotator is transmitted by means of a thin wire
(100 µm copper) to the rotating sample stage fitted with a home-made 20-pin
spring-contact socket for samples mounted into standard LCC − 20 packages.
The contacts are connected to a fixed 40-pin connector of the dilution fridge us-
ing 30 µm thick copper wires (minimizing the mechanical load on the rotator).
The drive voltage for the rotator is supplied via the same 40-pin connector using
two parallel wires for each contact with a combined resistance of approximately
36 Ohm.
As a demonstration experiment we mounted a GaAs-heterostructure Hall-
bar and measured its angle dependent quantum Hall effect between 0 and 52
degrees, at a temperature of 40 mK (see Fig. A.1b). At zero degrees the sample
is perpendicular to the magnetic field. A driving voltage of 70 Volts at f =
1000 Hz was used to rotate the sample. During a typical rotation by a few
degrees, lasting several seconds, the dilution-fridge only warmed up a few tens of
miliKelvin and its temperature never exceeded 100 mK (independent of rotating
time). The step size at these low temperatures is 0.00061 ± 0.00005 degrees.
1The experimental details of this design were published as an application note for Attocube
Systems.
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Figure A.1: The dilution refrigerator rotator. (a) Photograph of the di-
lution fridge rotator setup (b) Angle dependent measurements of the quantum
Hall effect in an AlGaAs two-dimensional electron gas. Only the magnetic field
perpendicular to the 2-dimensional electron gas is important for the Landau
level splitting. As a consequence higher total magnetic fields are needed to
reach the same filling of the Landau levels in a rotated sample.
The angle covers a range from +110 degrees to -50 degrees, only limited by the
contact wires’ load.
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This thesis is a broad survey of magneto-transport properties in two interest-
ing low dimensional systems: AlGaAs quantum rings (part I) and graphene
(Part II). It presents a deeper understanding of the many-body effects in low
dimensional ring systems under the influence of a high magnetic field. And,
presents an elaborate investigation of the magneto-transport properties in a
new material named graphene.
The first part of this booklet starts, in Chapter One, by presenting the
technique of local anodic oxidation with an atomic force microscope (AFM). It
shows that a current applied between the tip of an AFM and a GaAs/AlGaAs-
substrate, in a humid environment, leads to the oxidation of the substrate
surface. The oxide on the surface, locally depletes the two-dimensional electron
gas (2DEG) in the substrate, thereby creating isolating barriers. With the ideal
oxidation settings and by proper positioning of these barriers, the 2DEG is
structured into mesoscopic devices in general, and quantum rings in particular.
This illustrates local anodic oxidation is an easy and practical technique to
fabricate devices.
The ring-devices that were created by the oxidation technique presented in
Chapter One are the subject of investigation in Chapter Two. At low magnetic
fields the quantum rings show the purely quantum mechanical Aharonov-Bohm
effect, which disappears in the high field regime. In this high field or quantum
Hall effect regime we observe a different type of quantum oscillations. The
period of these oscillations scales with the number of flux quanta penetrating
the conducting area of the ring and remains visible over the entire quantum
Hall effect regime. The origin of the oscillations lies in a many-body effect
caused by the interplay between Landau quantization and Coulomb repulsion.
The model calculations and data presented in Chapter Two show that this effect
can be used to detect individual flux-quanta without the need of phase-coherent
transport.
The subject in the second part of this thesis is graphene. Graphene is the
recently discovered two-dimensional form of carbon (see Chapter Three). Its
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unique electronic properties led to a tremendous research interest in the past
few years, both on the fundamental side of research and on the application side.
In order to facilitate the research in the direction of graphene devices, Chap-
ter Four presents various scanning probe structuring techniques. Starting with
mechanical peeling, where layers of graphene are separated by means of peel-
ing with an atomic force microscope tip. The main focus is, however, on local
anodic oxidation of graphene with the technique presented in Chapter One.
Local anodic oxidation proved to be an extremely useful manner to manipulate
graphene. By oxidizing grooves of less than 20 nm wide in a graphene sheet
it is in principle possible to cut out every structure imaginable, e.g. quantum
point contacts or quantum dots, making this technique very promising for table
top graphene based device fabrication.
From a more fundamental view point Chapter Five and Six present an in-
depth study of the high temperature quantum Hall effect in graphene. Chapter
Five shows the measured excitation gaps for various filling factors in different
samples. The results for the high Landau levels can be described quantitatively
by thermal activation to broadened Landau levels with a large Landau-level
width Γ ≈ 400 K for the samples investigated. In addition to the constant
width, a magnetic field dependence is observed in these levels showing a small
increase in broadening. The lowest Landau level, however, becomes very sharp
with increasing magnetic field, and the gap approaches the bare Landau-level
splitting. Both effects are proposed to find their origin in the rippled surface
morphology of a graphene sheet.
The combined information extracted from the activation experiments lead
to a complete picture of the shape of the Landau level spectrum with its lo-
calized and extended states. Subsequently Chapter Six exhibits a quantitative
study of the delocalization of these states. It shows that typical delocalization
measurables such as the width ∆ν and the derivative (dσxy/dν)max behave as
expected in the high Landau levels. They display a typical scaling behavior with
an average κ = 0.40± 0.02 leading to a critical exponent γ = 2.5± 0.2, where
the temperature exponent was assumed to be p = 2. These results are tenta-
tively confirmed by scaling measurements in the variable-range-hopping regime
yielding γ = 2.6± 0.5. In the zeroth Landau level no temperature dependence
of the width nor the derivative is observed in the measured range. This result
is explained by a temperature independent intrinsic length that governs the
scaling behavior of the zeroth Landau level.
Not only in scaling and activation measurements did the zeroth Landau
level show a peculiar behavior. In the low temperature and high magnetic
field regime the resistivity at the charge neutrality point showed a strongly
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increasing value. The properties of this dramatic increase are the subject of
Chapter Seven. It shows that the strongly increasing longitudinal resistance
accompanied by a zero crossing in the Hall resistivity at the charge neutrality
point leads to a flat plateau in the Hall conductivity together with a zero-
minimum in the longitudinal conductivity. This behavior can be connected to
the opening of a (spin)-gap in the density of states of the zeroth Landau level
which reasonably reproduces all the features observed experimentally.
Finally Chapter Eight concludes this thesis with a metrological characteri-
zation of the quantum Hall effect in graphene. It shows that the quantum Hall
resistance in an only 1 µm wide graphene sample is already within (−5±15) ppm
equal to that in conventional AlGaAs and Si-MOSFET samples. A proper an-
nealing of the sample ensuring well pronounced zeroes in ρxx and sufficiently
high breakdown currents are shown to be crucial to obtain such an accuracy.
The main limitation for high accuracy measurements in these experiments are
the relatively high contact resistances of the sample used, inducing measure-
ment noise and local heating. Extrapolating the results to samples with lower
resistance contacts for both electrons and holes and using wider samples with
high breakdown currents, would most probably allow precision measurements
of the quantum Hall effect in graphene with an accuracy in the ppb range.
This, together with the high temperature quantum Hall effect makes graphene
a promising candidate for an application in high temperature resistance metrol-
ogy.
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Samenvatting
Dit proefschrift beschrijft de magnetische transport eigenschappen van twee
interessante laag dimensionale systemen: AlGaAs kwantum ringen (deel I) en
grafeen (deel II). Het geeft een gedetailleerd beeld van de veel-deeltjes effecten in
kwantum ringen onderworpen aan hoge magneetvelden. En er wordt uitgebreid
stil gestaan bij de elektromagnetische eigenschappen van grafeen.
Het eerste deel van dit boekje start, in hoofdstuk e´e´n, met het beschrij-
ven van lokale anodische oxidatie met een atoomkrachtmicroscoop (AFM). Het
laat zien dat het oppervlak van een GaAs/AlGaAs-substraat kan worden geox-
ideerd door een stroom aan te leggen tussen de AFM-tip en het substraat,
in een vochtige omgeving. Het oxide verwijderd lokaal alle elektronen in het
twee-dimensionale elektronen gas (2DEG) dat zich direct onder het oppervlak
bevindt en cree¨erd daarbij isolerende barrie`res. Met de ideale oxidatie instellin-
gen en een juiste positionering van de barrie`res wordt het 2DEG gestructureerd
tot mesoscopische apparaatjes in het algemeen en kwantum ringen in het bij-
zonder. Het hoofdstuk illustreert dat locale anodische oxidatie een simpele en
praktische manier is voor de fabricage van ’proof-of-principle’ apparaatjes.
In hoofdstuk twee worden de ringen uit hoofdstuk e´e´n verder onderzocht op
hun transport eigenschappen. In lage magneetvelden observeren we het puur
kwantum mechanische Aharonov-Bohm effect in deze ringen. Bij hoge magneet
velden verdwijnt dit effect en verschijnt er een nieuw type oscillaties. De periode
van deze oscillaties schaalt met het aantal flux-kwanta dat door het geleidende
oppervlak van de ring penetreert en blijft zichtbaar over het hele kwantum Hall
bereik. De basis van deze oscillaties ligt in een veel-deeltjes effect veroorzaakt
door de competitie tussen Landau kwantisatie en Coulomb afstoting. De data,
tezamen met model berekeningen laten zien dat dit effect gebruikt kan worden
om individuele flux-kwanta te tellen zonder gebruik te maken van coherent
transport.
Het onderwerp van het tweede deel van dit proefschrift is: grafeen. Grafeen
is de recentelijk ontdekte tweedimensionale vorm van koolstof (zie hoofdstuk
drie). De unieke elektronische eigenschappen van dit materiaal hebben geleid
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tot een grote onderzoeksinteresse in de afgelopen jaren, zowel theoretisch als
experimenteel en toepassing gericht. Een onderdeel van de experimenteel toege-
paste kant van grafeen onderzoek wordt belicht in hoofdstuk vier. Met behulp
van ’scanning-probe’ technieken word gekeken naar de mogelijkheden tot het
fabriceren van grafeen apparaatjes, startend met het mechanisch pellen van
grafeen lagen met een atoomkrachtmicroscoop. Het zwaartepunt ligt echter
op lokaal anodische oxidatie van grafeen met de techniek die gepresenteerd
is in hoofdstuk e´e´n. Lokaal anodische oxidatie blijkt een uitermate geschikte
techniek te zijn om grafeen te manipuleren. Door de oxidatie van groeven
met een breedte van minder dan 20 nanometer is het in principe mogelijk om
elke denkbare structuur in grafeen uit te snijden. Denk dan bijvoorbeeld aan
kwantum punt contacten of kwantum ringen. Dit maakt deze techniek tot
een goedkope, veelbelovende huis-tuin-en-keuken fabricage methode van grafeen
apparaatjes.
In hoofdstuk vijf en zes is grafeen onderzocht vanuit een meer fundamenteel
standpunt met als onderwerp het kwantum Hall effect bij hoge temperaturen.
Hoofdstuk vijf focust zich op de excitatie gaps bij verschillende vulfactoren in
verschillende sampels. De resultaten voor de hoge vulfactoren kunnen worden
beschreven door thermische activatie naar verbreedde Landau niveaus met een
individuele verbreding van Γ ≈ 400 K. Naast deze constante breedte wordt er
een kleine magneetveld afhankelijke verbreding geobserveerd in deze niveaus.
Het nulde Landau niveau daarentegen wordt juist scherper met toenemende
magneetvelden en benaderd de naakte Landau niveau opsplitsing bij hoge vel-
den. Beide effecten kunnen worden verklaard met de gegolfde aard van het
grafeen oppervlak. De gecombineerde informatie verkregen uit de activatie
metingen levert een compleet beeld van het Landau level spectrum met zijn
gelokaliseerde en uitgebreide toestanden.
Aansluitend beschrijft hoofdstuk zes op kwantitatieve wijze de delokalisatie
van de gelokaliseerde toestanden in de Landau niveaus. Het laat zien dat typi-
sche delokalisatie grootheden, zoals de breedte ∆ν en de afgeleide (dσxy/dν)max,
zich in de hogere Landau niveaus gedragen in overeenstemming met een uni-
versele schalingswet. De verkregen schalingsexponent κ = 0.40± 0.02 leidt tot
een kritische exponent van γ = 2.5 ± 0.2 bij een temperatuur exponent van
p = 2. Dit is in overeenstemming met de universele kritische exponent van
γ = 2.39 ± 0.1. Deze resultaten worden experimenteel bevestigd door schal-
ingsmetingen in het gelokaliseerde regime van de Landau level staarten. Het
nulde Landau niveau, in tegenstelling tot de hogere niveaus, laat geen temper-
atuur afhankelijkheid zien van de breedte ∆ν en de afgeleide (dσxy/dν)max. Dit
duid op een temperatuur onafhankelijke intrinsieke lengte, die verantwoordelijk
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is voor de afwezigheid van een universele schaling in het nulde niveau.
Niet alleen in de activatie en schalingsmetingen toonde het nulde Landau
niveau bijzondere eigenschappen. In het laag temperatuurbereik bij hoge mag-
neetvelden vertoonde de weerstand in het ladingsneutrale punt een sterk stij-
gende waarde. De eigenschappen van het nulde Landau niveau onder deze
omstandigheden is het onderwerp van hoofdstuk zeven. De sterk stijgende lon-
gitudinale weerstand tezamen met de Hall weerstand die het nulpunt kruist op
het ladingsneutrale punt, leidt to een vlak plateau in de Hall geleiding begeleidt
door een nul-minimum in de longitudinale geleiding. Dit gedrag kan worden
gerelateerd aan het verschijnen van een splitsing in de toestandsdichtheid van
het nulde Landau niveau. Een model van deze splitsing geeft een goede repro-
ductie van de experimenteel gemeten geleiding.
Tot slot geeft hoofdstuk acht een metrologische karakterisatie van het kwan-
tum Hall effect in grafeen. De kwantisatie van het ν = ±2 plateau is, in een 1
µm breed grafeen sample al binnen (−5±15) ppm gelijk aan dat in conventionele
AlGaAs an Si-MOSFET samples. Cruciaal voor deze hoge nauwkeurigheid zijn
hoge doorbraak stromen en brede nul-minima in ρxx die worden verkregen door
het adequaat uitgloeien van het grafeen sample. De voornaamste beperking in
de nauwkeurigheid zijn momenteel ruis en lokale opwarming, beide veroorzaakt
door de relatief hoge contactweerstanden. Extrapolatie van de resultaten voor
lagere contactweerstanden en een breder sample voorspelt een nauwkeurigheid
in het ppb bereik. Tezamen met het kwantum Hall effect bij hoge temperaturen
maakt dit grafeen tot een veelbelovende kandidaat voor een hoog temperatuur
weerstandsstandaard.
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