In this paper, a novel strategy of multi-objective optimization of die casting is presented. The cooling of molten metal inside the mold is achieved by passing a coolant, typically water through the cooling lines in the die. Depending on the cooling line location, coolant flow rate and die geometry, nonuniform temperatures are imposed on the molten metal at the mold wall. This boundary condition along with the initial molten metal temperature affect the product quality quantified in terms of micro-structure parameters and yield strength. A finite volume based numerical solver is used to correlate the inputs to outputs.
Introduction
Die casting is one of the popular manufacturing processes in the industry in which liquid metal is injected into a permanent metal mold and solidified. Generally, die casting is used for parts made of aluminum and magnesium alloys with steel molds. Automotive and housing industrial sectors are common consumers of die casting. In such a complex process, there are several input parameters which affect the final product quality and process efficiency. With the advances in the computing hardware and software in the recent years, the physics of these processes can be modeled using numerical simulation techniques. Detailed flow and temperature histories, micro-structure parameters, mechanical strength etc. can be estimated from these simulations. In today's competitive industrial world, estimating the values of input parameters for which the product quality is optimized has become really important. There has been extensive research in the numerical optimization algorithms which can be coupled with the simulations in order to handle complex optimization problems.
Solidification in casting process has been studied by many researchers. Minaie et al. [1] have analyzed metal flow during die filling and solidification in a two dimensional rectangular cavity. The flow pattern during the filling stage is predicted using the volume of fluid (VOF) method and enthalpy equation is used to model the phase change with convection and diffusion inside the cavity.
They have studied the effect of gate location on the residual flow field after filling and the solid liquid interface during solidification. Im et al. [2] have done a combined filling and solidification analysis in a square cavity using the implicit filling algorithm with the modified VOF together with the enthaply formulation.
They studied the effect of assisting flow and opposite flow due to different gate positions on the residual flow. They found that the liquid metal solidifies faster in the opposite flow than the assisting flow situation. Cleary et al. [3] Recently, there has been a growing interest in the numerical optimization of various engineering systems. Poloni et al. [5] applied neural network with multi-objective genetic algorithm and gradient based optimizer to the design of a sailing yacht fin. The geometry of the fin was parameterized using Bezier polynomials. The lift and drag on the fin was optimized as a function of the Bezier parameters and thus, an optimal fin geometry was designed. Elsayed and Lacor [6] performed a multi-objective optimization of a gas cyclone which is a device used as a gas-solid separator. They trained a radial basis function neural network (RBFNN) to correlate the geometric parameters like diameters and heights of the cyclone funnel to the performance efficiency and the pressure drop using the data from numerical simulations. They further used the non-dominated sorting genetic algorithm (NSGA-II) to obtain the Pareto front of the cyclone designs. Wang et al. [7] optimized the groove profile to improve hydrodynamic lubrication performance in order to reduce the coefficient of friction and temperature rise of the specimen. They coupled the genetic algorithm (GA) with the sequential quadratic programming (SQP) algorithm such that the GA solutions were provided as initial points to the SQP. Stavrakakis et al. [8] solved for window sizes for optimal thermal comfort and indoor air quality in naturally ventilated buildings. A computational fluid dynamics model was used to simulate the air flow in and around the buildings and generate data for training and testing of a RBFNN which is further used for constrained optimization using the SQP algorithm. Wei and Joshi [9] modeled the thermal resistance of a micro-channel heat exchanger for electronic cooling using a simplified thermal resistance network model. They used a genetic algorithm to obtain optimal geometry of the heat exchanger so as to minimize the thermal resistance subject to constraints of maximum pressure drop and volumetric flow rate. Husain and Kim [10] optimized the thermal resistance and pumping power of a micro-channel heat sink as a function of geometric parameters of the channel. They used a three dimensional finite volume solver to solve the fluid flow equations and generate training data for surrogate models. They used multiple surrogate models like response surface approximations, Kriging and RBFNN. They provided the solutions obtained from the NSGA-II algorithm to SQP as initial guesses. Lohan et al. [11] performed a topology optimization to maximize the heat transfer through a heat sink with dendritic geometry. They used a space colonization algorithm to generate topological patterns with a genetic algorithm for optimization. Amanifard et al. [12] solved an optimization problem to minimize the pressure drop and maximize the Nusselt number with respect to the geometric parameters and Reynolds number for micro-channels.
They used a group method of data handling type neural network as a surrogate model with the NSGA-II algorithm for optimization. Esparza et al. [13] optimized the design of a gating system used for gravity filling a casting so as to minimize the gate velocity. They used a commercial program FLOW3D to estimate the gate velocity as a function of runner depth and tail slope and the SQP method for optimization. This paper analyzes the heat transfer and solidification in die casting of a practical geometry. The energy equation coupled with the solid fraction temperature relation are solved using a finite volume numerical method. The product quality is assessed using grain size and yield strength which are estimated using empirical relations. The solidification time is used to quantify the process efficiency. The molten metal and mold wall temperatures are crucial in determining the quality of die casting. The wall temperature is typically nonuniform due to the complex mold geometries and asymmetric placement of cooling lines. This nonuniformity is modeled by domain decomposition of the wall and assigning single temperature value to each domain. Neural networks are trained using the data generated from the simulations to correlate the initial and wall temperatures to the output parameters like solidification time, grain size and yield strength. The optimization problem formulated with these three objectives is solved using genetic algorithm.
Numerical Model Description
The numerical model incorporates the effects of solidification and heat transfer in die casting. Since the common die casting geometries have thin cross-section, the solidification time is of the order of seconds and hence, the effect of natural convection is negligible. Thus, the momentum equations of the liquid metal are not solved in this work. The energy equation which can be written in terms of temperature has unsteady, diffusion and latent heat terms.
where, T is temperature, ρ is density, C p is specific heat, k is thermal conductivity, L f is latent heat of fusion, f s is solid fraction and t is time. The Gulliver-Scheil equation (2) [14] relates solid fraction to temperature for a binary alloy.
where, k p is partition coefficient, T f is freezing temperature, T sol is solidus temperature and T liq is liquidus temperature. (2)). The following empirical relations link the cooling rate to SDAS and yield strength.
where, A λ = 44.6 and B λ = −0.359 are based on the model for microstructure in aluminum alloys [15] .
where, σ 0.2 is in MPa, λ 2 (SDAS) is in µm, A σ = 59.0 and B σ = 120.3 [16] .
Grain size estimation is based on the work of Greer et al. [17] . The grain growth rate is given by:
where, r is the grain size, D s is the solute diffusion coefficient in the liquid and t is the time. The parameter λ s is obtained using invariant size approximation:
S is given by
where, C l = C 0 (1 − f s ) (k p −1) is solute content in the liquid, C s = k p C l is solute content in the solid at the solid-liquid interface and C 0 is the nominal solute concentration. Hence, from the partition coefficient (k p ) and estimated solid fraction (f s ), eqs. (5) to (7) are solved to get the final grain size. Equations (1) to (7) are solved numerically using the software OpenCast [18] with finite volume method on a collocated grid. The variation due to temperature in thermal conductivity, density and specific heat is taken into account. Practical die casting geometries are dealt with unstructured grids.
Tetrahedral mesh generated by GMSH [19] is subdivided into a hexahedral mesh using TETHEX [20] . The details of the numerical algorithm and verification and validation results of OpenCast are discussed in previous publications [18, 21] .
The clamp geometry whose solidification was studied by Shahane et al. [18] is chosen here for optimization. Figure 1 shows the clamp geometry with a mesh having 334k hexahedral elements. It is important to assess the effects of natural convection. Hence, the clamp geometry is simulated for two cases viz.
with and without natural convection using OpenCast. 
Optimization
In die casting the mold cavity is filled with molten metal and solidified. The heat is extracted from the cavity walls by flowing coolants (typically water) through the cooling lines made inside the die. The quality of the finished product depends on the rate of heat extraction which in turn depends on the temperature at the cavity walls. Due to complexity in the die geometry, the wall temperature varies locally. An optimal product quality can be achieved if the temperature distribution on the cavity walls and initial fill temperature are set properly. Thus, in this work, the following optimization problem with three objectives is proposed:
where, f 1 = solidification time, f 2 = max (grain size) and f 3 = − min (yield strength).
Minimizing the solidification time increases productivity. Reduction in grain size reduces susceptibility to cracking [22] and improves mechanical properties of the product [23] . Thus, minimization of the maximum value of grain size over the entire geometry is set as an optimization objective. Higher yield strength is desirable as it increases the elastic limit of the material. Hence, the minimum yield strength over the entire geometry is to be maximized. For convenience, this maximization problem is converted to minimization by multiplying by minus one. This explains the third objective function f 3 . All the objectives are functions of the initial molten metal temperature (T init ) and mold wall temperature (T wall ). The initial temperature is a scalar parameter in the interval [900, 1100] K which is higher than the liquidus temperature of the alloy. As discussed before, the mold wall temperature need not be uniform in die casting due to locally varying heat transfer to the cooling lines. Thus, in this work, the wall surface is decomposed into multiple domains with each domain having a uniform temperature boundary condition which is held constant with time during entire solidification. If the die design with cooling line placement and coolant flow conditions are available, thermal analysis of the die can be done to identify these domains. Due to the lack of this information, the wall is decomposed into ten domains using the KMeans classification algorithm from Scikit
Learn [24] . Figure 4a shows the domain decomposition with ten domain tags and fig. 4b shows a random sample of the temperature boundary condition with a single temperature value assigned uniformly to each domain. Thus, the input wall temperature (T wall ) is a ten dimensional vector in the interval [500, 700] K which is lower than the solidus temperature of the alloy. Hence, this is a multi-objective optimization problem with three minimization objectives which are a function of eleven input temperatures. There are multiple strategies discussed in the literature for each of the above steps [25, 26] . A brief overview of the methods used in this work is given here.
The population is initialized using the Latin Hypercube Sampling strategy from the python package pyDOE [27] . is. Elitism was found helpful as it ensures that the next generation is at least as good as the previous generation.
Multi-Objective Optimization
The simultaneous optimization of multiple objectives is different than the single objective optimization problem. In a single objective problem, the best design which is usually the global optimum (minimum or maximum) is searched for.
On the other hand, for multi-objective problem, there may not exist a single optimum which is the best design or global optimum with respect to all the objectives simultaneously. This happens due to the conflicting nature of objectives i.e., improvement in one can cause deterioration of the other objectives.
Thus, typically there is a set of Pareto optimal solutions which are superior to rest of the solutions in the design space which are known as dominated solutions. All the Pareto optimal solutions are equally good and none of them can be prioritized in the absence of further information. Thus, it is useful to have a knowledge of multiple non-dominated or Pareto optimal solutions so that a single solution can be chosen out of them considering other problem parameters.
One possible way of dealing with multiple objectives is to define a single objective as a weighted sum of all the objectives. Any single objective optimization algorithm can be used to obtain an optimal solution. Then the weight vector is varied to get a different optimal solution. The problem with this method is that the solution is sensitive to the weight vector and choosing the weights to get multiple Pareto optimal solutions is difficult for a practical engineering problem. Multi-objective GAs attempt to handle all the objectives simultaneously and thus, annihilating the need of choosing the weight vector. Konak et al. [28] have discussed various popular multi-objective GAs with their benefits and drawbacks. In this work, the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [29] which is a fast and elitist version of the NSGA algorithm [30] is used. The NSGA-II algorithm steps to march from a given generation of population size N to a next generation of same size is as follows: Before iterating over the above steps, some pre-processing is required. A random population of size N is initiated and steps 5-8 are implemented to rank the initial generation. The parent selection, crossover and mutation steps are identical to the single objective GA described in section 3.1.1. The algorithms for remainder of the steps can be found in the paper by Deb et al. [29] . Ranking the population by front levels and crowding distance enforces both elitism and diversity in the next generation.
Neural Network
The fitness evaluation step of the GA requires a way to estimate the outputs corresponding to the set of given inputs. Typically, the number of generations can be of the order of thousands with several hundreds of population size per generation and thus, the total number of function evaluations can be around hundred thousands or more. It is computationally difficult to run the full scale numerical estimation software. Thus, a surrogate model is trained which is cheap to evaluate. Separate neural network is trained for each of the three optimization objectives (eq. (8)). Hornik et al. [31] showed that under mild assumptions on the function to be approximated, a neural network can achieve any desired level of accuracy by tuning the hyper-parameters. The building block of a neural network is known as a neuron which has multiple inputs and gives out single output by performing the following operations: For the second case, the initial temperature is held constant (T init = 1000 K) and the boundary temperature is split into two domains instead of ten. Thus, again there are two scalar inputs: (T
wall ). T (1) wall is assigned to domain numbers 1-5 and T (2) wall to domain numbers 6-10 ( fig. 4a ). The ranges of wall and initial temperatures are the same as before (section 3). Such a simplified analysis gives an insight into the actual problem. Moreover, since these are problems with two inputs, the optimization can be performed by brute force parameter sweep and compared to the genetic algorithm. This helps to fine tune the parameters and assess the accuracy of the GA. fig. 9c . Figure 10 has similar plots for the second case of constant initial temperature and split boundary temperature. Figure 10c shows the effect of nonuniform boundary temperature. The minimum is attained at wall temperatures of 500 K and 700 K since the local gradients and cooling rates vary due to the asymmetry in the geometry. This analysis shows the utility of the optimization with respect to nonuniform mold wall temperatures. [37] . S p is called as the Pareto optimal or non-dominated set whereas, S d is called as the non-Pareto optimal or dominated set. Since the designs in Pareto optimal set are non-dominated with respect to each other, they all are equally good and some additional information regarding the problem is required to make a unique choice out of them. Thus, it is useful to have a list of multiple Pareto optimal solutions. Another way to interpret the Pareto optimal solutions is that any improvement in one objective will worsen at least one other objective thus, resulting in a trade-off [38] . Figure 15 plots the Pareto fronts. As discussed before, some additional problem information is required to choose a single design out of all the Pareto optimal designs. In die casting, there is a lot of stochastic variation in the wall and initial temperatures. Shahane et al. [18] have performed parameter uncertainty propagation and global sensitivity analysis and found that the die casting outputs are sensitive to the input uncertainty. Thus, from a practical point of view, it is sensible to choose a Pareto optimal design which is least sensitive to the inputs. In this work, such an optimal point is known as a 'stable' optimum since any stochastic variation in the inputs has minimal effect on the outputs.
Single Objective Optimization

Results
A local sensitivity analysis is performed to quantify the sensitivity of outputs towards each input for all the Pareto optimal designs. For a function f : R n → R m which takes input x ∈ R n and produces output f (x) ∈ R m , the m × n Jacobian matrix is defined as:
At a given point x 0 , the local sensitivity of f with respect to each input can be defined as the Jacobian evaluated at that point: J f (x 0 ) [39] . Here, there are eleven inputs and two outputs. Thus, the 2 × 11 Jacobian is estimated at all the Pareto optimal solutions with the central difference method evaluated using the neural networks. Then the L 1 norm of the Jacobian given by the sum of absolute values of all its components is defined as a single scalar metric to quantify local sensitivity. Figure 16 plots the norm of the Jacobian for each design on the Pareto front. It can be seen that the norm varies significantly and thus, ranking the designs based on the sensitivity is useful. The design with minimum norm is chosen and marked on the Pareto fronts in fig. 15 as a stable optimum. OpenCast was about 20 minutes on a single processor i.e., around 333 compute hours for 1000 simulations. All the simulations were independent and embarrassingly parallel. Thus, a multi-core CPU was used to speed up the process without any additional programming effort for parallelization. Computationally, this was the most expensive part of the process. Subsequent training and testing of the neural network took a few minutes. Implementation of GA is computationally cheap since the evaluation of a neural network is a sequence of matrix products and thus, was completed in few minutes. Hence, it can be seen that the strategy of coupling the GA and neural network with finite volume simulations is computationally beneficial.
In this work, the wall is divided into ten domains and together with the initial temperature, this is an optimization problem with eleven inputs. Both single and multi-objective genetic algorithms were programmed and verified with parameter sweep estimation for simplified versions of the problem. The single objective response surfaces were used to get an insight regarding the conflicting nature of the objectives since the individual optimal solutions were completely different from each other. Moreover, the solidification time, maximum grain size and minimum yield strength varied in the ranges [2, 3.5] seconds, [22, 34] microns and [134, 145] MPa respectively for the given inputs.
This showed the utility of the simultaneous optimization of all the objectives since there was a significant scope for improvement. After estimating multiple Pareto optimal solutions, a common question is to choose a single design. The strategy of choosing the design with minimum local sensitivity towards the in-puts was found to be practically useful due to the stochastic variations in the input process parameters. Overall, although die casting was used as an example for demonstration, this approach can be used for process optimization of other manufacturing processes like sand casting, additive manufacturing, welding etc.
