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ABSTRACT
One of the most important methodological advances in the archaeology of the past
quarter century is the use of Geographic Information System (GIS) in archaeological
research. Within this time frame, GIS has evolved from an emergent geospatial
technology with limited mapmaking capabilities to a technology of choice for cultural
resource managers, planners, and academic archaeologists alike. This dissertation
examines the evolutionary trajectory and impact of GIS in the discipline since its
introduction, and its potential to support new applications of GIS-driven innovation in
archaeological research. As part of this project, two separate studies were conducted. The
first study assessed adoption and diffusion trends for the technology based on the
published literature from 1987-2010 using bibliometric and content analysis. These
results suggest that despite adoption reaching a critical mass point in 2003-2006, GIS use
is still maturing, and emphasis continues to be on methodological refinements rather than
theoretical advances. Many of the technical developments coincide with larger changes
within computing and in the convergence of technologies and platforms within the GIS
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industry. Recent publications, however, indicate the emergence of a possibly new
direction for archaeological research which relies more on computationally intensive
rather than empirical methods of investigation, in effect blurring traditional distinctions
between method and theory. The second study conducted as part of this project explores
the implications of this phenomenon by developing and implementing an application
within a GIS environment for knowledge discovery in databases. The objective was to
explore the feasibility and efficacy of geographic data mining using current technologies
and archaeological data standards, identify barriers to its implementation, and
demonstrate a new course for GIS-driven innovation in the field. Various archaeological
and environmental datasets from the Fort Wingate Depot Activity in western New
Mexico, USA were selected, compiled, prepared, and analyzed as part of the case study.
Logistic regression was combined with Weights-of-Evidence modeling to discover
previously unknown but statistically significant relationships and patterns within the
prehistoric and historic data. This study offers suggestions on both how to adapt old data
to new technologies and how to adapt new technologies to new ways of thinking.
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PART I
INTRODUCTION AND BACKGROUND

1

CHAPTER 1
INTRODUCTION

1.1 Overview
One of the most important methodological advances in the archaeology of the past
quarter century is the use of Geographic Information System (GIS) applications in
archaeological research. Within this time frame, GIS has evolved from an emergent
geospatial technology with limited mapmaking capabilities to a technology of choice for
cultural resource managers, planners, and academic archaeologists alike. Its use has
permitted the integration of vastly different datasets and facilitated spatial analysis on a
scale and to a degree that had simply not been possible prior to its emergence in the early
1980s. Similar to the quantitative revolution in the discipline during the 1970s and 1980s,
the adoption of these new geospatial technologies has the potential to fundamentally
change the practice of archaeology in many different areas—from field recording
methods to analysis to theory.
Although the use of GIS is now increasingly commonplace in academic
archaeology and in cultural resource management, there is a lack of critical research
regarding its adoption, diffusion, and even its use in the discipline. Discussion of how and
why this technology reached this level of influence in such a short time is largely
overshadowed by application-based studies detailing what it can do. In 2000, Jeremy
Huggett wrote about computing in archaeology that ―it often seems as if archaeologists
throw away their critical faculties when faced with the promise of the new technology—
we critically study the material culture of the past, but fail to apply those same analyses
to modern technology.‖ This pointed criticism can be extended to present-day GIS use.
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Research into the adoption and diffusion of GIS into the discipline is essential to
understanding the role that this constantly evolving, increasingly pervasive technology
has had in shaping the theory and practice of archaeology and to assessing its long-term
implications for the discipline
This dissertation examines the evolutionary trajectory of GIS use in archaeology
over the past 25 years; its impact on the discipline both methodologically and
theoretically; and its potential to support new avenues of research. My research emanated
from the fundamental question of how and why this technology in particular has become
so prevalent in the discipline in a relatively short period of time and the manner in which
it is currently shaping (and may potentially shape) the practice of archaeology. As part of
this research, an application for geographic data mining was developed to demonstrate a
new course for GIS-driven innovation in the field. In short, this dissertation addresses the
following questions in reference to GIS application in archaeology: where are we, how
did we get here, and where can we go. Before enumerating the two specific research
questions addressed by this study, some background is necessary on what exactly GIS is
and why study it at all.

1.1.1 What is GIS?
The term ―GIS‖ eludes precise definition, as it is often defined according to its
application and thus means different things to people (Schuurman 2004). The 1991
seminal compilation of Geographical Information Systems: Principles and Applications
offered a sample of eleven definitions for GIS, and there are perhaps just as many today
(Maguire 1991). The reality is that every community of users refers to it differently
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depending on what they use it for—as a tool, a digital map, a technology, software, a
communications medium, and even the basis of a scientific discipline. These distinctions
are very important because they reflect different conceptualizations of the technology.
These conceptualizations, in turn, imply different theoretical perspectives which
ultimately will influence future applications. These ideas are detailed in Chapter 3, but
for now my working definition of GIS is that it is a spatially based technology that
enables the capture, management, analysis, and display of geographically referenced
information. It requires specific hardware and software, data with a spatial component or
geographic data, and users who are knowledgeable in database construction and data
processing (Chou 1997; Steinberg and Steinberg 2006:8).
GIS is currently used in many different industries and for a variety of
applications—such as 911 emergency response and other transportation-related routing
issues, tracking crime hotspots or the spread of diseases, weather forecasting, siting new
pipelines or the best location for a new school, and the management of cultural resources
on federal lands. An advantage of GIS resides in its structure, which stores the
topological relationship between features in addition to each feature’s associated spatial
and attribute data. This allows for data integration and map overlays, analysis, and
modeling (Lock and Harris 1992:90). It is this tremendous analytical flexibility that helps
explain why it has become so prominent in archaeological research.
GIS has traditionally aided in answering what and where questions. Table 1 lists
the six types of basic inquiries that can be investigated using GIS and provides an
archaeological example for each.
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Table 1. Traditional types of questions that GIS can address (modified from Rhind
1990 and Maguire 1991).
Question
What is at …?

Type
Location

How do I get from … to …?

Routing

Where is … true/untrue?

Condition

What has changed since …?

Trend

What spatial patterns exist …?

Pattern

What if …?

Modeling

Archaeological Example
What is the number of Archaic sites in the
study region?
How do I get from the site to the
prehistoric shoreline by the shortest route?
Where are the sites that are within 100 m
of the river but above 1000 m in
elevation?
What cultural sites have been affected by
the urban sprawl of the past 30 years?
What types of spatial patterns in artifacts
can indicate activity areas at a site?
What if the droughts affecting the study
region lasted 20 years rather than 50
years?

Recently added statistical tools in commercial GIS software, particularly the Ordinary
Least Squares Regression and Geographically Weighted Regression, are extending GIS
functionality well beyond what and where questions to why questions. These tools enable
the exploration of spatial variation and the ability to conduct complex exploratory spatial
data analysis.

1.1.2 Brief history of GIS development
GIS is rooted in the developments in computer-assisted cartography of the 1960s
and emerged within the discipline of geography. It combines aspects of computer science,
database management, cartography, and spatial statistics. Its increasing ease of use belies
its complexity in terms of design and implementation. Although there were predecessors
to GIS, the first widely recognized application was the Canada Geographic Information
System (CGIS) developed in the late 1960s to house the Canada Land Inventory. This
effort by the Canadian government to document information on all arable land in the
5

country was initially a national inventory of natural resources whose output was limited
to summary reports and raw data tabulations, but it developed in analytical complexity
over the next decade as users demanded increased functionality to process different
regional datasets (Crain and MacDonald 1984). Since then, in accordance with Moore’s
Law, GIS technology has become much more sophisticated, affordable, and accessible.
Presently, GIS is a multi-billion dollar industry that ―has penetrated virtually all
disciplines that deal in any way with the surface or near surface of the earth, from
atmospheric science through oceanography to criminology and history‖ (Goodchild and
Haining 2004:369).
Comprehensive accounts of the history of GIS development and the transition
from analog to digital cartographic representation are available (Coppock and Rhind
1991; Dangermond and Smith 1988; de Smith et al. 2007; Goodchild 1988; Maguire
1991; Tomlinson 1988). Two particular descriptions of the evolution of GIS are pertinent
to the discussion presented here. Longley et al. (2011:19-21) divides this period of
development into three phases. The 1950s-1970s was the Era of Innovation, consisting of
early software development. During the subsequent Era of Commercialization of the
1980s-1990s, the technology was made commercially viable. Graphic user interfaces
(GUIs) were introduced, more complex analytic functionality was added, and
improvements were made to spatial databases. The present era, the Era of Exploitation,
began in the 2000s and is application-based, focusing on what can be done with existing
technology. Similarly, Berry (2007) describes the 1970s as the beginning years of GIS
development with pioneering work in computer mapping that automated map creation.
The 1980s were the adolescent years, marked by advances in spatial data management
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that linked mapping and database capabilities. Lastly, the 1990s were the maturity years
in which emphasis turned to map analysis and modeling, expanding the spatial statistical
and analytical functionality of GIS.
This brief history of GIS development provides some contextualization of GIS
adoption by and diffusion in the field of archaeology. GIS first emerged in the discipline
in the 1980s to assist users to meet Cultural Resource Management (CRM) obligations
related to federal undertakings and as a response to federal legislation and regulation.
Thereafter it was quickly co-opted for academic research. Therefore, the incorporation of
GIS into the discipline largely postdates the major developments and milestones of the
technology.

1.1.3 Why study GIS use?
Archaeology, particularly in its quest to scientize the discipline since the advent
of the New Archaeology, has appropriated many different tools and technologies from
other disciplines. So, why study GIS in archaeological research, and why study it now?
First, because GIS in short order has become an invaluable tool in many different sectors
of archaeology and CRM. Although its adoption and diffusion has been impressive and
sustained, there is a lack of critical research into its use and how it is changing the
discipline. Moreover, its seeming wholesale adoption, in addition to its relative ease of
use, has raised concerns of its susceptibility to potential misuse and misapplication
(Church et al. 2000; Conolly and Lake 2006; Kvamme 1999; Lock 2000; Westcott and
Brandon 2000; Wheatley and Gillings 2002). My dissertation research investigates these
claims and provides a much-needed assessment of how the technology is contributing to
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significant changes within the discipline. Furthermore, does this increasing technological
dependence influence the types of analyses done or the questions posed?
Second, GIS has now been integrated into archaeological research for sufficient
duration to permit an investigation of this nature. The trajectory of GIS use in the field
can be quantitatively analyzed, and suitable data for such a study are presently available.
In 1989, Kvamme offered a survey of some of the key areas of GIS application in
archaeology at the time. A decade later, noting the lack of subsequent overviews or
critiques, he provided an update to this article and noted that:
This situation begs for an intensive examination of archaeology and GIS as it
exists today. To what extent do we employ GIS to do complex things we seldom
do or brand new revolutionary things? What exactly are archaeologists doing with
GIS? Why is it so popular? Is it really useful [Kvamme 1999:155; emphasis in
original]?
Almost fifteen years later, these same questions are still highly relevant and yet
categorically neglected in the literature. In many ways, this attitude is similar to
Huggett’s (2000) assertion that archaeologists have adopted computing in archaeology
with a ―technocratic approach‖ that focuses almost exclusively on tools and techniques
and not on the broader context. In fact, the broader context is often assumed to be
irrelevant, if not self-evident. More recently, Huggett (2012:210) made this same
observation with respect to GIS and archaeology and appealed for more research into the
―wider implications, constraints, effects, and the impacts of these tools.‖ Moreover, in his
conclusion he counseled that one way to ―think beyond the tool‖ is to ―seek inspiration
outside of archaeology itself and to recognise that other fields exist for the very purpose
of considering the development, effects, and implications of new technologies‖
(2012:212).

8

This dissertation is an attempt to do just that. It employs well-established methods
from other fields to quantitatively measure GIS use in the discipline and to examine how
advances in this technology enable archaeologists to better understand past human
behavior. It is a contemporary response to questions raised long ago by Kvamme (1999)
and echoed more recently by Huggett (2012) and set within the context of the current Era
of Exploitation of GIS development.
Third, GIS has the potential to transform the way archaeology is practiced. With
more and more archaeological databases being migrated online, the availability of
affordable high-resolution imagery, and accessibility to cost-effective software options,
traditional ―dirt‖ archaeology will cede more and more ground to ―virtual archaeology.‖
As a result, the types of questions asked, the datasets used, and the analytical procedures
employed will begin to change. The distinction between archaeological method and
theory will blur, which will have profound implications on how we advance scientific
knowledge in the field. The data mining application developed as part of this research is
an example of a computationally intensive means of creating new knowledge in the field
that is quite unlike the traditional empirical methods that have predominated to date.

1.2 Research Problem
The objective of this research was to better understand the effect GIS has had on
academic archaeology to date and to propose a possible direction for GIS-driven
innovation in the field. To that end, this research examined the following two questions:
1. What are the characteristics of the adoption, diffusion, and impact of GIS use
in archaeology over the past 25 years?
9

2. How feasible is it to develop a GIS-based methodology for exploratory data
analysis and knowledge discovery?

These types of questions cannot be addressed using traditional archaeological
methods. After all, they are examinations into the application of new methods in
archaeology and are not archaeological questions per se. As I began researching these
questions, I realized that there are multiple avenues for gaining a better understanding of
geospatial research in the discipline. One approach is to use the published literature as a
proxy for longitudinally studying the context in which GIS has developed in the field.
Another approach is to develop an innovative GIS-driven application and apply it to an
archaeological case study to demonstrate the analytical potential of this technology. In an
effort to be as comprehensive and exhaustive as possible, I used both approaches and
therefore embarked on two very different types of investigations.

1.3 Multidisciplinary Research Domains
Both approaches used in this study rely heavily on concepts and methods from
multidisciplinary research domains, which include diffusion studies, communication
theory, science and technology studies, geography, statistics, computation, data mining,
and knowledge discovery in databases. Therefore, this research contributes not only to
the discipline of archaeology but also to other disciplines and to the integration of
multiple approaches into understanding a complex problem such as that of past human
behavior. Figure 1 shows some of the major theoretical concepts and techniques that have
informed this research. Each will be defined and discussed individually in subsequent
chapters.
10

Figure 1. Relationship between multidisciplinary concepts and techniques
employed.

1.3.1 The science of science
The first investigation uses the published record as evidence of the adoption,
diffusion, and impact of GIS within the academic archaeological community. It is
premised on the notion that progress in a scientific discipline can be measured by the
quality of its scientific output, or the science and technical literature that it produces
(Geisler 2000; Price 1963, 1986; Spiegel-Rösing 1977). Various metrics from
publications, such as bibliometrics and content analysis, can ultimately inform on both
historical developments and the creation of scientific knowledge in a field. Therefore, this
investigation builds on the ―science of science.‖
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In 1992, Aldenderfer asserted that the diffusion of GIS in the discipline was
reflected in the publication record. He argued that the diffusion of ideas and innovations
in a scientific discipline typically follows a four-phase trajectory (Aldenderfer 1987:1213, 1992). During the first phase of early exploration, a new idea appears sparingly in the
scientific literature. Little significance is placed on the idea at this time, and there is little
follow-up after initial publication. In the next phase of discovery, the scientific
community recognizes the importance of the idea, and there is an explosion of
publications related to the idea. The popularization of the idea may generate a
―bandwagon effect‖ wherein a large number of people adopt it eagerly and rather
uncritically. Most of the publications produced are either inconsequential or superfluous
(1987, 1992). During the next phase, the consolidation phase, the excesses of the
previous phases are recognized. The literature is characterized by the appearance of
review papers and major theoretical contributions related to the impact of the idea on the
overall discipline. Lastly, during the accommodation phase, the idea has sufficient
support to be considered general knowledge within the discipline.
Aldenderfer (1992) argued that cultural anthropology was still in the first phase
with regards to GIS diffusion, though archaeology was in the second phase owing to its
early association with CRM. He presciently stated that the coming decade would see an
explosion of growth in GIS use in anthropology which would be reflected in the
published record. More than two decades later, this framework is still useful in the
assessment of the diffusion of GIS and its impact on archaeology. Thus, the first
investigation of this research, grounded on concepts from Communication Studies and

12

Science and Technology Studies, evaluates the evolution of GIS in the field of
archaeology and the wider implications of its use.

1.3.2 GIS-driven innovation
The second investigation entailed developing and testing a new application that
would attest to GIS-driven innovation in the field of archaeology. GIS-driven innovation
refers to cutting-edge applications of GIS that extend beyond its traditional and even
mainstream uses to a range of sophisticated analyses and knowledge-generating methods.
Examples of such innovations include artificial intelligence, pattern recognition, neural
networks, and data mining. The overall objective of this investigation is to demonstrate
the potential for GIS to support new avenues of research that will advance the discipline
both theoretically and methodologically.
One emerging area of GIS development is the application of data mining
algorithms to large spatial databases to identify patterns and relationships that are not
readily apparent (Miller 2007; Miller and Han 2001). Although such applications are in
their infancy, and no GIS software currently has built-in data mining techniques,
geographic data mining is particularly well-suited to exploring spatial patterning and
generating hypotheses for a data-rich archaeological record that is increasingly being
migrated to digital formats and databases. Hence, as part of this study, different data
modeling techniques were combined to develop a GIS-based methodology able to
conduct geographic data mining and, more specifically, knowledge discovery in
databases from an archaeological case study.
A large spatial database was created for this research and then mined using

13

Bayesian methods within a GIS. The case study is the Fort Wingate region in western
New Mexico, a well-preserved, archaeologically rich area located within the confines of a
former military installation. Archaeological sites documented in this region span the early
Paleoindian to the post-World War II era. The use of Bayesian methods allowed the
incorporation of a priori knowledge into probability models. Although these statistical
methods have been employed to predict archaeological site locations, this is the first
study to extend their functionality to exploratory data analysis and as the basis for
knowledge discovery.

1.4 Structure of the Dissertation
The dissertation is structured four parts. Part I (Chapters 1-3) provides the
contextual and theoretical background of the research. Chapter 2 situates GIS within the
specialization of computational archaeology and considers how larger trends in spatial
archaeology have influenced GIS since its introduction in the discipline. A description of
knowledge discovery in databases follows, as well as an exposition of common data
mining tasks and techniques. Chapter 3 presents the rationale of research and the guiding
interpretative framework for the overall study. Concepts from diffusion studies, Science
and Technology studies, and geography are used to illuminate the changing relationship
between the technology and the archaeological community.
Part II (Chapters 4 and 5) details the first of two investigations conducted as part
of this dissertation research. This part addresses the first research question. Chapter 4
outlines the research design of the publication study, which employed both bibliometrics
and content analysis. In addition, the relationship among the research cycle, the
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publication cycle, and the production of scientific knowledge is considered. The results
and discussion of this study follow in Chapter 5.
Part 3 (Chapters 6-9) addresses the second research question. This investigation
into modeling techniques details the development and implementation of the geographic
data mining application. The steps to knowledge discovery in databases are outlined in
Chapter 6, along with the archaeological and environmental data used in this study.
Chapter 7 elaborates on data cleaning and preprocessing, while Chapter 8 describes the
three-step mining methodology developed for this study. The results and interpretations
follow in Chapter 9.
Finally, Part 4 (Chapter 10) provides a summary of the research on the diffusion,
impact, and potential of GIS in archaeology and some of the general findings from both
studies. These remarks include a discussion of knowledge newly learned as well as
directions for future research.
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CHAPTER 2
CONTEXTUAL BACKGROUND

This chapter provides background on key areas within and outside the discipline
that have informed this research: specifically, sections on computational archaeology,
spatial archaeology, GIS in archaeology, and knowledge discovery in databases. The
research presented here lies at the intersection of these four areas and is, consequently, a
contribution to the general understanding and advancement of them all.

2.1 Computational Archaeology
The Digital Revolution and the ensuing Information Age have transformed our
society and brought profound changes to many industries, including archaeology. Some
of these changes in archaeological documentation and analysis consist of standardizing
recordkeeping, extending analytical capabilities, providing results more efficiently and
expeditiously, facilitating communication, and promoting collaboration. The implications
of computing for the field, both in theory and practice, are described thoroughly
elsewhere (see Lock and Brown 2000). Notwithstanding, it is difficult to examine the
evolution of GIS in archaeological research without taking into account the overall
changes that have come about through computing and in archaeological computing. The
ubiquity of computers, the increasing availability of digital data, and the falling cost of
hardware and software have all contributed to the spread of GIS research. In fact, it
wasn’t until the cost of hardware had dropped sufficiently to allow for a thriving software
industry to develop in the early 1980s that GIS use began to take off (Longley et al.
2011:18).
16

Figure 2 is a timeline of key developments in GIS use that correspond to changes
in computing (see Longley et al. 2011 for more complete timeline).
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Figure 2. Timeline of major developments in computing and GIS software. The top
row has the name of the GIS product or version; the bottom row describes these
advances in their historical context.

Computational archaeology is a disciplinary subfield that has incorporated these
developments in computing into archaeological research. Computational archaeology,
also known as archaeoinformatics, is the application of computer-based methods to the
study of past human behavior. It emerged in the 1950s and has over time become more
prevalent in archaeological discourse. Although today very few archaeologists’ work
does not involve computers in some way or another, the term ―computational
archaeology‖ is reserved for analysis that would be impossible without the aid of
computers. Examples include simulation, agent-based modeling, artificial intelligence,
3D virtual reconstruction, as well as some kinds of statistical modeling and spatial
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analysis that may or may not involve GIS. Most of the innovative research in
computational archaeology is disseminated in conferences and journals that are different
from the mainstream conferences and journals in the discipline (Gidlow 2000). The main
organization promoting computational archaeology is the Computer Applications &
Quantitative Methods in Archaeology (CAA), which has held an annual conference since
1973. This organization began as a small group of archaeologists and mathematicians
interested in promoting computer applications in the UK, and it has grown to an
international organization with archaeologists, mathematicians, and computer scientists.
Apart from the CAA Conference proceedings, the primary publication avenue for
computational archaeology is the Italian journal Archeologia e Calcalatori, which has
been publishing since 1990.
Richards (1998) provides an excellent review of computer applications of
archaeology from 1990 to 1996. After examining the literature for that time period, he
subdivided these applications to include database design and management, GIS,
visualization, artificial intelligence, education (computer literacy, multimedia tutorials,
etc.), and communication (electronic publishing, the Internet, etc.). He found that trends
in archaeological computing favor technology-driven rather theory-driven research, a
finding that was corroborated by Huggett’s assessment of the state of archaeological
computing in 2000.

2.2 Spatial Archaeology
Archaeologists have relied on some degree of spatial analysis to infer past cultural
and social meaning since the origins of the modern discipline (Kroll and Price 1991;

18

Seibert 2006). Late-eighteenth- and early-nineteenth-century maps documenting artifact
proveniences and site locations attest to the understanding by early scholars that the
spatial locations and relationships of artifacts and sites contained valuable information
(Clarke 1977:6; Daniel 1967; Trigger 1989). The emphasis placed on space and spatial
analysis in archaeological research since then has been largely dictated by the changes in
theoretical paradigms and, to an extent, the development and refinement of field
techniques and analytical methods (Aldenderfer 1996; Clarke 1977; Seibert 2006).
Until the mid-twentieth century, archaeologists directed most of their efforts
toward investigating when past events occurred. Defining the temporal aspect of sites and
artifacts took precedence over understanding where they occurred. The culture historians
of the late nineteenth and early twentieth centuries embraced the spatial component of
archaeological data to define culture areas and to identify centers of cultural diffusion.
Similarities and differences between cultural groups were thought to be explainable by
comparing the spatial proximity of certain language and material traits on distribution
maps (Aldenderfer 1996:5). Lock and Harris differentiate this map-based approach to
spatial analysis from the subsequent statistical approach (1992:82-87). Map-based spatial
analysis is largely descriptive and informal, with interpretations based on the apparent
similarities and differences between distributions (Lock and Harris 1992:83).
Spatial analysis became a much more important component of archaeological
research with the rise of functionalism in the 1950s and 1960s, as evidenced by the work
of Clark (1954) in Europe and Willey (1953) in South America (Seibert 2006:xiii). As
functional studies began to address ecological questions in an attempt to understand how
past societies functioned as systems, spatial analysis expanded to include settlement
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patterns in addition to the patterning of artifacts (Parsons 1972; Seibert 2006:xvi; Willey
1953). This increasing interest in spatial relationships continued into the New
Archaeology of the 1960s, as the ideological emphasis turned from the study of
individual artifacts to the study of relationships between artifacts. Archaeologists moved
from largely categorizing spatial patterning to analyzing patterns quantitatively (Binford
and Binford 1966; Cowgill 1968; Hill 1966; Longacre 1970; Wright 1969). However, as
noted by Clarke (1977:3-4), these early studies explored spatial relationships as
secondary to sociological, economic, and ecological research objectives.
The interest on the part of New Archaeologists and processualists in developing
more scientific and objective analytical methods resulted in an unparalleled amount of
research based heavily on quantitative analysis and statistical testing (Binford 1964;
Binford and Binford 1966; Clarke 1968; Cowgill 1968; Heizer and Cook 1960; Myers
1950; Robinson 1951; Spaulding 1953; Thomas 1978; Whallon 1973, 1974). Despite
having little formal training in such methods, many archaeologists embraced the
―statistics bandwagon,‖ often making statistical analysis an end in and of itself
(Aldenderfer 1987:10; Cowgill 2001; Kintigh and Ammerman 1982; Thomas 1978).
Concepts and tools for spatial analysis were borrowed wholesale from other disciplines,
particularly geography, and the literature of this period is littered with spatial studies
using common statistical tests such as cluster analysis, quadrat analysis, regression
analysis, chi-square, and nearest-neighbor analysis.
In 1977, David Clarke outlined a spatially explicit approach to the study of
archaeology, labeled ―spatial archaeology,‖ which relied heavily on the use of
quantitative methods for spatial analysis. Contending that spatial analysis up until that
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time had ―tended to remain either inexplicit, intuitive, static and typological, or at best a
secondary aspect of studies devoted to other objectives,‖ Clarke differentiated the spatial
scales (micro, semi-micro, and macro) common in archaeological data, identified relevant
spatial theories and models largely co-opted from geography, and revealed some of their
major assumptions (1977:5-12). In the same vein, his students Hodder and Orton (1976)
promoted an explicitly quantitative approach to the study of spatial relationships and
compiled a range of available statistical techniques applicable to archaeological data of
varying scales. As a result of the overall trend in the discipline toward quantification, the
statistics approach to spatial analysis became the norm from the 1960 to the 1980s, with
spatial data and analysis widely understood as essential components of archaeological
research (Aldenderfer 1996:8; Lock and Harris 1992).
The premium placed on quantitative analysis in the discipline was tempered by
the late 1970s with the increasing recognition that the early use of statistics was fraught
with misuse and misapplications (Christenson and Read 1977; Kintigh and Ammerman
1982; Thomas 1978). Classical or traditional statistics were found to be inadequate for
spatial data (Green 1990). Other profound limitations of such methods on archaeological
data include the methods being restricted to point data and the inability to incorporate
contextual information about these point locations into the statistical analyses, hence
allowing only a small subset of the available archaeological data to be used (Lock and
Harris 1992:84-85). Moreover, the introduction of the postprocessual critique asserting
that knowledge was subjective called into question the legitimacy of using such methods
in archaeological research (Shanks and Tilley 1992). An unfortunate consequence of
linking a particular theoretical framework, such as the processualists’ positivism, to
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statistical methodology, as noted by Baxter (2003:6), is that the rejection of the former
results in the rejection of the latter.
Presently, spatial research in archaeology is quite diverse, with different
theoretical perspectives and methods routinely applied. Much attention is placed on the
qualitative analysis of sociopolitical organization within a spatial context rather than on
spatial modeling, or the map-based approach (Ashmore and Knapp 1999; Robertson et al.
2006; Seibert 2006:xx). Nonetheless, significant advances have been made in spatial
statistical modeling specific to the discipline (Aldenderfer 1998; Baxter 2003; Cowgill
2001) and with the application of Bayesian statistics in particular (Buck 1996). In
regional archaeology, the current trend is on ―new technologies for conducting largescale spatial and geostatistical analyses‖ (Kantner 2008:47). A major advantage of GIS in
archaeological spatial studies is its capability to bridge these two approaches of mapping
and spatial modeling by allowing the integration of different spatial primitives, or
graphical representations of real-world features, within the same analytical environment
(Lock and Harris 1992:87). The increasing use of GIS by archaeologists has, however,
largely replaced traditional statistical approaches as the methodology of choice for
quantitative-based spatial analysis (Aldenderfer 1998:109; Baxter 2003:160).

2.3 GIS in Archaeology
Archaeologists first began to see the potential of GIS and incorporate it into their
research more than thirty years ago (Brown and Rubin 1982; Kvamme 1999; Lock and
Harris 1992). The origins and development of GIS in North American archaeology
followed a different trajectory than that of European archaeology. In North America, GIS
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first emerged as a management tool within government agencies and CRM firms tasked
with managing very large tracts of federal land in the 1970s and 1980s. The Bureau of
Land Management, in particular, was an early advocate for the use of GIS in
archaeological predictive modeling and commissioned a benchmark study entitled
Quantifying the Present and Predicting the Past: Theory, Method, and Application of
Archeological Predictive Modeling to evaluate its efficacy and help develop standards
(Judge and Sebastian 1988). Since then, predictive models have persisted as a core GIS
application in North American archaeology and an area of constant technical refinement
(see Mehrer and Wescott 2006; Wescott and Brandon 2000). In Europe, in contrast, GIS
archaeological studies emerged later than in the United States and in the context of a
longstanding interest in human geography. GIS offered a vehicle for addressing questions
of past human behavior within this intellectual tradition. In explaining the regional
difference in early GIS development, Richards wrote, ―whereas in the United States there
is an emphasis on technology and large-scale data integration and administration, in
Europe there is more concern with the relationships between sites and territories‖
(1998:336-337).
The first publication introducing and synthesizing GIS in archaeology was
Interpreting Space: GIS and Archaeology (Allen et al. 1990). It was followed by a
conference in Santa Barbara in 1992 (Aldenderfer and Maschner 1996). Concerned that
European archaeologists were lagging behind their North American counterparts in GIS
adoption, a conference was organized the next year in Ravello, Italy, to establish the
European ―presence‖ and to showcase the latest GIS applications (Lock and Stancic
1995). This conference was held again six years later to discuss theoretical issues
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regarding GIS use that had surfaced in the intervening years as well as to discuss new
analytical applications of the technology that would move it beyond the realm of mere
map-making (Lock 2000). Figure 3 shows the key historical events, particularly early
conferences and publications, that were influential in the evolution of GIS in
archaeology.
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Figure 3. Timeline of major events in the evolution of GIS in archaeology. The top
row has publication titles, while the bottom row describes publication.
Since the turn of the twenty-first century, GIS has become an increasingly
essential component of archaeological projects and is currently used mostly in landscape
archaeology, predictive modeling, and cultural resource management (Church et al. 2000;
Westcott and Brandon 2000; Wheatley and Gillings 2002; Zubrow 2005). Other GIS
research includes applying image-analysis functions to cutmarks on faunal remains (Abe
et al. 2002) and measuring edge damage on lithic artifacts (Bird et al. 2007). CRM
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professionals have recently started to use GIS not only for standard documentation
purposes but also to better inform decision-making early on during project development
or as part of adaptive management (Ingbar et al. 2005). As GIS technology becomes more
affordable and user-friendly, there is growing concern that its widespread adoption may
result in misuse, misinterpretations, and a technological dependence that will dictate the
types of analyses done or the questions posed (Church et al. 2000; Conolly and Lake
2006; Shuurman 2004; Steinberg and Steinberg 2006; Wheatley and Gillings 2002).
Effective GIS applications require a thorough understanding of the theoretical and
methodological limitations inherent in the technology as well as their implications for
modeling archaeological data. The research presented here identifies some of these issues
from both the geographic and the anthropological literature and explores them in depth.
Within the discipline of geography, GIS practitioners and human geographers have long
clashed over perceived methodological and epistemological shortcomings of the
technology, such as the positivism of early GIS users, the limitations of currently
available data models, the utility of GIS in qualitative analyses, the modifiable area unit
problem (MAUP) and the ecological fallacy, and even the concept of space (Chou 1997;
Chrisman 1997; Shuurman 2004, 2006; Tuan 1977). Many of these issues have also
permeated the anthropological literature (Arp 2003; Conolly and Lake 2006; Kvamme
1995, 1999; Lock 2000; Savage 1990; Wheatley and Gillings 2002; Zubrow 2005).
Data availability and the nature of archaeological data pose additional disciplinespecific considerations in GIS design and application. Firstly, archaeological data is
incomplete, fragmentary, and ephemeral. Digital maps are representations and thus
simplifications of reality. An incongruity exists between the quality of data available and
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GIS representation of the data, which provides an unduly credible ―God’s view‖ of data
that encourages a single, seemingly uncontradicted view of the world (Lock and Harris
2000; Zubrow 2005). Second, data recording standards have changed significantly in the
past forty years, which has led to well-founded concerns about data lineage (Ingbar et al.
2005). How and what data are recorded affects what is digitized, imported into a GIS, and
subsequently available for analysis. Third, GIS does not differentiate between the
appropriate or inappropriate use of scale (Lock and Harris 2000:xx). Archaeologists often
rely on digital spatial data, such as environmental data, created at scales and for purposes
very different from those of most disciplinary research (Lock and Harris 2000:xx).
Finally, GIS technology to date does not account well for time, although time is integral
to cultural constructions of the past (Claxton 1995; Stead 1993; Wheatley and Gillings
2002; Zubrow 2005).
Some of these issues have contributed to differences in how archaeologists
conceptualize GIS. Some view it as a cartographic tool devoid of theory, while others
view it as shaping theory (Aldenderfer 1996, 1998; Church et al. 2000; Claxton 1995;
Green 1990; Lock and Harris 1992; Marble 1990; Seibert 2006; Zubrow 2005). Such
discourse is beneficial in advancing GIS theory and technology, particularly in the areas
of temporality, precision, cost surfaces, and perception (Stead 1993). The epistemological
and ontological nature of GIS has been more heavily debated and elaborated in the
discipline of geography than in archaeology, as is discussed in Chapter 3.
Despite the growing use of GIS in archaeological studies, there are very few
studies on the development of GIS in the discipline or its influence in the broader realm
of spatial archaeology that are based on scientific rather than anecdotal evidence. An
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early attempt, however, was as part of the Caere Project sponsored by the Italian National
Research Council (CNR) in 1996. The principal objective of this project was to compile
past research from the Etruscan town of Cerveteri into a GIS for the purpose of further
study. The first step of the project was to conduct an online survey of GIS and
archaeology projects worldwide to identify research trends and common technical and
methodological issues. A small committee of international scholars in archaeology was
asked to circulate an email questionnaire within their respective regions as part of the
survey (Moscati 1998). The results of the Caere survey were published in the 1998 issue
of Archeologia e Calcolatori. The Caere survey was not designed to be exhaustive or
scientifically rigorous, but rather to provide a general sense of the scope of GIS use at the
time. A subsequent Master’s thesis also attempted to gauge the adoption and diffusion of
GIS in archaeology via online feedback (Gourad 1999). Although the results of this study
were informative, the feedback was voluntary and not comprehensive by any measure.
The literature consists overwhelmingly of GIS applications in archaeological
research (Aldenderfer and Maschner 1996; Allen et al. 1990; Hinge 1991; Kvamme
1995; Lock 2000, 2003; Lock and Stancic 1995; Maschner 1996; Stead 1993; Westcott
and Brandon 2000). Recent notable exceptions are handbooks designed for archaeologists
interested in learning these methods for their research (Conolly and Lake 2006; Wheatley
and Gillings 2002) and a handful of succinct reviews (Kvamme 1989, 1999; Lock and
Harris 1992, 2000; Zubrow 2005). Nonetheless, this research provides a much needed
investigation into the history and evolution of GIS use in the discipline, situates it within
the larger trends in spatial archaeology, and offers a theoretical perspective on its ongoing
utility to the discipline.
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2.4 Knowledge Discovery in Databases
Knowledge discovery in databases (KDD) is the ―non-trivial process of
identifying valid, novel, potentially useful, and ultimately understandable patterns in
data‖ (Fayyad et al. 1996). Though often considered synonymous, data mining refers to
the crucial step in the iterative KDD process of applying algorithms to typically large
databases to extract patterns, such as a summary statistic or a simple rule (Miller 2007;
Shekhar and Chawla 2003). ―Data mining‖ does not imply searching a database for
arbitrary patterns. Rather, it refers to the systematic search for patterns of interest that are
consistent and not anomalous (valid), unknown at the outset (novel), relevant (useful),
and interpretable (understandable) (Fayyad et al. 1996; Miller 2007:353; Yuan et al.
2004).
Data mining and statistics share many statistical techniques, such as exploratory
data analysis (EDA) and geostatistics, and the overall objective of finding structure in
data (Gahegan 2001; Hand 1998, 1999; Shekhar and Chawla 2003; Smyth 2000;
Wachowicz 2001). However, they differ in other ways, most significantly in that most
statistics are confirmatory and are much more conservative than data mining (Hand 1998,
1999; Miller and Han 2001). Data mining assumes all the relevant data are collected and
attempts to discover patterns within the dataset to generate hypotheses, whereas most
classical statistical models seek to answer a specific question or determine how well a
model fits (Hand 1998, 1999; Miller 2007). Moreover, statistics require clean, numeric
data that are representative of a certain population and therefore require certain
assumptions, whereas data used for KDD may be either numeric or non-numeric and,
since they were often collected without specific questions in mind, incomplete and noisy
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(Miller and Han 2001:5).
There are four general steps to the knowledge discovery process (Figure 4). Step 1
is to obtain the necessary background knowledge to clearly define the problem under
investigation. Step 2 is data preprocessing or preparation. This includes data selection,
collection, cleaning, categorization, and reduction. Step 3 is the actual data mining, or the
analysis and implementation phase. It consists of choosing the appropriate tasks and
techniques and applying them. The last step is knowledge construction or the
interpretation of the results. Knowledge discovery is an iterative process, and the steps
are not necessarily sequential, particularly between the second and third steps, as there is
interplay between the knowledge sought and the patterns discovered (Miller 2007).
A product of advances in the fields of computer science, machine learning, and
database technology, data mining is presently benefiting from much research and
application (Shekhar and Chawla 2003). Businesses, corporations, and online enterprises
have readily embraced data mining because it can provide them with valuable insight
about their customers, such as what products they are likely to purchase together.
Consequently, these patterns or findings can translate into useful and understandable
knowledge regarding marketing strategies and store arrangements (Fayyad et al. 1996).
Similarly, the increasing availability of data-rich spatial databases has led geographers
and others to develop mining algorithms for the purpose of discovering interesting and
useful, but implicit, spatial patterns (Chawla et al. 2001). Geographic data mining is a
promising, but young, field, with few completely successful applications and even fewer
within a GIS environment (Appice 2007; Bogorny et al. 2006; Miller and Han 2001; Qi
and Zhu 2003; Yuan et al. 2004).
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Figure 4. Steps in the knowledge discovery process.
Geographic data mining differs from traditional data mining in ways that mirror
the differences between spatial and classical statistics (Shekhar and Chawla 2003).
Whereas traditional statistics and data mining assume that data samples are independently
generated, spatial statistics and geographic data mining cannot. Spatial entities, in fact,
often exhibit properties of spatial dependency (i.e., spatial autocorrelation) and spatial
heterogeneity (i.e., non-stationarity), thus contributing to the technical complexities
entailed in geographic data mining (Appice 2007; Miller 2007; Shekhar and Chawla
2003; Yuan et al. 2004). In general, the three basic spatial relationships that can exist
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between two features can be computed using GIS: distance (Euclidean), topological
relations (intersection of features), and orientation (order of features to one another). The
first two are more commonly used in spatial data mining (Bogorny et al. 2006). Some
common data mining tasks that have been extended to geographic data mining include
classification, association, classification and prediction, clustering, outlier analysis, and
geographic visualization (Miller 2007; Miller and Han 2001; Table 2).

Table 2. Common data mining tasks, techniques, and examples of potential
archaeological applications.
Data Mining
Tasks

Description

Data Mining
Techniques
(Examples)
Decision trees
Bayesian
classifiers
Neural networks
Nearest neighbor
k-means

Classification

Groups data by
predefined classes

Clustering

Groups data not using
predefined classes

Affinity
grouping

Search for things that go Association rules
together
Bayesian networks

Deviation
analysis

Search for outliers or
anomalies

Prediction

Classify data based on
predicted future
behavior or estimated
value
Find compact
description of data

Summarization

Outlier detection
Clustering
methods
Linear Regression
CART

Data visualization
Summary rules
Tables

Archaeological
Applications
(Examples)
Classification of sites
from satellite imagery
Cluster features or
artifacts with the
same spatial
orientation
Associations or
correlations between
artifact assemblages
Detect ceramic types
that are outliers in
area
Predict sites
endangered by
erosion or other
processes
Generalize tourist
traffic patterns at a
particular site

The same techniques, referring to both procedures and algorithms, can be useful to
accomplish different data mining tasks. Hence, the techniques listed for each task in
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Table 2 are examples and not mutually exclusive. Determining the best data mining
technique to accomplish a given task is, in many instances, a trial-and-error process
(Thuraisingham 1999:108).
This dissertation uses tasks that are common to prediction, exploratory data
analysis, and data mining. The boundaries between these different types of analyses are
increasingly blurred as they rely more and more on the same set of statistical tools and
techniques to accomplish their objectives. Exploratory Data Analysis or EDA started to
gain currency in the late 1970s with the work of John Tukey. It emerged as a response to
the dominance of confirmatory data analysis in the field of statistics and promoted the use
of graphical techniques to summarize data and formulate hypotheses. EDA can be
complementary to confirmatory statistical analysis and is a promising area in
archaeological research, though it has not been used extensively (Aldenderfer 1998;
Clark 1982).
Many of the EDA techniques have since been co-opted into data mining, which
also shares the objectives of finding structure in data and in generating hypotheses. EDA
and data mining include a range of different analytical techniques for summarizing data,
making predictions, and finding hidden relationships (Myatt 2007:3). These techniques
include graphs and summary tables, descriptive and inferential statistics, searching
algorithms, and mathematical models. Figure 5 shows the interplay between these various
graphical and statistical techniques and the three basic data analysis tasks. In this
dissertation, all of these tasks and some of these techniques were combined to mine a
large archaeological data set for the explicit purpose of knowledge discovery.

32

Figure 5. Relationship between exploratory data analysis and data mining tasks and
techniques (modified from Myatt 2007:4).
KDD, particularly with respect to geographic data mining and exploratory spatial
data analysis (ESDA), has much potential for archaeological research. Although this
realization has been noted in the literature (see Bi et al. 2009 and Puyol-Gruiart 1998), it
remains largely unchartered terrain. Recent advances in GIS development, though still far
from ideal, are increasingly providing opportunities to conduct these kinds of analyses.
As part of this research, a GIS-based methodology was developed to discover novel and
interesting associations between sites and artifacts within the dataset for the case study.
Such investigations can serve not only to better frame future research questions and
conservation efforts in the American Southwest but also to help archaeologists and
cultural resource managers make more effective use of limited resources.
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CHAPTER 3
THEORETICAL BACKGROUND

3.1 Introduction
One of the core objectives of this research is to trace the development and
application of GIS in archaeological studies over a period of two and half decades.
During this period, GIS has evolved from a cumbersome, prohibitively expensive
technology that required considerable user expertise to a standard tool for many
archaeologists working in various academic and CRM settings. Moreover, it has shaped
and continues to shape of the practice of archaeology, while offering the prospect of
advancing scientific knowledge in the field in fundamentally new ways through GISdriven innovation. To gain a better understanding of how an emergent technology such as
GIS can take hold within an entity or organization and become potentially transformative
requires a multifaceted explanatory framework.
This chapter considers the multiple processes that contribute to the successful
adoption and spread of technologies and the properties intrinsic to GIS that have
conditioned its acceptance by the archaeological community. The chapter is divided into
four main sections, the first of which outlines the classical diffusion model. The
Diffusion of Innovations Model, formalized by Everett Rogers in the early 1960s, is the
most well-known and frequently cited approach to understanding how innovations are
adopted and spread through society. It provides a useful starting point for situating the
progression of GIS in the discipline of archaeology. Moreover, the model has frequently
been applied to GIS diffusion. In a subsequent work, Rogers (1993) modified the
classical model to better describe the diffusion of interactive technologies sich as GIS.
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Although the diffusion model explains how an innovation spreads, a technology
continuously develops even as it spreads. This process, as with the initial development of
the technology, is a socially embedded process which shapes and is shaped by the people
who engage with it. The second section of the chapter, therefore, draws on concepts from
Science and Technology Studies to account for how socially situated values and attitudes
contribute in the construction of scientific research and technological innovations and
vice versa. These concepts are particularly useful in distinguishing a technology from a
scientific enterprise, which is at the root of the differing perceptions of GIS among
members of the archaeological community.
The third section addresses the different conceptualizations of GIS within the
disciplines of geography and archaeology. In the past two decades, this evolving
technology has been represented in myriad ways. They have ranged from a mere tool to a
sophisticated processor to a scientific methodology, from the foundation of a new
scientific discipline to a powerful medium of communication that pervades more and
more aspects of our everyday lives. These perceptions are important because they imply
different theoretical perspectives, which in turn influence the ways in which GIS is
applied. A growing contingent of geographers now considers GIS within the purview of a
new discipline of geographic information science. What are the implications of this for
archaeologists and their work? Moreover, GIS is beginning to facilitate the use of
computationally intensive methods that will eventually generate knowledge in a
fundamentally different way from the empirical methods that have guided the discipline
since the beginnings of archaeology.
The chapter ends with a delineation of the twofold approach developed to
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evaluate the two central research questions of this study. The first investigation examines
the published literature to provide insight into the adoption, diffusion, and impact of GIS
within academic archaeology. The second investigation develops a practical application
for GIS-driven innovation in the field capable of supporting knowledge discovery.

3.2 Diffusion of Innovations Model
The adoption of GIS in archaeology has been far from homogeneous or
systematic. It is possible, however, to understand its spread within the framework of the
diffusion model. A complete description of the model follows, detailing its different
elements, the characteristics of innovations, and the different types of adopters. The
modifications to the classical model are described, specifically as they relate to
technological innovations such as GIS.

3.2.1 Elements of the model
The dominant paradigm for studying the diffusion of ideas and technology is the
Diffusion of Innovations Model. This model was initially developed by two sociologists
studying the diffusion of hybrid seed among Iowa farmers (Ryan and Gross 1943). In his
seminal work in 1962, Everett Rogers attempted to bring awareness to this earlier study,
as well as other diffusion-based research in various disciplines. His classical diffusion
model delineates the process by which innovations spread through society. An
innovation, according to Rogers, is ―an idea, practice, or object that is perceived as new
by an individual or other unit of adoption‖ (1995:11). The model has evolved in the
intervening half-century in response to criticisms, yet it continues to provide a useful
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framework for understanding the timing and patterns of an innovation’s adoption by
individuals and organizations.
Diffusion is ―the process by which an innovation is communicated through certain
channels over time among the members of a social system‖ (Rogers 1995:5). It consists
of four key elements: innovation, communication channels, time, and social system. An
innovation refers to an idea, practice, or technology that is perceived by the potential
adopter as new, irrespective of its actual newness. In later works, Rogers uses the terms
―innovation‖ and ―technology‖ synonymously, though specifying that the latter has
software and hardware components (1995:12). Innovations spread at different rates. For
example, although the number of Internet or cell phone users worldwide has grown
exponentially in the past decade, other innovations, such as the general adoption of the
computer, took much longer. Similarly, GIS, which has existed since at least the early
1960s with the creation of the CGIS, is an innovation still in the process of being adopted
in many organizations.
Communication channels refer to the means by which an idea is transmitted from
one individual to another. These channels can range in scope from mass media, such as
TV, radio, or the World Wide Web, to personal correspondence, such as emails or letters.
Although mass media channels can enable an innovation to reach a wider audience, the
interpersonal channels, which generally refer to direct communication between two
individuals who ideally share a common background, are more effective in persuading a
person to actually adopt the new idea (Rogers 1995:18). In this research, the published
record is the communication channel used to better understand the diffusion of GIS in the
field of archaeology. These publications—specifically, scholarly articles—are an
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important vehicle by which researchers convey their thoughts and experiences of GIS use
to the broader archaeological community.
Time, the third crucial element, influences several aspects of the overall process of
diffusion. It underlies the progression from an individual’s initial exposure to an
innovation to the decision to implement it and finally to its actual execution. Time is a
component of an innovation’s ―innovativeness‖ or the relative time it takes an individual
or group to adopt an innovation compared with the time it takes other members of the
social system to adopt it. This, in turn, influences the overall rate of adoption of an
innovation. The innovativeness and rate of adoption, as they apply to this study, are
further discussed below (§3.2.3) on types of adopters.
The last element of the diffusion process is the social system. This system refers
to a set of interrelated individuals or groups that are bound to a common objective. The
members within the system cooperate to solve common problems. In the case presented
here, the community of archaeologists engaged in academic discourse forms the social
system. Social relationships within the social system or community, as well as its social
structure, directly affect the diffusion process.

3.2.2 Characteristics of innovations
Much of the process of diffusion relates to reducing uncertainty (Rogers
1995:216). Individuals are more likely to adopt an innovation if they can minimize the
risk associated with adopting it. Rogers (1995) identified five characteristics of an
innovation that each influence the degree of certainty involved with its adoption and its
rate of adoption: perceived relative advantage, compatibility, complexity, trialability, and
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observability. Each of these traits, in turn, can serve to facilitate or impede the adoption
of an innovation.
The perceived relative advantage is the degree to which an individual or
organization feels that an innovation is better than whatever it superseded. If it is
perceived as advantageous, then its rate of adoption will be faster than it would have been
otherwise. Similarly, the more compatible or consistent an innovation is with ―existing
values, past experiences and needs of potential adopters,‖ the more likely it is to be
adopted (Rogers 1993:15). Complexity refers to the degree to which an innovation is
thought to be difficult to understand or to use. One of the principal reasons the adoption
of computers was slow during the 1980s was their perceived complexity. Trialability is
the degree to which an individual can experiment with an innovation on a limited basis
prior to deciding whether or not to adopt it. An innovation that is trialable represents less
uncertainty for the potential adopter and is therefore more likely to be adopted. Finally,
observability is the degree to which the results of an innovation are apparent to others.
Individuals are more likely to adopt an innovation if they can see the results.
Rogers (1995:16) surmises that innovations are likely to be adopted quicker if
they are perceived to have greater relative advantage, compatibility, trialability, and
observability, but less complexity. Each of these characteristics exerts varying levels of
influence on an innovation’s adoption and will invariably impact different groups of
adopters differently. Nonetheless, they all affect the rate of adoption. In the case of the
adoption of GIS in archaeology, the perceived compatibility and relative advantage have
posed the fewest barriers to its adoption. After all, many of the analytical capabilities
within a GIS were already integral to archaeological practice prior to its invention. Long
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before the development of GIS, archaeologists had come to rely on different types of
maps to better understand stratigraphic profiles, site and artifact locations, and past
human behavior. Likewise, data contained in lists of tables were analyzed with a wide
array of statistical techniques. Spatial analysis was first done on paper, then on Mylar.
Thus, the potential of GIS to archaeologists, if for nothing else than to accomplish these
same tasks quicker and more efficiently, would have been easily appreciated.
Perceived triability and observability would have been more substantial barriers to
the rapid adoption of GIS in archaeology. The first GIS programs were run on mainframe
computers to which only a small number of institutions, such as large research
universities, had access. One of the earliest systems, SYMAP, for example, was
developed and housed at Harvard University. Until very recently, the cost of having and
maintaining these systems was prohibitive for all but the largest institutions. Even today,
the cost of an annual license for ESRI products, the industry standard commercial GIS,
runs in the thousands of dollars. With such high startup costs and very limited access, it
would have been difficult for individuals and organizations to observe the potential of the
new technology firsthand, let alone be able to experiment with it on a trial basis.
Complexity has been the greatest obstacle to overcome in the adoption of GIS.
Whereas the value of GIS in archaeological research to perform traditional tasks may be
fairly intuitive, the process of preparing the spatial data and then transferring it into a GIS
to replicate these same tasks is surely not. The complexity of GIS use is multifaceted.
First, until the release of ArcView 2.0 with a graphic user interface (GUI) in 1994, most
if not all GIS packages were command-line driven. Hence, users needed to know the
programming language of the software to be able to run it. The functionality of these
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early systems was quite limited, so users often had to write customized applications and
scripts to perform tasks that were not built into the software. Second, there is
considerable complexity in the underlying data models and structures used in GIS to
represent real-world objects. All spatial data within a GIS must be in either vector or
raster format. The spatial primitives of vector datasets are limited to points, lines,
polygons, and more recently, objects. Third, the process of preparing data for use in a
GIS can be quite cumbersome. Papers must be digitized, while tabular data and databases
must be restructured to be GIS-friendly. As with all digital systems, upgrades and new
software versions usually entail changes in data standards and file formats that can add
yet another dimension of complexity.
The schematic in Figure 6 represents the continuum of these five characteristics in
relation to the adoption and diffusion of GIS in the discipline of archaeology.

Facilitates
Adoption

Compatibility

Relative Advantage

Impedes
Adoption

Trialability

Observability

Complexity

Figure 6. Five characteristics of innovations that facilitate or impede adoption as
they relate to GIS and archaeology.
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3.2.3 Adopter types
Over time, the frequency distributions of most successful innovations tend to
follow a bell-shaped curve and approach normality. In other words, the mean number of
adopters of an innovation per year assumes a normal distribution (Rogers 1995:258).
When the adoption distribution is plotted in terms of cumulative adoption rather than
frequency, the curve assumes an S-shape, indicating logistic growth. Both curves are only
applicable to successful innovations which are adopted by most of the potential adopters
within the same social system (1995:260). The S-shaped curve of adoption provides
valuable insight into temporal changes in the rate of adoption; the normal frequency
distribution indicates particular types of adopters (Figure 7).
The S-shaped curve informs on changes in the nature of adoption through time.
Initially, individuals are slow to adopt an innovation. Then, the number of adopters ―takes
off‖ as social networks are activated and people become more familiar with the existence
of an innovation, accelerating dramatically until half of the overall potential adopters
have adopted the innovation. At this point, adoption slows down and eventually levels off
because increasingly fewer people are left within the system to adopt the innovation. As
discussed in the next section, Rogers subsequently modified the S-shaped curve for
interactive communication technologies such as GIS. These innovations follow a slightly
modified S-shaped curve that has a distinctive critical mass point (1993). Nonetheless,
the rate of adoption of GIS within the archaeological discipline can be expected to follow
a similar trajectory, and interpretations can be made about the degree to which it has
indeed diffused to all members of the same system.
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Figure 7. Adopter types based on innovativeness plotted on normal distribution
curve and rate of adoption plotted on S-shaped cumulative curve (modified from
Rogers 1995:262).
The frequency distribution curve also informs on other aspects of adoption and
diffusion. Since it is assumed to be normally distributed, the curve can be partitioned into
smaller segments based on mean and standard deviation. Rogers (1995) postulated that
these segments can be interpreted as adopter categories, whereby five ideal adopter types
based on innovativeness can be distinguished (Figure 7): innovators, early adopters, early
majority, late majority, and laggards. Each of these adopter types has unique personal
characteristics that help explain why they are faster or slower to adopt an innovation.
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Innovators, early adopters, and the early majority constitute the area on the left half of the
distribution. Innovators, who tend to be the individuals most venturesome and most apt to
take risks, are the first within a social system to adopt an innovation. They account for
approximately 2.5% of the individuals within the social system. The early adopters
represent about 13.5% of the overall potential adoptees, and then the early majority, 34%.
The late majority and the laggards fall to the right of the mean and are the last individuals
of a system to adopt an innovation, representing 34% and 16%, respectively. These
individuals tend to be more skeptical of new innovations than their peers and more
encumbered by tradition.

3.2.4 Modifications to the diffusion model
Since its popularization in the early 1960s, the Diffusion of Innovations Model
has enjoyed widespread appeal across multiple disciplines, from the social sciences to
business research. It is often invoked to explain technological change. Its near universal
application has resulted in its characterization by some as a paradigm in a Kuhnian sense
(Couclelis 2004; Rogers 1993). Part of its initial appeal was that it helped coalesce many
research traditions on diffusion in various disciplines. However, its appeal endures
because it provides a mechanism for understanding not only diffusion, but also social
change (Rogers 1993:14). As a consequence of its popularity among scholars and its
continuing relevance, the classic diffusion model has benefited from some important
revisions since its initial introduction in 1962. Many of these modifications are relevant
in the context of the GIS study conducted here.
The modifications are a response to some of the perceived limitations and
assumptions of the classical model. While the model was initially conceived to describe
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the adoption and diffusion of an innovation by an individual, it has since been adapted to
explain how this process occurs throughout an organization. Diffusion is often more
complicated to examine on the level of organization than that of the individual (Rogers
1995:372). In this study, the process is examined on the level of the individual.
Individuals are generally the ones who choose to adopt GIS, though, until recently, the
only individuals who could access GIS were those affiliated with large institutions such
as universities and government agencies.
The classical model was premised on the idea of a centralized diffusion system in
which an innovation originated from an expert source and was then diffused as a
―uniform package to potential adopters‖ (Rogers 1995:364). Adopters were assumed to
passively accept innovations, which themselves were static and unchanging. However,
subsequent researchers found that diffusion was not limited to such a system. Innovations
can also diffuse under decentralized systems, wherein ―new ideas spread horizontally via
peer networks, with a high degree of re-invention occurring as the innovations are
modified by users to fit their particular conditions‖ (Rogers 1995:364-365). Two
characteristics of a decentralized diffusion system are that the innovations do not require
a sophisticated level of technical expertise and that decision-making is usually shared. So,
the adopters are participating to some degree in the decision-making and tailoring the
innovation to meet their local needs. Still other innovations can diffuse through a hybrid
diffusion system that includes elements of both centralized and decentralized systems.
Although GIS may have begun as a centralized technology, it has become decentralized
and is constantly undergoing ―reinvention‖ by users to accommodate increasingly more
demanding and sophisticated needs (Onsrud and Pinto 1991).
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As discussed above, Rogers (1993) subsequently modified the shape of the Sshaped adoption curve to distinguish between the diffusion of traditional types of
innovations and that of innovations involving interactive communications technologies.
The difference between the two curves is shown in Figure 8.

Figure 8. Rate of adoption for typical innovations shown in blue and rate for
interactive technologies such as GIS indicated in gray (modified from Rogers
1993:21).

The diffusion of an interactive technology, such as the telephone, email, fax, and
GIS, has an additional property called critical mass. Critical mass refers to the point
during the adoption process at which ―enough individuals have adopted an innovation so
that the innovation’s further rate of adoption becomes self-sustaining‖ (Rogers
1995:313). The interactive quality of the innovation creates a degree of interdependence
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among adopters within a social system. As the number of adopters increases, so does the
usefulness of the innovation. Only after a critical mass of adopters have adopted an
innovation does it become useful to the average individual within a system (1995:313).
Although such innovations may have a slower rate of adoption initially, they diffuse
much faster once critical mass has been reached. On the S-shaped diffusion curve, this
critical mass point is when 10-20% adoption has been achieved.
Rogers (1993) includes GIS as one of these interactive communications
technologies and states that it, too, must reach a critical mass before adoption becomes
widespread. When enough people start to use GIS, it will become a multipurpose tool
with a wide variety of applications for its diverse users. In addition to the need for
reaching critical mass, GIS has other properties that may complicate its diffusion
(1995:21-22). First, the rapid changes in software with each release of a new version
might slow the rate of adoption. Users may be discouraged from adopting a technology
that is changing so quickly and that continually requires them to relearn how to use and
maintain it. Next, the GIS interface lacked user-friendliness for most of the twentieth
century. The absence of an easy-to-use graphic-user interface added to its complexity and
may have discouraged prospective adopters.
The study of GIS diffusion is challenging because of its application to a wide
range of issues and its frequent reinvention (Rogers 1993). The concept of reinvention is
associated with one of the major assumptions of the classical diffusion model, referred to
as the pro-innovation bias, which assumes that an innovation will be adopted and
diffused by all members of a social system (Allen 2000; Onsrud and Pinto 1991; Rogers
1993, 1995). Simple exposure to the innovation, as well as removing any adoption
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impediments, will ensure a 100% adoption rate. Rogers argues that the failure of
diffusion researchers to account for the pro-innovation bias often leads them to neglect
issues such as user rejection of an innovation, user ignorance of an innovation, or
questions of access (1995:19). The pro-innovation bias is widely acknowledged but
seldom considered in a meaningful sense in diffusion research. Among the consequences
of disregarding this shortcoming is that it ―leads diffusion researchers to ignore the study
of ignorance about innovations, to underemphasize the rejection or discontinuance of
innovations, to overlook re-invention‖ (Rogers 1995:100).

3.2.5 Applications of the diffusion model to GIS
The diffusion model has been applied extensively to explain the diffusion of GIS
in various fields, from geography (Parr 2008) to journalism (Wasike 2005) to Native
American studies (Chambers et al. 2004) to information systems (Allen 2000; Karahanna
et al. 1999). An increasing body of literature is dedicated to explaining how geographic
information technology, and specifically GIS, is diffusing in organizations and
government agencies using the diffusion model. Most of these studies either explicitly
use the Diffusion of Innovations Model as their explanatory framework or make
reference to components of it (Couclelis 2004; Craglia and Couclelis 1997; de Man 2000;
Longley et al. 2011; Masser and Onsrud 1993; Onsrud and Pinto 1991; Pinto and Onsrud
1997; Rogers 1993).
In the early 1990s, based on the relevant literature of the time, Onsrud and Pinto
asserted that GIS was in the ―takeoff‖ or even the ―pre-takeoff stage‖ of diffusion for
most users (1991). The GIS literature they found consisted solely of application-based
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articles, and they found no attempts to understand GIS diffusion more systematically
(1991:2). Primary journals and trade publications had just begun to report the results of
GIS studies and distinct bodies of GIS literature were just beginning to appear, both in
terms of scientific journals such as the International Journal of Geographic Information
Systems, URISA Journal, and Cartography and Geographic Information Systems and
trade magazines such as GIS World and GeoInfoSystems.
Twenty years later, Longley et al. (2011) also use the diffusion model to examine
GIS diffusion. They maintain that GIS has significantly diffused and that ―in an era of
ubiquitous GIS on the Internet and increasingly wide availability of mobile GIS, only
laggard organizations have yet to adopt GIS as integral to enterprise-wide management of
information‖ (2011:45). They trace the Innovators to the 1970s researchers who were
then housed at universities and other organizations. The military and government
agencies of the 1980s represented the Early Adopters, while the Early Majority adopters
were typified by private business in the mid-1990s. Finally, in the 2000s, Late Majority
adoption of GIS began to take root (Longley et al. 2011:45-46).
The research presented here builds on these previous studies by examining GIS
diffusion in archaeology through the prism of the same model. The process is evaluated
over a 24-year period using the scientific literature as a proxy for adoption and diffusion
of the technology. Specific variables were selected to measure its rate of adoption, types
of adopters, and overall trajectory during this time period.

3.3 Science and Technology Studies
Evaluating the impact or effect of GIS diffusion on the discipline of archaeology
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can be more difficult to ascertain than studying its diffusion alone. Whereas the latter can
be measured quantitatively, the former requires a more qualitative assessment. Concepts
from Science and Technology Studies (STS) provide useful theoretical constructs to
better understand the social implications of such technological innovations on the
archaeological community.

3.3.1 The field of Science and Technology Studies
STS has broadened in scope since its emergence as a discipline in the mid-1970s
with the publication of The Handbook of Science, Technology, and Society, edited by Ina
Spiegel-Rösing and Derek J. de Solla Price. In essence, it refers to the study of how
social, political, and cultural values shape the production of scientific knowledge and the
development of technological innovations. STS grew from many intellectual traditions,
such as the Science, Technology, and Society movement, which was interested in
expanding awareness of their social responsibilities in the education of scientists (Bijker
2010:65) and was a critique of the prevailing sense of technological determinism, or the
belief that technology existed independently of human agency. The discipline has now
expanded to include the study of the origins, dynamics, and consequences of science and
technology (Hackett et al. 2007). For a detailed history of the field, see Sismondo 2007.
STS is an interdisciplinary field that borrows concepts from many other
disciplines, including the history and philosophy of science, the sociology of scientific
knowledge, and the history of technology. The underlying assumption of this discipline is
that science and technological innovations are socially embedded. Currently there are two
main strands of STS research. One is focused on scholarship and furthering the
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theoretical understanding of science and technology in and of themselves. The second is
more activist and is primarily interested in ―making science and technology accountable
to public interests‖ (Sismondo 2007:18).
STS is useful for increasing our understanding of the trajectory of GIS in
archaeological research for a couple of reasons. First, it provides a framework for
understanding the social impact and consequences of the innovation on the discipline,
and vice versa. The various schools of thought within STS include the empirical program
of relativism (EPOR), actor-theory network (ANT), and the social construction of
technology (SCOT). The last, in particular, is relevant to this study because it considers
the development phase of a technology and describes how the social environment
actually shapes the technical characteristics of an innovation or technology over time.
Second, STS endeavors to disentangle the relationship between science and technology,
which provides insight into the basis for the various perceptions of GIS. Traditionally, the
distinction between the two was that science discovers and technology applies. The latter
was, therefore, a product or outcome of the former. However, in several instances,
technological knowledge has not derived from scientific knowledge and may actually
drive scientific knowledge (Sismondo 2010).

3.3.2 Social construction of technology
Until the 1980s, much of the emphasis of STS scholarship was on the social
construction of science and scientific knowledge. However, at that time an emerging
school of thought extended some of the prevailing concepts into the realm of technology.
Ideas from the sociology of scientific knowledge and the history of technology heavily
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influenced the development of this school of thought, which came to be known as the
social construction of technology (SCOT). The range in approaches that SCOT
encompasses was first showcased in The Social Construction of Technological Systems,
edited by Bijker et al. (1987).
The focus of SCOT is on the development phase of technology and the social
process that results in the success or failure of a technology. Unlike Diffusion of
Innovations research, which seeks to explain how an innovation is adopted and diffused
through a social system, SCOT offers a framework that explains the process by which an
innovation comes to exist. Pinch and Bijker (1987) laid out this process in three
consecutive steps. Although the unit of analysis in SCOT research has broadened since its
inception from singular artifacts to larger technological systems and ensembles, these
steps are the same regardless of the unit (Bijker 2010). In the first step, a number of
technical artifacts are developed for a given situation. These artifacts vary greatly in
design and in how they are perceived by different groups of people. In fact, the different
relevant social groups define an artifact in accordance with their use and perception of it.
For example, in the late nineteenth century, the many design variations of the common
bicycle all had distinctive names (Bijker 2010). Each of the designs appealed to a certain
social group: women, affluent young men, men interested in bicycles for sport rather than
transport, etc. This concept that a range of interpretations can exist for a technological
artifact and that the artifact itself can have great design flexibility is referred to as
interpretative flexibility. Hence, an artifact’s definition and its success or failure in terms
of adoption is entirely subject to social variables (Bijker 2001:26).
Over time, this interpretative flexibility decreases, indicative of the second step of
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SCOT. Some technological artifacts take precedence over others, and meanings of
different artifacts converge (Bijker 2010:68). An increasing number of relevant social
groups agree on the purpose, meaning, and physical form of the artifact. This process,
which can take years, is called stabilization. The notion that the social environment
shapes the technical characteristics of the artifact is referred to as social shaping.
Ultimately, this process of social construction results in closure: one technological
artifact with near universal meaning (i.e. ―the bicycle‖).
The third step of SCOT is when researchers look back on the process of
stabilization and try to relate it to a wider social context. The interactions between
relevant social groups and within members of the same social group are analyzed via a
construct known as the technological frame (Bijker 2001, 2010). This frame ―sets the
way in which technology influences interaction and thus shapes specific cultures, but it
also explains how a new technology is constructed by a combination of enabling and
constraining interactions within relevant social groups in a specific way‖ (Bijker
2001:27).
In sum, SCOT outlines the process by which technological artifacts are socially
constructed and interpreted. It is the basic framework by which such social processes can
be studied and better understood. The strength and size of the relevant social group that
adopts a technical artifact ultimately dictates which technologies succeed and which fail
(Sismondo 2007).

3.3.3 GIS and the social construction of technology
Many of the concepts from SCOT and STS are helpful in conceptualizing the
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effect that GIS has had on society and its various constituent communities and vice versa.
Some geographers have incorporated ideas based on SCOT in their discussions of GIS
(Chrisman 2005; Harvey and Chrisman 2004; Schuurman 2000). Chrisman (2005) argues
that while many geographers have come to appreciate some of the impacts GIS has had
on society, particularly as a result of the efforts of social theorists within the discipline in
the 1990s, they seldom think of the impact that society has had on GIS. He discusses
some of these impacts in relation to software design, data quality, and the results
generated by GIS. GIS software developments are often made in response to user
demands. The act of programming is inherently a social activity, with a small group of
individuals who interact with one another and are also influenced by past successful
programming solutions (2005:29). Meanwhile, data resources that are available for GIS
research are often derived from various mapping agencies that had their own agendas in
the creation of the data. Thus, a social constructivist approach to GIS expands our
understanding of the technology as being locally constructed by various social agents and
in constant renegotiation (Chrisman 2005).
This discourse in geography about GIS and its implications can illuminate some
of the practices within the archaeological community both today and historically. For
example, GIS was first applied, and continues to dominate, in areas such as intersite
analysis, landscape studies, and predictive modeling. These kinds of archaeological
questions reflect the types of regional-based datasets that were available at the time,
which had themselves been created for a completely different purpose. The perils of
using data that were often not appropriate in scale or resolution for the types of analyses
for which they were employed have been discussed elsewhere (Lock 2000; Wheatley and
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Gillings 2002); nevertheless, these types of applications have influenced the trajectory of
GIS use and development.
Likewise, SCOT concepts such as interpretative flexibility are useful in
understanding the varying definitions of GIS employed by the archaeological community.
At different times, GIS is referred to in the archaeological literature by different terms,
such as ―computer mapping,‖ ―digital cartography,‖ ―computer applications in
archaeology,‖ and ―digital archaeology.‖ Each of these terms reflects how GIS was
conceptualized by its distinctive users. Although the term ―GIS‖ is widely accepted and
used today in the archaeological community, there is still considerable debate as to
whether it is a tool, a technology, or even a new science altogether, as is discussed in the
next section. To many, GIS is defined in relation to the applications it can support, such
as a sophisticated mapping tool, a database management resource, a form of project
planning, or an enabling technology that provides a set of analytical and statistical
functionality previously unavailable for use with spatial data.

3.4 The Nature of GIS
The nature of GIS and its relation to scientific research has been discussed
sparingly in archaeology, although it has been heavily contested in the field of geography
since the early 1990s. The debates in the geographic community on the epistemological
and ontological nature of GIS are informative for comprehending some of the
implications that the appropriation and integration of this technology has had in the field
of archaeology.
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3.4.1 Is GIS a tool, a technology, or a science?
GIS has been discussed thus far in terms of a technological innovation. However,
many archaeologists consider it a tool. In this sense, GIS is not different conceptually
from a trowel, radiocarbon dating, or any other tool employed for archaeological
investigations. In contrast, there has been much deliberation within the discipline of
geography as to whether GIS constitutes the basis of a new scientific field altogether.
How different people define GIS is not just a tautological exercise; it has both theoretical
and social implications. In terms of theoretical implications, Conolly and Lake (2006:6)
argue that the tool vs. science debate in geography is important because if GIS is just a
tool, then it can be construed as largely theory-neutral. In that case, it can be applied to a
wide range of archaeological questions to interpret a range of phenomena in either
scientific or unscientific ways. If GIS is conceptualized as a science, however, it is
invariably connected to a particular theory, which is that of the natural science model.
How GIS is conceptualized also directly affects its manner of use. Different social
groups within the archaeological community will utilize GIS for different reasons based
on their perceptions of the technology. If GIS is viewed simply as a cartographic tool by
a particular group, it will be employed only to make digital maps. On the other hand, if
GIS is conceptualized as a platform for performing different kinds of spatial modeling, it
will be utilized to advance those kinds of applications. Each of these uses, in turn, has
different societal implications for the respective community of users.
The relationship between technology and science is subject to question. As
previously discussed, the general view has been that technology is essentially an applied
science. However, many STS scholars now challenge this characterization (Pinch and
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Bijker 1987; Price 1965, 1984; Sismondo 2010). The emerging consensus is that the two
are intertwined—independent, but complementary (Geisler 2000; Price 1984). Moreover,
science is not the only driver of technology, but rather ―technological development is a
complex process that integrates different kinds of knowledge—including its own
knowledge traditions—and different kinds of material resources‖ (Sismondo 2010:95).
This relationship between technology and science is fundamental to understanding the
nature of GIS and its potential to generate new kinds of knowledge.

3.4.2 The rise of critical GIS within geography
The discipline of geography has historically influenced archaeological method
and theory to a large extent, and archaeology has benefited from developments that have
come from that field. After all, the New Archaeology borrowed many ideas from the
quantitative revolution taking place in geography, including concepts and methods such
as Central Place Theory, Thiessen Polygons, and nearest neighbor analysis. The situation
is no different more recently for GIS. Thus, any examination into its adoption and
diffusion in archaeology should also take into account its adoption in geography.
The adoption of GIS in the discipline of geography was anything but smooth. In
fact, it precipitated an intra-disciplinary science war that, though much diminished since
its inception in the early 1990s, resulted in profound changes (Couclelis 1999;
Schuurman 2000). Some of the issues stemmed from disagreements over the
conceptualization of GIS or the ―identities of GIS‖ and the differing epistemological and
ontological implications they entail. Much of the tension was based on the ―implications
and risks to society in adopting these technologies‖ (Chrisman 2005). The charge against
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GIS was originally mounted by human and cultural geographers who were concerned
about the uncritical adoption of the new technology, a technology that was quickly
gaining traction over more traditional methods of geographic study. This criticism, which
was based mostly on social theory, was initially referred to as ―GIS and Society‖ and then
termed ―critical GIS‖ by Schuurman in 1999.
The nature of these critiques has changed in the past two decades and has been
chronicled in the geographic literature. Schuurman (2000), who provides a good
synthesis of these critiques, identifies three waves of criticism leveled against the GIS
community. The first, from 1990 to 1994, was quite antagonistic, with deep concern
about the ―epistemological and ontological implications of spatial analysis and
representation‖ (Schuurman 2006:727). Human geographers were very critical of
technical geography and spatial analysis. They argued against the positivism that
characterized most early GIS studies and the perils of an automated geography. The
second wave of criticism, from 1995 to 1998, was more measured and focused on the
implications of a technology that had by then become quite pervasive in the discipline.
Emphasis was placed on GIS perpetuating power relations by favoring large corporations
and public agencies, as only they could afford the startup and maintenance costs to run it
(Schuurman 2000, 2006). Human geographers and the GIS community were more
cooperative and made more attempts to consider the concerns of the other parties. The
first public participation geographic information systems (PPGIS) were developed at this
time. Concern lingered that GIS was a return to a more mechanistic vision of geography
that permeated during the quantitative revolution of the 1960s (Schuurman 2006). By the
time the last wave of GIS had arrived, in the late 1990s, human geographers and the GIS
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community had begun to understand their respective positions better, and critiques sought
to provide more subtle analysis of the impact of the technology.
These critiques of GIS throughout the 1990s strongly influenced the dialog about
GIS and have in large measure been incorporated into the thinking of the GIS
community. Most of these critiques focused on the social implications of GIS and the
harm that it could afford society as a whole. However, Chrisman (2005) cautions that just
focusing on social implications risks simplifying GIS as a form of technological
determinism, the inevitable consequence of the ―march of progress‖ myth. He argues that
GIS has other implications that are just as important to consider: from the daily practice
of GIS use to how data is stored to software development, all of which are ―constructed
and maintained by social processes embedded in historical and geographically contingent
settings‖ (2005:23).
In 1992, Michael Goodchild posited GIS as geographical information science. He
argued the complex issues arising from the use of GIS constituted a scientific realm in its
own right. This, too, began a heated discussion that permeated geography in the 1990s on
whether GIS constituted a tool or a science. Wright et al. (1997) examined the
correspondence of GIS practitioners in 1993 and found that the conceptualization of GIS
fell on three positions along a continuum from GIS as a tool, as tool-making, and as a
science. The users who viewed GIS as a tool perceived it as software written to solve a
specific problem or as a processer able to process large amounts of data very quickly and
at a low cost (Goodchild 2000). The second group viewed it as tool-making or ―the
advancement of the tool’s capabilities and facilities (ease of use)‖ (Wright et al.
1997:346). The third group of practitioners viewed GIS as a science or ―the analysis of
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the fundamental issues raised by the use of GIS‖ (1997:346).
The debate over the nature of GIS is ongoing in geography. The spectrum of
thought extends from those who maintain that GIS is ―a technology in search of
applications‖ to those who view it as an application-led technology that drives science
(Goodchild 1992:31; Longley et al. 2011; Maguire 2010; Pickles 1997). The term
―GIScience‖ is becoming quite prevalent in the literature, in textbooks, and at
conferences. For those who think it is a discipline, it is still a ―fledgling‖ with which very
few people outside of geography are familiar (Shuurman 2006:729). Nonetheless, this
discourse supports Chrisman’s assertion that ―it is increasingly difficult to separate
technology from science, an argument that surely applies to the tight enmeshing of GIS
with the disciplines that use GIS tools‖ (2005:28).

3.4.3 The blending of archaeological theory and method
The controversy over GIS and its theoretical implications also permeated
archaeological discourse, albeit to a much lower magnitude (Cripps et al. 2006; Harris
and Lock 1995; Huggett 2012; Llobera 2003; Lock 2001; Sperry 2009; Wheatley 1993;
Zubrow 1990). To a large extent, early discussions focused on the propensity of
predictive models to be environmentally and technologically deterministic (Wheatley and
Gillings 2002). As a reaction to this critique, archaeologists increasingly began to
incorporate visibility studies as well as viewshed and cost-surface analyses into their
research to account for more social variables. Some scholars associate the evolution of
GIS in the discipline with developments in archaeological theory. Some of the early GIS
applications were considered too inductive for the prevailing processualist environment
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(Kvamme 2006). Lake and Woodman (2003:704) state that ―the archaeological literature
on the application of GIS reads in many respects as a resume of the wider processualpostprocessual debate in archaeology.‖
More recently, Huggett (2012) has called for more introspection by archaeologists
on the use of GIS that mirrors the discourse of the past two decades in geography. He
contends that archaeologists using computer-based technologies tend to be applicationoriented. And while they may think about the implications of the technology, they only
do so within the scope of the application for which they are using it. This means that
certain questions are never addressed—such as the ―wider implications of application, the
constraint the application may have imposed, the way the research question may have
been shaped by the tool, and how the tool may have structured the research‖ (Huggett
2012:204). In short, archaeologists using GIS must ―think beyond the tool.‖
As in geography and many other disciplines that have integrated GIS into their
research methodologies, GIS use in archaeology has been largely application-driven, with
theoretical developments (if any) being secondary. In his survey of GIS applications in
archaeology, Kvamme (1999) addressed the charge that GIS was aiding in the creation of
a data-rich environment at the expense of producing better theory. He suggests that the
former may be a necessary precondition to the latter:
A data-rich environment with the ability to easily visualize complex relationships
can only lead to improved insights that will ultimately produce better theory and
understanding of the world. Indeed, perhaps a lack of sufficient data and the
means to handle and visualize them has inhibited productive theory generation in
the highly multidimensional social sciences, of which archaeology is only a small
part [Kvamme 1999:185].
The failure of theoretical developments to keep apace of methodological advances
has blurred the lines between theory and method, technology and science. Maguire
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(2010) has argued that GIScience is an example of the third and newest branch of
science. One branch of science is the experimental, which relies on empirical methods to
understand the world. The second, theoretical branch employs mathematical models and
logic. The third branch, the computational, uses algorithms, models, and simulations to
create knowledge and solve problems. Within this evolving framework, GIScience ―can
be considered a branch of computational science that is developing and applying
computational science approaches within the geographic domain‖ (2010:76).
Perhaps the apparent blending of theory and method in archaeological GIS
research is indicative of a larger trend from experimental to computational ways of
studying and knowing the past. While the predominant view of GIS and its capabilities
may not be a major cognitive departure from previous methods of organizing and
analyzing data, applications are constantly advancing in technical and analytical
sophistication. At some point, computationally intensive, data-driven approaches may
rival traditional approaches to archaeological theory and practice.

3.5 Research Approach
In order to examine some of the issues presented above regarding GIS diffusion in
the discipline and its societal effects and epistemological implications, a twofold research
approach was developed. First, an investigation was undertaken to illuminate the current
state of knowledge in archaeology and GIS studies. A representative sample of scholarly
publications on the subject from 1987 to 2010 was identified, and a quantitative content
analysis was conducted to assess the historical development of the technology in the field
since its inception. Bibliometric methods were then employed to elucidate the nature of
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GIS adoption and diffusion and to evaluate whether this trajectory coincided with that
described by the Diffusion of Innovations Model. In addition, this investigation sought to
determine what kinds of relevant social groups were defining and redefining GIS for the
larger archaeological community. The results of the study were considered in relation to
STS and SCOT concepts outlined in the preceding discussion.
The second investigation was application based. This investigation focused on
GIS modeling techniques and the feasibility of using GIS to conduct knowledge
discovery in an archaeological dataset. A case study was selected from the American
Southwest and the database was prepared and processed to make it usable for geographic
data mining. The objective of this investigation was to explore the use of computationally
intensive, knowledge-driven and data-driven modeling methods in relation to
archaeological data. It was designed to evaluate the viability of such applications with
current technology and archaeological data standards. In addition, it was expected to
elucidate possible constraints for implementation and workflow, as well as the potential
of such data-driven methods to support new avenues of research and inquiry within the
discipline.
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PART II
INVESTIGATION INTO THE STATE OF KNOWLEDGE IN THE
FIELD
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CHAPTER 4
RESEARCH DESIGN FOR BIBLIOMETRIC AND CONTENT ANALYSIS

4.1 Introduction
The first investigation conducted as part of this research examines the impact that
GIS has had on the theory and practice of archaeology since its introduction to the
discipline more than a quarter-century ago. The study presented here utilizes a historical
approach to elucidate the nature and scope of GIS use in academic archaeology. It is a
study of the scholarly published literature from the past 24 years designed to determine
who uses GIS, for what purposes, and where this work is being published. More
specifically, who is publishing archaeological GIS articles, and in what kinds of journals?
How has this changed over time? Answers to such questions will better inform where
GIS falls along the adoption curve and whether a critical mass point has been reached.
As part of this research, a bibliometric and content analysis of the academic
literature was conducted from a sample of academic publications for the time period
1987-2010. Bibliometrics and content analysis are separate but related concepts. They are
both methods of systematically evaluating written communication. The former refers to
the study of the scientific and technical literature by examining authorship and citation
patterns; the latter is the study of the actual content. This chapter describes both of these
methods in detail and situates them within the context of the production of scientific
knowledge. The sampling strategy is outlined, as well as the codebook developed as part
of this research.
Within the context of spatial archaeology, this study clarifies the kinds of
contributions, both theoretical and methodological, that the use of GIS is making on
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archaeological research. It explores the new capabilities and perspectives that are
available with GIS modeling and analysis. The evolving nature and technical
sophistication of applications are of particular interest, as they indicate how and the
extent to which spatial analysis within archaeology has moved beyond the map-based and
statistical approaches towards more powerful explanatory methods.

4.2 Production of Scientific Knowledge
The Diffusions of Innovation Model discussed in Chapter 3 provides an
explanatory framework for how an innovation is adopted by an individual or organization
and subsequently diffused throughout a social system. However, once innovations
become part of that system, how do they become formalized within a scientific
discipline? How are they assimilated into the production of scientific knowledge for a
discipline? Furthermore, how can a publication study provide insight into this process?
The history of science suggests that most ideas in scientific discourse follow a
predictable sequence or trajectory from the time they are initially adopted until they
become formalized within a field, and this pattern is observable across different scientific
disciplines. This trajectory, as outlined in §1.3.1, consists of the four stages of early
exploration, discovery, consolidation, and accommodation (Aldenderfer 1987, 1992). The
scientific literature can serve as an indication of each of these stages, as the number of
publications dedicated to a certain scientific idea or innovation rises and falls according
to its level of popularity and its degree of mainstream acceptance within the larger field.
Therefore, by studying publication patterns, one can gain insights both into the diffusion
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of GIS into the archaeological community and into its level of integration into the
knowledge body of the discipline.
The production of scientific knowledge is dependent on research and publication
cycles (Garvey and Griffith 1971; Price 1963, 1986). The research cycle begins when an
individual(s) conceives of a new idea and begins to investigate it (Figure 9). Preliminary
results are presented informally to colleagues as part of an ―invisible college.‖ The new
idea may appear in relatively inaccessible sources, such as in the gray literature, technical
reports, or conference papers. Its limited representation within the traditional publication
venues marks the beginning of the early exploration phase of scientific knowledge. As
the idea gains more traction, research based on it is accepted for publication in scholarly
journals, where it can be evaluated by members of the scientific community and further
refined. Increasingly, the scientific community discovers the value of the research, and
quantity of publications soars, characterizing the discovery phase in the process. This
phase continues until members of the community begin to express skepticism regarding
the research or its application and publish more reflective work, such as theoretical or
review articles. This is known as the consolidation phase. Eventually, the research is
published in secondary sources, such as review articles, monographs, edited books, and in
popular media. Once the research gains sufficient recognition, it becomes formalized in
textbooks and other reference sources. At this point, the research has entered the
accommodation phase, in which it is acknowledged as general knowledge within the
discipline.
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Figure 9. Production of scientific knowledge through the research and publications
cycles (modified from University of Washington Libraries 1999).
The research presented here examines the publication cycle of relevant studies to
understand the adoption and diffusion of GIS in archaeology. Bibliometric and content
analysis are the specific methods employed. Responses to the questions of who publishes,
where publications occur, and what is published not only situate its development within
the research and publication cycles outlined above but also are indications of its overall
position in the production of scientific knowledge.
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4.3 Bibliometrics
Bibliometrics or scientometrics refers to ―measures of scientific and technical
published outputs from science and its disciplines‖ and is a metric commonly used in
Science and Technology Studies (Geisler 2000:154). These measures include article
counts, journal impact factors (e.g., Thomson Reuters’s Journal Citation Report or
SCImago’s SJR rank), citation analysis, co-authorship, and author affiliations. Price
(1963) pioneered the use of this type of data to study the evolution and progress of
scientific disciplines. Although bibliometrics is most often associated with the library and
information sciences, it is used in almost all scientific fields as well as in science policy
research, with the journal of publication as the basic unit of analysis (Glänzel 2003).
This study follows the premise of prior diffusion studies that attempted to
measure the rate and extent of GIS adoption in other disciplines by quantifying its
presence in the literature (Masser and Onsrud 1993; Onsrud and Pinto 1991; Rogers
1993, 1995; Schuurman 2006). An assumption of this research is that the adoption and
diffusion of an innovation, in this case, GIS in archaeology, can be examined by
analyzing the published record. This assumption has been made in several other studies
that have sought to investigate the evolutionary development of their disciplines by
studying temporal trends in the content of serial publications (Blessinger and Frasier
2007; Järvelin and Vakkari 1990; Kajberg 1996; Mao et al. 2010; Rourke and Szabo
2002). In the field of anthropology, a number of studies have used bibliometric methods
and content analysis data from journal publications to identify broader trends in the
discipline (Aldenderfer 1987; Garfield 1984; Hider 1996; Nagaoka 2006).
Although not all archaeologists using GIS submit their work for publication, the
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publication cycle is a fundamental part of the production of scientific knowledge in the
field. It is a basic requisite for advancement in academic archaeology, and disseminated
results reach an audience far wider than just academics. Journal publications have
traditionally been more important vehicles for scientific dissemination in the hard
sciences than in the social sciences and humanities because of faster obsolescence rates,
but Iribarren-Mastro et al. (2009:28) argue that this is no longer the case in many fields,
including anthropology and archaeology. Journal articles are steadily replacing
monographs and books as a primary avenue for dissemination in these disciplines, as the
adoption of newer technical methods are leading to speedier scientific results.
The research presented here relied on an investigation of relevant scholarly
journal article for the period 1987-2010. This time range was selected because it spans
the earliest mention of GIS in the archaeological literature through the present day, even
though there is a lag between when archaeologists started using GIS and when the first
publications appeared in the late 1980s. For the purposes of collecting a manageable yet
representative sample, this research was limited to scholarly journal articles and excluded
pertinent articles that appeared in trade magazines, conference proceedings, dissertations,
textbooks, and other forms of scholarly communication. Moreover, journal publication is
central in the research cycle because it denotes the ―transfer of information from the
informal to the formal domain‖ (Garvey and Griffith 1971:358).
Much of bibliometric data used in this research were collected during the coding
process of the content analysis. Some of these variables involved authorship, such as
author(s) affiliations and countries, collaboration type, and institution type. These data
were often complemented with Internet research to clarify the authors’ affiliations—for
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example, whether it was a research institute or a government agency. Additionally, data
were obtained for each journal in the sample from the following sources: Ulrich’s
Periodicals Directory, the Serials Directory, SCImago Journal & Country Rank, Thomson
Reuters’s Journal Citation Report (JCR), and the Australian Research Council’s ERA
journal ranking. Specific variables recorded for each journal in the sample included
refereed status, discipline, journal description, publishing country, and journal rank.

4.4 Content Analysis
In addition to bibliometrics, content analysis was employed to investigate GIS
adoption and diffusion. The remainder of this chapter describes the design of the content
analysis, detailing the sampling strategy, the categorization matrix employed, and the
coding process. Results and interpretations from the analysis are discussed in the next
chapter.

4.4.1 What is content analysis?
Content analysis refers to a set of research methods used to analyze written,
verbal, or visual communication messages (Elo and Kyngas 2007). This flexible
methodology first emerged in journalism more than a century ago with the analysis of
newspapers and other mass media. Initially used to record the occurrence of particular
words or the footprint of certain topics in news articles, after World War II and the
developments in propaganda analysis it became codified as a tool for scientific research
(Krippendorff 2004). Berelson’s (1952:18) definition of content analysis as a ―research
technique for the objective, systematic, and quantitative description of the manifest
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content of communication‖ took hold and continues to be routinely cited in the literature,
although the method has since been applied to fields well outside mass communication
and to the study of very different types of media and content.
Today, content analysis of text has a long history in journalism and mass
communications, business research, social sciences, and the humanities. Perhaps as a
reaction to the strictly quantitative nature of early studies, disciplines such as cultural
anthropology, history, psychology, and sociology co-opted the method to examine
content more interpretatively rather than empirically (Krippendorff 2004). In
anthropology, it is often used in the study of myths, folktales, and ethnographies (Bernard
2006; Krippendorff 2004). However, it has also been used to study publications. As an
analytical method, it has evolved into a suite of very flexible techniques, ranging from
those that are more empirical and adhere to strict recording of literal text to those that are
more impressionistic and interpretative with the aim of uncovering hidden or deeper
meaning within text. Nevertheless, content analysis is fundamentally about the systematic
and objective analysis of messages contained within text (Kaid and Wadsworth
1989:198).

4.4.2 Types of content analysis
All content analysis of text materials, whether transcripts, historical documents, or
articles, entails selectively reducing the text into meaningful categories, a process
referred to as coding. Content analysis is broadly divided into quantitative and qualitative
approaches based on the kinds of data being analyzed and the researcher’s overall
objective. In a quantitative approach, the researcher examines text with the objective of
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answering a particular research question. Text is coded into categories, generally
deductively derived, that capture content directly relevant to the research question. Many
of these studies examine manifest content, or text that is explicit, if not literal, and readily
observable (Spurgin and Wildemuth 2009:298). In contrast, researchers conducting
qualitative content analysis focus on the underlying or deeper message hidden within the
text, or the latent content. This type of content is conceptual and not easily observable,
and the themes or topics emerge during the coding process rather than being
predetermined. Analysis of such content results in description of phenomena and is wellsuited for many kinds of qualitative studies (Zhang and Wildemuth 2009). Examining
latent content, thus, involves a higher degree of interpretation than for manifest content.
Although the quantitative vs. qualitative dichotomy can be useful when
embarking on a content analysis, many scholars in the field question the validity of such a
distinction. As Krippendorff (2004:16) points out, reading is inherently qualitative. The
two approaches are rarely mutually exclusive and are frequently employed as a mixed
method (Zhang and Wildemuth 2009). Others conceptualize the difference between
manifest and latent content as a continuum or spectrum (Neuendorf 2002). According to
Potter and Levine-Donnerstein (1999), the range of material is from purely manifest
content to pattern-type content to projective-type content. As illustrated in Figure 10, as
the type of content moves from left to right, the degree to which a coder must use his or
her own judgment on coding decisions increases. Conversely, as content type moves from
right to left, there is an increasing probability that constructed rules will guide coders in
their decisions.
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Type of Content
Manifest

Pattern

Projective

Figure 10. Spectrum for manifest and latent content (modified from Potter and
Levine-Donnerstein 1999:262).
Reliability and validity are important issues to address in any content analysis, as
they speak to the trustworthiness of the overall study. Krippendorff (1980) discusses
three types of measures for reliability relevant to content analysis: stability,
reproducibility, and accuracy. Stability is obtained by having the same coder code content
multiple times. This type of reliability, though generally the weakest of the three,
eliminates some inconsistencies in the interpretation of coding rules or content during the
coding process. In general, reproducibility, also known as intercoder reliability, is more
desirable than stability; it refers to content that is coded consistently across multiple
coders. Finally, accuracy or validity, the ideal form of reliability, it refers to the extent to
which the coded text actually corresponds to a standard. Accuracy is very difficult to
assess because standards rarely exist (Weber 1985:16-17). In addition to coding
consistency, reliability is also affected by the type of content being analyzed. With
manifest content, the coding process may be more objective and reliable yet less valid.
With latent content, the coding process may be more valid yet not as reliable.

4.4.3 Quantitative content analysis
The content analysis undertaken for this research is quantitative. It utilizes a
directed or deductive-method coding process in which the coding is relatively constrained
to categories established in previous geographic and archaeological studies (Barceló and
Pallarés 1998; Conolly and Lake 2006; Jones 1997; Kvamme 1999; Maguire 1991), as
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opposed to an open coding process in which categories emerge from the text. As the
coding process progressed, however, some codes were modified or added to better
capture the text as it pertained to the research question. Codes were subsequently grouped
in a deductive content analysis with an unconstrained matrix of analysis, as described by
Elo and Kyngas (2007). This research method is scientifically rigorous in the sense that
the analysis is guided by a set of rules that determine what text is studied and how coding
decisions are applied to that text (Shapiro and Markoff 1997:11).
This study evaluated articles published in academic journals from 1987 to 2010.
Large academic proprietary bibliographic citation databases were searched systematically
to identify published journal articles that relate to GIS and archaeology. The databases
were international, covering materials in many different languages. Once the sample of
articles was identified, each article was examined individually and coded for variables
related to the nature of GIS use presented.
The research design was informed by the design of Schuurman’s (2004, 2006)
content analysis study, in which publications for five journals committed to GIScience
were qualitatively assessed to determine their primary focus (algorithms, applications of
GIS, cartography and visualization, etc.). In contrast to Schuurman’s content analysis, the
research presented here selected samples based on academic proprietary bibliographic
citation databases. This was done to minimize bias in the selection of journals and also to
have a more representative sample of the state of GIS internationally in published
academic archaeology scholarship. A selected sample of 361 journal articles pertaining to
archaeology and GIS were analyzed and coded for more than 40 variables of interest.
These variables were divided into three sets to record bibliographic information, article
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content, and the nature of GIS use for application-based articles. The first set of variables
informs on adoption and diffusion patterns, while the second set provides a research
context for each article. The last set of variables elucidates the evolution of GIS
applications in the discipline and their technical complexity. Table 4-1 summarizes the
principal variables that were recorded. These variables are discussed below in section 4.6.

Table 3. Principal variables coded as part of the content analysis.

Variables Recorded
Bibliographic information
 Authors & coauthors
 Title (journal, article)
 Institutional affiliations
 Country of affiliations
 Year
 Collaboration
o National/International
o Inter/Intra Institutional

GIS use (for application-based articles)
 Application type
 Archaeological question
 General GIS task
 Specific GIS task
 Analytical techniques used
 Variables in analysis
 Data source
 Software and versions
 Analytical complexity
 Level of completion
 Prominence of GIS use

Article content
 Study purpose
 Study type
 Scale
 Geographic region
 Time period
 Keywords/Descriptors
 Type of application

Bibliometric
 Journal publisher, country
 Journal rank (ERA system)
 Discipline
 Peer-reviewed

4.4.4 Steps in content analysis
This study followed eight steps as outlined by Zhang and Wildemuth (2009),
which are common to both quantitative and qualitative content analysis approaches:
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1. Prepare the data
2. Define the unit of analysis
3. Develop categories and a coding scheme
4. Test your coding scheme on a sample of text
5. Code all the text
6. Assess your coding consistency
7. Draw conclusions from the coded data
8. Report your findings
The first six steps are discussed in greater detail below; the last two steps are
addressed in the next chapter. The first step, preparing the data, entailed identifying the
data sources for the journal articles and deriving the study sample. Although many
content analysis studies select articles from a sample of selected journals (Schuurman
2004, 2006; Järvelin and Vakkari 1990; Kajberg 1996), this study was based on a sample
of articles that were found in various academic databases by relevant keyword and
subject terms. These databases are fluid, constantly being updated as more material is
converted into digital form and licensing agreements change between publishers and the
database providers. Use of these databases permits the examination of literature that is
widely available to archaeology researchers.
In this study, the sampling unit and the recording unit are the same: the full-text
journal article. The sampling units refer to the ―units distinguished for selective inclusion
in an analysis‖; recording units are the ―units that are distinguished for separate
description, transcription, recording, or coding‖ (Krippendorff 2004:98-99). Although use
of recording units that are smaller than the sampling units is often desirable to achieve
more reliable results during the coding process, in this case the whole text was used to
provide the most meaningful unit of analysis to address the research question
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(Krippendorff 2004:100; Weber 1985:23).
The next steps involved developing the categories or variables to be coded and a
coding scheme. The purpose of these categories is to capture the data of interest:
specifically, to reduce the raw text to meaningful variables that will provide insights
relevant to the research question. In the study, defining the coding categories or the
variables and their classes was informed by previous geographic and archaeological
studies that summarized the scope of GIS and archaeology applications, particularly
Kvamme (1999) and Conolly and Lake (2006). As discussed earlier, this is based on the
idea of a directed approach, as defined by Hsieh and Shannon (2005), or the deductive
approach, as outlined by Elo and Kyngas (2007). The advantage of this approach is that it
strengthens existing studies and/or theories. These categories can be based on previous
studies, such as theories, models, mind maps, and literature reviews (Elo and Kyngas
2007:111). It is a flexible method in that new categories can be devised if necessary. A
coding scheme is devised and then tested against a small subset of the sample. These
analytical steps are described in more detail below in the discussion of the categorization
matrix.
In the steps involving the implementation of the coding process, each article is
coded for the different variables. This consisted of evaluating every article in the sample
multiple times and recording well-defined variables in a Microsoft Excel spreadsheet. I
followed a codebook that I had developed and refined via both an inductive and a
deductive process over a three-year period (see Appendix A.1).
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4.5 The Sample
The first two steps, preparing the data and defining the unit of analysis, formed
part of the sampling strategy. The following section details the data sources used as part
of the content analysis and the sampling process.

4.5.1 Data sources
The sample for the content analysis was derived from exhaustive searches of
major academic databases and indexes. Academic databases contain bibliographic
records (and may contain abstracts or full-text articles) from academic journals, books,
dissertations, research reports, etc. Online indexes are similar to databases but provide
bibliographic citations only because they are originally derived from a print-based index.
In this study, the terms ―database‖ and ―index‖ are used interchangeably. Traditional
periodical indexes have been essential tools for academic researchers for more than a
century. Since the late 1990s, federated searching, or the ability to search many databases
concurrently, has transformed the way libraries make content available to researchers.
These academic databases range in size and content depending on the
comprehensiveness of the subject and time of coverage. There is often much overlap
between the databases. Moreover, studies based on these bibliographic databases provide
a snapshot of the databases at any given time (Blessinger and Olle 2004). After all, these
bibliographic databases are constantly updated as more journals are acquired and more
and more articles are converted into digital media. Content aggregators enter into
different types of contracts with publishers and change licensing agreements, which also
impacts what content is made available at any given point in time. Publisher embargos
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can affect content availability on bibliographic databases. Databases can change almost
instantly if licensing changes, journals cease publication or change names, or the
providers decide to drop certain journal titles. Therefore, it is likely that the same
searches conducted at another time would not result in the same sample as the one
derived for this research.
Eight academic databases and online indexes were included in this study. Access
to the databases was via the University of New Mexico University Libraries. Four of the
databases were subject-specific to anthropology or the geosciences, and four were
interdisciplinary databases. The eight databases were


Academic Search Complete



Anthropological Index



Anthropological Literature



AnthroSource



GeoRef



Web of Science’s Science Citation Index Expanded (SCI-Expanded)



Web of Science’s Social Sciences Citation Index (SSCI)



Web of Science’s Arts & Humanities Citation Index (A&HCI)

These eight academic indexes were chosen for their topical relevance and
likelihood to reference articles discussing GIS in archaeology studies. These very large,
well-established databases and indexes contain citations from journals and other materials
worldwide. Although this selection of databases invariably resulted in much overlap
between search results, the purpose was to provide as comprehensive a view of
worldwide publication of archaeology and GIS articles as possible. Descriptions of each
database obtained from their individual websites in November 2011 are listed in Table 4.
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Table 4. Academic databases used as data sources.
Database
Academic
Search™
Complete
Anthropological
Index Online

Website Address
http://www.ebscohost.com/academic/academicsearch-complete

Provider
EBSCO Publishing

http://aio.anthropology.org.uk/aio/

Anthropological
Literature

http://hcl.harvard.edu/libraries/tozzer/anthrolit/an
throlit.cfm

Royal
Anthropological
Institute & Centre
for Anthropology,
British Museum
Harvard
University’s
Tozzer Library

AnthroSource

http://www.aaanet.org/publications/anthrosource/

GeoRef

http://www.agiweb.org/georef/index.html

American
Anthropological
Association
American
Geosciences
Institute

Contents
Contains more than 8,600 full-text
journals and indexing and abstracts for
more than 12,500 journals.
Holdings include some 4,000
periodical titles from worldwide
academic institutions and publishers.

Subject area
Multidisciplinary

Contains more than 570,000 entries
dating from the early 1800s to the
present. Approximately 4,370 journals
and monographs indexed.
Contains more than 250,000 articles
from AAA journals, newsletters,
bulletins and monographs.
Contains more than 3.2 million
references to journal articles, books,
maps, conference papers, reports and
theses.
Indexes more than 6,650 worldwide
journals across 150 disciplines.

Anthropology

Anthropology

Anthropology

Geosciences

Science Citation
http://thomsonreuters.com/products_services/scie Thomson Reuters
Scientific and
Index Expanded
nce/science_products/aTechnical
(SCIz/science_citation_index_expanded/
EXPANDED)
Social Sciences
http://thomsonreuters.com/products_services/scie Thomson Reuters
Indexes 2,474 worldwide journals
Social
Citation Index
nce/science_products/aacross 50 disciplines.
Sciences
(SSCI)
z/social_sciences_citation_index/
Arts &
http://thomsonreuters.com/products_services/scie Thomson Reuters
Indexes 1,395 worldwide journals.
Arts and
Humanities
nce/science_products/aHumanities
Citation Index
z/arts_humanities_citation_index/
(A&HCI)
Note: Anthropological Literature and Anthropological Index online were searched using First Search’s Anthropological Plus, a database that indexes
both Anthropological Index Online and Anthropological Literature. The Science Citation Index Expanded, Social Science Index and Arts & Humanities
Index were searched using Thomson Reuters’ Web of Science.
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Other academic databases, even anthropology-specific databases, were not
included in the study due to lack of access; I only sampled from databases available at my
home institution. These other databases may have had different kinds of coverage and
unique materials. Nevertheless, all of the databases included in this study are wellestablished. The research was designed to maximize overlap—both in the databases
selected and in the search criteria. The current sample is as unbiased and representative of
the worldwide population of published articles on archaeology and GIS as possible, given
the limitations of the available databases.

4.5.2 Sampling strategy
The sampling strategy employed in this study was relevance, or purposive,
sampling. In this strategy, articles are chosen for inclusion based on their likelihood to
contribute to the research question. In this case, the final sample of articles is not merely
representative of a population but actually comprises the population of interest at the time
of data collection (Krippendorff 2004:119). Relevance sampling was chosen for this
content analysis because it was the best strategy for identifying the population under
study. It is also one of the most common strategies employed in content or text analysis
(Bernard 2006; Krippendorff 2004).
As mentioned above, the sampling unit of analysis for this study is the complete
journal article. Abstracts, if provided by academic databases, can be misleading about the
article’s content. Author-supplied abstracts may be more accurate, but they may fail to
contain the information that is pertinent to the research question. In sum, the abstracts are
not consistently written nor necessarily well-representative of the full text.
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4.5.3 Database searches
The searches for the sample of articles were conducted in November 2011.
However, the methods used to both sample and code the data had been refined over the
course of the two previous years through pilot studies (Arias 2009). This process enabled
me to derive a final research design for the content analysis and develop meaningful
analytical categories for coding. The objective was to search the databases as
comprehensively as possible using similar search criteria across the different databases.
This approach invariably resulted in findings that were not unique because searches
within different databases would reference many of the same articles. Therefore the
results had to be examined individually to ensure that they met the criteria for inclusion
in the study.
Where possible, the searches were limited from the outset to journal articles as the
document type, English language, and a date range from January 1987 to December
2010. In addition, each database was searched on the basis of a combination of relevant
keywords or subject terms, such as ―archaeology,‖ ―archeology,‖ ―geographic
information systems,‖ ―geographical information systems,‖ and ―GIS.‖ Since each
database is organized differently and there are no standard term lists or controlled
vocabulary across databases, a number of searches were conducted on each database to
yield the maximum number of results with this combination of search words. Each
database was searched according to the parameters detailed in Appendix A.2. Where
possible, search terms were selected from the database’s thesaurus, keyword, or subject
term lists. These lists, provided by the database, consist of words and phrases that
describe the subject matter for that particular database. Some databases, however,
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provided no controlled vocabulary or subject descriptors.
An assumption of this study is that searches based on keyword and subject terms
would indeed identify the population of interest. However, relevant articles may have
been missed if they were not tagged with these specific research terms by either their
authors or the academic databases in which they are found. As Deacon (2007) has
discussed, keyword searches have the potential for identifying false positives and false
negatives, both of which are problematic. False positives refer to spurious hits that result
from the same word (or letters, in the case of ―gis‖) having different meanings. False
negatives refer to situations in which the keyword searches are so precise that they do not
capture all of the content of interest. In this study, 14 false positives were identified, or
2% of the results. They were excluded from the sample, so they did not affect the validity
of the study. However, there is no way to account for false negatives. The searches were
made as comprehensive as possible to capture all possible combinations of terms. In
addition to false positives and negatives, there is also the issue of intra-archive reliability,
as human error in the creation and maintenance of these databases can lead to
inconsistencies in data entry and how materials are tagged. This issue was mitigated by
collecting the final sample for this research in the span of one week in November 2011.
The pilot studies I conducted prior to collection of the final sample allowed me to
refine my search criteria to account for these issues associated with keyword searches. It
also permitted experimentation with different combinations of keywords and subject
terms for each database to determine which searches yielded the highest number of
results. For example, with Anthropological Plus, conducting two searches using the
subject phrase ―geographic information systems‖ in the first search and the keyword
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―GIS‖ in the second search collectively yielded 274 results. However, using the same
subject phrase and keyword in one search with the OR Boolean operator, 660 results
were found. In addition, for the three anthropology-specific databases, I ultimately
derived more relevant search results when the search criteria were not limited to
keywords specific to archaeology. It was more productive, though more time-consuming,
to cast a wider search in these databases and then subsequently remove nonarchaeological results on a case-by-case basis rather than attempting to limit searches to
articles related to archaeology.

4.5.4 Final sample
The searching process resulted in 15 independent searches yielding 1,115 results.
All of these results were exported from the databases into EndNote, a program for storing
and managing bibliographic references. This content included citation information and,
where possible, the abstract for each article. The EndNote library was then manually
cleaned to fix formatting discrepancies that had resulted from the direct export process.
Once they were cleaned, I identified all duplicate references, or 403 of the 1,115 results,
and removed them from the study. I then examined each of the remaining references on
an individual basis to ensure that they qualified for inclusion in the study. A more
detailed examination of each of these references revealed that an additional 749
references did not, in fact, meet the study’s criteria. Most of these references were either
non-archaeological, in a language other than English, or simply false hits with no
relevance to GIS whatsoever.
Of the 1,115 results from 15 searches of the 8 databases, therefore, 366 articles
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met the study’s criteria. Five of these references were subsequently discarded from the
sample because full-text versions of the articles were unobtainable and thus impossible to
evaluate. Table 5 lists the 754 search results that were not included in the final sample by
justification. The remaining 361 articles constitute the final sample. I then obtained the
full-text article for each of these references via library holdings and subscriptions, online
searches, contacting the publishers, and interlibrary loan services.
Table 5. Search results that were not included in the final sample.
Number of references
221
182
130
125
49
14
14
8
3
3
5

Purpose for exclusion
Duplicates within the same database
Duplicates between different databases
Article content was non-archaeological
Article published in a language other than English
Chapter in edited books
Reference was for a conference proceeding
Search yielded a false hit
References was for book review or editorial
Reference was for newsletter, student journal, or trade magazine
References that turned out to refer to sections of the same article
References where full-text was unavailable for examination

4.6 Coding Process
Once the sample of 361 journal articles had been identified, each article had to be
examined individually. In order to analyze the articles in a systematic and objective
manner, the text had to be reduced into manageable content categories that specifically
informed on the research question. This process of reducing whole text to a handful of
meaningful categories or variables of interest is called selective reductionism and is
integral to the process of coding documents. Coding entails multiple steps, including the
development of a coding scheme, testing the scheme on a subsample and refining it, and
finally implementing it on all the articles. It is an iterative process.
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4.6.1 Developing and testing the coding scheme
Developing an appropriate coding scheme is the most important and also the most
challenging aspect of the coding process. Categories, or variables, must be devised that
speak to the research question. Ideally, in a quantitative study using manifest content
such as the research presented here, these categories or themes are grounded on prior
research or theory (Spurgin and Wildemuth 2009). As previously mentioned, I consulted
various sources on general GIS applications (Jones 1997; Maguire 1991), archaeology
texts (Renfrew and Bahn 1996, 2005), and GIS use in archaeology (Barceló and Pallarés
1998; Conolly and Lake 2006; and Kvamme 1999) to help me select appropriate
variables and corresponding classes. Although I developed the coding scheme for this
particular study, all of these previous studies contributed in some way to the final
scheme.
In broad terms, I was interested in recording three sets of categories (see Table 3).
The first set of categories captured basic bibliographic data for each article, and the
variables included author(s) name, publication year, article and journal titles, and
author(s) affiliations. The second set of categories was intended to capture the overall
context of the article. These variables included type of study (i.e. application, review, and
theory), time period, scale, geographic focus, and author-supplied keywords. The last set
of categories, which were only recorded for the application-based articles, specifically
addressed the use of GIS. These variables included the overarching archaeological
question being investigated, the types of data and software used, the general and specific
routines run in GIS, the specific techniques employed, the level of complexity, and the
state of completion of the study.
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For a quantitative study, the categories must be exhaustive and mutually
exclusive. In order to meet these criteria and to ensure a level of standardization in the
coding process, I maintained a codebook that defined each of the variables and their
respective classes. In the initial stages of developing and testing the coding scheme, this
codebook was constantly modified to best represent the content under study.
I developed and refined the coding scheme over a two year period on a subset of
articles that were later selected for the final sample. Although the content under study
was manifest, which required relatively little interpretation, a level of familiarity with the
texts had to be acquired to develop a sensible scheme that would best address the
research questions. This was an iterative, time-consuming process. Nonetheless, it was
important for these categories to be as meaningful and precise as possible. Once the
coding scheme was finalized, I applied it to the remainder of the sample.

4.6.2 Coding the rest of the sample
The actual coding was done in Excel. The rows represented the 361 articles in the
study and the columns represented the more than 40 variables recorded for each item.
Table 6 shows the categories or variables recorded during the coding process. Many of
these variables were subsequently reclassified for the content analysis. The final
codebook with the definitions for each class is supplied in Appendix A.1.
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Table 6. Summary of categories for content analysis and their descriptions.
Variable
Name
First Author
First Author
Affiliation
First Author
Affiliation2
First Author
Affil Country
Authors
Title of
Article
GIS in Title
Journal Title
Year

Variable
Type
Nominal
Nominal

Classes

Description

< 361
229

Nominal

7

Nominal

37

Last name of first author; raw data
Professional affiliation of the first author. If more than 1 affiliation
listed, selected first one.
First author affiliation reclassified into 7 classes based on type of
organization.
Country of first author's affiliation.

Nominal
Nominal

353
361

All of the authors for a given article; raw data.
Title of the article.

Nominal
Nominal
Ratio

2
141
20

Time Period
Pages
Page Num
Contribution
Type
Collaboration
Type
Institution

Ordinal
Ratio
Ratio
Nominal

6
361
43
2

Does the title contain "GIS" or variations of term?
Title of journal where article was published.
Publication year. Searched 1987-2010, but no articles in 1987,
1989, 1991, & 1993.
Study time frame of 1987-2010 divided into 4-year time periods.
Article page numbers; raw data.
Total pages per article.
Independent or collaborative authored article.

Nominal

3

Nominal

3

Study
Purpose
Study Type
Geographic

N/A
Nominal
Nominal

4
10

Period
Scale
Keywords

Nominal
Ordinal
Nominal

171
5
356

Application
Type
Archaeology
Question
Descriptor
General Task
Specific Task

Nominal

3

Nominal

18

Nominal
Nominal
Nominal

9
4
12

Analytical
Techniques
Variables
Source

Nominal

221

Nominal
Nominal

292
213

Importance of
GIS
Software
Software
Company
Software
Version
Add’l
Software

Ordinal

3

Nominal
Nominal

121
8

GIS analysis in study will contribute to understanding of what
broad archaeological question?
Archaeological focus or subfield. What is being analyzed in study?
General GIS task employed in study.
Specific GIS task employed in study. If multiple tasks, this is
primary and/or ultimate task.
Analytical technique(s) used to accomplish the specific GIS tasks;
raw data.
Mapping or modeling variables in study; raw data.
Data source for study variables of study; Only partially coded (296
of 361 articles); raw data.
Is the use or discussion of GIS in the article a central or ancillary
part of it?
Software used; raw data.
Software used; 121 classes reclassified into 8 classes.

Nominal

33

Software version used; raw data.

Nominal

4

Were extensions, add-ons, and/or other software reported to have
been used in study?

N/A

Among co-authored articles, are authors from same or different
countries?
Among co-authored articles, are authors from same or different
institutional affiliations?
Short description of article content.
What type of article is it?
Geographic area of study; 115 classes reclassified into 10 classes
based on world regions.
Temporal period of study; raw data.
Scale of study; 11 classes reclassified into 5 classes.
Article keywords: author-supplied (n=192), database-supplied or
mine (n=164); raw data.
What type of GIS application is it?

89

Complexity
Completion
Level
Notes
ERA2010
rank
Publisher
Country
Peer Review
Discipline
Brad Zone

Ordinal
Nominal

4
3

N/A
Ordinal

N/A
5

Nominal

27

Nominal
Nominal
Ordinal

2
5
3

Level of complexity of GIS use.
Stage of completion for the study.
Additional notes on articles.
Excellence in Research for Australia (ERA) 2010 Ranked Journal
List.
Journal publisher's country based mostly on Ulrich’s, then JCR and
Serials Directory.
Is journal refereed or non-refereed?
Main subject area of journal.
Journal classified by zone according to Bradford’s Law of
Scattering.

4.6.3 Reliability
Assessing reliability in any content analysis is essential to ensure the accuracy and
consistency of the results. Ideally, content is coded by multiple coders and inter-coder
reliability is assessed. In this study, since I was the only coder, specific measures were
taken to achieve intra-coder reliability—namely, adhering to an explicit codebook and
coding on multiple occasions. Over a two-year period, I coded the articles in the sample
multiple times and developed close familiarity with the materials. Thus, a measure of
stability, one of the forms of reliability for such studies, was undoubtedly obtained.
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CHAPTER 5
RESULTS AND DISCUSSION OF THE PUBLICATION STUDY

This study sought to elucidate the broader trends in the spread of GIS in the
archaeological discipline over the past quarter-century. This chapter presents the major
findings of the study in the context of describing ―who, what, when, and where‖ with
respect to the sampled GIS and archaeology publications. After the general temporal
trends evident within the sample are identified, a discussion of author and co-author
country and institutional affiliations follows to address the question of who is using and
publishing on this technology. The bibliometric analysis of the journal titles containing
the sampled articles provides insight into when and where these publications occur, while
the results of the content analysis detail the topical and technical content of each of these
studies, or what is actually being published. This chapter ends with discussion and
interpretation of the overall findings, specifically within the context of the diffusion
model and the social construction of this particular geospatial technology.

5.1 General Trends
The final sample for the content analysis consisted of 361 articles. Although the
databases were searched for the 1987 to 2010 date range, no publications were found for
1987, 1989, 1991, and 1993. The overall trend, as would be expected, was that the
publications have increased exponentially during the 24-year period (Figure 10). On
average, publications have doubled every 5 years since 1996. The overwhelming number
of publications, or 72%, was in the last 8 years of the study period, from 2003 to 2010.
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Figure 10. Exponential growth of GIS during the study period.
As can be seen in Figure 10, in only three instances was there a substantial
decrease in publications from the preceding year. From 1998 to 1999, there was a 42%
reduction in publications. This wasn’t due to a reduction so much as to an abnormally
high number of publications in 1998 because the issue of Archeologia e Calcolatori that
year was dedicated to the Caere Project. This one issue accounted for 12 of the articles
published that year, or 63% of the annual total. There was a 26% reduction in
publications from 2003 to 2004 and also from 2007 to 2008.

5.1.1 Forecasted cumulative growth and the adoption curve
The Diffusion of Innovations Model, as discussed above in Chapter 3, posits that
through time cumulative adoptions will follow a logistic growth model which forms an Sshaped curve. The yearly cumulative publications of the study sample were modeled
using several curve estimations, including various S-shaped functions, to test the fit of the
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data to the Diffusions Model. The S-curve trend models fit the current data well until
2007, when the actual and fitted curves diverge. The actual data clearly show a convex
function. Thus, the quadratic function resulted in the best fit for the data. However, the
quadratic model is not appropriate for this research because some of the model’s key
assumptions would be violated. The quadratic function, as a parabola, would predict
unlimited growth of publications in the future as well as predict positive growth into the
past.
It seems highly likely that the data reflect the earliest stages of diffusion when
publications begin, reach a critical mass point, and then accelerate (the first portion of the
S-shaped curve). If one makes the assumption that the Diffusions Model is indeed valid
in this case and then projects the publication rate of such articles into the future based on
past growth, the data can be fitted to an S-shaped curve. In fact, this is quite common in
fields as diverse as technological forecasting and marketing (Kucharavy and De Guio
2007).
Based on past publication rate, publication of GIS and archaeology studies was
projected to 2030 using a logistic model that estimates the constraints, or the upper and
lower thresholds of the logistic parameters. The results are shown in Figure 11.
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Figure 11. Forecasted cumulative adoption curve for GIS and archaeology
publications. Logistic model run on Loglet Lab 3.0,
http://phe.rockefeller.edu/LogletLab.

The logistic model used the following mathematical equation:
( )
(

(

)

(

)

where κ represents the saturation value at the upper asymptote, α is the growth rate, and
β is the midpoint of the curve. The equation and the parameters are discussed in greater
depth elsewhere (Meyer 2010; see also Meyer et al. 1999).
The results show the initial adoption of GIS by the archaeological community in
the late 1980s and through the 1990s. Adoption was quite slow, as the few innovators
began to publish their work in academic journals, followed by the Early Adopters in the
late 1990s. Sometime in the early 2000s, the critical mass point is reached and the
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adoption rate takes off as publications begin to increase exponentially. By the end of the
study period, the Early Majority, which accounts for about 34% of this population, has
started to use GIS in their work. The average annual growth rate in cumulative adoptions
from 2000 to 2010 is 15%.
According to the modeled results 2009 appears to be the inflection point, or the
point along the curve where it starts to change from concave to convex. At this point, the
adoption of a technology continues to increase, albeit at a decreasing rate, until it begins
to level off at approximately 2020. The actual data from the study sample, however, do
not seem to indicate that the inflection point has been reached. The annual growth rate,
measured as percent change, has remained consistent for the past decade and gives little
indication of abating. Only in future studies that extend the study period forward can the
accuracy of the modeled predicted growth pattern be verified.
It is important to emphasize that future predictions made from this forecast are
unreliable because there are simply not enough data at this time. In addition, many
unforeseeable and unpredictable factors both in computing and within the GIS industry
may dramatically alter the trajectory of cumulative adoption of the technology in
archaeology between now and 2030. Presently, there is only enough data to fit the early
and midpoint portions of the curve, which do seem consistent with an S-shape.

5.1.2 Types of articles
Each article was coded as one of the following article types: application, review,
theory, and other (Figure 12). Almost 90% of the sample consists of application-based
research articles (n=321). These reported results of archaeological studies that employed
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Figure 12. Breakdown of different types of articles.

GIS for either analytical or documentation purposes. The content and technical
sophistication of these studies are discussed in Section 5.4.
Review articles constitute 7% (n=27) of the sample and consist of a summary of
GIS concepts and/or an overview of regional archaeological projects employing it in
some capacity. Of these articles, more than half (n=15) were published from 1996 to
1999 and most were part of the 1998 Caere survey detailing GIS use in the archaeology
of different regions and countries. These articles served as an introduction to the
technology and its functionality. The remaining review articles (n=12) were published
from 2004 to 2010 and differed qualitatively from their earlier counterparts. Rather than
describing the technology and providing examples of its use, most centered on how it
could complement other archaeological methods and practices, including regional
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analyses, geophysical prospection and excavation, as well as open-source alternatives to
commercial GIS.
A nominal number of articles focused on enhancing the theoretical understanding
of GIS in archaeological research (n=7, 2%). These publications, sprinkled across the
study period, included discussion of ideas such as visual affordance and perception and
how to model space and experience. Some of these studies offer critiques of the use of
the technology in archaeological research (Lock 2001; Sperry 2009; Wickstead 2009).
Finally, the remainder mentioned archaeological GIS only in passing (n=6, 2%) and were
classified as ―other.‖
The abundance of application-based articles in the sample may simply reflect the
nature of the technology. After all, Longley et al. (2011) have described GIS as
fundamentally an application-driven technology. If so, the publication record would not
be anomalous but simply indicative of an inherent characteristic of GIS. The scarcity of
theory and review articles, however, suggests more profound implications regarding the
diffusion of the technology. As Aldenderfer (1987, 1992) noted in his division into four
phases of a new idea’s incorporation into an academic discipline, the lack of such articles
may indicate that, despite its prevalence, the contributions of GIS studies have yet to be
consolidated into the knowledge base of archaeology.

5.2 Authorship: Who Publishes
To document who is publishing archaeological GIS articles, authorship was
recorded as well as the publishing country of each journal in the sample. For analytical
purposes, however, authorship is a more reliable measure of who is publishing these
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articles than the journal publishers because the latter are dominated by a handful of very
large, global companies with fluctuating holdings. This section details the institutional
and country affiliations for the various co-authors. These characteristics of authorship are
indicative of how GIS spread during the study’s 24-year period.

5.2.1 Institutional and country affiliations
The 361 articles had 809 co-authors, representing 681 individual authors. The first
authors collectively represent 36 countries; the authors in total represent 46 countries.
Figure 13 shows the spatial distribution of the first author’s country affiliation. Half of
the first authors are either from the United States (n=138, 38%) or the United Kingdom
(n=66, 18%). The rest represent the remaining 34 countries with 5% or fewer authors per
country. The predominance of first authors in the sample from English-speaking
countries may simply reflect the fact that the database searches were limited to English
language only, though the first publications and earliest conferences regarding GIS
applications in the field were held in the US and UK.
The 809 authors are affiliated with 354 institutions. Of these authors, 70% are
affiliated with colleges or universities, 10% with research institutes, 6% with government
agencies, 4% with CRM and private consulting firms, and 3% with museums.
Archaeologists at universities and other research institutions often have more incentives
to publish their work than professionals in other sectors, so this finding may simply
indicate a sampling bias. In the context of the social construction of GIS within the
discipline, however, academic archaeologists constitute an influential social group whose
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Figure 13. First-author country affiliation for all 361 publications.

work is not only introducing the value of GIS applications to potential adopters but also
helping to define it.
Just over half of the articles (n=197, 55%) were co-authored. Of these
collaborative publications, most had co-authors from the same country (n=146, 74%) but
from different institutions (n=132, 67%), as opposed to a single institution (n=65, 33%).
The predilection for inter-institutional cooperation is likely a response to the inherent
complexity of GIS and its use. The technology requires not only adequate computing
resources but also suitable datasets, and personnel with the technical expertise to manage
or analyze them. Such disparate demands can be more readily met by pooling
institutional resources and talents.

5.2.2 Spatial distribution of first authors through time
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While the overall distribution of first authors by country affiliation indicates
where GIS studies generally occur, monitoring changes in this spatial distribution
provides insight into diffusion patterns. Since there were so few publications per year and
they were spread out across several different journals, the study was divided into fouryear periods for the remainder of analyses (1987-1990, 1991-1994, 1995-1998, 19992002, 2003-2006, and 2007-2010).
Figure 14 shows the spatial distribution of first authors per 4-year time period.

Figure 14. First author’s country per time period.

Adoption began in industrial countries and spread to the developing world. The earliest
GIS studies were authored by archaeologists in the United States who were followed
soon thereafter by archaeologists from Europe and Oceania. Starting in 1995, Europeanbased authors took a lead in publications, with more than half of the sampled articles
from 1995-2002 authored by them. During this same period, 31% of first authors were
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from North America, 14% from Oceania, and a combined 3% from Africa and Asia.
From 2003-2010, however, North American authors once again outpaced their European
counterparts in publications (44% and 39%, respectively). The remaining authors were
from Oceania (5%), the Middle East (5%), Asia (4%), Africa (2%), and Latin America
(1%).
In terms of study type, most of the very few theory articles in the sample had a
first author from the United Kingdom (86%). The review articles were a bit more
widespread, with first authors representing 15 countries. More than 40% of the review
articles were written by first authors from the United States or the United Kingdom; 80%
of them appeared either in 1995-1998 or 2007-2010. As mentioned above, the spike in
review articles in 1995-1998 is due to the 1998 issue of Archeologia e Calcolatori
reporting the results of the Caere Project.

5.3 Journals: Where Publications Occur
The questions of who is publishing GIS and archaeology studies and what they
are publishing can both be addressed at the level of analysis of the individual article, but
when and where these publications occur are better approached using the journal as the
unit of analysis. Different bibliometric methods were combined below to analyze the
distribution of the articles in the sample by journal title and journal ranking.

5.3.1 Journals in the sample
There has been exponential growth of GIS and archaeology publications over the
past decade, and the articles are spread across 141 different journals, rather than being

101

concentrated in a few journals. The vast majority of these journals were refereed (80%)
and specific to archaeology (77%) as opposed to journals focused on general
anthropology, geography, science, or the humanities (23%).
The 141 journals from the sample were classified according to the overall journal
quality with the objective of gaining a better understanding of what kinds of journals
were publishing archaeological GIS articles. A number of different approaches were
attempted to rank the journals by objective criteria such as journal impact, including
Thomson Reuter’s Journal Citation Ranking and SCImago’s SJR rank. Ultimately,
however, the journals were ranked according to the 2010 Ranked Journal List provided
by the Excellence in Research for Australia (ERA)
(http://www.arc.gov.au/era/era_2010/archive/era_journal_list.htm#1 accessed July 2012).
This particular ranking evaluated more than 20,000 journals for 2003-2008 by overall
journal quality. These rankings were derived from extended consultation with discipline
experts, various academic entities, and the general public.
Most of the journals in the sample (n=101, 72%) had an ERA rank. Journals were
ranked in the current analysis into the ERA categories of A*, A, B, or C, and an
additional category (D) was added. Appendix B.1 provides the criteria for each. A* and
A journals tend to have low acceptance rates, editorial boards of mostly top scholars in
the field, and publish topics related to the entire field. They are primary or mainstream
journals in the field. B and C journals, by contrast, tend to have higher acceptance rates
and are more specialized, covering more regional or technical areas of a field. The
journals in the sample that had no ERA rank (n=40, 28%) were assigned to category C (if
refereed) or D (if not). Table 7 shows the rank of the 141 journals and 361 articles
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contained therein. The complete list of rankings for all 141 journals in the sample is in
Appendix B.2.

Table 7. Articles and journals in sample by journal ranking. Two journal titles for
each ranking are provided as examples.
Journal
Rank
A*

No. of Journals
(%)
9 (6)

No. of Articles
(%)
74 (20)

A

37 (26)

116 (32)

B

36 (26)

63 (17)

C

35 (25)

75 (21)

D

24 (17)

33 (9)

Total

141

361

Examples
Journal of Archaeological Science
American Antiquity
Antiquity
World Archaeology
Archaeological Prospection
Journal of Archaeological Research
Archeologia e Calcolatori
Plains Anthropologist
Archaeology in New Zealand
Maryland Archeology

More than half of the articles appeared in the A* or A journals. Admittedly, the
ERA system, like all journal rankings, has shortcomings. In particular, journal quality
changes over time, and higher-tier journals in 2003-2008 may differ significantly from
the journals that were in the higher tiers in the late 1980s at the commencement of this
study. In addition, some of the journals in the sample have ceased to exist. Nonetheless,
this ranking provides a relatively objective independent measure to compare journals and
publication rates by scope and influence.

5.3.2 Temporal distribution of articles by journal ranking
The number of articles for each of the journal classes generally increases through
time. Figure 15 shows the distribution of all articles in the sample for each of the journal
classes over the entire study period.
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Distribution of Articles by Journal Rank
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Figure 15. Total number of archaeological GIS articles published in each time
period per journal rank.
Although the trend for increased publication is evident in each of the journal classes, they
differ in frequency and rate. The first journals to publish archaeological GIS articles were
ranked C and D. These journals continued to publish the majority of the GIS articles until
the 2003-2006 period. They followed a bimodal pattern, peaking in both 1995-1998 and
2003-2006. Introduction of GIS articles into B, A, and A* journals had an initial lag but
steadily increased throughout the study period. Publications in B journals dipped during
the 2003-2006 interval but otherwise appear to serve as a transition between lower- and
higher-tier journals and continue to be influential through end of the study period.
Publication in A and A* journals have followed a more exponential trajectory.
These patterns can also be appreciated by looking at the proportion of articles
being published in the different kinds of journals per time interval, as shown in Figure 16.
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Figure 16. Percentage of archaeological GIS articles within each of the 4 year time
periods. The orange line indicates the total percentage of archaeological GIS articles
published per time period. Although in 1987-1990 50% of the articles were
published in C and D journals, this only account for 1% of the total articles in the
study period.
The two earliest publications were in Southeastern Archaeology (1988) and
Mississippi Archaeology (1990), ranked C and D, respectively. Archaeological GIS
studies continued to be found primarily in lower-tier journals for the first half of the study
period. Once articles did begin to appear in A* (1995) and A (1992) journals, their
frequency doubled each time period, eventually surpassing the number of publications in
the lower-tier journals in 2003-2006.
The fact that the publication of articles is migrating from the lower-ranked
journals to the higher-ranked journals is indicative of its level of acceptance by the
archaeological establishment. Initially, the only journals that would publish
archaeological GIS articles were the specialized journals. However, this pattern changed
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as more mainstream and primary journals began to accept and publish such articles, and
their publication in specialized journals began to decrease.
This relationship between journal rank and publication rate was modeled using
the same logistic model described above and projected into the future. Figure 17 shows
the yearly cumulative publications of A* and A journals (n=190 articles in 46 journals)
modeled against the yearly cumulative publications of C and D journals (n=108 articles
in 59 journals). Publications in B journals (n= 63 articles in 36 journals) were not
included because they seemed to typify both mainstream and specialized journals and to
represent the temporal transition between the two.

Figure 17. Cumulative adoption curves for specialized journals (ranked C and D)
and mainstream journals (ranked A* and A), based on a logistic model forecasting
publications into 2025. The study period was 1987-2010, values are projected after
2010. Logistic model run on Loglet Lab 3.0, http://phe.rockefeller.edu/LogletLab.
As described above (§5.1.1), this logistic model plots known yearly values from the study
period and then uses them to predict future growth. The specialized journals began
publishing GIS and archaeology research first but appear to have peaked by the end of
the study period. The mainstream journals, in contrast, have followed a steeper S-shaped
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curve and are experiencing exponential growth at the end of the study period. If the
forecasted results are correct, they will reach their saturation point in approximately
2025.
The interval of 2003-2006 appears to be the critical mass point in the diffusion of
GIS in the archaeological community. First, overall publications take off during this
period and the adoption rate does indeed accelerate. Second, numbers of publications in
mainstream journals surpass those in the specialized journals. Authors who had
previously published in C and D journals may have decided to submit their work to A*,
A, and B journals instead, or the secondary journals may have moved on from GIS to
publishing newer innovations in the field. Regardless, there is a significant change during
the 2003-2006 period.

5.3.3 Core archaeological GIS journals
This study has identified the core journals for archaeological GIS publications.
Table 8 lists the top five core journals, with the Journal of Archaeological Science having
published most of the articles in the sample.

Table 8. Core archaeological GIS journals. These five journals published the most
archaeological GIS articles in the sample.
Rank

Journal Title

1
2
3
4
5

Journal of Archaeological Science
Archeologia e Calcolatori
Archaeological Prospection
American Antiquity
Antiquity

107

No. of Articles (% of
sample)
50 (14%)
22 (6%)
16 (4%)
15 (4%)
14 (4%)

These five journals collectively published about a third of the articles in the sample. They
represent both higher- and lower-tier journals (Table 7).
The results of this study adhered closely to Bradford’s Law of Scattering, one of
the major bibliometric laws. Bradford’s Law describes a patterned relationship between
journals and articles within a field. If all the articles in a subject or field are divided into
then roughly equal parts or zones, a third of the articles will appear in a relatively small
number of journals, a third of the articles will appear in a larger number of journals, and
the remaining third will appear in an even larger number of journals (Garfield 1980; Mao
et al. 2010; Potter 1988). This relationship is expressed by the mathematical relationship
1:n:n2, where the number of journals contributing articles to each zone increases by a
multiplier. As can be seen below, the Bradford multiplier in the case of the study sample
is approximately 5.


Zone 1 = 5 core journals, 117 (32%) articles



Zone 2 = 25 journals, 121 (34%) articles



Zone 3 = 111 journals, 123 (34%) articles

5.4 Content: What Is Published
The results of the quantitative content analysis are presented in this section. Since
most of the articles in the sample were application-based (n=321, 89%), the discussion
focuses on these particular studies. As noted in the previous chapter, the content analysis
recorded three sets of variables, the last of which were specific to GIS use as detailed in
the application-based articles. These variables included application type, geographic
setting, scale, technical complexity, archaeological research question, general and
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specific GIS tasks involved, and software. The analysis of these variables is reported
individually below. Collectively, these findings reveal what is being published and how
this changes through time.

5.4.1. Application-type variable
Most of the application-based articles were oriented toward analysis (n=282,
88%) rather than database management (n=39, 12%). The earliest GIS applications in
archaeology were for spatial analysis, and it was not until 1996 that publications with a
primary database management focus appeared. Throughout the study period, both types
of applications have increased. However, analytical articles have practically doubled
across most of the six 4-year periods, while the database management articles have
increased only modestly.
The analytical articles fall further along the adoption curve than the database
management articles. Perhaps these trends in publication are underestimating the increase
in actual database management applications, as publishers may be less partial to
publishing them and authors more reluctant about submitting them for publication.
Nonetheless, the clear early adoption of GIS for analytical purposes does suggest that the
innovators and early adopters of GIS in archaeology had the requisite programming skills
and expertise to carry out their analysis. It was not until almost a decade later that other
scholars began to realize the value of GIS for data documentation and management
purposes.

5.4.2. Geographic variable
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The geographic scope of the application-based articles varies worldwide. Most of
the articles used datasets from Europe or North Asia (n=97, 30%) or North America
(n=79, 25%). However, other studies were located in East Asia and the Pacific (n=36,
11%), the Near East (n=33, 10%), the Mediterranean (n=32, 10%), and other regions of
the world representing less than 10% of the sample (Egypt and Africa, South America,
Mesoamerica, and South Asia).
Adoption patterns are not uniform. Archaeologists working in North America
were the first to incorporate GIS in their research, followed shortly thereafter by
researchers working in Europe and Northern Asia, East Asia and the Pacific, and the
Mediterranean in 1991-1994. The first GIS research in Egypt, Africa, and South America
was published in1999-2002, and in Mesoamerica not until 2003-2006. Publication of
archaeology and GIS studies in South Asia did not occur until 2007-2010.
European and North American studies have taken off, with publications
increasing throughout the study period with the exception of a 16% drop in North
American studies between 2003-2006 and 2007-2010. It is not surprising that the earliest
publications on GIS occurred in these economically developed regions where ancillary
datasets were available, as well as the infrastructure to support geospatial research (base
stations to calibrate GPS location, DEMs, etc.). Ancillary data is still not readily available
in many regions of the world, which may help explain the research lag in areas such as
South Asia, Mesoamerica, and South America. Finally, since most authors of the articles
were from either the United States or the United Kingdom, it is not surprising that most
of the early archaeological GIS studies occurred in North America or Europe.
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5.4.3. Scale variable
Archaeologists first recognized the utility of GIS at the regional level of analysis,
and regional-based applications continue to dominate all archaeological GIS studies. The
frequency of articles by scale of analysis is as follows: regional (n=213, 66%), site (n=96,
30%), artifact (n=11, 3%), and continental (n=1, >1%). After GIS was adopted for
regional analysis, site-level studies began to appear in the literature in 1995-1998,
followed by artifact-level in 1999-2002, and finally continent-level in 2007-2010. The
fact that only one continent-level study occurs across all publications may reflect the
scarcity of suitable data for this kind of analysis.

5.4.4. Study complexity variable
Each application-based article was assessed on a scale of 1-3 for the level of
technical complexity of the GIS application. This qualitative measure was obtained by
examining each article on multiple occasions. Figure 18 shows the distribution of all
application-based articles (n=321) by level of complexity.
Level 1 consists of studies employing GIS for mapping, data integration, or basic
analysis, such as querying, buffering, or simple overlay. These traditional uses of GIS
represent 37% (n=119) of the articles. The second level of complexity was assigned to
studies that employed GIS for more advanced analysis and operations, such as viewsheds,
cost-surfaces, and surface interpolation. This level described the majority (59%, n=188)
of the articles. The third level of complexity was assigned to studies that were more
computationally intensive and guided, to a large extent, by the availability of tools within
a GIS (creating fuzzy sets, neural networks, classification and regression trees [CART],
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Figure 18. Technical complexity of all application-based articles. Level 1 is the most
basic; Level 3, the most advanced.
etc.). Only 4% (n=14) of the sample was in this category.
Publications representing each level of complexity increase throughout the study
period. Level 1 and 2 studies follow the same general trend, though the first Level 1
studies postdate the first Level 2 applications. This pattern is discussed further below in
conjunction with the results from the general GIS task variable. The most basic
applications continue to be well-published even into the latest years of the study period,
representing 38% (n=55) of the articles published from 2007-2010. However, by then
they account for a greater proportion of articles in which GIS use was of secondary
importance in the overall study.
The Level 3 studies do not emerge until 2002. They have increased steadily since
then, with 50% (n=7) of these articles published from 2007-2010. These studies, though
few in number, are substantively different from the others in the sample. Not only do they

112

utilize the full range of spatial techniques currently contained within most commercial
GIS, they build analyses on new derived datasets that previously did not exist, such as
various kinds of predictive or reconstructed surfaces. Studies of this level of complexity
are an indication of the use and availability of datasets and analyses that are progressively
more computationally intensive and computationally derived.

5.4.5. Archaeological question variable
The archaeological question variable was designed to capture the thematic
evolution of GIS in archaeology. It reflects the primary archaeological question in each of
the application-based publications. This variable was reclassified multiple times until a
set of meaningful and, ideally mutually exclusive, categories was obtained. In the end,
the 321 application-based articles were classified into 17 categories. These categories and
their corresponding article frequency are shown in Table 9.
Table 9. Total range of archaeological questions addressed by GIS.
Archaeological Question
Documentation and monitoring
Site location modeling
Human-environment interaction
Subsistence economy
Human perception and visibility
Photo interpretation
Sociopolitical organization/hierarchy
Digital excavations and virtual reality
Historic cultural landscape
Interpreting site function
Road and communication networks
Formation processes
Identification of activity areas
Optimal survey and sampling strategies
Population movement/migration
Conflict and competition
Technology

No. of articles (%)
65 (20)
50 (16)
28 (9)
22 (7)
21 (7)
19 (6)
16 (5)
15 (5)
14 (4)
12 (4)
11 (3)
10 (3)
10 (3)
9 (3)
7 (2)
7 (2)
5 (2)
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Nearly 60% of the application-based articles were focused on one of five areas of
archaeological research: documentation and monitoring, site location modeling, humanenvironment interactions, subsistence economy, and human perception and visibility. The
earliest applications of GIS in archaeology were for site location modeling and in optimal
survey and sampling strategies. Over the course of the study’s 24 year time period, site
location modeling, which includes predictive modeling, has continued to be one of the
principal GIS applications in the field; however documentation and monitoring accounts
for the majority of the GIS use in the 4-year periods beginning with 1995-1999.
These results demonstrate an increasing diversity of research topics addressed
using GIS. In the earlier periods, 1987-1990 and 1991-1994, GIS was employed for two
kinds of archaeological applications. The range in applications increased to ten from
1995-1998, then to fourteen from 1999-2002, and finally to seventeen in both 2003-2006
and 2007-2010. The broadening of GIS applications into other areas of archaeological
inquiry is similarly observed in relation to the subfields of archaeology adopting the
technology. Figure 19 shows the distribution of articles within the sample by
archaeological focus or subfield within each 4-year period.
In terms of general trends, both the archaeological question and subfield results
show that GIS in academic archaeology and CRM continues to be employed primarily in
landscape analysis. Intrasite analysis is represented far less often. The areas of
archaeology slowest to incorporate GIS technology are artifact analysis and new methods
in excavation and survey. This latter category consisted mostly of studies designed to
improve speed of documentation, whether mapping excavation units in 3D or rapidly
mapping sites and topography. The areas of archaeological research experiencing the
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fastest rate of growth in GIS applications since 2007 are landscape-based questions
regarding sociopolitical organization/hierarchy, subsistence economy, and optimal survey
and sampling strategies and multi-scalar analysis involving site formation processes and
photo interpretation.

Articles (%)
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Figure 19. Proportion of articles in the sample by archaeological subfield.

5.4.6. General GIS task variable
This variable focused specifically on GIS tasks. One of the main objectives of this
part of the study was to assess what types of GIS tasks were reported in each of the
application-based articles in the sample. Articles were classified into three broad
categories on the basis of the primary GIS task utilized: database management, spatial
data analysis, and spatial data visualization. Most of the articles (n=195, 61%) dealt with
tasks that were related principally to spatial analysis, which broadly range in complexity
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from simple querying to data modeling and simulation. GIS was first adopted for spatial
analysis and, in fact, was used exclusively for that purpose from 1988 until 1994.
By 1995, archaeologists started to use GIS for tasks involving database
management and spatial data visualization. Spatial data visualization tasks, which include
thematic mapping and, more recently, 3D models of site excavations and animations,
constitute nearly a third of the application-based articles (n=87, 27%). Spatial
visualization applications have taken off since 2003, with a 350% increase in 2003-2006
and an 81% increase in 2007-2010.
The publications in the sample indicate that GIS is used least often for primarily
database management tasks, such as constructing and managing geodatabases and the
integration of remotely sensed imagery (n=39, 12%). These applications are on the
increase, albeit much slower than for the other two types of tasks.

5.4.7. Specific GIS task variable
After each article was classified into one of the three broad GIS tasks discussed
above, they were further subdivided into eleven more specific categories. Although many
of the articles fit multiple categories, they were placed into the single category that best
described either the primary or the ultimate objective of that study. Figure 20 shows the
distribution of articles across these eleven specific tasks.
The most popular specific task was data management and integration, which
corroborates the finding (in §5.4.5) that the most frequent type of archaeological question
was documentation and monitoring. Locational analysis and predictive modeling tasks
were well-represented in the sample, which coincides with the second most frequent type
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Figure 20. Specific GIS task used in each of the application-based articles.
of archaeological question, site location modeling. Since most of the application-based
articles consist of some kind of spatial data analysis, the category of spatial analysis for
specific GIS task refers specifically to a rather narrow set of tasks which consisted of
searching for statistical patterns and associations (e.g., density/cluster analysis, point
pattern analysis, autocorrelation).

5.4.8. Software variable
Almost half of the publications (47%) cite ESRI software products, such as
ArcInfo or ArcGIS, as the principal GIS software, followed distantly by IDRISI (6%),
GRASS (3%), MapInfo (3%), ERDAS (2%), and software from eight other companies
that collectively made up 4% of the sample. Unfortunately, the software used in more
than a third of the articles (36%) could not be determined.
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The software packages used in the earliest studies were GRASS, an open-source
GIS developed by the US Army Corps of Engineers, and ERDAS, proprietary software
used initially for image processing rather than strictly for GIS. Both were developed in
the late 1970s and early 1980s for use mainly by federal agencies. They continued to be
used throughout the study period, albeit in decreasing numbers. Through time, ESRI has
accounted for a larger proportion of the cited software used, and 53% of the software
used by the last time interval (Figure 21). As mentioned in a previous chapter, ESRI,
founded in 1969, is currently the industry standard GIS software developer. The
implications of the prevalence of ESRI products in archaeological research are discussed
below.
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Figure 21. Different software packages used in each of the time periods. The bars
indicate the rising importance of ESRI products, as well as the large percentage of
articles for which software was undetermined.
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5.5 Discussion and Interpretation
The bibliometric and content analyses provide valuable insights into the adoption
and diffusion of GIS over the past quarter-century and some of its implications for
archaeological theory and practice. This study, the first to quantitatively measure the
evolution of the technology in the field, offers rigorous answers to the ―who, what, when,
and where‖ questions related to the integration of this technology into data collection and
analysis of the archaeological record. The general findings of the study presented below
are framed within the context of theoretical concepts presented in Chapter 3, mainly the
Diffusion of Innovations and the social construction of technology.

5.5.1 Diffusion of technology
This study identified and measured some of the general trends in archaeological
GIS. Some of the reasons GIS has been so phenomenally successful in archaeology
include its high compatibility and its perceived advantage over previous methods that
facilitates the execution of traditional tasks. Many of the spikes in archaeological GIS
publications coincide with the releases of graphic user interface versions of GIS and a
trend toward more user-friendly, point-and-click software. More readily available
datasets and finer resolution imagery have also aided in its adoption and diffusion.
However, in a broader view, archaeologists have readily adopted GIS into their research
because their discipline is fundamentally a spatial science that uses spatial data to
elucidate patterns of human behavior.
The transition in publications from specialized, lower-tier journals to more
mainstream journals signifies the extent to which the archaeological community has
accepted the technology. GIS has gone from an emergent technology mostly utilized by a
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small number of archaeologists with a specialized set of quantitative and programming
skills to a technology more widely used by members of the community. This transition
seems to coincide with changes in the development and availability of more user-friendly
GIS, in particular the release of ESRI’s ArcView 2.0 in 1994 and ArcGIS 8.0 in 1999.
The data from the sample as well as the projected models indicate that a critical
mass or tipping point was reached during the 2003-2006 interval and that the people
presently utilizing GIS in their research in archaeology constitute the ―early majority‖
(see Rogers 1995). The archaeological community appears to be at, or approaching,
inflection, the point at which the rate of adoption is expected to begin decreasing
gradually.
The overwhelming number of application-based articles in the context of a
diffusion study most likely reflects the early development of GIS in archaeological
studies. The lack of substantial review and theory articles suggests that despite the
exponential growth in GIS applications, it has yet to reach the level of maturity of other
transformative methodological developments that are now considered standard
archaeological practice. New knowledge or practices derived from GIS studies have not
been consolidated, and GIS in archaeology still seems to be in the ―discovery phase,‖ in
which the community as a whole recognizes the importance of an idea or innovation but
still employs it rather excessively and uncritically.

5.5.2 Social shaping of technology
Assessing how GIS has shaped the discipline of archaeology and vice versa
during the study period is considerably more difficult than evaluating diffusion. As
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discussed in Chapter 3, the process of the social construction of technology (SCOT) can
help frame the discussion. SCOT consists of three basic ideas or concepts: relevant social
groups, interpretative flexibility, and stabilization. Early in the process, different forms of
a similar technology are continuously shaped and reshaped by various relevant groups
interested in tailoring the technology to their specific needs. This period of high
interpretative flexibility eventually gives way to increasing agreement between groups on
the design, form, and function of the technology and a measure of stabilization is
achieved.
The relevant social groups in this study are the academic and other professional
archaeologists who are constantly defining and redefining what GIS means to their work
and to the overall discipline. As reflected in the sample, these archaeologists are affiliated
with colleges and universities, CRM and businesses, government agencies, museums,
non-profit organizations, and research institutes. Initially, certain groups, such as those
affiliated with CRM and government agencies, are attracted to GIS as a tool that enables
them to work more efficiently. GIS applications in archaeology such as digital
cartography, data management and integration, and site location modeling are of
particular importance, and GIS is perceived by those users as a tool that enables them to
accomplish these tasks. Through time, however, they begin to expand their use of GIS to
newer domains, such as simulating tourist traffic at major sites, predicting future climate
change to evaluate its impact on cultural resources, or real-time site documentation.
Another relevant social group is academic archaeologists, who are initially drawn
to GIS for many of the same reasons as their counterparts in government and industry.
They have different research objectives and responsibilities, however, and thus make
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different demands on the technology. They push for incremental technical sophistications
that will distinguish their research. The research on visibility analysis provides a good
example: viewsheds went from being binary to multiple to cumulative to fuzzy to mobile
to, most recently, incorporating reconstructions of past vegetation and experiential
perception. A few of these archaeologists see beyond the newest applications and ponder
the theoretical implications of GIS both to their research and to the overall discipline.
Each of these relevant social groups and subgroups has contributed to the shaping
of GIS by pushing the limitations of the software to conform to their purposes. When the
built-in functionality they needed did not exist, they programmed it in with scripts and
plug-ins or used GIS in conjunction with other software, such as statistical packages or
AutoCAD. Although GIS began with a high degree of interpretative flexibility in part
because of the differing needs of each group, which in turn contributed to different
conceptualizations about its nature (whether it is a tool, a technique, a technology, a
perspective, a revolution, etc.), changes in the GIS industry itself have led to less
interpretative flexibility and a certain degree of standardization.
In the 1980s and 1990s, there were several GIS environments or platforms.
Companies offering GIS products mentioned in the study sample include ERDAS, ESRI,
GRASS, IDRISI, Intergraph, MapInfo, and SPANs. Many of these systems were
command-line driven and required knowledge of programming language, which was a
substantial barrier to their adoption. Many were strong in different areas of GIS
development, such as IDRISI and ERDAS in raster-based analysis or GRASS in spatial
analysis. Through time, however, the number of GIS platforms has diminished as data
standards and analysis procedures are standardized and more user-friendly GUIs are
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developed. Different technologies started to converge, and a clear leader or dominant
player arose within the industry, ESRI.
By successfully aggregating various kinds of analysis within their own analytical
environment, ESRI products have become not only the industry standard but also the de
facto standard platform in GIS and archaeology research. This trend from multiple GIS
platforms to GIS services and products provided mainly by one company is clearly
visible in the study sample. Through time, fewer and fewer publications in archaeology
report studies done in alternative environments, and more of them with ESRI software.
By the final time period of the study, more than half of the publications specifically cited
the use of ESRI software.
This movement to a single platform for the majority of analyses is indicative of
the stabilization of the technology. There is much less interpretative flexibility within the
various relevant social groups of the archaeology community, as GIS is increasingly
understood to be a multifaceted, multi-purpose, rapidly evolving technology that enables
a wide-range of applications.

5.5.3 New direction for archaeology
Toward the end of the study period, a handful of publications appear to indicate
the emergence of a new direction for archaeological research. These studies employ
computationally intensive methods for very complex GIS applications. They push the
analytical capabilities currently contained within a GIS environment and build on
analyses based on completely new and entirely derived spatial datasets. The combination
of complex algorithms and models, these new datasets, and incursions into previously
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unchartered terrain of archaeological inquiry beckon a new course for archaeological
research and practice quite unlike what has preceded it.
Based in part on these findings from the content analysis and the desire to explore
the potential of GIS-driven innovation in archaeology, I embarked on a second
investigation to explore how well-suited the computational analysis of large datasets is to
investigation of archaeological data. This research sought to address the feasibility of
developing a GIS-based methodology for exploratory data analysis and knowledge
discovery.
I was interested in knowing not only how feasible such an approach would be, but
also what kinds of unanticipated spatial patterns and discoveries could emerge from such
research. Such an investigation required the development and implementation of a
practical application for GIS-driven innovation. The overall objective was to contribute to
the evolving history of spatial modeling and prediction in the field by applying a set of
probabilistic statistical methods to the archaeological record to explore spatial patterning
and generate hypotheses.
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PART III
INVESTIGATION INTO MODELING TECHNIQUES
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CHAPTER 6
GIS DATA MINING APPLICATION

6.1 Introduction
The second investigation in this dissertation explores new applications and
pathways for GIS-driven innovation in archaeological spatial data modeling and research.
A promising, albeit relatively new area of research in geography is the application of data
mining techniques to geographic data as a means of knowledge discovery in databases
(KDD). As mentioned in Chapter 2, the underlying premise of this kind of knowledge
discovery is that databases often contain interesting, nonrandom patterns and
relationships that are not immediately obvious. KDD offers an approach to mining
databases for insights contained within the structure of the data that can serve as the basis
of new knowledge.
The objective of this study was to develop and implement a methodology within a
GIS environment to conduct KDD of archaeological data. The method was applied to an
archaeological case study from western New Mexico in the American Southwest. The
research was designed to illuminate the feasibility and efficacy of geographic data mining
using current technologies and archaeological data standards, identify barriers to its
implementation, and evaluate the potential of this computationally intensive approach to
support new avenues of GIS-driven innovation within the field.

6.2 Steps to Knowledge Discovery in Databases
KDD entails four principal steps (Miller and Han 2001; Miller 2007; Myatt 2007;
Qi and Zhu 2003) (see Figure 4). The first step is to acquire any necessary background
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knowledge in the application domain and to define the problem. This is followed by data
preprocessing, which entails data selection, preparation, cleaning, and reduction. The
actual application of data mining tasks and algorithms to the database is the third step.
The final step in knowledge construction involves the examination and interpretation of
the mined patterns and its consolidation into new knowledge. These steps are iterative
and often nonlinear, as the process of KDD goes back and forth between the various
stages.

6.3 Structure of Part III of the Dissertation
Although the KDD process alternates between and repeats the different steps, the
structure of Part III and the individual chapters contained therein will follow the
sequential order of KDD steps listed above. The remainder of this chapter discusses the
initial data preprocessing tasks of data selection and compiling the various archaeological
and environmental datasets into a GIS. Chapter 7 addresses the remaining preprocessing
tasks of data cleaning and reduction. Chapter 8 outlines the mining methodology devised
for this project and its implementation. And lastly, Chapter 9 discusses the interpretation
of the results and what new knowledge was gained from this research.

6.4 Archaeological Data Selection
Geographic data mining and KDD require very large datasets, which are common
in archaeological research. Statewide cultural resource information systems often consist
of enormous databases, which would in theory be ideal for this kind of project; however,
they present challenges involving data lineage, legacy data, and evolving metadata
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standards (Ortman et al. 2007; Seaman 1999). With this in mind, a dataset was sought for
this project that would be large enough to allow meaningful analysis yet not encumbered
by some of these significant data issues.
The archaeological data selected for this project is from the Fort Wingate Depot
Activity in west-central New Mexico, southwestern United States. This area, which is on
the periphery of the San Juan Basin to the north and the Zuni/Cibola region to the south,
is well-documented, archaeologically rich, and has a long history of human occupation.
The sections below provide an overview and description of the study area, as well as the
data available for this research.

6.4.1 Case study – Fort Wingate Depot Activity
The Fort Wingate Depot Activity (FWDA) is located about 8 miles east of Gallup
and 130 miles west of Albuquerque in McKinley County, New Mexico (Figure 22). It
comprises approximately 20,816 acres (~32.5 square miles). It is surrounded by federal
and tribal lands, with the Navajo Nation to the north and west, the Zuni Reservation to
the south, and the Cibola National Forest to the south and east. The main entrance to the
installation is just south of I-40 and the old Route 66.
FWDA is a former military installation established in 1860 and in continuous use
until its closure in 1993 under the Base Realignment and Closure Act of 1988. Since its
decommissioning, FWDA’s environmental, cultural, and historic resources have been
extensively surveyed. It is undergoing environmental remediation, particularly with
respect to the safe removal and disposal of unexploded ordnance. It is in the process of
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Figure 22. Location of FWDA (in blue) and its environs (modified from Schutt and
Chapman 2007:2).
being turned over to the Bureau of Indian Affairs to be held in trust for the Navajo Nation
and the Pueblo of Zuni.
Originally named Fort Fauntleroy and centered in the Bear Springs area just east
of its present boundaries, FWDA served as a frontier outpost for US troops during the
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country’s westward expansion in the nineteenth century and then as an important
munitions storage depot during all of the major wars of the twentieth century (Chapman
1997; Daniel 1997). Although it was renamed on multiple occasions, the area has been
associated with the name Fort Wingate since 1868. The fort’s current boundaries were
established in 1950 and cover about a third of its original size (Daniel 1997; Kelley
1984).
FWDA lies within the traditional use area of both the Navajo and Zuni and has
particular historic, cultural, and spiritual value to them (Perlman 1997). They and their
ancestors inhabited the region long before the military arrived and then constituted the
majority of the personnel at the fort from 1868 through World War II, primarily as
laborers and scouts (Daniel 1997:206). Many of them lived on the grounds for many
years while working at the fort. A recent ethnographic study (Kurley-Begay 2007)
interviewed some of the former residents and relatives of people who had lived in or
visited FWDA as children.
The archaeological evidence of prehistoric human occupation at FWDA spans the
Paleoindian (11,000-5,500 BC) through the Pueblo III (AD 1100-1300) periods. During
the late Pueblo II and Pueblo III periods, the FWDA area experienced a significant
population increase, a change that is coincident with the collapse of the Chacoan core
(AD 1150) in the San Juan Basin (Schutt 1997). Then ca. AD 1250 there is scant
evidence of its occupation, along with many other areas in the region, until the eighteenth
century and the subsequent establishment of the fort.
Limited sections of the FWDA have been studied archaeologically by private
individuals and contractors since 1941, principally to mitigate adverse effects on cultural
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resources from construction projects on and around the installation (Breternitz and Ash
1984; Howell et al. 2005; Moore 1993; Stuart 1987; Stucky and Smith 1978). The most
comprehensive study undertaken within its boundaries was a Class III cultural resource
inventory survey conducted by University of New Mexico’s Office of Contract
Archeology (OCA) from 1991 to 1995 as part of a compliance and conservation project
on behalf of the US Army. This survey included a pedestrian survey for archaeological
sites (Schutt and Chapman 1997), a historical buildings inventory of all standing
buildings, and an ethnographic study (Perlman 1997). Subsequently, two additional
ethnographic and ethnohistoric studies were conducted at FWDA as part of OCA’s Fort
Wingate Depot Activity Demonstration Project by authorities from the Zuni Cultural
Resource Enterprise (Dongoske and Nieto 2005) and the Navajo Nation Archaeology
Department (Kurley-Begay 2007).
FWDA was selected as the case study for three principal reasons. First, it is welldocumented. OCA surveyed all but 121 acres of FWDA over the course of five field
seasons. They documented all site and feature locations and also conducted in-field
artifact analysis. Thus, both site- and artifact-level data was available for this research.
Such a large archaeological dataset derived using standardized data collection practices
and with clear metadata is uncommon, yet a requisite for KDD. Second, FWDA is wellpreserved. Since it was under the protection of the US Army for 130+ years, it has
remained relatively underdeveloped with little site disturbance. And third, the centrality
of its location between the San Juan and the Zuni/Cibola culture areas offered the
possibility of providing novel insights on past regional settlement patterns during
particularly turbulent times, such as in the Pueblo III period.
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6.4.2 Cultural datasets
Most of the archaeological data used in this study are from the OCA survey. OCA
documented 759 sites with 1,001 components within FWDA. A component refers to a
distinctive temporal or cultural phase within a site. The same archaeological site can
contain multiple components if it was occupied at different times or by different peoples.
OCA compiled their site and component-level data in a GIS for basic query and
visualization. The feature and artifact-level data were documented in various databases
and text documents.
In addition to OCA data, archival research in December 2009 at the
Archaeological Records Management Section (ARMS) of the New Mexico Historic
Preservation Division confirmed the presence of a few additional sites that had been
documented by previous archaeological investigations conducted within the FWDA
boundaries and that were not in the OCA data. In an effort to have the most
representative dataset possible, these sites were added to the dataset.
In total, 781 archaeological sites with 1,024 components were included for
analysis. Appendix C.1 lists the 22 sites and 23 components added to the dataset. Because
the documentation of some of these sites may not be comparable to that in the OCA
dataset, the artifact data associated with these sites were not included in the analysis. The
one exception is LA 16279, the Fenced-up Horse Canyon site, a large Pueblo III
structural site that had been partially excavated and studied on multiple occasions. Since
OCA sampled and recorded artifacts from this site during their survey, all the available
data from the site are included in the analysis.
Most of the sites are single-component (n=554, 71%) rather than multicomponent
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(n=227, 29%). Nevertheless, the component is the unit of analysis for the research
presented. The 1,024 components were almost evenly divided between prehistoric
(n=521, 51%) and historic (n=500, 49%), with three components of unknown cultural or
temporal affiliation. Table 10 shows the distribution of these components by cultural
affiliation.

Table 10. Distribution of prehistoric, historic, and unknown components in dataset
by cultural affiliation.
Time
Prehistoric

Historic

Unknown
TOTAL

Cultural Affiliation
Ancestral Pueblo
Archaic
Paleoindian
Unknown
Euroamerican
Native American
Navajo
Unknown
Unknown

No. of Components (%)
344 (34%)
24 (2%)
1 (0%)
152 (15%)
8 (1%)
144 (14%)
262 (26%)
86 (8%)
3 (0%)
1,024 (100%)

Components are further subdivided into more specific cultural affiliations based
on in-field relative dating of artifacts and features. As indicated by Table 10, almost a
quarter of the components could not be dated very precisely and were thus differentiated
very broadly as either prehistoric or historic and with unknown cultural affiliation.
It is important to note some of the terms used to describe cultural affinity. First,
the sites classified as Native American appeared very similar to those classified as
Navajo but lacked diagnostic Navajo ceramic artifacts and traditional architecture (Daniel
1997:191). Nevertheless, OCA recognized that many, if not all, of these sites were
probably associated with Navajo settlement. Second, the data obtained from OCA, as
well as documents obtained from ARMS, list Ancestral Pueblo sites by the term
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―Anasazi.‖ Since ―Ancestral Pueblo‖ is the term preferred by many archaeologists and
Pueblo groups for these prehistoric peoples, the analysis presented here uses this term.

6.5 Environmental Data Selection
In addition to the archaeological data from FWDA, eight environmental datasets
were selected for this research. Archaeologists have long relied on environmental data
when modeling past settlement patterns, particularly for predictive models and landscape
analysis. In fact, many of the early GIS in archaeology studies were critiqued for being
overly environmentally reductionist. However, although the environment alone did not
determine past behavior or settlement decisions, it is widely understood to have played a
significant role in where and why past peoples chose to settle. The sections below
describe the environmental layers chosen for this research, why they were chosen, and
the data sources.

6.5.1 Description of environmental layers
The eight data layers selected for this analysis are elevation, slope, aspect, soils,
land cover, geology, quaternary surficial geology, and solar radiance. All of these
environmental datasets relate structurally to the three major topographic zones found at
FWDA (Figure 23). The southern portion of the installation is on the northern foothills of
the Zuni Mountains; the northern portion descends onto the alluvial floodplain of the Rio
Puerco. A north-south-trending monocline known as the Hogback stretches along the
western boundary.
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Figure 23. Distribution of the 781 sites within FWDA by elevation.
The eight environmental datasets were chosen because they are readily accessible
and include data on environmental characteristics that are thought to have influenced past
settlement patterns in the study area. Each of the layers is discussed individually below.
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Elevation is often included in landscape analysis because it can influence
elements such as site placement and subsistence strategies. For example, sites located in
higher elevations may be associated with particular concerns for defensibility or serve a
spiritual purpose. Likewise, agricultural and pastoral activities are at least partly
dependent on elevation. Crops cannot be grown above or below certain elevational
thresholds. At FWDA, the elevation range is relatively narrow, with the southern foothills
at approximately 8,250 feet and the northern floodplains near 6,650 feet. Some areas
within the installation, however, experience abrupt elevation changes (Hubley 1997). One
of OCA’s principal findings from the survey was related to elevation in that settlement
locations during the Pueblo III period shifted from lower to higher elevations (Schutt
1997).
Slope and aspect are also commonly included in archaeological landscape
analysis and spatial modeling. Slope refers to the degree of terrain flatness or steepness
and can be indicative of site accessibility, visibility, and even vegetation patterns. It may
have played a role for some of the Ancestral Pueblo along the Rio Grande who used
pebble-mulch gardens (Lightfoot and Eddy 1995). Aspect, or the direction of a slope for a
point on a surface, may help explain the alignment of structures or features and even
erosional patterns. South-facing slopes are generally exposed to more sunlight in the
winter and are therefore subject to more episodes of freezing and thawing than northfacing slopes. Slope and aspect can provide valuable insights into which areas are the
first to warm up in the spring and the last to freeze up in the winter.
Geology, quaternary surficial geology, and soils are structurally related, yet these
environmental layers can provide different types of insights into past human behavior.

136

Geologic data may indicate the locations of appropriate raw materials for construction,
lithic sourcing, and even ceramic clays. Quaternary surficial geology, or the
unconsolidated geologic materials eroded from the bedrock, informs on the
geoarchaeology of the region and aids in landscape reconstruction. Finally, different
kinds of soils had obvious importance to horticulturalists and agriculturalists, with some
being better suited for particular farming practices and techniques than others
(Dominguez and Kolm 2005).
Solar radiance and land cover datasets were added to this analysis even though
they are both very dynamic and current datasets may be of limited value for inferring past
landscapes. Solar radiance or insolation refers to the amount of sunlight any particular
spot on the ground receives. Areas with a higher amount of insolation may be better
suited for certain types of activities and for the cultivation of certain types of crops. Since
insolation varies with seasonality, it may reveal areas of seasonal significance, such as
locations of camps or shorter-term habitation sites. Land cover refers to the physical
materials on the earth’s surface and is often used to study vegetation patterns in the
present. Although it may also be indicative of past vegetation patterns, it also likely that
historic factors, such as grazing practices, may have greatly altered the vegetation
landscape over the past 100 years.
Proximity to water, a staple in archaeological modeling studies, was not included
in this study because there are no permanent prehistoric water sources within FWDA, and
the few historic wells postdate the 1940s. Permanent water sources are located just
outside the FWDA, but the GIS modeling approach used in this research was limited to
the study area. All geoprocessing operations occurred within the confines of the FWDA
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boundaries.

6.5.2 Environmental datasets
Most of the environmental data were obtained in GIS-friendly formats through the
Earth Data Analysis Center at the University of New Mexico using the RGIS data
clearinghouse. The data were created by USGS, USDA, and the New Mexico Bureau of
Geology and Mineral Resources and then made available through RGIS. The study area
is at the intersection of four USGS 7.5-minute quadrangles: Gallup East, Church Rock,
Fort Wingate, and Bread Springs. Thus, data for most of the environmental datasets at the
1:24,000 scale were collected for all four quads, mosaicked to one another, and then
clipped to the boundaries of the study area.
The mosaicked Digital Elevation Model (DEM) was used to create the aspect,
slope, and solar insolation layers using the Spatial Analyst extension of ArcGIS. The
timestamp of the DEM was used for the parameters in calculating the solar insolation
layer. Appendix C.2 shows the source for each of the datasets and its scale.
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CHAPTER 7
DATA CLEANING AND PREPROCESSING

7.1 Archaeological Data Preparation
The second step in the KDD is data cleaning and preprocessing. This step entails
several smaller tasks, such as compiling the data into a single data table, characterizing
the variables, cleaning the data for inconsistencies and errors, removing extraneous
variables, and reducing the data through variable transformation, aggregation, or
normalization (Myatt 2007:32). In short, the data must be compiled, integrated into a
single data table, and then cleaned. Data cleaning refers to the detection of
inconsistencies and inaccuracies in data tables and fixing them or removing them
altogether. The process of integrating multiple datasets into one flat file can be quite
cumbersome because individual data tables may have very different data structures,
formats, degrees of data aggregation, and primary keys (Witten and Frank 2000:48). Data
cleaning and preprocessing often requires further data reduction, such as eliminating,
aggregating, or transforming variables, because the raw data are not amenable to data
mining operations. In this analysis, reduction also included the removal of archaeological
components with unknown proveniences.
The FWDA data required extensive data preprocessing. Some of the initial
cleaning was done in advance of this research by the US Army Corps of Engineers
Albuquerque District in 2007-2008 as part of historic properties eligibility work (Lance
Lundquist, personal communication 2008). They standardized some values and terms, as
well as corrected some inaccuracies, such as the occasional feature from a
multicomponent site that was associated with one component but had been assigned to
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another (e.g., a lithic scatter component with a habitation feature). Apart from their
revisions, which were primarily to the component and features datasets, additional data
preparation was needed for the research presented here.
Although OCA had put basic site and component data in their GIS, the artifact
data for FWDA was distributed across a number of different tables and databases. Some
of the data, such as descriptions of the historic artifacts, were in a narrative format and
had to be extracted from a text document and put into tabular format with meaningful
variables and classes assigned. In addition, the archaeological crews conducting the OCA
survey had recorded the same artifacts using various terms. These terms had to be
standardized and, in many cases, reduced. Some of the differences in terminology are a
result of different field crews documenting the sites during the five-year survey. Another
complicating factor is that the site documentation form changed midway through the
survey. From 1991 to 1993, OCA used a six-page site form. They then changed to the
new eight-page Laboratory of Anthropology site form in 1994-1995. Although a move
toward standardizing data input, this change does explain some of the diversity of terms
used by the various field crews to describe features and artifacts.
This chapter summarizes the major preprocessing tasks necessary for preparing
the archaeological and environmental datasets used for this research. It is divided into
three main sections. The first section describes, in broad strokes, the format of the
original data and how it had to be transformed to make this research possible. The data
tables for all three artifact types (ceramic, lithic, and historic) and features all had
different structures and lacked a primary key that would provide the ability to sensibly or
intelligently merge them into a single data table. Thus, steps were taken to standardize the

140

data structure across the tables and to create a primary key. The primary key was based
on component number, which itself had to be assigned to the individual artifacts because
they had been recorded by site and not component number (see Appendix D.1 for
detailed description of data preparation). The second section of the chapter discusses the
data reduction necessary to produce a subset of the data with which models could be built
using the mining methodology described in the next chapter. The final portion of the
chapter discusses data preparation for the environmental datasets, which required far less
preprocessing.

7.1.1 Ceramics
OCA recorded and analyzed more than 17,000 ceramic sherds from the samples
they took during the survey. Sixty-three ceramic types were identified at FWDA, with
85% of the sherds classified as either Cibola Graywares (n=9446, 54%) or Cibola
Whitewares (n=5404, 31%). The results of the ceramic and lithic analyses were recorded
in one table containing some 360,000 cells of data. As part of the data preparation, the
ceramic artifacts were decoupled from the lithic artifacts and placed in a separate table.
The table was then reduced to three variables: ceramic type, count, and site number.
Ceramic types were further grouped into waretype and general ceramic type, though
these two classifications were not used in the final analysis. These classifications are
listed in Appendix D.2, as well as the frequencies of the 63 ceramic types. Although these
alternative classification schemes did offer additional mining possibilities, only the
finest-grained classes—in this case, ceramic type—were needed to meet the objectives of
the study. Component numbers were assigned to each ceramic record by cross-
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referencing the table to another table containing all 1,024 components and their
respective site numbers. Determining the component number for ceramics from singlecomponent sites was straightforward, while assigning component number to ceramics
from multicomponent sites was more labor-intensive. In a few instances, ceramic records
were discarded from further analysis because they could not be confidently assigned to
any of the component numbers at a site. These ceramics likely represented intrusive
artifacts.
Once each record in the ceramic table had been assigned a component number,
the structure of the data had to be converted into a common structure that could be
merged with the other artifact tables. The best way to merge all the tables would be if
they had a one-to-one relationship with one another and component number was used as
the primary key. Since the ceramic table had more than 4,000 records and multiple
instances of the same component number, a SAS program was written to aggregate the
records into a table with only 1,024 records (i.e., one per component) and a variable for
each of the ceramic artifact types found at FWDA (n=63). The resultant table included
values, or cells, that represented the frequency of each ceramic type within each
component. Appendix D.3 documents the SAS program used to convert each data table
into a common table structure.

7.1.2 Lithics
More than 13,000 lithic artifacts from 574 archaeological sites within the FWDA
were analyzed by OCA. Unfortunately, unlike the ceramics data, the raw lithics data
could not be included in the present research because it was not possible to assign

142

component numbers to the individual artifacts. However, an aggregated dataset for the
lithics was available (Vierra 1997). This table had the individual sites listed as separate
records, each specifying a summary of the lithics found at the site, including artifact
frequency, dominant material type, reduction stage, and lithic group. The five lithic group
classes were unknown lithic, Archaic, Anasazi, multicomponent, and historical. On the
basis of these groups a component number could be deduced and assigned to each record
in the lithics summary table, permitting its inclusion in the analysis.
Data cleaning of the lithics dataset entailed converting the summarized lithics
report into a digital format and then bringing it into a table that could be integrated into
the GIS dataset. The global search-and-replace function was utilized to remove
formatting errors and inconsistencies, and two of the variables were divided into separate
variables. The same method devised to assign component number to the ceramic artifacts
was used for the lithics. When necessary, site forms were examined to clarify
provenience. Ultimately, lithics data from 554 of the 574 sites were included in the
analysis because they could confidently be assigned to a component number.

7.1.3 Historic artifacts
The approximately 14,500 historic artifacts recorded by OCA were documented
in a text file in narrative form. Historic artifacts were listed for each site number as a
description, such as ―1 Hole-in-top can, 2 11/16" diameter by 4 1/2" height (no base).‖
The process of transferring these descriptions into an Excel table was cumbersome,
although techniques were devised to parse words out into different columns and then to
semi-automate the classification of the artifacts by type. Ultimately, the artifacts were
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reclassified into 83 product categories based on the historical archaeology literature
(Briscoe 1992; Horn 2005; South 1977; Sutton and Arkush 2007). About half of the
historic artifacts were either vessel glass or cans thought to have contained beverages
(n=7,054, 49%). Artifacts were also grouped into either of two functional classes, though
these classifications were not used in the final analysis. Appendix D.4 lists these
classification schemes, and Appendix D.5 provides a description and frequencies of the
83 artifacts classes used in the study.
A very small number of artifacts included in the reporting of historic artifacts
were historic or prehistoric ceramics. These were removed from the historic dataset
altogether, and some were transferred to the ceramic dataset if it did not appear as if they
had already been documented there.
After the data table was cleaned, component numbers were assigned, first for
artifacts from single-component sites and then for those from multicomponent sites. A
handful of artifacts from the latter could not be confidently assigned to any component
number and were dropped from the analysis. Finally, the historic artifacts table
containing more than 4,000 records was converted using the SAS program to a table with
the common table structure.

7.1.4 Features
The features data were originally in two different databases which had to be
merged into one table. The merging of these data, as well as some basic data cleaning,
classification, and component assignment, had already been done by the US Army Corps
of Engineers Albuquerque District. Nevertheless, 376 different feature type classes were
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used for the 2,260 features in the table. The feature types were therefore reclassified into
52 classes using the features definitions provided in the New Mexico Cultural Resource
Information System’s Guidelines for Submitting Archeological Records (Section 10,
dated May 2009) supplemented with two additional classes. These classes were further
reclassified by very general feature types, though this classification was not used in the
final analysis. Five of the 52 classes account for half of the features found at FWDA:
hogans (n=277, 12%), corrals (n=272, 12%), dumps (n=218, 10%), ash/charcoal stains
(n=184, 8%), and mounds (n=167, 7%). The reclassified classes and the frequencies of
each are listed in Appendix D.6. Lastly, the features table was converted using the SAS
program to a table with the common table structure.

7.1.5 Merge artifacts and features data
Once the archaeological data tables all had the same structure and primary key
(component number), they were merged into one flat file on the basis of a one-to-one
relationship between tables. The merger was done in SAS using a second program (see
Appendix D.7). The final file contained 1,024 records, 283 columns, and each cell
contained the frequency of an artifact or feature type at one of the components recorded
at FWDA. Appendix D.8 lists the 283 column variables color-coded with respect to their
table of origin.

7.2 Archaeological Data Reduction
As discussed above, data mining often involves additional data reduction to
simplify datasets or facilitate analysis. The case was no different for this research. The
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mining methodology developed for this project and detailed in the next chapter required
the creation of a response variable that could be modeled using logistic regression. This
response variable required observations that had a known cultural and temporal
provenience. Since a number of components lacked one or both of these proveniences, a
number of the records or observations from the merged artifact and features data table
could not be used. This section describes how the subset of data utilized for this research
was selected and recoded for analysis.

7.2.1 Create response variable
Part of the methodology developed for this research and described in the
following chapter involved applying binary logistic regression models to the
archaeological data table. The various columns in that table were the explanatory
variables for the models; a new variable was created that would be the dependent or
response variable. The objective of the models was to determine what combinations of
explanatory variables could best explain or predict the response variable.
The response variable had to meaningfully represent the different kinds of
archaeological components present at FWDA. Although no single variable in the
archaeological data table could signify a particular kind of component, the variables Date
and Culture, when combined, could serve as the response variable. Therefore, a new
variable (CompID) was created based on every unique combination of Date and Culture
classes in the data. Of the 51 such possible combinations, 15 had an unknown date or
culture. These combinations, representing 371 cultural components, were problematic for
modeling, because it is impossible to predict relationships for components with uncertain
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temporal or cultural provenience. As a result, only 653 of the 1,024 components (64%)
could be placed into one of the 36 CompID classes that had been created. Table 11 shows
the first ten of these classes.

Table 11. The first 10 of the 36 CompID classes created by combining Date and
Culture variables. For example, 35 of the 1,024 components at FWDA dated to AD
900-1300 and were culturally assigned to Ancestral Pueblo. These 35 components or
records were grouped together as CompID class 10.
CompID
1
2
3
4
5
6
7
8
9
10

Date
BC 11000-5500
BC 5500-3300
BC 3300-1800
BC 1800-AD 400
AD 700-1100
AD 750-900
AD 750-1300
AD 900-1050
AD 900-1125
AD 900-1300

Culture
Paleoindian
Archaic
Archaic
Archaic
Ancestral Pueblo
Ancestral Pueblo
Ancestral Pueblo
Ancestral Pueblo
Ancestral Pueblo
Ancestral Pueblo

No. of Components
1
2
3
15
1
2
1
14
27
35

Many of the CompID classes, particularly those associated with Ancestral Pueblo
components, overlap temporally. Although they could have been consolidated into fewer
classes, they were purposely left as they were recorded to maintain data integrity. The
complete table of Date and Culture combinations presented in Appendix D.9 indicates
which components were assigned a CompID number and which were discarded from
further analysis. The 653 components used in the models are largely representative of the
1,024 components documented at FWDA, as evidenced in Figure 24.
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Overall Components vs. Model Components
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40
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20
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0

51

45
Model components (653)
All components (1024)

34

Paleoindian

Archaic

Ancestral
Pueblo

40
24

Historic

Unknown

Figure 24. Distribution of all 1024 components by cultural affiliation compared to
the subset of 653 components included in the models.
7.2.2 Prepare input tables
Thirty-six input tables were prepared for the logistic regression models, one for
each CompID class. Each of these tables contained the same number of variables (n=284)
and observations (n=653). The tables differed only in the binary value (0 or 1) assigned to
the CompID variable. In SPSS, the model is always constructed to predict the group with
the higher numeric code. For example, 93 of the 653 components have a CompID class of
12. In the CompID12 input table, these 93 observations were given a value of 1 for
CompID and the remaining 560 observations a value of 0. All of the explanatory
variables that represent a different artifact or feature type were recoded from
artifact/feature frequency to dichotomous values (present or absent).
In addition to their role in the logistic regression models, these 36 tables would
also be used in the GIS modeling portion of the data mining methodology described in
the next chapter. Each table was modified to include only the observations pertinent for
that individual CompID class (e.g., the table for CompID12 had 93 components or
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observations). The modified tables were then cross-referenced to a components table
containing spatial coordinates, imported into a GIS as separate shapefiles, and projected
in batch to match the projection of the environmental datasets. None of the components
within a single CompID class overlap spatially. Thus, in this context, the terms
―component‖ and ―site‖ are interchangeable.

7.3 Environmental Data Preparation
The environmental datasets were also prepared for GIS modeling. The
preprocessing entailed data conversion, resampling, and reclassification. First, all of the
vector datasets, which included soils, geology, and quaternary surficial geology, had to be
converted into raster format using Spatial Analyst. The land cover dataset, which was
already a raster, was resampled from 30 m to 10 m to coincide with the spatial resolution
of the other native raster datasets. Finally, all eight datasets were reclassified using
Spatial Analyst. Soils, geology, quaternary surficial geology, and land cover were
reclassified on the basis of an existing attribute within the individual attribute table, such
as soil or geological formation name (see Appendix D.10 for descriptions). The four
remaining datasets were reclassified from floating to integer rasters using the methods
and reclassified classes detailed in Table 12. Each of these eight datasets, rasterized and
reclassified, is shown below in Figure 25, clipped to the FWDA boundaries.
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Table 12. Reclassified values for four of the eight environmental datasets.
Dataset
Slope
(degrees)

Original
Range
0 - 67.18

Aspect

−1 – 358.92

Solar Radiance

148549 660767

Elevation
(DEM)

2023 - 2540

Reclassified Classes
Class1: 0-7.09
Class2: 7.09 -18.63
Class3: 18.63-67.18
Class1: −1-43.99
Class2: 43.99-88.98
Class3: 88.98-133.97
Class4: 133.97-178.96
Class5: 178.96-223.95
Class6: 223.95-268.94
Class7: 268.94-313.93
Class8: 313.93-358.92
Class1: 148549-514705
Class2: 514705-572730
Class3: 572730-604743
Class4: 604743-624752
Class5: 624752-660766
Class1: 2023-2177
Class2: 2177-2351
Class3: 2351-2540

Classification
Method
Natural Breaks
(Jenks)

Rationale
Gentle, Strong,
and Extreme

Equal Interval

Easy
interpretation:
N, NE, E, SE,
S, SW, W, &
NW

Natural Breaks
(Jenks)

Guess

Natural Breaks
(Jenks)

FWDA
topography:
plains, hills, &
hogback

Figure 25. Eight reclassified environmental datasets used in the analysis.
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Figure 25. (continued).
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CHAPTER 8
DATA MINING METHODOLOGY

8.1 Introduction
Data mining is the application of algorithms to a prepared database for the
purpose of revealing patterns and identifying previously unknown relationships. It is an
integral part of the knowledge discovery process and requires the selection of an
appropriate data mining task and technique. Use of the several different kinds of data
mining tasks depends on the expected outcome or result of the analysis (Thuraisingham
1999). Common data mining tasks include clustering, classification, prediction,
estimation, and generalization (Miller and Han 2001; Wachowicz 2001). Data mining
techniques are the procedures or methods necessary to achieve these tasks or outcomes.
For example, neural networks and decision trees can be useful to classify or cluster a
dataset, while regression models or nearest neighbor can aid in prediction (see Table 2).
The mining methodology developed for this research combined different kinds of
data mining tasks and techniques both within and outside of a GIS. This chapter outlines
the general mining approach taken, the specific techniques used, and the three-step
methodology devised and implemented for this study. In the first step of the
methodology, artifact types were used to estimate the likelihood that a component would
belong to a particular CompID. Using SPSS, several CompID classes were modeled to
determine what combinations of artifacts are associated with each. The second step,
within a GIS, involved searching for previously unknown spatial relationships between
the environmental datasets and any given CompID. Finally, the third step combined the
best results from the previous two steps to increase overall model accuracy.
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This methodology employs a combination of geographic analysis in GIS and
logistic regression outside of GIS to extract novel and potentially useful patterns in the
data. Two of the three steps incorporate spatial data as part of the analysis, which
ultimately makes it an application in geographic data mining. Conceivably, all three steps
of the methodology could be performed within a GIS environment because logistic
regression analyses can be conducted within GIS, and in particular using some of the
same spatial tools used for this research. However, as with most archaeological data, the
spatial coordinates for each of the artifacts and features contained in the FWDA dataset
were the same as those of the site from which they were recovered. Hence, there was no
spatial differentiation between them to analyze within a GIS, so the logistic regression
models were done using other statistical software.
Collectively, 12 CompID classes were modeled 48 times using the techniques
described below. For the purposes of presenting the three-step methodology, only one
class (CompID12) is discussed in detail in this chapter. The results of all the models are
provided in the Appendices (E.2, E.4, and E.5), and the general findings are incorporated
in the discussion of the overall study results and interpretations in Chapter 9.

8.1.1 A hybrid approach
There are two general approaches to data mining: top-down and bottom-up. These
approaches refer to how one goes about applying a given mining technique to accomplish
a task. A top-down approach begins with an idea or a hypothesis which is then tested
against the data. Thus, there is a clear objective from the outset, and the purpose of the
model is to accomplish it with the greatest possible accuracy (Berry and Linoff 2000). It
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usually involves explaining or predicting a target variable with the rest of the dataset.
This approach, which is akin to hypothesis testing in statistics, is also referred to as
directed data mining, supervised learning, or knowledge-driven modeling (Berry and
Linoff 2000; Bonham-Carter 1994; Harris and Sanborn-Barrie 2006; Thuraisingham
1999).
The bottom-up approach to data mining begins with no clear objective other than
to find interesting patterns in the data. There is no focus on a target variable; rather, the
overall structure of the data and the relationship among the variables are important
because they can reveal new insights. This approach to data mining is unguided and uses
particular techniques that will accomplish these tasks. While not entirely inductive,
bottom-up techniques are much less deductive than top-down because the user does not
know beforehand which input variables will be found to be most significant. The bottomup approach is also referred to as undirected data mining, unsupervised learning, and
data-driven modeling (Berry and Linoff 2000; Thuraisingham 1999).
The distinction between a top-down and a bottom-up approach is conceptually
similar to the distinction in archaeology between deductive and inductive predictive
models, although the objectives of data mining and site prediction are quite different. A
deductive predictive model, also known as an explanatory model, begins from a certain
theoretical perspective or hypothetical criteria related to how past peoples utilized
landscapes and uses that knowledge to deduce where archaeological materials should be
located (Church et al. 2000; Ebert 2004; Kohler and Parker 1986; Sebastian and Judge
1988). With inductive predictive models, or correlative models, the researcher moves in
the opposite direction, from the data to the more generalizing theory. Correlations are
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made between known site locations and other datasets, usually based on map-derived
environmental variables, and then these results are tested for accuracy against another
sample with known locations (Canning 2005; Church et al. 2000; Ebert 2000; Kvamme
2006). While inductive models are far more prevalent in archaeological research, in part
because of their relative ease of use and the availability of data, they have limitations
(Ebert 2000; Sebastian and Judge 1988). Nonetheless, Kvamme (2006) has argued that in
practice there is little difference between the two types of models.
This study used a hybrid approach to data mining by combining top-down and
bottom-up methods. In particular, binary logistic regression was used in tandem with
Weights of Evidence to combine archaeological and environmental variables to derive
new knowledge. The former is an example of a directed or top-down approach; the latter
reflects an undirected or bottom-up approach. The two techniques are described in detail
below.

8.1.2 Binary logistic regression
Binary logistic regression (LR) is a statistical method for analyzing a dataset in
which one or more independent variables determine an outcome. The outcome, or the
dependent variable, must be a dichotomous or binary variable. The independent variables
need not be binary, although they were in this case. The objective of logistic regression is
to find the best-fitting model to describe the relationship between the dependent variable
and the independent variables using the maximum likelihood method. No assumptions
are made regarding the distribution of the variables. The explanatory variables are used to
estimate the likelihood that the response variable will have a certain outcome.
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Logistic regression works by finding the relationship between the independent
variable(s) and a function of the probability of occurrence, or the logit function, which is
the natural logarithm of the odds of occurrence. A logistic regression coefficient or logodds is calculated for each of the independent variables and shows the direction and
strength of the relationship between dependent and independent variables. However,
since the interpretation of these coefficients on a log-scale is not intuitive, many
statistical programs, including SPSS, will convert the log-odds to the odds ratio, which
removes the log (Sweet and Grace-Martin 2008). The odds ratio in conjunction with the
significance tests for the Wald statistic indicate which, if any, of the independent
variables makes a significant contribution to the model. Overall model fit is indicated by
the model chi-square and pseudo-R2 estimates, of which the Nagelkerke R2 is the most
reported (Burns and Burns 2008:580).
As explained above, the dependent variable for the series of models conducted
here was CompID. The logistic regression analysis estimates the likelihood that a
component is or is not of a particular CompID given the presence or absence of different
artifact types (the independent variables). The interpretation of the odds ratio of each of
these variables, in turn, reveals which combinations of artifacts are most associated with
a particular CompID. Since the composition of each CompID is based in part on the
variation in artifact types, the relationship between components and CompID is already
known and need not be estimated. However, as an outcome of estimating the likelihood
of this group membership, the logistic regression ranks each of the artifacts and features
by relative importance for a CompID. And, it is this modeled result that can produce
unanticipated yet insightful and statistically significant patterns of interest. Therefore,
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logistic regression as used here is a top-down or knowledge-driven approach because it
involves quantifying the odds of particular artifacts occurring at particular components.
Logistic regression has been used in other archaeological studies, particularly in
predictive modeling (Kvamme 1995, 2006; Warren 1990; Warren and Asch 2000).
Moreover, Hatzinikolaou (2006:440) states that it is ―undoubtedly the most well-known
and commonly applied method for the prediction of archaeological site locations.‖ Most,
if not all, of these predictive studies have applied logistic regression to environmental
variables and site locations, in contrast to this study which looked at site temporal and
cultural affiliations, artifacts, features, and environmental variables.

8.1.3 Weights of Evidence
Weights of Evidence (WofE) is a Bayesian statistical technique that enables the
evaluation of associations between known locations and diverse kinds of spatial data,
known as evidential themes or maps (Bonham-Carter 1990; Harris and Sanborn-Barrie
2006; Raines et al. 2000). The relationship between a set of known site locations or
occurrences and other input data is determined by the data. These known locations, or
training sets, are used to compute a prior probability measure that constitutes a priori
knowledge. Spatial relationships between the input data and these known locations are
then used to establish weights for each input map. In this study, the known locations are
the components of a particular CompID; the eight environmental datasets are the
evidential themes.
The amount of overlap between a set of training points in a study area and each
evidential theme is statistically assessed and a pair of weights (W+ and W−) is calculated
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to describe the strength of the relationship. These weights, which are also on a logit scale,
are calculated for each class of each evidential theme and indicate whether or not the
class is a predictor of the training points. The weights account for the probabilities of a
class being present with and without training points, as well as being absent with and
without training points (Hansen 2000). W+ is the weight for being inside an evidential
theme class; W− is the weight for being outside an evidential theme. A positive weight
value indicates a positive spatial association between CompID and environmental class,
signifying that more training points occur in that class than would be due to chance
(Raines et al. 2000). A negative weight value indicates negative association, or that fewer
than expected points occurred in the class. If both W+ and W− are equal to zero, there is
no association at all (Raines and Bonham-Carter 2006).
WofE modeling has been applied across many disciplines primarily for
prediction. Once the weights are calculated for each evidential theme, they can then be
combined to create an overall predictive surface. In biostatistics, where the algorithm was
initially developed, weights for different symptoms could be combined to predict medical
diseases. In the late 1980s, WofE was adapted for spatial prediction and applied to the
prediction of geologic phenomena (Bonham-Carter et al. 1989). It has since been applied
extensively within a GIS for mineral exploration (Harris 2006). In archaeological
research it has been used, albeit sparingly, to predict site locations (Canning 2005; Diggs
and Brunswig 2006, 2009; Ford et al. 2009; Hansen 2000; Hansen et al. 2002; Holmes
2007) and lithic resources (Duke and Steele 2010; Goings 2003).
The objective of the research presented here was not prediction but knowledge
discovery. Therefore, the technique was employed only to calculate the weights between
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the evidential themes and the different CompIDs to identify patterns in the data that were
novel, valid, and potentially useful. WofE is a bottom-up mining method, or a data-driven
approach, because the relative weight of the evidence was derived statistically and not
assigned subjectively. Any relationships found between the various CompIDs and
environmental datasets were determined by the data itself.

8.2 Application of Binary Logistic Regression to Artifact Data
The first step of the mining methodology was to use the various artifact types
documented at FWDA to estimate the likelihood that a component would belong to a
particular CompID. This process would establish the effect that each independent
variable has on the dependent variable and rank the former by relative importance. Model
development, considerations, results, and discussion for the binary logistic regression
models are provided below.

8.2.1 Model development
Successful data mining applications require large numbers of cases or
observations. The total number of observations in the sample was 653. However, of the
36 CompID classes that were created by grouping components of the same culture and
temporal affiliation, the majority had 10 or fewer observations. Thirteen CompID classes
had 15 or more observations and were initially selected to be modeled. However, the
model for CompID 16 failed to converge and was dropped from the study. In total,
therefore, twelve CompID classes were modeled using logistic regression and Weights of
Evidence (Table 13).
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Table 13. Twelve CompID classes selected for modeling.
CompID Date
Culture
No. of Components
4 BC 1800-AD 400
Archaic
15
9 AD 900-1125
Ancestral Pueblo
27
10 AD 900-1300
Ancestral Pueblo
35
11 AD 1000-1200
Ancestral Pueblo
42
12 AD 1050-1125
Ancestral Pueblo
93
14 AD 1125-1175
Ancestral Pueblo
25
15 AD 1125-1300
Ancestral Pueblo
42
17 AD 1200-1300
Ancestral Pueblo
22
18 AD 1880-1920
Native American
52
21 AD 1910s-1930s
Native American
23
26 AD 1880-1920
Navajo
123
29 AD 1910s-1930s
Navajo
40
Note: as mentioned in Chapter 6, components were differentiated between Navajo or
more generic Native American components depending on the presence or absence of
diagnostic Navajo artifacts. These components were otherwise very similar in
composition.

Each of these classes was modeled individually in SPSS using binary logistic
regression to quantify the relationship between the class and the rest of the artifact
assemblage across the entire sample. To illustrate, for CompID12, the input file had 653
observations. The response variable was CompID, which had been coded as either 1 for
present or 0 for absent. Thus, 93 of the 653 cases had a value of 1 for CompID and 560
cases had a value of 0. The independent variables, or covariates, were the
presence/absence of the various artifact and feature types present in the sample, though
these had to be further reduced as explained in the next section. The backward
elimination (Likelihood Ratio) method was used as the variable selection method. This
method of backward stepwise selection begins with all of the independent variables in the
model and then eliminates variables on an individual basis until only the significant
variables remain.
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8.2.2 Model considerations
Logistic regression in SPSS can only handle 100 covariates or independent
variables at a time. After data preprocessing, the data table had 283 variables, many of
which were redundant, such as ceramic waretype or the functional types of historic
artifacts. Moreover, many of the components contained only a fraction of all these
artifacts. To reduce variable number and account for multicollinearity, redundant
variables were removed. Then, to reduce outlier effects, only independent variables that
were present in 10% or more of the cases were used in the models. Thus, of the 93
components in CompID12, at least 9 had to contain any given artifact or feature type for
that artifact or feature type to remain in the model. Only 38 variables met the 10% criteria
for that particular CompID and were included for modeling. Appendix E.1 shows the
10% criteria as applied to the remaining CompID classes.

8.2.3 Model results and performance
The logistic regression analysis of the CompID12 class took 28 steps to complete,
and the resulting model contained 11 predictor variables. A test of the model against a
constant-only model with no predictors was statistically significant, indicating that the
model as a whole predicts the presence of CompID12 in the sample better than chance (χ2
= 271.593, p<0.001 with df =11). The overall percent of the cases correctly predicted by
the model increased from 85.8 for the null model to 91.3 for the full model. A
Nagelkerke R² of 0.609 suggests a moderately strong relationship between predictors and
outcome and a relatively good model fit. The values for this overall model performance
indicator ranges from 0 to 1. Thus 60% of the variation at these particular archaeological
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components can be explained by these 11 ceramic types, of which 9 were statistically
significant. Given the preexisting relationship between artifacts and CompID
composition, good model performance is to be expected. However, these measures are
important to report because they speak to the confidence that one should have in the
identified predictor variables and the strength of their association to the CompID. Table
14 shows the predictor variables for the model.

Table 14. Variables remaining in final step of logistic regression model for
CompID12.
Variable

B

S.E.

Wald

df

Sig.

Exp(B)
7.050

Lower
CI
1.441

Upper
CI
34.485

Chaco BW

1.953

0.810

5.815

1

0.016

Escavada BW

1.050

0.605

3.014

1

0.083

2.857

0.873

9.343

Gallup BW

1.640

0.358

20.920

1

0.000

5.153

2.552

10.405

PII-III Corrugated Gray Rim

0.951

0.507

3.517

1

0.061

2.587

0.958

6.987

Puerco BW

2.289

0.379

36.431

1

0.000

9.870

4.693

20.758

RedMesa BW

0.812

0.354

5.264

1

0.022

2.253

1.126

4.509

Unidentified Cibola Grayware

1.018

0.354

8.245

1

0.004

2.766

1.381

5.540

Unidentified Cibola
Whiteware
Unidentified Wt Mt Redware

1.197

0.505

5.613

1

0.018

3.311

1.230

8.915

−1.171

0.405

8.367

1

0.004

0.310

0.140

0.686

UnidentifiedWtMtRedwareBR

−1.352

0.549

6.059

1

0.014

0.259

0.088

0.759

Informal

−1.031

0.376

7.525

1

0.006

0.357

0.171

0.745

B indicates the regression coefficient in log-odds units, S.E. is the standard error for the
coefficient, df are degrees of freedom, Wald and Sig. are the results of the Wald chisquare and two-tailed p value, Exp(B) is the exponentiation of B, and CI are the upper
and lower confidence intervals at 95%.
The regression coefficient (B) reflects the direction of the relationship between
the predictor and the response variable. Three of the nine predictors, notwithstanding
their statistical significance (p < 0.05), have a negative relationship with CompID12. This
means that the odds of a Comp12 class occurring decrease with their presence. These
negative predictors are Unidentified White Mountain Redware, Unidentified White
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Mountain Redware Black-on-red, and informal lithic tools. Six predictors have positive
coefficients, indicating that CompID12 components are likely to have these classes of
artifacts. The Exp(B) or the odds ratio reflects the strength of that relationship. It is the
exponentiation of the regression coefficient and ―measures how many times higher the
odds of occurrence are for each one unit increase in the independent variable‖ (Sweet and
Grace-Martin 2008:179). A positive B has a Exp(B) greater than 1, a negative B has a
Exp (B) less than 1, and B = 0 has a Exp(B) = 1. The greater the odds ratio, the stronger
the association is between the two. Puerco Black-on-White pottery has the strongest
positive relationship with CompID12 components. The rank of the relative importance of
the six artifact types to CompID12 components from strongest to weakest is:
Puerco Black-on-White
Chaco Black-on-White
Gallup Black-on-White
Unidentified Cibola Whiteware
Unidentified Cibola Grayware
Red Mesa Black-on-White

8.2.4 Discussion
Components grouped in the CompID12 class date to the late Pueblo II–early
Pueblo III period. FWDA straddles the Chaco/San Juan Basin and the Cibola/Zuni
region. Therefore, it is not surprising that these six pottery types would be most
predictive of these particular components. In fact, all four black-on-white types are
examples of Cibola Whiteware. It was, after all, the presence of these diagnostic ceramic
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artifacts that led the archaeologists on the survey crew to date these components as such.
The recognition that two unidentified pottery types, Cibola Whiteware and Grayware,
were good predictors is not altogether helpful given the ubiquity and generality of these
artifacts. Nonetheless, they do suggest that these unidentified types should be discarded
in future applications of this method. The model could have revealed associations with
other artifact or feature types that are not ordinarily considered diagnostic for these
components, though that was not the case for this particular CompID class.
The overall model was a good fit for the data, and the finding that 60% of the
variation of Comp12 components is explainable by so few artifact types is significant.
However, the main objective of the modeling was to quantify the relationships between
artifact types and components and identify which had the strongest relationships. The
best predictors, in turn, would be combined with the best predictors from the
environmental data in Step 3 to ascertain the overall best indicators for each CompID
modeled. The results of the logistic regression analysis of the other eleven CompID
classes and the most significant predictors for each are presented in Appendix E.2.

8.3 Application of Weights of Evidence on Environmental Data
The second step of the methodology was to identify which environmental
variables at FWDA are most predictive of each CompID class. This step entailed using
the Weights of Evidence (WofE) technique within a GIS to combine known evidence in
the study area to estimate the relative importance, or weight, of each environmental
variable class. Model development, considerations, results, and discussion for the WofE
models are provided below.
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8.3.1 Model development
Setting up the appropriate environmental parameters within a GIS and the
preparation of the evidential themes are important aspects of building each model. This
analysis used the WofE tools available through ArcSDM, a plug-in for ArcGIS 9.3. The
parameters and data preparation were set up in accordance with the tool guidelines
(Sawatzky et al. 2009), as well as the Arc-WofE User Guide
(http://www.ige.unicamp.br/wofe/documentation/wofehome.htm). The applicable
environment settings, or the common parameters used during geoprocessing, relate to
workspace location, mask, cell size, output projection, and extent. As discussed in the
previous chapter, the eight environmental layers, or evidential themes, had to be
converted and/or reclassified into integer rasters with a common projection in meters.
They are all multiclass evidential themes. In addition, the study area, delimited by the
FWDA boundaries, had to be converted from a vector file to a binary raster. The study
area serves as a mask during the analysis, with areas outside of it omitted from any
weight calculations. The components for each CompID class were separated into
individual point shapefiles that would serve as the training points for the different
models.
Weights were calculated using the Calculate Weights tool within the Spatial Data
Modeler toolbox of ArcSDM. The interface is shown in Figure 26 for the aspect
environmental layer. Here, the reclassified aspect evidential layer was selected as the
evidence raster layer, and the point shapefile for CompID12, which consisted of 93
points, as the training points. The weighing method used was the categorical option. The
parameters used for unit area and confidence level of Studentized contrast are described
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in the next section. The Calculate Weights tool was run for each of the eight
environmental layers.

Figure 26. Menu interface for calculating weights in ArcSDM for the aspect theme.

8.3.2 Model considerations
An appropriate unit area that is the same for all the training points and all the
evidential themes must be selected. The model assumes that there is only one training
point per unit cell area. In this research, a unit area of 0.0001 km2 was selected because
the minimum distance between any of the archaeological sites represented in the sample
was 25 m. A unit area of 0.0001 km2, the equivalent of 10 m2, would ensure that the
model assumption was not violated.
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Once the weights are calculated, the output includes the W+ and W− values, as
described above, as well as a contrast value. The contrast is the difference between the
two. It combines the effects of the two weights and is, therefore, an overall indicator of
spatial association of an evidential theme and the training points. The tool parameter of
confidence level of Studentized contrast refers to the significance of the contrast. It is a
measure of uncertainty (Bonham-Carter 1994:323). The confidence level of Studentized
contrast was set at 1.645 for all the models because it approximates a 95% confidence
level and matches the confidence level of the logistic regression models.

8.3.3 Model results and performance
Weights were calculated for all eight evidential themes. The results for each using
the CompID12 components as the training set are presented individually in tables and
maps below.
Table 15 summarizes the most significant relationships between the training
points, or sites, and each class of the aspect evidential theme. For each class, the area,
number of training points or sites, weights of presence (W+) and absence (W−), strength
of the relationship (contrast), and significance of the contrast (Studentized contrast) are
provided. Positive weights indicate that more training points occur in the class than
would be due to chance; negative weights denote fewer training points occur than
expected. Moreover, a positive W+ indicates positive spatial association, and the higher
the value, the greater the association. Contrast is the range of these weights. A value of 0
reflects no relationship; a contrast value ≥1 is indicative of a stronger relationship (Harris
and Sanborn-Barrie 2006:5). The Studentized contrast, or significance, is computed by
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dividing the contrast by its standard deviation. This measure, in turn, is related to
Generalized Class (Gen_class), which summarizes the association. If the association fails
to meet the 1.645 threshold for the Studentized contrast, it will equal 99 or 199. Appendix
E.3 shows the calculations for W+, W−, contrast, and Studentized contrast values for one
class of the aspect evidential theme to illustrate how these values are derived.

Table 15. Weight analysis results for aspect theme of CompID12. For each class, the
surface extent of the class is given, training points contained therein, and
corresponding weight statistics. Only one class (4) has a strong association with
CompID12 components.

Class
1
2
3
4
5
6
7
8

Area (km²)
16.56
11.60
9.06
5.82
3.93
7.75
12.11
17.16

Sites
24
18
8
16
4
1
11
11

Aspect
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Signficance
Class
0.2694
-0.0789
0.3483
1.4696
99
0.3379
-0.0665
0.4044
1.5408
99
-0.2266
0.0242
-0.2508
-0.6782
99
0.9093
-0.1170
1.0263
3.7349
4
-0.0849
0.0040
-0.0889
-0.1740
99
-2.1501
0.0861
-2.2362
-2.2241
6
-0.1983
0.0299
-0.2282
-0.7106
99
-0.5463
0.1026
-0.6489
-2.0208
8

Aspect class 4 has strong positive spatial association with CompID12
components. This particular class refers to 133.97°–178.96° or a southeast-south
orientation. Aspect classes 6 and 8, on the other hand, have a negative association with
CompID12 components. These classes represent slopes facing southwest-west and
northwest-north. The absolute value of the significance is quite large, meaning that the
probability of finding CompID12 components at these two particular classes in the
FWDA is very low. The remaining classes were grouped together in a Generalized class
of 99, indicative of their failure to meet the confidence criteria.
All three elevation classes met the 95% confidence level. However, only Class 1
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had a positive spatial relationship with the components (Table 16). The elevation range
for this class is 2023–2177 m. It covers most of the northern half of FWDA (50 km2) and
60% of its total surface area. The remaining two elevation classes are negatively
correlated with the training points.

Table 16. Weight analysis results for elevation theme of CompID12. Only one class
has a strong association with CompID12 components.

Class
1
2
3

Area (km²)
50.22
21.16
12.74

Sites
79
13
1

Elevation
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Signficance
Class
0.3527
-0.9848
1.3376
4.6125
1
-0.5876
0.1392
-0.7268
-2.4304
2
-2.6452
0.1534
-2.7987
-2.7836
3

As seen in Table 17, none of the slope classes had a contrast value that satisfied
the user confidence level of the Studentized contrast set at 1.645.

Table 17. Weight analysis results for slope theme of CompID12. None of the classes
met the significance criteria.

Class
1
2
3

Area (km²)
56.72
20.99
6.30

Sites
63
27
3

Slope
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Signficance
Class
0.0033
-0.0069
0.0102
0.0459
99
0.1503
-0.0555
0.2058
0.9008
99
-0.8437
0.0452
-0.8889
-1.5146
99

According to the USDA’s Natural Resources Conservation Service SSURGO
database on soils, there are 29 different soil types at FWDA. Almost all of these soils are
on highly erodible lands and not designated as prime farmlands. Of these soil types, five
were either moderately or strongly predictive of CompID12 components (Table 18).
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Table 18. Weight analysis results for soils theme of CompID12. Four classes are
strong predictors of CompID12, and one class has a moderate association.
Soils
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Class
Description
Area (km²) Sites Present Absent
Strength
Significance
Class
0 Rehobeth silty clay loam, 0 to 1 percent slopes
9.26
5 -0.7220
0.0620
-0.7840
-1.7054
0
1 Buckle-Gapmesa-Barboncito complex, 1 to
0.98
6 percent
2 slopes
0.6120 -0.0100
0.6220
0.8701
99
2 Rizno-Tekapo-Rock outcrop complex, 2 to3.90
45 percent
5 slopes
0.1440 -0.0076
0.1516
0.3297
99
3 Mido loamy fine sand, 1 to 6 percent slopes
1.05
2
0.5379 -0.0091
0.5470
0.7651
99
4 Quarries and pits
0.33
1
1.0014 -0.0069
1.0083
1.0027
99
5 Plumasano-Rock outcrop complex, 15 to 40
0.16
percent0 slopes
0.0000
0.0000
0.0000
0.0000
99
6 Nuffel-Venadito complex, 1 to 3 percent 3.08
slopes 1 -1.2294
0.0266
-1.2561
-1.2493
99
7 Breadsprings and Nahodish soils, 0 to 2 percent
3.41 slopes
11
1.0660 -0.0843
1.1503
3.5817
7
8 Aquima-Hawaikuh silt loams, 1 to 5 percent
6.68slopes
11
0.3929 -0.0427
0.4356
1.3564
99
9 Bamac extremely gravelly sandy loam, 5 to
1.39
50 percent
2 slopes
0.2569 -0.0050
0.2619
0.3663
99
10 Zia sandy loam, 1 to 5 percent slopes
0.14
1
1.8444 -0.0091
1.8535
1.8429
10
11 Celavar-Atarque complex, 1 to 8 percent 1.15
slopes 7
1.6991 -0.0644
1.7635
4.4854
11
12 Flugle-Plumasano association, 2 to 8 percent
0.54 slopes
1
0.5184 -0.0044
0.5228
0.5199
99
13 Evpark-Arabrab complex, 2 to 6 percent 10.22
slopes 11 -0.0320
0.0044
-0.0364
-0.1132
99
14 Toldohn-Vessilla-Rock outcrop complex,12.72
8 to 35 percent
7 -0.7028
slopes 0.0866
-0.7895
-2.0085
14
15 Rock outcrop-Vessilla complex, 35 to 70 percent
5.97 slopes
12
0.5934 -0.0642
0.6575
2.1256
15
16 Badland
0.45
1
0.6998 -0.0055
0.7052
0.7013
99
17 Monpark silty clay, 2 to 8 percent slopes 1.01
0
0.0000
0.0000
0.0000
0.0000
99
18 Highdye-Evpark-Bryway complex, 2 to 200.03
percent slopes
0
0.0000
0.0000
0.0000
0.0000
99
19 Parkelei-Evpark fine sandy loams, 2 to 8 percent
2.35 slopes
11
1.4376 -0.0974
1.5350
4.7794
19
20 Venadito clay, 1 to 3 percent slopes
1.72
0
0.0000
0.0000
0.0000
0.0000
99
21 Bryway-Galzuni loams, 1 to 8 percent slopes
3.69
2 -0.7185
0.0234
-0.7419
-1.0378
99
22 Knifehill loam, 1 to 5 percent slopes
0.98
0
0.0000
0.0000
0.0000
0.0000
99
23 Fortwingate-Owlrock complex, 2 to 8 percent
7.22 slopes
0
0.0000
0.0000
0.0000
0.0000
99
24 Rock outcrop-Techado-Stozuni complex, 2.77
5 to 60 percent
0
0.0000
slopes 0.0000
0.0000
0.0000
99
25 Zunalei-Corzuni loamy fine sands, 2 to 100.35
percent slopes
0
0.0000
0.0000
0.0000
0.0000
99
26 Asaayi-Osoridge complex, 2 to 15 percent1.19
slopes 0
0.0000
0.0000
0.0000
0.0000
99
27 Valnor-Techado complex, 2 to 25 percent0.92
slopes 0
0.0000
0.0000
0.0000
0.0000
99
28 Shoemaker-Stozuni complex, 2 to 8 percent
0.05slopes0
0.0000
0.0000
0.0000
0.0000
99

From most- to least-positive association, they are Zia sandy loam (1–5% slopes),
Celavar-Atarque complex (1–8% slopes), Parekelei-Evpark fine sandy loams (2–8%
slopes), Breadsprings and Nahodish soils (0–2% slopes), and Rock outcrop–Vessilla
complex (35–70% slopes). The only soil type to have a negative spatial relationship with
the training points is the Toldohn–Vesilla–Rock outcrop (8–35%). All other soils failed
to meet the significance criteria.
Only one geologic class, Qa, had a statistically significant relationship with the 93
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training points (Table 19). The relationship is moderately predictive; the strength of the
relationship, or the contrast value, is greater than 0 but less than 1. Qa refers to
Quaternary alluvial deposits and is specified in a geology map of Fort Wingate as
―gravel, sand, silt, and clay in the major drainages and their tributary systems‖ (Anderson
et al. 2003:13). The remaining seven geology classes were designated with a Generalized
class of 99, indicative that the significance is less than the 95% confidence limit.

Table 19. Weight analysis results for geology theme of CompID12. Only the Qa class
had a moderate association with the training points.

Class

Description
0 Kcc
1 Qa
2 Ku
3J
4 Psa
5 Pg
6 Jze
7 @c

Area (km²)
3.62
15.60
3.13
2.56
1.99
6.38
1.04
49.56

Sites
1
29
2
4
0
0
0
57

Geology
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Significance
Class
-1.3899
0.0333
-1.4232
-1.4156
99
0.5167
-0.1679
0.6846
3.0581
1
-0.5514
0.0163
-0.5677
-0.7941
99
0.3412
-0.0129
0.3541
0.6928
99
0.0000
0.0000
0.0000
0.0000
99
0.0000
0.0000
0.0000
0.0000
99
0.0000
0.0000
0.0000
0.0000
99
0.0367
-0.0554
0.0921
0.4325
99

The geology classes refer specifically to bedrock, whereas the Quaternary
surficial geology theme accounts for the material between bedrock and the overlaying
soil zones. Two of the surficial classes had a moderately predictive relationship with the
training points. Ay, or Alluvium-younger, consists of ―deposits of widespread ephemeral
and intermittent stream systems in valley, plains, and bolson settings‖; CA consists of
colluvium complexes ―in combination with valley-fill alluvium‖ (Hawley et al. 2005).
All other surficial classes failed to meet the significance criteria (Table 20).
Of the 20 land cover classes documented at FWDA and obtained from multiseason satellite imagery (Landsat ETM+) from 1999 to 2001, only three had an
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Table 20. Weight analysis results for Quaternary surficial geology theme of
CompID12. CA and Ay had a moderate association with the training points.

Class

Description
0C
1 CA
2 EC
3 Ay
4 EA
5 CB

Area (km²)
24.98
22.95
6.37
15.31
0.37
13.89

Quaternary Surficial Geology
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Sites
Present
Absent
Strength
Significance
Class
14
-0.6824
0.1905
-0.8729
-3.0100
0
34
0.2898
-0.1354
0.4251
1.9743
1
0
0.0000
0.0000
0.0000
0.0000
99
25
0.3872
-0.1116
0.4988
2.1325
3
0
0.0000
0.0000
0.0000
0.0000
99
20
0.2612
-0.0611
0.3223
1.2771
99

acceptable confidence. As shown in Table 21, the strongest predictor of CompID12 is the
Colorado Plateau Mixed Bedrock Canyon and Tableland; the Inter-Mountain Basins
Semi-Desert Grassland is moderately predictive. However, both of these vegetation
classes had very few training points and cover very small areas. Therefore, their
predictive potential is questionable despite having high W+ and strength values. Class 34
or Rocky Mountain Ponderosa Pine Woodland, on the other hand, has a negative spatial
association with the training points. Only one point was located in that class, which
covers 15% of the study area. All other land cover classes failed to meet the significance
criteria.
The results for the three solar radiance classes that receive the least amount of
sunlight did not have an acceptable level of confidence (Table 22). Class 4, representing
604743–624752 WH/m2 (unit watt hours per square meter), had a modest positive spatial
association with CompID12 components. This class contained the majority of the training
points, as well as representing most of the land surface. Class 5, 624752–660766 WH/m2,
had a negative spatial association with the components. Interestingly, the absence of
CompID12 components is associated with the class that receives the most solar radiation
(Table 22). The individual results described above in each of the eight evidential theme
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tables are depicted graphically in Figure 27.

Table 21. Weight analysis results for land cover theme of CompID12. Two classes (9
and 76) had a positive spatial relationship with the training points.
Land Cover
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Class
Description
Area (km²) Sites Present Absent
Strength
Significance
Class
5 Rocky Mountain Cliff and Canyon
0.01
0
0.0000
0.0000
0.0000
0.0000
199
9 Colorado Plateau Mixed Bedrock Canyon 0.20
and Tableland
2
2.1953 -0.0193
2.2146
3.0966
9
12 Inter-Mountain Basins Volcanic Rock and 0.02
Cinder Land
0
0.0000
0.0000
0.0000
0.0000
199
15 North American Warm Desert Bedrock Cliff
0.85
and Outcrop
0
0.0000
0.0000
0.0000
0.0000
199
30 Rocky Mountain Montane Dry-Mesic Mixed
0.43
Conifer0 Forest
0.0000
and Woodland
0.0000
0.0000
0.0000
199
32 Rocky Mountain Montane Mesic Mixed Conifer
0.02 Forest
0 and
0.0000
Woodland
0.0000
0.0000
0.0000
199
34 Rocky Mountain Ponderosa Pine Woodland
13.00
1 -2.6654
0.1571
-2.8225
-2.8072
34
36 Colorado Plateau Pinyon-Juniper Woodland
45.84
56
0.1001 -0.1346
0.2347
1.1077
199
48 Inter-Mountain Basins Big Sagebrush Shrubland
1.78
3
0.4242 -0.0115
0.4357
0.7423
199
58 Inter-Mountain Basins Mixed Salt Desert 5.09
Scrub 9
0.4692 -0.0393
0.5085
1.4497
199
64 Inter-Mountain Basins Juniper Savanna 1.30
0
0.0000
0.0000
0.0000
0.0000
199
67 Inter-Mountain Basins Semi-Desert Shrub4.85
Steppe 9
0.5183 -0.0424
0.5607
1.5984
199
76 Inter-Mountain Basins Semi-Desert Grassland
1.78
5
0.9337 -0.0339
0.9676
2.1043
76
77 Rocky Mountain Subalpine-Montane Riparian
0.01 Shrubland
0
0.0000
0.0000
0.0000
0.0000
199
79 Rocky Mountain Lower Montane Riparian1.37
Woodland
0 and0.0000
Shrubland
0.0000
0.0000
0.0000
199
82 Inter-Mountain Basins Greasewood Flat 7.02
7 -0.1035
0.0089
-0.1124
-0.2859
199
95 Madrean Juniper Savanna
0.01
0
0.0000
0.0000
0.0000
0.0000
199
110 Open Water
0.14
0
0.0000
0.0000
0.0000
0.0000
199
111 Developed, Open Space - Low Intensity 0.00
0
0.0000
0.0000
0.0000
0.0000
199
112 Developed, Medium - High Intensity
0.41
1
0.7861 -0.0059
0.7920
0.7877
199

Table 22. Weight analysis results for solar radiance theme of CompID12. Only one
class (4) had a moderate association with the training points.

Class
1
2
3
4
5

Area (km²)
0.41
2.39
6.86
47.96
26.38

Sites
0
1
9
64
19

Solar Radiance
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Signficance
Class
0.0000
0.0000
0.0000
0.0000
99
-0.9733
0.0181
-0.9913
-0.9860
99
0.1694
-0.0166
0.1859
0.5301
99
0.1868
-0.3192
0.5060
2.2602
4
-0.4299
0.1484
-0.5782
-2.2482
5
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Figure 27. Results of the weight analysis for each of the evidential themes. The point
locations represent the 93 CompID12 components. The color scheme is as follows:
green indicates classes with a strong positive spatial association (contrast > 1);
yellow, a moderate association (contrast > 0 but < 1); and red, a negative spatial
association. Gray indicates classes for which calculated weights did not reach the
95% level of confidence.

8.3.4. Discussion
The results of the WofE weights analysis reveal which evidential themes are
predictive for the presence and also the absence of CompID12 components. Across all
environmental layers, 22 classes were found to be spatially associated with these
locations: seven with a strong positive association, six moderately so, and nine with a
negative association. The ―absence‖ results are valuable because they indicate which
areas of the landscape Ancestral Puebloan peoples were specifically not settling in
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AD1050-1125, or, perhaps, areas of low archaeological visibility. Calculated weights for
the remaining classes are not considered further because they failed to meet the 95%
confidence limit. Although the user-defined confidence level could have been lowered to
allow the inclusion of more classes, the reliability of the results would have been reduced.
The environmental layer with the greatest number of predictive classes was soils.
Remarkably, soils are the most integrative of all the environmental variables modeled.
They are affected by and in part dependent on geology, slope, aspect, elevation,
insolation, and vegetation. Thus, soils are conceivably the most explanatory
environmental factor just by virtue of how they are constituted. Of the five predictive
classes for the training points, none are considered in the SSURGO database as prime
farmland though Zia sandy loam is described as a farmland of local importance. Closer
examination of the archaeological site reports for these components may yield more
insight into their favorability. Moreover, these findings could serve to generate
hypotheses for research in other areas within the region that are known to have been
occupied within the same time frame.
Some of the findings are more intuitive than others. The favorability of south- and
southeast-facing slopes conforms to our general understanding of the desirability of this
aspect in the archaeology of the Southwest. These areas tend to receive the most heat, and
for the longest durations, over the course of a year. Similarly, the strong positive
relationship with the lowest elevation class is unremarkable given its large spatial extent.
Of 93 sites, 79 were in this particular class. Less intuitive, however, is that despite this
partiality toward lower altitude, none of the slope classes had weights that met the
confidence criteria.
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The reclassification of the evidential themes has considerable effect on the
resulting weights. Had some of the themes been reclassified differently, the results would
have almost certainly differed. Attempts were made to preserve either the existing data
classes, where possible, or the natural groups within the data distributions. However,
there were too many classes in some instances, and in others too few. A concern from the
outset had been that overly informing the reclassification would negate the purpose of a
bottom-up mining approach. This research has elucidated the importance of this step in
the process and the need for a balanced solution. The results of the weights analysis for
the other eleven CompID classes and the most significant predictors for each are
presented in Appendix E.4.

8.4 Combining Modeling Techniques for Stronger Prediction
The third and final step of the mining methodology developed for this dissertation
was to combine the most predictive artifact and feature types identified in the first step
with the environmental classes with the strongest evidence from the second step to
increase the overall model accuracy. This process would produce a statistically robust
model of the most influential variables for each modeled CompID class. Model
development, considerations, results, and discussion for the combined models are
provided below.

8.4.1 Model development
The first two steps yielded several predictors for each modeled CompID class.
From the logistic regression analysis alone, nine artifact types were associated, either
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positively or negatively, with CompID12 components. In an effort to reduce the number
of variables to only those that were most predictive, all of the logistic regression models
were run a second time using the most significant results from Step 1. The criterion for
variable inclusion for the second set was that the significance value was <0.05 and that
the odds ratio or the Exp(B) was >1. The latter signifies that the coefficient (B) is positive
and thus a modeled event more likely to occur.
For CompID12, all six artifact types positively associated with the response
variable met these criteria and were therefore included as independent variables in the
second model. Binary logistic regression was rerun using the same parameters as in Step
1 with the exception of the variable selection method. Since there were far fewer
independent variables than in the previous regression, the option for block entry of
variables was selected rather than a stepwise method. The results of this second model
are presented in Table 23.

Table 23. Results of logistic regression analysis showing the most predictive artifacts
only for CompID12. The three artifact types in green were statistically significant at
the 0.05 level and had a strong relationship to CompID12.
Variable

B

S.E.

Wald

df

Sig.

Exp(B)
6.889

Lower
CI
1.691

Upper
CI
28.065

Chaco BW

1.930

0.717

7.252

1

0.007

Gallup BW

1.747

0.333

27.468

1

0.000

5.738

2.986

11.029

Puerco BW

1.929

0.353

29.829

1

0.000

6.882

3.444

13.751

Red Mesa BW

0.620

0.328

3.569

1

0.059

1.858

0.977

3.535

Unidentified Cibola
Grayware
Unidentified Cibola
Whiteware

0.381

0.312

1.486

1

0.223

1.463

0.793

2.698

0.926

0.486

3.631

1

0.057

2.525

0.974

6.545

A test of the model against a constant-only model with no predictors was
statistically significant, indicating that the model as a whole predicts the presence of
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CompID12 in the sample better than chance (χ2 = 243.588, p<0.001 with df = 6). The
overall accuracy rate increased from 85.8 for the null model to 89.7 for the full model. In
terms of model performance, the Nagelkerke R² = 0.557. All six independent variables
had a positive relationship with CompID12. However, only Chaco Black-on-White,
Puerco Black-on-White, and Gallup Black-on-White were statistically significant at the
0.05 level. These three artifact types also have a relatively strong relationship with the
dependent variable with high odds ratio values. The two former types have an equally
stronger relationship with CompID12.
The combined model for CompID12 used these six artifact variables in
conjunction with the most predictive environmental classes identified in Step 2 as the
independent variables for a third and final set of binary logistic regression (LR) models.
The objective was to compare the results of the combined model with those of the above
model to assess if the model improved with the addition of the environmental variables.

8.4.2 Model considerations
Not all of the environmental classes with the strongest evidence for the presence
of CompID12 components were included in the combined models. To avoid the potential
effects of outliers, only predictive classes that contained a minimum of 10% of the
training points were selected for inclusion. The environmental classes included in the
final models had to satisfy the following three criteria: a contrast value >1, confidence at
the 95% level, and contain at least 10% of the training points, or 9 of the 93 components
in the case of CompID12. Of the 13 classes found to be positively spatially associated
with these components, only four met all of the criteria (Figure 28).
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Figure 28. Environmental classes included in the combined model for CompID12.
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Aspect Class 4 = 134°-179°
DEM Class 1 = 2023-2177 m
Soils Class 7 = Breadsprings & Nahodish soils
Soils Class 19 = Parkelei-Evpark fine sandy loams
Once identified, these environmental predictors had to be merged onto the same
table as the archaeological predictors. GIS procedures were used to identify which of the
653 components from the sample were present in these four environmental classes, and a
new field was added and populated accordingly with 1 or 0. This table was then exported
to a spreadsheet and appended to the archaeological table for CompID12 that already
contained the six most predictive artifact types.

8.4.3 Model results and performance
A test of the combined model against a constant-only model with no predictors
was statistically significant, indicating that the model as a whole predicts the presence of
CompID12 in the sample better than chance (χ2 = 252.489, p<0.001 with df =10). The
overall percent of the cases correctly predicted by the model increased from 85.8 for the
null model to 90.2 for the full model. A Nagelkerke R² of 0.574 suggests a moderately
strong relationship between predictors and outcome and a relatively good model fit.
Five of the variables included in the model had a positive relationship with
CompID12 and a significance value < 0.05 (Table 24): Chaco Black-on-White, Puerco
Black-on-White, Gallup Black-on-White, Breadsprings & Nahodish soils, and
Unidentified Cibola Whiteware. The latter had been just above the significance limit in
the prior model of significant artifacts only. DEM class 1, or elevation class of 2023-2177
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m, had a statistically significant negative coefficient in the combined model. This means
that the odds of CompID12 occurring decrease with the presence of this elevation class.

Table 24. Results of the logistic regression model combining the most predictive
artifact and environmental variables. The five variables in green were statistically
significant at the 0.05 level and had a strong relationship to CompID12.
Variable

B

S.E.

Wald

df

Sig.

Exp(B)
7.651

Lower
CI
1.798

Upper
CI
32.554

Chaco BW

2.035

0.739

7.586

1

0.006

Gallup BW

1.756

0.344

26.018

1

0.000

5.789

2.948

11.367

Puerco BW

1.971

0.366

28.970

1

0.000

7.178

3.502

14.714

Red Mesa BW

0.581

0.337

2.971

1

0.085

1.787

0.924

3.458

Unidentified Cibola
Grayware
Unidentified Cibola
Whiteware
Aspect_4

0.275

0.323

0.728

1

0.394

1.317

0.700

2.478

0.992

0.495

4.011

1

0.045

2.695

1.021

7.113

0.026

0.444

0.003

1

0.954

1.026

0.430

2.448

DEM_1

-0.993

0.451

4.851

1

0.028

0.371

0.153

0.896

Soils_7

1.648

0.818

4.059

1

0.044

5.198

1.046

25.835

Soils_19

-0.193

0.479

0.162

1

0.687

0.825

0.323

2.107

8.4.4 Discussion
The combined logistic regression model of archaeological and environmental
variables helped identify the handful of variables that were accounting for most of the
variation in Ancestral Puebloan components dating from AD 1050 to 1125. Through the
multiple iterations of the logistic regression models, variables explaining more of the
variation persisted, while those explaining less dropped out. The Nagelkerke R² of the
combined model increased from that of the significant-artifacts-only model from 0.557 to
0.575. This increase from 56% to 58% may seem modest, but it does demonstrate that a
methodology combining archaeological and environmental evidence yields better results
than one with only diagnostic archaeological artifacts. Moreover, this method performed
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consistently across all 12 CompID classes modeled. All of the R² values increased after
incorporating the most predictive cultural and environmental variables into a single
model.
Step 3 of this methodology also clarifies the patterns discovered in Step 2. The
Weights of Evidence predicted or showed the presence of training points in particular
evidential themes. However, it is the logistic regression analysis that revealed the extent
to which there is predictive power in these environmental classes and the presence or
absence of a given CompID class. For example, the WofE analysis found four
environmental classes (one aspect, one elevation, and two soils classes) with a strong
positive spatial association with CompID12 components. The combined LR model
suggests that only one of these, Breadsprings & Nahodish soils, has significant predictive
power when the presence and absence of this environmental class is considered across all
653 components in the sample. In fact, despite the spatial relationship between DEM
class 1, with an elevation of 2023-2177m, and CompID12 components, the odds of the
latter occurring actually decrease with the presence of the former. Although 78 of the 93
CompID12 sites are located in this elevation class, so are 557 of the total 653 components
in the entire sample.
The results of the significant-artifacts-only and combined models for the other
eleven CompID classes are presented in Appendix E.5. The following chapter discusses
the results of the methodology in relation to these other modeled CompID classes and
more broadly to data mining and modeling of archaeological datasets.
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CHAPTER 9
RESULTS AND INTERPRETATIONS

9.1 Methodological Summary
The ready availability of larger datasets and the rapid advances in computing have
expanded knowledge discovery in databases (KDD) well beyond the traditional domains
of computer science, machine learning, and database management. It is increasingly
being employed in a broad range of scientific and industrial applications, and the mining
tasks and techniques are constantly evolving. This dissertation research was a first
attempt to apply KDD to the realm of computational archaeology. It has applied concepts
and methods common to statistical modeling, data analysis, and data mining to a
relatively large archaeological dataset with the purpose of discovering previously
unknown and potentially meaningful patterns.
The preceding three chapters have described the four steps of KDD as they relate
to this study. Archaeological data from the Fort Wingate Depot Activity in western New
Mexico was selected for the case study as well as eight environmental datasets that are
common to GIS archaeological research. All datasets were carefully prepared and
preprocessed to make them suitable for analysis. The archaeological data included artifact
and feature level data in addition to site locations. Some of the preprocessing tasks for the
cultural data included standardizing the different datasets to a common structure, merging
them into a flat file, and creating a dependent variable for GIS and statistical modeling
that was based on cultural components of the same temporal period. The environmental
data were prepared within a GIS using standard geoprocessing tools. Where necessary,
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data formats were converted and data reclassified to make them amenable to the
modeling methods.
Once the selected archaeological and environmental data had been prepared, it
was modeled using a three-step mining methodology devised for this study. The
methodology combined a hybrid approach of top-down and bottom-up techniques. As
discussed in the previous chapter, the first step entailed the use of binary logistic
regression as a directed technique to establish the most influential artifact and feature
variables for each dependent variable. In total, twelve models were run, each with a
different dependent variable. The result for one of the CompID classes was described in
the text to explicate each step of the methodology.
The second step consisted of determining which of the environmental variables
and their respective classes contained the strongest evidence for the presence of
components from the modeled CompID class. Using the undirected Weights of Evidence
technique within a GIS, positive and negative weights of spatial association were
calculated for each of the environmental variable classes. This produced patterns of
association that were previously unknown and potentially useful for exploratory analysis
and hypotheses generation. The third and final step of the devised methodology required
the incorporation of the best results from the preceding two steps into a combined model
for logistic regression analysis. In order to compare the final results, the analysis was
conducted twice. The first model included only the most significant artifact and feature
types identified in Step 1 as the explanatory variables. The second model used these same
explanatory variables with the addition of the strongest environmental evidence from
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Step 2. The two models were then compared for overall accuracy and variables ranked by
influence for each modeled CompID class.
The remainder of this chapter will elaborate on some of the findings from all
twelve of the CompID classes that were modeled as part of this research. These results
are first discussed within the context of the efficacy of the methodology, specifically in
relation to overall model performance and sample size implications. Following the model
results, the outcome of the individual environmental predictors is assessed. Some
environmental datasets serve as much better predictors than others. Lastly, a set of new
knowledge discoveries revealed by the analysis are presented and interpreted in their
archaeological context. The discussion is not intended to be exhaustive, with each
statistically significant anomalous result being enumerated. Rather, the patterns indicate
the type of results that this kind of analysis can yield.

9.2 Results across the Models
The results of one modeled class, CompID12, were discussed in detail in Chapter
8. The complete results for the other eleven CompID classes are presented in the
Appendices (E.2, E.4, and E.5). In this section, some of the general findings across all the
models are described. Table 25 summarizes the results for each model, including
Nagelkerke R2 values and significant predictors.

9.2.1 Overall model performance
The methodology performed consistently across all twelve models. All the models
had a statistically significant chi-square value and a classification accuracy rate better
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than that obtained with the null hypothesis, which included no independent variables. The
Nagelkerke R2 values increased for each model when the environmental classes were
factored into the analysis. The average increase in R2 from the artifacts-only to the
combined model was 0.038, or almost 4%. The CompID classes that experienced the
greatest improvement were 15 and 21, with an increase of 11% and 7%, respectively.
Although the R2 value in logistic regression is not as unequivocal a measure as it is in
OLS regression, its interpretation in this study is predicated on comparing only R2 values
of the same type, on the same dataset, and to predict the same outcome (UCLA Statistical
Consulting Group 2011).

Table 25. Summarized LR results of all 12 modeled CompID classes. Results are
given for two LR models: the artifacts/features only model and the combined model
with artifact and environmental classes.
CompID Affiliation
CompID
4

Culture
Archaic

11
12

14

R²

BC1800AD400
AD900-1125

0.244

AD900-1300

Ancestral
Pueblo
Ancestral
Pueblo

Ancestral
Pueblo

9

10

Period

Artifacts-Only Model

Ancestral
Pueblo
Ancestral
Pueblo

Predictors

Combined Model
R²

FCR Concentration
Formal
Red Mesa BW

0.282

0.132

U/I Indent Corrug Gr
St Johns Polychrome

0.153

AD1100-1200

0.058

U/I Cibola Whiteware

0.070

AD1050-1125

0.557

Chaco BW
Puerco BW
Gallup BW

0.574

AD1125-1175

0.417

Wingate Polychrome
Reserve BW

0.456

0.133
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0.135

Predictors
Formal
FCR Concentration
Red Mesa BW

U/I Indent Corrug
Gr
St Johns Polychrome
U/I Cibola
Whiteware
Chaco BW
Puerco BW
Gallup BW
U/I Cibola
Whiteware
Soils class 7
Wingate
Polychrome
Reserve BW
Soils class 8

15

AD1125-1300

0.199

Tularosa BW
U/I Indent Corrug Gr

0.309

AD1200-1300

0.362

Tularosa BW
St Johns Polychrome
Mound

0.411

Ancestral
Pueblo

17
Ancestral
Pueblo
18

Native
American

AD1880-1920

0.286

Beverages (Glass/Can)
Corral
Structure Undefined

0.32

21

Native
American

AD1910-1930

0.305

0.377

26

Navajo

AD1880-1920

0.614

Beverages (Glass/Can)
Glassware
Ration Cans
Round Wire Nails
Kerosene Can
Hogan
Sweat Lodge
Beverages (Glass/Can)
Zuni Post 1700
Chert

29

Navajo

AD1910-1930

0.345

Hogan
Sweat Rock Feature
Stove parts
Wire

0.400

0.624

Geology class 3
Tularosa BW
U/I Indent Corrug
Gr
Soils class 2
St Johns Polychrome
Tularosa BW
Mound
Aspect class 3
Beverages
(Glass/Can)
Geology class 7
Corral
Structure Undefined
Beverages
(Glass/Can)
Glassware
Round Wire Nails
Kerosene Can
Hogan
Sweat Lodge
Beverages
(Glass/Can)
Zuni Post 1700
Chert
Sweat Rock Feature
Hogan
Stove parts
Soils class 19
Geology class 0
Wire

The significant predictors for each model (Exp(B) > 1 and p < 0.05), ranked from
strongest to weakest. Nagelkerke R² increases for all of the combined models.
Environmental class descriptions are provided in Table 12 and Appendix D.10.

9.2.2 Sample size implications
The results of all the combined models were consistent with one another,
indicative of a methodology that is comprehensive, statistically robust, and replicable.
Nevertheless, the average Nagelkerke R2 for the combined models was relatively low at
0.343. The models were only explaining 34% of the variation in these components.
CompID classes 26 and 12 had the highest R2 values of 0.624 and 0.574, respectively, as
well as the greatest number of components, 123 and 93. This indicates that the
methodology works best with larger sample sizes. Although the research design did
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account for the need to have large samples in data mining and set the minimum threshold
of 15 components per modeled CompID class, this threshold was evidently too low and
future applications should strive for larger sample sizes.
The effect of the sample size was most notable with the Weights of Evidence
results. The average number of components per modeled CompID was 45. Discounting
the two CompID classes (26 and 12) with the most components, the average drops to 32.
These low numbers limited the efficacy of the WofE because there were so few training
points to inform the model. A solution to this shortcoming, as alluded to in §7.2.1, would
be to merge some of the CompID classes of the same cultural affiliation that overlapped
temporally. The seven Ancestral Puebloan CompID classes, for example, all overlap to
some degree. In this study, the rationale of keeping these classes separate was to preserve
the integrity of the original data. Some of the ceramic types have very narrow date
ranges, such as Chaco Black-on-White from AD 1075-1150 or Wingate Polychrome from
AD 1125-1200. Thus, any attempts to consolidate the classes must consider the potential
loss of data resolution.
In addition to the relatively small number of components per CompID class, the
reduction of the archaeological dataset as part of the data preprocessing also contributed
to a smaller sample size than had been envisioned at the outset of the research. Although
the archaeological dataset from FWDA is modest compared with datasets used in data
mining applications in other fields, such as business, that have millions of observations or
transactions, it is large by archaeological standards. However, only 653 of the 1,024 welldocumented components for the entire dataset could be used in this analysis. The other
371 components (36%) had an unknown temporal or cultural affiliation.
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9.3 Outcome of Environmental Predictors
All together, the twelve models included 117 independent variables, which were
fairly evenly divided between environmental (n=61, 52%) and archaeological (n=56,
48%). Each combined model included at least one environmental variable or class, with
an average of five per model. There was at least one soils class in each model (n=12),
followed by elevation and geology (n=9), land cover and surficial geology (n=8), aspect
(n=7), and slope (n=1). None of the models included a solar class as an independent
variable. Notwithstanding the inclusion of these variables, very few of the environmental
variables resulted in significant predictors. Only half of the combined models produced a
result with at least one statistically significant predictive environmental class, and these
were limited to soils, geology, and aspect (Table 25).
These findings suggest that some of the environmental factors selected for this
study had much less influence in past settlement decisions at FWDA than others. Both
the Weights of Evidence and the logistic regression results corroborate that solar radiance
and slope were the least useful in explaining the presence of, as well as the variation in,
the different cultural components. This outcome was unexpected, since archaeological
predictive models routinely include slope, in particular, as a potential site predictor. It is
possible, as mentioned in the previous chapter, that reclassifying these datasets in another
way would have yielded different outcomes. Both had been reclassified for this analysis
using the common Natural Breaks (Jenks) method, which is based on inherent groupings
in the data. However, this method can lead to inaccurate and inadequate results given that
classes must be predefined by the user before applying the algorithm (North 2009).
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Future work using different reclassification methods may provide additional insight on
this issue.
Elevation and aspect yielded mixed results. While virtually all of the CompID
classes had a strong positive spatial association with elevation class 1 (2023-2177 m),
many had a negative association with the other two elevation classes. Again, this is
indicative of a classification issue, as far more sites at FWDA are located below 2177 m
than above it. OCA documented settlement changes from lower to higher elevations
during the Pueblo II-Pueblo III transition, as is discussed below. General site elevation
during this time ranged from 6700 to 6900 ft, too small a difference to have been
captured by the classes used in this analysis. Although the environmental layer could
have been manually reclassified to emphasize these known settlement shifts, this would
have undermined a bottom-up approach to data mining. As for aspect, the WofE results
across models suggest a preference by prehistoric peoples for an E/SE or SE/S
orientation, as opposed to the N/NE- and N/NW-facing slopes favored by historic groups.
However, this pattern is far from conclusive and may simply reflect the basic topography
of FWDA. Many of the drainages in the study area are orientated north-south. Thus, sites
off the valley floor on one side of the drainage will inevitably face E/NE and sites on the
opposing side will face W/NW.
Soils were unquestionably the most important environmental dataset included in
the analysis. Four soils classes proved to be significant predictors in the combined
models. Apart from these results, many of the soils classes were identified during the
weights analysis of Step 2 as having a spatial relationship at the 95% confidence level
with one of the modeled CompID classes. Table 26 shows a summary of the
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Table 26. Weights of Evidence summary of the environmental classes identified as
having a spatial relationship at the 95% confidence level with a CompID class.
Columns show the number of total classes for each evidential theme, the number of
classes that had a relationship (positive or negative), and the frequency.
Environmental
Dataset
Aspect
Elevation
Geology
Land cover
Quat Surficial
Slope
Soils
Solar

No. Total Classes

No. Significant
Classes
5
3
3
9
4
1
17
2

8
3
8
20
6
3
29
5

Frequency (%)
13 (9)
22 (16)
16 (11)
23 (16)
19 (14)
2 (1)
42 (30)
3 (2)

environmental datasets included in the study and how many classes of each had a spatial
relationship of some kind with one of the 12 CompID classes. The latter were
demonstrated to have a spatial relationship with the various environmental classes in 140
instances. Most of these associations were positive (n=110, 79%) rather than negative
(n=30, 21%), and soils classes accounted for 30% of these associations.
The knowledge that particular soil types were integral to the lives of past peoples
and served various functions, ranging from enabling certain agricultural and horticultural
practices to providing building materials, is hardly novel in archaeology. However, this
study discovered which soil types, as well as other classes of environmental data, were
the most spatially associated with particular cultural components in the study area. This
knowledge can serve as the basis for generating new research hypotheses that are testable
elsewhere in the region. For example, what properties of the Breadsprings and Nahodish
soils made them favored by the Ancestral Puebloans of AD1050-1125? Do particular
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crops thrive in this type of soil, and, if so, is there evidence of these types of crops or the
agricultural methods that might have supported them in the archaeological record?

9.4 Discovered Patterns and Interpretation
Each step of the methodology developed for this study produced new and
valuable insights. The initial LR models quantified patterns within known artifact
assemblages. Although particular artifacts may be diagnostic of certain components,
some have much stronger associations than others. Conversely, some artifacts may not be
widely recognized as diagnostic yet have positive associations with particular
components. The WofE analysis discovered previously unrecognized spatial patterns
between components and environmental classes. The best results from both techniques
were then combined and tested for statistical significance and predictive power across the
whole sample. As discussed above, these results largely favored the archaeological data
over the environmental data, though half of the modeled CompID classes were positively
associated one or two environmental classes.
The results presented in Appendices E.2, E.4, and E.5 are color-coded to show the
positive and negative statistically significant relationships found for each of the models.
The importance of the first step of the KDD process, or the need to have familiarity in the
application domain, is highlighted in the determination of which of these many
relationships actually constitute previously unknown and potentially interesting patterns.
In this analysis, parsing out potentially meaningful patterns was complicated by the fact
that so many of the CompID classes, particularly the seven related to the Ancestral
Pueblo, had considerable temporal overlap. These seven classes span time ranges from 50
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to 400 years of human occupation. Nevertheless, a few examples of patterns in the
prehistoric and historic data that were unknown at the outset of this research are provided
below. Archaeological interpretations are offered in terms of what they might mean in
relation to past human habitation and activity in the Fort Wingate region.

9.4.1 Patterns in the prehistoric data
Discussion of the prehistoric patterns discovered by this research focuses on the
Pueblo II (AD 900-1100) – Pueblo III (AD 1100-1300) transition, a pivotal period in the
archaeology of the entire region. FWDA is located on the southern periphery of the
Chacoan region of influence. One of the findings from the OCA survey was that FWDA
had been continuously occupied during the collapse of the Chacoan phenomenon ca. AD
1130. While populations at Chaco were in a rapid decline in the late PII and early PIII
periods, FWDA experienced a large population surge. However, settlements changed
from small dispersed settlements along the floodplain to fewer, larger sites at slightly
higher elevations (Schutt 1997:186).
The significant predictors across all seven Ancestral Puebloan CompID classes
were compared within the context of this transition and in relation to what artifact
assemblages looked like before and after AD 1130. The mining results revealed that
rubble mounds were found only in association with St. Johns Polychrome, which is a
later artifact type (AD 1175-1300). This outcome is unusual because the Ancestral
Puebloan sites documented at FWDA typically have rubble mounds. Moreover, only two
of the seven CompID classes have a positive relationship with rubble mounds and St.
Johns Polychrome, CompID 10 (AD 900-1300) and CompID 17 (AD 1200-1300). The
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former spans the entire PII-PIII spectrum; the latter postdates the Chaco collapse. One of
the temporally intermediary classes, CompID 11 (AD 1000-1200), has a negative
relationship with mounds and no association with this specific ceramic type.
The fact that mounds are not associated with earlier pottery types implies a
change of settlement strategies. A possible interpretation for this unexpected pattern is
that mounds are indicative of sites that were occupied either later or for longer durations.
In such a case, sites documented in the intermediary period would have a negative
relationship to mounds because they were shorter-term, single-occupation sites.
Interestingly, both pre-collapse and post-collapse artifacts are found at CompID 10 (AD
900-1300) components. Either these sites, unlike others documented in the study area,
were continuously occupied during the tumultuous PII-PIII transition or they were
abandoned and subsequently reoccupied.
When the WofE results are examined in terms of the Chacoan collapse, other
novel patterns emerge. CompID classes 11 and 12, which date to AD 1000-1200 and AD
1050-1125, respectively, have strong positive spatial associations with soils classes 11
and 19 (Celavar-Atarque complex and Parkelei-Evpark fine sandy loams) and elevation
class 1 (2023-2177 m). They are also both negatively spatially associated with elevations
classes 2 and 3 (2177-2540 m). In contrast, CompID classes 14, 15, and 17, which all
date after AD 1125, have strong spatial associations with geology class 1 (Alluvium;
Upper and Middle Quaternary), soils class 19 (Parkelei-Evpark fine sandy loams), and
quaternary surficial geology class 1 (Colluvium in combination with valley-fill alluvium).
These findings merit further archaeological investigation to assess what these patterns
might mean and their potential contribution to our understanding of the settlement
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changes occurring during this time period. Nonetheless, they do illustrate statistically
significant spatial relationships between environmental classes and these Puebloan
components that were previously unknown.
Another interesting pattern to emerge from this research was that six of the seven
Ancestral Puebloan components classes have a strong positive spatial association with
soils class 19, or the Parkelei-Evpark fine sandy loams (2-8% slopes). This soil type is
also associated with the two Navajo CompID classes, though more moderately. The
historic CompID classes (18, 26, and 29) appear to have a stronger association with soils
class 13, or the Evpark-Arabrab complex (2-6% slopes).

9.4.2 Patterns in the historic data
Some novel patterns emerged from the historic data as well. As discussed in
Chapter 6, Navajo and Native American sites were classified separately by OCA despite
their similarities because the latter lacked diagnostic Navajo ceramics or traditional
architecture. An examination of the logistic regression analysis of the four historic
CompID classes yields insights into the nature of these various components.
CompID 18 and 26 co-occur temporally from AD 1880 to 1920. The former,
identified as Native American (but of no specific culture), has predominately positive
relationships with various historic artifacts, in particular cans and vessel glass from
beverage containers (i.e. milk, juice, beer, soda). There are some features with positive
associations as well, such as corrals and undefined structures, which indicate some level
of permanence. CompID 26 components, in contrast, have been identified as Navajo and
have the strongest positive associations with features such as hogans and sweat lodges.
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Likewise, Native American components from CompID 21 and Navajo components from
CompID 29 both date to AD 1910-1930 and contain similar kinds of materials as
CompID classes 18 and 26. CompID 21 has positive relationships with artifacts (ration
cans, glassware, kitchen tools, etc.), while CompID 29 is noted by the presence of
features such as hogans, stove parts, and sweat rock features.
Given these patterns, it seems likely that all of these locations are indicative not of
different cultural affiliations but of different activities. CompID 26 and CompID 29
appear to have more permanent residential features, whereas CompID classes 18 and 21
have items more common to shorter-term loci, such as campsites or temporary use areas.
Rather than representing Navajo or Native American sites, these divisions may very well
represent complementary parts of the same settlement system. The ―Navajo‖ sites may be
interpreted as residential sites, while the ―Native American‖ sites may be evidence of
Navajo herding activity or logistical sites. After all, there was a heavy Navajo presence at
FWDA, and they are typically known to occupy large areas of land in their herding
practices.
Another interesting pattern to emerge from the historic data is the relationship
with secondary lithic reduction. CompID 18 has a positive relationship with secondary
lithic reduction, whereas CompID 26 has a negative one. Both classes are
contemporaneous. If the archaeological interpretation that these components represent
different aspects of the same settlement system is accurate, then this finding would
suggest that tool production is occurring away from the home base and at these logistical
sites. As with the discovered prehistoric patterns, the interpretations of the historic
patterns are subject to further investigation. Other areas in the region with
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contemporaneous occupation can be examined in light of these insights. Do these patterns
hold up elsewhere? Are they particular to the FWDA? What can they tell us about
historic land use patterns in the region?

9.5 Conclusions
The combination of top-down and bottom-up mining techniques resulted in
statistical models for each of the twelve CompID classes that performed well and helped
reveal new knowledge. These discovered patterns do not in themselves constitute
meaningful archaeological insights. Rather, they indicate statistically significant
associations within the various datasets that were previously unknown and are potentially
useful. Possible archaeological interpretations for these patterns were offered for the
purposes of discussion, with the caveat that only further investigation specifically
evaluating each of these patterns in other areas can substantiate their importance
archaeologically. Nonetheless, they are demonstrations of patterns that emerge from such
an approach that are credible, novel, relevant, and interpretable. They may ultimately lead
to profound insights and down new research pathways.
The low overall R2 values obtained for the combined LR models and the very few
statistically significant predictors are indicative of the nominal contributions by most of
these environmental datasets. Potential reclassification issues notwithstanding, most of
these datasets did not explain much of the variation present at these components. The
models would have been stronger and resulted in higher R2 values had other datasets been
included in the analysis. Potential data sources that can be incorporated in future
applications of the methodology include spatial datasets such as historic maps, military
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records, and even previous archaeological and CRM maps of the area. These data can be
digitized, imported into a GIS, georeferenced, and used in the same way manner that the
environmental datasets were used in this study. These geospatial data may include place
names, trails, old roads, and perhaps even abandoned water sources that had significant
value for the people living at FWDA in the more recent past. Likewise, the ethnographic
data presently available for the study area could be incorporated into the models as
evidential themes. The Navajo ethnohistory conducted at FWDA, for example, identified
land use areas associated with the families of different informants (Kurley-Begay
2007:15). As more derived datasets for the area are created, such as regional
paleoenvironmental reconstructions, these, too, can be added to the models to better
inform them and generate more powerful knowledge discoveries.
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PART IV
CONCLUSION
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CHAPTER 10
GENERAL FINDINGS AND DISCUSSION

10.1 Summary of the Research
The use of GIS is increasingly pervasive in archaeological research and it is
presently considered by many in the field as a necessary tool for documentation and
investigation. This research emanated from the fundamental questions of how and why
this technological innovation in particular has become so prevalent in the discipline in a
relatively short period of time and the manner in which it is currently and may potentially
shape archaeological method and theory. In less than two decades, GIS has evolved from
an emergent geospatial technology with limited mapmaking capabilities to a technology
of choice for cultural resource managers, planners, and academic archaeologists alike.
This research sought to address the following questions in reference to GIS application in
archaeology: where are we, how did we get here, and where can we go?
To better understand the evolutionary trajectory of GIS in archaeological research
over the past 25 years and its potential to open new pathways in archaeological inquiry, I
embarked on two very different types of investigation. The first was a content analysis
and bibliometric study of the academic literature designed to elucidate the adoption and
diffusion of GIS in the discipline. Eight academic databases were exhaustively searched
for relevant scholarly articles and then each article was manually coded in accordance
with a codebook created for this study. The second investigation was the development of
a practical application of GIS-driven innovation in archaeology that would yield insights
into the feasibility of employing knowledge-generating methods to archaeological data.
Datasets from the Fort Wingate Depot Activity in western New Mexico were selected,
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compiled, prepared, and analyzed as a case study using a three-step methodology for
geographic data mining developed for this research.
The remainder of this chapter considers some of the general findings of this
research. In the next section, the trajectory of GIS use in the discipline over the past
quarter century is considered. Overall trends in adoption and diffusion of the technology
provide answers to the questions of where are we and how we got here. The third section
relays general conclusions from this study with respect to the current feasibility and
future potential of data mining in archaeological databases, particularly as a function of
GIS-driven innovation. This application serves as one response to the question of where
we can go with this technology. Finally, the last section communicates some directions
for future work.

10.2 Findings Related to Evolutionary Trajectory of GIS Use
The content analysis illuminated general trends over time in the diffusion of GIS
to the wider archaeological community, as well as who, what, when, and where GIS and
archaeology studies were published during the study period of 1987-2010. The results of
the analysis indicate that the critical mass point in GIS use in the field appears to have
been achieved sometime in the interval of 2003-2006, and users currently adopting the
technology form part of the Early Majority (Rogers 1995). GIS use is overwhelmingly
application-based, with regional analyses continuing to dominate, such as in the
documentation and monitoring of sites, site location modeling, and human-environment
interactions. Nonetheless, applications have diversified over the past 15 years to
incorporate analyses of different scales (site, artifact, and more recently, continental) and
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into other areas of research that are largely within the purview of traditional
archaeological inquiry. Many of these developments coincide with larger changes
occurring within computing and in the convergence of technologies and platforms within
the GIS industry.
There is ample evidence to suggest that GIS use within archaeology is still
maturing. The focus of publication continues to be on the tool and the technique, rather
than the wider implications of an application. Part of this reticence is likely attributable to
the tendency of archaeology to adopt new methods and analytical techniques wholesale
from other disciplines. Whereas the field of geography has extensively debated the
ontological and epistemological implications of GIS and spatial theory, very little of this
discussion has permeated archaeological discourse. Archaeology is still in the discovery
phase of this technology and has yet to begin the task of knowledge consolidation.
Moreover, several of the GIS studies evaluated in this research are representative of an
extension of tasks that archaeologists had already been doing prior to the emergence of
the technology, such as mapmaking, documentation, and an assortment of point pattern
analyses. Applications such as viewsheds, surface interpolation, and 3D visualization are
increasingly common, however, and offer a firm methodological departure from
traditional studies. Advances in GIS research have come with incremental technical
sophistication.
These findings generally corroborate Berry’s (2007) characterization of GIS
evolution in disciplines with a mapping legacy. He argued that disciplines with a heavy
reliance on paper maps are more likely to adopt GIS earlier than other disciplines. Yet
their adoption of GIS tends to be evolutionary rather than revolutionary, with a primary
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interest in automating and facilitating traditional applications. Disciplines that have
minimal mapping legacies may lag in GIS adoption but, once they have, may use it for
more innovative applications (Berry 2007). In the case of archaeology, this assessment
appears quite true. Archaeology is inherently spatial and has a long and distinguished
mapping tradition. GIS first emerged in North American archaeology in the late 1970s
and early 1980s in the context of federal agencies pursuing more efficient and costeffective tools for cultural resource management. But this is only part of the history of the
evolution of GIS in the discipline. In European archaeology, GIS began in the context of
human geography rather than CRM. As a result, early European applications are
substantively different than those from North America, and some of these differences
continue.
Toward the end of the study period for the content analysis, a new direction for
archaeological research begins to appear that employs computationally intensive methods
for more complex GIS applications. These studies employ such techniques as
classification and regression trees, generalized linear models, fuzzy approaches, and
artificial neural networks that would be impossible to do in the absence of significant
computing power. These studies make full use of the vast array of analytical possibilities
that are currently contained within a GIS environment. These analyses derive and build
upon different spatial datasets that could not have been generated before.
These new methods and datasets beg a reassessment of the nature of GIS in
archaeology. These analyses move well beyond the conventional understanding of GIS as
a tool facilitating traditional lines of inquiry. Within this context, GIS is a powerful
enabling technology that repays the investment in data processing manifold by allowing
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analyses that could not otherwise be undertaken. It is a framework within which
archaeologists can perform analysis consistently and with reproducibility and which, in
turn, can stimulate the development of even more formidable analytical approaches.

10.3 New Knowledge Learned
Oftentimes in GIS applications the data preparation phase accounts for most of
the overall time and effort spent on the project. This research proved no different. A
considerable amount of time was spent preprocessing the archaeological data that had
been collected by a CRM firm as part of a compliance and conservation project and then
partially modified by a government agency for more specific historic site eligibility work.
In addition, data from previous investigations in the study area were obtained from the
NM Historic Preservation Division and incorporated into the study. All of these data were
collected and transformed for purposes very different than the present research, and in
some instances they conflicted with one another. Thus, much of the archaeological data
had to be restructured, reformatted, reclassified, and occasionally reinterpreted for use in
this particular study.

10.3.1 Adapting old data to new technologies
The data preparation phase presented methodological challenges that are familiar
to all researchers adapting legacy or archival data for use with newer and seemingly more
exacting analytical methods. This dissertation elucidated the need for standardized and
updated data structures in archaeological documentation. Fortunately, efforts in the
discipline to standardize terms, create data dictionaries, and better manage metadata have
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increased since the FWDA data were recorded in early 1990s. Many of these
developments emanated from changes in the GIS software industry, as mentioned in
Chapter 5. These efforts must continue, as well as development of more effective
strategies for data versioning and archiving.
The convergence of technologies, easier interoperability, and a general shift to a
single platform dominated by ESRI products have contributed to standardization of data
and procedures. For example, more CRM firms are increasingly relying on ArcPad for
data collection and mapping in the field and then integrating data changes to ArcGIS
geodatabases remotely. The development of the file geodatabase structure in itself has
facilitated the storage, organization, and management of vast amounts of geospatial data.
Although the analysis for the research presented here was not done inside a geodatabase
because the ArcSDM plug-in would not support it, the data were initially compiled and
stored in one. The schema of the geodatabase, which defines its structure as well as the
rules and relationships between datasets, can be copied, transferred, and distributed
across several users, thereby enabling replicability.
Despite these advances in geospatial technologies and a move toward greater
stabilization, archaeological data recording practices have struggled to keep pace. Part of
the challenge lies in the nature of archaeological data. There is an inherent degree of
uncertainty and ambiguity in data collection and documentation. Archaeologists can and
do differ in what they see on the ground, and that affects both how they interpret it and
how they record it. One crew member may see a fallen wall; another may see the same
feature and interpret it as heap of rocks. Their documentation of the feature will vary
accordingly. These uncertainties are compounded through time, as sites change due to
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erosional processes and are subsequently revisited by archaeologists holding a different
gaze and knowledge base.
Archaeological site forms compensate for some of these ambiguities if they are
recognized as such in the field. The current New Mexico site report form, for example, is
a comprehensive eight-page document which allows the recorder to note uncertainties
about feature and site identification, as well as any other miscellaneous observations that
may be useful. The central question is, how does this information get translated into data
that are then usable for analysis by future researchers? The conversion of the historic
artifact descriptions from FWDA to data tables with manageable classes, as well as the
reclassification of the feature types, provides a good illustration of this challenge. In
some instances, even after the site reports were consulted, reclassifications required
considerable interpretation because the recorder had been uncertain about the artifact or
feature’s function or use.
This research demonstrates the difficulties of trying to adapt previously collected
archaeological data for use with an ever-expanding, constantly evolving technology such
as GIS. Without extensive data preprocessing, the structure, organization, and coding of
the FWDA data would not have been compatible for addressing the different purposes of
this research. This study identified considerations regarding data organization that should
guide the construction of future projects that seek to incorporate GIS in a way that
maximizes its potential for archaeological analysis.
First, data must be recorded in the field with a manageable set of classes and
standardized terminology. Crews should be mindful that much of what they record will
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end up in databases and tables and will prove most analytically useful if the
documentation is as precise and consistent as possible.
Second, where possible, artifacts and features should be recorded with reference
to their associated component number and not just site or sample number. The
component-level offers a finer resolution of analysis than the site-level and can easily be
aggregated later to accommodate site-level research.
Third, every project should carefully consider database design, including
establishing a primary key from the outset to be able to join the different data tables for
further analysis. Although some of the data were in a GIS which has a relational database
structure, other data used in this study were in Access databases or in separate files. All
of it had to be merged and flattened into a single table for this analysis, and merging the
data proved challenging in the absence of a primary key to link the different tables in a
one-to-one or one-to-many relationship. For example, every data table had the common
variable of site number (LA#), which was represented by multiple records in each data
table. LA 16279, to illustrate, occurred the following number of times in each table: 103
times (records) in ceramics, 1 in components, 4 in features, 125 in lithics, and none in
historic artifacts. This meant that for ceramics, features, and lithics, the software (whether
it was a GIS ―join‖ operation, writing a Python script, or merging with SAS) had to
perform a many-to-many merge without knowing exactly how to put the records together
in a meaningful way. Therefore, although all of these approaches did manage to append
the tables to one another, none of the resulting mergers was accurate. The solution was to
create a primary key based on component number and write a program that restructured
the data tables to conform to it.
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Fourth, future research involving KDD should consider datasets that provide as
large a sample size as possible, preferably 50 observations or more. For example, each
CompID class should have a minimum of 50 components. Fifth, to reduce the possibility
of confounding factors and outlier effects, only independent variables that are represented
in at least 10% of the cases should be included in the analysis. In this study, 10% of the
components for a modeled CompID had to have a given artifact or feature present for that
type to be included in the logistic regression. Likewise, only environmental predictive
classes resulting from Step 2 that contained 10% of the training points present for a
CompID were included in the combined models of step 3. These measures ensure the
robustness of the statistical models.
Research methods often drive archaeological data collection and recording
practices. As projects begin to consider GIS with more forethought and not as an
afterthought of research design, data will increasingly be documented in more GISfriendly formats and structures. Some legacy data are simply impossible to incorporate
into a GIS because they were recorded with either questionable methods or plotted on
maps of enormous scales, such as land grant maps or even 15-minute quads. Perhaps
fuzzy logic can be applied to archaeological documentation to account for the nature of
the data and the realities of data recording, both presently and historically. It is clear that
tracking changes to data lineage is essential to data quality and preservation. Metadata
standards must be established and maintained for archaeological data just as it is for other
spatial datasets.
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10.3.2 Adapting new technologies to new ways of thinking
This dissertation has demonstrated how new technology can be applied to archival
data to produce results with explanatory value. Beyond this methodological contribution,
it endeavored to look at the archaeological record in a new way, as a new arena for
knowledge discovery. Rather than asking research questions based on prior established
knowledge, computationally intensive methods were employed to find patterns of
potential interest. Guided and unguided data mining approaches resulted in the discovery
of new patterns and relationships within the data. These patterns, in turn, contribute to a
greater understanding of past human behavior within the study area and serve as the basis
of new hypotheses and research questions testable elsewhere.
At the outset of this research, the initial impression of data mining was that it
consisted of an automated or a largely semi-automated process whereby various datasets
would be casually input into a program and patterns would be instantly identified. The
anticipated difficulty was in making sense of any patterns found. However, this research
has demonstrated that data mining applications are a complex, time-consuming process
that require considerable specificity. One must begin by deciding on a desired outcome or
task, then select which techniques are best suited to achieve that outcome, and finally
determine how to guide the overall process (Thuraisingham 1999:106). Datasets must be
prepared, formatted, and structured in a way that permits their integration. Many
seemingly small decisions are made during the preprocessing stage, such as selecting a
reclassification method, which can significantly affect the results. Finally, as in the case
of traditional analytical methods, the resulting models are only as good as the data inputs.
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This study was a first foray into data mining applications in archaeology. It serves
as an example of data-driven GIS research quite unlike traditional GIS applications in the
field. In the future, the technology will undoubtedly develop to include built-in mining
tools and be able to support better data models that will facilitate this type of analysis and
enable it across various datasets. Progress on semantic data models, for instance, which
are based on principles of human cognition rather than the conventional vector/raster
models, would allow multiple representations of the same observational data within a
GIS (Mennis 2003). Such advances would resolve many of the issues discussed above
pertaining to the uncertainties inherent in archaeological data and its documentation. As
data recording and classification become standardized, the potential of analysis within
this environment increases exponentially, in turn enabling the development of analytical
procedures to answer as yet unasked questions.
Traditionally, methods in archaeology have addressed how questions, while
theory has focused on the why questions (Johnson 2010). In 2000, Church et al.
characterized most GIS applications in the field as reflecting a method in search of a
theory. Although that may have been, and may still be, the case with many empirically
based applications, computationally intensive applications are increasingly blurring the
lines between theory and method. These inductive methods are not only a departure from
the prevailing hypothetico-deductive method in the field, they also provide a bridge to a
new and different kind of knowledge base for studying and understanding the past. This
base integrates archaeological knowledge with geographic principles, computation,
machine learning, and knowledge discovery in databases as a future pathway for
archaeological research and analysis.
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10.4 Directions for Future Research
Science mapping consists of mapping different knowledge domains to gain a
better understanding of how science is evolving in different fields. Bibliometric data are
mapped using a variety of information visualization techniques to explore connections
within and between disciplines. Types of analyses possible include topical, temporal,
geospatial, and network (see Mane and Börner 2004). The application of these techniques
to the bibliometric data from this research would complement the work presented here
and help reveal finer-grained trends in the adoption and diffusion of GIS in archaeology.
The relationship between authors, co-authors, and co-citations could be explored to gain
insights into who was influencing whom, and when. The question of how ideas spread
across academic and nonacademic networks can inform on the social construction of GIS
technology within archaeology by identifying the relevant social groups across time.
Networks of co-occurrence can establish how GIS was described in each of the scholarly
articles, which, in turn, would indicate the degree of interpretative flexibility across time.
Do authors describe GIS as a tool, a technique, an approach, or in another way? Their
terminology reflects their perception of the nature of GIS and what it can do. Lastly, hot
spot analysis can identify which institutional affiliations specialized in particular
archaeological questions or focused on the development of specific GIS procedures.
In relation to directions of future research for the geographic data mining study,
the incorporation of other datasets and the employment of different statistical methods
can help to refine the methodology. As mentioned in the previous chapter, the addition of
ethnographic data, military records, and old historic maps from Fort Wingate could
improve the overall model performance as well as yield new discoveries from more
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cultural rather than environmental types of variables. Larger-scale geology and
quaternary surficial geology base maps, if they become available, could verify patterns
found in the analysis. Likewise, reclassifying all of the environmental datasets that were
originally rasters (elevation, slope, aspect, and solar radiance) with different
reclassification methods could in all likelihood strengthen the logistic regression and
Weights of Evidence models. With regard to the classification of the archaeological data,
different artifact types were classified according to multiple classification schemes as part
of this research, though ultimately the most specific scheme was used for this analysis.
The models could be re-run using alternative classifications, such as ware type for
ceramics and function for historic artifacts.
A sensitivity analysis would help address some of the questions that emerged
from this research. Such an analysis would provide insight into how the reclassification
of data categories affected (or might have affected) the results of the analysis. Also,
questions regarding the size of the required dataset could be examined. Although the
FWDA dataset is fairly large by archaeological standards, a third of the data could not be
used for the analysis. Therefore, to derive the most benefit from data mining, what is a
sufficient size for a database? Furthermore, can the results obtained from this analysis be
used to reexamine the ―unknown‖ components, which I was unable to use owing to lack
of temporal and/or cultural affiliation, and enable me to assign them to particular classes?
Lastly, I had intended to use artifact frequency for the logistic regression models rather
than simply the presence/absence of an artifact type within a component, because that
information might have resulted in novel patterns with respect to site size and function.
However, the models failed to converge, probably because there were so many instances
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in which components had a frequency of zero for the different artifact types. Decision
trees and neural networks might be less sensitive to this problem and permit the
incorporation of artifact frequency into this type of analysis.

10.5 Final Thoughts
GIS will continue to play a vital role in archaeological documentation and
analysis for the foreseeable future. It is a transformative innovation that will continue to
shape the discipline in ways that are not yet predictable or understandable. The question
remains if archaeologists will tailor their research questions and analysis to the
technology or if the technology will be adapted to better address the questions posed
independently by archaeologists. Either way, the question of the changing nature of GIS
should be continuously revisited in relation to other developments in the field.

214

APPENDIX A: CONTENT ANALYSIS CODING AND SEARCHES
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A.1. Codebook Developed for Content Analysis
The codebook developed for this study is provided below, with a description for each of the variables (in bold) and variable
classes. Variables are divided into four sections under the following headings: reference metadata, article summary, GIS
content, and bibliometric data. The variables are listed in the same order as in Table 6.

First Author
Affiliation2
College/University
CRM
Government
Museum
Non-profit
organization
Research Institute
Unknown

Reference Metadata
First author affiliation reclassified into 7 classes based on type of organization.
Accredited institution of higher education and research
Business organization engaged in cultural resource management
Includes both state and federal agencies, as well as the military
Institution with primary mission of collecting and curating artifacts
Includes both non-profit and non-governmental organizations
Large establishment with the primary mission of research
Affiliation is not listed within article

GIS in Title
No
Yes

Does the title contain "GIS" or variations of term?
Self-explanatory
Self-explanatory

Time Period
1987-1990
1991-1994
1995-1998
1999-2002
2003-2006

Study time frame of 1987-2010 divided into 4-year time periods.
Self-explanatory
Self-explanatory
Self-explanatory
Self-explanatory
Self-explanatory
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2007-2010

Self-explanatory

Contribution Type
Collaborative
Independent

Independent or collaborative authored article.
Co-authored article
Single-authored article

Collaboration Type
International
collaboration
Not applicable
Single country

Among co-authored articles, are authors from same or different countries?
Co-authors are from more than one country

Institution
Inter-institutionally
collaborative
Not applicable
Single institution

Among co-authored articles, are authors from same or different institutional affiliations?
Co-authors are from more than one institutional affiliation

N/A: Single-authored article
Co-authors are from same country

N/A: Single-authored article
Co-authors are from same institutional affiliation

Article Summary
Study Type
Application
Other
Review
Theory

What type of article is it?
Articles that report results from GIS based applications in archaeology
Articles that do not fall into the other categories, as they make only passing references to archaeological GIS
Articles that summarize GIS concepts, applications, usage, etc.
Articles that enhance the theoretical understanding of archaeological GIS
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Geographic
East Asia and Pacific
Egypt and Africa
Europe and Northern
Asia
Mediterranean
Mesoamerica
Not applicable
Near East
North America
South America
South Asia

Geographic area of study; 115 classes reclassified into 10 classes based on world regions.
Self-explanatory
Self-explanatory
Self-explanatory

Scale
Artifact
Continent
Not applicable
Regional
Site

Scale of study; 11 classes reclassified into 5 classes.
Self-explanatory
Self-explanatory
N/A: Review or theory article and not applicable to a particular scale
Self-explanatory
Self-explanatory

Application Type
Analytical
DB Mgmnt
Not applicable

GIS Content (application-based articles only)
What type of GIS application is it?
Primary application of GIS in article is for analysis
Primary application of GIS in article is for database management
N/A: Not an application-based article

Arch Question

GIS analysis in study will contribute to understanding of what broad archaeological question?

Self-explanatory
Self-explanatory
N/A: Review or theory article and not applicable to a particular region
Self-explanatory
Self-explanatory
Self-explanatory
Self-explanatory
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Conflict and
competition
Digital excavations
and virtual reality
Documentation and
monitoring
Formation processes
Historic cultural
landscapes
Human perception and
visibility
Human-environment
interactions
Identification of
activity areas
Interpreting site
function
Not applicable
Optimal survey and
sampling strategies
Photo interpretation
Population
movement/migration
Road and
communication
networks
Site location modeling
Sociopolitical
organization/hierarchy
Subsistence economy
Technology

Settlement patterns and site locations with respect to conflict & defensibility
Documentation of excavation in real-time or not and/or 3D maps and models
Commonly associated CRM related activities (i.e. inventories, data integration, conservation)
Site formation processes; studies of faunal cutmarks & MNE
Form that class, ethnicity, & other cultural traits are expressed in historic landscape (i.e. plantation studies, landtenure)
Includes questions of what can be seen in the landscape (viewshed) & what can be perceived (i.e. soundscapes,
place-making, etc.)
How humans affect and are affected by the environment (i.e. human-modified landscapes, long-term landscape
change, erosion modeling, environmental reconstructions, climate change)
Studies of intra-site spatial organization to identify areas of craft specialization, processing, etc.
Includes studies investigating site function as well as understanding how they change through time (i.e. dating
studies)
N/A: Not an application-based article
Self-explanatory
Includes interpretation of historic photos and/or satellite imagery and photogrammetry studies
Includes movement of people & fauna (i.e. colonization, migration, historic changes in demography)
Identifying caravan routes, paths, trade/exchange routes, and fire-signaling locations

Studies addressing why sites are placed where they are (i.e. locational and predictive models, rock art placement,
distribution maps)
Includes studies of site hierarchy, ritual sites, evidence of stratification in intrasite studies, urban planning, etc.
Includes subsistence strategy studies (foraging or domestication), risk, transition to agriculture
Studies involving lithics (i.e. usewear, refitting, tool manufacture, and as proxy for fire-making capabilities)
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Descriptor
Artifact analysis
CRM
Geoarchaeology
Historical and
underwater
archaeology
Intrasite analysis
Landscape analysis
Methods in
excavation/survey
Not applicable
Urban archaeology

Archaeological focus or subfield. What is being analyzed in study?
Includes analysis of lithics, ceramics, organic, metal, & ecofacts (faunal, floral)
Study done explicitly for CRM purposes (i.e. documentation, monitoring, planning, conservation, etc.)
Analyzing fluvial systems or geoarchaeological processes but doesn't include CRM projects
Analyzing phenomena related to historical or underwater archaeology but doesn't include historic CRM projects

General Task
Database management
Not applicable
Spatial data analysis
Spatial data
visualization

General GIS task employed in study.
GIS tasks related principally to constructing and managing geodatabases and integrating spatial data
N/A: Not an application-based article
GIS tasks related principally to spatial analysis (i.e. query, modeling & simulation)
GIS tasks related principally to the visualization of spatial data (i.e. digital cartography, 3D visualization, etc.)

Specific Task
3D visualization
Data management and
integration
Digital cartography
Erosion/Hydrological
modeling
Image analysis
Locational

Specific GIS task employed in study. If multiple tasks, this is primary and/or ultimate task.
Creation of 3D models, maps, reconstructions, and animations
Tasks include database construction, integration of different types of remote sensing imagery, and
documentation
Tasks include creation of thematic maps, distribution maps, choropleth maps
Tasks include erosion and/or hydrological modeling

Analysis at the level of archaeological site
Analysis at the level of the region (i.e. settlement pattern studies, colonization routes, pathways)
Self-explanatory
N/A: Not an application-based article
Archaeology of ancient and historic towns and cities

Image analysis of artifacts, sites, or regions using remote sensing imagery and/or image processing techniques
Tasks include simple locational analysis and predictive models
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analysis/Predictive
modeling
Modeling of
movement
Not applicable
Simulation
Spatial analysis

Tasks such as least cost path and other types of pathway analysis

Surface analysis
Viewshed analysis

N/A: Not an application-based article
Simulation of real-world processes (i.e. erosion, agricultural productivity, flooding, lake levels, etc.)
Tasks include searching for spatial patterns & statistical associations (i.e. density/cluster analysis, point pattern
analysis, autocorrelation)
Tasks focusing specifically on modeling surfaces (i.e. interpolation methods, filtering, etc.)
Principal task is viewshed creation

Importance of GIS
Ancillary
Central
Not applicable

Is the use or discussion of GIS in the article a central or ancillary part of it?
Use or discussion of GIS is ancillary in the article
Use or discussion of GIS is central in the article
N/A: Study Type = Other (i.e. article is not about archaeological GIS, though it is mentioned)

Software Comp
ESRI
GRASS
Idrisi
MapInfo
Multiple
Not applicable
Other
Unknown

Software used; 121 classes reclassified into 8 classes.
Self-explanatory
Self-explanatory
Self-explanatory
Self-explanatory
GIS software from two or more companies
N/A: Not an application-based article.
Software from other companies and in 5 or less articles (i.e. ENVI, LandSerf, Surfer, Intergraph)
Software is not listed within article

Add’l Software
Not applicable

Were extensions, add-ons, and/or other software reported to have been used in study?
N/A: Not an application-based article
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No
Unknown
Yes

Additional software not reportedly used
Self explanatory
Additional software reportedly used

Complexity
1
2
3
Not applicable

Level of complexity of GIS use.
GIS used for mapping, data integration, or basic analysis (i.e. querying, buffering, overlay operations)
More advanced GIS analysis and operations (i.e. viewsheds, cost surfaces, interpolation)
Evidence of geocomputation & computationally intensive GIS use (i.e. fuzzy sets, neural networks, CART)
N/A: Not an application-based article

Completion Level
Completed
In process
Not applicable

Stage of completion for the study.
The study is completed
The study is ongoing, and research design and/or results are tentative and preliminary
N/A: Not an application-based article

ERA2010 rank
A*
A
B
C
D

Bibliometric Data
Excellence in Research for Australia (ERA) 2010 Ranked Journal List.
Highest ranked journals. See Appendix B.1 for description
See Appendix B.1 for description
See Appendix B.1 for description
See Appendix B.1 for description. Also, some journals have no ERA rank but are refereed
Lowest ranked journals. These journals have no ERA rank and are non-refereed

Peer Review
No
Yes

Is journal refereed or non-refereed?
Non-refereed journal, based mostly on Ulrich’s then Serials Directory
Refereed journal, based mostly on Ulrich’s then Serials Directory
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Discipline
Anthropology
Archaeology
Geography
Humanities
Science

Main subject area of journal.
Journals that encompass all anthropological subfields
Archaeology specific journals
Geography specific journals
Journals with broad coverage specific to the humanities
Journals with broad coverage specific to the sciences

Brad Zone
1
2
3

Journal classified by zone according to Bradford’s Law of Scattering.
Zone 1 journals
Zone 2 journals; tied ranks between Zones 2 & 3 resolved by ranking higher those with a SJR rank
Zone 3 journals; tied ranks between Zones 2 & 3 resolved by ranking higher those with a SJR rank
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A.2. Search Criteria and Number of Results for Individual Databases
Database Name

# of
Searches

General Search Parameters

Specific Search Criteria and # of Results Yielded For Each

Academic Search
Complete

9

Author-supplied keywords
used. Search was limited to
articles (document type),
English (language), and
1987-2010 (Published Date),
and Scholarly (Peer
Reviewed) Journals.

Anthropological Plus

1

Search limited to Year =
1987-2010. Used
―geographic information
systems‖ as it was listed as
subject phrase term and
―GIS‖ as it was listed as a
keyword term/phrase.

S1: su=archaeology AND su=geographic information systems = 57
S2: su=archaeology AND su=geographical information systems =
0
S3: select field=archaeology AND select field=geographical
information systems = 27
S4: select field=archaeology AND select field=geographic
information systems = 105
S5: su=archaeology AND kw=geographic information systems = 6
S6: kw=archaeology AND kw=geographic information systems = 3
S7: su=archaeology AND kw=geographical information systems =
3
S8: su=archaeology AND kw=GIS = 20
S9: kw=archaeology AND kw=GIS = 11
S1: Subject phrase=geographic information systems OR
Keyword=GIS = 660

AnthroSource

3

GeoRef

1

There were no term lists.
Search was limited only by
date: 1987-2010 and to all
Journals (the default). There
was no way from outset to
limit search to English
language only.
Used ―archaeology‖ and
―geographic information
systems‖ for search terms, as
they were listed in the
database’s thesaurus.

Concurrently
searches:
Anthropological Literature
and Anthropological Index
Online

Total #
Search
Results
232

660

S1: The exact phrase=geographic information systems = 1
S2: The exact phrase=geographical information systems = 2
S3: The exact phrase=GIS = 7

10

S1: All fields (no full text)-ALL=geographic information systems
OR GIS OR geographical information systems AND All fields
(no full text)-ALL=archaeology OR archeology = 14

14
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Web of Science

1

Concurrently
searches:
Science Citation Index
Expanded, Social Sciences
Citation Index, and
Humanities Citation Index

TOTAL

Searches were limited to
English language only,
journals only, journal articles
(as document type), and date
range January 1, 1987December 31,2010 using the
Advanced Search option.
Limited search from outset
only by time (1987-2010).
Although no thesaurus or
term lists were available,
preliminary results were
further refined by preset
topic and subject areas.
Also, results were refined to
include article (document
type) and English
(languages).

S1: Topic=(geographical information systems) OR
Topic=(geographic information systems) OR Topic=(GIS)
Refined by: Web of Science Categories=( ARCHAEOLOGY
OR
ANTHROPOLOGY ) AND Document Type=( ARTICLE )
AND Languages=( ENGLISH ) Timespan=1987-2010.
Databases=SCI-EXPANDED, SSCI, A&HCI.
Lemmatization=On = 199

15

199

1,115
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APPENDIX B: JOURNALS IN THE SAMPLE
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B.1. ERA Criteria for Journal Rankings
The criteria for the four Excellence in Research for Australia (ERA) rank categories as directly
quoted from http://www.arc.gov.au/era/tiers_ranking.htm (accessed July 12, 2012):
Overall criterion: Quality of the papers
A*
Typically an A* journal would be one of the best in its field or subfield in which to publish and
would typically cover the entire field/subfield. Virtually all papers they publish will be of a very
high quality. These are journals where most of the work is important (it will really shape the
field) and where researchers boast about getting accepted. Acceptance rates would typically be
low and the editorial board would be dominated by field leaders, including many from top
institutions.
A
The majority of papers in a Tier A journal will be of very high quality. Publishing in an A journal
would enhance the author’s standing, showing they have real engagement with the global
research community and that they have something to say about problems of some significance.
Typical signs of an A journal are lowish acceptance rates and an editorial board which includes a
reasonable fraction of well known researchers from top institutions.
B
Tier B covers journals with a solid, though not outstanding, reputation. Generally, in a Tier B
journal, one would expect only a few papers of very high quality. They are often important outlets
for the work of PhD students and early career researchers. Typical examples would be regional
journals with high acceptance rates, and editorial boards that have few leading researchers from
top international institutions.
C
Tier C includes quality, peer reviewed, journals that do not meet the criteria of the higher tiers.

NOTE:
Of the 141 journals represented in the sample, 101 were listed in the 2010 Ranked Journal List.
The remaining 40 journal titles were placed in Category C if they were refereed or in a newly
created Category D if they were non-refereed.
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B.2. Journals in the Content Analysis Sample
The 141 journals in the study sample and their ERA rank are listed below.
Journal Title

ISSN

Rank

AA: Australian Archaeology

03122417

A

Acta Archaeologica

0065101X

C

Alaska Journal of Anthropology

15449793

C

American Anthropologist

00027294

A*

American Antiquity

00027316

A*

American Journal of Archaeology

00029114

A*

Anatolica

Unavailable B

Ancient Mesoamerica

09565361

A

Annals of the Association of American Geographers

00045608

A

Annual of the Department of Antiquities of Jordan

04491564

C

Antaeus

00035319

D

Anthropology of the Middle East

17460719

C

Antiquity

0003598X

A

Applied Geography

01436228

C

Archaeoastronomy

01909940

C

Archaeologia Polona

Unavailable B

Archaeological Prospection

10752196

B

Archaeologies

15558622

A

Archaeology in New Zealand

01137832

D

Archaeology in Oceania

00038121

A

Archaeology, Ethnology & Anthropology of Eurasia

15630110

C

Archaeometry

0003813X

B
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Archeologia e Calcolatori

Unavailable C

Arctic

00040843

C

Arid Land Research & Management

15324982

C

Artefact

00449075

B

Asian Perspectives: The Journal of Archaeology for Asia and the
Pacific

00668435

B

ASNJ Bulletin

01968319

D

Athena Review

10834141

D

Australian Aboriginal Studies

07294352

B

Azania: Archaeological Research in Africa

0067270X

B

Bulletin of the American Schools of Oriental Research

0003097X

A

Bulletin of the American Society of Papyrologists

00031186

A

Bulletin of the Indo-Pacific Prehistory Association

01561316

C

Bulletin of the Texas Archeological Society

00822930

D

Caddoan Archeology

15220427

D

Canadian Geographer

00083658

B

Canadian Journal of Archaeology

Unavailable C

Chemistry & Ecology

02757540

C

Chinese archaeology

21605025

C

Chinese Geographical Science

10020063

C

Conservation and Management of Archaeological Sites

13505033

B

Current Anthropology

00113204

A*

Current research in the Pleistocene

8755898X

C

Documenta Praehistorica

1408967X

B

Domodomo: Fiji Museum quarterly

02571668

D

Environment & Planning B: Planning & Design

02658135

A*
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Estonian Journal of Archaeology

Unavailable B

Ethnohistory

00141801

A

European Journal of Archaeology

14619571

A

Expedition

00144738

C

Florida Anthropologist

00153893

C

Folia Archaeologica

Unavailable D

Forest Ecology and Management

03781127

A

Fornvännen

00157813

B

Geoarchaeology-An International Journal

08836353

A

Geographical Research

17455863

B

Geomorphology

0169555X

A

Helsinki Papers in Archaeology

Unavailable D

Historical Archaeology

Unavailable A

History & Anthropology

02757206

A

Human Ecology

03007839

A

Human evolution

03939375

C

Imago Mundi

03085694

B

Inner Asia

14648172

A

Interdisciplinary Science Reviews

03080188

C

International Journal of Geographical Information Science

13658816

A

International Journal of Historical Archaeology

10927697

B

International Journal of Nautical Archaeology

10572414

A

Izvestiia Natsional'noi Akademii Nauk Respubliki Kazakhstan [News
of the Institute of Archaeology of Kazakhstan]

Unavailable D

Journal of Anthropological Archaeology

02784165

A

Journal of Archaeological Method and Theory

10431691

A
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Journal of Archaeological Research

10590161

B

Journal of Archaeological Science

03054403

A*

Journal of Coastal Research

07490208

C

Journal of Cultural Heritage

12962074

A

Journal of Ecological Anthropology

15286509

C

Journal of Field Archaeology

00934690

A

Journal of Forensic Sciences

00221198

A

Journal of Hazardous Materials

03043894

A

Journal of Historical Geography

03057488

B

Journal of Human Evolution

00472484

C

Journal of Iberian Archaeology

Unavailable C

Journal of Island & Coastal Archaeology

15564894

A

Journal of Maritime Archaeology

15572285

A

Journal of Mediterranean Archaeology

09527648

A

Journal of Middle Atlantic Archaeology

Unavailable D

Journal of Paleolimnology

09212728

A

Journal of Radioanalytical and Nuclear Chemistry

02365731

C

Journal of Social Archaeology

14696053

B

Journal of the Polynesian Society

00324000

A

Journal of Wetland Archaeology

14732971

B

Journal of World Prehistory

08927537

A

Kiva

00231940

C

Latin American Antiquity

10456635

A

Levant

00758914

A

Libyan studies

02637189

C
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Lithic Technology

01977261

C

Marine Technology Society Journal

00253324

B

Maryland Archeology: Journal of the Archeological Society of
Maryland

01486012

D

Mediterranean Archaeology & Archaeometry

1108961X

B

Midcontinental Journal of Archaeology

01461109

B

Mississippi Archaeology

0738775X

D

Near Eastern Archaeology

10942076

B

New Zealand Journal of Archaeology

0110540X

B

North Carolina Archaeology

1546797X

D

Norwegian Archaeological Review

00293652

B

Nyame Akuma

07135815

B

Oxford Journal of Archaeology

02625253

A

Pacific Coast Archaeological Society Quarterly

05527252

D

Palestine Exploration Quarterly

00310328

B

Papers from the Institute of Archaeology : PIA University College
London

09659315

D

Pennsylvania archaeologist

00314358

D

Plains Anthropologist

Unavailable C

Preistoria Alpina

03930157

B

Proceedings of the National Academy of Sciences of the United States
of America

00278424

A*

Proceedings of the Prehistoric Society

Unavailable A

Public archaeology

14655187

Puratattva

Unavailable D

Quartär

Unavailable C

Quaternary International

10406182
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B

B

Quaternary Science Reviews

02773791

A*

Queensland Archaeological Research

08143021

B

Science

00368075

A*

Scottish Archaeological Review

02624389

D

Social Science Computer Review

08944393

B

Soft Computing - A Fusion of Foundations, Methodologies &
Applications

14327643

C

South African Journal of Science

Unavailable C

Southeastern Archaeology

Unavailable C

Southern African Field Archaeology

Unavailable C

Southwestern Lore

00384844

D

The Geographical Journal

00167398

B

The Michigan Archaeologist

05439728

D

Tuba-Ar-Turkish Academy of Sciences Journal of Archaeology

13018566

C

Vegetation History and Archaeobotany

09396314

B

Vínculos

Unavailable D

Visual Resources: An International Journal of Documentation

01973762

A

West African Journal of Archaeology

03313158

D

World Academy of Science, Engineering and Technology

Unavailable B

World Archaeology

00438243

Zeitschrift für Archäologie Aussereuropäischer Kulturen

Unavailable D
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C.1. Archaeological Sites Added to Existing Dataset
This table lists the 22 sites and 23 components from previous archaeological investigations included in the analysis.

LANO

LA
COMP

CULTURE

PERIOD

DATE

SITETYPE

SITE RECORDER

Early Pl-Late PII

AD 700-1100

Large structural

Jack Smith (1962)
Reggie Wiseman (1975)
then Marshall et al. (1979)

2714

Ancestral
27141 Pueblo

16279

Ancestral
162791 Pueblo

Early PII-Late PIII

AD 900-1300

Very large residential
complex

36681

366811 Navajo

Historical

Unknown

Camp

Stuckey and Smith (1978)

36683

366831 Navajo

Historical

Unknown

Long-term residence

Stuckey and Smith (1978)

36684

Ancestral
366841 Pueblo

Mid PII-Mid PIII

AD 1000-1200

Ceramic and lithic scatter

Stuckey and Smith (1978)

36685

366851 Navajo

Historical

AD 1930s-1940s

Long-term residence

Stuckey and Smith (1978)

36691

366911 Navajo

Historical

Pre-WWII

Short-term residence

Stuckey and Smith (1978)

36692

Ancestral
366921 Pueblo

Early-Late PII

AD 900-1125

Ceramic and lithic scatter

Stuckey and Smith (1978)

36692

Ancestral
366922 Pueblo

Pueblo I

AD 750-900

Medium structural

Stuckey and Smith (1978)

36694

Ancestral
366941 Pueblo

Late PII-Early PIII

AD 1050-1175

Medium structural

Stuckey and Smith (1978)
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36695

Ancestral
366951 Pueblo

Mid PII-Mid PIII

AD 1000-1200

Medium structural

Stuckey and Smith (1978)

36696

Ancestral
366961 Pueblo

Late PII

AD 1050-1125

Small structural

Stuckey and Smith (1978)

36697

Ancestral
366971 Pueblo

Early-Late PII

AD 900-1125

Ceramic and lithic scatter

Stuckey and Smith (1978)

36712

367121 Navajo

Historical

Unknown

Sweatlodge

Stuckey and Smith (1978)

36713

Ancestral
367131 Pueblo

Late PIII

AD 1200-1300

Medium structural

Stuckey and Smith (1978)

36718

367181 Navajo

Historical

Unknown

Short-term residence

Stuckey and Smith (1978)

36720

367201 Paleoindian

Paleoindian

BC 11000-5500

Lithic scatter

Stuckey and Smith (1978)

36723

367231 Unknown

Historical

Unknown

Short-term residence

Stuckey and Smith (1978)

36725

Ancestral
367251 Pueblo

Late PII

AD 1050-1125

Medium structural

Stuckey and Smith (1978)
then Moore (1993)

36726

367261 Navajo

Historical

AD 1880-present

Long-term residence

Stuckey and Smith (1978)

Ancestral
100431 1004311 Pueblo

Early-Late PII

AD 900-1125

Small structural

Moore (1993)

100432 1004321 Unknown

Historical

AD 1880-1920

Camp

Moore (1993)

100487 1004871 Navajo

Historical

AD 1910s-1930s

Long-term residence

Moore (1993)
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C.2. Description of Environmental Datasets
Environmental
Dataset
Aspect
Elevation

aspect
dem10m

USGS
USGS

Scale or
Cellsize
10 m
10 m

Geology

geo_1-500k

USGS

500 k

Landcover

landcover

USU

30 m

Quaternary
surficial geology
Slope
Soils

quat_surface

NMBGMR

250 k

slope
soils

USGS
USDA

10 m
24 k

Solar radiance

solar

USGS

10m

Data Type/Filename

Source

Description
10 m cell aspect dataset created from DEM
Mosaic of four 10 m enhanced Digital Elevation Model files that
correspond to the 7.5’ quads of Fort Wingate, Bread Springs,
Church Rock, and Gallup East. Published in 2007 and created
from the 2005 NM Statewide Orthophotography project. Dataset
available at http://rgis.unm.edu/
Point shapefile of geology map clipped to FWDA boundary
from 1:500k ―The Digital Geologic Map of New Mexico‖;
dataset obtained from UNM OCA.
30m cell image created from a 30 m USGS DEM and a USGS
Landsat 7 ETM+ imagery; dataset available at
http://rgis.unm.edu/
Polygon shapefile Quaternary surficial geology clipped to
FWDA boundary; dataset obtained from UNM OCA.
10 m cell slope dataset created from DEM
Polygon shapefile from the Soil Survey Geographic (SSURGO)
database for McKinley County Area, NM published in 2008,
clipped to FWDA boundary; dataset available at
http://rgis.unm.edu/
10 m cell solar radiance dataset created from DEM

―Source‖ abbreviations:
NMBGMR
OCA
USDA
USGS
USU

New Mexico Bureau of Geology and Mineral Resources
Office of Contract Archeology, University of New Mexico
United States Department of Agriculture
United States Geological Survey, United States Department of the Interior
College of Natural Resources, Utah State University
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D.1. Summary of Archaeological Data and Preprocessing Tasks
Brief descriptions of the archaeological data files and major data cleaning tasks are provided for
each of the datasets (ceramics, components, features, historic artifacts, and lithics).
Ceramics











OCA’s Wallsa.dbf contains 15,909 records organized around sample number; filter out
4,281 ceramic records (n=17,727 sherds)
Add 17 historic sherds found with historic data and not in Wallsa.dbf.
Assign waretype and functional class to each of 63 ceramic types. See Appendix D.2.
Cross-reference to components table to assign component number:
o 2,573 records are from single component sites and given a component #
o 1,616 of 1,708 records are from multi-component sites & given a component #
o 92 of 1,708 records are from multi-component sites but cannot confidently be
assigned component # as they appear to be intrusive. Discarded from analysis.
―Dummy‖ records are added for the 523 components without ceramic artifacts.
New table created (Ceramics2011.xls):
o Has 4,712 records (n=17,487 sherds)
o Has 6 columns: lacomp, lano, ctype, ccount, waretype, and gceramic
Run Ceramics2011.xls through SAS program #1 to convert to common structure:
o With 1,024 records (1 per component)
o With 77 columns: lacomp, 63 ceramic types, 10 waretypes, and 3 general
ceramic types)
Merge the resulting file, ceramics.xlsx, with four other files using SAS program #2

Components
 OCA’s Comploc.shp contains 1,001 records organized around component. This table,
containing spatial coordinates and basic site information for each component, is exported
into Excel.
 Standardize the classes for culture, period, and date variables.
 Add additional 22 sites with 23 components to dataset based on information obtained
from site reports and NMCRIS.
 New table created (component.xlsx):
o With 1,024 records (1 per component)
o With 12 columns: lacomp, lano, and 10 other variables related to site and/or
component provenience and type.
 Component.xlsx was merged with the other four files using SAS program #2.
Features



OCA’s feat.dbf and WINSFS.dbf were combined by USACE ABQ District. Based on
feature type (feattype), they further subdivided each feature into more general categories
including: habitation, non-habitation, ranching, TCP, and burial.
Standardized and reduced feature classes by reclassifying feature type based on
NMCRIS’s Guidelines for Submitting Archeological Records (Section 10, dated May
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2009, accessed from http://stubbs.arms.state.nm.us/arms/help/la_appendices_features.doc
on November 2010). See Appendix D.6.
―Dummy‖ records are added for the 297 components without features.
New table created (Features2011.xls):
o Has 1848 records (n=2,260 features)
o Has 5 columns: lacomp, lano, feattype, featfreq, and gfeature
Run Features2011.xls through SAS program #1 to convert to common structure:
o With 1,024 records (1 per component)
o With 58 columns: lacomp, 52 feature types, 5 general feature classes
Merge the resulting file, features.xlsx, with four other files using SAS program #2

Historic artifacts
 OCA’s SiteMemo.txt is exported into Excel as a space delimited file.
 Reparse columns appropriately and clean data; resulting table has 4386 records
 Classify data into three classification schemes: historic artifact type, specific function of
artifact, and general function of artifact. See classifications in Appendix D.4.
 Cross-reference to components table to assign component number:
o 2,398 records are from single component sites and given a component #
o 1,976 of 1,988 records are from multi-component sites & given a component #
o 12 of 1,988 records are from multi-component sites but cannot confidently be
assigned component # as they appear to be intrusive. Discarded from analysis.
 ―Dummy‖ records are added for the 489 components without historic artifacts.
 New table created (Historic2011.xls):
o Has 4,863 records (n=14,488 historic artifacts)
o Has 6 columns: lacomp, lano, htype, count, sfunction, and gfunction
 Run Historic2011.xls through SAS program #1 to convert to common structure:
o With1,024 records (1 per component)
o With 118 columns: lacomp, 83 historic artifact types, 26 functional classes, and 8
more general functional classes
 Merge the resulting file, historic.xlsx, with four other files using SAS program #2

Lithics







OCA’s Wallsa.dbf contains 11,469 lithic records. However, this data turns out to be
unusable, as it is impossible to assign component numbers.
Survey-ocr.djvu is a digital copy of the OCA survey report’s Summary of Lithic Site Data
from Vierra (1997). Has summary lithics data for 572 sites in FWDA based on 13,057
lithic artifacts. This data was used for analysis.
Convert djvu to pdf format, then run through OCR, then export into Excel spreadsheet
Clean classes and transpose Lithic Assemblage & Dominant Material variables so that
each of their classes is a variable in and of itself.
Classify lithic count for each component by relative frequency classes
Cross-reference to components table to assign component number:
o 354 records are from single component sites and given a component #
o 200 of 218 records are from multi-component sites & given a component #
o 18 of 218 records are from multi-component sites but cannot confidently be
assigned component # as they appear to be intrusive. Discarded from analysis.
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Resulting table has 554 records, representing the 554 components (and sites) with lithics.
―Dummy‖ records are added for the 470 components without lithic artifacts.
New table created (FWDA Lithics Summary11.xlsx):
o Has 1,024 records (1 per component; n=12,101 lithics)
o Has 22 columns: lacomp, lithic group, total lithic classes, 11 dominant material
classes, 3 tool reduction classes, 2 retouch classes, and 3 tool use/function classes
As FWDA Lithics Summary11.xlsx had been manually organized to conform to the
common data structure, it was unnecessary to run it through SAS program #1. Rather,
with some minor modifications, lithics.xlsx was merged with the other four files using
SAS program #2.
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D.2. Classification of Ceramic Types
The ceramic artifacts were classified according to type (with 63 classes), waretype (with 10
classes), and general ceramic type (with 3 classes). Only the most specific classification, CTYPE,
was used for the analysis.

CTYPE

CTYPE
FREQ

WARETYPE

GCERAMIC

Black Mesa B/W

4

Tusayan Whiteware

Decorated

Chaco B/W

29

Cibola Whiteware

Decorated

Chaco-McElmo B/W

12

Cibola Whiteware

Decorated

Chupadero B/W

1

Mogollon Wares

Decorated

Chuska Indented Corrugated

8

Cibola Grayware

Utility

Corrug. Exterior w/ B/R Interior

8

White Mountain Redware

Decorated

Dentate Grayware

1

Cibola Grayware

Utility

Escavada B/W

113

Cibola Whiteware

Decorated

Gallup B/W

571

Cibola Whiteware

Decorated

Historical Matte Paint

3

Historical Wares

Decorated

Incised Corrugated Gray

20

Cibola Grayware

Utility

Indented Corrugated Gray
w/painted int.

12

Cibola Grayware

Utility

Kana-a Neck Banded

8

Tusayan Grayware

Utility

Kayenta Polychrome

8

Tsegi Orangeware

Decorated

Kiatuthlanna B/W

2

Cibola Whiteware

Decorated

Klageto B/W

14

Cibola Whiteware

Decorated

Lino Gray

16

Tusayan Grayware

Utility

Mogollon Corr. Brownware

1

Mogollon Brownware

Utility
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Narrow Neck Banded Gray

20

Cibola Grayware

Utility

Neck Corrugated Gray

10

Cibola Grayware

Utility

PII Corrugated Gray Rim

181

Cibola Grayware

Utility

PIII Corrugated Gray Rim

47

Cibola Grayware

Utility

PII-III Corrugated Gray Rim

80

Cibola Grayware

Utility

Pinedale B/R

1

White Mountain Redware

Decorated

Plain Brown

31

Mogollon Brownware

Utility

Plain Gray

543

Cibola Grayware

Utility

Puerco B/R

113

White Mountain Redware

Decorated

Puerco B/W

797

Cibola Whiteware

Decorated

Red Mesa B/W

449

Cibola Whiteware

Decorated

Redwares, unk.

5

Mogollon Wares

Decorated

453

Cibola Whiteware

Decorated

Snowflake B/W

1

Cibola Whiteware

Decorated

Socorro B/W

2

Cibola Whiteware

Decorated

Springerville Polychrome

2

White Mountain Redware

Decorated

St. Johns B/R

115

White Mountain Redware

Decorated

St. Johns Polychrome

167

White Mountain Redware

Decorated

Tularosa B/W

329

Cibola Whiteware

Decorated

Unidentified Black/Brown

11

Other/Unknown

Unknown

Unidentified Chuska Whiteware

1

Cibola Whiteware

Decorated

Unidentified Cibola Black-on-Gray

1

Cibola Whiteware

Decorated

Unidentified Cibola Grayware

1286

Cibola Grayware

Utility

Unidentified Cibola Whiteware

1756

Cibola Whiteware

Decorated

Unidentified Clapboard Corrugated
Gray

346

Cibola Grayware

Utility

Reserve B/W
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Unidentified Glaze Polychrome

51

White Mountain Redware

Decorated

Unidentified Hatched CWW

106

Cibola Whiteware

Decorated

Unidentified Indented Corrugated
Gray

6892

Cibola Grayware

Utility

Unidentified Medium Line CWW

395

Cibola Whiteware

Decorated

Mogollon Brownware

Utility

Unidentified Mogollon Brown

3

Unidentified Narrow Line CWW

159

Cibola Whiteware

Decorated

Unidentified Navajo

696

Historical Wares

Unknown

Unidentified Reserve/Tularosa
B/W

43

Cibola Whiteware

Decorated

Unidentified Solid CWW

160

Cibola Whiteware

Decorated

Unidentified Solid/Hatched CWW

8

Cibola Whiteware

Decorated

Unidentified Wingate/St. Johns
B/R

33

White Mountain Redware

Decorated

Unidentified Wt. Mt. Redware

380

White Mountain Redware

Decorated

Unidentified Wt. Mt. Redware B/R

101

White Mountain Redware

Decorated

Unidentified Wt. Mt. Redware
Polychrome

28

White Mountain Redware

Decorated

Unknown Ceramic

38

Other/Unknown

Unknown

Unknown Historical

29

Historical Wares

Unknown

White Mound B/W

3

Cibola Whiteware

Decorated

Wingate B/R

277

White Mountain Redware

Decorated

Wingate Polychrome

205

White Mountain Redware

Decorated

Zuni, post 1700

302

Historical Wares

Decorated

TOTAL

17,487
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D.3. SAS Program 1: Convert to Common Structure
The SAS program below was used to convert the artifact and feature tables into a common
structure. The program was written by Zoe Johnson and Larry Spear.

options symbolgen source2;
PROC IMPORT OUT= WORK.bigtest
DATAFILE= "C:\temp\Ceramics2011.xls"
DBMS=EXCEL REPLACE;
RANGE="Ceramics$";
GETNAMES=YES;
MIXED=NO;
SCANTEXT=YES;
USEDATE=YES;
SCANTIME=YES;
RUN;
proc freq;
tables ctype/out=ctype;
tables waretype/out=wtf;
tables gceramic/out=gcf;
run;
%global maxctype maxgcf maxwtf;
/********** gcf **********/
data gcf;
set gcf;
dummy=1;
run;
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filename gcffi 'C:\temp\gcffi.txt';
filename wtffi 'C:\temp\wtffi.txt';
filename ctypefi 'C:\temp\ctypeffi.txt';
filename incgcf 'C:\temp\incgcf.txt';
filename incwtf 'C:\temp\incwtf.txt';
filename incctype 'C:\temp\incctype.txt';
filename labgcf 'C:\temp\incgcfl.txt';
filename labwtf 'C:\temp\incwtfl.txt';
filename labctype 'C:\temp\incctypel.txt';
data gcfout;
set gcf;
by dummy;
file gcffi;
if first.dummy then do;
put 'data gcffi;';
put ' input gcfno 3. +1 gceramic $40.;';
put 'cards;';
end;
put _n_ 3. gceramic $40.;
if last.dummy then do;
put 'run;';
call symput ('maxgcf',trim(left(_n_)));
end;
fmtname='gcffmt';
start=_n_;
label=gceramic;
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run;
proc print; run;
%include gcffi;
proc format cntlin=gcfout; run;

data _null_;
set gcfout;
file incgcf;
put "if gceramic = '" gceramic "' then gcfvar{" _n_ "}=ccount;";
file labgcf;
x=trim(left(put(_n_,5.)));
gceramic=compress(gceramic,".,-_ ");
if gceramic=' ' then gceramic="m1ssing";
put "label gcfvar" x " = '" gceramic "';";
run;
/********** wtf **********/
data wtf;
set wtf;
dummy=1;
run;

data wtfout;
set wtf;
by dummy;
file wtffi;
if first.dummy then do;
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put 'data wtffi;';
put ' input wtfno 3. +1 waretype $40.;';
put 'cards;';
end;
put _n_ 3. waretype $40.;
if last.dummy then do;
put 'run;';
call symput ('maxwtf',trim(left(_n_)));
end;
fmtname='wtffmt';
start=_n_;
label=waretype;
run;
proc print; run;
%include wtffi;
proc format cntlin=wtfout; run;

data _null_;
set wtfout;
file incwtf;
put "if waretype = '" waretype "' then wtfvar{" _n_ "}=ccount;";
file labwtf;
x=trim(left(put(_n_,5.)));
waretype=compress(waretype,".,_- ");
if waretype=' ' then waretype='m2ssing';
put "label wtfvar" x " = '" waretype "';";
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run;
/********** ctype **********/
data ctype;
set ctype;
dummy=1;
run;

data ctypeout;
set ctype;
by dummy;
file ctypefi;
if first.dummy then do;
put 'data ctypefi;';
put ' input ctypeno 3. +1 ctype $40.;';
put 'cards;';
end;
put _n_ 3. ctype $40.;
if last.dummy then do;
put 'run;';
call symput ('maxctype',trim(left(_n_)));
end;
fmtname='ctypefmt';
start=_n_;
label=ctype;
run;
proc print; run;
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%include ctypefi;
proc format cntlin=ctypeout; run;

data _null_;
set ctypeout;
file incctype;
put "if ctype = '" ctype "' then ctypevar{" _n_ "}=ccount;";
file labctype;
x=trim(left(put(_n_,5.)));
ctype=compress(ctype,",._- ");
if ctype = ' ' then ctype="m3ssing";
put "label ctypevar" x " = '" ctype "';";
run;
%put &maxctype &maxwtf &maxgcf;
data flatout;
set bigtest;
length ctypevar1-ctypevar&maxctype 4 wtfvar1-wtfvar&maxwtf 4 gcfvar1gcfvar&maxgcf 4;
array ctypevar {&maxctype} ctypevar1-ctypevar&maxctype;
array wtfvar {&maxwtf} wtfvar1-wtfvar&maxwtf;
array gcfvar {&maxgcf} gcfvar1-gcfvar&maxgcf;
%include incctype;
%include incwtf;
%include incgcf;
%include labctype;
%include labwtf;
%include labgcf;
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run;
proc summary data=flatout;
class lacomp lano;
output out=flatoutsum sum(ctypevar1-ctypevar&maxctype wtfvar1-wtfvar&maxwtf
gcfvar1-gcfvar&maxgcf)=
ctypevar1-ctypevar&maxctype wtfvar1-wtfvar&maxwtf gcfvar1-gcfvar&maxgcf;
run;
data lacomp lano;
set flatoutsum;
if _type_ = 1 then output lacomp;
else if _type_= 2 then output lano;
run;
PROC EXPORT DATA= WORK.LACOMP
OUTFILE= "C:\temp\output.xls"
DBMS=EXCEL LABEL REPLACE;
sheet="lacomp";
RUN;
PROC EXPORT DATA= WORK.LAno
OUTFILE= "C:\temp\output.xls"
DBMS=EXCEL LABEL REPLACE;
sheet="lano";
RUN;
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D.4. Classification of Historic Artifacts
The historic artifacts were classified according to type (with 83 classes), specific function (with
26 classes), and general function (with 8 classes). Only the most specific classification, HTYPE,
was used for the analysis.
# Classes

HTYPE

SFunction

GFunction

1

Agricultural

Animal Supplies

Architectural Hardware

2

Animal shoe

Apparel Accessories

Domestic

3

Barrel

Automobile

General Hardware

Bead

Construction
Hardware

Kitchen

5

Beverages

Construction
Materials

Other

6

Bottle drop

Containers

Personal

7

Brick/Cement

Curated Item

Transportation

8

Bucket

Electrical

Working Animal

9

Buttons and Fasteners

Firearms

10

Cable

Fixture/Furnishing

11

Canvas/Grommet

Food Containers

12

Cartridge, Centerfire

Food Remains

13

Cartridge, Rimfire

Health/Cosmetic

14

Ceramic figurine

Hygiene

15

Chemical container

Kitchenware

16

Coal

Leather

17

Cosmetic jar

Metal

18

Crate

Miscellaneous

19

Crockery

Other Activities

4
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20

Cutlery

Railroad

21

Dinnerware

Recreational

22

Domestic tool

Rubber

23

Door part

Tableware

24

Drum

Tools

25

Dry goods

Water Device

26

Faunal

Wood

27

Feather

28

Fine dinnerware

29

Fine glassware

30

Flashlight

31

Fragment

32

Fruits/Vegetables

33

Fuel can

34

Glassware

35

Grooming

36

Hand wrought nails

37

Horse tack

38

Ink jar

39

Insulator

40

Kerosene can

41

Kitchen tools

42

Lamp glass

43

Medicine bottle

44

Metalworking
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45

Milled wood

46

Mineral/Rock

47

Musical instrument

48

Nuts/Bolts/Washers/Rivets

49

Other

50

Padlock

51

Paint can

52

Pallet

53

Perfume

54

Personal container

55

Pipe/Tube

56

Pots/pans/kettles

57

Processed meats

58

Projectile point

59

Ration cans

60

Ring/Disc

61

Rod

62

Round/Wire nails

63

Sheep supply

64

Sheet/Corrugated metal

65

Shell

66

Shell casing

67

Shoe part

68

Sign

69

Smoking pipe
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70

Square/Cut nails

71

Stake/Dowel

72

Stove Parts

73

Strip/Band

74

Tacks/Staples

75

Tobacco can

76

Toys/Games

77

Trough

78

Unclassifiable

79

Vehicle part

80

Wash basin/tub

81

Window glass

82

Wire

83

Woodworking
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D.5. Description of Historic Artifacts
The table below provides a description for each of the 83 historic artifact classes or HTYPE. It is
sorted from highest to lowest frequency counts.

HTYPE

Frequency

Description

Beverages
(Glass/Can)

7054

Vessel glass and cans by content (milk, juice, beer, soda)
or opening type (church key, ice pick, pull tab, punched,
puncture, screw on, and spout)

Dinnerware

1956

Fragments of plates, cups, bowls (stoneware, earthenware,
tin)

Unclassifiable

1192

Many unclassifiable cans and some miscellaneous
hardware

Dry goods

590

Cans by content (baking powder, cocoa, lard, soup, tea,
tobacco) or opening type (applied rim, friction, keyopened, key-opened round, knife opened, knife completely
around, lip, pop out, pry out, pull-off, push-on, removable,
slide-on, slip-on, and snap-on)

Window glass

490

Window glass shards

Fruits/Vegetables

293

Jars and cans by openings (can-opener, cut, knife opened,
knife completely around, lever, rotary, and x cut)

Fragment

269

Unclassifiable leather, metal, rubber, and wood fragments

Crockery

237

Crockery fragment (stoneware, earthenware, glaze)

Faunal

213

Fragments from cow/bison, deer, goat/sheep, turkey,
rabbits, rodents, etc.

Fine dinnerware

202

Porcelain sherds

Milled wood

174

Pieces of milled wood (boards, post, stake

Wire

144

Pieces of various types of wire

Processed meats

124

Cans by content (potted meat, sardine) and by openings
(key opened, key opened rectangular)

Strip/Band

113

Metal strips and bands
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Buttons and
Fasteners

112

Buttons (metal, porcelain, shell), buckle, and other
fasteners

Tobacco can

99

Tobacco cans (with different openings)

Cosmetic jar

72

Vessel glass (Milk/White, cobalt-blue)

Medicine bottle

70

Vessel glass by content or by shape (oval)

Shoe part

63

Shoe parts and fragments

Bucket

57

Bucket or pail

Square/Cut nails

56

Nails (square, metal cut)

Pots/pans/kettles

54

Coffee pots, pans, and kettles

Round/Wire nails

53

Nails (round, wire)

Ration cans

52

Cans by content (military ration) and by opening (opened
with P38)

Sheet/Corrugated
metal

51

Metal sheets, roofing materials

Bottle drop

40

bottle drop

Fuel can

40

Cans by transportation-related content (gas, jerry, oil)

Kerosene can

39

Can by content (kerosene) or size (5 gallon or tall
rectangular)

Glassware

35

Drinking glass

Ring/Disc

33

Metal rings and discs

Vehicle part

32

Vehicle part (batteries, filters, plates, etc.)

Wash basin/tub

31

Metal wash basins

Stove Parts

28

Stove parts

Cutlery

27

Utensil parts (knives, spoons)

Other

26

Miscellaneous personal and domestic items

Shell casing

24

Shell casing and cartridges

22

Fasteners (bolt, nut, rivet, washer)

Nuts/Bolts/Washers/
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Rivets
Fine glassware

21

Glass with design

Lamp glass

21

Glass fragments from lamps or lanterns

Insulator

18

Insulator fragments of porcelain or glass

Personal container

15

Worked Cans, lunchboxes

Stake/Dowel

15

Wooden stakes

Shell

14

Marine shells

Toys/Games

14

Children's toys

Chemical container

13

Glass from bleach container (chlorox, purex)

Horse tack

13

Saddlery (bridle, buckle, latigo, singletree)

Kitchen tools

13

Kitchen items (cast iron, shaker, wash pan, etc.)

Animal shoe

12

Shoes for horse, mule, burro

Cartridge, Centerfire

12

Cartridge or shell from centerfire/shotgun

Barrel

11

Barrel part (hoop, stave, strap, band)

Domestic tool

10

Funnel, awl, scissors

Mineral/Rock

10

Rocks (groundstone, hematite, sandstone, slate)

Pipe/Tube

10

Metal pipe fragments

Bead

8

Beads from glass, bone, or shell

Paint can

8

Paint can

Agricultural

7

Tools (shovel, pitch fork)

Cable

7

Cable or twisted wire

Grooming

7

Grooming items (clippers, comb, curler, etc.)

Rod

7

Metal bars and rods

Door part

6

Door part (bracket, latch, hinge)

Metalworking

6

Metal tools (wrench, file)

258

Tacks/Staples

6

Fence staples and tack

Woodworking

6

Axe parts

Canvas/Grommet

5

Canvas or grommet and fragments

Ceramic figurine

5

China figurine fragments

Musical instrument

5

Harmonica parts

Hand wrought nails

4

Hand wrought nails

Perfume

4

Glass bottle or stopper

Brick/Cement

3

Brick or cement fragment

Projectile point

3

Metal projectile points

Drum

2

55 gallon drum

Sheep supply

2

Sheep supplies (bell, comb)

Trough

2

Watering trough

Cartridge, Rimfire

1

Shell from 22 caliber

Coal

1

Coal piece

Crate

1

Packing crate

Feather

1

Feather

Flashlight

1

Fragment from flashlight

Ink jar

1

Ink jar

Padlock

1

Padlock part

Pallet

1

Metal pallet

Sign

1

Railroad sign

Smoking pipe

1

Smoking pipe

TOTAL

14,502
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D.6. Classification of Features
The table below shows the reduction and reclassification of the feature type (FEATTYPE)
variable from 376 to 52 classes. Frequency counts of the new classes are provided.
New Classes (n=52)

Old Classes (n=376)

Activity Area

lithic special activity area

Frequency
3

Work station

Agricultural Field

Agricultural field

1

Ash/Charcoal Stain

ash and charcoal

184

ash and charcoal features
ash and charcoal stain
ash and charcoal stains
Ash dump**
ash feature
ash piles (4)
Ash stain
ash stain (1)
ash stain (2)
ash stain (5)
ash stain (6)
ash stain and associated fire-cracked rock
Ash stain with FCR
ash stains
ash stains (2)
ash stains (3)
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ash stains (4)
ash/charcoal feature
ash/charcoal pile
ash/charcoal stain
ash/charcoal stains
ash-stain
Small ash stain
Small rock concentration with ash

Bedrock Mortar

Bedrock metate

2

Bedrock Mortar

Bin / Cist

Bin/Cist

9

Feeding bin
mealing bin
mealing bin (1)

Burial/Grave

Burial

42

burial (crevice)
burial ?
Burial?
burials
Possible burial

Cache

cache

1

Cairn

cairn

10

cairn?
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collapsed cairn
historical rock cairn
Rock cairn
rock pile and cairn etc

Corral

Brush and stone corral
Brush corral
brush corral (1)
brush corral (2)
brush corral feature and ash stain
brush corral feature with a small associated artifact
scatter
brush corral features (2)
brush corral or wood structure
Brush corral wall
Brush corral?
brush corrals
brush corrals (2)
brush corrals (3)
Corral
Corral (2)
corral wall
corral wall segments
corral/pen (1)
corrals
corrals (2)
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272

corrals (3)
Horse corral
Large brush corral
Log corral
remnant brush corral
small brush corral
small corral/summer shelter

Culturally Modified Tree

Drying rack

6

Drying/utensil rack
Log trough
log trough (1)
Post in tree

Culturally Peeled Tree

"Squaw tree"

5

Squaw tree
Tree modified

Depression

depressions

3

Dugout

Dugout structure

2

dug-out structure

Dump

ash and burned rock feature (ash dump)
ash and charcoal dump
ash and charcoal stains orash dumps (6)
ash and trash dump
ash dump (1)
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218

ash dump and burned bone
ash dumps
ash dumps (2)
ash/charcoal dump
ash/charcoal dumps
historic trash dumps
historical trash
Historical trash dump
large ash dump
trash dump
trash dumps
trash scatter
trash/ash pile (25)

Fence

brush alignment

8

Brush fence-line
brush fences (3)
Fence-line
post fenceline

Fire-Cracked Rock
Concentration

FCR Concentration
fire-cracked rock
fire-cracked rock (1)
Fire-cracked rock con.
Fire-cracked rock conc.
Fire-cracked rock concentration
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72

fire-cracked rock concentrations
fire-cracked rock feature
fire-cracked rock features
fire-cracked rock scatter
fire-cracked rock scatters
fire-cracked rock/ash concentration

Forked Stick Hogan

forked-stick hogan

13

Forked-stick shelter
Forked-stick structure
fork-stick structure

Game Pit/Trap

Wood animal trap

Hearth

ash stain (probable hearth)
charcoal hearth with large hand hewn log
fire-cracked rock with charcoal (hearths)
Hearth
hearth (1)
Hearth (slab-lined)
hearth and rock ring feature
hearth feature
hearth features
hearth features (2)
hearth features (5)
hearths
hearths (1-2)
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1

121

hearths and rock alignment feature
Slab-lined hearth
Slab-lined hearth/bin
stone hearth

Hogan

Cribbed-log (?) hogan
Cribbed-log hogan
cribbed-log hogan (1)
Cribbed-log hogan?
cribbed-log hogans
cribbed-log hogans (3)
cribbed-log structure
historical navajo hogan
Hogan
hogan (1)
Hogan (2)
hogan (burned)
hogan and rock piles
hogan base
Hogan foundation
hogan foundation (1)
hogan masonry
hogan or summer structure
hogan rock ring
hogan structures
hogan(s)

266

277

Hogan?
hogans
hogans (15)
hogans (2)
hogans (3)
hogans (double)
Stone hogan
Summer Hogan
wooden hogan
wooden hogan structures

Horno/Oven

horno

5

hornos

Isolated Room

Isolated room

12

Jacal structure
Jacal surface structure
Jacal surface structures
Room addition

Kiva

Kiva

37

Pitstructure (kiva)

Lambing Pen

Breaking pen

19

Lamb pen
Lambing pen
lambing pen (1)

267

lambing pen? (1)

Log Cabin

features including at least 3 log cabins (22)

23

wood structure (log cabin) (1)

Midden

ceramic midden

76

fire-cracked rock middens
Midden
midden (artifact)
midden (ceramic and lithic )
middens (2)
middens (3)
sheet midden

Milled Lumber Structure

milled wood structure

Mound

Field House

2

167

large rubble mound
large rubble mound feature
large rubblemound complex
large rubblemounds
Mound
rock concentrations-structures (2)
rock pile (structure)
Rubble mound
rubble mound (1)
Rubble mound (one-room structure)
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rubble mounds
rubble mounds with ceramic and lithic scatter
rubblemound
rubblemound (1)
rubblemound features
rubblemound with multiple rooms
rubblemounds
rubblemounds (2)
rubblemounds (3)
second rubblemound feature
small rubblemound
small rubblemounds
Structural rubble
structure rubble
structure rubble (1)
structure rubble (fieldhouse)
structure rubble concentrations (possibly
fieldhouses)
structure rubble scatter

Outbuilding

Storage facility

5

Outhouse

privies

1

Petroglyph

Petroglyph

2

Petroglyph panel

Pit, Undefined

large pit structure

269

37

pit features (2)
Pit structure
pits
pitstructure
pitstructures
storage pit

Pithouse

Pithouse

2

Plaza

Plaza

2

Ramada/Shelter

Lean-to

80

lean-to structure
lean-to wood structure
Lean-to-structure
Lookout structure
ramada
ramada?
rock alignment/windbreak
Stone windbreak
wind break
Windbreak
windbreak and wood piles
Windbreak?
wood pile and windbreak
wood structure (shelter)

270

Reservoir

Reservoir

1

Road/Trail

trail

1

Roasting Pit

Roasting pit

1

Rock Alignment,
Undefined

other fea

91

other features
rock alignment
rock alignment (1)
rock alignments
rock alignments (2)
Rock concentration
rock concentrations
rock concentrations (3)
rock pile
rock pile (1)
rock pile and woodchop area (1)
rock pile feature
rock pile(?)
rock piles
Rock wall
rock wall alignment
sandstone rock pile
sandstone scatter
upright slab feature
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Upright slabs

Rockshelter

rock shelter

9

rock shelter (3)
rock shelter with midden and artifact scatter
Rockshelter

Roomblock

15 Roomblocks

54

Roomblock
roomblock (1)
roomblock (dry-laid masonry rooms) (2)
roomblocks (1)
Rubble mound (roomblock)

Shrine

shrine

2

Spring Control Structure

Developed spring

1

Stone Circle

Rock ring

5

rock ring feature
Semi-circular rock align.

Structure Foundation

Concrete/stone structure

1

Structure, Undefined

brush structure (summer hogan?)

91

circular wood structure
rock and wood structure
small stone structure
small wooden structure (1)
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Stone structure
structural feature
structural features
structural remains
structure
structure (burned wood )
structures (2)
Wodd structure and large juniper elements
Wood structure
wood structure? (1)
wood structures
wood structures ("sick houses")
wood structures (2)
wood structures (3)
wooden structural features

Sweat Lodge

Collapsed sweatlodge
navajo sweatlodge with cut wood
Sweat lodge
Sweatlodge
sweatlodge (1)
sweatlodge (2)
sweatlodge and historical scatter
sweatlodge with fire-cracked rock (1)
sweatlodge with rock piles
Sweatlodge, discard pile
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104

Sweatlodge?
sweatlodges

Sweat Rock Feature

burned sandstone discard pile
Discard pile
discard pile (1)
Discard pile/ash
Discard pile/ash stain
Discard pile?
discard piles
discard/feeder rock piles
feeder and discard piles
feeder and discard piles (1)
Feeder pile
feeder pile and discard pile
Feeder pile?
feeder rock pile
feeder rock pile (1)
Feeder/discard pile
feeder/discard pile with ash
feeder/discard piles
fire-cracked rock (discard) pile
fire-cracked rock discard pile
fire-cracked rock pile
rock (discard) pile
rock pile features related to sweat activities (no

274

110

sweatlodge remains)
sweat features
sweat piles
sweatrock piles

Tent Base

Tent base platform

3

tent or tepee base
tent platform

Wall

wall alignment

5

walls

Water Control Device

Check dam

11

check dams
water control devices (5)
Water control feature

Wood Concentration

axe-cut wood piles
chopped wood
cut wood pile (1)
milled wood
small fork-stick wood feature
stacked wood
Wood chop area
Wood pile
wood pile feature (1)
wood piles
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50

wood piles (4)
Wood scatter
woodpile
woodpile (1)
2,260

TOTAL

*Ash dumps were reclassified as ―Dump‖ except in one case. The ash dump associated with LA #107105
was reclassified to ―Ash/Charcoal Stain‖ to reflect its association to a prehistoric component and not a
historic component.
**The new classes were based on the feature definitions listed in Section 10 of NMCRIS Guidelines for
Submitting Archeological Records dated May 2009, with two additional classes for Culturally Peeled Tree
and Sweat Rock Feature.
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D.7. SAS Program 2: Merge Files
The SAS program below was used to merge the archaeological data tables together. The program
was written by Larry Layne.

proc sort data=component; by lacomp; run;
proc sort data=ceramics; by lacomp; run;
proc sort data=features; by lacomp; run;
proc sort data=historic; by lacomp; run;
proc sort data=lithics; by lacomp; run;

data mergeall; merge component ceramics features historic lithics; by lacomp; run;

proc export data=WORK.mergeall
outfile='c:\veronica'
dbms=dlm;
delimiter='&';
run;
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D.8. List of Variables in Merged File
The 283 variables in the final merged file are listed below. The colors represent the variables for
component/site, ceramics, features, historic artifacts, and lithics respectively.

Variable

Variable

Variable

LACOMP

Cairn

MineralRock

LANO

Corral

MusicalInstrument

ELEVCODE

CulturallyModifiedTree

NutsBoltsWashersRivets

ESOSET1

CulturallyPeeledTree

Other

TOPO

Depression

Padlock

ELIPSIZE

Dugout

PaintCan

TOTALCOMP

Dump

Pallet

CULTURE

Fence

Perfume

PERIOD

FireCrackedRockConcentration

PersonalContainer

DATE_

ForkedStickHogan

PipeTube

SITETYPE

GamePitTrap

PotsPansKettles

COMPTYPE

Hearth

ProcessedMeats

BlackMesaBW

Hogan

ProjectilePoint

ChacoBW

HornoOven

RationCans

ChacoMcElmoBW

IsolatedRoom

RingDisc

ChupaderoBW

Kiva

Rod

ChuskaIndentedCorrugated

LambingPen

RoundWireNails

CorrugExteriorwBRInterior

LogCabin

SheepSupply

DentateGrayware

Midden

SheetCorrugatedMetal

EscavadaBW

MilledLumberStructure

Shell

GallupBW

Mound

ShellCasing
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HistoricalMattePaint

Outbuilding

ShoePart

IncisedCorrugatedGray

Outhouse

Sign

IndentedCorrugatedGraywpaintedin

Petroglyph

SmokingPipe

KanaaNeckBanded

PitUndefined

SquareCutNails

KayentaPolychrome

Pithouse

StakesDowels

KiatuthlannaBW

Plaza

StoveParts

KlagetoBW

RamadaShelter

StripBand

LinoGray

Reservoir

TacksStaples

MogollonCorrBrownware

RoadTrail

TobaccoCan

NarrowNeckBandedGray

RoastingPit

ToysGames

NeckCorrugatedGray

RockAlignmentUndefined

Trough

PIICorrugatedGrayRim

Rockshelter

Unclassifiable

PII-IIICorrugatedGrayRim

Roomblock

VehiclePart

PIIICorrugatedGrayRim

Shrine

WashBasinTub

PinedaleBR

SpringControlStructure

WindowGlass

PlainBrown

StoneCircle

Wire

PlainGray

StructureFoundation

Woodworking

PuercoBR

StructureUndefined

AnimalSupplies

PuercoBW

SweatLodge

ApparelAccessories

RedMesaBW

SweatRockFeature

Automobile

Redwaresunk

TentBase

ConstructionHardware

ReserveBW

Wall

ConstructionMaterials

SnowflakeBW

WaterControlDevice

Containers

SocorroBW

WoodConcentration

CuratedItem

SpringervillePolychrome

Burial

Electrical

StJohnsBR

Habitation

Firearms

StJohnsPolychrome

NonHabitation

FixtureFurnishing
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TularosaBW

Ranching

FoodContainers

UnidentifiedBlackBrown

TCP

FoodRemains

UnidentifiedChuskaWhiteware

Agricultural

HealthCosmetic

UnidentifiedCibolaBlackonGray

AnimalShoe

Hygiene

UnidentifiedCibolaGrayware

Barrel

Kitchenware

UnidentifiedCibolaWhiteware

Bead

Leather

UnidentifiedClapboardCorrugatedG

Beverages

Metal

UnidentifiedGlazePolychrome

BottleDrop

Miscellaneous

UnidentifiedHatchedCWW

BrickCement

OtherActivities

UnidentifiedIndentedCorrugatedGr

Bucket

Railroad

UnidentifiedMediumLineCWW

ButtonsandFasteners

Recreational

UnidentifiedMogollonBrown

Cable

Rubber

UnidentifiedNarrowLineCWW

CanvasGrommet

Tableware

UnidentifiedNavajo

CartridgeCenterfire

Tools

UnidentifiedReserveTularosaBW

CartridgeRimfire

WaterDevice

UnidentifiedSolidCWW

CeramicFigurine

Wood

UnidentifiedSolidHatchedCWW

ChemicalContainer

ArchitecturalHardware

UnidentifiedWingateStJohnsBR

Coal

Domestic

UnidentifiedWtMtRedware

CosmeticJar

GeneralHardware

UnidentifiedWtMtRedwareBR

Crate

Kitchen

UnidentifiedWtMtRedwarePolychrom

Crockery

Others

UnknownCeramic

Cutlery

Personal

UnknownHistorical

Dinnerware

Transportation

WhiteMoundBW

DomesticTool

WorkingAnimal

WingateBR

DoorPart

LithicGroup

WingatePolychrome

Drum

TotalLithicClasses

Zunipost1700

DryGoods

Chalcedony
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CibolaGrayware

Faunal

Chert

CibolaWhiteware

Feather

Chinle

HistoricalWares

FineDinnerware

Fossiliferous

MogollonBrownware

FineGlassware

Igneous

MogollonWares

Flashlight

Limestone

Other/Unknown

Fragment

Obsidian

TsegiOrangeware

FruitsVegetables

Quartzite

TusayanGrayware

FuelCan

Sandstone

TusayanWhiteware

Glassware

Schist

WhiteMountainRedware

Grooming

SilicifiedWood

Decorated

HandWroughtNails

Primary

Unknown

HorseTack

Secondary

Utility

InkJar

Tertiary

ActivityArea

Insulator

Formal

AgriculturalField

KeroseneCan

Informal

AshCharcoalStain

KitchenTools

ToolUse

BedrockMortar

LampGlass

Grinding

BinCist

MedicineBottle

Hammerstone

BurialGrave

Metalworking

Cache

MilledWood
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D.9. Creation of Response Variable (CompID)
CompID groups were based on unique combinations of Date and Culture variables. If either or
both of these variables were ―Unknown,‖ then those components were not assigned a CompID
and excluded from the analysis. In the table below, frequency signifies the number of records or
cultural components in each group.
CompID DATE_

Culture

Frequency

1

BC 11000-5500

Paleoindian

1

2

BC 5500-3300

Archaic

2

3

BC 3300-1800

Archaic

3

4

BC 1800-AD 400

Archaic

15

Unknown

Archaic
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5

AD 700-1100

Ancestral Pueblo

1

6

AD 750-900

Ancestral Pueblo

2

7

AD 750-1300

Ancestral Pueblo

1

8

AD 900-1050

Ancestral Pueblo

14

9

AD 900-1125

Ancestral Pueblo

27

10

AD 900-1300

Ancestral Pueblo

35

11

AD 1000-1200

Ancestral Pueblo

42

12

AD 1050-1125

Ancestral Pueblo

93

13

AD 1050-1175

Ancestral Pueblo

9

14

AD 1125-1175

Ancestral Pueblo

25

15

AD 1125-1300

Ancestral Pueblo

42

16

AD 1175-1200

Ancestral Pueblo

22

17

AD 1200-1300

Ancestral Pueblo

22

Unknown

Ancestral Pueblo

9

AD 1880-1920

Native American

52

Exclude

Exclude
18
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19

AD 1880-present

Native American

2

20

Pre-1900

Native American

5

21

AD 1910s-1930s

Native American

23

22

AD 1930s-1940s

Native American

5

23

Post-1930

Native American

2

24

Pre-WWII

Native American

5

25

Post-WWII

Native American

1

Unknown

Native American

49

26

AD 1880-1920

Navajo

123

27

AD 1880-present

Navajo

4

28

Pre-1900

Navajo

11

29

AD 1910s-1930s

Navajo

40

30

AD 1930s-1940s

Navajo

10

31

Post-1930

Navajo

1

32

Pre-WWII

Navajo

6

Exclude

Unknown

Navajo

67

33

AD 1910s-1930s

Euro-American

2

34

AD 1940s-1950s

Euro-American

1

35

Post-1930

Euro-American

2

36

Pre-WWII

Euro-American

2

Exclude

Unknown

Euro-American

1

Exclude

AD 1880-1920

Unknown

29

Exclude

AD 1880-present

Unknown

2

Exclude

Pre-1900

Unknown

2

Exclude

AD 1910s-1930s

Unknown

19

Exclude
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Exclude

AD 1930s-1940s

Unknown

10

Exclude

AD 1940s-1950s

Unknown

1

Exclude

Post-1930

Unknown

5

Exclude

Post-WWII

Unknown

2

Exclude

Pre-WWII

Unknown

3

Exclude

Unknown

Unknown

53
1024

Total
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D.10. Description of Environmental Classes
Descriptions for each of the classes of the geology, land cover, quaternary surficial geology, and
soils datasets are provided in the four tables below.

Geology
Geology Class

Symbol Description

0

Kcc

Crevasse Canyon Formation

1

Qa

Alluvium; Upper and Middle Quaternary

2

Ku

Upper Cretaceous, undivided.

3

J

4

Psa

San Andres Formation

5

Pg

Glorieta Sandstone

6

Jze

Zuni and Entrada Sandstones, undivided

7

@c

Chinle Group, undivided

Jurassic rocks, Middle and Upper, undivided

Source: Anderson and Jones 1994

Land Cover
Land Cover
Class

Description

5

Rocky Mountain Cliff and Canyon

9

Colorado Plateau Mixed Bedrock Canyon and Tableland

12

Inter-Mountain Basins Volcanic Rock and Cinder Land

15

North American Warm Desert Bedrock Cliff and Outcrop

30

Rocky Mountain Montane Dry-Mesic Mixed Conifer Forest and Woodland

32

Rocky Mountain Montane Mesic Mixed Conifer Forest and Woodland

34

Rocky Mountain Ponderosa Pine Woodland
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36

Colorado Plateau Pinyon-Juniper Woodland

48

Inter-Mountain Basins Big Sagebrush Shrubland

58

Inter-Mountain Basins Mixed Salt Desert Scrub

64

Inter-Mountain Basins Juniper Savanna

67

Inter-Mountain Basins Semi-Desert Shrub Steppe

76

Inter-Mountain Basins Semi-Desert Grassland

77

Rocky Mountain Subalpine-Montane Riparian Shrubland

79

Rocky Mountain Lower Montane Riparian Woodland and Shrubland

82

Inter-Mountain Basins Greasewood Flat

95

Madrean Juniper Savanna

110

Open Water

111

Developed, Open Space - Low Intensity

112

Developed, Medium - High Intensity

Source: Landsat ETM+ from 1999-2001 obtained via RGIS

Quaternary Surficial Geology
Surficial
Class

Symbol

Description

0

C

Colluvium-undivided

1

CA

Colluvium in combination with valley-fill alluvium

2

EC

Eolian cover-discontinuous/ Sheet sand, loess, loessal
alluvium, and loessal colluvium of Holocene and
Pleistocene age

3

Ay

Alluvium-younger

4

EA

Eolian cover-discontinuous/ Loess, loessal alluvium, and
loessal colluvium of late and middle Pleistocene age

5

CB

Block-rubble Colluvium
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Source: Hawley et al. 2005

Soils
Soils
Class

Map Unit Name

0

Rehobeth silty clay loam,
0-1% slopes

1

Buckle-GapmesaBarboncito complex, 16% slopes

2

Rizno-Tekapo-Rock
outcrop complex, 2-45%
slopes

3

4

Mido loamy fine sand, 16% slopes

Quarries and pits

5

Plumasano-Rock outcrop
complex, 15-40% slopes

6

Nuffel-Venadito
complex, 1-3% slopes

7

Breadsprings and
Nahodish soils, 0-2%
slopes

8

Aquima-Hawaikuh silt
loams, 1-5% slopes

9

MUSYMB

212

245

355

353

260

565

336

Kind of Soil
Component

Farmland
Classification

HEL

Consociation

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Consociation

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Farmland of
local
importance

Highly
erodible
land

Not prime
farmland

Highly
erodible
land

Not prime
farmland

Potentially
highly
erodible
land

Not prime

Highly

Undifferentia
ted group

240

225

Complex

566

Consociation

Bamac extremely
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gravelly sandy loam, 550% slopes

10

11

12

Zia sandy loam, 1-5%
slopes

Celavar-Atarque
complex, 1-8% slopes

Flugle-Plumasano
association, 2-8% slopes

13

Evpark-Arabrab complex,
2-6% slopes

14

Toldohn-Vessilla-Rock
outcrop complex, 8-35%
slopes

15

Rock outcrop-Vessilla
complex, 35-70% slopes

16

Badland

17

Monpark silty clay, 2-8%
slopes

18

Highdye-Evpark-Bryway
complex, 2-20% slopes

19

Parkelei-Evpark fine
sandy loams, 2-8% slopes

20

Venadito clay, 1-3%
slopes

352

farmland

erodible
land

Farmland of
local
importance

Highly
erodible
land

Not prime
farmland

Highly
erodible
land

Not prime
farmland

Highly
erodible
land

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Consociation

Not prime
farmland

Highly
erodible
land

Consociation

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Consociation

Farmland of
local
importance

Highly
erodible
land

Consociation

305

Complex

561

Association

332

Complex

350

351

121

361

317

555

335
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21

Bryway-Galzuni loams,
1-8% slopes

22

Knifehill loam, 1-5%
slopes

23

Fortwingate-Owlrock
complex, 2-8% slopes

24

Rock outcrop-TechadoStozuni complex, 5-60%
slopes

25

Zunalei-Corzuni loamy
fine sands, 2-10% slopes

26

Asaayi-Osoridge
complex, 2-15% slopes

27

Valnor-Techado
complex, 2-25% slopes

28

Shoemaker-Stozuni
complex, 2-8% slopes

550

Not prime
farmland

Highly
erodible
land

Consociation

Not prime
farmland

Potentially
highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Complex

Not prime
farmland

Highly
erodible
land

Not prime
farmland

Highly
erodible
land

Complex

354

405

404

414

418

403

400

Complex

Source: Natural Resources Conservation Service SSURGO database
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E.1. 10% Sample Size Requirement
Only the independent variables that met a 10% threshold of cases were used for the logistic
regression. The table below shows, for each CompID class, the minimum number of cases per
independent variable needed for the variable to be included in the model.

CompID
4
9
10
11
12
14
15
16
17
18
21
26
29

No. of Components
15
27
35
42
93
25
42
22
22
52
23
123
40

291

10% of Sample
2
3
4
4
9
3
4
2
2
5
2
12
4

E.2. Logistic Regression Results for Other CompID Classes
The tables below list the results of the binary logistic regression analysis for the remaining 11
CompID classes. They are sorted from strongest to weakest predictors. Colors symbolize
statistically significant results: green indicates a positive and red a negative relationship.
CompID 4 -- Archaic -- BC1800-AD400 -- n=15
Model Summary: chi-square 37.965, p < 0.000 with df =5, Nagelkerke R² = 0.287

Variable

B

S.E.

Wald

df

Sig.

Exp(B)

Lower
CI

Upper
CI

Formal Tools

2.537

0.864

8.622

1.000

0.003

12.636

2.324

68.697

Fire Cracked Rock
Concentration

1.998

0.647

9.531

1.000

0.002

7.371

2.074

26.200

Informal Tools

1.417

0.722

3.855

1.000

0.050

4.125

1.003

16.970

Beverages
(Glass/Can)

-1.322

0.699

3.579

1.000

0.059

0.267

0.068

1.049

Secondary
Reduction

-1.669

0.978

2.910

1.000

0.088

0.188

0.028

1.282

CompID 9 -- Ancestral Pueblo -- AD900-1125 -- n=27
Model Summary: chi-square 49.176, p < 0.000 with df =6, Nagelkerke R² = 0.249

Variable

B

S.E.

Wald

df

Sig.

Exp(B)

Lower
CI

Upper
CI

Red Mesa BW

2.251

0.497

20.520

1.000

0.000

9.496

3.586

25.146

Unidentified
Indented
Corrugated Gr

1.290

0.591

4.755

1.000

0.029

3.632

1.139

11.576

Unidentified
Medium Line
CWW

1.095

0.481

5.175

1.000

0.023

2.989

1.164

7.678

PII Corrugated
Gray Rim

-1.205

0.714

2.846

1.000

0.092

0.300

0.074

1.215
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Unidentified Wt Mt
Redware

-1.342

0.672

3.992

1.000

0.046

0.261

0.070

0.975

Puerco BW

-1.910

0.584

10.705

1.000

0.001

0.148

0.047

0.465

CompID 10 -- Ancestral Pueblo -- AD900-1300 -- n=35
Model Summary: chi-square 67.096, p < 0.000 with df =10, Nagelkerke R² = 0.286

Variable

B

S.E.

Wald

df

Sig.

Exp(B)

Lower
CI

Upper
CI

St Johns Polychrome

2.433 0.652

13.928

1.000

0.000

11.393

3.175

40.886

Unidentified Indented
Corrugated Gr

2.378 0.587

16.435

1.000

0.000

10.780

3.415

34.030

Unidentified
Clapboard Corrugated
G

1.377 0.512

7.229

1.000

0.007

3.964

1.453

10.820

Mound

0.977 0.476

4.210

1.000

0.040

2.656

1.045

6.751

Primary Reduction

0.827 0.419

3.896

1.000

0.048

2.287

1.006

5.199

Gallup BW

-1.034

0.532

3.773

1.000

0.052

0.356

0.125

1.009

Unidentified Cibola
Whiteware

-1.206

0.516

5.475

1.000

0.019

0.299

0.109

0.822

Beverages (Glass/Can)

-1.209

0.539

5.027

1.000

0.025

0.298

0.104

0.859

Puerco BW

-1.393

0.543

6.590

1.000

0.010

0.248

0.086

0.719

Tularosa BW

-2.325

0.804

8.362

1.000

0.004

0.098

0.020

0.473

CompID 11 -- Ancestral Pueblo --AD1000-1200 -- n=42
Model Summary: chi-square 35.646, p < 0.000 with df = 6, Nagelkerke R² = 0.140

Variable

B
1.282

S.E.
0.401

Wald

df

Sig.

10.229

1.000

0.001

Unidentified Cibola
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Exp(B)

Lower
CI

3.604

1.643

Upper
CI
7.906

Whiteware
Chert

0.794

0.383

4.293

1.000

0.038

2.212

1.044

4.688

Fossiliferous

0.675

0.371

3.306

1.000

0.069

1.964

0.949

4.064

Beverages
(Glass/Can)

-0.850

0.409

4.327

1.000

0.038

0.427

0.192

0.952

Mound

-1.004

0.512

3.845

1.000

0.050

0.366

0.134

1.000

Gallup BW

-1.273

0.484

6.906

1.000

0.009

0.280

0.108

0.724

CompID 14 -- Ancestral Pueblo -- AD1125-1175 -- n=25
Model Summary: chi-square 122.197, p < 0.000 with df = 16, Nagelkerke R² = 0.615

Variable

B

S.E.

Wald

df

Sig.

Exp(B)

Low
er CI

Upper
CI

Unidentified Cibola
Whiteware

4.186

1.820

5.293

1.000

0.021

65.786

1.859

2328.44
2

Wingate
Polychrome

3.482

0.784

19.710

1.000

0.000

32.532

6.993

151.344

Reserve BW

2.847

0.705

16.320

1.000

0.000

17.236

4.331

68.597

PII Corrugated
Gray Rim

1.944

0.805

5.832

1.000

0.016

6.987

1.442

33.843

Informal Tools

1.693

0.675

6.284

1.000

0.012

5.436

1.447

20.424

Wingate BR

1.519

0.739

4.233

1.000

0.040

4.570

1.075

19.431

Gallup BW

1.398

0.696

4.036

1.000

0.045

4.048

1.035

15.835

Chert

-1.186

0.725

2.678

1.000

0.102

0.305

0.074

1.264

Unidentified Wt Mt
Redware

-1.197

0.709

2.853

1.000

0.091

0.302

0.075

1.212

Formal Tools

-1.329

0.777

2.926

1.000

0.087

0.265

0.058

1.214

Grinding

-1.552

0.693

5.017

1.000

0.025

0.212

0.055

0.824

-1.909

0.906

4.446

1.000

0.035

0.148

0.025

0.874

Unidentified Solid
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CWW
Red Mesa BW

-1.953

0.829

5.547

1.000

0.019

0.142

0.028

0.721

Fossiliferous

-1.983

0.906

4.786

1.000

0.029

0.138

0.023

0.813

Plain Gray

-2.435

0.953

6.520

1.000

0.011

0.088

0.014

0.568

Chinle

-2.684

1.021

6.914

1.000

0.009

0.068

0.009

0.505

CompID 15 -- Ancestral Pueblo -- AD1125-1300 -- n=42
Model Summary: chi-square 82.262, p < 0.000 with df = 8, Nagelkerke R² = 0.312

Variable

B

S.E.

Wald

df

Sig.

Exp(B)

Lower
CI

Upper
CI

Tularosa BW

1.548

0.414

13.978

1.000

0.000

4.703

2.089

10.591

Unidentified Indented
Corrugated Gr

1.544

0.555

7.729

1.000

0.005

4.685

1.577

13.916

PIII Corrugated Gray
Rim

1.431

0.561

6.501

1.000

0.011

4.184

1.392

12.571

Puerco BR

1.192

0.502

5.628

1.000

0.018

3.294

1.230

8.819

Reserve BW

-0.899

0.492

3.342

1.000

0.068

0.407

0.155

1.067

Gallup BW

-1.157

0.491

5.554

1.000

0.018

0.314

0.120

0.823

Unidentified Medium
Line CWW

-1.495

0.494

9.175

1.000

0.002

0.224

0.085

0.590

Beverages
(Glass/Can)

-1.546

0.517

8.949

1.000

0.003

0.213

0.077

0.587

CompID 17 -- Ancestral Pueblo -- AD1200-1300 -- n=22
Model Summary: chi-square 103.447, p < 0.000 with df = 13, Nagelkerke R² = 0.574

Variable

B

S.E.

Wald

295

df

Sig.

Exp(B)

Lower
CI

Upper
CI

Unidentified Wt Mt
Redware Polychrom

2.839

0.975

8.476

1.000

0.004

17.096

2.529

115.57
9

Tularosa BW

2.706

0.813

11.075

1.000

0.001

14.976

3.042

73.731

St Johns Polychrome

2.140

0.766

7.803

1.000

0.005

8.501

1.894

38.164

Mound

2.063

0.695

8.805

1.000

0.003

7.866

2.014

30.722

Informal Tools

1.401

0.671

4.355

1.000

0.037

4.058

1.089

15.126

Ash Charcoal Stain

1.354

0.778

3.032

1.000

0.082

3.873

0.844

17.785

Unidentified Wt Mt
Redware

1.235

0.729

2.869

1.000

0.090

3.439

0.824

14.362

Unidentified Cibola
Grayware

-1.418

0.793

3.195

1.000

0.074

0.242

0.051

1.147

Beverages
(Glass/Can)

-1.843

0.897

4.222

1.000

0.040

0.158

0.027

0.918

Gallup BW

-2.127

1.079

3.886

1.000

0.049

0.119

0.014

0.988

Wingate Polychrome

-2.167

0.910

5.675

1.000

0.017

0.115

0.019

0.681

Unidentified Narrow
Line CWW

-2.183

1.232

3.136

1.000

0.077

0.113

0.010

1.262

Wingate BR

-2.404

0.975

6.084

1.000

0.014

0.090

0.013

0.610

CompID 18 -- Native American -- AD1880-1920 -- n=52
Model Summary: chi-square 98.010, p < 0.000 with df = 6, Nagelkerke R² = 0.327

Variable

B

S.E.

Wald

df

Sig.

Exp(B
)

Lower
CI

Upper
CI

Beverages
(Glass/Can)

2.100

0.561

13.998

1.000

0.000

8.169

2.719

24.548

Corral

1.364

0.348

15.365

1.000

0.000

3.914

1.978

7.743

Structure Undefined

1.163

0.386

9.057

1.000

0.003

3.199

1.500

6.823

Secondary Reduction

0.819

0.339

5.853

1.000

0.016

2.269

1.168

4.406
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Dinnerware

-0.770

0.366

4.430

1.000

0.035

0.463

0.226

0.948

Unidentified Indented
Corrugated Gr

-1.350

0.494

7.477

1.000

0.006

0.259

0.098

0.682

CompID 21 -- Native American -- AD1910-1930 -- n=23
Model Summary: chi-square 85.923, p < 0.000 with df = 13, Nagelkerke R² = 0.469

Variable

B

S.E.

Wald

df

Sig.

Exp(B
)

Low
er CI

Upper
CI

Ration Cans

4.521

1.169

14.954

1.000

0.000

91.897

9.294

908.622

Glassware

4.449

1.775

6.284

1.000

0.012

85.515

2.639

2771.23
3

Kitchen Tools

3.298

1.089

9.176

1.000

0.002

27.050

3.203

228.472

Beverages
(Glass/Can)

2.697

1.081

6.228

1.000

0.013

14.831

1.784

123.295

Round Wire Nails

2.515

0.894

7.921

1.000

0.005

12.366

2.146

71.267

Kerosene Can

1.815

0.763

5.664

1.000

0.017

6.142

1.378

27.387

Fuel Can

1.674

0.800

4.380

1.000

0.036

5.331

1.112

25.555

Dinnerware

1.103

0.558

3.911

1.000

0.048

3.012

1.010

8.985

Processed Meats

1.438

0.773

3.464

1.000

0.063

4.212

0.926

19.153

Corral

1.123

0.609

3.399

1.000

0.065

3.075

0.932

10.150

Fruits Vegetables

-1.489

0.759

3.849

1.000

0.050

0.226

0.051

0.999

Sheet Corrugated
Metal

-1.972

1.281

2.367

1.000

0.124

0.139

0.011

1.716

Hogan

-3.702

0.984

14.164

1.000

0.000

0.025

0.004

0.170

CompID 26 -- Navajo -- AD1880-1920 -- n=123
Model Summary: chi-square 323.958, p < 0.000 with df = 8, Nagelkerke R² = 0.631
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Variable

B

S.E.

Wald

df

Sig.

Exp(B
)

Lower
CI

Upper
CI

Hogan

3.313

0.354

87.495

1.000

0.000

27.476

13.723

55.014

Sweat Lodge

2.244

0.417

28.988

1.000

0.000

9.431

4.167

21.347

Chert

1.821

0.521

12.244

1.000

0.000

6.181

2.228

17.144

Beverages
(Glass/Can)

1.616

0.393

16.938

1.000

0.000

5.035

2.332

10.872

Zuni post 1700

1.523

0.607

6.297

1.000

0.012

4.586

1.396

15.066

Fossiliferous

0.889

0.515

2.974

1.000

0.085

2.432

0.886

6.678

Unidentified Indented
Corrugated Gr

-0.950

0.438

4.716

1.000

0.030

0.387

0.164

0.911

Secondary Reduction

-1.033

0.477

4.689

1.000

0.030

0.356

0.140

0.907

CompID 29 -- Navajo -- AD1910-1930 -- n=40
Model Summary: chi-square 94.630, p < 0.000 with df = 6, Nagelkerke R² = 0.365

Variable

B

S.E.

Wald

df

Sig.

Exp(B
)

Lower
CI

Upper
CI

Hogan

2.459

0.442

30.992

1.000

0.000

11.692

4.919

27.787

StoveParts

2.228

0.749

8.844

1.000

0.003

9.282

2.137

40.303

SweatRockFeature

2.203

0.502

19.303

1.000

0.000

9.057

3.389

24.203

Wire

1.272

0.454

7.854

1.000

0.005

3.567

1.466

8.681

LambingPen

1.381

0.730

3.579

1.000

0.059

3.977

0.951

16.623

Primary Reduction

0.875

0.490

3.186

1.000

0.074

2.400

0.918

6.274
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E.3. WofE Weight Calculations
The calculations for W+, W−, contrast, and Studentized contrast are exemplified below for Class
1 of the aspect evidential theme of CompID 12.

Class
1
2
3
4
5
6
7
8

Area (km²)
16.56
11.60
9.06
5.82
3.93
7.75
12.11
17.16

Sites
24
18
8
16
4
1
11
11

Aspect
Spatial Associations (W+,W-, C, Studentized C)
Predictor
Predictor
Generalized
Present
Absent
Strength
Signficance
Class
0.2694
-0.0789
0.3483
1.4696
99
0.3379
-0.0665
0.4044
1.5408
99
-0.2266
0.0242
-0.2508
-0.6782
99
0.9093
-0.1170
1.0263
3.7349
4
-0.0849
0.0040
-0.0889
-0.1740
99
-2.1501
0.0861
-2.2362
-2.2241
6
-0.1983
0.0299
-0.2282
-0.7106
99
-0.5463
0.1026
-0.6489
-2.0208
8



W+ & W- are based on natural log (ln) of Relative Density. TPs = training points
or sites. For Class 1:
o RD = (TPs in class/TPs in other classes) / (Relative Area/Total Area)
o W+ = (24/93 or 0.258) / (16.56/84 or 0.197) = 1.31; ln(1.309) = 0.2693
o W- = (69/93 or 0.742) / (67.44/84 or 0.803) = 0.924; ln(0.924) = -0.0789



Contrast = W+ - W- . So, for Class 1: 0.2693 - -0.0789 = 0.3482



Studentized contrast = Contrast / Standard Deviation of Contrast
o Stud Contrast for Class 1 = 0.3483 / 0.2370 = 1.4696 = not significant



Gen class = Is Stud Contrast > 1.645? No, so association is unfavorable (= 99)

299

E.4. WofE Weights Analysis Results for Other CompID Classes
The tables below list the results of the weights analysis for the remaining 11 CompID classes. All
environmental classes for a given CompID are presented together in the same table. Only the
results that met the 95% confidence limit are shown. Colors symbolize the direction of spatial
association: green for strong positive, yellow for modest positive, and red for negative.

CompID 4 -- Archaic -- BC1800-AD400 -- n=15
CompID 4

Class
Aspect 3
DEM 1
Geology 3
Landcover 15
Quat Surficial 1
Soils 13

Description
88.98˚-133.97˚
2023-2177m
Jurassic rocks, Middle and
Upper, undivided
North American Warm Desert
Bedrock Cliff and Outcrop
Colluvium in combination with
valley-fill alluvium
Evpark-Arabrab complex, 2 to 6
percent slopes

Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
9.06
4
0.9049 -0.1960
1.1008
1.8854
3
50.22
14
0.4469 -1.7993
2.2461
2.1700
1
2.56

2

1.4726

-0.1120

1.5847

2.0862

3

0.85

1

1.8842

-0.0588

1.9430

1.8771

15

22.95

8

0.6674

-0.4424

1.1098

2.1443

1

10.22

5

1.0041

-0.2752

1.2794

2.3357

13

CompID 9 -- Ancestral Pueblo -- AD900-1125 -- n=27
CompID 9

Class
DEM 1
Geology 1
Land cover 112
Quat Surficial 1

Quat Surficial 4
Soils 11
Soils 12

Description
2023-2177m
Alluvium; Upper and Middle
Quaternary
Developed, Medium - High
Intensity
Colluvium in combination with
valley-fill alluvium
Eolian cover-discontinuous/
Loess, loessal alluvium, and
loessal colluvium of late and
middle Pleistocene age
Celavar-Atarque complex, 1 to 8
percent slopes
Flugle-Plumasano association, 2
to 8 percent slopes

Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
50.22
21
0.2645 -0.5953
0.8598
1.8574
1
15.60

9

0.5833

-0.1997

0.7830

1.9178

1

0.41

1

2.0230

-0.0328

2.0558

2.0171

112

22.95

13

0.5651

-0.3371

0.90

2.3423

1

0.37 1.00

2.1320

-0.0333

2.17

2.1246

4

1.15

3

2.0883

-0.1039

2.1922

3.5794

11

0.54

1

1.7552

-0.0313

1.7865

1.7530

12
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CompID 10 -- Ancestral Pueblo -- AD900-1300 -- n=35

Class
Aspect 1
DEM 1
DEM 2
Geology 7
Land cover 36
Quat Surficial 1
Slope 1
Soils 14
Soils 19
Solar 4

Description
1˚-43.99˚
2023-2177m
2177-2351m
Chinle Group, undivided
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
0˚-7.09˚
Toldohn-Vessilla-Rock outcrop
complex, 8 to 35 percent slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes
604743-624752 WH/m2

CompID 10
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
16.56
11
0.4664 -0.1577
0.6242
1.7142
1
50.22
32
0.4263 -1.5480
1.9742
3.2696
1
21.16
3 -1.0767
0.2002
-1.2768
-2.1146
2
49.56
29
0.3382 -0.8699
1.2081
2.6936
7
45.84

28

0.3842

-0.8224

1.2066

2.8552

36

22.95
56.72

17
30

0.5739
0.2386

-0.3453
-0.8214

0.9191
1.0600

2.7177
2.1945

1
1

12.72

10

0.6312

-0.1716

0.8028

2.1455

14

2.35
47.96

5
25

1.6262
0.2240

-0.1257
-0.4066

1.7518
0.6307

3.6263
1.6855

19
4

CompID 11 -- Ancestral Pueblo -- AD1000-1200 -- n=42

Class
Aspect 8
DEM 1
DEM 2
DEM 3
Geology 7
Land cover 36
Quat Surficial 1
Quat Surficial 3
Soils 1
Soils 11
Soils 17
Soils 19

Description
313.93˚-358.92˚
2023-2177m
2177-2351m
2351-2540m
Chinle Group, undivided
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
Alluvium-younger
Buckle-Gapmesa-Barboncito
complex, 1 to 6 percent slopes
Celavar-Atarque complex, 1 to 8
percent slopes
Monpark silty clay, 2 to 8 percent
slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes

CompID 11
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
17.16
13
0.4157 -0.1419
0.5577
1.6707
8
50.22
36
0.3617 -1.0371
1.3989
3.1723
1
21.16
5 -0.7482
0.1630
-0.9112
-1.9123
2
12.74
1 -1.8502
0.1401
-1.9904
-1.9665
3
49.56
35
0.3439 -0.8981
1.2420
2.9997
7
45.84

31

0.3036

-0.5527

0.8564

2.4400

36

22.95
15.31

23
3

0.6938
-0.9382

-0.4735
0.1274

1.1674
-1.0656

3.7654
-1.7785

1
3

0.98

2

1.4070

-0.0371

1.4441

1.9928

1

1.15

2

1.2409

-0.0349

1.2758

1.7606

11

1.01

2

1.3775

-0.0367

1.4142

1.9516

17

2.35

6

1.6262

-0.1257

1.7519

3.9724

19
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CompID 14 -- Ancestral Pueblo -- AD1125-1175 -- n=25

Class
Aspect 3
Aspect 4
Geology 7
Land cover 67
Quat Surficial 1
Slope 1
Soils 2
Soils 8
Soils 19

Description
88.98˚-133.97˚
133.97˚-178.96˚
Chinle Group, undivided
Inter-Mountain Basins SemiDesert Shrub Steppe
Colluvium in combination with
valley-fill alluvium
0˚-7.09˚
Rizno-Tekapo-Rock outcrop
complex, 2 to 45 percent slopes
Aquima-Hawaikuh silt loams, 1
to 5 percent slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes

CompID 14
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
9.06
6
0.7995 -0.1603
0.9598
2.0495
3
5.82
5
1.0598 -0.1513
1.2111
2.4221
4
49.56
20
0.3031 -0.7158
1.0188
2.0377
7
4.85

4

1.0210

-0.1150

1.1360

2.0823

67

22.95
56.72

16
21

0.8497
0.2184

-0.7020
-0.7081

1.5517
0.9265

3.7240
1.6983

1
1

3.90

3

0.9469

-0.0802

1.0271

1.6688

2

6.68

9

1.5060

-0.3631

1.8691

4.4856

8

2.35

3

1.4518

-0.0993

1.5511

2.5201

19

CompID 15 -- Ancestral Pueblo -- AD1125-1300 -- n=42

Class
Aspect 3
Aspect 4
Aspect 8
DEM 1
DEM 2
Geology 1
Geology 3
Geology 7
Land cover 15
Land cover 36
Quat Surficial 1
Quat Surficial 3
Soils 2
Soils 13
Soils 19

Description
88.98˚-133.97˚
133.97˚-178.96˚
313.93˚-358.92˚
2023-2177m
2177-2351m
Alluvium; Upper and Middle
Quaternary
Jurassic rocks, Middle and
Upper, undivided
Chinle Group, undivided
North American Warm Desert
Bedrock Cliff and Outcrop
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
Alluvium-younger
Rizno-Tekapo-Rock outcrop
complex, 2 to 45 percent slopes
Evpark-Arabrab complex, 2 to 6
percent slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes

CompID 15
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
9.06
13
1.0540 -0.2562
1.3102
3.9251
3
5.82
7
0.8775 -0.1105
0.9880
2.3860
4
17.16
3 -1.0506
0.1544
-1.2050
-2.0112
8
50.22
38
0.4158 -1.4426
1.8584
3.5354
1
21.16
4 -0.9713
0.1897
-1.1610
-2.2086
2
15.60

2

-1.3627

0.1570

-1.5197

-2.0974

1

2.56
49.56

5
35

1.3594
0.3439

-0.0957
-0.8981

1.4551
1.2420

3.0536
2.9997

3
7

0.85

3

1.9534

-0.0639

2.0174

3.3665

15

45.84

36

0.4532

-1.1589

1.6120

3.6557

36

22.95
15.31

30
1

0.9596
-2.0368

-0.9331
0.1774

1.8927
-2.2142

5.5410
-2.1877

1
3

3.90

12

1.8146

-0.2888

2.1035

6.1576

2

10.22

11

0.7630

-0.1734

0.9364

2.6682

13

2.35

6

1.6262

-0.1257

1.7519

3.9724

19
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CompID 17 -- Ancestral Pueblo -- AD1200-1300 -- n=22

Class
Aspect 3
DEM 1
Geology 7
Land cover 67
Quat Surficial 1
Soils 12
Soils 19

Description
88.98˚-133.97˚
2023-2177m
Chinle Group, undivided
Inter-Mountain Basins SemiDesert Shrub Steppe
Colluvium in combination with
valley-fill alluvium
Flugle-Plumasano association, 2
to 8 percent slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes

CompID 17
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
9.06
6
0.9273 -0.2043
1.1316
2.3638
3
50.22
21
0.4693 -2.1823
2.6516
2.5906
1
49.56
19
0.3796 -1.0988
1.4784
2.3796
7
4.85

5

1.3720

-0.1985

1.5705

3.0868

67

22.95

13

0.7699

-0.5741

1.3440

3.0994

1

0.54

1

1.9600

-0.0401

2.0001

1.9540

12

2.35

4

1.8673

-0.1722

2.0395

3.6893

19

CompID 18 -- Native American -- AD1880-1920 -- n=52

Class
Aspect 1
DEM 1
DEM 2
DEM 3
Geology 1
Geology 7
Land cover 34
Land cover 36
Quat Surficial 1
Quat Surficial 3
Quat Surficial 5
Soils 2
Soils 13
Soils 14

Description
1˚-43.99˚
2023-2177m
2177-2351m
2351-2540m
Alluvium; Upper and Middle
Quaternary
Chinle Group, undivided
Rocky Mountain Ponderosa Pine
Woodland
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
Alluvium-younger
Block-rubble Colluvium
Rizno-Tekapo-Rock outcrop
complex, 2 to 45 percent slopes
Evpark-Arabrab complex, 2 to 6
percent slopes
Toldohn-Vessilla-Rock outcrop
complex, 8 to 35 percent slopes

CompID 18
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
16.56
17
0.5059 -0.1763
0.6822
2.3076
1
50.22
46
0.3933 -1.2507
1.6440
3.7875
1
21.16
5 -0.9618
0.1887
-1.1504
-2.4456
2
12.74
1 -2.0638
0.1448
-2.2086
-2.1873
3
15.60
49.56

2
49

-1.5762
0.4668

0.1666
-1.9590

-1.7428
2.4258

-2.4169
4.0786

1
7

13.00

1

-2.0840

0.1485

-2.2325

-2.2109

34

45.84

48

0.5273

-1.7779

2.3052

4.4295

36

22.95
15.31
13.89

28
2
2

0.6770
-1.5572
-1.4601

-0.4535
0.1623
0.1419

1.1305
-1.7195
-1.6019

4.0638
-2.3846
-2.2214

1
3
5

3.90

5

0.7254

-0.0534

0.7788

1.6556

2

10.22

21

1.1961

-0.3870

1.5832

5.6012

13

12.72

15

0.6408

-0.1755

0.8162

2.6665

14
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CompID 21 -- Native American -- AD1910-1930 -- n=23

Class
Aspect 1
Aspect 8
DEM 1
Geology 7
Land cover 15
Land cover 36
Quat Surficial 1
Soils 11
Soils 12
Soils 14

Description
1˚-43.99˚
313.93˚-358.92˚
2023-2177m
Chinle Group, undivided
North American Warm Desert
Bedrock Cliff and Outcrop
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
Celavar-Atarque complex, 1 to 8
percent slopes
Flugle-Plumasano association, 2
to 8 percent slopes
Toldohn-Vessilla-Rock outcrop
complex, 8 to 35 percent slopes

CompID 21
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
5.82
5
1.1432 -0.1733
1.3165
2.6040
4
17.16
9
0.6502 -0.2680
0.9182
2.1490
8
50.22
20
0.3761 -1.1281
1.5042
2.4295
1
49.56
18
0.2811 -0.6324
0.9135
1.8070
7
0.85

2

2.1500

-0.0808

2.2308

3.0143

15

45.84

21

0.5163

-1.6553

2.1716

2.9346

36

22.95

13

0.7254

-0.5132

1.2387

2.9448

1

1.15

2

1.8431

-0.0771

1.9202

2.5946

11

0.54

1

1.9156

-0.0380

1.9536

1.9105

12

12.72

10

1.0510

-0.4057

1.4567

3.4632

14

CompID 26 -- Navajo -- AD1880-1920 -- n=123

Class
DEM 1
DEM 2
DEM 3
Geology 1
Geology 7
Land cover 15
Land cover 34
Land cover 36
Land cover 67
Land cover 82
Quat Surficial 1
Quat Surficial 5
Soils 2
Soils 9
Soils 11
Soils 13
Soils 14
Soils 19
Soils 28

Description
2023-2177m
2177-2351m
2351-2540m
Alluvium; Upper and Middle
Quaternary
Chinle Group, undivided
North American Warm Desert
Bedrock Cliff and Outcrop
Rocky Mountain Ponderosa Pine
Woodland
Colorado Plateau PinyonJuniper Woodland
Inter-Mountain Basins SemiDesert Shrub Steppe
Inter-Mountain Basins
Greasewood Flat
Colluvium in combination with
valley-fill alluvium
Block-rubble Colluvium
Rizno-Tekapo-Rock outcrop
complex, 2 to 45 percent slopes
Bamac extremely gravelly sandy
loam, 5 to 50 percent slopes
Celavar-Atarque complex, 1 to 8
percent slopes
Evpark-Arabrab complex, 2 to 6
percent slopes
Toldohn-Vessilla-Rock outcrop
complex, 8 to 35 percent slopes
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes
Shoemaker-Stozuni complex, 2
to 8 percent slopes

CompID 26
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
50.22 101
0.3188 -0.8124
1.1313
4.8080
1
21.16
21 -0.3876
0.1026
-0.4902
-2.0454
2
12.74
1 -2.9248
0.1561
-3.0809
-3.0684
3
15.60
49.56

15
99

-0.4223
0.3092

0.0758
-0.7405

-0.4981
1.0497

-1.8074
4.6134

1
7

0.85

4

1.1666

-0.0229

1.1895

2.3395

15

13.00

3

-1.8464

0.1432

-1.9896

-3.4037

34

45.84

113

0.5226

-1.7226

2.2452

6.8052

36

4.85

1

-1.9588

0.0512

-2.0100

-2.0018

67

7.02

2

-1.6359

0.0708

-1.7067

-2.3939

82

22.95
13.89

71
13

0.7466
-0.4492

-0.5413
0.0694

1.2879
-0.5186

7.0555
-1.7681

1
5

3.90

11

0.6530

-0.0460

0.6990

2.2120

2

1.39

7

1.2304

-0.0418

1.2722

3.2680

9

1.15

7

1.4195

-0.0447

1.4642

3.7609

11

10.22

40

0.9797

-0.2631

1.2428

6.4557

13

12.72

27

0.3676

-0.0830

0.4506

2.0683

14

2.35

8

0.8394

-0.0388

0.8781

2.4012

19

0.05

1

2.6432

-0.0076

2.6508

2.6373

28
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CompID 29 -- Navajo -- AD1910-1930 -- n=40

Class
Aspect 5
DEM 1
DEM 3
Geology 1
Land cover 9
Land cover 34
Land cover 36
Quat Surficial 1
Soils 1
Soils 3
Soils 13
Soils 16
Soils 19

Description
178.96˚-223.95˚
2023-2177m
2351-2540m
Alluvium; Upper and Middle
Quaternary
Colorado Plateau Mixed Bedrock
Canyon and Tableland
Rocky Mountain Ponderosa Pine
Woodland
Colorado Plateau PinyonJuniper Woodland
Colluvium in combination with
valley-fill alluvium
Buckle-Gapmesa-Barboncito
complex, 1 to 6 percent slopes
Mido loamy fine sand, 1 to 6
percent slopes
Evpark-Arabrab complex, 2 to 6
percent slopes
Badland
Parkelei-Evpark fine sandy
loams, 2 to 8 percent slopes

CompID 29
Spatial Associations (W+,W-, C, Studentized C)
Predictor Predictor
Generalized
Area (km²) Sites Present Absent
Strength
Significance
Class
3.93
5
0.9820 -0.0856
1.0676
2.2329
5
50.22
31
0.2610 -0.5829
0.8439
2.2286
1
12.74
1 -1.8014
0.1389
-1.9404
-1.9159
3
15.60

3

-0.9084

0.1279

-1.0362

-1.7262

1

0.20

1

2.3454

-0.0229

2.3683

2.3380

9

13.00

1

-1.8216

0.1426

-1.9642

-1.9395

34

45.84

34

0.4448

-1.1101

1.5549

3.5114

36

22.95

20

0.6029

-0.3735

0.9763

3.0873

1

0.98

2

1.4558

-0.0396

1.4954

2.0610

1

1.05

2

1.3817

-0.0387

1.4203

1.9576

3

10.22
0.45

9
3

0.6111
2.6426

-0.1246
-0.0726

0.7357
2.7152

1.9430
4.5217

13
16

2.35

7

1.8292

-0.1639

1.9931

4.7890

19

305

E.5. Results of Artifacts Only and Combined LR Models
The tables below list the results of the binary logistic regression analysis from Step 3 for the
remaining 11 CompID classes. They are sorted from strongest to weakest predictors. For each
bracket, the top table is the significant artifacts/features model only and the bottom table is the
combined model including both the significant artifacts/features and environmental classes.
Colors symbolize statistically significant results: green indicates a positive and red a negative
relationship.

CompID 4 -- Archaic -- BC1800-AD400 -- n=15
Model Summary: chi-square 32.076, p < 0.001 with df =3, Nagelkerke R² = 0.244
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
FireCrackedRockConcentration
1.997
0.629
10.088
1.000
0.001
7.367
2.148
25.261
Formal Tools
1.953
0.716
7.432
1.000
0.006
7.052
1.732
28.720
Informal Tools
0.999
0.620
2.596
1.000
0.107
2.715
0.806
9.152
CompID 4 -- Combined Model
Model Summary: chi-square 37.264, p < 0.001 with df =8, Nagelkerke R² = 0.282
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Formal Tools
2.036
0.763
7.121
1.000
0.008
7.663
1.717
34.196
FireCrackedRockConcentration
1.737
0.674
6.634
1.000
0.010
5.681
1.515
21.306
Geo_3; Jurassic rocks, Middle and Upper, 2.400
undivided1.241
3.741
1.000
0.053
11.020
0.968 125.401
Informal Tools
1.277
0.695
3.376
1.000
0.066
3.587
0.918
14.012
DEM_1; 2023-2177m
1.189
1.248
0.908
1.000
0.341
3.285
0.285
37.916
Soils_13; Evpark-Arabrab complex, 2 to 6 percent
0.409 slopes
0.674
0.368
1.000
0.544
1.505
0.402
5.639
Aspect_3; 88.98˚-133.97˚
0.293
0.904
0.105
1.000
0.746
1.340
0.228
7.879
Quatsurf_1; Colluvium in combination with
-0.238
valley-fill
0.693
alluvium0.118
1.000
0.732
0.788
0.203
3.069

CompID 9 -- Ancestral Pueblo -- AD900-1125 -- n=27
Model Summary: chi-square 25.888, p < 0.001 with df =3, Nagelkerke R² = 0.133
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
RedMesaBW
1.438
0.451
10.178
1.000
0.001
4.211
1.741
10.187
UnidentifiedMediumLineCWW
0.660
0.449
2.154
1.000
0.142
1.934
0.802
4.667
UnidentifiedIndentedCorrugatedGr
0.612
0.597
1.053
1.000
0.305
1.845
0.573
5.942
CompID 9 -- Combined Model
Model Summary: chi-square 26.241, p < 0.001 with df =4, Nagelkerke R² = 0.135
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
RedMesaBW
1.415
0.454
9.731
1.000
0.002
4.117
1.692
10.017
UnidentifiedMediumLineCWW
0.650
0.450
2.085
1.000
0.149
1.916
0.793
4.633
UnidentifiedIndentedCorrugatedGr
0.623
0.598
1.083
1.000
0.298
1.864
0.577
6.024
Soils_11; Celavar-Atarque complex, 1 to 80.506
percent slopes
0.810
0.390
1.000
0.532
1.658
0.339
8.111
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CompID 10 -- Ancestral Pueblo -- AD900-1300 -- n=35
Model Summary: chi-square 30.128, p < 0.001 with df =5, Nagelkerke R² = 0.132
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
UnidentifiedIndentedCorrugatedGr
1.404
0.527
7.092
1.000
0.008
4.072
1.449
11.443
StJohnsPolychrome
1.074
0.459
5.482
1.000
0.019
2.927
1.191
7.191
UnidentifiedClapboardCorrugatedG
0.635
0.406
2.448
1.000
0.118
1.887
0.852
4.181
Primary Reduction
0.471
0.380
1.533
1.000
0.216
1.602
0.760
3.376
Mound
0.219
0.406
0.290
1.000
0.590
1.245
0.561
2.760
CompID 10 -- Combined Model
Model Summary: chi-square 35.125, p < 0.001 with df =10, Nagelkerke R² = 0.153
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
UnidentifiedIndentedCorrugatedGr
1.507
0.532
8.029
1.000
0.005
4.514
1.591
12.804
StJohnsPolychrome
1.035
0.485
4.561
1.000
0.033
2.816
1.089
7.282
Slope_1; 0˚-7.09˚
0.819
0.492
2.771
1.000
0.096
2.269
0.865
5.952
UnidentifiedClapboardCorrugatedG
0.761
0.421
3.268
1.000
0.071
2.139
0.938
4.880
Landcov_36; Colorado Plateau Pinyon-Juniper
0.464Woodland
0.497
0.872
1.000
0.350
1.591
0.600
4.215
Primary Reduction
0.452
0.387
1.364
1.000
0.243
1.571
0.736
3.353
Geo500_7; Chinle Group, undivided
0.287
0.520
0.305
1.000
0.581
1.333
0.481
3.690
Mound
0.198
0.430
0.213
1.000
0.645
1.219
0.525
2.834
DEM_1; 2023-2177m
0.007
0.665
0.000
1.000
0.992
1.007
0.273
3.709
Soils_19; Parkelei-Evpark fine sandy loams,
-0.224
2 to 8 percent
0.561 slopes
0.160
1.000
0.689
0.799
0.266
2.398

CompID 11 -- Ancestral Pueblo --AD1000-1200 -- n=42
Model Summary: chi-square 14.629, p < 0.001 with df =2, Nagelkerke R² = 0.058
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
UnidentifiedCibolaWhiteware
1.109
0.349
10.091
1.000
0.001
3.032
1.529
6.012
Chert
0.464
0.351
1.747
1.000
0.186
1.590
0.799
3.162
CompID 11 -- Combined Model
Model Summary: chi-square 17.570, p < 0.007 with df =6, Nagelkerke R² = 0.070
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
UnidentifiedCibolaWhiteware
1.141
0.354
10.356
1.000
0.001
3.128
1.562
6.266
Geo_7; Chinle Group, undivided
0.662
0.458
2.091
1.000
0.148
1.939
0.790
4.756
Chert
0.520
0.354
2.152
1.000
0.142
1.682
0.840
3.369
Soils_19; Parkelei-Evpark fine sandy loams,
0.150
2 to 8 percent
0.484 slopes
0.096
1.000
0.756
1.162
0.450
3.001
Quatsurf_1; Colluvium in combination with
0.089
valley-fill
0.357
alluvium0.062
1.000
0.803
1.093
0.543
2.200
DEM_1; 2023-2177m
-0.249
0.506
0.242
1.000
0.623
0.780
0.289
2.103
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CompID 14 -- Ancestral Pueblo -- AD1125-1175 -- n=25
Model Summary: chi-square 80.371, p < 0.001 with df =7, Nagelkerke R² = 0.417
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
WingatePolychrome
1.995
0.507
15.485
1.000
0.000
7.356
2.723
19.873
ReserveBW
1.883
0.613
9.428
1.000
0.002
6.575
1.976
21.875
UnidentifiedCibolaWhiteware
1.860
1.095
2.884
1.000
0.089
6.427
0.751
55.004
WingateBR
0.351
0.511
0.470
1.000
0.493
1.420
0.521
3.868
PIICorrugatedGrayRim
0.242
0.594
0.167
1.000
0.683
1.274
0.398
4.078
Informal Tools
0.064
0.494
0.017
1.000
0.897
1.066
0.405
2.807
GallupBW
-0.069
0.529
0.017
1.000
0.896
0.934
0.331
2.632
CompID 14 -- Combined Model
Model Summary: chi-square 88.272, p < 0.001 with df =14, Nagelkerke R² = 0.456
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
WingatePolychrome
2.215
0.570
15.104
1.000
0.000
9.158
2.997
27.980
ReserveBW
1.593
0.627
6.446
1.000
0.011
4.918
1.438
16.822
Soils_8; Aquima-Hawaikuh silt loams, 1 to1.468
5 percent0.647
slopes 5.153
1.000
0.023
4.342
1.222
15.430
UnidentifiedCibolaWhiteware
2.118
1.136
3.473
1.000
0.062
8.313
0.896
77.107
WingateBR
0.614
0.540
1.296
1.000
0.255
1.848
0.642
5.322
PIICorrugatedGrayRim
0.117
0.640
0.033
1.000
0.855
1.124
0.321
3.938
Informal Tools
0.112
0.519
0.047
1.000
0.829
1.119
0.404
3.095
GallupBW
0.064
0.558
0.013
1.000
0.909
1.066
0.357
3.183
Quatsurf_1; Colluvium in combination with
-0.004
valley-fill
0.571
alluvium0.000
1.000
0.994
0.996
0.326
3.047
Aspect_4; 133.97˚-178.96˚
-0.284
0.825
0.118
1.000
0.731
0.753
0.149
3.795
Geo500_7; Chinle Group, undivided
-0.365
0.686
0.283
1.000
0.594
0.694
0.181
2.663
Landcov_67; Inter-Mountain Basins Semi-Desert
-0.380 Shrub
0.804
Steppe0.224
1.000
0.636
0.684
0.141
3.306
Soils_19; Parkelei-Evpark fine sandy loams,
-0.528
2 to 8 percent
0.778 slopes
0.461
1.000
0.497
0.590
0.128
2.708
Soils_2; Rizno-Tekapo-Rock outcrop complex,
-0.7802 to 451.196
percent slopes
0.425
1.000
0.515
0.459
0.044
4.781

CompID 15 -- Ancestral Pueblo -- AD1125-1300 -- n=42
Model Summary: chi-square 51.301, p < 0.001 with df =4, Nagelkerke R² = 0.199
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
TularosaBW
1.446
0.373
15.008
1.000
0.000
4.248
2.043
8.830
UnidentifiedIndentedCorrugatedGr
1.403
0.522
7.208
1.000
0.007
4.065
1.460
11.318
PuercoBR
0.562
0.443
1.610
1.000
0.204
1.754
0.736
4.177
PIIICorrugatedGrayRim
0.527
0.511
1.065
1.000
0.302
1.694
0.623
4.607
CompID 15 -- Combined Model
Model Summary: chi-square 81.524, p < 0.001 with df =12, Nagelkerke R² = 0.309
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Geo500_3; Jurassic rocks, Middle and Upper,
2.531
undivided
1.011
6.260
1.000
0.012
12.561
1.730
91.193
UnidentifiedIndentedCorrugatedGr
1.637
0.539
9.213
1.000
0.002
5.141
1.786
14.797
TularosaBW
1.399
0.400
12.249
1.000
0.000
4.051
1.851
8.868
Soils_2; Rizno-Tekapo-Rock outcrop complex,
1.2742 to 450.467
percent slopes
7.449
1.000
0.006
3.574
1.432
8.920
Landcov_36; Colorado Plateau Pinyon-Juniper
1.005Woodland
0.552
3.316
1.000
0.069
2.731
0.926
8.051
Quatsurf_1; Colluvium in combination with
0.850
valley-fill
0.475
alluvium3.198
1.000
0.074
2.339
0.922
5.936
Geo500_7; Chinle Group, undivided
0.662
0.791
0.700
1.000
0.403
1.938
0.411
9.138
Aspect_3; 88.98˚-133.97˚
0.621
0.448
1.919
1.000
0.166
1.860
0.773
4.475
PuercoBR
0.483
0.469
1.064
1.000
0.302
1.622
0.647
4.063
PIIICorrugatedGrayRim
0.355
0.533
0.442
1.000
0.506
1.426
0.501
4.053
DEM_1; 2023-2177m
0.234
0.709
0.109
1.000
0.741
1.263
0.315
5.067
Soils_19; Parkelei-Evpark fine sandy loams,
-0.283
2 to 8 percent
0.568 slopes
0.248
1.000
0.618
0.754
0.248
2.293
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CompID 17 -- Ancestral Pueblo -- AD1200-1300 -- n=22
Model Summary: chi-square 63.282, p < 0.001 with df =5, Nagelkerke R² = 0.362
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
TularosaBW
1.811
0.623
8.438
1.000
0.004
6.115
1.802
20.750
StJohnsPolychrome
1.649
0.587
7.902
1.000
0.005
5.201
1.647
16.421
Mound
1.180
0.538
4.807
1.000
0.028
3.256
1.133
9.352
UnidentifiedWtMtRedwarePolychrom 1.081
0.745
2.109
1.000
0.146
2.949
0.685
12.689
Informal Tools
0.109
0.540
0.041
1.000
0.840
1.115
0.387
3.213
CompID 17 -- Combined Model
Model Summary: chi-square 72.358, p < 0.001 with df =11, Nagelkerke R² = 0.411
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
StJohnsPolychrome
1.924
0.636
9.156
1.000
0.002
6.851
1.970
23.830
TularosaBW
1.510
0.645
5.489
1.000
0.019
4.528
1.280
16.017
Mound
1.485
0.640
5.374
1.000
0.020
4.413
1.258
15.485
Aspect_3; 88.98˚-133.97˚
1.433
0.666
4.632
1.000
0.031
4.190
1.136
15.445
UnidentifiedWtMtRedwarePolychrom 1.475
0.791
3.478
1.000
0.062
4.370
0.928
20.586
Landcov_67; Inter-Mountain Basins Semi-Desert
1.345 Shrub
0.715
Steppe3.538
1.000
0.060
3.839
0.945
15.595
DEM_1; 2023-2177m
1.294
1.524
0.721
1.000
0.396
3.648
0.184
72.391
Geo500_7; Chinle Group, undivided
0.636
0.883
0.519
1.000
0.471
1.889
0.335
10.667
Informal Tools
0.150
0.554
0.073
1.000
0.787
1.162
0.392
3.440
Quatsurf_1; Colluvium in combination with
-0.121
valley-fill
0.576
alluvium0.044
1.000
0.833
0.886
0.286
2.739
Soils_19; Parkelei-Evpark fine sandy loams,
-0.822
2 to 8 percent
0.793 slopes
1.073
1.000
0.300
0.440
0.093
2.080

CompID 18 -- Native American -- AD1880-1920 -- n=52
Model Summary: chi-square 84.982, p < 0.001 with df =4, Nagelkerke R² = 0.286
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Beverages (Glass/Can)
2.214
0.549
16.259
1.000
0.000
9.155
3.120
26.859
Corral
1.479
0.344
18.492
1.000
0.000
4.388
2.236
8.610
StructureUndefined
0.970
0.371
6.835
1.000
0.009
2.637
1.275
5.454
Secondary Reduction
0.549
0.327
2.821
1.000
0.093
1.732
0.912
3.286
CompID 18 -- Combined Model
Model Summary: chi-square 95.873, p < 0.001 with df =9, Nagelkerke R² = 0.320
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Beverages (Glass/Can)
2.245
0.557
16.233
1.000
0.000
9.443
3.168
28.148
Geo500_7; Chinle Group, undivided
1.562
0.673
5.392
1.000
0.020
4.766
1.276
17.808
Corral
1.382
0.357
14.949
1.000
0.000
3.983
1.977
8.026
StructureUndefined
0.817
0.379
4.636
1.000
0.031
2.263
1.076
4.758
Secondary Reduction
0.610
0.335
3.319
1.000
0.069
1.841
0.955
3.551
Landcov_36; Colorado Plateau Pinyon-Juniper
0.349Woodland
0.579
0.363
1.000
0.547
1.417
0.456
4.407
Soils_13; Evpark-Arabrab complex, 2 to 6 percent
0.266 slopes
0.371
0.514
1.000
0.474
1.304
0.631
2.699
Quatsurf_1; Colluvium in combination with
-0.141
valley-fill
0.365
alluvium0.149
1.000
0.699
0.869
0.425
1.775
DEM_1; 2023-2177m
-0.166
0.569
0.085
1.000
0.770
0.847
0.277
2.585
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CompID 21 -- Native American -- AD1910-1930 -- n=23
Model Summary: chi-square 54.506, p < 0.001 with df =8, Nagelkerke R² = 0.305
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Beverages (Glass/Can)
2.458
1.062
5.351
1.000
0.021
11.676
1.456
93.669
Glassware
2.253
1.149
3.844
1.000
0.050
9.518
1.001
90.513
RationCans
2.212
0.807
7.508
1.000
0.006
9.136
1.877
44.462
RoundWireNails
1.589
0.665
5.704
1.000
0.017
4.901
1.330
18.062
KeroseneCan
1.406
0.600
5.483
1.000
0.019
4.079
1.257
13.232
KitchenTools
1.278
0.937
1.860
1.000
0.173
3.590
0.572
22.528
FuelCan
1.068
0.760
1.973
1.000
0.160
2.910
0.656
12.916
Dinnerware
0.554
0.486
1.303
1.000
0.254
1.741
0.672
4.508
CompID 21 -- Combined Model
Model Summary: chi-square 68.050, p < 0.001 with df =15, Nagelkerke R² = 0.377
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Beverages (Glass/Can)
2.322
1.082
4.604
1.000
0.032
10.199
1.223
85.081
Glassware
2.297
1.150
3.987
1.000
0.046
9.946
1.043
94.810
RoundWireNails
1.504
0.718
4.390
1.000
0.036
4.501
1.102
18.384
KeroseneCan
1.386
0.684
4.098
1.000
0.043
3.997
1.045
15.287
RationCans
1.494
0.939
2.530
1.000
0.112
4.454
0.707
28.068
Landcov_15; North American Warm Desert
18.409
Bedrock
3142.384
Cliff and Outcrop
0.000
1.000
0.995 98844531.690
0.000
Landcov_36; Colorado Plateau Pinyon-Juniper
16.925Woodland
3142.384
0.000
1.000
0.996 22407020.700
0.000
FuelCan
1.536
0.865
3.154
1.000
0.076
4.645
0.853
25.299
KitchenTools
1.236
0.990
1.560
1.000
0.212
3.442
0.495
23.948
Soils_14; Toldohn-Vessilla-Rock outcrop complex,
1.233
80.676
to 35 percent
3.325
slopes 1.000
0.068
3.432
0.912
12.918
Soils_11; Celavar-Atarque complex, 1 to 81.064
percent slopes
0.965
1.215
1.000
0.270
2.897
0.437
19.217
Quatsurf_1; Colluvium in combination with
0.674
valley-fill
0.716
alluvium0.888
1.000
0.346
1.963
0.483
7.981
Aspect_4; 133.97˚-178.96˚
0.647
0.710
0.831
1.000
0.362
1.910
0.475
7.676
Dinnerware
0.537
0.511
1.105
1.000
0.293
1.712
0.628
4.662
DEM_1; 2023-2177m
-0.757
0.836
0.818
1.000
0.366
0.469
0.091
2.418

CompID 26 -- Navajo -- AD1880-1920 -- n=123
Model Summary: chi-square 313.072, p < 0.001 with df =5, Nagelkerke R² = 0.614
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Hogan
3.579
0.346 107.191
1.000
0.000
35.826
18.196
70.537
SweatLodge
2.520
0.418
36.262
1.000
0.000
12.428
5.473
28.223
Beverages (Glass/Can)
1.675
0.379
19.525
1.000
0.000
5.337
2.539
11.219
Zunipost1700
1.381
0.620
4.967
1.000
0.026
3.978
1.181
13.399
Chert
0.866
0.383
5.127
1.000
0.024
2.378
1.123
5.032
CompID 26 -- Combined Model
Model Summary: chi-square 319.245, p < 0.001 with df =10, Nagelkerke R² = 0.624
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Hogan
3.586
0.358 100.384
1.000
0.000
36.087
17.894
72.779
SweatLodge
2.578
0.427
36.521
1.000
0.000
13.174
5.709
30.400
Beverages (Glass/Can)
1.788
0.396
20.347
1.000
0.000
5.978
2.749
13.000
Zunipost1700
1.408
0.628
5.029
1.000
0.025
4.087
1.194
13.989
Chert
0.864
0.396
4.754
1.000
0.029
2.374
1.091
5.162
Geo500_7; Chinle Group, undivided
0.629
0.415
2.301
1.000
0.129
1.876
0.832
4.229
Quatsurf_1; Colluvium in combination with
0.616
valley-fill
0.347
alluvium3.143
1.000
0.076
1.851
0.937
3.658
Soils_13; Evpark-Arabrab complex, 2 to 6 percent
0.013 slopes
0.364
0.001
1.000
0.972
1.013
0.497
2.066
Landcov_36; Colorado Plateau Pinyon-Juniper
-0.252Woodland
0.456
0.305
1.000
0.581
0.778
0.318
1.899
DEM_1; 2023-2177m
-0.796
0.467
2.899
1.000
0.089
0.451
0.181
1.128
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CompID 29 -- Navajo -- AD1910-1930 -- n=40
Model Summary: chi-square 88.995, p < 0.001 with df =4, Nagelkerke R² = 0.345
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
Hogan
2.348
0.416
31.811
1.000
0.000
10.460
4.626
23.648
SweatRockFeature
2.223
0.494
20.285
1.000
0.000
9.233
3.510
24.292
StoveParts
2.128
0.716
8.843
1.000
0.003
8.398
2.066
34.144
Wire
1.389
0.437
10.084
1.000
0.001
4.009
1.702
9.445
CompID 29 -- Combined Model
Model Summary: chi-square 104.269, p < 0.001 with df =8, Nagelkerke R² = 0.400
Variable
B
S.E.
Wald
df
Sig.
Exp(B)
Lower CI Upper CI
SweatRockFeature
2.715
0.537
25.600
1.000
0.000
15.101
5.276
43.222
Hogan
2.597
0.466
31.018
1.000
0.000
13.425
5.382
33.484
StoveParts
2.263
0.769
8.667
1.000
0.003
9.614
2.131
43.375
Soils_19; Parkelei-Evpark fine sandy loams,
1.639
2 to 8 percent
0.564 slopes
8.435
1.000
0.004
5.151
1.704
15.571
Geo500_0; Crevasse Canyon Formation 1.476
0.683
4.677
1.000
0.031
4.376
1.148
16.677
Wire
1.306
0.482
7.331
1.000
0.007
3.690
1.434
9.496
Aspect_5; 178.96˚-223.95˚
0.925
0.745
1.542
1.000
0.214
2.522
0.586
10.864
Landcov_36; Colorado Plateau Pinyon-Juniper
-1.164Woodland
0.552
4.449
1.000
0.035
0.312
0.106
0.921
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