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Chapter 1
Introdution
Fititious domain methods, sometimes also alled domain embedding methods, are a family
of tools for the solution of boundary value problems on irregular and omplex geometries.
What distinguishes them from other methods is that they try to employ simple disretiza-
tions and methods whih work well on regular geometries, and oere them, in one way
or another, to produe a solution of the problem on the omplex geometry. They ahieve
this by embedding the original domain into a muh simpler one (the titious domain), and
reformulating the problem there, a step whih always involves some form of extension of
the data. Instead of solving the original problem diretly, one obtains an extension to the
titious domain of the solution of the original problem. The boundary onditions are usu-
ally enfored by mehanisms whih do not modify the disretization on the domain, or do
so only in a limited way. Prominent examples of suh mehanisms are Lagrange multipliers
and penalty parameters.
This type of onstrution produes fairly exible methods that an ope easily with prob-
lems where the geometry hanges often. A anonial appliation is the use as a omponent
in shape optimization problems or free boundary problems (see for instane [24℄). What
makes titious domain methods so invaluable in these appliations is their strit blak box
approah. Sine no remeshing is neessary, they an operate on mahine-generated geometry
desriptions without supervision, and do so reliably.
Another possible reason to use a titious domain formulation is to tap the power of
methods whih are only available on simple geometries, a theme explored for example in [3℄
and the referenes therein. It is this point of view whih shall dominate in the present thesis.
We will study titious domain formulations as an alternative to other, more traditional
formulations for standard ellipti boundary value problems, fousing on them as a vehile to
simplify the use of wavelet-Galerkin disretization shemes.
1.1 Wavelet methods and titious domain formula-
tions
Wavelets, whih appeared rst as a tool for signal analysis, have been playing an inreasingly
important role in numerial algorithms for the solution of partial dierential equations. For
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the solution of ellipti boundary value problems, biorthogonal wavelet bases are an attrative
hoie. They lead easily to well onditioned disretizations of the type of operator equation
that appears in these problems. This property, their good approximation power, and their
lear mathematial struture have led to the development of novel methods whih prot
from results from related mathematial disiplines.
The adaptive wavelet methods developed with the aid of deep approximation theoretial
results in [8, 7℄ illustrate this point quite learly. These algorithms are apable of produing
good approximations of the solutions of ellipti boundary value problems with an optimal
work/auray balane. They are optimal in the sense that to produe an approximation of
the solution to a given problem, the number of operations needed is proportional to 
 1=s
,
where  is the desired auray (measured in a relevant norm, usually the Energy norm), and
the parameter s depends on the smoothness of the solution, as measured by thir membership
in ertain Besov spaes.
Perhaps the most important property of the lass of wavelets used in these methods
is that they are Riesz bases for the Sobolev spaes involved. But while they are easy to
onstrut and handle for, say, periodi domains, the situation is quite dierent for domains
with omplex geometries. And while the onstrution for those domains is a solved problem
[13℄, the resulting bases are diÆult to handle. The numerial properties of suh bases also
suers somewhat, leading to disrete problems whih are not as well onditioned as their
ounterparts on simple domains. Thus, a possible strategy to overome these diÆulties when
dealing with omplex geometries is to use a titious domain formulation. This approah
was initiated suessfully in [27℄.
The hoie of suitable titious domain formulations one may onsider for this endeavor is
limited, however. Methods based on the introdution of penalty parameters lead to disrete
problems that are not uniformly well onditioned. The same holds for any other method
based on regularization tehniques (see for instane [20℄).
The formulation whih seems to be best suited for suh a purpose is the titious domain
- Lagrange multiplier (FDLM) approah initiated by [1, 22℄, and used in [27℄. To solve
a seond order ellipti boundary value problem with Dirihlet boundary onditions on a
bounded domain, one extends the data (and the dierential operator) to a simpler domain,
and appends the boundary onditions by introduing a Lagrange multiplier. This leads to
a saddle-point problem whih is amenable to the disretization and solution with wavelet
tehniques [10℄.
In hapter three we will show that this approah has its limitations. While the solution of
the original problem may be very smooth in either of the Sobolev or Besov sales, this does
not hold in general for the extended solution obtained through the FDLM formulation. If the
data was not extended in exatly the right way, the smoothness of the extended solution is
deient, and thus approximating it requires more degrees of freedom, and ultimately more
work.
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1.2 Towards a titious domain method with optimally
smooth solutions
Correting this deieny in the FDLM formulation in a way that keeps the formulation
pratial is fairly diÆult; as a matter of fat, an extensive searh of the literature showed
no attempt, suessful or unsuessful, to address this problem. There is one trivial way
around this diÆulty (take the solution of the original problem, extend it smoothly, and use
the dierential operator to obtain a suitable extension of the data) but it leads to a method
whih is hardly pratial, sine it needs the solution rst.
In hapter four we will attempt to onstrut a method whih produes optimally smooth
extensions of the solution. For this we will begin by formulating on the titious domain a
rank-deient, but otherwise well-posed
1
, least squares problem whose solutions all agree on
the original domain with the original solution. Then we play with the proess of solving the
disrete equations to obtain a solution of the least squares problem whih is also smooth.
The smooth extension is onstruted by a nested iteration sheme through what amounts
to emergent behavior. A proof of this property will be given subjet to a few onditions on the
nite dimensional problems obtained by the proess of disretization. We will also onstrut
a disretization sheme whih, at least numerially, seems to satisfy these onditions.
The resulting method is fairly simple in struture. Wavelets appear in the disretization
as a natural hoie and, more importantly, no modiation of the bases is needed. This
makes our method usable as a blak box. Furthermore, the method an deal in a unied
way with any type of boundary onditions.
1.3 Overview
We begin in hapter two by weaving together in a uniform way the theory we will use in the
following hapters. We will need some elements of approximation theory, theory of ellipti
boundary value problems, and the onstrution of B-spline wavelets.
Chapter three is devoted to the analysis of the titious domain - Lagrange multiplier
approah. Here we will show how the method is derived, and analyze the smoothness of
the extended solutions by onsidering their membership in Besov and Sobolev spaes. We
extend and omplete rst the results on smoothness in the Sobolev sale found in [21℄,
taking an approximation theoretial point of view, and then prove new results whih bound
the onvergene rate of nonlinear approximation shemes. We have sueeded in olleting all
the diÆult tehnial details into one lemma, whih makes the disussion more transparent.
The seond half of hapter three is then spent proving this lemma.
The development of a titious domain method able to produe optimally smooth solu-
tions takes plae in hapter four. First we introdue and analyze the least-squares formulation
that will serve as a foundation, and then we proeed to onstrut the method, and prove
that under ertain assumptions to the disretization, it produes optimally smooth solutions.
Then we introdue a disretization sheme designed to satisfy these assumptions.
1
in the sense that it is solvable, and that its solutions an be hosen to depend ontinuously on the data
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In hapter ve we will give numerial evidene that supports the results of hapters
three and four. We will begin by showing the eets of the singularities introdued by
the FDLM approah with respet to the onvergene of linear and nonlinear approximation
shemes. Then we will test the method developed in hapter four on a set of model problems,
and observe how it sueeds in providing smooth solutions on the titious domain whih,
restrited to the original domain, solve the original problem.
A hapter with nal notes an be found at the end of this thesis, summarizing our nds
in a onlusions setion, and disuss diretions for further researh.
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Chapter 2
Theoretial framework
The present hapter sets the tapestry on whih the material of later hapters unfolds. Instead
of presenting a loose olletion of fats, we have tried to draw a map of the body of theory
involved. It has been drawn in a mostly strit logial order, beginning with spae interpola-
tion and abstrat approximation theory, then going on to dene Besov and Sobolev spaes
as approximation spaes. After reviewing the standard trae and extension theorems, and
omplementing them with more modern results whih will be useful later, we dene the lass
of problems we want to study: seond order ellipti boundary value problems with either
Dirihlet or Neumann boundary onditions. After this we introdue B-spline wavelets, and
the brand of nonlinear approximation that is the foundation of adaptive wavelet methods.
2.1 Interpolation spaes
The denition of what onstitutes an interpolation spae requires the following steps [2℄. Let
A
0
and A
1
be two normed spaes. They are alled ompatible if there exists a Hausdor
topologial vetor spae V suh that A
0
and A
1
are subspaes of it. A normed spae A
is alled an intermediate spae between the ompatible spaes A
0
and A
1
, if A
0
\ A
1

A  A
0
+ A
1
. An interpolation spae with respet to the ouple (A
0
; A
1
) is then any
intermediate spae A between A
0
and A
1
for whih the following holds. Whenever a linear
map T : A
0
+ A
1
! A
0
+ A
1
is also a bounded linear map from A
0
to itself, as well as from
A
1
to itself, then T maps A boundedly into itself.
To onstrut suh spaes, we follow here the real method due to J. Peetre, as found in
[2℄. We dene rst the K-funtional for v 2 A
0
+ A
1
by
K(t; v; A
0
+ A
1
) := inf
v=a
0
+a
1
(ka
0
k
A
0
+ tka
1
k
A
1
) ;
where the inmum is taken over all possible representations v = a
0
+ a
1
with a
o
2 A
0
and
a
1
2 A
1
. For a xed v 2 A
0
+A
1
, one an show that K(t; v; A
0
+A
1
) is positive, inreasing,
and onave.
The following observation is the key to the onstrution of interpolation spaes using the
K-funtional. Let T : A
0
! A
1
be as desribed in the rst paragraph, and let v 2 A
0
+ A
1
.
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Then
(2.1) K(t; v; A
0
+ A
1
)  C K(t; T v; A
0
+ A
1
);
where the onstant C 2 (0;+1) is independent of t.
Now, for 0 <  < 1, 0 < q  1, let A
;q
be the subspae of A
0
+ A
1
of elements whih
satisfy kvk
;q
<1, with
kvk
;q
:=
8
>
<
>
:
R
1
0

t
 
K(t; v; A
0
+ A
1
)
	
q
dt
t

1
q
; if 0  q <1,
sup
t2(0;+1)
t
 
K(t; v; A
0
+ A
1
) if q = +1.
From (2.1) it follows immediately that the spae A
;q
is an interpolation spae between A
0
and A
1
. But more is true. If (B
0
; B
1
) is another pair of ompatible spaes, and T : A
0
+A
1
!
B
0
+B
1
is suh that T maps A
0
boundedly to B
0
, and A
1
boundedly to B
1
, then using the
same argument we see that T : A
;q
! B
;q
is also a bounded operator.
To shed light onto the relation between interpolation spaes, we inlude the following
theorem.
Theorem 2.1.1 (The reiteration theorem). Let q
0
; q
1
2 (0;+1), 
1
; 
2
2 (0; 1), and let
 = (1  )
0
+ 
1
for some  2 (0; 1). Then for any q 2 (0;+1) it holds that ([2℄, p.50)
((A
0
; A
1
)

0
;q
0
; (A
0
; A
1
)

1
;q
1
)
;q
= (A
0
; A
1
)
;q
with equivalent norms.
2.2 Approximation spaes
Approximation spaes allow us to talk about approximation methods in an abstrat setting
1
.
For this, let X be a normed vetor spae, and let fX
n
g
n2N
be a sequene of subsets of X
satisfying the following axioms.
Axioms 2.2.1
i. X
n
 X
n+1
for all n 2 N .
ii. aX
n
 X
n
for all x 2 R.
iii. There exists a onstant  2 N suh that for every n 2 N , X
n
+X
n
 X
n
.
iv. If f 2 X, then lim
n!+1
inf
x2X
n
kf   xk ! 0.
1
This aount follows [18℄
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The sequene fX
n
g
n2N
will play the role of our approximation method.
To illustrate what these axioms mean, we onsider the ase when X is a separable Hilbert
spae, and B = fb
k
g
k2N
is an orthonormal basis. We might hoose
X
n
= spanfb
k
: k  ng;
and see immediately that it satises the above axioms. Sine the X
n
are linear spaes, we
speak of linear approximation.
In ontrast, onsider the hoie
X
n
= fx 2 X : x =
X
k2

k
b
k
;   N with #  n; 
k
2 Rg;
whih is the nonlinear spae of elements in X whih are a linear ombination of at most n
members of B. Whenever the sequene fX
n
g
n2N
ontains sets whih are not linear subspaes
of X, we speak of nonlinear approximation. We will take a loser look at shemes of this
type later on.
Note that the above are just examples, and their introdution does not amount to a
onrete denition of the spaes X
n
in a partiular setting.
After having hosen an approximation method, we want to rate its performane aording
to the behavior of the error of approximation, whih, for v 2 X, is dened by
E
n
(v) := inf
x2X
n
kv   xk:
Approximation spaes lassify the elements of X aording to how well they an be
approximated with fX
n
g
n2N
. For 0 < s < +1, and 0 < q  +1, they are given by
A
s
q
(X; fX
n
g) := ff 2 X : kfk
A
s
q
< +1g;
with k  k
A
s
q
:= k  k
X
+ j  j
A
s
q
, and
jf j
A
s
q
:=
8
>
<
>
:
 
P
+1
n=1
[n
s
E
n
(f)℄
q
1
n

1
q
if 0 < q < +1,
sup
n2N
n
s
E
n
(f) if q = +1.
For an element f 2 X, membership in A
s
q
(X; fX
n
g
n2N
) means above anything else that
the approximation error deays at least as O(n
 s
). The parameter q further indiates the
slightly stronger (for q <1) assertion that fn
s
E
n
(f)g belongs to `
q
. The parameter q is of
seondary nature; it is possible to prove that if s < r, then
(2.2) A
r
q
(X; fX
n
g
n2N
)  A
s
p
(X; fX
n
g
n2N
) 8 0 < q; p < +1
We obtain the same spae, with an equivalent norm, if we use the following (equivalent)
seminorm j  j
A
s
q
(X;fX
n
g
n2N
)
.
(2.3) jf j
A
s
q
:=
8
>
<
>
:
 
P
+1
n=0
[2
ns
E
2
n
(f)℄
q

1
q
if 0 < q < +1,
sup
n2N
2
ns
E
2
n
(f) if q = +1.
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When proving membership in a spae A
s
q
, it is often easier to use this last denition.
The fat that (2.3) denes an equivalent norm hints at some redundany in the sequene
fX
n
g
n2N
. We shall often write V
j
:= X
2
j
, j = 0; 1; : : :, and then write
(2.4) A
s
q
(X; fV
j
g
j2N
0
) := A
s
q
(X; fX
n
g
n2N
):
In this ase, we will always use the seminorm dened in (2.3) for the spae on the left of
(2.4). Strething things a little bit further, we will often start by dening the spaes V
j
,
obviating the spaes X
n
with n 6= 2
j
, and using only the spae on the left of (2.4). This
auses no problem, sine any sequene fX
n
g with V
j
= X
2
j
, whih also satises axioms 2.2.1,
would dene the same spae with an equivalent norm.
A note is also in order regarding spaes of the type `
p
with 0 < p < 1. The orresponding
`
p
-"norm" is no longer a norm, but instead is only a quasinorm. The triangle inequality
holds only in its modied form
ka + bk
`
p
 2
1
p
 
kak
`
p
+ kbk
`
p

:
To substitute the onept of Banah spae we dene a quasi-Banah spae as a quasi-
normed spae (Z; k k), where every Cauhy sequene (with respet to the quasi-norm) has a
limit in Z. One an then prove that the spae `
p
, 0 < p < 1 is indeed a quasi-Banah spae.
The same holds, mutatis mutandis, for L
p
spaes with 0 < p < 1.
2.2.1 approximation spaes and spae interpolation
In this subsetion we are going to shed some light on the relation between interpolation
spaes and approximation spaes.
The rst main result that is onerned with this relation states onditions under whih
an interpolation spae is equal to an approximation spae. Let Y  X be a normed spae
whih an be embedded ontinuously into X. Let fX
n
g
n2N
be an approximation method
satisfying axioms 2.2.1, and suppose that the following inequalities hold.
E
n
(f)  Cn
 r
kfk
Y
; 8f 2 Y (Jakson inequality)(2.5)
kSk
Y
 Cn
r
kSk
X
; 8S 2 X
n
(Bernstein inequality)(2.6)
for some r > 0.
Theorem 2.2.1. If the Jakson and Bernstein inequalities hold, then for every 0 < s < r,
and every 0 < q  +1,
A
s
q
(X; fX
n
g
n2N
) = (X; Y )
s=r;q
with equivalent norms.
An important appliation of this theorem is that it allows us to ompare approximation
spaes obtained with dierent approximation methods.
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Corollary 2.2.2. Let fX
1
n
g
n2N
and fX
2
n
g
n2N
be two sequenes satisfying 2.2.1, and suppose
that there exists r > 0 suh that both satisfy the Jakson and Bernstein inequalities with
respet to a spae Y as desribed above. Then for every 0 < s < r, 0 < q  +1,
A
s
q
(X; fX
1
n
g
n2N
) = A
s
q
(X; fX
2
n
g
n2N
)
with equivalent norms.
As a omplement of theorem 2.2.1 we have also that approximation spaes form indeed
an interpolation family.
Theorem 2.2.3. [DeVore and Popov, 1988℄ Let fX
n
g
n2N
satisfy axioms 2.2.1. Then, for
any r > 0, the sequene fX
n
g
n2N
satises the Bernstein and Jakson inequalities with Y =
A
r
q
(X; fX
n
g
n2N
), for any 0 < q  +1. Thus, for all 0 < s < r, and all 0 < q; t  +1 we
have
A
s
q
(X; fX
n
g
n2N
) = (X;A
r
q
(X; fX
n
g
n2N
))
s=r;q
:
Next we present a onsequene of the reiteration theorem whih haraterizes what we
obtain when we dene an approximation spae inside of an approximation spae. It reads
2
as follows.
Theorem 2.2.4. Let 0 < s < r, and fX
n
g
n2N
satisfy axioms 2.2.1. Then
A
r s
q
 
A
s
q
(X; fX
n
g
n2N
) ; fX
n
g
n2N

= A
r
q
(X; fX
n
g
n2N
)
with equivalent norms.
Proof. To keep the notation from obsuring the arguments, we shall hoose a xed 0 < q 
1, and write
Z

= A

q
(X; fX
n
g
n2N
) 8  2 (0;+1):
Given an element v 2 Z
s
, we dene the error of approximation in Z
s
by
~
E
n
(v) := inf
x2X
n
kv   xk
Z
s
:
Suppose for the moment that we have shown that if  > s, then the Jakson inequality,
~
E
n
(f) . n
 ( s)
kfk
Z

8 f 2 Z

;(2.7)
and the Bernstein estimate
kSk
Z

. n
 s
kSk
Z
s
8 S 2 X
n
;(2.8)
hold. Then if  > r > s, we obtain from theorem 2.2.1 that
A
r s
q
(Z
s
; fX
n
g
n2N
) = (Z
s
; Z

)
(
r s
 s
)
;q
:
2
We have not found this result in the literature, and thus we prove it here.
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So hoose  > , and use theorem 2.2.3 to observe that
Z
s
= (X;Z

)
s

;q
; Z

= (X;Z

)


;q
:
The reiteration theorem now gives
A
r s
q
(Z
s
; fX
n
g
n2N
) =

(X;Z

)
s

;q
; (X;Z

)


;q

(
r s
 s
)
;q
= (X;Z

)
r

;q
= A
r
q
(X; fX
n
g):
To nish the proof, it only remains to show that (2.7) and (2.8) hold. We will do so only
for 0 < q < +1, sine the ase q = +1 is straightforward. To prove (2.8), let S 2 X
n
, and
0 < q <1. Sine S 2 X
n
, it holds that E
k
(S) = 0 if k  n, so that
jSj
Z

=
 
n 1
X
k=1
[E
k
(S)k

℄
q
1
k
!
1
q
:
But sine S 2 Z
s
, we also have E
k
(S) . k
 s
kSk
Z
s
, and substituting this expression above
we obtain
jSj
Z

. n
 s
kSk
Z
s
;
from where (2.8) follows.
To prove (2.7), we begin by observing that
(2.9) inf
x2X
k
E
j
(f   x)  E
j
(f); E
k
(f);
whih follows from the properties of the inmum. Also, sine X
n
 X
n+1
, one has that
E
j
1
(f)  E
j
2
(f) whenever j
2
 j
1
, and so we see that
(2.10)
inf
x2X
k
 
k
X
j=1
[E
j
(f   x)j
s
℄
q
1
j
!
1
q
 inf
x2X
k
 
k
X
j=1
[E
1
(f   x)j
s
℄
q
1
j
!
1
q
 E
k
(f)k
s
:
Now, onsider the following omputation,
~
E
k
(f) = inf
x2X
k
kf   xk
Z
s
= inf
x2X
k
8
<
:
kf   xk
X
+
 
1
X
j=1
[E
j
(f   x)j
s
℄
q
1
j
!
1
q
9
=
;
= inf
x2X
k
8
<
:
kf   xk
X
+
 
k
X
j=1
[E
j
(f   x)j
s
℄
q
1
j
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
9
=
;
;
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where we have used (2.9) in the last step. Write F (x) for the last expression in urly braes
and note arefully that
inf
x2X
k
F (x)  E
k
(f) +
 
k
X
j=1
[E
k
(f)j
s
℄
q
1
j
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
=: L:
Our next step will be to prove that in fat inf
x2X
k
F (x) = L.
Let fx
n
g
n2N
 X
k
be suh that kf   x
n
k
X
  =n  E
k
(f)  kf   x
n
k, where  > 0 was
hosen in suh a way that E
k
(f)   > 0. Observe also that if j < k, then
(2.11) E
j
(f   x
n
)  E
k
(f)  E
j
(f   x
n
) 

n
:
These rather awkward steps are needed beause we do not know enough about the sets X
k
to be able to hoose x

2 X
k
suh that kf   x

k = E
k
(f).
Now, observe that
F (x
n
) = kf   x
n
k
X
+
 
k
X
j=1
[E
j
(f   x
n
)j
s
℄
q
1
j
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
 E
k
(f) +
 
k
X
j=1
[E
k
(f)j
s
℄
q
1
j
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
(= L)
 kf   x
n
k
X
 

n
 
 
k
X
j=1
h
E
j
(f   x
n
) 

n

j
s
i
q
1
j
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
:
Letting n! +1 shows that indeed inf
x2X
k
F (x) = L.
Sumarizing, we have that
~
E
k
(f) = E
k
(f) +
 
k
X
j=1
[E
k
(f)j
s
℄
q
1
j
+
1
X
j=1
[E
j
(f)j
s
℄
q
1
j
!
1
q
 E
k
(f) +
 
E
q
k
(f)k
sq
+
1
X
j=k+1
[E
j
(f)j
s
℄
q
1
j
!
1
q
;
where we have used (2.10). But if f 2 Z

, then E
k
(f) . k
 ( s)
kfk
Z

, so that, after some
omputations, we obtain from the above that
~
E
k
(f) . k
 ( s)
kfk
Z

:
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2.3 Besov and Sobolev spaes as B-spline approxima-
tion spaes
As an alternative to the lassial denitions, one an haraterize Besov spaes, and for a
useful range of parameters also Sobolev spaes, as approximation spaes. The results we
ite here all refer, as they are found in the literature, to approximation using linear spaes
of smooth, pieewise polynomial funtions. But by orollary 2.2.2, they also apply to other
types of methods. This will allow us to draw fairly general onlusions from the study of
pieewise polynomial approximation alone.
2.3.1 B-splines
Let N
1
: R ! R be given by 
[0;1)
, where 


is the harateristi funtion of the set 
. For
m  2, let
N
m
:= N
m 1
N
0
:
The funtions N
m
, m = 1; 2; : : : are alled the m-th order ardinal B-spline generator.
Note that the spae
S
m
j
:= los (spanfN
m
(2
j
  k) : k 2 Zg);
where we have used los (A) = A as an alternative notation for losure, is a subspae of
C
m 2
(R) if m  2, and that f 2 S
m
j
is a polynomial of degree m  1 on every interval of the
form 2
 j
[z; z + 1), z 2 Z
d
.
The spaes S
m
j
reprodue loally any polynomial of degree m 1. That is, if p 2 
m 1
=
f polynomials of degree m  1g, and given a bounded set X  R
d
, there exists a funtion
 2 S
m
j
suh that 
jX
= p
jX
.
We extend the denition of the spaes S
m
j
to R
d
simply by letting
N
(d)
m
(x
1
; x
2
; : : : ; x
d
) :=
d
Y
i=1
N
m
(x
i
);
and setting S
m;(d)
j
:= los (spanfN
(d)
m
(2
j
  z) : z 2 Z
d
g). In the sequel we will usually omit
the index d, sine it will be lear from the ontext.
2.3.2 Besov spaes
A ommon denition of Besov spaes is based on moduli of ontinuity. Sine these spaes
an be haraterized thoroughly as approximation spaes using B-splines, and sine this is
the only point of view we shall take, we use this haraterization as a denition instead.
The remarkable onnetion between approximation spaes and Besov spaes was made by
DeVore and Popov, see [16℄. The following theorem is a version of this result whih has been
adapted to our needs.
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Theorem 2.3.1 (DeVore and Popov, 1988). Let 0 < p  +1, m 2 N, and dene

p;m;j
: L
p
(R
d
)! [0;+1) by

p;m;j
(f) := inf
s2S
m
j
kf   sk
L
p
:
The following is an equivalent (quasi)-seminorm for the Besov spae B
s
q
(L
p
(R
d
)), 0 < q  1,
0 < s < minfm;m  1 + 1=pg.
(2.12) jf j
B
s
q
(L
p
)
=
 
+1
X
j= 1
[2
js

p;m;j
(f)℄
q
!
1
q
(with the usual modiation for q =1).
A Besov spae B
s
q
(L
p
(R
d
)) is thus a olletion of funtions in L
p
(R
d
) whih an be ap-
proximated by funtions in S
m
k
at a rate of O(2
 ks
), and suh that the error of approximation

p;m;j
(f) satises the slightly stronger ondition
f2
js

p;m;j
(f)g
j2Z
2 `
q
(Z):
The spaes B
s
q
(L
p
(T
d
)), where T
d
= (R=Z)
d
is the d dimensional torus, are dened
analogously. The spaes S
m;T
d
j
are now dened only for j  0, and we dene them by
S
m;T
d
j
= span
(
X
z2Z
d
N
m
(2
j
(   z)  k) : k 2 Z
d
)
:
We also dene the funtionals

p;m;j
(f) := inf
s2S
m;T
d
j
kf   sk
L
p
; j  0;
and then the orresponding equivalent seminorm for the spae B
s
q
(L
p
(T
d
)) is given by
jf j
B
s
q
(L
p
)
=
 
+1
X
j=0
[2
js

p;m;j
(f)℄
q
!
1
q
:
2.3.3 Besov spaes on domains
Apart from spaes dened on R
d
and T
d
we will also onsider bounded open domains 
  R
d
satisfying ertain regularity onditions on the boundary.
Denition 2.3.2. A bounded domain 
  R
d
is of lass X, where X = C
k
, k = 0; 1; : : :,
or X = Lip
1
, the spae of Lipshitz ontinuous funtions, if for every x 2 
 there exists

x
> 0, an orthogonal map Q
x
: R
d
! R
d
, and a funtion 
x
: R
d 1
! R, 
x
2 X, suh that
Q
 1
(B(x; 
x
) \ 
) = fy 2 Q
 1
(B(x; 
x
)) : y
d
< 
x
(y
1
; : : : ; y
d 1
)g:
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Here we have written B(x; 
x
) for the open ball in R
d
with enter x and radius 
x
with
respet to the Eulidean norm.
When 
 is of lass X, we also say that 
 is of lass X. Often we shall also say that 

(or 
) \is X", as in \
 is C
1
", sine it makes the exposition easier to read and it annot
ause any onfusion.
When 
 is C
k
, k = 1; 2; : : :, then from the above disussion it follows that 
 is a C
k
manifold.
Sine we will embed 
 into T
d
, we always assume that for some  > 0, the relation

  (; 1  )
d
holds.
Given a bounded domain 
 with Lipshitz boundary, one an haraterize the spae
B
s
q
(L
p
(
)) by setting

p;m;j
(f) := inf
s2S
m
j
kf   s
j

k
L
p
(
)
:
and then dening a seminorm for B
s
q
(L
p
(
)) as in (2.12) [17℄. It is then easy to show from
the above that the restrition operator
(2.13) r


: B
s
q
(L
p
(R
d
))! B
s
q
(L
p
(
))
is bounded and linear for the full range of parameters.
2.3.4 Interpolation of Besov spaes
We have, for any 0 < s
1
< s
2
, 0 < q
1
; q
2
 +1, and any 0 <  < 1, 0 < q  +1, that
(2.14) (B
s
1
q
1
(L
p
(
)); B
s
2
q
2
(L
p
(
)))
;q
= B
s
q
(L
p
(
));
with s = (1  )s
1
+ s
2
.
The above holds for Lipshitz domains as well as for 
 2 fR
d
;T
d
g.
2.3.5 Sobolev spaes
The lassial Sobolev spaes measure smoothness of funtions in L
p
, p  1, by ounting its
number of weak derivatives in L
p
. The denition is, for 1  p  +1, m = 0; 1; : : :m
W
m
p
(
) = ff 2 L
p
(
) : kfk
p
W
m
p
:=
X
jjm
kD

fk
p
L
p
< +1g:
In this thesis we shall restrit ourselves to the ase p = 2, and write, as is ustomary,
H
m
= W
m
2
. Sobolev spaes with positive non-integer smoothness index an be obtained
simply by interpolation. After realizing that B
m
2
(L
2
) = H
m
, we use (2.14) above to obtain
(2.15) H
s
= B
s
2
(L
2
):
Note, however, that this is not as simple for the spaes W
s
p
, with p 6= 2. See again [16℄.
Extension 17
It would be quite an omission not to mention that the spaes H
s
are Hilbert spaes. See
[34℄ p.209 for instane.
Another important Sobolev spae is the spae H
s
0
(
), whih we dene as follows.
Let X  R
d
be a set, and let
D(X) := ff 2 C
1
(X) suh that supp f  K  X for some ompat set Kg
be the spae of test funtions. For s  0, we dene the spae H
s
0
(
) as the ompletion of
D(
) in H
s
(
). For 0  s <
1
2
, or when 
 is either R
d
, T
d
, or a C
k
manifold with k > s, the
spae H
s
0
(
) oinides with H
s
(
). In all other ases the spae H
s
0
(
) is a losed subspae
of H
s
(
).
The duals of the spaes H
s
0
(
), s  0 are denoted by H
 s
(
).
The interpolation of the spaes H
s
0
(
) is a more deliate matter. See [28℄ for further
information.
2.4 Extension
We have already mentioned that the restrition operator (2.13) is bounded and linear for
the full range of parameters. But there exist also, for the full range of parameters, operators
(2.16) E : B
s
q
(L
p
(
))! B
s
q
(L
p
(T
d
))
suh that r


(Eu) = u for all u 2 B
s
q
(L
p
(
)) For the ase p < 1, however, it does not seem
possible to nd linear E ; see again [17℄.
Given a bounded domain 
 with Lipshitz boundary, and any l 2 N , it is possible to
onstrut a bounded linear extension operator
F
l
: L
2
(
)! L
2
(R
d
)
suh that
F
l
: H
l
(
)! H
l
(R
d
)
is also bounded [5℄. By interpolation we obtain then that
F
l
: B
s
q
(L
2
(
))! B
s
q
(L
2
(R
d
))
is a bounded linear operator for 0 < s < l, 0 < q  +1.
2.4.1 Traes
Given u 2 H
s
(
), and s suÆiently large, we an dene and deal with quantities of the kind
u
j

, or
u
n
, where n denotes the outward normal at a point in   := 
. Before doing so, we
dene Sobolev spaes on manifolds.
The family U = fB(x; 
x
)g
x2

, given by denition 2.3.2, whih onsists of a seletion of
neighborhoods of x where we an parametrize 
 by funtions of lass X 2 Lip
1
; C
1
; C
2
; : : :,
is an open overing of 
. Thus there exist x
i
2 
, 
i
> 0, i = 1; 2; : : : ; l suh that
18 Extension

 
S
l
i=1
B(x
i
; 
i
). Remember that, assoiated to eah pair x
i
, 
i
, we have an orthogonal
transformation Q
i
and a funtion 
i
2 X suh that
Q
 1
i
(B(x
i
; 
i
) \ 
) = fy 2 Q
 1
(B(x
i
; 
i
)) : y
n
< 
i
(y
1
; : : : ; y
n
)g:
Let f
i
g
i=1;2;:::l
, 
i
2 D(R
d
), be a partition of unity on 
 subjet to the overing V =
fB(x
i
; 
i
) : i = 1; 2; : : : ; lg. Given f : 
 ! R we have that f(x) =
P
l
i=1

i
(x)  f(x). One
an dene 
i
: R
d 1
! R
d
by 
i
:= Q
i
(x; 
i
(x)), and f
i
: R
d 1
  R by
f
i
(x) =
(

i
(
i
(x))  f(
i
(x)) if 
i
(x) 2 B(x
i
; 
i
) \ 
,
0 otherwise,
and then dene kfk
H
s
(
)
by
(2.17) kfk
2
H
s
(
)
:=
l
X
i=1
k(
i
 f) Æ 
i
k
2
H
s
(R
d 1
)
:
It an be shown that if 
 is C
k
, then the norms dened by (2.17) for dierent open
overings and partitions of unity are equivalent.
Remark 2.4.1. It is possible to dene, via loal maps, pieewise polynomials on 
. For
this, we refer to [14℄. We will not give any details here, but are ontent with remarking that
it is possible, and that if 
 is C
k
, then we an dene Besov and Sobolev spaes for s < k
using straight-forward adaptations of the results mentioned in subsetion 2.3.2.
We now ontinue with the main result of this setion, as found in [34℄.
Theorem 2.4.2 (Trae theorem). Let r; l 2 N, s 2 R with r  s > l   1=2. Let 

be a domain with boundary of lass C
r
, and suh that 
 is bounded. Then there exists a
ontinuous trae operator
(2.18) T
l
: H
s
(
)!
l
Y
j=0
H
s j 1=2
(
)
with the property that
(2.19) T
l
 =


j

;

n
; : : : ;

l

n
l

for any  2 C
1
(
). This operator has a ontinuous right inverse.
The proof of this theorem essentially extends the map given in (2.19) by ontinuity to
the full operator T
l
given in (2.18). Thus, when embedding a bounded domain 
 in a larger
domain (say X = T
d
, or X = R
d
), we dene the traes on 
 of funtions in H
s
(X)
analogously, extending by ontinuity the appropriate analogon
~
T of (2.19). It follows from
this onstrution that under the hypothesis of the trae theorem, if u 2 H
s
(X), then
~
Tu = T (r


u):
Note also that theorem 2.4.2 does not hold if s  l  1=2; if this is the ase then the map
~
T annot be extended ontinuously any longer. See [28℄.
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2.5 Seond order ellipti boundary value problems
Consider the seond order dierential operator
(2.20) Au =
d
X
i;j=1
a
ij
(x)

2
u
x
i
x
j
+
d
X
i=1
b
i
(x)
u
x
i
+ (x)u
with a
ij
; b
i
;  2 C
1
. We assume that A is uniformly ellipti, that is, that there exists  > 0
suh that
1
X
i;j=1
v
i
a
ij
(x)v
j
> kvk
2
8 x; v 2 R
d
:
It is often useful to write (2.20) in divergene form,
(2.21) Au =
X
0jj;jj1
( 1)
jj
D

(~a

(x)D

u) ;
whih is always possible for some ~a

2 C
1
, 0  jj; jj  1. A is then uniformly ellipti
whenever
X
jj;jj=1
v

~a

(x)v
g
 kvk
2
8 v; x 2 R
d
for some  > 0.
The derivatives involved in the denition of A are meant in the sense of distributions.
Thus A is dened as A : D
0
(X) ! D
0
(X), with X either R
d
, T
d
, or a bounded domain

  R
d
. The following fat will be useful later (see [33℄, page 76).
Theorem 2.5.1. The operator A : H
s
(T
d
)! H
s 2
(T
d
) is bounded and has losed range for
every s 2 R. Furthermore, dim(N (A)) < +1, and dim(N (A)) = dim(R(A)
?
).
We should stress that the above regularity assumptions are made for simpliity, and that
they are not essential. It would be enough for the development of the theory in hapter four
if we had that A : H
s
(T
d
) ! H
s 2
(T
d
) is bounded and has losed range for all s 2 [s
0
; 2℄
and some s
0
> 2 (in partiular for theorem 4.3.8). But hoosing the stronger assumptions
alleviates us from the burden of traking yet another parameter.
Sometimes we will plae additional assumptions on the operator A, in partiular when
dealing with the weak formulation; see 2.5.2
In this thesis we are onerned with the solution of the following type of problem. Let 

be a bounded domain. Given f , nd u suh that
(2.22) Au = f on 
;
subjet to one of the following boundary onditions.
Either Neumann boundary onditions
(2.23) B
N
u =
u
n
= g;
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or Dirihlet boundary onditions,
(2.24) B
D
u = u
j

= g;
for g given.
Equation (2.22) together with (2.23) is alled a Neumann problem. Equation (2.22)
together with (2.24) is alled a Dirihlet problem.
2.5.1 Strong solutions
A solution u of the Dirihlet or the Neumann problem is a strong solution
3
if the equalities
(2.22), together with (2.24) or (2.23), respetively, hold almost everywhere, and Au; f 2 L
2
.
The situation is partiularly simple when 
 has C
1
boundary (see [28℄).
Theorem 2.5.2. Let s  0. Then the operators P
D
: H
s+2
(
)! H
s
(
)H
s+3=2
(
) and
P
N
: H
s+2
(
)! H
s
(
)H
s+1=2
(
), given by
P
D
=

A
B
D

P
N
=

A
B
N

are bounded, have nite-dimensional kernels, and their ranges are losed with nite odi-
mension. In partiular, one has that P
D
and P
N
are isomorphisms between N (P
D
)
?
and
R(P
D
), and between N (P
N
)
?
and R(P
N
), respetively.
Above we have used the notation N (F ) for the kernel of an operator F , and R(F ) for
its range.
2.5.2 Weak formulation
Let u 2 H
1
(
). Then the distribution Au annot always be identied with a measurable
funtion. The weak formulation allows us to handle this ase.
For  2 D(
), we have by the denition of distributional derivative that
hAu; i = [Au℄() =
X
0jj;jj1
Z


~a

(x)D

uD

d:
We an now dene the (bounded) symmetri bilinear form a : H
1
0
(
)H
1
0
(
)! R, assoi-
ated with A, by
a(u; v) := hAu; vi:
We assume also that A is oerive, that is, that there exists  > 0 suh that
a(u; u) > kuk
2
H
1
0
(
)
8 u 2 H
1
0
(
):
3
There seems to be some disagreement over the denition of a strong solution. We use here the one found
in [34℄, p. 287.
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Under these irumstanes we invoke the Lax-Milgram lemma, and have then that for
eah f 2 H
 1
(
) there exists a unique u 2 H
1
0
(
) suh that
a(u; v) = hf; vi 8 v 2 H
1
0
(
):
We will say that this u is a weak solution of the problem
Au = f on 

u
j

= 0:
Given g 2 H
1=2
(
), we an use the Trae theorem to nd u
g
2 H
1
(
) suh that
(u
g
)
j

= g. But then from the above disussion it follows that there exists a unique
u

2 H
1
0
(
) suh that
a(u

; v) = hf   Au
g
; vi 8 v 2 H
1
0
(
):
Now u = u

+ u
g
(whih an be seen to be independent of the hoie of u
g
) satises Au = f
and also u
j

= g. Thus, we all it a weak solution of the problem
Au = f on 

u
j

= g;
noting that a strong solution is also a weak solution.
We have the following
Theorem 2.5.3. If A is oerive, then the operator P
D
: H
1
(
)! H
 1
H
1=2
(
), given
by
P
D
=

A
B
D

is an isomorphism.
It is not possible to onstrut a similar theory for the Neumann problem. The operator
B
N
is not bounded on H
1
(
).
2.6 B-spline wavelet bases
The type of wavelets we will use is a family of Riesz bases for Sobolev spaes and their duals.
We sketh here the onstrution of pairs of biorthogonal wavelet bases for L
2
(R), and show
how this onstrution an be extended to the multivariate and periodi ases. Finally, we
show how to produe wavelet bases for Sobolev spaes on these domains.
Sine they play no role in the rest of this thesis, we have omitted various important
onstrutions, like wavelets on more general domains, or wavelets on manifolds. Still, we
inlude a fairly detailed aount of the onstrution of B-spline wavelet bases, sine some of
the details play a entral role later on.
For a thorough introdution to the material from whih the summary in this setion
draws, see [11℄.
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2.6.1 Riesz bases
A Riesz basis for a (separable) Hilbert spae H is a ountable olletion F = ff

g, with 
in some index set r, suh that the map T : `
2
(r)! H given by
T (fx

g) =
X
`2r
x

f

is an isomorphism. It follows that there exists a dual Riesz basis
~
F = f
~
f

g in H
0
suh that
for every g 2 H, and every h 2 H
0
, we obtain
g =
X
2r
h
~
f

; gif

h =
X
2r
hh; f

i
~
f

;(2.25)
where we have written h; i for the dual pairing between H and H
0
. Relations (2.25) imply
that hf

; f

i = Æ

, where Æ

is the Kroneker delta.
Sine F and
~
F both indue isomorphisms between `
2
and H, H
0
, respetively, we obtain
the norm equivalenes
kgk
H

 
X
2r
jh
~
f

; gij
2
!
1=2
; khk
H
0

 
X
2r
jhh; f

ij
2
!
1=2
:
2.6.2 Multiresolution analysis
A multiresolution analysis (MRA) in L
2
(R) is a sequene of losed subspaes fV
j
g
j2Z
that
satises the following axioms.
Axioms 2.6.1
I.V
j
 V
j+1
, for all j 2 Z
II.\
j
V
j
= f0g
III.[
j
V
j
= L
2
(R)
IV.if f 2 V
j
, then f(2  ) 2 V
j+1
V.if f 2 V
0
, then f(   k) 2 V
0
for all k 2 Z
VI.there exists  
0
2 V
0
suh that the set f 
0
(   k) : k 2 Zg is a Riesz basis for V
0
. This
funtion is alled the saling funtion
4
of the MRA fV
j
g
j2Z
.
4
Here we have taken the liberty to denote the saling funtion by  
0
, departing from the tradition whih
uses . It will be seen that doing so simplies the notation greatly, in partiular when handling multivariate
wavelet bases.
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A pair of biorthogonal MRAs fV
j
g, f
~
V
j
g is a pair of MRAs whose orresponding saling
funtions  
0
,
~
 
0
satisfy h 
0
(   k);
~
 
0
(   l)i = Æ
kl
for all k; l 2 Z. Suh a pair denes a
sequene of oblique projetors Q
j
: L
2
(R) ! V
j
,
~
Q
j
: L
2
(R) !
~
V
j
, given by
Q
j
f =
X
k2Z
h
j
~
 
0
(2
j
  k; fi
j
 
0
(2
j
  k);
~
Q
j
f =
X
k2Z
hf; 
j
 
0
(2
j
  k)i
j
~
 
0
(2
j
  k);
where the saling 
j
= 2
 j=2
ensures that k
j
 
0
(2
j
  k)k
L
2
 1. We will say that a pair of
biorthogonal MRAs is admissible if the projetors Q
j
,
~
Q
j
are uniformly bounded for j 2 Z.
Let W
j
= R(Q
j+1
 Q
j
), and
~
W
j
= R(
~
Q
j+1
 
~
Q
j
). These spaes satisfy that
V
j+1
= V
j
W
j
~
V
j+1
=
~
V
j

~
W
j
while
V
j
?
~
W
j
~
V
j
?W
j
:
We further have that (see [11℄)
(2.26)
 
X
j2Z
k(Q
j+1
 Q
j
)fk
L
2
!
1
2

 
X
j2Z



(
~
Q
j+1
 
~
Q
j
)f



L
2
!
1
2
 kfk
L
2
:
It turns out that it is possible to nd funtions  
1
2 W
0
,
~
 
1
2
~
W
0
, suh that their
integer translates form a biorthogonal pair of Riesz bases for W
0
,
~
W
0
, respetively. Writing
 
e
jk
= 
j
 
e
(2
j
  k), where e 2 f0; 1g, j; k 2 Z, we an express the projetors Q
j+1
  Q
j
,
~
Q
j+1
 
~
Q
j
simply through
(Q
j+1
 Q
j
)f =
X
k2Z
h
~
 
1
jk
; fi 
1
jk
(
~
Q
j+1
 
~
Q
j
)f =
X
k2Z
hf;  
1
jk
i
~
 
1
jk
:
From this, and from (2.26), it follows that the olletions
	 = f 
1
jk
: j; k 2 Zg
~
	 = f
~
 
1
jk
: j; k 2 Zg
onstitute a pair of biorthogonal Riesz bases for L
2
. The bases 	,
~
	, are alled wavelet
bases, and the funtions  
1
,
~
 
1
are alled the mother wavelets of theses bases.
Given a pair of (admissible) biorthogonal MRAs, we an obtain orresponding mother
wavelets as follows.
First, we realize that from axioms 2.6.1, IV it follows that  
0
,
~
 
0
satisfy the equations
 
0
(x) =
X
k2Z
a
0
k
 
0
(2   k);
~
 
0
(x) =
X
k2Z
~a
0
k
~
 
0
(2   k);
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for some sequenes fa
0
k
g, f~a
0
k
g. These sequenes are alled the masks of their respetive
funtions. It is lear that if these funtions are ompatly supported, then only a nite
number of entries in their masks an be nonzero. Now, let fa
1
k
g, f~a
1
k
g, be the sequenes
whose entries are given by
a
1
k
= ( 1)
k
~a
0
1 k
; ~a
1
k
= ( 1)
k
a
0
1 k
:
One possible hoie for  
1
,
~
 
1
, is then
 
1
=
X
k2Z
a
1
k
 
0
(2   k);
~
 
1
=
X
k2Z
~a
1
k
~
 
0
(2   k):
Note that whenever both  
0
,
~
 
0
, are ompatly supported, so are  
1
,
~
 
1
.
2.6.3 B-spline wavelet bases
The spaes S
m
j
, dened in 2.3.1, satisfy the denition of multiresolution analysis. To satisfy
axiom VI, it is ustomary to hoose
 
0
= N
m
(x+

m + 1
2

):
It is an easy exerise to ompute the mask of this funtion. An observation whih plays an
important role later on is that all elements of the mask of this  
0
are non-negative.
The onstrution of the dual MRA is not at all simple. See [9℄ for details. SuÆe it
to say that for ~m 2 N , with m + ~m even and ~m  m, there exists a ompatly supported
saling funtion
~
 whih reprodues polynomials of degree ~m  1, and suh that the spaes
V
j
= S
m
j
, together with the spaes
~
V
j
= span f
~
 
0
(2
j
  k) : k 2 Zg
dene an admissible pair of biorthogonal MRAs.
2.6.4 The multivariate and periodi ases
Let fV
j
g, f
~
V
j
g be a pair of biorthogonal MRAs, and let d > 1 be an integer. Write x =
(x
1
; x
2
; : : : ; x
d
) 2 R
d
, letE = f0; 1g
d
, and onsider the funtions  
e
(x) =  
e
1
(x
1
) 
e
2
(x
2
)    
e
d
(x
d
),
~
 
e
(x) =
~
 
e
1
(x
1
)
~
 
e
2
(x
2
)   
~
 
e
d
(x
d
) for e 2 E. We will always use 0 to denote the element in
E whose oordinates are all zero. This abuse of notation is very useful, and it never seems
to ause any onfusion.
The spaes V
0
j
= span f 
0
(2
j
  k) : k 2 Z
d
g form a MRA, and with the dual spaes
f
~
V
0
j
g (dened analogously) they form a pair of biorthogonal MRAs. The omplement spaes
W
0
j
suh that V
0
j+1
= V
0
j
W
0
j
are spanned by the integer translates of the funtions  
e
with
e 2 E n f0g. Using the saling fator 
j
= 2
dj
2
, the funtions f 
e
jk
: j 2 Z ^ k 2 Z
d
^ e 2
E n (0; 0; : : : ; 0)g, with  
e
jk
= 
j
 
e
(2
j
  k), form a Riesz basis of the spae L
2
(R
d
).
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Let
 
e(T
d
)
jk
(x) =
X
z2Z
 
e
jk
(x  z):
The spaes V
T
j
= span f 
0(T
d
)
jk
: k 2 Z
d
j
g, where we have written Z
d
j
= Z
d
=2
j
Z
d
, satisfy all
the axioms for a MRA exept for axiom II, as this denition of V
j
does not make sense for
j  0. Usually, this axiom is just deleted, and one ontents oneself with a Riesz basis that
inludes the saling funtions on V
0
. We still have that fV
T
j
g
j0
, f
~
V
T
j
g
j0
form a pair of
biorthogonal MRAs, for and that the set f 
0(T
d
)
0;0
g [ f 
e(T
d
)
jk
: j 2 N ^ k 2 Z
d
j
g forms a Riesz
basis of the spae L
2
(T). We will drop the T
d
supersript from now on, sine it will beome
lear from the ontext whih set of funtions are used.
In the notation of 2.6.1, we have
r = f = (e; j; k) : e 2 f0; 1g
d
; j 2 N ; k 2 Z
d
j
; with e = 0 only if j = 0g:
Thus we write  

, with  = (e; k; j) instead of  
e
jk
. We also use the notation jj := j for the
level of  

. Sometimes it is useful to onsider only indies up to a ertain level, or indies
only on one level. We denote this by
r
j
= f 2 r : jj < jg r
0
j
= f 2 r : jj = jg
2.6.5 Wavelet bases for Sobolev spaes
The onstrution of wavelet bases for Sobolev spaes from bases for L
2
amounts to resaling.
The fundamental result is the following theorem (See [11℄, 108-117). To avoid needless
ompliations, we will only write it for spaes H
s
(X), s 2 R, dened on X = R
d
or X = T
d
.
Theorem 2.6.1. Consider a pair of (admissible) biorthogonal MRAs as above, together with
the orresponding L
2
wavelet basis, and let
 = supfs :  
0
2 H
s
(X)g;
~ = supfs :
~
 
0
2 H
s
(X)g;
m = maxfr : 
r
 V
0
(loally) g;
~m = maxfr : 
r

~
V
0
(loally) g:
Then, writing r = minf;mg, ~r = minf~; ~mg, we obtain that for all s 2 ( ~r; r) the sets
	
(s)
= f2
sjj
 

:  2 rg;
~
	
( s)
= f2
 sjj
 

:  2 rg;
form a pair of biorthogonal Riesz bases for the spaes H
s
(X), H
 s
(X), respetively.
When we say that 	 is a Wavelet basis for H
s
, we will assume that it has been properly
saled. That is, when we write  

=  
e
jk
= 
j
 
e
(2
j
  k) we have

j
= 2
 sj
2
jd=2
:
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2.6.6 The fast wavelet transform
Given a pair of MRAs as above, and f 2 V
j+1
, j  0, we have two representations of f
available. We an either express it in terms of saling funtions in V
j+1
, or in terms of
wavelets. Here we sketh briey how to translate from one representation to the other in the
periodi ase.
Given a sequene x = fx
k
g
k2Z
d, we an assoiate with it the matrixM
x
j
= (m
x;j
kl
)
k2Z
d
j+1
;l2Z
d
j
,
whose entries are given by
m
x;j
kl
=

j

j+1
X
z2Z
d
x
k 2l 2
j+1
z
:
Note that it denes a linear map M
x
j
: `
2
(Z
d
j
)! `
2
(Z
d
j+1
)
As before, let E = f0; 1g
d
. We will write b
e
= fb
e
k
g
k2Z
d for the sequene whose entries
are
b
e
k
= a
e
1
k
1
a
e
2
k
2
  a
e
d
k
d
;
where e = (e
1
; e
2
; : : : ; e
d
), and k = (k
1
; k
2
; : : : ; k
d
). This sequene is just the tensor produt
of the orresponding 1-dimensional masks.
Note that we an write f as either
(2.27) f =
X
k2Z
d
j+1
(
0
j+1
)
k
 
0
j+1;k
;
or as
(2.28) f =
X
e2E
X
k2Z
d
j
(
j
e
)
k
 
e
jk
;
where the 
e
j
eah belong to `
2
(Z
d
j
).
Using the tensor produt masks and the matrix mehanism dened above, we obtain that
(2.29) 
j+1
0
=
X
e2E
M
b
e
j

j
e
;
and that for e 2 E,
(2.30) 
j
e
=

M
~
b
e
j

T

j+1
0
:
Relations (2.29) and (2.30) allow us to swith between the representations (2.27) and (2.28)
at a ost of O(N) operations, with N = 2
(j+1)d
. We an repeat this proess for f
j
:=
P
k2Z
d
j
(
j
0
)
k
 
0
jk
, and then again analogously until j = 0. Then we have obtained the wavelet
representation of f ,
(2.31) f = (
0
0
)
0
 
0
0;0
+
j
X
l=0
X
e2Enf0g
X
k2Z
d
j
(
j
e
)
k
 
e
jk
:
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The ost of transforming between (2.27) and (2.31) is also O(N). The method we have
desribed here is alled the fast wavelet transform. For later use, we dene
r
j
:= f(0; 0; 0)g [
j 1
[
i=0
f(j; k; e) : k 2 Z
d
j
; e 2 E n f0gg;
whih allows us to write (2.31) more suintly as
f =
X
2r
j


 

:
2.6.7 Disretizing linear operator equations
The type of operator equation that we will to solve is as follows. Consider a linear, bounded
operator M : H
l
! H
r
with losed range, where H
l
, H
r
will be either Sobolev spaes, or
tensor produts of Sobolev spaes. We always endow the tensor produt spaes with the
Eulidean tensor produt norm, whih ensures that the resulting spae is also a Hilbert
spae.
Given b 2 H
r
, we take on the task of nding x 2 H
l
suh that
(2.32) Mx = b:
(Note that suh a solution does not have to exist, nor does it have to be unique; we shall
ignore this for the moment.)
Given a pair of isomorphisms
T
l
: `
2
! H
l
; T
r
: `
2
!H
r
;(2.33)
whih usually will involve wavelet bases, we an transform equation (2.32) into an equivalent
system of equations by taking M = T
 1
r
MT
l
, and rewrite our problem as follows. Given
b 2 H
r
, let b = T
 1
r
b, and nd x 2 `
2
suh that
Mx = b:
After nding x, we then obtain the solution of (2.32) by taking x = T
l
x.
Using the fat that any isomorphism of the type (2.33) indues a Riesz basis, and that
for eah Riesz basis there is a biorthogonal Riesz basis, it is easy to nd simple expressions
for omputing the entries in the matrix M .
We an obtain disretizations of equation (2.32) by using pairs of biorthogonal MRAs.
Suppose that fV

j
g
j0
, f
~
V

j
g
j0
is suh a pair for H

, (H

)
0
,  = r; l, (onstruted, if
needed, by taking tensor produts of MRAs in the obvious way), and denote by Q

j
,
~
Q

j
their respetive oblique projetors. We shall further assume that these spaes are nite
dimensional. Write M
j
= Q
r
j
MQ
l
j
, and onsider the following disrete problem. Given an
approximation b
j
2 V
r
j
of b, nd x
j
2 V
l
j
suh that
(2.34) M
j
x
j
= b
j
:
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There are now two possibilities to transform (2.34) into a linear system of equations
in Eulidean spae. One through the saling funtion representation of the elements in the
respetive spaes, and one using the wavelet representation. If the operatorM is an invertible
ellipti dierential operator, then using the wavelet representation leads to a system whose
ondition number is uniformly bounded in j (see [11℄, p. 116).
2.7 Nonlinear approximation using Wavelets
Until now, we have onsidered only approximation using linear spaes. Here we will disuss
in brevity approximation from nonlinear sets.
2.7.1 Best N-term approximation
Suppose 	,
~
	 are a pair of biorthogonal wavelet Riesz bases for the spaes H
t
(T
d
), H
 t
(T
d
),
respetively, and onsider the problem of approximating f 2 H
t
(T
d
),
f =
X
2r


 

:
Let ' : N ! r be a sorting of the oeÆient vetor f

g, that is, if n;m 2 N , m  n implies
j
'(m)
j  j
'(n)
j. The best N   term approximation of f is now dened by
(2.35) f
fNg
=
N
X
i=1

'(i)
 
'(i)
:
Clearly, the idea is to approximate f using only the most important oeÆients of its wavelet
representation, ahieving, we hope, a better rate of approximation than if we approximated
f by
f
j
=
X
2r
j


 

2 V
j
:
The approah (2.35) is partiularly helpful when approximating funtions with singular-
ities, sine the larger oeÆients tend to agglomerate there.
Let us write 
n
= ff : f =
P
2A


 

;with A  r, #A  ng. The spaeA
s
1
(H
t
(T
d
); f
n
g)
onsists then of all the funtions f 2 H
t
suh that the onvergene of its best N -term ap-
proximation is as O(N
 s
).
From [8℄ we learn that this is equivalent to the ondition that the sequene f

g
2r
belongs to the weak `

spaes (denoted `
w

), with s = 1=   1=2. That is, when
#f : j

j  g . 
 
We have the following result [8℄.
Theorem 2.7.1. Let  > 0, and write 

=  + , s

= 1=

+ 1=2. Then
B
sd+t

(L

)  A
s
1
(H
t
; f
n
g)  B
s

d+t


(L


):
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The following haraterization of `
w

will be useful later.
Proposition 2.7.2. Let a > 1. v 2 `

w
if, and only if for every j 2 Z
#fk : jv
k
j  a
 j
g . a
j
2.7.2 Compressible matries, fast matrix-vetor multipliation, and
adaptive wavelet methods
An innite matrix B is said to be in the lass B
s
of ompressible matries if there exist
two positive summable sequenes f
j
g
j2N
, f
j
g
j2N
, suh that for every j  0 there exists a
matrix B
j
with at most 2
j

j
nonzero entries per row and olumn with the property that, in
the spetral norm,
kB   B
j
k  2
 js

j
;
Proposition 2.7.3. Let  = (s +
1
2
)
 1
, with 0 <  < 2. If B 2 B
s
, then B maps `
w

boundedly into itself.
The wavelet disretizations of the regular dierential operators in setion 2.5 are all
ompressible; see [8℄. The ompressibility index s depends on the regularity of the primal
wavelet basis and of the approximation power of the dual basis.
Another important property of a ompressible matrix is that it is possible to ompute its
ation on a sequene eÆiently.
Theorem 2.7.4. For any v 2 `
2
with nite support, for any B 2 B
s
, and given an auray
 > 0, there exists a ompatly supported sequene w 2 `
2
suh that
i. kBv   wk < ,
ii. kwk
`
w

. kvk
`
w

iii. #(supp w)  C
B;s

 1=s
kvk
1=s
`
w

.
The ost of omputing w stays bounded by C
B;s
kvk
1=s
`
w


 1=s
+#supp v.
For onrete algorithms, and further information, we refer to [8℄.
The two last results are the key ingredients of the adaptive wavelet methods devised in
[8℄. We refer there and also to [7℄ for further details. Here we only inlude the following ore
result, whih only speaks of its eÆieny and onvergene, and is only onerned with the
problem after being transformed to a problem in `
2
.
Theorem 2.7.5. Let L : `
2
! `
2
be in B
s
. Assume further that L is symmetri positive
denite, and onsider the equation
Lx = b:
If the solution x is in `
w

, then given  > 0, the adaptive algorithm in [8℄ onstruts a om-
patly supported approximation w of x suh that kx  wk <  and #(supp w) . kvk
1=s
`
w


 1=s
,
at a ost of at most O(
 1=s
) operations.
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Chapter 3
The titious domain Lagrange
multiplier method - A ase study
The titious domain - Lagrange multiplier (FDLM) method is a fairly popular titious
domain method; its simpliity and good performane are appealing, and the theory behind
it is very well understood. This makes it a very good example for the type of smoothness-
related problems that may arise.
This is what we intend to do in this hapter: to study in depth the smoothness of the
solutions obtained with the FDLM method in the titious domain. This solution is an
extension of the solution of the original problem, and what will be shown is that, unless
areful provisions are taken, this extended solution will be diÆult to approximate. We
will establish that the onvergene rate of linear shemes based on B-splines and nonlinear
shemes based on B-spline wavelets is bounded from below, independently of the order
hosen. This result extends to omparable approximation shemes via orollary 2.2.2 and
theorem 2.7.1, respetively.
We will begin by skething the derivation of the FDLM method. Then we will study
the results that onern linear approximation shemes, taking rst a quik look at what is
already known, and then extending these results to the full range of parameters. After that,
we will also study the onvergene rates of nonlinear shemes. In the derivation of these
results, we need a entral lemma whih we prove in the last setion, after disussing briey
how to obtain better onvergene rates.
3.1 The FDLM method
Consider the following problem. Let 
  R
d
be a bounded domain with C
1
boundary, and
let f 2 [H
1
(
)℄
0
, g 2 H
1=2
(
). We want to nd u 2 H
1
(
) suh that
Au = f on 
,
u
j

= g;
(3.1)
where A is a uniformly ellipti seond order dierential operator as dened in setion 2.5.
We will solve problem (3.1) by embedding 
 into a larger, simpler domain , the titious
domain. For simpliity we will set  = T
d
.
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The next step is to hoose an extension f
+
2 H
 1
(T
d
) of f . Note that this is always
possible sine we have required that f 2 [H
1
(
)℄
0
. At the very least we an take f
+
= f Ær


,
where r


is the operator whih restrits funtions to 
.
A detail that needs arefull adressing is the \extension" of the dierential operator dened
on 
. To this end, assume that the oeÆients f~a

g that dene A in divergene form on

 (see (2.21)) an be extended to T
d
by fa

g, with a

2 C
1
(T
d
), 0  jj; jj  1. Now,
dene A
T
d
: H
1
(T
d
)! H
 1
(T
d
) by dening A
T
d
u rst on C
1
(T
d
),
(A
T
d
u)() :=
X
0jj;jj1
Z
T
d
a

(x)D

uD

d;  2 C
1
(T
d
);
and then extending it to H
1
(T
d
) through ontinuity in the usual way.
As it is a funtional on H
1
(T
d
), the \restrition to 
" of A
T
d
u, written (A
T
d
u)
j

, is
dened rst for D(
) by (see [34℄, page 133)
(A
T
d
u)
j

() := (A
T
d
u)(
0
); 8 2 D(
);
where we have written 
0
for the extension by zero of . Afterwards, (A
T
d
u)
j

beomes
a funtional on H
1
0
(
) again by ontinuity. Standard arguments show that it must be a
bounded funtional, and thus we have that (A
T
d
u)
j

2 H
 1
(
) for all u 2 H
1
(T
d
).
Now, given u 2 H
1
(T
d
), we observe that for eah  2 D(
),
(A
T
d
u)
j

() =
X
0jj;jj1
Z
T
d
a

(x)D

uD


0
=
X
0jj;jj1
Z


~a

(x)D

uD


= [A(u
j

)℄():
Thus, if we dene A
T
d
as above, we an write
(3.2) (A
T
d
u)
j

= A(u
j

):
Note arefully, however, that while the restrition appearing on the right has a pointwise
interpretation, the restrition on the left is in the sense of distributions. (Note also that
these interpretations would agree whenever A
T
d
u 2 L
2
(T
d
), whih means that A
T
d
u an be
expressed in terms of a funtion in L
2
(T
d
).) This is fortunate, as we an now be sure that
whenever
A
T
d
u
+
= f
+
holds, it is also true that
A(u
+
j

) = f:
For simpliity, we introdue another slight abuse of notation and write again A for the
\extension" A
T
d
of A on 
 to T
d
.
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Having settled this, we further assume that the bilinear form
a(u; v) := hAu; vi 8 u; v 2 H
1
(T
d
)
is symmetri, and that it is oerive on the kernel of the trae operator B
D
: H
1
(T
d
) !
H
1=2
(
). That is, that there exists a onstant  > 0 suh that
a(u; u)  kuk
2
H
1
(T
d
)
8 u 2 N (B
D
):
To simplify the notation, we will write B for B
D
throughout the rest of this hapter.
We turn our attention now to a dierent problem, formulated in terms of the new extended
data. We seek for the minimizer in H
1
(T
d
) of the funtional
(3.3) F (v) :=
1
2
a(v; v)  hf; vi 8 v 2 H
1
(T
d
);
subjet to the additional onstraint Bv = g. We express this onstraint in the equivalent
form
(3.4) b(v; q) = hg; qi 8 q 2 H
 1=2
(
);
where we have dened b(v; q) := hBv; qi
H
1=2
H
 1=2
.
To solve this onstrained minimization problem, we append (3.4) to (3.3) using a Lagrange
multiplier. Our problem now reads: nd p 2 H
 1=2
(
), u
+
2 H
1
(T
d
), suh that
(3.5) F

(u
+
; p) := sup
q2H
 1=2
(
)
inf
v2H
1
(T
d
)
F

(v; q);
where
F

(v; q) =
1
2
a(v; v)  hf
+
; vi+ b(v; q)  hg; qi
and p is the Lagrange multiplier.
Using standard variational arguments one onludes that (u
+
; p) 2 H
1
(T
d
)H
 1=2
(
)
satises (3.5) if and only if
(3.6)
a(u
+
; v) + b(v; p) = hf
+
; vi 8 v 2 H
1
(T
d
);
b(u
+
; q) = hg; qi 8 q 2 H
 1=2
(
):
We often write (3.6) in operator form. Thus (u
+
; p) satises (3.5) if and only if
(3.7)

A B

B 0

u
+
p

=

f
+
g

:
Our new problem reads, given (f
+
; g) 2 H
 1
(T
d
)  H
1=2
(
), nd (u
+
; p) 2 H
1
(T
d
) 
H
 1=2
(
) suh that (3.6), (3.7) hold. Owing to its derivation from (3.5), we all this a
saddle point problem.
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One an hek (see [22℄, [27℄) that this problem is well posed; the operator M : H
1
(T
d
)
H
 1=2
(
)! H
 1
(T
d
)H
1=2
(
) given by
(3.8) M =

A B

B 0

is an isomorphism. Furthermore, the restrition to 
 of u
+
, u = u
+
j

is the unique solution
of problem (3.1).
The disretization of problem (3.1) with respet to nite dimensional subspaes ofH
1
(T
d
)
H
 1=2
(
) and H
 1
(T
d
)  H
1=2
(
) requires some are, sine otherwise the resulting dis-
rete problem beomes unstable. We omit this disussion here, sine it plays no role in the
rest of this hapter, and instead refer to [4℄, [21℄, [12℄.
3.2 Approximating u
+
Throughout the rest of this hapter, we will work under the following assumptions. First,
that 	,
~
	 are a pair of biorthogonal B-spline wavelet bases for H
1
(T
d
), H
 1
(T
d
) respetively
(whih means that they are already properly saled; see subsetion 2.6.5), with orresponding
multiresolution analysis fV
j
g
j2N
0
, f
~
V
j
g
j2N
0
. To avoid tehnialities, we also assume that the
members of these bases are smooth enough. This means, in partiular, that fV
j
g
j2N
0
, f
~
V
j
g
j2N
0
satisfy appropriate Jakson and Bernstein inequalities (2.5), so that we an always write
A
s
q
(L
2
; fV
j
g
j2N
0
) = B
s
q
(L
2
):
We prefer the notation for approximation spaes beause it is a bit more exible and to the
point.
For tehnial reasons that will beome apparent later on, we also assume that the order
of the primal basis is at least m  4. Thus, If  

2 	, then  

2 C
m 2
, and  

is at least a
pieewise ubi funtion.
3.2.1 Approximating u
+
with linear approximation shemes
The aim of this subsetion is to illustrate the eet of the Lagrange multiplier on the Sobolev
smoothness of the extended solution u
+
. The result we derive here states that even though
f
+
and g are suh that the original problem would admit a smoother solution (whih ould
be approximated more eÆiently using linear approximation shemes), a non-zero Lagrange
multiplier implies that u
+
2 H
s
(T
d
) is only possible for s  3=2.
This ritial index of 3=2, and the aim of our study, leads us to base our results on the
hypothesis that (f
+
; g) 2 H
 1=2
(T
d
) H
+1
(
) for some  > 0. If g =2 H
1+
(
) for any
 > 0, then u
+
annot belong in any Sobolev spae with an index greater than 3=2, regardless
of the value of the Lagrange multiplier. On the other hand, if f
+
=2 H
 1=2
for any  > 0,
then the solution may or may not be smooth, depending on the partiular ase at hand (see
remark 3.2.6).
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We begin by showing that, under ertain irumstanes, the Lagrange multiplier is the
jump in the onormal derivatives of u
+
at 
. The onormal derivatives of v 2 H
s
(
) at

 are given by
n  ~arv;
where n is the outward normal at a point in 
, and ~a is the oeÆient matrix of the operator
A in divergene form (see (2.21)).
This result has been known for quite some time. It has its origin in [1℄, and an be
found in a slightly less general form (only for A =  4) in [21℄. The present form essentially
realizes a remark in [12℄.
Proposition 3.2.1. If f
+
2 L
2
(T
d
), g 2 H
1=2
(
), and (u
+
; p) 2 H
1
(T
d
)  H
 1=2
(
) is
the solution with this data of system (3.7), then p is the value of the jump in the onormal
derivatives at 
.
Proof. Write
~

 = T n 
. On 
, we have that Ar


u
+
= r


f
+
, and so for any ' 2 C
1
(
),
we obtain
Z


'Au
+
d =
Z


f
+
'd:
Using Green's formula, we also have that
Z


'Au
+
d =
Z


(n  ~aru
+
)'d +
Z


r'  ~aru
+
d:
We repeat the same argument for
~

, and then, by adding both results, obtain that for every
 2 C
1
(T
d
)
Z
T
d
f
+
 d =
Z
T
d
r  ~aru
+
d
+
Z


(n  ~aru
+
) d +
Z

~


(n  ~aru
+
) d;
and sine the outward normal at 
~

 is minus the outward normal at 
, we obtain that
Z
T
d
f
+
 d =
Z
T
d
r  ~aru
+
d+
Z




n  ~aru
+



d;
where we have written [n  ~aru
+
℄


for the jump in the onormal derivatives at 
.
But u, p, and f
+
also satisfy the rst equation in (3.6), so we see that for every  2
C
1
(T
d
),
hf
+
; i = a(u
+
; ) + b(; p)
= a(u
+
; ) + b(;

n  ~aru
+



):
Thus, we onlude that p = [n  ~aru
+
℄


, as we wanted to prove.
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Note that the hypothesis that f
+
is in L
2
(T
d
) was mainly used when writing
Z


f d+
Z
~


f d =
Z
T
d
f d:
So in fat what we have used is that sine f is measurable,
Z
T
d
n(
[
~

)
f d = 0
beause (T
d
n(
[
~

)) = 0. So learly, proposition 3.2.1 should still hold under more general
hypothesis. It turns out to hold form the full range of parameters we are interested in.
Proposition 3.2.2. Suppose that, for some  > 0, (f; g) 2 H
 1=2
(T
d
)H
+1
(
), and let
(u
+
; p) 2 H
1
(T
d
)H
 1=2
(
) be the solution of system (3.7) with this data. Then p is the
jump in the onormal derivative at the boundary.
Proof. We extend proposition 3.2.1 by ontinuity. To that end, let ff
n
g
n2N
, f
n
2 L
2
(T
d
)
be suh that f
n
! f in H
 1=2
(T
d
). Let (u
+
n
; p
n
) be the solutions of the system (3.7) with
(f
n
; g) as data.
Given any domain !  T
d
, we denote by S
!
: H
+3=2
(!) ! H

(!) the onormal
derivative operator, dened by S
!
v = n  rv, where n is the outward normal at a point in
!. As we have done before, we also denote by r
!
the restrition to !.
Observe that if ! has a smooth boundary, and if  > 0, then the operator S
!
is ontinuous.
To see this, note that the operator B
D
Æ

x
i
: H
+3=2
(!)! H

(!) is bounded. Furthermore,
reall that if ' 2 C
1
(w), then v 7! 'v is a bounded operator from any H
t
(w), t > 0, to
itself. Thus, sine the oeÆients ~a are in C
1
(T
d
), the operator G : H
+3=2
(!)! [H

(!)℄
d
(where we endow the latter spae with the Eulidean tensor produt norm), given by
Gu := ~a(x)
0
B
B
B

u
x
1
u
x
2
.
.
.
u
x
d
1
C
C
C
A
is bounded. Thus, S
!
u = n ~aru = n Gu is a bounded operator from H
+3=2
(!) to H

(!).
We will also need to dene the restrition to a domain ! of a funtional g in H
 1=2
(T
d
).
As suh, this makes no sense, sine g is not dened on T
d
, as it is a funtional on H
1=2 
(T
d
).
We assume (as we an do without loss of generality) that  < 1=2, and given ' 2 C
1
o
(!),
we dene (R


g)' as the value of g on the extension by zero of ' to T
d
. This denes,
by ontinuity, a bounded funtional on H
1=2 
0
(!) = H
1=2 
(!). The map R


is learly
bounded; one an hek also that if g is given by g(v) =
R
T
d
~gv d, with ~g 2 L
2
(!), then
(R


g)(v) =
R
!
r
!
~gv d. We will no longer make suh a ne distintion between a funtional
and its representation, and write, in what onstitutes an abuse in notation, r
!
g := R
!
g.
Sine f
n
! f in H
 1=2
(T
d
), we have that r


f
n
! r


f , and sine Au
+
nj

= f
nj

, Bu
+
nj

=
g, we also have that the sequene fr


u
+
n
g onverges in H
+3=2
(
), and that it onverges to
r


u
+
. An idential argument shows that fr
~


u
+
n
g onverges to r
~


u
+
.
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Now, by proposition 3.2.1, p
n
= S


r


u
+
n
+ S
~


r
~


u
+
n
, and so, by ontinuity of M
 1
(with
M dened in (3.8)), S


, S
~


, and r


, we obtain that p = S


r


u
+
+ S
~


r
~


u
+
, and so p is
exatly the jump in the onormal derivatives of u
+
at 
.
The next question is, what does a jump in the onormal derivatives imply for the smooth-
ness of u
+
? The following lemma lears us from (almost) all doubts.
Lemma 3.2.3. If v 2 H
+3=2
for some  > 0, then the jump in the onormal derivatives of
v at 
 vanishes.
Proof. Let f'
n
g  C
1
(T
d
) be suh that '
n
! v in H
+3=2
(T
d
) when n ! +1. Using the
same notation as in the proof of proposition 3.2.2, we have that
S


r


'
n
+ S
~


r
~


'
n
= 0;
and so by ontinuity, we obtain that the jump in the onormal derivatives of v at 
,
S


r


v + S
~


r
~


v, must also vanish.
We an now summarize the above results into the following.
Theorem 3.2.4. If (f
+
; g) 2 H
 1=2
(T
d
)  H
+1
(
) for some  > 0, and the Lagrange
multiplier obtained when solving (3.7) is nonzero, then u
+
2 H
s
(T
d
) implies s  3=2.
As a onsequene, we an nally estimate the rate of approximation of u
+
by fV
j
g
j2N
0
.
Corollary 3.2.5. If (f
+
; g) 2 H
 1=2
(T
d
)H
+1
(
) for some  > 0, and p 6= 0, then
(3.9) u
+
2 A
s
2
(L
2
; fV
j
g
j2N
0
) implies s  3=2;
and
(3.10) u
+
2 A
s
2
(H
1
; fV
j
g
j2N
0
) implies s  1=2:
Proof. Apply (2.15) to theorem 3.2.4, and observe that B
s
2
(L
2
) = A
s
2
(L
2
; fV
j
g
j2N
0
) for the
orresponding range of s. This settles (3.9). To prove (3.10), apply theorem 2.2.4.
Remark 3.2.6. If f
+
=2 H
s
(T
d
) for any s >  1=2, then it is possible that the solution
of (3.7) is smooth (i.e, belongs to some Sobolev spae H
t
for some large t), even when the
Lagrange multiplier is not zero.
To see this, hoose an arbitrary t > 3=2, and let v 2 H
t
(T
d
). Then hoose q 2 H
 1=2
(
),
q 6= 0, and set f
+
:= Av + B

q, g := Bv. If we solve the system (3.7) with these data,
we obtain a pair (u
+
; p) with u
+
= v, and p = q 6= 0. By lemma 3.2.3, it would be a
ontradition if p was the jump in the onormal derivatives. But that would ontradit
theorem 3.2.2, unless f
+
=2 H
s
(T
d
) for any s >  1=2.
Under some irumstanes, it is possible to rule out the ase s = 3=2 in 3.2.4.
Theorem 3.2.7. Suppose that f
+
2 H
 1=2+
(T
d
) for some  > 0, and let (u
+
; p) be the
solution of (3.7). If there exists an open set U , and a onstant  > 0 suh that p(x)   > 0
almost everywhere on U \
, or alternatively, if p(x)   < 0 almost everywhere on U \

(this assumes also that p an be identied with a measurable funtion on that set) then
u
+
2 H
s
(T
d
) implies s < 3=2.
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This result is based on the following lemma.
Lemma 3.2.8. Under the hypothesis on p of theorem 3.2.7, there exists j
0
2 N suh that
for eah j  j
0
we an nd G
j
 r
0
j
:= f 2 r : jj = jg with the following properties.
i. #G
j
& 2
j(d 1)
ii.  2 G
j
implies that jh 

; B

pij & 2
 jd=2
.
The proof of this lemma is fairly tehnial, and thus we defer it for the moment.
Proof of theorem 3.2.7. We begin by direting our attention to the rst equation in (3.7),
and rewrite it to read
(3.11) Au = f
+
  B

p
Now whenever u
+
2 H
s
(T
d
), then Au
+
2 H
s 2
(T
d
), and thus by (3.11) it will be enough to
show that if f
+
  B

p 2 H
s 2
, then s  2 <  1=2. But this redues again to prove that if
B

p 2 H
r
(T
d
), then r <  1=2.
Sine the bases 	,
~
	 (hosen at the beginning of 3.2) are a pair of biorthogonal B-spline
wavelet bases for H
1
(T
d
), H
 1
(T
d
) respetively, and thus they are Riesz bases, we an write
(3.12) kB

pk
2
H
 1
(T
d
)

X
2r
jhB

p;  

ij
2
:
Given t  0 we an ompute the norm of B

p in H
t 1
(T
d
) by introduing an additional
saling fator in (3.12). We have that
kB

pk
2
H
r
(T
d
)

X
2r
2
tjj
jhB

p;  

ij
2
=
X
j2N
0
2
jt
X
r
0
j
jhB

p;  

ij
2
(3.13)
We invoke lemma 3.2.8 and see that if j  j
0
,
X
r
0
j
jhB

p;  

ij
2

X
2G
j
jhB

p;  

ij
2
& 2
j(d 1)
 2
 jd
= 2
 j
;
and thus we have that (3.13) diverges whenever t  1=2, and thus B

p 2 H
r
implies that
r = t  1 <  1=2.
3.2.2 Approximating u
+
with nonlinear approximation shemes
based on B-spline wavelets
The only result in this subsetion states (roughly speaking) that,
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 if the bases we have hosen are suÆiently smooth and have enough vanishing moments,
 if the rate of onvergene of the best N term approximations to f
+
is higher than a
ertain threshold,
 and if the Lagrange multiplier obtained when solving (3.7) satises the hypothesis of
lemma 3.2.8,
then the rate of onvergene of the best N  term approximations to u
+
is bounded from
below. Let us be more preise.
Theorem 3.2.9. Let f = ff

g
2r
2 `
2
, f

:= hf
+
;  

i, be the sequene of oeÆients of f
+
with respet to the basis
~
	, and suppose that f 2 `
w

for some  <
2(d 1)
d
(this is equivalent
to the assumption that
f
+
2 A
r
1
(H
 1
;
n
(
~
	))
for r =
1

 
1
2
>
1
2(d 1)
). If p satises the hypothesis of theorem 3.2.7, and if 	,
~
	 are
suÆiently smooth and have enough vansihing moments, then the sequene u = fu

g
2r
2 `
2
of oeÆients of u
+
, u

:= hu
+
;
~
 

i, satises that if u 2 `
w

, then  
2(d 1)
d
. In other words,
u
+
2 A
t
1
(H
1
(T
d
);
n
(	))
implies that t 
1
2(d 1)
.
Proof. When we assume that 	,
~
	 are smooth enough and have enough vanishing moments,
we mean that they where hosen suh that A, the matrix of A with respet to the basis 	,
~
	, satises A 2 B
s
for some s >
1
2(d 1)
; see subsetion 2.7.2.
Let d = fd

g
2r
2 `
2
be the oeÆients of B

p, d

:= hB

p;  

i. From lemma 3.2.8 we
obtain that if j > j
o
,
G
j
 f 2 r : jd

j > C2
 jd=2
g:
From this, and again from lemma 3.2.8 we obtain that
#f 2 r : jd

j > 2
 jd=2
g & 2
j(d 1)
;
whih, writing a = 2
d=2
, yields
#f 2 r : jd

j > a
 j
g & a
j
2(d 1)
d
:
Using proposition 2.7.2, we have that
(3.14) d 2 `
w

only if  
2(d 1)
d
.
If u 2 `
w

, and  <
2(d 1)
d
, then sine A 2 B
s
for some s >
1
2(d 1)
, we have that Au 2 `
w

for some    <
2(d 1)
d
. But this implies that Au = f + d 2 `
w

, and thus by linearity,
f + d  f = d 2 `
w

. The theorem now follows from this ontradition.
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Thus, we have that under the hypothesis of theorem 3.2.9, the best N -term approxi-
mations of u
+
onverge at best as O(N
 
1
2(d 1)
). As a onsequene, no adaptive method
omparable with those disussed in [8℄, (see subsetion 2.7.2), an ahieve an auray of 
without spending at least O(
 2(d 1)
) operations.
Note again that theorems 3.2.7 and 3.2.9 hold whenever the basis funtions are smooth
enough. Resorting to higher order B-spline wavelets is of no help.
Finally, we remark that from (3.14) it also follows that B

is not very ompressible (see
proposition 2.7.3).
3.2.3 Obtaining better onvergene rates
In theory, it is easy to obtain better onvergene rates. This is illustrated by the following
two results.
Proposition 3.2.10. Let V


j
= r


V
j
, and suppose that the solution u of problem (3.1) is
in A
s
q
(L
2
(
); fV


j
g
j2N
0
) for some s  1, 0 < q  1. Then there exists an extension f
+
of f suh that the extended solution u
+
of (3.7) satises u
+
2 A
s
q
(L
2
(T
d
); fV


j
g
j2N
0
) and
u
+
2 A
s 1
q
(H
1
(T
d
); fV


j
g
j2N
0
).
Proof. Just nd an appropriate extension u

of u to T
d
using the results of setion 2.4, and
take f
+
= Au

. When we solve (3.7) with this right-hand side (and with g as before), we
obtain that (u

; 0) is the (unique) solution, and thus u
+
= u

2 A
s
q
(L
2
(T
d
); fV


j
g
j2N
0
). Using
lemma 2.2.4, we also obtain u
+
2 A
s 1
q
(H
1
(T
d
); fV


j
g
j2N
0
).
Proposition 3.2.11. Suppose that the solution u of problem (3.1) satises u 2 B
sd+1

(L

(
))
for some  <
2(d 1)
d
, and where s =
1

 
1
2
. Then there exists an extension of f
+
of f suh
that the solution u
+
of 3.7 satises u
+
2 B
sd+1

(L

(T
d
)). That is, u
+
2 A
s 
1
(H
1
;
n
(	)) for
all 0 <  < s.
Proof. Using 2.16, we see that there exists an extension u

2 B
sd+1

(L

(T
d
)) of u. We obtain
f
+
now simply by setting f
+
= Au

.
We onlude that in order to obtain better onvergene rates, we must nd an adequate
extension of f . Note that it is not enough to hoose a smooth extension of the right hand
side. It must be smooth and produe a smooth solution.
The naive approah to the onstrution of a titious domain method for solving problem
(3.1) without these problems might follow the route proposed by propositions 3.2.11 and
3.2.10. That is, to extend the solution and then apply the dierential operator. This has a
major drawbak from the point of view of a numerial method: it must start with a fairly
aurate solution of problem (3.1), and thus renders the method pointless.
In the next hapter we will onstrut a method whih produes smooth solutions by
nding smooth extensions of u and f simultaneously, and without ompromising auray.
In what remains of this hapter we are going to prove lemma 3.2.8 and the auxiliary results
needed.
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3.3 Proof of lemma 3.2.8
To simplify a bit, we begin by assuming that j is always large enough, so that we an neglet
eets aused by periodization. Speially, we assume that there exists an  > 0 suh that
for all j onsidered, if supp 
e
jk
\
 6= ;, then supp 
e
jk
 (0+ ; 1  )
d
. We will also restrit
ourselves to the ase p(x) >  > 0, sine the ase p(x) <   < 0 is ompletely analogous.
Let x
0
2 U \ 
, and let 
0
> 0,  2 C
1
, and Q : R
d
! R
d
be an orthogonal transforma-
tion as in denition 2.3.2. This means that
Q
 1
(B(x
0
; 
0
) \ 
) = fx 2 Q
 1
(B(x
0
; 
0
)) : x
d
< (x
1
; x
2
; : : : ; x
d 1
)g:
Assume further that B(x
0
; 
0
)  U , and let Y  R
d 1
gather all points y 2 R
d
suh that
(y) := Q(y; (y))
T
2 
 \ B(x
0
; 
0
):
Note that  satises k(x)  (y)k > kx  yk for all x; y 2 Y , and that Y is an open set.
Given a funtion f 2 H
1
(T
d
) with supp f  B(x
0
; 
0
), we ompute
hB

p; fi = hp; Bfi
=
Z
B(x
0
;
0
)\

p(y)f(y)dS
=
Z
Y
p((z))f((z))J (z)dz:
(3.15)
Here J (z) is the (d   1)-dimensional volume of the parallelogram spanned by the vetors
fD(z)e
1
; : : : ; D(z)e
d 1
g, see for instane [19℄,hapter 7.
3.3.1 Index sets and banded matries
To nd the sets predited by lemma 3.2.8, we will not use 3.15 diretly on the wavelets, but
will instead transform the laim of the lemma to an analogous laim on saling funtions.
Before doing this, we will shed some light on the strutural relationship between sets of
saling funtion and wavelet oeÆients.
Given a level j, we an (obviously) onsider the wavelet or saling funtion oeÆients
of a funtion f as belonging to a vetor spae indexed by Z
d
j
= Z
d
=2
j
Z
d
. For instane, the
saling funtion representation of B

p on level j an be interpreted as 
j
2 `
2
(Z
d
j
), with
entries
(3.16) 
jk
= hB

p;  
0
jk
i = hp; B 
0
jk
i; 8k 2 Z
d
j
:
This point of view is useful beause it allows us to use information on the loation of a basis
member on T
d
. To this end we dene a metri on Z
d
j
by
d(k; k
0
) = min
z2Z
d
kk + 2
j
z   k
0
k
1
:
In this spirit, let X be some nite set, and let W = `
2
(X), V = `
2
(Z
d
j
). We will say
that a linear map M : W ! V is banded of width d
M
2 N if for any k 2 X one has that
if k
0
; k
00
2 suppMe
k
, then d(k
0
; k
00
) < d
M
. Here we have written e
k
for the member in the
anonial basis orresponding to k. That is, (e
k
)
l
= Æ
kl
, where Æ
kl
is the Kroneker delta.
42 Proof of lemma 3.2.8
Proposition 3.3.1. Let A  Z
d
j
be suh that for a
1
; a
2
2 A, a
1
6= a
2
implies d(a
1
; a
2
)  d
M
,
and suppose v 2 V , w 2 W are related by v = Mw. If, for some C
2
> 0 one has jv
a
j  C
2
for eah a 2 A, then there exists C
3
> 0, and B  X suh that jw
b
j  C
3
, and #B = #A.
Proof. For eah a 2 A, write D
a
= fk 2 X : a 2 Me
k
g, and let N = sup
a2A
#D
a
. Now, if
jw

j <
C
2
NkMk
1
for all  2 D
a
, we reah a ontradition with the hypothesis that jv
a
j  C
2
,
sine then
jv
a
j =





X
2D
a
(w

Me

)
a





< C
2
:
Thus, we take C
3
=
C
2
NkMk
1
, and hose for eah a 2 A a single b
a
2 D
a
suh that
jv
b
q
j  C
3
, and ollet all those b
a
in the set B.
It only remains to prove that if b
a
= b
a
0
, then a = a
0
. Indeed, if a 6= a
0
, then a; a
0
2
suppMe
b
a
, and thus d(a; a
0
) < d
M
, ontraditing the hypothesis.
Let d be the oeÆients of B

p as above, and let us write d
j
2 `
2
(r
0
j
) for the sequene
of oeÆients on level j only.
Let f
1
; 
2
; : : : ; 
2
dg be an enumeration of the set E n f0g (see 2.6.4). Then we an write
r
0
j
=
Q
2
d
i=1
`
2
(Z
d
j
), and assign to eah 
i
a opy of `
2
(Z
d
j
). Then the mapM
1
j
: r
0
j
! `
2
(Z
d
j+1
)
given by the matrix
M
1
j
=
 
M

1
j
M

2
j
: : : M

2
d
j

maps the wavelet oeÆients on a level j to the orresponding saling funtion oeÆients
on level j+1. This map is banded in the above sense, and the bandwidth d
M
1
j
is independent
of j if j is large enough. Moreover, the number N
j
= max
k2Z
d
j
#f 2 r
0
j
: k 2M
1
j
e

g is also
onstant if j is large enough. A similar observation holds for kMk
1
. We are in the position
of proving lemma 3.2.8 using the following lemma.
Lemma 3.3.2. Under the hypothesis of lemma 3.2.8, one an nd j
0
2 N suh that for eah
j  j
0
there exists a set F
j
2 Z
d
j
with the following properties
(3.17)
i: k 2 F
j
implies j(M
0
j 1

j 1
)
k
j & 2
 
jd
2
(see (3.16))
ii: #F
j
& 2
j(d 1)
iii: k
1
; k
2
2 F
j
with k
1
6= k
2
implies d(k
1
; k
2
) > d
M
1
j
iv: F
j
\ supp 
j
= ;:
Proof of lemma 3.2.8. We an write

j+1
=M
1
j
d
j
+M
0
j

j
;
and thus
M
1
j
d
j
= 
j+1
 M
0
j

j
:
If we write v = 
j+1
 M
0
j

j
, then we have that the sets F
j
in (3.17), and the matrix M
1
j
,
both satisfy the hypothesis of proposition 3.3.1. From this, and from the observation that
the onstant C
3
in lemma 3.3.1 an be hosen independently of j, we infer the existene of
the sets G
j
for j > j
0
, with j
0
as in lemma 3.3.2.
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3.4 Proof of lemma 3.3.2
3.4.1 Lower bounds for single integrals
We begin by introduing the notation 
jk
:= 2
 j
 
[0; 1℄
d
+ k

, and then assoiating to any
set A  T
d
an index set in Z
d
j
aording to the following notation.

0
j
(A) := fk 2 Z
d
j
: 
jk
\ A 6= ;g;

n
j
(A) := fk 2 Z
d
j
: 9k
0
2 
0
j
(A) with d(k; k
0
)  ng:
Let x
0
; 
0
; ; Q;  be as hosen just before (3.15). Let G := 
 \ B(x
0
; =2), and let
Y
G
:= fx 2 Y : (x) 2 Gg.
Proposition 3.4.1. There exists j
0
2 N suh that j  j
0
, k 2 
0
j
(G) imply
j
jk
j & 2
 
jd
2
:
Proof. We begin by realizing that, sine the primal saling funtions are B-splines of order
at least 4, one has that [0; 1℄
d
 (supp 
0
)
Æ
, where A
Æ
denotes the interior of the set A. Thus
we an nd a onstant ~, and a  > 0 suh that if x 2 B([0; 1℄
d
; ), then  
0
(x)  ~.
Sine  is C
1
(R
d 1
), we an show that  is Lipshitz on Y . So let L be suh that
(3.18) k(x)  (y)k
2
 Lkx  yk
2
; 8 x; y 2 Y;
write 
j
=
1
L
2
 j
 , and hose j
1
2 N suh that if j  j
1
, then B(Y
G
; 
j
)  Y . This is possible,
by (3.18), when 
j
<

2L
, for instane.
Let j
0
 j
1
be suh that j  j
0
, k
0
2 
0
j
(G) implies supp 
0
jk
0
 B(x
0
; 
0
). Given suh
j; k
0
, let z 2 Y
G
be suh that (z) 2 
jk
0
 supp 
0
jk
0
. But then B(z; 
j
)  Y , and also
 
0
jk
0
(x)  2
 j
2
jd
2
~ 8x 2 B(z; 
j
)
beause (B(z; 
j
))  B(
jk
0
; 2
 j
), and where the powers of two ome from the H
1
and L
2
normalization respetively.
Reall that p((x)) >  almost everywhere on Y , and observe also that sine k(x)  
(y)k  kx  yk for all x; y 2 Y , we have J (x) > C
4
for some C
4
> 0.
From (3.15) we get

jk
0
& 2
 j
 2
jd
2
Z
B(z;
j
)
dx & 2
 
jd
2
;
sine the volume of B(z; 
j
) is larger than a onstant times 2
j(d 1)
.
3.4.2 Index sets and masks
To be able to satisfy requirement (iv) of (3.17) we need to obtain a better understanding of
the ation of the linear map M
0
j
. We bring to our attention that if  
0
is a B-spline of order
at least 4, then we have for its mask that
(3.19) suppfa
0
k
g = f; + 1; : : : ; g
d
 Z
d
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with
   2; 2  :(3.20)
Next we observe that if j is large enough to avoid periodization eets, we an nd a
onstant C
5
> 0, independent of j, suh that all nonzero entries in M
0
j
are larger that C
5
.
This follows from the denition of M
0
j
, and from the fat that all entries in the mask of a
B-spline generator are non-negative.
Let us take a look at indies
~
k 2 Z
d
j
suh that suppM
0
j
e
~
k
\ 
0
j+1
(G) 6= ;.
Proposition 3.4.2. For these
~
k it holds

j
~
k
& 2
 
jd
2
:
Proof. Given suh an entry, we use the renement relation to write
(3.21) 
j
~
k
=
X
z2Z
d

j+1

j

j+1;2
~
k+z
a
z
:
If a
z
6= 0, then kzk
1
 . And if this is so, then supp 
0
j+1;2
~
k+z
 B(x
0
; 
0
), and thus from
the denition of 
j
, and by the hypothesis on p, we have that 
j+1;2
~
k+z
 0, sine for this index
the integrand in (3.15) is non-negative. On the other hand, sine suppM
0
j
e
~
k
\
0
j+1
(G) 6= ;,
there exist at least one z
0
suh that 2
~
k + z
0
2 
0
j+1
(G) while also a
z
0
6= 0. By proposition
3.4.1, and sine also the number of z suh that a
z
6= 0 is nite (and thus there is a smallest
suh a
z
), we have that
a
z
0

j+1;2
~
k+z
0
& 2
 
(j+1)d
2
= 2
 
d
2
2
 
jd
2

Using this knowledge together with (3.21), we obtain the result.
The elements in F
j+1
will be hosen among those l 2 suppM
0
j
e
~
k
whih also satisfy that

d 1
(supp 
0
j+1;l
\ 
) = 0, where 
d 1
is the Lebesgue measure on 
. Those l satisfy
indeed that 
j+1;l
= 0 (sine then the integral is dened on a set of measure zero), while also
(by proposition 3.4.2) we have that (M
0
j

j
)
l
& 2
 
jd
2
. The following lemma gives us a hint as
to where to nd this type of l.
Lemma 3.4.3. Let fa
0
k
g
k2Z
d
be the mask of  
0
, let ;  2 Z be as in (3.19), (3.20), and let
l 2 
+1
j+1
(
) n 

j+1
(
). Then it holds that
i. (supp 
0
j+1;l
\ 
) = 0
ii. There exists k

2 
0
j+1
(
) suh that d(l; k

) =  + 1.
iii. There exists
~
k 2 Z
d
j
suh that l; k

2 suppfa
0
z 2
~
k
g
z2Z
d, and thus l; k

2M
0
j
e
~
k
.
Proof. The rst two laims follow immediately from the denition of 
0
j+1
(
).
To prove the last one, we will show in a omponentwise fashion that suh a
~
k exists. To
this end, let us write l = (l
1
; l
2
; : : : ; l
d
), k

= (k
1

; k
2

; : : : ; k
d

), and
~
k = (
~
k
1
;
~
k
2
; : : : ;
~
k
d
). We
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have (negleting, as we an, eets of periodization) that the
~
k we are looking for satises
that
l
i
; k
i

2 f+ 2
~
k
i
; + 2
~
k
i
+ 1; : : : ;  + 2
~
k
i
g;
or in terms of inequalities, that
 + 2
~
k
i
 l
i
  + 2
~
k
i
+ 2
~
k
i
 k
i

  + 2
~
k
i
:
But this is equivalent to
(3.22) maxfl
i
  ; k
i

  g  2
~
k
i
 minfl
i
  ; k
i

  g:
Suh a
~
k
i
exists, trivially, whenever      1 (as is being assumed) and l
i
= k
i

.
If l
i
> k
i

, then (3.22) redues to l
i
    2
~
k
i
 k
i

  , whih is equivalent to
(3.23) l
i
  k
i

 2
~
k
i
  k
i

+      :
Sine d(l; k

) =  + 1, we have that (3.23) an be satised by
~
k
i
whenever
 + 1  2
~
k
i
  k
i

+      ;
or simply when 1  2
~
k
i
  k
i

  . We an always hoose suh a
~
k
i
if, as is being assumed,
   2.
The ase k
i

> l
i
follows analogously.
Having established the existene of the indies we are looking for, it only remains to show
that there are enough of them.
3.4.3 Constrution of the sets F
j
Let P
m
: R
d
! R
d 1
be given by
P
m
(x
1
; : : : ; x
d
) = (x
1
; : : : ; x
m 1
; x
m+1
; : : : ; x
d
):
We will assume for now (and prove this in the next setion) that we an arrange matters
to be as follows. Suppose we have found a z
0
2 B(x
0
; 
0
=4), a  > 0, and m 2 f1; : : : ; dg
suh that
(3.24)
i: B(z
0
; )  B(x
0
; 
0
=4)
ii: B(z
0
; ) \G = ;
iii: P
m
B(z
0
; )  (P
m
[G \B(x
0
; e
0
=4)℄)
Æ
iv: z
0
= 2
 j

z

for some z

2 Z
d
, j

2 N.
For j > j

(where we assume that j

is larger than all previous lower bounds for j) we
dene the set
A
j
:= fz 2 Z
d
j
: (z   z

)
m
= 0 and 2
 j
z 2 B(z
0
; )g:
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Proposition 3.4.4. There exists j

 j

suh that if j  j

, then for eah a 2 A
j
there
exists a number r
a
2 Z suh that l
a
:= a + r
a
e
m
2 
+1
j
(
) n 

j
(
), and suh that
2
 j
l
a
2 B(x
0
; =4).
Proof. It will be enough to hoose j

suh that if j > j

, then a 2 A
j
does not belong to

+1
j
(
).
Sine P
m
B(z
0
; )  (P
m
[G \ B(x
0
; e
0
=4)℄)
Æ
, we have that there exists ~r
a
suh that a +
~r
a
e
m
2 
0
j
(
). We an assume, without loss of generality, that ~r
a
> 0.
For 0  i  ~r
a
write k
i
:= a + ie
m
, and observe that, by the onvexity of the ball
B(x
0
; e
0
=4), the integer ~r
a
an be hosen in suh a way that 2
 j
k
i
2 B(x
0
; =4) if 0  i < ~r
a
.
Let b(i) denote the smallest n 2 N
0
suh that k
i
2 
n
j
(
). We see that whenever
k
i
2 
n
j
(
), then k
i+1
2 
m
j
(
) for some m 2 fn   1; n; n + 1g, and thus onlude that
b(i)  1  b(i + 1)  b(i) + 1. From this, and sine b(0) >  + 1, b(~r
a
) = 0, it follows that
there must exist a number r
a
2 Z (the one we are looking for) suh that b(~r
1
) =  + 1.
Another important observation is that we an hoose j

above in suh a way that if
j > j

, k 2 
+1
j
(
), and 2
 j
k 2 B(x
0
; 
0
=4), then k 2 
 1
j
(G). Let us do just that, and
let us ollet all the l
a
, a 2 A
j
, in the sets L
j
. Note that these are preisely the l we have
been looking for.
Note that if a
1
; a
2
2 A
j
, then
d(l
a
1
; l
a
2
)  d(a
1
; a
2
):
From this we infer that we an onstrut the sets F
j
needed in lemma 3.3.2 if we an nd
sets E
j
 A
j
suh that
i. #E
j
 2
j(d 1)
ii. a
1
; a
2
2 E
j
, a
1
6= a
2
implies d(a
1
; a
2
)  d
M
0
j
.
But this, thankfully, is trivial.
We are almost done. We only have to prove that we an indeed arrange matters as in
(3.24).
3.4.4 A topology lemma
The problem an be redued a bit. If we nd z
0
, , and m that satisfy the rst three
onditions in (3.24), then nding another pair that satises the last one is trivial too. But
the existene of suh z
0
, , and m is a onsequene of the following lemma, whih will be
proven at the end of this subsetion.
Lemma 3.4.5. Let y
0
2 R
d 1
,  : R
d 1
! R ontinuous, Æ > 0, Y = B(y
0
; Æ), and let
G
0
= f(x; (x)) 2 R
d
: x 2 Y g:
Write x
0
= (y
0
; (y
0
)). If Q : R
d
! R
d
is orthogonal, then for eah  > 0 there exists
y 2 B(x
0
; ),  > 0, and m 2 f1; 2; : : : ; dg suh that
P
m
QB(y; )  (P
m
QG
0
)
Æ
while B(y; ) \G
0
= ;.
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We will need some preparations. Given two points x
1
; x
2
2 R
d
, we denote by  = [x
1
x
2
℄ :
[0; 1℄! R
d
the funtion (t) = (1  t)x
1
+ tx
2
. Given ;  : [0; 1℄ ! R
d
, and if (1) = (0)
we write  =    for the funtion  : [0; 1℄! R
d
given by
(t) =

(2t) if 0  t <
1
2
(2t  1) if
1
2
 t  1
We also write [x
1
x
2
  x
m
℄ = [x
1
x
2
℄  [x
2
x
3
℄      [x
m 1
x
m
℄:
The proof of lemma 3.4.5 is a simple onsequene of the following proposition, whih is
just a simpler variant of it.
Proposition 3.4.6. Let y
0
2 R
d 1
,  : R
d 1
! R ontinuous, Æ > 0, Y = B(y
0
; Æ), and let
G
0
= f(x; (x)) 2 R
d
: x 2 Y g:
Write x
0
= (y
0
; (y
0
)). If Q : R
d
! R
d
is orthogonal, then there exists m 2 f1; 2; : : : ; dg
suh that (P
m
QG
0
)
Æ
6= ;.
Proof. For arbitrary n and  > 0, and given a point z 2 R
n
, we denote by B
1
(z; ) the set
fy 2 R
n
: kx yk
1
< g, and by B
2
(x; ) the set fy 2 R
n
: kx yk
2
< g, whih orresponds
to the denition of B(x; ) we have been using until now. Dene  = supfr > 0 : B
1
(0; r) 
B
2
(0; 1)g, and note that   1.
Let  < Æ=2, set W := B
2
(x
0
; ) n G
0
, and note that this set is open and pathwise
disonneted. There is, in partiular, no path between the points w
 
:= x
0
  

2
e
d
and
w
+
:= x
0
+

2
e
d
. If Q is orthogonal, then QW is also pathwise disonneted, and we annot
nd a path between Qw
+
and Qw
 
in QW .
Now suppose that the lemma is false for a ertain orthogonal Q
0
: R
d
! R
d
.
Set W
0
:= B
1
(Q
0
x
0
; Æ) n Q
0
G
0
, w
0
+
:= Q
0
w
+
; and w
0
 
:= Q
0
w
 
. By the way we have
hosen the parameters, we have that W
0
 Q
0
W , that W
0
is open, that w
0
+
; w
0
 
2 W
0
, and
that there is no path between w
0
+
and w
0
 
in W
0
. Let Æ
0
> 0 be suh that B
1
(w
0
+
; Æ
0
)  W
0
and B
1
(w
0
 
; Æ
0
)  W
0
:
Now, let 
1
= w
0
 
, and hoose 
1
2 B
1
(
1
;
Æ
0
d
) suh that P
1

1
=2 P
1
Q
0
G
0
. This is possible
beause we assumed our lemma false, and thus B
1
(P
1

1
;
Æ
0
d
) 6 P
1
Q
0
G
0
. We next hoose

1
2 R suh that the rst oordinates of 
2
:= 
1
+ 
1
e
1
and w
0
+
are equal. Note that the
path [
1

1

2
℄ lies fully in W
0
.
Next hoose 
2
2 B
1
(
2
;
Æ
0
d
) suh that P
2

2
=2 P
2
Q
0
G
0
(whih again has to exist), and
hoose 
2
suh that the seond oordinates of 
3
= 
2
+ 
2
e
2
and w
0
+
are equal. Note that,
for the same reasons as above, the path [
1

1

2

2

2
℄ lies fully in W
0
.
We proeed in this fashion until we have onstruted 
d
, and note immediately that

d
2 B
1
(w
0
+
; Æ
0
), sine eah oordinate of 
d
is at most at a distane of
(d 1)Æ
0
d
of the
orresponding one in w
0
+
. But we took are to never leave W
0
, whih implies that the path
[w
0
 

1

2

2
   
d 1
w
0
+
℄ lies in W
0
. This ontradition nishes the proof.
Proof of lemma 3.4.5. Without loss of generality, we an assume that Æ <

0
2
, and apply the
same proof as before. The point y
0
we are looking for is the last 
i
obtained before the
proess annot be ontinued, and  an be hosen as  =
Æ
0
d
.
Thus ends the proof of lemma 3.3.2, and thus also of lemma 3.2.8
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Chapter 4
Towards a titious domain method
with optimally smooth solutions
Introdution
In this hapter, we will introdue a titious domain method designed to produe optimally
smooth solutions whenever the given data allows it, and whih is also apable, in pratie, to
deliver on that promise. We also obtain, albeit with additional assumptions, a solid theoreti-
al understanding of this method, proving onvergene and reprodution of smoothness. The
enouraging numerial results, to be presented in hapter ve, suggest that our approah is
promising, and that it should be the subjet of further researh.
The entral idea of the approah is the division of responsibilities. Starting from our
original boundary value problem on a domain, we formulate a very simple linear least-
squares/titious-domain formulation on an extended domain whose solutions will all solve,
when restrited to the original domain, the original problem. Although this extended prob-
lem does not have a unique solution, it an be seen to be solvable, and the solution an be
hosen to depend ontinuously on the data. Instead of modifying this formulation to fore it
to produe smooth solutions, our approah assigns this responsibility to the solution proess.
We show how a simple iterative sheme is apable of reovering smoothness through what
amounts to emergent behavior.
We begin in setion 4.1 with a brief review of the denition and properties of the Moore-
Penrose pseudoinverse. This building blok is entral in what follows. In setion 4.2 we
formulate and study the least-squares/titious-domain problems mentioned above. In se-
tion 4.3, starting from a sequene of disretizations of those problems, we propose a solution
operator apable of reovering smoothness, and prove that it works under ertain additional
onditions. Finally, in setion 4.4, we onstrut a andidate sequene of suitable disretiza-
tions.
We leave the atual implementation, and numerial experiments, to hapter ve.
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4.1 Moore-Penrose pseudoinverses
Let H
1
, H
2
be two Hilbert spaes, and let M : H
1
!H
2
be a bounded operator with losed
range. Write N := M
jN (M)
?, and reall that under these onditions, N : N (M)
?
!R(M) is
an isomorphism. The Moore-Penrose pseudoinverse is then dened by M
y
:= I
H
1
N
 1
P
R(M)
.
Here, P
R(M)
denotes the orthogonal projetion onto the range R(M) of M , and I
H
1
is the
injetion into H
1
. Given b 2 H
2
, one has that x = M
y
b is the unique minimizer of smallest
norm inH
1
of the funtional '(x) := kMx bk
2
H
2
. One also heks easily thatM
y
: H
2
!H
1
is a bounded operator with losed range.
The following theorem gives us a haraterization of the Moore-Penrose pseudoinverse.
See e.g. [15℄, p.182.
Theorem 4.1.1. Let B : H
2
! H
1
be a bounded linear operator with losed range. Then
the following are equivalent
(i). B =M
y
(ii). BMx = x for all x 2 N (M)
?
, and By = 0 for all y 2 R(M)
?
.
(iii). MB = P
R(M)
, and BM = P
N (M)
? = P
R(B)
.
(iv). (MB)

=MB, (BM)

= BM , MBM = M , and BMB = B.
One has, furthermore, that if Q : H
1
! H
1
is an orthogonal projetor, then Q
y
= Q.
For the proof of these fats, and for further information, we refer to [15℄, hapter 8.
A remark is in order with respet to the numerial aspets of using pseudoinverses.
The traditional approah to obtaining the pseudoinverse of a matrix is to use a singular
value deomposition (SVD) whih is rather expensive. Sine we are not interested in the
pseudoinverse per se, we will use instead appropriate iterative Krylov subspae methods,
whih have muh better performane, to approximate the produt of the pseudoinverse with
a given vetor. See subsetion 4.5.
4.2 The formulation
4.2.1 Problem sope and assumptions
Consider the problem
Au = f on 
,
Bu = g;
(4.1)
where A is a regular ellipti dierential operator, and B : H
2
(
)! H
(B)
(
) is either the
Dirihlet or the Neumann boundary operator, with (B) = 3=2 resp. (B) = 1=2. We will
assume that 
  R
d
is a bounded domain with C
1
boundary. The regularity assumptions
on A and 
 an be relaxed, but at the prie of obsuring the arguments. See remark 4.3.10.
We further assume that f 2 L
2
(
), and that g 2 H
(B)
(
). This allows us to onlude
that the solution u of problem (4.1) is at least in H
2
(
). We shall further assume that
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problem (4.1) is well posed; for eah f 2 H
0
(
), g 2 H
(B)
(
), there exists a unique
solution u 2 H
2
(
) of (4.1), and this solution depends ontinuously on f , g.
Remark 4.2.1. The regularity assumptions on the data restrits the appliability of the
method designed here. We hose them sine they simplify the theory in a few ruial aspets,
and hope for further researh to render the method appliable to more general settings.
4.2.2 The formulation
We start by embedding 
 into a larger domain. Again for simpliity, we will assume that
this domain is T
d
, and, of ourse, that 
 an be properly embedded in T
d
. That is, there
exists  > 0 suh that 
  (0 + ; 1  )
d
. We will further assume that an extension of A to
T
d
is available, and we denote it again by A. In partiular, we will use that (f. 3.2)
(Au)
j

= A(u
j

) 8 u 2 H
2
(T
d
):
Note that this does not amount to a \pointwise" interpretation of the dierential operator,
as we are onsidering derivatives in the sense of distributions. What we are using here is
that if u 2 H
2
(T
d
), then Au an be identied in the usual way with an element of L
2
.
We are looking for a way to obtain an u
+
2 H
2
(T
d
) whih satises
(4.2) u
+
j

= u;
where u is the solution of (4.1). There are of ourse many elements of H
2
(T
d
) whih would
satisfy (4.2), but after onsidering the eets of smoothness on auray, we want to nd
one that is as smooth as possible. As was announed in the introdution, our approah will
be to set up a minimal least squares problem whose solutions all satisfy (4.2), and then try
to onstrut a smooth solution of said problem. Here we will onentrate on the rst part
of that program, addressing the seond part in setion 4.3.
Observe that the requirement (4.2) is equivalent to requiring that u
+
satises the equa-
tions
(Au
+
)
j

= f;
Bu
+
= g:
Our rst (prototype) least-squares/titious-domain problem will be as follows.
Problem LSFD
0
: Given f and g as above, nd u
+
2 H
2
(T
d
) suh that it minimizes the
funtional
(4.3) 


(v) = kr


Av   fk
2
H
0
(
)
+ kBv   gk
2
H
(B)
(
)
:
We see immediately that there is at least one drawbak of this formulation: It still involves
a spae dened on 
. To remove this spae we introdue the operatorC


: H
0
(T
d
)! H
0
(T
d
),
dened by
(4.4) C


f := 


 f;
whih assigns to eah f 2 H
0
(T
d
) the extension by zero of its restrition to 
. It is easy to
see that C


is an orthogonal projetor with respet to the anonial L
2
norm in H
0
(T
d
).
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Remark 4.2.2. The orthogonality of the operator C


plays a ruial role in what follows. A
suitable substitute (either for the orthogonality or for the restrition itself) would be needed
to extend the method under disussion to more general settings.
We an now reformulate a new least-squares/titious-domain problem, using C


to avoid
the spae H
0
(
).
Problem LSFD: Given f and g as above, and given any extension f
1
2 H
0
(T
d
) of f ,
nd u
+
2 H
2
(T
d
) suh that it minimizes the funtional
(4.5) (v) = kC


Av   f
1
k
2
H
0
(T
d
)
+ kBv   gk
2
H
(B)
(
)
:
We will now hek that these least-squares problems an indeed be used to solve our
original problem. This involves verifying that any solution of these problems satises (4.2),
and that we an obtain solutions whose norm is bounded by the norm of the data. We will
also nd out that the solutions of minimal norm of (4.3) and (4.5) are equal.
For notational simpliity, let H
l
:= H
2
(T
d
), H
r


:= H
0
(
)H
(B)
(
), H
r
:= H
0
(T
d
)
H
(B)
(
), and let M


: H
l
!H
r


, M : H
l
!H
r
be given by
M


: =

r


A
B

M : =

C


A
B

where r


is the restrition operator, and C


is the orthonormal projetor introdued above.
As done before, we endow H
r


and H
r
with the orresponding Eulidean tensor produt
norms, to ensure that they are Hilbert spaes.
With these operators, and setting b


= (f; g)
T
, b = (f
1
; g)
T
, we rewrite the funtionals
appearing in problems LSFD
0
and LSFD as



(v) = kM


v   b


k
2
H
r


(v) = kMv   bk
2
H
r
:
Theorem 4.2.3.
(i). The operators M


and M are bounded and have losed range, (and thus have bounded
pseudoinverses).
(ii). If f
1
2 H
0
(T
d
) is an extension of f 2 H
0
(
), then u
+
:= M
y
b and w
+
:= M
y


b


both
satisfy (4.2).
(iii). It holds that u
+
= w
+
.
Proof. That these operators are bounded is obvious.
From the well-posedness of problem (4.1) it follows that M


is surjetive. To see this, let
h = (; )
T
2 H
r


be arbitrary. Then there exists a unique  2 H
2
(
) whih satises (4.1),
and thus any extension 
+
2 H
2
(T
d
) of  satises M



+
= h. Surjetivity immediately
implies that the range of M


is losed.
To see that the range of M is losed, we use again the well-posedness of (4.1) to prove
that
R(M) = f(; )
T
2 H
r
: 
j


= 0g:
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Now for any onvergent sequene h
n
= (
n
; 
n
) 2 R(M), n = 1; 2; : : :, we have that 
nj


= 0.
By ontinuity of the restrition operator it follows that for h = (; ) := lim
n!1
h
n
it holds

j


= 0. Thus h 2 R(M), showing that this set is losed. This nishes the proof of (i).
Bak to problem LSFD
0
, we onlude from the surjetivity of M


that min


(v) = 0.
Sine w
+
=M
y


b


is a minimizer of 


, we have that r


Aw
+
= Ar


w
+
= f , Bw
+
= g, and
thus that w
+
satises (4.2)
To see that u
+
:= M
y
b also satises (4.2), we begin by omputing the minimum of .
For this, observe rst that (trivially) (v)  kC


Av   f
1
k
2
H
0
(T
d
)
. Sine Av 2 H
0
(T
d
), and
sine C


is an orthogonal projetion in this spae, we see that (v)  k(C


  I)f
1
k
2
H
0
(T
d
)
.
A simple omputation also gives us that (w
+
) = k(C


  I)f
1
k
2
H
0
(T
d
)
, showing that this last
quantity is indeed the minimum of .
Now observe that u
+
, being the minimizer of , must satisfy
(4.6)
(u
+
) = kC


Au
+
  f
1
k
2
H
0
(T
d
)
+ kBu
+
  gk
2
H
(B)
(
)
= k(C


  I)f
1
k
2
H
0
(T
d
)
:
But one readily heks that, sine C


is an orthogonal projetor,
kC


Au
+
  f
1
k
2
H
0
(T
d
)
= kC


Au
+
  C


f
1
k
2
H
0
(T
d
)
+ k(C


  I)f
1
k
2
H
0
(T
d
)
;
and thus from (4.6) it follows that C


Au
+
= C


f
1
, and Bu
+
= g. Now C


Au
+
= C


f
1
is
possible if, and only if, (Au
+
)
j

= f
1j

= f . So u
+
satises (4.2), nishing the proof of (ii).
Finally, let us show that M
y


b


= M
y
b. The key observation here is that for any v 2
H
2
(T
d
), it holds that
(4.7) kM


vk
H
r


= kMvk
H
r
:
This follows from the fat that kC


hk
H
0
(T
d
)
= kh
j

k
H
0
(
)
for eah h 2 H
0
(T
d
). As a
onsequene of (4.7) we have that M and M


have the same kernel.
Now, for u
+
=M
y
b, and w
+
=M
y


b


we have that
kM


(u
+
 w
+
)k
2
H
r


=
kr


Au
+
  r


Aw
+
k
2
H
0
(
)
+ kBu
+
 Bw
+
k
2
H
(B)
(
)
= 0;
and thus u
+
  w
+
2 N (M


). But sine M
y


b


? N (M


) = N (M) ? M
y
b, it holds that
both u
+
and w
+
are orthogonal to N (M


), and thus u
+
  w
+
= 0. This proves (iii) and
nishes the proof of theorem 4.2.3.
Remark 4.2.4. When hoosing a disretization sheme for problem LSFD, it should be kept
in mind that this result depends ritially on the fat that C


is an orthogonal projetor. On
the other hand, it is important to note that theorem 4.2.3 remains valid if we hange the
norms of H
2
(T
d
) to any equivalent norm (the same applies to H
(B)
(
)).
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4.3 Reovering smoothness
The method to reover smoothness we will present in this setion annot, at present, be
justied ompletely from a theoretial point of view. The method performs quite well in
pratie, however, so that even though the theory we present here does not over every
aspet, we an safely onlude that our approah is promising. Further researh is needed
to omplete the piture.
The available theory has the following form. We assume the existene of a sequene of
linear disrete maps whih satises a ertain set of properties, and subsequently prove that,
if suh a sequene exists, and the data allows it, then we an onstrut a smooth solution to
problem LSFD.
Let fV
j
g
j2N
0
, fV
r
j
g
j2N
0
be nested sequenes of linear spaes suh that
(4.8)
A
s
2
(H
2
(T
d
); fV
j
g
j2N
0
) = H
s+2
(T
d
);
A
s
2
(H
r
; fV
r
j
g
j2N
0
) = H
s
(T
d
)H
(B)+s
(
);
for some range 0 < s  s
0
. Additionally, let fQ
j
g
j2N
0
and fQ
r
j
g
j2N
0
be uniformly bounded
sequenes of projetors with R(Q
j
) = V
j
, R(Q
r
j
) = V
r
j
. To reover smoothness we use a
sequene of linear mapsM
j
: V
j
! V
r
j
satisfying a few properties that we are going to disuss
now in some depth.
It is not known, at present, whether suh a sequene exists; see remark 4.3.9 for a
summary of the diÆulties. In setion 4.4, however, we will onstrut a sequene of operators
whih, in view of the numerial evidene of hapter ve, seems to us to be a strong andidate.
The rst thing we would like to require from this sequene of maps is that they an be
used to approximately solve problem LSFD. In partiular we expet it to satisfy
M
j
Q
j
u!Mu; M
y
j
Q
r
j
b!M
y
b;(A1)
in th e topology of H
r
, H
2
(T
d
), respetively, for all u 2 H
2
(T
d
), and all b 2 H
r
. By the
uniform boundedness theorem (see e.g. [15℄, page 165) we have as a onsequene of this
assumption the existene of a nite onstant C
M
> 0 suh that
maxfkM
j
k; kM
y
j
kg  C
M
j = 0; 1; : : :(4.9)
Suppose now that b 2 A
~s
2
(H
r
; fV
j
g), for some ~s > 0, and write b
j
= Q
r
j
b. The next
assumption is based on our hope that the solution of the problem
min
u
j
2V
j
'
j
(u
j
) := kM
j
u
j
  b
j
k
2
H
r
is a good \guess" for the minimizer of '
j+1
. We will assume that there exists some s
1
2 (0; s
0
℄
suh that
(A2
0
) kM
j+1
M
y
j
b
j
  P
R(M
j+1
)
b
j+1
k
H
r
. 2
 js

kbk
A
s

2
(H
r
;fV
j
g
j2N
0
)
;
with s

= minf~s; s
1
g. While (A2
0
) already aptures the essene of our assumption, we will
ask for the (only slightly stronger)
(A2)



n
2
js

kM
j+1
M
y
j
b
j
  P
R(M
j+1
)
b
j+1
k
H
r
o



`
2
. kbk
A
s

2
(H
r
;fV
j
g
j2N
0
)
;
whih will help us avoid some epsilons in the proofs that follow.
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Remark 4.3.1. Note that this is really only an epsilon, as it is easy to see that if (A2
0
)
holds for a given s

0
, then (A2) holds for eah s

< s

0
.
Finally, we will require from the sequene fM
j
g that the kernels of these operators be
nested.
(A3) N (M
j
)  N (M
j+1
):
This last assumption is what really drives the method we will introdue now.
The intuitive idea behind our method is as follows. Suppose that fV
j
g is the B-spline
MRA introdued in 2.6.2. Then the minimizer u
j
=M
y
j
b
j
of '
j
will have the same smoothness
as any other element in V
j
, and, under the right irumstanes, we will have that u
j
is a
good approximation of some smooth solution of problem LSFD.
While we may expet u
j
to onverge to a solution of LSFD, we annot expet this limit
to be smooth. Looking at the kernel of M , we see that it onsists of funtions  2 H
2
(T
d
)
whih are zero on 
, and whih satisfy B = 0. There is no reason to expet in general
that an extensions of u to T
d
with higher Sobolev smoothness than H
2
is orthogonal to this
kernel.
So to obtain suh a smooth extension of u using the solutions u
j
of the disrete problems
we may have to \grow" a omponent in this kernel. Our plan is to \lift" the smoothness of
the nite dimensional spaes fV
j
g by olleting the omponents of the solutions u
j
in the
kernels of the operators M
j+1
. Thus, the denition of our solution operator starts with a
standard solution for some initial j (for simpliity we begin with j = 0),
S
0
b := M
y
0
Q
r
0
b = M
y
o
b
0
;(4.10)
and then dene
S
j+1
b := P
N (M
j+1
)
S
j
b +M
y
j+1
Q
r
j+1
b:(4.11)
Theorem 4.3.2. If fM
j
g satises (A1), (A2
0
), (A3), and b 2 A
s

2
(H
r
; fV
j
g), then fS
j
bg
j2N
0
onverges.
Proof. We is enough to show that fS
j
bg
j2N
0
is a Cauhy sequene.
From (4.10) and (4.11) we an derive an alternative expression for S
j
b. We have that
S
j
b =
j
X
i=1
P
N
j
P
N
j 1
  P
N
i
M
y
i 1
b
i 1
+M
y
j
b
j
;
where we have written N
j
:= N (M
j
). Thus,
S
j+1
b  S
j
b = P
N
j+1
S
j
b+M
y
j+1
b
j+1
  S
j
b
= M
y
j+1
b
j+1
  P
N
?
j+1
S
j
b
= M
y
j+1
b
j+1
 
j
X
i=1
P
N
?
j+1
P
N
j
P
N
j 1
  P
N
i
M
y
i 1
b
i 1
  P
N
?
j+1
M
y
j
b
j
:
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Now, sine N
j
 N
j+1
, we have that N
j
? N
?
j+1
so that P
N
?
j+1
P
N
j
= 0. This eliminates the
sum in the last expression above. Continuing with the alulations, we observe that
S
j+1
b  S
j
b = P
N
?
j+1

M
y
j+1
b
j+1
 M
y
j
b
j

=M
y
j+1
M
j+1

M
y
j+1
b
j+1
 M
y
j
b
j

;
so that
(4.12)
kS
j+1
b  S
j
bk
H
2
 kM
y
j+1
kkP
R(M
j+1
)
b
j+1
 M
j+1
M
y
j
b
j
k
H
r
 C
M
kP
R(M
j+1
)
b
j+1
 M
j+1
M
y
j
bk
H
r
;
where C
M
is the onstant in (4.9). Using assumption (A2
0
), we obtain that kS
j+1
b S
j
bk
H
2
.
2
 js

. A simple geometri sums argument now gives us that fS
j
bg
j2N
0
is indeed a Cauhy
sequene.
The next task will be to prove that we really obtain a solution to problem LSFD from
Sb := lim
j!+1
S
j
b:
Theorem 4.3.3. It holds that Sb is a minimizer of (u) = kMu  bk
H
r
.
The proof of this theorem requires some preparations.
Lemma 4.3.4. Let H
1
, H
2
be a pair of Hilbert spaes, and fA
j
g a sequene of bounded linear
operators whih is pointwise onvergent. It is known that then the operator A : H
1
! H
2
given by Av = lim
j!1
A
j
v is bounded and linear. If also A
y
w = lim
j!1
A
y
j
w for all w 2 H
2
,
then
P
N (A
j
)
v ! P
N (A)
v P
N (A
j
)
?
v ! P
N (A)
?
v(4.13)
P
R(A
j
)
w! P
R(A)
w P
R(A
j
)
?w! P
R(A)
?w(4.14)
Proof. Note that, sine P
V
? = (I   P
V
), the laim on the right of (4.13) follows trivially
from that on the left. Note also that sine R(A
j
) = N (A
y
j
)
?
, we obtain (4.14) from (4.13).
Thus, it is enough to prove the laim on the left of (4.13).
Let v 2 H
1
, and write v = v
0
+ v
1
, where v
0
= P
N (A)
v, and v
1
= v   P
N (A)
v = P
N (A)
?v.
Now, we only have to prove that P
N (A
j
)
v
0
! v
0
and P
N (A
j
)
v
1
! 0 when j !1.
From the hypothesis on fA
j
g it follows that A
j
v
0
! Av
0
= 0, and so
(4.15) P
N (A
j
)
?v
0
! 0
when j !1. To see this, note that by the uniform boundedness theorem kA
y
j
k  C for all
j and some C > 0, and reall that A
y
j
A
j
= P
N (A
j
)
?. Thus,
kP
N (A
j
)
?v
0
k
H
1
 kA
y
j
kkA
j
v
0
k
H
2
 CkA
j
v
0
k
H
2
! 0;
from whih (4.15), as well as P
N (A
j
)
v
0
= (I   P
N (A
j
)
?)v
0
! v
0
, follows.
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Now, from A
j
v
1
  Av
1
! 0, we obtain that
(4.16) kP
N (A
j
)
?
v
1
  A
y
j
Av
1
k
H
1
 kA
y
j
kkA
j
v
1
  Av
1
k
H
2
! 0:
But sine A
y
j
Av
1
! v
1
, we an infer from (4.16) that P
N (A
j
)
?
v
1
! v
1
, and thus P
N (A
j
)
v
1
! 0
when j !1.
So,
P
N (A
j
)
v = P
N (A
j
)
v
0
+ P
N (A
j
)
v
1
! v
0
= P
N (A)
v;
nishing the proof.
Proof of theorem 4.3.3. Observe that
kM
j
S
j
b MSbk
H
r
= kM
j
(S
j
b  Sb) +M
j
Sb MSbk
H
r
 C
M
kS
j
b  Sbk
H
r
+ kM
j
Sb MSbk
H
r
! 0
by theorem 4.3.2, and by (A1), so that M
j
S
j
b!MSb.
Writing R
j
:= R(M
j
), and noting that M
j
S
j
b = P
R
j
b
j
, we also have that
kM
j
S
j
b  P
R(M)
bk
H
r
= kP
R
j
b
j
  P
R(M)
bk
H
r
 kP
R
j
(b
j
  b)k
H
r
+ kP
R
j
b  P
R(M)
bk
H
r
! 0
sine b
j
! b, and using lemma 4.3.4.
In any ase, we have that M
j
S
j
b ! P
R(M)
b, and also M
j
S
j
b ! MSb, so that MSb =
P
R(M)
b. But then
min
v2H
2
(T
d
)
(v) = min
v2H
2
(T
d
)
kMv   bk
2
H
r
 kP
R(M)
b  bk
2
H
r
= kMSb  bk
2
H
r
;
nishing the proof.
Theorem 4.3.5. If fM
j
g satises (A1), (A2), and (A3), then for any 0 < s  s
1
, the
operator S : A
s
2
(H
r
; fV
j
g)!A
s
2
(H
2
(T
d
); fV
j
g) given by b 7! Sb is linear and bounded.
Proof. Let b; d 2 A
s
2
(H
r
; fV
j
g), and ;  2 R. Then S(b + d) exists, and is the limit of
S
j
(b+d) = S
j
b+S
j
d, whih in turn onverges to Sb+Sd. This settles the linearity.
It remains to see whether Sb 2 A
s
2
(H
2
(T
d
); fV
j
g), and whether S is bounded.
Using (A2) and (4.12) (the s

there amounts to our urrent s), we obtain

2
js
kS
j
b  S
j+1
bk
H
2
(T
d
)
	
2 `
2
and


f2
js
kS
j
b  S
j+1
bk
H
2
(T
d
)
g


`
2
. kbk
A
s
2
:
We also have kS
j
b   Sbk
H
2
(T
d
)

P
ij
kS
i+1
b   S
i
bk
H
2
(T
d
)
, whih inspires us to borrow
the following lemma, found in [16℄, p. 408.
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Lemma 4.3.6 (Disrete Hardy Inequality). Let fa
k
g
k2N
0
, fb
k
g
k2N
0
be sequenes of real
numbers, and let  > 0. If for some  > 0, 0 <   q,
jb
k
j  
 
1
X
j=k
ja
j
j

!
1=
holds for all k, then
 
1
X
k=0
(2
k
b
k
)
q
!
1=q
 
 
1
X
k=0
(2
k
a
k
)
q
!
1=q
:
Thus, we onlude that


f2
js
kSb  S
j
bkg


`
2
.


f2
js
kS
j
b  S
j+1
bkg


`
2
. kbk
A
s
2
:
But kSb  S
j
bk  kSb  P
V
j
Sbk, so that we obtain
kSbk
A
s
2
=


f2
js
kSb  P
V
j
Sbkg


`
2
.


f2
js
kSb  S
j
bkg


`
2
. kbk
A
s
2
A straight-forward orollary of theorem 4.3.5 is the following.
Corollary 4.3.7. The onvergene behavior of fS
j
bg is given by
kS
j
b  Sbk
H
2
(T
d
)
. 2
 js
In summary, given a smooth initial extension f
1
of f , and if g is smooth too, we obtain
via the linear bounded operator S a solution to problem LSFD with the same degree of
smoothness. This, of ourse, provided the disrete operators M
j
, j 2 N
0
satisfy (A1), (A2),
and (A3). We summarize theorems 4.3.2, 4.3.3, and 4.3.5 as follows.
Theorem 4.3.8. Let fV
j
g
j2N
0
, fV
r
j
g
j2N
0
be nested sequenes of linear spaes suh that (4.8)
holds. Let fM
j
g, M
j
: V
j
! V
r
j
be a sequene of linear maps satisfying (A1), (A2), and
(A3). Let f 2 H
s
(
), g 2 H
(B)+s
(
) for some s
1
 s > 0, and let f
1
2 H
s
(T
d
) be an
extension of f to T
d
. Then
1. The sequene fS
j
bg, with b = (f
1
; g) onverges to Sb at a rate of O(2
 js
) in the topology
of H
r
.
2. Sb 2 H
2+s
(T
d
)
3. (Sb)
j

is the solution of problem (4.1).
Thus, to obtain a smooth solution to problem LSFD, we start by hoosing an arbitrary,
but smooth, extension of f , and then apply S.
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Remark 4.3.9. The diÆulty in nding the sequene fM
j
g is, in essene, that singular
operators are hard to disretize properly. Even when the innite dimensional problem is well
posed, we annot just use a standard Galerkin approah to obtain disrete problems. Attak-
ing the problem via regularization is an option that does not lead too far. The above method,
through assumption (A3), is based ritially on the singularity of the disrete operators M
j
,
so eliminating it is not helpful.
Remark 4.3.10. Note that if A and 
 do not satisfy the extreme regularity requirements
imposed in subsetion 4.2.1, then their regularity adds just another upper bound to s in
theorem 4.3.8.
The sequene of disrete problems we introdue in the next setion seems, at least numer-
ially, to satisfy (A1), (A2), and (A3). The author is onvined that it is possible, although
not at all trivial, to prove that the sequene in question does indeed satisfy the neessary
assumptions.
4.4 A sequene of disrete problems
In this setion, we will disretize a simple two-dimensional family of problems using a Petrov-
Galerkin approah. This sequene of disrete problems will be used in the next setion to
perform numerial experiments using the method outlined in the previous setions. We will
go to some level of detail to explain the motivation behind eah hoie.
4.4.1 The model problem
Our model problem is
( 4 + I)u = f on 
,
Bu = g;
(4.17)
where   0, and B is either the Dirihlet or the Neumann
1
boundary operator. As before,
we take f 2 H
0
(
), and g 2 H
(B)
(
). We also assume that we have already an initial
extension f
+
at hand. The domain 
  R
2
is any domain with smooth boundary.
4.4.2 Norms and spaes
We want to nd approximations to the minimizer u
+
of the funtional
(4.18) (v) = kC


Av   f
1
k
2
H
0
(T
d
)
+ kBv   gk
2
H
(B)
(
)
:
Keeping our goal in mind (that is, to solve (4.17)), we will use the insight of remark 4.2.4
and begin by hanging the involved norms.
We will approximate u
+
2 H
2
(T
2
) from the spaes V
j
, j 2 N
0
, whih we hoose to be
the periodi B-spline spaes of order m, with m  3 xed, on dyadi grids of meshlength
1
In this ase, we assume  > 0 to ensure well-posedness.
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2
 j
. We hose an appropriate ~m, and let 	 be the primal wavelet basis of H
2
(T
d
) of order
m and dual order ~m. We will use for H
2
(T
d
) the norm indued by this basis (see setion
2.6.3) sine it is straight-forward to ompute.
Remark 4.2.4 also warns us against hanging the norm in L
2
(T
d
) = H
0
(T
d
). There we
will approximate from the spaes
V
0
j
= ff 2 L
2
(T
d
) : f
j
jk
2 
m 1
g;
of disontinuous pieewise polynomials of degree m   1, whih an be endowed easily with
an orthonormal basis. To onstrut suh a basis for V
0
j
, we apply rst Gram-Shmidt or-
thonormalization in L
2
([0; 1℄
2
) to the monomials x
i
y
j
with i + j  m   1, i; j  0. We
write f
0
; 
1
; : : : ; 
n
g for the funtions we thus obtain (here, n = (m + 1)m=2), and note
that it also is a basis for V
0
0
. We write 
i
jk
(x) = 2
j

i
(2
j
x   k), and observe that the set
f
i
jk
: i = 1; : : : ; n; k 2 Z
2
j
g, with Z
j
= Z=2
j
Z is an orthonormal basis for V
0
j
. We use the
anonial norm on L
2
(T
d
).
We identify H
(B)
(
) with H
(B)
(T) using a suitable parametrization   : T ! 
. For
H
(B)
(T) we hoose again the B-spline biorthogonal wavelet bases 	
 
,
~
	
 
, with xed orders
m
 
 3, and ~m
 
aordingly. But instead of spanning H
(B)
(T) with the primal basis, we
use for that purpose the (properly resaled) dual basis
~
	
 
. The reason for doing this is that,
from a numerial point of view, it will be far easier to ompute inner produts with the
primal wavelets, whih are pieewise polynomial, than with the duals. This implies that in
H
(B)
(
) we approximate from the spaes
~
V
 
j
spanned by the dual wavelets up to level j.
We will write Q
 
j
for the oblique projetor onto
~
V
 
j
assoiated with 	
 
(again, we refer to
setion 2.6.3). We will also use the norm indued by these bases for H
(B)
, H
 (B)
.
Given an element in v in any of these spaes, we deorate it with an undersore to denote
the Eulidean vetor onsisting of its oeÆients. Thus, if v 2 V
j
, then v 2 `
2
(r
j
) is suh
that v =
P
2r
j
v

 

.
4.4.3 The disrete operators
We dene A
j
: V
j
! V
0
j
by A
j
:= P
j
A
jV
j
, where P
j
:= P
V
0
j
is the orthogonal projetor onto
V
0
j
, given by
P
V
0
j
f =
X
k;i
hf; 
i
jk
i
i
jk
:
Given a funtion v 2 V
j
, we have that its trae on 
 is given by B
D
v = vÆ  2 H
3=2
(
).
If we are dealing with Neumann boundary onditions, then B
N
v = [(rv)Æ ℄ n 2 H
1=2
(
),
where n(t) is the outward normal of 
 at the point  (t). Thus, we dene either B
D
j
; B
N
j
:
V
j
!
~
V
 
j
, as appropriate
2
, through
B
D
j
v : =
X
2r
 
j
hv Æ  ;  

i
~
 

(= Q
 
j
B
D
jV
j
);
2
This refers to the fat that, when onsidering a given problem, we will dene only one of these two
boundary operators.
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or
B
N
j
v : =
X
2r
 
j
h[(rv) Æ  ℄  n;  

i
~
 

(= Q
 
j
B
N
jV
j
):
To obtain a suitable disretization of C


, some additional are is required. The obvious
hoie would be C
j
: V
0
j
! V
0
j
, C
j
f
j
= P
V
0
j
C


f
j
, whih written expliitly is given by
C
j
f =
X
i;k
hf
j



; 
i
jk
i
i
jk
(= P
j
C
jV
0
j
):(4.19)
This form has a few serious drawbaks. For one, the oeÆients hf
j



; 
i
jk
i are, as a on-
sequene of the non-trivial geometry of 
, expensive to obtain, and expensive to ompute
aurately. But this has serious onsequenes, as the rank of C
j
may hange as the result of
small errors in the omputation of these oeÆients, aeting the rank of the overall prob-
lem, whih in turn an distort the solution in an unpreditable way. See [30℄, pages 335-338,
for a thorough disussion.
Another possibility is to onsider
(4.20) C
j
f =
X
i;k
Æ
j;k;

hf
j
; 
i
jk
i
i
jk
;
where Æ
j;k;

is given by
Æ
j;k;

=
(
1 if 
jk
\ 
 6= ;,
0 otherwise:
This amounts to the orthogonal projetion onto V
0
j
of the restrition of f 2 V
0
j
to
(4.21) 

j
:=
[

jk
\
6=;

jk
:
When writing the matrix of this map with respet to the basis f
i
jk
: i = 0; 1; : : : ; n; k 2 Z
2
j
g,
we obtain a setion of the identity, thus reduing the possibility of numerial errors. We an-
not eliminate it ompletely, as the omputation of Æ
j;k;

itself is still subjet to inauraies.
In any ase, it is muh more eÆient to ompute, and as the numerial experiments this far
sugest, it is also good enough.
Now, we dene the map M
j
: V
j
! V
0
j

~
V
 
j
through
M
j
=

C
j
A
j
B
j

;
where B
j
is the disretized Dirihlet or Neumann boundary operator, as needed.
Let 
j
= f 

:  2 r
j
g be the wavelet basis for V
j
, and let 
r
j
= f
i
jk
: i = 0; 1; : : : ; n; k 2
Z
2
j
g  f
~
 
 

:  2 r
 
j
g be the basis for V
0
j

~
V
 
j
. Let M
j
be the matrix of M
j
with respet
to 
j
, 
r
j
, and let f
j
= P
j
f
+
, g
j
= Q
 
j
g. Writing b
j
= (f
j
; g
j
)
T
2 V
0
j

~
V
 
j
, u
j
2 V
j
, and
b
j
= (f
j
; g
j
)
T
, we have as a onsequene of our hoie of norms and spaes that
(4.22)


M
j
u
j
  b
j


2
2
= kM
j
u
j
  b
j
k
2
H
r
:
Thus, to nd the minimizer of the quantity on the right, we ompute the minimizer of the
quantity on the left, whih is now a simple linear least squares problem in Eulidean spae.
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4.4.4 Sparseness
To nd a minimizer of (4.22) it would be quite helpful, for performane reasons, if given
v 2 V
j
, we ould evaluate M
j
v in O(dimV
j
) operations. The matrix M
j
, however, is not
sparse. It is quasi-sparse, sine the matries A
j
; B
j
have O(log dimV
j
) entries per olumn,
with N the number of degrees of freedom. This an be solved by fatorizing these bloks
using the wavelet transform; see [11℄, page 122.
Let v 2 V
j
. Let us write v for the oeÆients of v with respet to the saling funtion
basis for V
j
. The map T
j
: `
2
(r
j
)! `
2
(Z
2
j
), T
j
: v ! v is simply the fast wavelet transform,
and its numerial evaluation osts O(dimV
j
) operations. One easily sees that if A
0
j
is the
matrix of A
j
with respet to the saling funtion basis in V
j
and the basis hosen for V
0
j
,
then A
0
j
is sparse, and thus evaluating
A
j
v = A
0
j
T
j
v
using the fatorization on the right (applying rst T
j
, and then A
0
j
) osts also O(dimV
j
)
operations.
Similarly, let
~
T
 
j
; T
 
j
: `(r
 
j
) ! `(Z
j
) be the fast wavelet transforms g ! g for g 2
~
V
 
j
,
h ! h for h 2 V
 
j
, respetively, and let B
0
j
be the matrix of B
j
with respet to the saling
funtion bases of V
j
and
~
V
 
j
. Then evaluating
(4.23)
B
j
v = (
~
T
 
j
)
 1
B
0
j
T
j
v = (T
 
j
)
T
B
0
j
T
j
v
using the fatorizations on the right also osts only O(dimV
j
) operations. As a onsequene,
we obtain that through this fatorization we an evaluate
M
j
v =

I 0
0 (T
 
j
)
T

C
j
A
0
j
B
0
j

T
j
v
in O(dimV
j
) operations.
4.5 Realizing the iteration
The obtain a minimizer of


(v
j
) =


M
j
v
j
  b
j


2
2
we an use, for example, the onjugate gradients (CG) algorithm[26℄ to solve the normal
equations,
(4.24) M
T
j
M
j
v
j
=M
T
j
b
j
:
While this has well known disadvantages, it also has an important advantage, whih is that
it an give us the projetion of v
j 1
onto N (M
j
), needed to realize (4.11) essentially for free.
The key to that insight is obtained by taking a look at what the CG algorithm does.
To nd an approximate solution of the nite dimensional linear equation Ax = d, the CG
method produes iterates x
i
whih are the minimizer in W
i
= x
(0)
+spanfr
0
; r
(1)
; : : : ; r
(i 1)
g
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of the funtional 
i
(y) = (y   x

)
T
A(y   x

), where x

is the exat solution of Ax = d,
x
(0)
is some initial guess, and r
(k)
= A
k
d. The minimizer of 
i
in W
i
exists, and is unique,
only if A is symmetri positive denite on W
i
. One has that x
(i)
= x

when W
i
= W
i+1
(if the algorithm is performed with exat arithmeti), but if the ondition number of A is
reasonable, then the x
(i)
will be a good approximation of x

far earlier.
Suppose now that A is symmetri and positive semidenite. If d ? N (A), then r
k
?
N (A) for all k, and thus A is symmetri positive denite on
W
i
= x
(0)
+ spanfr
0
; r
(1)
; : : : ; r
(i 1)
g
= P
N (A)
x
(0)
+ P
N (A)
?
x
(0)
+ spanfr
0
; r
(1)
; : : : ; r
(i 1)
g
for all i [25℄. Given an initial guess x
(0)
, we will obtain at the i-th step an x
(i)
suh that
P
N (A)
?x
(i)
is an approximation of x

, but whih also satises P
N (A)
x
(i)
= P
N (A)
x
(0)
. Sine
M
T
j
b
j
? N (M
T
j
M
j
), and sine N (M
T
j
M
j
) = N (M
j
), we an ompute (see (4.11))
u
j+1
= P
N (M
j+1
)
u
j
+M
y
j+1
b
j+1
by solving (4.24) with the onjugate gradient method using u
j
as an initial guess.
Now write
CG(A; d; x
0
; )
for the approximate solution of Ax = d, with x
(0)
as an initial guess, obtained by iterating
until the error is smaller than . Then the numerial realization of (4.10), (4.11) is given by
(4.25)
SPFD(j
0
; j; fb
j
g; ) :=
(
0 if j < j
0
CG(M
T
j
M
j
; M
T
j
b
j
; SPFD(j
0
; j   1; fb
j
g; ); ) otherwise.
Computing an approximation to S
J
b amounts to evaluate SPFD(j
0
; J; fb
j
g; ).
The question arises as to what eet the inexat evaluation of M
y
j
b
j
has on the sequene
fS
j
bg. In the experiments we have performed, it does not seem to play an important role;
further researh is needed to shed light on this issue.
Instead of using standard CG with the normal equations, one should use the mathemati-
ally equivalent but numerially superior CGLS, developed in [25℄. The diret appliation of
other Krylov subspae least-squares solvers is a deliate matter. In the ase of LSQR[32℄, a
very robust least squares solver, the problem is to implement the projetions onto the kernel.
Still other methods, like RRGMRES [6℄, assume that the system is given through a square
matrix. Again, we see in further researh an opportunity for improvements in performane
of the method desribed in this hapter.
Note that if (4.9) holds, the ondition number of the least-squares problems stays bounded
with j, and thus, in theory, no further preonditioning is needed. We would have
(M
j
) = kM
j
kkM
y
j
k  C
2
M
;
and if we do not avoid the normal equations, we would end up with
(M
T
j
M
j
)  C
4
M
:
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Chapter 5
Numerial experiments
The previous two hapters have made theoretial preditions whih we would like to observe
in pratie. The most important reason is that we have made asymptoti preditions, and
would like to know whether they are observable, and thus whether they have any relevane in
pratie. This is omparatively more important for the SPFD method introdued in hapter
four, as it makes some strong promises, and sine open questions remain, than for the results
of hapter three on the smoothness of solution of the FDLM method, whih onern a know
method, and whih are theoretially onlusive.
It is still worthwhile to hek numerially the eet on smoothness of a non-zero Lagrange
Multiplier. From the proofs of theorems 3.2.7, and 3.2.9 (More aurately, from the proof of
lemma 3.2.8), we might be left with the impression that the onvergene rate predited an
be observed only for extremely high resolutions, beyond the reah of most pratial needs.
These are the kinds of questions we wish to answer.
5.1 The experiments
5.1.1 Goals of the experiments
We will test both methods against a few simple examples and examine the results with the
following goals.
1. Conerning the FDLM method
(a) Observing experimentally the phenomenon predited by theorem 3.2.7 on the
onvergene of linear approximation shemes.
(b) Observing the phenomenon predited by theorem 3.2.9, on the onvergene of
nonlinear approximation shemes.
2. Conerning the SPFD method
(a) Measuring the smoothness of the solution obtained, rated through the onvergene
speed of linear approximation using B-splines.
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(b) Observe the eets of the nested iteration on the solution. Does it really make a
dierene?
() Establish whether the method an take advantage of the approximation power of
higher order B-splines.
(d) Observe the behavior of the method when faed with Neumann boundary ondi-
tions.
5.1.2 Test ases
Given 0 < r < 1=2, we hoose as a domain a simple dis


r
= fx 2 T
2
: kx  (0:5; 0:5)k < rg;
and parametrize the boundary through   : T ! 
, given by
(5.1)  (t) = (0:5; 0:5) + r(sin(2t); os(2t)):
Our hoie for r will be limited to r = 0:3, exept one where we will use r = 0:45 to be
able to better measure the onvergene of nonlinear approximation shemes. As always, we
embed 
 into T
2
.
We will investigate the behavior of the methods in question on the following test problems.
Problem P1: Find u suh that
( 4+ I)u = 1 on 
,
B
D
u = 0;
with r = 0:3 (and only one with r = 0:45). We hoose as the extension to T
2
the obvious
one, f
+
I
= 1.
The above data an be onsidered too anoni. Thus, we also solve the following problem,
using nontrivial data.
Problem P2 Find u suh that
( 4+ I)u = f
II
on 
,
B
D
u = g
II
with f
II
= 1 +
1
2
os(5(x
2
+ y
2
)), g
II
= 0:01  sin(4t), r = 0:3.
To use any of the titious domain methods above, we must onstrut an extension of
f
II
to T
d
. We ould just hoose the funtion f(x; y) = 1 +
1
2
os(5(x
2
+ y
2
)) on [0; 1)
2
as an
extension of the above right-hand side, and then lift it to T
2
by pretending f is periodi,
but this has the drawbak that we do not obtain a smooth funtion on T
d
. To nd an
extension for f
II
from 
 to [0; 1)
2
that is smooth, and an be lifted smoothly from [0; 1)
2
to T
2
, we will onstrut an innitely often dierentiable funtion  : [0; 1℄
2
! R whih,
together with all its derivatives, is zero on ([0; 1℄
2
), and whih is 1 on 
. Then, we take
f
+
II
(x; y) := (x; y)f(x; y), restrit it to [0; 1)
2
, and nally we lift it to T
2
.
For the domain 

r
with r = 0:3, a suitable funtion  an be obtained through a tensor
produt with itself of a one-dimensional C
1
funtion 
0
: [0; 1℄ ! R whih, together with
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all its derivatives, is zero on 0; 1, and is 1 on [0:2; 0:8℄. To onstrut 
0
, we will onsider the
standard mollier

;y
(x) =
(
exp

 

2

2
 jx yj
2

if kx  yk
2
< ,
0 otherwise,
and engineer it to suit our purposes, as follows. First, we take 
 2
(x) = 
0:1;0:1
(x) 
0:1;0:9
(x).
Then, we dene 
 1
(x) :=
R
x
0

 2
(y)dy, and obtain

0
(x) =

 1
(x)

 1
(
1
2
)
:
Now, we set (x; y) = 
0
(x)
0
(y) (see gure 5.1 for plots of  and f
II
). In the imple-
mentation, we used a standard adaptive quadrature routine to evaluate 
0
at any point
x.
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(a) Plot of .
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(b) Plot of f
+
II
(and f
+
III
).
Figure 5.1: Constrution of the right-hand side for problems P2 and P3.
The next problem uses the same data as problem P2, but this time we impose Neumann
boundary onditions.
Problem P3 Find u suh that
( 4+ I)u = f
III
;
B
N
u = g
III
;
with f
II
= f
III
, and g
III
= g
II
, and r = 0:3. As the extension to T
d
of the right hand side
we use exatly the same as before, and so have f
+
III
= f
+
II
.
5.2 Remarks on the implementation of the solvers
All the tehniques used to implement the omponents of the solvers needed for the numerial
experiments (titious domain - Lagrange multiplier method, and smoothness-preserving
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titious domain method) are standard. We will briey mention them by name but spare
the reader of details whih an be found in any elementary numerial analysis book. The
implementation of the periodi wavelet transforms employed is also straightforward, and
thus we do not disuss it here either.
We implemented the SPFD method faithfully as desribed in 4.4, with the following two
dierenes. For one, we used higher preision (smaller ) on lower levels, where iterations
ost less; this has been doumented in the iteration histories we will provide. The seond
dierene is that we have given a higher weight to the norm on the boundary than in the
disretization mentioned in 4.4. This ensures that boundary onditions where satised better
on a lower level. Thus, instead of minimizing  as dened in 4.18, we minimized
(5.2) (v) = kC


Av   f
1
k
2
H
0
(T
d
)
+ kBv   gk
2
H
(B)
(
)
with  = 70. Again, see remark 4.2.4 for a justiation.
The disretization of the dierential operator A =  4 + I for the FDLM approah is
dierent than that for the SPFD method desribed in subsetion 4.4.3. For appropriate m,
~m to be speied later, we onsider the orresponding pair of (properly saled) biorthogonal
B-spline wavelet bases 	 for H
1
(T
2
),
~
	 for H
 1
(T
2
), and the pair of biorthogonal MRAs
fV
j
g, f
~
V
j
g of B-splines and duals, respetively, from where those bases arise. The disrete
operators

A
j
: V
j
!
~
V
j
are given by

A
j
=
~
Q
j
A
jV
j
.
On the other hand, we have that the disretization of the Dirihlet boundary operator
used for the FDLM method is almost idential to that used in the SPFD method. The
only dierene is in the saling of the bases hosen, sine the FDLM formulation onsiders
B
D
: H
1
(T
2
) ! H
1=2
(
), instead of B
D
: H
2
(T
d
) ! H
3=2
(
). But just as before,
we identify H
1=2
(
) with H
1=2
(T) via the parametrization (5.1), and instead of spanning
H
1=2
(T) with the primal basis, we use for that purpose the (properly resaled) dual basis
~
	
 
, using 	
 
to span H
 1=2
(T).
Given f
+
2 H
 1
(T
2
), g 2 H
1=2
(
), we are looking for the oeÆients u
+
, p with respet
to the bases 	, 	
 
of funtions u
+
2 H
1
(T
2
), p 2 H
 1=2
(
) suh that


A
j
(B
D
j
)

B
D
j
0

u
+
p

=

f
+
g

;
or rather
(5.3)


A
j
(B
D
j
)
T
B
D
j
0

u
+
p

=

f
+
g

;
where the entries in the matrix

A
j
are given by
(

A
j
)

= hA 

;  

i
while the entries in B
D
j
are given by
(B
D
j
)

= hB
D
 

;  
 

i:
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We use the fast wavelet transform to fatorize

A
j
in exatly the same way as done before
in hapter four, subsetion 4.4.4. We obtain


A
j
(B
D
j
)
T
B
D
j
0

=

~
T
 1
j
0
0 (
~
T
 
j
)
 1


A
0
j
(B
D;0
j
)
T
B
D;0
j
0

T
j
0
0 T
 
j

;
where

A
0
j
and B
D;0
j
orrespond to the representation of A and B
D
in terms of saling-
funtions; we will ome bak to this shortly.
We will use LSQR (and for omparision purposes, also CGLS) to solve the resulting
system of equations (5.3).
Computing matrix oeÆients
The only missing detail left is how to ompute the matrix oeÆients needed to set up
the systems of linear equations we will solve. We shall do this here, rst for the boundary
operators, and then for the dierential operators. The omputation of the entries in C
j
is
straight-forward (see (4.20)), and thus we do not disuss it any further.
We explain in some detail the omputation of the entries in the matrix B
0
j
(see (4.23))
orresponding to the boundary operators rst for the ase of the Dirihlet boundary operator,
and then apply the same approah to the omputation of the entries orresponding to the
Neumann boundary operator. Again, we always assume that the basis elements are properly
saled.
To ompute
(B
D;0
j
)
kl
= h
jk
Æ  ; 
 
jl
i =
Z
T
[
jk
Æ  ℄(t)
 
jl
(t)dt;
we rst identify a set of pairwise disjoint open intervals fI
i
g in T suh that, writing 
kl
(t) =
[
jk
Æ  ℄(t)
 
jl
(t), one has supp 
kl
= [
i
I
i
, and suh that 
kl
is C
1
on eah I
i
. This obtain
these intervals, it is enough to look at the intervals on whih 
 
jl
is a polynomial, and interset
the ubes on whih 
jk
is a polynomial with 
. Finally, we ompute
Z
T
[
jk
Æ  ℄(t)
 
jl
(t)dt =
X
i
Z
I
i
[
jk
Æ  ℄(t)
 
jl
(t)dt
by approximating eah of the integrals on the right via a high order Gauss Legendre quadra-
ture rule. In the implementation used to perform these experiments we used one of order
10, whih was deemed to be aurate enough.
To ompute the entries in the matrix orresponding to the Neumann boundary operator,
we simply repeated the above proess, but replaing 
jk
Æ   with r
jk
( (t))n(t)
 
jl
(t).
To ompute the entries in

A
0
j
, given by
(

A
0
j
)
kl
= hA
k
; 
l
i =
Z
T
r
k
r
l
dx;
we used the fat that the funtions involved are pieewise polynomials, and thus we omputed
these entries using standard quadrature rules on eah of the polynomial piees.
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The omputation of the entries in the matrix A
0
j
(needed for the SPFD method) were ob-
tained by using simple quadrature rules to evaluate the inner produts (A
0
j
)
ikl
= hA
jk
; 
i
jl
i.
For both the SPFD and FDLM methods we have hosen m
 
= 2, ~m
 
= 6 for the primal
and dual orders of the B-spline wavelet bases used for the boundary. For the B-spline wavelet
bases ourring in the disretization of the domain, we have hosen m = 3, ~m = 7, unless
otherwise stated.
5.3 Numerial results and disussion
5.3.1 Smoothness of the solutions obtained using the FDLMmethod
Behavior of the linear approximation error
We were able to observe the phenomenons predited by theorems 3.2.7 for the fairly anonial
problem P1, using a radius of r = 0:3 for 
. We omputed the solution u
+
of the FDLM with
the orresponding data to level 8 on T
d
, and, following [12℄, we used level 6 on 
 to satisfy
the LBB ondition and obtain better auray. We did let LSQR iterate until it arrived at a
residual of norm smaller than 10
 3
, whih took 273 iterations
1
. A plot of the solution an be
seen in gure 5.2(a), where it is also possible to appreiate optially the jump in the normal
derivatives. A plot of the Lagrange multiplier an be seen in gure 5.2(b).
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Figure 5.2: Solution and Lagrange multiplier obtained when solving problem P1 with the
FDLM method.
We used the fast wavelet transform to obtain the wavelet oeÆients of u
+
J
with respet
to the basis 	, but this time saled to be a basis of L
2
. This gave us a representation of u
+
J
of the form
u
+
J
=
X
24
9


 

1
the CGLS method needed 1421 iterations to reah the same auray, onrming its known drawbaks
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with
ku
+
J
k
L
2
(T
d
)

 
X
24
9
j

j
2
!
1
2
:
Figure 5.3 plots the errors of linear approximation in the norm indued by 	. That is,
the quantities
E
	
j
(u
+
J
) =
0

X
2r
8
: 

=2V
j
j

j
1
A
1
2
;
whih are uniformly equivalent to the errors,
E
j
(u
+
J
) = inf
v2V
j
ku
+
J
  vk
L
2
(T
d
)
but easier to obtain.
Remark 5.3.1. The phenomenon observed in gure 5.3 is the onvergene rate of the linear
approximation sheme when applied to the obtained solution. The error plotted should not
be understood as the distane to the exat solution.
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Figure 5.3: Linear approximation errors when approximating the solution to problem P1
obtained with the FDLM method.
After some initial irregularity, we observed the expeted asymptoti behavior. To measure
it, we hose a range of j where the error seemed to behave as predited, and tted to it the
funtion (j) = C2
js
, using linear least squares in the oordinates of the plot. This gave us
an estimate of the order of onvergene s. We plotted the obtained  (dotted line in gure
5.3), along with marks for the data used in the t.
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Behavior of the nonlinear approximation error
To investigate the behavior of the nonlinear approximation error, it was found to be advan-
tageous to use a larger radius (we used r = 0:45 for 
). This is due to the fat that then
there are more wavelet oeÆients on T
2
that interset the boundary than if the radius is
smaller.
We omputed the solution u
+
of the FDLM with the orresponding data to level 8 on
T
d
, and level 6 on 
. We solved again the system of linear equations using LSQR with a
tolerane of 10
 3
. This time it needed 919 iterations
2
. A plot of the solution an be seen in
gure 5.4, alongside the obtained Lagrange multiplier.
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Figure 5.4: Solution and Lagrange multiplier obtained when solving problem P1 with the
FDLM method, this time with r = 0:45.
To analyze the solution u
+
J
we used again the fast wavelet transform, this time to obtain
the wavelet oeÆients of u
+
J
with respet to the basis 	, saled to be a basis of H
1
(T
d
).
This gave us a representation of u
+
J
of the form
u
+
J
=
X
2r
8
b

 

with
ku
+
J
k
H
1
(T
d
)

 
X
24
9
jb

j
2
!
1
2
:
Next, we sorted the 2
16
oeÆients in dereasing order of their absolute values, produing
the vetor of real numbers a = (a
0
; a
1
; : : : ; a
2
16
 1
). Thus, we still have
ku
+
J
k
H
1
(T
d
)
 
2
16
 1
X
i=0
a
2
i
!
1
2
;
2
In omparision, CGLS needed 1372 iterations.
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while also obtaining the error of the best N -term approximation to u
+
J
from
E
	
N
(u
+
J
) =
 
2
16
 1
X
i=N
a
2
i
!
1
2
:
We subjeted ! = B

J
p to a similar treatment; that is, we omputed the wavelet o-
eÆients of ! with respet to the dual basis
~
	 of 	, whih is a basis for H
 1
(T
d
), and
proeeding analogously to how we proeeded with u
+
J
.
We have plotted the onvergene history of the best N -term approximation in doubly
logarithmi sale, and as done in the linear approximation ase, we have plotted it together
with the tted (in doubly logarithmi oordinates) (x) = CN
 s
and the data points used
in the t (hosen where we believe one an observe the asymptoti behavior expeted). We
have done this both for u
+
J
and !; see gure 5.5.
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Figure 5.5: Convergene histories of best N-term approximation to u
+
J
and B
T
p. Idealized
onvergene rates have been tted to measure atual onvergene rates.
A mixed piture emerges, whih is not entirely unexpeted. We are plotting the best
N term approximation errors with respet to the solution u
+
J
and not with respet to the
solution of the innite dimensional problem, whih remains beyond our reah. The sequene
of wavelet oeÆients of u
+
J
is ompatly supported, and thus belongs to any `
w

. Eventually
(in both gures from N  500 onwards), the deay of the error must aelerate, as the best
N -term approximation of u
+
J
is exat for N = 2
16
.
Note that the aeleration is due to the exhaustion of the degrees of freedom orre-
sponding to wavelets whose supports interset the boundary. After around N = 1500, the
singularity at the boundary, as reeted in the solution analized, was fully resolved. From
then on, the onvergene rate is due to the smoothness of the solution away from the bound-
ary. One should not misunderstand neither the theoretial results of hapter three, nor the
numerial evidene presented here. While asymptotially the onvergene rate of the non-
linear approximation sheme is limited, it still yields greater auray with far fewer degrees
of freedom than the linear approximation shemes.
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j Tolerane Iterations Initial residual
3 1.0000e-05 11 7.0711e-01
4 2.5119e-05 0 6.7104e-11
5 6.3096e-05 0 6.6714e-11
6 1.5849e-04 0 6.4922e-11
7 3.9811e-04 0 6.4058e-11
8 1.0000e-03 0 6.3563e-11
Table 5.1: Iteration history for the SPFD method applied to problem P1
5.3.2 Behavior of the SPFD method
To test the SPFD method, we hose the smaller radius of r = 0:3, whih allows us to
appreiate better the smooth extension of the solution. The reursion (4.25) was evaluated
with j
0
= 3, and J = 8, but hoosing higher preision for smaller j (where iterations are
heaper) than for higher j. We summarize the iteration history for problem P1 in table 5.1.
The olumn labeled \initial residual" lists the errors
kM
T
j
(M
j
x
0
j
  b
j
)k;
where x
0
j
is the initial guess obtained from the result of the previous level (or zero, if there
was no previous level). The level hosen for the disretization on the boundary was always
the same as for the domain.
In this partiular ase we observe the promise of the SPFD method materialize in a
dramati way. Observe that the solution found for j = 3 was already good enough to satisfy
the expeted auray even on level 8, needing no further iterations. Find a plot of the
solution in gure 5.6(a). We have also plotted the boundary values of the solution obtained
in gure 5.6(b).
We nd this experiment quite remarkable. It shows that the SPFD an indeed nd very
smooth solutions if that is possible. In this ase, the solution on the domain is polynomial;
one easily heks that the solution of the original problem is
u = 0:25
 
r
2
  (x  0:5)
2
  (y   0:5)
2

:
The SPFD method is atually able to nd in V
3
an exat extension of u to T
2
!
To test the SPFD method against more realisti data, we solved next problem P2. We
have summarized the iteration history in table 5.2, and show the solution v
+
J
in gure 5.7.
Using the same proedure as for the solution of the FDLM method above, we plot the linear
approximation error, together with the tted idealized onvergene rate (see gure 5.7).
Sine we are using pieewise quadrati C
1
funtions with meshsize h = 2
 j
, and sine the
extended right-hand side is C
1
, we expet a onvergene rate of at least 2
 3j
. The measured
onvergene rate is 2
sj
, with s   3:65, showing again that the method is able to nd very
good extensions for the solution.
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Figure 5.6: Solution and boundary values of the solution at 
 obtained when solving problem
P1 with the SPFD method (note the order of magnitude on the y-axis of gure 5.6(b)).
j Tolerane Iterations Initial residual
3 1.0000e-05 75 6.3801e-01
4 2.5119e-05 112 3.0223e-02
5 6.3096e-05 167 1.4061e-02
6 1.5849e-04 237 7.7306e-03
7 3.9811e-04 215 4.0875e-03
8 1.0000e-03 7 2.1018e-03
Table 5.2: Iteration history for the SPFD method applied to problem P2
The eet of the SPFD iteration
The next item on our heklist is to see whether we an observe the eets of the nested
iteration sheme (4.11) on the solution obtained. Optially, at least, it is quite easy to spot.
Contrast gure 5.7 with gure 5.9(a), where we show the solution of problem P2 on level
J = 8 without using nested iteration. That is, we solved
kM
8
w
+
8
  b
8
k
`
2
! min!
with CGLS until the residual was smaller than 10
 3
, whih took 476 iterations. Observe
also the linear approximation histories for both solutions, as seen in gures 5.8 and 5.9(b).
We onlude that while the nested iteration denately drives the onstrution of a smooth
solution, the basi SPFD formulation by itself (4.5) is quite apable of delivering better
smoothness than the FDLM method.
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Figure 5.7: Solution and boundary values of the solution at 
 obtained when solving problem
P2 with the SPFD method.
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Figure 5.8: Linear approximation error and tted idealized onvergene rate for v
+
J
.
Higher order
We hose m = 5, ~m = 9, and solved again problem P2. The onvergene history is summa-
rized in table 5.3, the solution an be seen in gure 5.10. We observe, as done with example
I, that the solution at a lower level is good enough to satisfy the equations at a higher level
to the required auray. The deay of the linear approximation errors is far too fast to be
of any use rating the onvergene.
The Neumann problem
Finally, we try out the SPFD method with the Neumann problem (problem P3). For the
solution, see gure 5.11(a), while the values of the outward normal derivative at the boundary
an be appreiated in gure 5.11(b). We have summarized the iteration history in table 5.4.
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(b) Linear approximation er-
ror
Figure 5.9: Solution and boundary values of the solution at 
 obtained when solving problem
P2 with the SPFD formulation but without nested iteration.
j Tolerane Iterations Initial residual
3 1.0000e-05 225 6.3607e-01
4 2.5119e-05 858 2.0985e-02
5 6.3096e-05 926 3.9566e-04
6 1.5849e-04 0 1.0457e-04
7 3.9811e-04 0 1.0026e-04
8 1.0000e-03 0 9.6757e-05
Table 5.3: Iteration history for the SPFD method applied to problem P2 (using higher order
B-splines)
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Figure 5.10: Solution and boundary values of the solution at 
 obtained when solving prob-
lem P2 with the SPFD formulation with nested iteration, using B-splines of order 5.
78 Numerial results and disussion
    0.77
   0.765
    0.76
   0.755
    0.75
 0  0.2
 0.4  0.6
 0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.745
 0.75
 0.755
 0.76
 0.765
 0.77
 0.775
(a) Extended solution
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0  0.2  0.4  0.6  0.8  1
(b) Outward normal deriva-
tive
Figure 5.11: Solution and boundary values of the solution at 
 obtained when solving prob-
lem P3 with the SPFD formulation with nested iteration.
j Tolerane Iterations Initial residual
3 1.0000e-05 118 7.4651e-01
4 2.5119e-05 204 1.1609e-01
5 6.3096e-05 282 1.9109e-02
6 1.5849e-04 271 8.6360e-03
7 3.9811e-04 201 4.1898e-03
8 1.0000e-03 14 2.0700e-03
Table 5.4: Iteration history for the SPFD method applied to problem P3 (Neumann boundary
onditions)
Chapter 6
Final notes
6.1 Conlusions
What follows is a brief summary of the main ahievements and results of this thesis.
 We generalized and omplemented some results from the literature [21℄, and have found
that the solutions obtained using the FDLM approah do, in general, suer from a lak
of regularity (see theorem 3.2.7). Whenever the Lagrange multiplier is non-zero, and if
the right-hand side is in H
 1=2+
for some  > 0, then the solution obtained is at best
in H
3=2
.
This lak of regularity implies that the performane of linear approximation shemes
(that is, in essene, approximation from uniform grids) is limited.
In partiular, it was found that if the Lagrange multiplier is non-zero, then for B-
spline approximation from uniform meshes the error in the L
2
norm deays at best as
2
 1:5j
, where j indiates the level of resolution (that is, the meshsize is given through
h = 2
 j
). This behavior ours independently of the order of the used B-spline bases.
We were able to observe this behavior in numerial experiments.
 A similar result was obtained for standard nonlinear approximation shemes (isotropi
adaptive shemes). We studied best N -term approximation using wavelet bases, and
found that if the Lagrange multiplier ould be identied with a measurable non-zero
funtion on an interval, then best N -term approximation using B-spline wavelet bases
onverged at best as N
 
1
2(d 1)
. Again, this behavior is independent of the orders of the
wavelets used.
The above behavior was also onrmed by numerial experiments.
 A new titious domain method (the smoothness preserving titious domain method,
or SPFD method) was proposed that is designed to overome these limitations. The
method onstruts a smooth solution through the onstrutive use of fundamental
priniples of approximation theory.
It was established that the solutions obtained via the SPFD method are solutions to
the original ellipti boundary value problems. That is, the method is sound.
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Theoretial evidene ould be supplied that showed that, under ertain onditions on
the disretization, the solution obtained also has optimal smoothness.
A disretization sheme was introdued whih promises to satisfy these requirements.
Numerial experiments were provided that seem to onrm that the solutions obtained
do indeed have optimal smoothness. This was evaluated by measuring the onvergene
rate of B-spline approximation from xed grids, and omparing that rate with the rate
predited by standard approximation results.
 Numerial experiments with the SPFD method found that the measured approximation
order was higher than the lower bounds predited by theory.
The numerial and theoretial results are very enouraging and suggest that the SPFD
method is worth of further study.
6.2 Outlook
A lot remains to be done. In partiular, we feel that the following tasks are promising routes
of further researh.
Analyze other linear solvers
The CGLS method is not very good. This has been known for a long time, and we were
able to onrm it here, taking a look at the number of iterations needed to solve problem
P1 with the titious domain - Lagrange multiplier approah.
However, any alternative should preserve the omponent in the kernel of the SPFD
operator M
j
to be, from a theoreti point of view, a good andidate.
Fill in the gaps of the theory
The global onvergene and smoothness of the limit of the SPFD method holds, aording
to the provided theory, if the disrete operators satisfy assumptions A1, A2, and A3. The
question is, does the sequene of operators designed in 4.4 satisfy these assumptions? We
believe that it does. But if not, do suh sequenes of operators exist at all?
Another possibility is to explore whether requirements A1, A2, and A3 an be substituted
by other requirements, that are either easier to hek or easier to satisfy. We believe that
there is a lot of spae for variations in this formulation.
Use of other approximation spaes
For the analysis, as well as for the numerial experiments, we have used periodi splines on
dyadi grids. While this hoie guarantees us a lot of simpliity and approximation power,
it is ertainly not the only possibility.
For numerial purposes, it would be interesting to test the method with more general
spline and nite-element spaes, for instane.
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More general formulation
Another limitation of the SPFD method is that, due to its urrent formulation, it annot
deal with problems on domains that ontain orners. Thus, hanging the formulation to
aomodate for this ase is perhaps one of the most urgent diretions of researh that should
be followed.
Adaptivity
The SPFD method as it was onstruted here is not adaptive, and it is not immediately lear
how to onstrut an adaptive strategy that still realizes the smoothness preserving behavior.
It has to be noted that the point of view that has allowed us to onstrut and analyze this
method is not too distant from the points of view taken in [8℄ and [7℄, making those artiles
a anonial starting point.
An adaptive SPFD solver would be a very powerful tool for dealing with problems that
involve omplex domains and singularities.
General ellipti boundary value problems
It is not too diÆult to \upgrade" the proofs in hapter four to problems where the dierential
operator has higher order, and to more general boundary operators. A more interesting route
of exploration are problems where dierent types of boundary onditions hold on dierent
parts of the boundary.
Another interesting possibility is to try to apply the SPFD approah to other problems,
as Stokes and Navier-Stokes problems.
6.3 About the software
The programs where written in Common Lisp, a modern, objet oriented, ANSI standardized
dialet of the seond oldest programming language still in use (the oldest is Fortran). It was
initially developed by John MCarthy in [29℄, and used mainly in the artiial intelligene
ommunity. Later it beame the general purpose language it is today. Many features of the
language work together to improve the produtivity of the programmer at several levels.
 Syntax: The syntax is very regular and simple. Expressions have the form
(hoperatori fhargumentig)
where eah of the arguments is either atomi (number, vetor, symbol, et), or another
expression. A mathematial expression like sin(s) + Ce
x
would be written in lisp as
(+ (sin (* alpha s))
(* C (exp x)))
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While at rst this syntax strikes as hard to understand, a seond inspetion reveals
that it ontains no ambiguities. To deal with the amount of parentheses one needs the
support of a good text editor. But as a side eet, syntax errors almost disappear. The
number of apparent errors (whih would trigger a ompiler error) and subtle (whih
make for hard to nd errors) is greatly redued. This is a large advantage over some
modern languages that suer from an exeedingly omplex syntax (most notably, and
relevant to our goals, C++), a feature whih has been observed to degrade programmer
produtivity.
 Code generation and maros: A side eet of the simple and regular notation is
that soure ode itself is diretly amenable to mahine manipulation. What is now
being alled \generative metaprogramming" using C++ templates has been present
in Common Lisp sine far more than a deade, and, sine the omplete language is
available at ompile time, in a more mature and powerful form [23℄.
 Rih environment: Development in Common Lisp usually happens interatively.
The REPL (read-eval-print loop) makes it possible to inspet immediately newly de-
ned omponents of the appliation without needing to restart the program from
srath. The user experiene is similar than that from other interative environments,
while the performane an be the same as that of monolithi programs (this depends
on the implementation).
 Mature Standard: The ANSI Common Lisp standard was formulated at a time when
ample experiene on the use of all features was available. It inludes The Common
Lisp Objet System (CLOS), and its standard library inludes many failities that are
only now beginning to appear in the standard library of modern languages; hash tables
are but one prominent example.
While deried as slow and hard to use, and held to be ertainly not a good hoie for
numerial appliations, we found exatly the opposite to be true, and are not alone with
that appreiation; see [31℄. Performane omparable to C and Fortran is available in ertain
implementations
1
.
For our purposes, the most important advantage was that it allowed us to explore many
prototypes and perform many experiments. Its interative nature and high performane
allowed us to do so with little eort. Many dierent disretizations and ongurations were
tried before arriving at the onguration presented in setion 4.4. Many more than would
have been possible using any other language.
1
We used CMUCL, a high performane Common Lisp ompiler to be found at http://www.ons.org/mul
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