This article develops an explicit approach for the generalized method of lines. In such a method, the domain of the PDE in question is discretized in lines and the equation solution is written on these lines as functions of the boundary conditions and domain shape.
Introduction
This article develops an improvement relating the generalized method of lines. In our previous publications [2, 4] , we highlight the method there addressed may present a relevant error as a parameter ε > 0 is too small, that is, as ε is about 0.01, 0.001 or even smaller.
In the present paper we develop a solution for such a problem for a large class of non-linear elliptic PDEs.
At this point we reintroduce the generalized method of lines, originally presented in F.Botelho [2] . In the present context we add new theoretical and applied results to the original presentation. Specially the computations are all completely new. Consider first the equation
with the boundary conditions u = 0 on Γ 0 and u = u f , on Γ 1 .
From now on we assume that u f , g and f are smooth functions (here we mean C ∞ functions), unless otherwise specified. Here Γ 0 denotes the internal boundary of Ω and Γ 1 the external one. Consider the simpler case where Γ 1 = 2Γ 0 , and suppose there exists r(θ), a smooth function such that
being r(0) = r(2π).
In polar coordinates the above equation may be written as
and u = 0 on Γ 0 and u = u f , on Γ 1 .
Define the variable t by t = r r(θ) .
Also definingū by u(r, θ) =ū(t, θ), dropping the bar inū, equation (1) is equivalent to
in Ω. Here f 2 (θ), f 3 (θ), f 4 (θ) and f 5 (θ) are known functions. More specifically, denoting
we have:
Observe that t ∈ [1, 2] in Ω. Discretizing in t (N equal pieces which will generate N lines ) we obtain the equation
∀n ∈ {1, ..., N − 1}. Here, u n (θ) corresponds to the solution on the line n. Thus we may write
2 Some preliminaries results and the main algorithm
Now we recall a classical definition.
Definition 2.1. Let C be a subset of a Banach space U and let T : C → C be an operator. Thus T is said to be a contraction mapping if there exists 0 ≤ α < 1 such that
, on a convex set C then T is a contraction mapping, since by the mean value inequality,
The next result is the base of our generalized method of lines. For a proof see [3] . Moreover, for an arbitrary x 0 ∈ C defining the sequence
To obtain a fixed point for each T n indicated (5) is perfectly possible if ε ≈ O(1). However if ε > 0 is small, the error in process may be relevant.
To solve this problem we propose the following algorithm, 1. Choose K ≈ 30 − 80 and set u 0 = 0.
2. Calculate u = {u n } by solving the equation
Such an equation is solved through the Banach fixed point theorem, that is, defining
equation (6) stands for u n = T n (u n−1 , u n , u n+1 ), so that for n = 1 we have u 1 = T 1 (0, u 1 , u 2 ).
We may use the Contraction Mapping Theorem to calculate u 1 as a function of u 2 . The procedure would be, (a) set x 1 = u 2 , (b) obtain recursively x k+1 = T 1 (0, x k , u 2 ), (c) and finally get u 1 = lim k→∞ x k = g 1 (u 2 ).
Thus, we have obtained
We can repeat the process for n = 2, that is, we can solve the equation
which from above stands for u 2 = T 2 (g 1 (u 2 ), u 2 , u 3 ).
The procedure would be:
We proceed in this fashion until obtaining
Being u f known we have obtained u N −1 . We may then calculate
and so on, up to finding
Thus this part of the problem is solved.
3. Set u 0 = u and go to item 2 up to the satisfaction of an appropriate convergence criterion.
Remark 2.4. Here we consider some points concerning the convergence of the method.
In the next lines the norm indicated refers to the infinity one for C([0, 2π]; R N −1 ). In particular for n = 1 from above we have:
Hence, denoting for N sufficiently big we may obtain
and by induction
so that we would have
This last calculation is just to clarify that the procedure of obtaining the relation between consecutive lines through the contraction mapping theorem is well defined.
A numerical example, the explicit approach
In this section we present a numerical example. Consider the equation
where, for a Ginburg-Landau type equation (see [1, 5] for the corresponding models in physics),
with the boundary conditions
where Ω = {(r, θ) : 1 ≤ r ≤ 2, 0 ≤ θ ≤ 2π},
Through the generalized method of lines, for N = 10 (10 lines), d = 1/N in polar coordinates and finite differences (please see [6] for general schemes in finite differences), equation (8), stands for
At this point we present, through the generalized method of lines, the concerning algorithm which may be for the softwares maple or mathematica.
In this software, x stands for θ. 
