Background: Respondent-driven sampling is a novel variant of link-tracing sampling for estimating the characteristics of hard-toreach groups, such as HIV prevalence in sex workers. Despite its use by leading health organizations, the performance of this method in realistic situations is still largely unknown. We evaluated respondent-driven sampling by comparing estimates from a respondentdriven sampling survey with total population data. Methods: Total population data on age, tribe, religion, socioeconomic status, sexual activity, and HIV status were available on a population of 2402 male household heads from an open cohort in rural Uganda. A respondent-driven sampling (RDS) survey was carried out in this population, using current methods of sampling (RDS sample) and statistical inference (RDS estimates). Analyses were carried out for the full RDS sample and then repeated for the first 250 recruits (small sample). Results: We recruited 927 household heads. Full and small RDS samples were largely representative of the total population, but both
samples underrepresented men who were younger, of higher socioeconomic status, and with unknown sexual activity and HIV status. Respondent-driven sampling statistical inference methods failed to reduce these biases. Only 31%-37% (depending on method and sample size) of RDS estimates were closer to the true population proportions than the RDS sample proportions. Only 50%-74% of respondent-driven sampling bootstrap 95% confidence intervals included the population proportion. Conclusions: Respondent-driven sampling produced a generally representative sample of this well-connected nonhidden population. However, current respondent-driven sampling inference methods failed to reduce bias when it occurred. Whether the data required to remove bias and measure precision can be collected in a respondentdriven sampling survey is unresolved. Respondent-driven sampling should be regarded as a (potentially superior) form of convenience sampling method, and caution is required when interpreting findings based on the sampling method. H idden or hard-to-reach population subgroups are often key to the maintenance of infectious diseases in human populations. 1 However, it is often difficult to investigate the factors that drive transmission in these groups by using representative samples because there may not be an adequate sampling frame or the groups may be associated with illicit activity or subject to stigma. Researchers have therefore typically resorted to various types of convenience sampling to gather data on hidden populations. 2 Although convenience sampling has its advantages, this approach is unable to generate unbiased population-based estimates of infection prevalence and risk factors.
In an attempt to address these limitations, respondentdriven sampling (a variant of a link-tracing design) was proposed in 1997. 3 With this approach, a small number of "seed" respondents are selected by convenience sampling or other methods. Then, these initial recruits are given coupons (typically, 3 coupons) to recruit others from the target population, who in turn become recruiters. Recruits are given an incentive (usually money) for taking part in the survey and then for recruiting others. This process continues in recruitment "waves" until a predetermined sample size is reached, or until the distribution of participant characteristics (such as the proportion infected) becomes similar between waves (called "reaching equilibrium" in respondent-driven sampling terminology). Estimation methods are then applied to account for the nonrandom sample selection in an attempt to generate unbiased estimates for the target population. For this approach to be successful, the target population must be socially well connected.
Two main estimation methods are generally used. The RDS-1 estimator, currently in wide use, can be implemented with the standard respondent-driven sampling analysis software.
3-6 RDS-1 accounts for patterns of recruitment between subgroups and the average number of other members of the target group who the recruiters know (the "network size") in each subgroup. 5, 7 RDS-2 is a more recently developed estimator that relates respondent-driven sampling estimation to widely used survey estimation through the use of a generalized Horvitz-Thompson estimator.
8 RDS-2 accounts for network size only. 8 Initial theoretical analysis has asserted that the RDS-2 estimator is asymptotically unbiased as long as 6 key assumptions are met, including that respondents accurately report the size of their "network" (the number of other members of the target group they know), that respondents randomly recruit from their network, and that respondents have reciprocal relationships with members of the target population. 8 A recent study simulating respondent-driven sampling and using empirical network data found that the variance of respondent-driven sampling estimates can be much higher than commonly assumed. 9 Nevertheless, respondent-driven sampling has rapidly become a popular and widely used survey method. Outside of the United States, Ͼ120 respondent-driven sampling studies, involving Ͼ30,000 participants, have been published, 10 and respondent-driven sampling is currently being used to provide data for public-health decision-making by major funding bodies such as the US Centers for Disease Control and Prevention.
Despite its popularity, it is not known whether respondent-driven sampling can generate unbiased estimates. This is primarily because the robust evaluation of respondent-driven sampling is methodologically challenging. By definition, gold-standard representative or total population data are generally unavailable or are of poor quality for hidden/stigmatized groups. Other methods of evaluation that have been attempted include in silico studies, 4, 8, 11, 12 comparisons of respondent-driven-sampling data with data from other convenience samples, [13] [14] [15] [16] [17] [18] [19] comparisons of serial cross-sectional respondent-driven sampling estimates on the same population over time, 20 and comparisons of Internet-collected respondent-driven sampling data with a population that has known characteristics. 21, 22 Although all these studies have provided valuable information on respondent-driven sampling, none provides a robust assessment of whether respondent-driven sampling could produce unbiased estimates-either because the required gold-standard comparison population was unavailable or because an Internet-based respondentdriven sampling data collection method was used, whereas most respondent-driven sampling studies use face-to-face data collection. 10 We evaluated respondent-driven sampling by comparing field-collected respondent-driven sampling data with total-population data on the same population. Although the representative or total-population data required for such a comparison are generally unavailable, we dealt with this problem by evaluating respondent-driven sampling in a nonhidden/nonstigmatized population for which high-quality total-population data were available. This also allowed us to perform a range of analyses that are not possible in typical respondent-driven sampling studies.
METHODS
To evaluate whether respondent-driven sampling can generate representative data, we compared estimates from a respondent-driven sampling survey of a rural Ugandan population with total population data. The data used to define the target population were available from an ongoing general population cohort of 25 villages in rural Uganda covering an area of approximately 38 km 23, 24 ( Fig. 1 ). Each year, households in the study villages are mapped and, after obtaining consent, a total population household census and an individual questionnaire and HIV-1 serosurvey are administered. The target population consisted of 2402 men who were recorded as a male head of a household within these villages between February 2009 and January 2010 (Fig. 1) . The characteristics of the target population are shown in the Table  (population proportion) .
To maximize the generalizability of our results, we applied currently used respondent-driven sampling data collection methods wherever possible. 10 Ten "seeds" (of varying village, age and tribe) were selected by convenience from the target population. Figure 1 shows their locations and eTable 1 (http://links.lww.com/EDE/A529) summarizes their characteristics. Seeds and subsequent recruits were given 3 coupons to recruit other men into the study. The rate of early recruitment was high, and the number of people arriving each day for interviews became too large to be manageable. Because of this, between days 9 and 32, the probability of each recruit being offered 3 coupons was halved from 100% to 50%; other recruits received none. As incentives for participation and recruitment, seeds and recruits were offered soap, salt, or school books to the value of approximately US $1. One incentive was offered for completing the first interview and another for each person successfully recruited.
Respondent-driven sampling estimation requires information on how many other household heads each participant could potentially recruit. The primary network-size definition was created to be comparable with other respondent-driven sampling studies 25, 26 and was used here unless otherwise stated. Recruits were first asked the core question "How many men do you know who (i) were head of a household in the last 12 months in any of the Medical Research Council villages, and (ii) you know them and they know you, and (iii) you have seen them in the past week." More detailed network data were also collected (eAppendix ͓methods͔, http://links.lww.com/EDE/A529). Preprocessing of data was performed using Stata v11 (StataCorp, TX). 27 Networks and "trees" were generated using scripts written in Stata and R v2.12.0 (R Foundation, Vienna, Austria) 28 and visualized using GraphViz (AT&T Research, NJ). 29 To maximize the comparability of our methods with those used in a typical respondent-driven sampling study, we analyzed the dataset following current respondentdriven sampling definitions and the statistical inference methods used in RDSAT v6.0.1, the custom-written software package for the analysis of respondent-driven sampling studies. 6 (ie, the RDS-1 point estimator [3] [4] [5] and the bootstrap 95% confidence interval ͓CI͔ estimator 11 ). We also analyzed the dataset using the more recently developed point estimator RDS-2 and the same bootstrap 95% CI estimator, 11 employing R. Simple respondent-driven sampling sample proportions and respondent-driven sampling estimates were calculated for 2 sample sizes. The first was the "Full" sample (n ϭ 927 including the 10 seeds). The second was a "Small" sample consisting of the first 250 recruits (including the 10 seeds); this was chosen to be more typical of the sample sizes used in respondent-driven sampling studies. 10 Root mean squared errors were calculated for the differences between the population proportions and the full and small sample proportions, and for the differences between the population proportions and the RDS-1 and RDS-2 estimates, for each variable and in total. For comparison with the RDS-1 and RDS-2 estimates, we used the true population proportions to calculate recruitment probabilities for the target population using predictions from a logistic regression model 30 as weights. The variables shown in the Table were included in the model if they were significant at the P Ͻ 0.05 level.
Sensitivity analyses were used to assess the robustness of our results to various network size definitions, potential network-size bias, and respondent-driven sampling sample size.
To compare network size of the whole target population with the respondent-driven sampling recruits, 300 men in the target population who had not been recruited in the respondent-driven sampling study were selected using simple random sampling to be interviewed using the first respondentdriven sampling questionnaire. Mean network size of the whole target population was estimated as the weighted average of the mean network size of respondent-driven sampling recruits and the mean network size of a simple random sample of eligible nonrecruits. T tests were used to test for differences between means. To help understand the quantitative study findings, 54 members of the population in the study villages and Medical Research Council staff were selected using random or purposive sampling for qualitative interview. Full details are shown in the eAppendix (Methods, http://links.lww.com/EDE/A529).
RESULTS

Recruitment
The dynamics of the respondent-driven sampling survey recruitment are shown in Figure 2 , and the recruitment networks from each seed are shown in Figure 3 . A total of 1141 people (including the 10 seeds) were assessed for eligibility during a period of 54 days (8 March-30 April 
2010).
No new coupons were distributed after day 47. One hundred ninety-six men attended but were ineligible; 16 were eligible but had already been recruited; 2 were eligible but did not give consent; and 927 were eligible, consented, and were recruited. A video illustrating recruitment in space and time is provided online (http://links.lww.com/EDE/A542), and recruitment in space is explored more fully in another paper by N.M. 31 An approximately linear recruitment rate was achieved in the respondent-driven sampling survey ( Fig. 2A) , due, in part, to changes in the probability of each recruit being offered coupons during the survey. All 10 seeds recruited people into the study, with one seed recruiting one person, 4 recruiting 2 people, and 5 recruiting 3 people. The total number of recruits originating from each seed ranged from 8 to 241 (1%-26% of the full sample) (Fig. 2B) . In all, 77% of the total recruitment was from 4 seeds. Full details of the seeds and recruitment by seed are given in eTable 1 (http://links.lww.com/EDE/A529). The number of waves ranged from 3 to 16 for the full sample and from 2 to 6 for the small sample The highest recruitment occurred in wave 5 (12% of all recruits, excluding seeds), and 57% of recruitments occurred in waves 4 -8 (Fig. 2C) . In all, 81% of recruits (including the recruits of seeds) were interviewed within 7 days of their recruiter's interview (Fig. 2D) .
Overall, 75% of recruits (including seeds) (n ϭ 684) were offered coupons to recruit others, and of these, 90% (n ϭ 612) accepted (called "recruiters"). Sixty-six percent of recruiters (n ϭ 401) returned to take part in a second interview and to collect their secondary incentives. A similar proportion of recruiters (including seeds) recruited 0, 1, 2, or 3 recruits (Fig. 2E, left bar) . Recruits who returned to collect secondary incentives were more likely to have recruited (Fig.  2E, middle and right bar) . The proportion of the recruit's network already recruited at the time of their interview increased rapidly during the survey ( Fig. 2F; includes seeds) . The average number of recruits per recruiter (including seeds) decreased from 2.6 in the first week of the study to 0.6 in the last week that coupons were given out. Only 30% of recruits had been named as a contact by their recruiter (and identified) at their recruiter's first interview.
In the simple random sample survey, 55% (164/300) of men selected were interviewed (4-28 May 2010; eAppendix ͓Simple random sample survey͔, http://links.lww.com/EDE/A529). In the qualitative survey, 98% (53/54) of people selected were interviewed (16 June-19 October 2010; eAppendix ͓Qualitative survey͔, http://links.lww.com/EDE/A529, also N.M., unpublished data, 2011).
The target population was well connected. Data from the respondent-driven sampling and simple random sampling surveys showed that at least 73% were linked in a single network (eAppendix ͓Methods͔, http://links.lww.com/EDE/A529). The distribution of the reported network size of respondent-driven Respondent-driven sampling estimates are shown in bold if they are closer to the population proportion than the sample proportion. Confidence intervals are shown in bold if they include the population proportion.
a Includes other known tribe and unknown tribe. b Includes other known religion, no religion, and unknown religion. RDS indicates respondent-driven sampling.
-indicates estimate that could not be calculated because subgroups were recruited exclusively from within themselves or because (excluding seeds) no one was recruited from certain subgroups. sampling recruits, based on the primary definition of network size (NS-1), was approximately normal but with a slight positive skew, and shows likely overreporting of multiples of 5 (eFigure 1, http://links.lww.com/EDE/A529; excluding seeds). The distributions of the other network size measures (as defined in the eAppendix ͓Methods͔, http://links.lww.com/EDE/A529) were very similar, with the exception of definition NS-5, which showed a smaller proportion of larger network sizes because it was a subset of NS-4 (eFigure 2, http://links.lww.com; including seeds). Pearson correlations between different network size definitions reported by respondent-driven sampling recruits varied between 0.96 (NS-1 vs. NS-2) and 0.75 (NS-1 vs. NS-5) (eTable 2, http://links.lww.com/EDE/A529; including seeds). The mean network size (NS-1) of respondent-driven sampling recruits (including seeds) was higher than that of the whole target population (12.1 vs. 9.2, P Ͻ 0.001) (eFigure 3, http://links.lww.com/EDE/A529). The number of times members of the target population were reported to be in the network of recruits ranged between 0 and 42 (eFigure 4, http://links.lww.com/EDE/A529).
There was high within-group recruitment (homophily) by religion, tribe, and village and in the highest socioeconomic status groups, but not by age, sexual activity, or HIV status, or within the other socioeconomic status groups, (eTables 3 and 4, http://links.lww.com/EDE/A529). There was no evidence of low within-group recruitment for any characteristic, ie, preferentially recruiting men who differed from themselves. Comparing actual recruitment proportions with expected recruitment proportions calculated from individual-level network data, there was evidence of nonrandom recruitment by age, tribe, socioeconomic status, village, and sexual activity (eAppendix ͓Supporting results "Recruitment pattern" section and eTables 5 and 6͔, http://links.lww.com/EDE/A529).
The other RDS-2 estimator assumptions 8 were not met. In common with current practice for all respondent-driven- Evaluation of Respondent-driven Sampling sampling studies, respondents were not limited to recruiting only one other person, and recruited persons were ineligible for rerecruitment. It is likely that only a low proportion of the relationships between members of the target population were reciprocated and/or the population may not have accurately reported their network size, as only 30% of recruits were mentioned by their recruiter during the recruiter's first interview.
Comparison With Target Population Data
The Table shows the comparison between the population proportions, sample proportions, and RDS-1 and RDS-2 estimates, for the full and small sample. The sample proportions were often similar to population proportions, with the following exceptions. In both samples, younger men (Ͻ30 years) were underrepresented and older men (Ն40 years) were overrepresented. In the small sample, Catholics were overrepresented. In both samples, men in the highest socioeconomic group were underrepresented, and men in the lowest socioeconomic group were overrepresented. The proportions of men with unknown numbers of sexual partners or unknown HIV status were underrepresented in both samples. It is unlikely that the differences between the population and sample proportions occurred by chance (P Յ 0.0001 for all except P ϭ 0.04 for the highest socioeconomic status group using the small sample).
Respondent-driven sampling inference methods generally failed to reduce bias where it occurred. Adjustment resulted in an improved estimate of the population proportion in only 37% (19/52) of comparisons using RDS-1 and 33% (15/52) using RDS-2 for the full sample, and 31% (8/26) using RDS-1 and 37% (18/49) using RDS-2 for the small sample. Based on these estimates, the 95% bootstrap confidence intervals included the target population proportion in 69% (36/52) of comparisons using RDS-1 and 50% (13/26) using RDS-2 for the full sample, and 69% (18/26) using RDS-1 and 74% using RDS-2 for the small sample.
The root mean squared error for the difference between the population proportions and the sample proportions was 6% for the full sample. The root mean squared error for the difference between the population proportions and the respondentdriven sampling estimates for the full sample were 7% for both RDS-1 and RDS-2 (eTable 7, http://links.lww.com/EDE/A529). Root mean squared errors were slightly larger for the small sample.
In general, if the respondent-driven sampling adjustments did not improve the estimates, the adjustments were small and did not add substantial bias. The exception to this was the variable village. Due to the large number of subgroups for "village," however, the sample size was not sufficiently large to reliably estimate the parameters used to make RDS-1 adjustments.
In comparison, using the predictions from the logistic regression models as recruitment probability weights, adjustment improved the estimate of the target population proportion for 88% (46/52) of the full sample estimates, and for 57% (28/49) of the small sample estimates (eTable 6, http://links.lww.com/EDE/A529), showing that recruitment was associated with characteristics other than network size.
For specific cases in which the sample estimates of population proportions were biased, current respondentdriven sampling inference methods generally failed to reduce bias. For age group, using either the RDS-1 or the RDS-2 estimator, only 2 of 5 estimates were closer to the population proportion when applied to the full sample, and only 1 of 4 estimates was closer when applied to the small sample. Neither RDS-1 nor RDS-2 improved the overrepresentation of Catholics in the small sample, the overrepresentation of the lowest socioeconomic group in the full sample, the underrepresentation of the highest socioeconomic group in either sample, or the underrepresentation of men with unknown number of sexual partners in either sample. Applying RDS-2 to the full sample very slightly reduced the underrepresentation of men with unknown HIV status. Applying RDS-2 to the small sample or RDS-1 to either sample slightly increased the underrepresentation of men with unknown HIV status. Respondent-driven-sampling inference methods failed to reduce bias because groups tended to be under-or overrecruited by all groups, rather than being underrecruited by some groups and overrecruited by other groups (limiting the ability of RDS-1 to improve estimates), and because underrepresented groups tended not to have markedly smaller network sizes (limiting the ability of RDS-1 and RDS-2). For example, men aged Ն50 years were overrecruited by all age groups, and network sizes in all age groups were relatively similar (eTable 3, http://links.lww.com/EDE/A529). Therefore, neither RDS-1 nor RDS-2 improved the estimates.
Qualitative data suggested possible explanations for these findings. Recruiters did not consider younger unmarried men to be household heads, in contrast with the definition used in the ongoing general population cohort ("… they were being left out because some of the older men didn't take them as household heads because they didn't have any wives" ͓45-year-old respondent-driven sampling recruit͔). The respondent-driven sampling incentives were likely to be a greater incentive to men in lower socioeconomic groups ("… the token might look small to some people and big to others." ͓42-year-old female community member͔). The underrecruitment of men with unknown number of sexual partners or unknown HIV status was likely, at least in part, to be because men who had refused to participate in the ongoing general population cohort in the past were also less likely to participate in the respondent-driven sampling study.
There was very little difference in the performance of the respondent-driven sampling estimators when different network size definitions were used (eAppendix ͓Results͔, http://links.lww.com/EDE/A529). There was no evidence that collecting detailed network size data reduced the performance of the respondent-driven sampling estimators (eAppendix ͓Results͔, http://links.lww.com/EDE/A529).
DISCUSSION
In our study, recruitment by respondent-driven sampling produced a largely representative sample of the target population for most variables. The exceptions were an underrepresentation of men who were younger, men of higher socioeconomic status, men of unknown HIV status, and men with unknown number of sexual partners in both samples, and an overrepresentation of Catholics in the small sample. The most plausible reason for sample bias by age is that younger men were not considered to be heads of household. The most plausible reason for sample bias by socioeconomic status is that men of higher status were less attracted by the incentives. Men who refused to participate in the ongoing general population cohort were probably more likely to also have refused to participate in respondent-driven sampling and that was probably at least partially responsible for the underrecruitment of men of unknown HIV status or with an unknown number of sexual partners. These biases may increase the design effect of respondent-driven sampling. Neither of the respondent-driven sampling inference methods was designed to correct for these sources of bias.
The bias in recruitment by socioeconomic status is likely to be generalizable to most, if not all, respondentdriven sampling studies because different subgroups of the target population are likely to be differentially motivated by whatever incentives are offered. An "unknown" category for HIV status and other variables will not exist in most other respondent-driven sampling studies. The differential recruitment of persons in the population by willingness to participate in surveys is nevertheless likely to be a generalizable finding, but it is not limited to respondent-driven sampling. However, it is especially difficult to estimate the size of this bias using respondent-driven sampling data, as information on people who refuse to participate can be obtained only indirectly from the subset of recruiters who return to collect their secondary incentives. The bias in recruitment by age may not exist in other respondent-driven sampling studies, but this finding does highlight the challenge created when the community understands a definition of target-group membership differently from the researcher. As in this case, the bias may be quite subtle and difficult to detect. Quantification of the size of the bias would require triangulation with other sources of quantitative data, and the explanation for the bias may become clear only with qualitative data.
Overall, the sample proportions were closer to the population proportions than were the respondent-driven sampling estimates Ͼ60% of the time, for both sample sizes. Both RDS-1 and RDS-2 adjustments slightly increased the total root mean squared error compared with the sample proportions. The overall failure of the respondent-driven sampling inference methods to reduce bias is probably because the assumptions behind the respondent-driven sampling method were not met, and so the methods imperfectly accounted for the patterns of recruitment between subgroups (RDS-1) and differences in network size (RDS-1 and RDS-2). Recruitment was associated with characteristics other than network size. It is surprising that respondent-driven sampling inference methods increased bias more often than not. This occurred because when the respondent-driven sampling adjustments were in the right direction, they often greatly overcompensated. That is, the magnitude of the adjustment was often more than twice the size of the bias, so that after adjustment the respondent-driven sampling estimate was even further away from the population proportion in the other direction.
The reason that the 95% confidence intervals included the population proportions substantially Ͻ95% of the time may be due either to the fact that the CIs are too narrow (as has been suggested in another study 9 ) or because the respondent-driven sampling estimates were biased, or both.
There are at least 4 potential limitations to our study. First, empirical evaluation of respondent-driven sampling is problematic. The representative or total population data that are required for robust evaluation are generally unavailable on the hidden and stigmatized groups that respondent-driven sampling is most commonly used to survey. We evaluated respondent-driven sampling in a nonhidden/nonstigmatized population of male household heads because of the availability of high-quality total population data. This may limit the generalizability of our results. However, it may also be a best-case scenario for an empirical evaluation of respondentdriven sampling. Respondent-driven sampling data on hidden and stigmatized populations may suffer from higher levels of bias than our sample. If respondent-driven sampling estimators are as unsuccessful at reducing this bias as our findings suggest, then estimates on hidden populations may be even less representative than ours.
Second, the findings of this study are based on only one respondent-driven sampling sample, and the biases that we observed in the sample proportions could have arisen by chance. However, the differences between the population and sample proportions were highly unlikely to have occurred by chance (P Յ 0.0001 for all differences except the underrepresentation of men in the highest socioeconomic group, where P ϭ 0.04). In addition, in each case where we identified a likely bias, the qualitative data suggested a plausible reason why the bias occurred.
Third, although we ordered the network-size questions so that the first to be asked was similar to the question asked in most respondent-driven sampling studies, 25, 26 statements made by respondent-driven sampling interviewers during the qualitative study suggested that the more detailed network questions may have caused later recruits to underreport network size so that the interview could be conducted in less time. However, sensitivity analysis found no evidence that collecting detailed network data reduced the performance of the respondent-driven sampling estimators. Therefore, we believe that our results and conclusions are robust to this potential limitation.
Finally, our decision not to offer all recruits the chance to recruit others, to slow the rate of recruitment, could have biased the results. However, in general, the respondent-driven sampling sample estimates were representative of the population proportions, and where they were not, plausible explanations were identified for these biases. Our results and conclusions are therefore likely to be robust to this limitation as well.
In line with other studies, our study showed that respondent-driven sampling was an effective data-collection method. 10, 32 However, our data suggest that the current respondent-driven sampling statistical-inference methods can fail, and the confidence intervals may be too narrow. Whether the data required to reliably remove bias and measure precision can be collected in a respondent-driven sampling survey is unresolved. Respondent-driven sampling should be regarded as a (potentially superior) form of convenience sampling method, and caution is required when interpreting respondent-driven sampling study findings.
Further empirical studies should investigate the size of biases in respondent-driven sampling studies in other populations, particularly in those rare examples of hidden/stigmatized populations on which representative data might be available. In addition, the effect of these biases on both simple and adjusted estimates should be investigated using simulations of respondent-driven sampling recruitment, and theoretical work should attempt to develop improved point and interval estimators.
