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Abstract 
Differential Leveling Conversion and Analysis Toolset 
by 
Lisa Berry 
As Caltrans is transitioning their spatial analysis and management of surveying data into 
a GIS, the process of converting original files into compatible formats is tedious and 
time-consuming. This project develops a geodatabase and creates a tool capable of 
converting and processing survey observations into the geodatabase. While maintaining 
all the original observations, the developed geodatabase allows efficient data retrieval and 
analysis of changes of elevation differences among benchmarks over time. The developed 
tool and geodatabase will be used by Caltrans to manage their surveying data along the 
Southern California transportation infrastructure.   
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Chapter 1  – Introduction 
The infrastructure of the southern California transportation system is managed using 
technologies such as geographic information systems (GIS) in order to evaluate the 
stability of a road system in a given area. Using datasets containing elevation changes 
over time allows agencies such as the California Department of Transportation (Caltrans) 
to compare elevations temporally along surveyed routes. This project enables Caltrans to 
perform spatial and temporal analysis by implementing a GIS solution for the agency’s 
workflow. This project streamlines the process for dataset analysis in order for Caltrans 
to make more informed decisions regarding the transportation structure in southern 
California.  
Caltrans spends massive amounts of time and resources analyzing changes in 
elevation by surveying the same region over time, but the datasets needed to be analyzed 
and converted to a usable format. The purpose of this project was to develop a tool to 
convert the survey data to GIS data format and developed a geodatabase to manage the 
data for analyses. 
Caltrans works with surveyors to collect elevation data in the Los Angeles and 
Ventura areas through differential leveling. As data accumulates through time, Caltrans 
needs to be able to examine elevation and geological data together to assess the stability 
of the transportation infrastructure in southern California. Caltrans wants to discover 
weaknesses in the transportation infrastructure by analyzing the elevation data near main 
roads.  
Benchmarks provide stable locations over time and differential leveling measures the 
elevation differences among these benchmarks. The tool developed herein enables survey 
datasets from the National Geodetic Survey (NGS) to be incorporated with many GIS 
layers for the Southern California region within a GIS. Ultimately, the product allows 
Caltrans to correlate the differential leveling measurements with natural 
geomorphological processes. 
For this project, Caltrans provided a pilot dataset of such surveying observations in 
the NGS text format dating back to the 1960s, and required a tool to convert the 
observations into a geodatabase for easy management. The goal was to use the historical 
data to create a toolset capable of completing temporal elevation comparisons over time.  
1.1 Client 
The main point of contact for this project was Mr. Jay Satalich from the Southern 
California regional branch of Caltrans. The client worked directly with team members 
from NGS and Esri to clarify questions regarding the datasets and how they need to be 
used. The client provided the expertise for surveying collection methods and temporal 
analyses in order to clarify the requirements of this project. The client also provided a 
sample dataset of the format that required conversion into Esri GIS format data. 
Communication with the client allowed the project to be completed on time, and allowed 
for different ideas to be accepted or denied throughout the process.  
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1.2 Problem Statement 
The client’s main problem was their limited ability to organize and maintain existing 
spatial data and data that will be collected in the future. The client previously performed 
analyses by hand, so they needed a more efficient method to convert and analyze their 
datasets spatially. The ability to use GIS will save the agency time and money by making 
analysis of survey observations more efficient. Since they used a nationwide format, this 
project not only solved this problem for the client, but for anyone using the same format.  
1.3 Proposed Solution 
The client required an ArcGIS tool that would convert their Blue Book formatted HGZ 
text files into a geodatabase. Such a geodatabase would contain all tools, feature classes, 
and tables necessary for the client to quickly analyze their survey data. Overall, the 
geodatabase unifies the workflow for conversion and analyses process for the Blue Book 
formatted files.  
    This project helped the client by creating a tool which would automatically convert 
their files into the desired ArcGIS compatible format. To streamline their analyses, this 
project also created a tool within the geodatabase to perform temporal analyses on the 
elevation changes of the benchmarks over time. This tool detects areas of elevation 
changes and allows the client to potentially recognize areas of instability over time.  
1.3.1 Goals and Objectives 
The goal of this project was to help Caltrans transition their surveying datasets into a GIS 
setting to allow them to perform temporal analyses of elevation change. One objective 
was to create a geodatabase to manage the survey data in a GIS compatible format and 
perform temporal analyses. The second objective was to develop a tool to convert the 
survey data into GIS data format. Prior to this project, the format of the survey data was 
difficult to use and had limited utility of spatial analyses for the client. When converted 
into a geodatabase, the differential leveling survey information could be visualized, 
analyzed, and stored more efficiently than the Blue Book format.  
1.3.2 Scope 
The final deliverable for this project was a transferable geodatabase contained within 
ArcGIS 10.1. The geodatabase contains the file conversion tool, the change analysis tool, 
the feature classes of the survey data, and tables storing survey data. The conversion tool 
used Python and ESRI Arcpy module to convert files in Blue Book format to feature 
classes and tables in the geodatabase. The change analysis tool was developed to identify 
and retrieve differential leveling data with temporal changes larger than a threshold 
specified by the user.  
1.3.3 Methods 
This project was completed solely in ArcGIS 10.1 and Python, and worked with version 
10.1 geodatabase structures. The client provided nine sample HGZ files to use as a pilot 
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dataset. Each file contained differential leveling data from one survey project. The HGZ 
files were stored in a Blue Book format, which was described in a metadata file provided 
by the client. The metadata file detailed different types of observations and data that 
could exist in a Blue Book file. It also helped create the conceptual model of the 
developed geodatabase. The geodatabase schema was created considering the temporal 
analysis the client needed to perform on the dataset. The geodatabase schema was 
created, a Python script was written to convert Blue Book files to feature classes and data 
tables into the geodatabase. An ArcGIS tool within the geodatabase was created to 
connect the developed Python script with ArcGIS functionalities. The survey data had to 
be converted into point and line features, and also had to have a quality control system to 
ensure the information was converted correctly. 
    Once the Blue Book files were successfully converted into GIS compatible format, a 
temporal analysis tool was developed to identify and retrieve data from benchmarks with 
large elevation changes over time. A threshold is provided by the user. The tool located 
areas with elevation changes larger than the threshold over time. An overall outline of the 
process is displayed in Figure 1.1. 
 
Pilot Dataset
Prototype 
Geodatabase 
and Toolset
Client Approval
Basic Implantation Plan
No Deliverable Yes
 
Figure 1.1: Overall Methodology of Project Implementation 
1.4 Audience 
While the initial audience for this report is the client, Caltrans, this project is applicable 
towards a nationwide dataset conversion process. Since the Blue Book format is a 
nationwide format supported by NGS, the audience of this project could be surveyors 
familiar with the Blue Book format, or GIS Analysts who use the toolset in order to 
transform their files into a GIS. This paper allows a general audience knowledgeable in 
GIS technologies to understand the methods of how this project was completed, and thus 
shows that it is a repeatable process for GIS users. 
1.5 Overview of this Report 
This report documents the background, methods, and conclusions of this project. Chapter 
2 contains background and literature highlights of similar works and verifies why this 
project was necessary. Chapter 3 reviews the system design for this project and defines 
the methods and requirements. Chapter 4 provides a detailed explanation of the database 
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design and data cleanup. Chapter 5 covers the implementation process for this project, 
which includes a detailed description of the steps taken to complete this project. Chapter 
6 covers the analysis performed by the project and a use case of the results. Chapter 7 
describes potential future work that could be completed based on the work of this project 
as well as the project’s conclusions.
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Chapter 2  – Background and Literature Review 
As technology has become afforable and more advanced, the techniques of surveying 
have been directly impacted. With advancements such as global positioning systems 
(GPS) and ArcGIS, surveyors have adjusted their methods in the field to match the 
growth of technology, but classic surveying techniques continue to be important. The 
main client, Caltrans, uses differential leveling for all “Caltrans-involved transportation 
improvement projects” (California Department of Transportation, 2006, p. 1), and are set 
to specific standards by the Federal Geodetic Control Subcommittee. Organizing and 
analyzing past differential leveling surveys allows Caltrans to focus their attention and 
resources on areas with major height changes over time. This helps direct funding for the 
transportation infrastructure to the places with the most need.  While survey datasets 
existed in a digital format prior to this project, they were not compatible with any GIS 
system, such as ArcMap. This chapter provides a review of differential leveling and the 
importance of transitioning the datasets into a GIS. 
2.1 Differential Leveling  
The ability to track changes in the landscape makes surveying a vital tool for the 
transportation infrastructure in the United States. The ability to differentiate between 
stable and changing elevations helps focus state funds to the most suitable areas. The 
foundation of surveying is precise measurement, and placing a dataset into a GIS must 
maintain this quality in order to properly use surveying observations. By digitizing 
existing paper scaled maps, survey datasets can now be analyzed with computer-aided 
drafting (CAD) programs and other GIS systems. However, distances, locations, areas, 
elevations, and bearings can only be as precise as the original source of information 
(Estopinal, 2009, p. 132). Loading survey points into a GIS allows observations to be 
shared and analyzed, but they must be kept precise in order to be useful for surveying 
analyses. 
While the majority of past and present surveying involved parcel measurement, 
Caltrans worked with larger scale measurements and had to consider geodetic distortions 
over a network. Similar network analyses were completed by Satalich (2010) within a 
survey request covering the benchmarks following the Southern California Interstate 5 
freeway. Within this report, Satalich performed a regression analysis using “good” 
benchmarks to validate differential leveling points within a network from past 
measurements. The original format of the client’s pilot dataset made pinpointing 
particular benchmark information possible, but difficult with hand calculations. This 
project simplifies the process of the client’s calculations by storing the datasets within a 
geodatabase. The product of this project allows the client not only to perform basic 
calculations, but also perform spatial analyses on the locations of the surveys.  
The methods of differential leveling are set by the Federal Geodetic Control 
Subcommittee, and specify the processes and standards that should be observed when 
performing a survey. Measurements are taken between benchmarks, which are described 
within the Caltrans Surveys Manual as being “of a stable, permanent nature” and 
“conveniently located and easily accessible” (California Department of Transportation, 
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2006, pp. 8-2). The differential leveling measurement ultimately records a relative height 
difference between two benchmark locations. As explained within NGS Vertical 
Observation standards, a Station Serial Number (SSN) is used to identify benchmarks 
within a particular survey, and a Point Identification (PID) number specifies an NGS 
recognized benchmark location. Within these surveys, the raw observations are stored 
within a running record, which stores the differential height information. Figure 2.1 
shows two benchmarks and the process of using survey equipment to measure the 
differential height between them (Transportation, 2011).  
 
Figure 2.1: Differential Leveling Between Two Benchmarks  
Raw survey observations require several corrections to analyze the values taken 
during a survey. These corrections consider factors such as temperature, time of day, 
equipment calibration, among others. Locating observation errors and anomalies is an 
important part of using surveyed information. In the past, errors within surveying were 
found by tedious calculations and regression analyses. For example, Ross Stein et al. 
(1986) used refraction models to prove the necessity of a temperature correction equation 
to eliminate refraction error caused by temperature changes while taking survey 
measurements. The process to perform necessary calculations is slow, inefficient, and 
requires a large amount of time. Placing observations within a GIS speeds up the process 
of analyses and allows the client to spatially perform analysis on the locations surveyed. 
Surveying datasets contain large amounts of information related to the raw survey 
observations. The factors such as temperature and raw measurements are used to evaluate 
the surveys, and can be more efficiently analyzed when stored within a database. 
Visualizing and performing spatial analysis provides the client with additional insight, 
and allows them to make more informed decisions.  
2.2 Geodatabases 
In the past, the ability to store and access large amounts of survey observations could be 
costly and time-consuming. By placing a dataset into a geodatabase, relationships within 
the date can be maintained and reused in future analysis.   
Caltrans provided a pilot set of differential leveling observations in Blue Book 
format, which had to be transferred into a geodatabase. This pilot dataset covered the 
southern California region and dated back to the 1960s. When creating a geodatabase for 
transportation purposes, “a geodatabase must accommodate the many segmentation 
schemes employed and the various linear and coordinate referencing systems available to 
show where the elements, conveyances, and characteristics of transportation systems are 
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located” (Butler, 2008, p. 2). The features and data within the surveying files intersect 
and maintain relationships with the southern California transportation infrastructure. The 
height differences measured between benchmarks in a survey correspond with locations 
along infrastructures. A proper geodatabase would allow overlaying survey observations 
with the infrastructure to locate possible unstable regions.  
       Leach (2007) investigated the process of uploading survey observations into a 
database, but technology has advanced since his research was completed. Leach used 
Python coding to create a geodatabase specific to his client’s needs and also gave them 
the “capability to make local customizations or database design changes” (Leach, 2007, 
p. 14). Editing a geodatabase using Python scripts allows for customized and specific 
processes to occur when loading tables or feature classes. In 2009, Torres-Ruiz created a 
geodatabase conversion tool using ModelBuilder within ArcGIS. He used ArcGIS 9.3 
where many of the methods for the creation of his application remain the same as ArcGIS 
10.1, which is the license held by the client and the basis of this project. Torres-Ruiz 
created a database schema using Unified Markup Language (UML) in Microsoft Visio 
2007 and ArcGIS Diagrammer. While there are major differences in the data types 
between the two projects, Torres-Ruiz simplifed his geodatabase management by using 
ArcGIS ModelBuilder to load his spreadsheet and, “append the data into the desired 
feature class” (Torres-Ruiz, 2009, p. 4). There is more than one method to place files into 
a geodatabase, but the method should ultimately be determined by the data source. In 
their projects, organized spreadsheets of data allowed for out-of-the box ArcGIS 
conversion. For this project, the pilot dataset provided by the client was in a text format, 
which required a large amount of data scrubbing and handling.  
2.3 NGS Blue Book and Reduce Format 
As technology has changed, GPS has become the predominant form of data collection for 
surveying datasets. The NGS Input Formats and Specification of the National Geodetic 
Survey Data Base (“Blue Book”) contains the guidelines for all standards necessary to 
record geodetic surveys. Differential leveling uses Vertical Observation (VERT OBS) 
data collection methods, which hold specific guidelines set by the NGS Blue Book 
standards. The differential leveling records held by the client are all VERT OBS records 
and followed the NGS Blue Book format. According to this document, there are four 
categories in which VERT OBS data are organized: Line Identification Data, Survey 
Equipment Data, Field Abstract Data, and Observation Data. As explained within the 
document, “the respective data have been grouped into one or more logical units called 
‘records’” which contain 80 characters or “card columns” (National Oceanic and 
Atmospheric Administration, 2004). This document records the basic positioning and 
organization of the records within each VERT OBS dataset. This Blue Book provides a 
scehma for deciphering the datasets provided by the client. 
An additional document for specifying the dataset details is the Reduce Record 
Format given by NGS. This document contains more details regarding the metadata and 
positioning for each line within records. Similar to the NOAA document, this document 
specifies the various required and optional fields within each line of the HGZ files storing 
the information. The Reduce Record Format document describes the basis for each 
unique survey, stating that each line accepts an, “accession (job) numbers of 13 
characters max” as a combination of “alpha-numeric” characters (National Geodetic 
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Survey, 2001). The Reduce document provides a key for parsing the line records and was 
used to determine line indexing specifications that were used within the Python script. 
The script used these indexes in order to read and separate attributes within the HGZ 
files.  
The NGS Blue Book and Reduce format document provided detailed descriptions 
for line records. These documents are the keys used for determining attribute data within 
the line records and are described in later chapters.  
As described throughout this document, the pilot dataset was comprised of a text file 
formatted with an HGZ extension. This stems from the original creation of the files. The 
program used to create these files is known as the Vertical Observation Recording 
Program, or VERREC. The HGZ extension files contain “abstracted and condensed 
observational data” and the data “are stored in what is called ‘binary’ format” (National 
Oceanic and Atmospheric Administration, 1992, pp. 9-1). As explained by NOAA, “this 
format is efficient for working with the data but it is not appropriate for transferring the 
data to another computer system” (National Oceanic and Atmospheric Administration, 
1992, pp. 9-1). As shown in Figure 2.1, the HGZ files are converted into a Blue Book 
ASCII file, which is the format used within this project.  
 
 
Figure 2.2: HGZ Format Conversion (National Oceanic and Atmospheric 
Administration, 1992, pp. 9-1) 
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2.4 Summary 
Geodatabase creation has been improved with the newest ArcGIS 10.1 software package, 
which has simplified the process of dataset management and web application creation. 
With advancements in technology, the use of ArcGIS for surveyors allows observations 
to be organized and accessible within a geodatabase.   
The following chapters describe the processes used to assist Caltrans with their 
transition into the use of ArcGIS. The conversion tool allows the client to convert their 
Blue Book survey observations into an ArcGIS compatible spatial dataset. The analysis 
tool created allows the client to use the converted dataset and perform temporal analysis 
quickly and more efficiently than previous methods.  
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Chapter 3  – Systems Analysis and Design 
This chapter defines the requirements and workflow for this project in order to clarify the 
processes used for its completion. The planning of a project takes up the majority of a 
project’s time schedule. Proper planning ensures that all requirements, restrictions, and 
risks are evaluated before an investment (time, money, etc.) is used for project 
implementation. This project helps solve the problem of the client, and these 
requirements outline the solution of the problem. 
3.1 Problem Statement 
The problem of the client was their limited ability to perform spatial and temporal data 
analyses due to the inefficient storage and organization of their datasets. The client 
needed an efficient way to convert their text files into spatial information to perform 
temporal analyses over multiple years of survey observations. The original dataset format 
did not allow the client to analyze survey observations along the southern California 
transportation infrastructure efficiently. 
3.2 Requirements Analysis 
The requirements for this project were determined before implementation to reduce 
redundancy within the workflow of the project. By defining the functional (executable) 
and non-functional (performance-based) requirements, the scope and scheduling of the 
project were determined.  
The functional requirements for this project cover the executable requirements set by 
the client. These requirements cover the capabilities required for the deliverable product. 
The client required the original datasets to be converted and stored within a geodatabase 
as points and lines. The specific functional requirements were all derived from these 
basic needs of the client. 
 The non-functional requirements for this project were based on the performance of 
the results. These requirements were based on the ArcGIS license held by the client as 
well as standard specified by NGS. The client held an ArcGIS 10.1 license, so the project 
contained a geodatabase compatible to this standard. Emails with NGS officials specified 
that the projection of the geodatabase was held in NAD 83 (2011) in order to match their 
current geodesic analyses within ArcGIS. Table 1 lists these functional and non-
functional requirements, along with their ultimate priority within the project.  
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Table 1. Functional and Non-Functional Requirements. 
Functional/  
Non-Functional 
Description Priority 
Functional Transform HGZ files and update geodatabase 
tables  
High 
Functional Query for benchmarks with large temporal 
elevation changes 
High 
Functional From HGZ file create polyline features for 
each survey job  
High 
Functional Conversion tool shall sort fields into 
appropriate format (eg. Integer, text, date, 
etc.) 
High 
Functional Manage data in a Geodatabase, organized by 
surveyID 
High 
Functional All survey observations will be maintained 
during conversion (no data shall be lost) 
High 
Non-Functional Geodatabase will store spatial geographic 
coordinate system as NAD 83 (2011) for 
NGS standard 
Medium 
Non-Functional Requires ArcGIS 10.1 High 
3.3 System Design 
The system design for this project revolved around the organization of the geodatabase 
design and automated conversion. In order for temporal analyses to be performed, the 
geodatabase had to be structured properly to allow comparisons of differential elevation 
changes over time. This design had to comply with the needs of the client, while 
maintaining the national standards of National Geodetic Survey (NGS). This project dealt 
with the client’s pilot dataset of nine historical surveys in the southern California region. 
These files were provided to the client by NGS. Upon completion of this project, the 
client would be able to add additional surveys provided by NGS.  
The final system design was organized and stored within a geodatabase compatible 
with ArcGIS 10.1. The geodatabase contained not only the organized feature classes and 
tables containing the survey datasets, but also the toolsets for the conversion and analysis. 
The conversion tool was designed to serve as the connection between the raw datasets 
and the spatial datasets within the geodatabase. The client required that the conversion 
tool should fill/update the geodatabase with survey observations from multiple surveys 
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when one or more HGZ files provided to the conversion tool. The tool asks for input files 
and the location of the pre-made geodatabase schema and outputs an updated 
geodatabase. Organized by date and the survey’s ID, the differential elevations could be 
used for temporal elevation analysis. Figure 3.1 displays the overall process for the 
system design for this project. 
 
Figure 3.1: Overall System Design Process 
Once the survey observations were updated into the geodatabase, consecutive 
benchmark IDs and date fields were used to compare the differential elevation fields over 
time. Based on a user-specified threshold of significant differences in height, only 
repeated runs larger than the threshold were inserted into the results table. This allowed 
the ArcGIS tool to pinpoint the areas with large elevation changes over the years. The use 
of ArcGIS technology allows the client to overlay the results with other GIS layers such 
as geomorphological layers to make decisions regarding the stability of the transportation 
infrastructure.   
3.4 Project Plan 
Based on the format of their observations, the client was unable to perform any spatial or 
temporal analyses with the multiple years of information collected. The pilot dataset 
provided by the client contained surveys dating back to the 1960s. The execution of this 
project was created in ArcGIS 10.1 and Python to solve the problem of the client.  
The first milestone for this project was to determine the requirements necessary for 
the success of the toolset. Many of these requirements were determined by the client, 
with consideration of the scope of the overall timeline. The requirements for this project 
were determined based on how the client needed to use the final result of the tool. The 
overall plan for the project followed these major steps: requirements analysis, database 
creation, prototype development and testing, documentation, and deliverables.  
This process required constant communications with the client and advising parties to 
ensure the ending result was efficient and effective, and solved the problem of the client.  
Blue Book 
HGZ Files 
Python Script ArcGIS 10.1 
Geodatabase 
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3.4.1 Requirement Analysis 
To complete the requirement analysis for this project, several meetings were conducted to 
clarify the needs of the client. During these phone calls, emails, and in-person meetings, 
the scope was addressed to limit and define the final deliverables in fine detail. Within 
the time frame of the project completion, the client was available and willing to provide 
resources and opinions for the details within the database and interface structure. One 
main setback for the requirements was due to the client not fully understanding the 
format of the HGZ files. This required additional research and communication with 
National Geodetic Survey (NGS) personnel.  
Once the experts of the Blue Book format clarified the details and provided 
documentation regarding the HGZ files, the requirements analysis step proceeded toward 
the creation of a geodatabase schema. 
The final requirements created from this process can be referenced in Table 1 earlier 
in this chapter. Figure 3.2 shows the process of change and approval for the requirements. 
Once all requirements were settled, the geodatabase schema could be created. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Process for Determining Requirements 
3.4.2 Database Creation 
This portion of the project entailed the creation of the database schema for which the 
HGZ files would be converted into. Database design required the understanding of the 
analysis which would be performed on the finished product. Many iterations of the 
geodatabase schema were created until it matched the needs of the client while also 
storing the HGZ files most efficiently. Understanding the attributes within the HGZ files 
was necessary in order to efficiently organize these files, which is why the Reduce and 
Blue Book keys referenced in Chapter 2 were used to create the geodatabase. The client 
required all information from the HGZ files to be maintained through the conversion 
process. Figure 3.3 shows the process by which those needs were met. As seen in the 
figure, once the schema was created, the prototype development and testing began.  
Requirement Workflow 
Requirement 
and Needs 
Assessment 
Client  
Change 
Requirement 
Alterations 
Geodatabase 
Creation 
Yes Client  
Approval
No 
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Figure 3.3: Geodatabase Creation Workflow 
3.4.3 Prototype Development and Implementation 
Once a database schema was created for the project, a prototype to convert and store the 
files was required. The prototype was created and tested with multiple iterations until it 
worked correctly. Once the prototype worked correctly, it was edited and transformed 
until it had built-in quality control methods. These quality control methods consist of 
different methods to handle any differences between the original datasets. These were 
included to prevent the prototype code from breaking or to ensure that a particular error 
message would be produced upon faulty use of the conversion tool.  
Overall, the prototype conversion tool development relied on various resources for 
troubleshooting and also a thorough understanding of geodatabase design and structuring 
within ArcGIS. Upon completion of the prototype, the documentation for the overall 
project began. Figure 3.4 displays the process used for the prototype design stage.  
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Prototype and Implementation Workflow 
3.4.4 Documentation 
The documentation required for this project was a critical factor for the sharing and future 
use of this project. The client required basic documentation within the Python code and 
ArcGIS tool interface in order to alter the tool later if necessary. The client also requested 
a write-up PDF document for the project in order to share the tool to other GIS surveyors 
Geodatabase Creation 
Prototype and 
Implementation  
Geodatabase 
Development 
Schema  
Changes 
No 
Schema 
Approval 
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Prototype and Implementation 
Documentation 
Prototype 
Creation 
Prototype 
Alterations 
Prototype 
Testing 
Implementation 
No 
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Approval 
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in the future. This would allow future users to understand the input specifications, the 
output specifications, and the overall specifications of the tool for any user.  
The project also required formal documentation and metadata compilation. This was 
completed parallel to the implementation of the project and was updated as the project 
faced new changes. The workflow for the documentation and conclusion of this project is 
shown in Figure 3.5. This workflow contains the processes required for a Master’s degree 
from the University of Redlands such as the editing and defense milestones. 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Documentation Workflow 
3.4.5 Deliverables  
The main deliverable for this project was an ArcGIS geodatabase. This geodatabase 
contained the schema for the storage of the converted HGZ survey information, the 
conversion tool, and the analysis tool. This storage structure streamlined the process for 
sharing and implementing data conversion. The conversion tool works only with the 
associated geodatabase, so the packaging of all aspects of this project into the 
geodatabase was a necessity for the usability of this project. The structure of the 
geodatabase is explained in detail in Chapter 4.  
3.5 Risk Analysis and Mitigation Planning 
Like any project, this project had risks that had to be considered from the beginning to 
divert major issues as they appeared. The risks were assessed during the planning for the 
project and are compiled into Table 2.  
 
 
 
 
Documentation Workflow 
Final Report & 
Deliverables 
Documentation: 
MIP Report 
Edits and Edit 
Approval 
Defense 
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Table 2. Project Risks and Mitigation Planning 
Risk Severity Probability Total Risk Mitigation 
Tool Incomplete by 
deadline 
5 1 5 Use Gantt Chart to 
map timeline and set 
deadlines with client 
Requirement 
Changes/Scope 
Creep 
4 1 4 Use due diligence to 
create requirements 
before 
implementation  
Tool Functionality 
Failure  
4 1 4 Creating a test 
geodatabase before 
the creation of the 
Python script  
Inexperience with 
Python/Arcpy 
scripting  
4 2 8 Enrolled in Python 
course and Esri 
training along with 
communication with 
Arcpy expert 
 
A mitigation plan for each risk was created to avoid negative impacts on the project 
completion. The total risk numeric value provides a magnitude of each risk, computed by 
multiplying the severity and probability of a risk occurring. The risks considered during 
the evaluation included timing, scope creep, tool failure, and technology inexperience.  
The risk of an incomplete tool depended on the overall timing and lack of time 
management for this project. A Gantt chart, a timeline for scheduling milestones, was 
used to mitigate the risk of not completing the toolset. Scope creep refers to the overall 
goals of a project exceeding the timeline or capabilities of a project. By setting realistic 
and manageable requirements during the planning stages, the concept of taking on more 
than can be handled is reduced.  
Tool failure refers to the inability of the conversion or temporal analysis tool to work 
properly using the given datasets. This failure would be due to poor organization of the 
database and would ultimately require the Python conversion code to be rewritten. To 
mitigate this risk, the structure of the geodatabase was required to be approved by all 
parties before the Python scripting could commence. This avoided any issues within the 
conversion process to complete the process once, rather than multiple time-consuming 
iterations.  
The final risk of inexperience coincides with the learning process of a Master’s 
degree. While many valuable skills are taught, the specific skills for a project such as this 
require specialization that is not necessarily covered in enough depth. To mitigate the risk 
of lacking the knowledge required for this project, multiple classes and relationships were 
established to gain the required skills. The collection of resources used to complete this 
project included two Python courses, an advisor familiar with Python, and a Redlands 
Institute Arcpy expert.  
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As shown in the risk table, the major risks faced by this project were scope creep and 
tool creation issues. These risks also became the biggest issues that required mitigation 
throughout the project completion. Mitigation plans had been set in place to plan and 
adjust for these risks. Following the risk matrix allowed the project to run smoothly 
during issues, and provided a plan if the project was at temporary halt.  
3.6 Summary 
This chapter covered the basic structure for this project’s overall plan. The initial 
planning and building of requirements allowed the project implementation to flow 
smoother and face issues as they arose. The project’s requirements from the client were 
broad, but the project plan provided specific design and structure and narrows those 
requirements. Once requirements were determined, these were used to help move the 
prototype and implementation into their next stages. Documentation was addressed to 
specify the importance of recording the issues and processes used during a project.  
This chapter also addressed the importance of risk analysis for a project. Without 
risk analysis, a project could fail despite thorough planning and scope analysis. The 
overall workflow for the project completion was introduced in order to help introduce the 
following chapters, which will elaborate on the design and implementation of the project. 
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Chapter 4  – Database Design 
A comprehensive geodatabase is an important key for the development of an efficient 
GIS project. Understanding the dataset and what analyses will be performed is essential 
for the creation of a database schema. A conceptual model contains the processes and 
classes for a database, and the logical model mirrors the organization of these classes. 
This project required a large amount of data loading and preparation, and relied on a solid 
geodatabase structure before the conversion process could begin. This chapter describes 
the two data models and introduces the methods for the data loading, which are discussed 
in further detail in the following chapter (Chapter 5). This project ultimately allowed the 
client to convert and utilize their survey data files, but the actual result of the project was 
automating the process for the client rather than dealing with the data in detail.  
4.1 Conceptual Data Model 
The conceptual model for this project gathered the major components from the input 
datasets, and organized them into corresponding classes. The model required a thorough 
knowledge of the surveying techniques used to compile the datasets, and also the 
consideration of how the final geodatabase would be used. While the datasets from the 
client contained a vast amount of information, the overall organization of the data was 
relatively basic. Figure 4.1 presents the overall conceptual model used to organize the 
data structure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1: Conceptual Model for the Dataset 
The model displays the main components of the datasets all contained within a single 
survey. The raw survey observations from a HGZ text file were contained within the 
runs, while some adjusted measurements and heights were all stored within the 
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benchmark records. The runs start and end with benchmark points, which contain the 
geographical coordinates of the measurements. All measurements were recorded with 
equipment, which required calibration. Different rods were used for different runs within 
the surveys.  
The data within the text files could be utilized by the client in order to perform 
corrections and calculations. This could all be performed using the resulting geodatabase. 
The client ultimately needed to perform regression analysis on the values within the 
dataset, but that is beyond the scope of this project. This project allows the client to use 
the datasets they have, and gives them the capability to analyze them by organizing their 
databases efficiently. 
4.2 Logical Data Model 
The logical data model consists of the database organization comprised from the original 
text file datasets. This organization utilized the attributes provided within the records of 
each survey and allowed spatial analyses to be performed on the resulting ArcGIS feature 
classes. The client required certain information to be stored within point and line feature 
classes, while non-spatial data were placed into tables which could be joined with the 
spatial feature classes. The main spatial feature classes were Benchmarks as point 
features and Runs as line features. The overall structure of this organization is shown in 
Figure 4.2. The details of each feature class and table are explained in the following 
sections.  
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Figure 4.2: Basic Structure of Geodatabase 
All tables and feature classes within the geodatabase required key fields in order for 
any inter-tabular analysis to be completed. The main key field between all tables was the 
specific survey identification (SurveyID) that differentiated each survey from others 
within a table. The key between the survey datasets and the analysis tool result table is 
the ObjectID from a run with significant height change. This links the SigDifference table 
to the Runs table to visualize the results. The organization of the tables within the 
database maintain third order form and allow for different key values to be used 
depending on the analysis that needs to be completed. 
4.2.1 Benchmarks Point Feature Class 
The differential leveling surveys used by the client require measurements to be made 
from long-term stable points known as benchmarks. As explained in Chapter 2, these 
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points are stationary and used as reference points for differential leveling measurements. 
Within each survey, the benchmarks are recorded with a latitude and longitude, along 
with several other attributes. Every benchmark was recorded using a unique identifier 
recognized by NGS as a Point Identification (PID) and a unique identifier recognized by 
a particular survey known as an Station Serial Number (SSN). In order to differentiate 
between what benchmarks were included within each survey, an additional field 
“SurveyID” was included in the feature class table in addition to the original attributes 
from the input text file.  
In order to make the main key fields maintain first order form, the data type for these 
fields had to be the same throughout the geodatabase. These fields were: SurveyID, PID, 
SSN, ObjectID, and all Date fields. An example of some of the Benchmark fields and 
their data types are shown in Figure 4.3.  
 
 
Figure 4.3: Example of Benchmark Field and Field Data Type 
4.2.2 Runs Line Feature Class 
The raw observations within a survey data file were the differential height measurements 
taken between two benchmark points. Because these measurements included a running 
length, the distance between two benchmarks, they were individually represented as a 
line segment. Similarly to the benchmarks, a “SurveyID” field was included in the feature 
class to recognize which runs belonged to which particular survey.  
Due to the request of the client to enable the geodatabase to be used for temporal 
analysis, the Runs feature class included the date and time fields. This allowed for 
changes of differential height to be recognized over time. These had to be created within 
the conversion tool to match an ArcGIS compatible Date field format. Figure 4.4 shows 
an example of some of the fields and their data types.  
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Figure 4.4: Example of Runs Field and Data Types 
4.2.3 Non-Spatial Tables 
Information from the original files that were not correlated directly to any spatial location 
within the feature class data were organized within non-spatial tables in the geodatabase. 
These non-spatial tables were as follows: Rods, Equipment, Survey, and SigDifference. 
The Equipment and Survey tables were filled using the client’s pilot dataset, while the 
Rods table was used as a placeholder for any files from the client which might include the 
optional rod information job codes. The SigDifference table contained the output results 
from the analysis tool. The tables provided the client with the capability to use input text 
files which include more detailed information than the pilot dataset. The non-spatial 
tables also allowed the tool to maintain all information from the original files as required 
by the client. Some of the information within these files remained in text format since the 
fields did not require analyses performed on the values, such as the basic information 
regarding a particular survey. Figure 4.5 shows an example of some of these table data 
types and field names.  
 
 
Figure 4.5: Example of Survey Field and Data Types 
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For the analysis tool, the output consisted of a non-spatial table within the 
geodatabase. When the tool runs, the ObjectID for one of the matching runs is recorded 
into the table to show the spatial location of the run. This table could be joined with the 
Runs feature class based on the ObjectID field, and could therefore allow the client to 
spatially represent the regions of major height changes and overlay the results with other 
layers.  
Overall, the geodatabase contained the feature classes, tables, and tools created 
within this project, and allowed the client to access all of the resources from these 
surveys in one location. When any new surveys needed to be input, the conversion tool 
could add the dataset to the geodatabase at any time. The overall structure for this 
project’s geodatabase is shown in Figure 4.6.  
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Figure 4.6: Overall Relationship of Geodatabase Tables and Tools 
4.3 Data Sources 
The HGZ text files containing all survey observations came from Caltrans, who 
ultimately received them from NGS. The format used by NGS for these surveys follows 
the Blue Book format described in Chapter 2. While this format is used nationwide, this 
project only used a pilot dataset of this format used by Caltrans. This sample consisted of 
nine separate surveys completed in the southern California region, and all align closely 
with transportation infrastructure. This allowed the results of this project to be used for 
transportation infrastructure analysis.  
The metadata for this project was fully based on the Blue Book and Reduce key 
PDFs explained in Chapter 2. This document specified the meanings of each line record 
and the attributes associated with different spaces within each line. Based on the needs of 
the client, the database design was structured to align with their future use of the 
converted dataset. 
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4.4 Data Collection Methods 
The client provided nine sample HGZ files for this project to test the concept of 
conversion. As stated in Chapter 2, this Blue Book format dictated the process for data 
storage. Surveyors collected the differential leveling measurements during one survey at 
a time using surveying rods and equipment. These surveys were then converted into 
computers to store the information into a digital format. This digital format is the Blue 
Book format used for this project.  
For this project, there was no data collection other than collecting the datasets from 
the client and understanding the format. The Blue Book and Reduce format key PDFs 
specified the types of data which would be contained within the text files the client could 
encounter.  
4.5 Data Scrubbing and Loading 
This project relied heavily on the scrubbing and loading of the raw dataset into a 
geodatabase to perform spatial analysis. While the PDF keys to the dataset specified the 
positions within each line, there were inconsistencies among datasets. Examples of these 
inconsistencies were values with extra spaces or outlier observations due to human error. 
These differences were handled within the Python script to control the quality of each 
dataset.  
The HGZ files were loaded using an ArcGIS user interface and a linked Python 
script which ran through each line of every survey. Each line of the data contained a job 
code, which specified what attributes were contained within the line data. The Python 
script differentiated each line based on the job code in its leading position, and parsed the 
data appropriately to separate the attributes. The parsing required the Blue Book key to 
define the proper attributes within each job code for each attribute. 
Once each line’s job code was specified, the line could be separated into its various 
fields. All attributes and fields within the HGZ datasets had to match their corresponding 
field types within the geodatabase, which required the conversion of certain fields. The 
different lines within the files contained variations of spacing and missing attributes, 
which had to be handled within the Python script. 
Conversion into proper field data types was necessary in order to convert the text 
files into spatial datasets. Once attributes were parsed and converted to the proper data 
types, they were updated into the proper database table or feature class.  
The full process for this Python coding and conversion is described in full within 
Chapter 5.  
4.6 Summary 
While the client provided concise and complete pilot datasets for the conversion tool, 
each file required a certain extent of data preparation to create ArcGIS compatible 
datasets. Understanding the client’s datasets and how they would be processed later was 
required in order to organize the conceptual and logical data models for this project. 
Bluebook surveying datasets such as the pilot dataset provided by the client require 
temporal and spatial analysis to help make better choices for their company, which 
requires a solid database structure. A solid database structure allowed the client’s data to 
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be analyzed in an organized and intuitive setting. This chapter described the process that 
was used to organize the datasets for the client.
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Chapter 5  – Implementation 
The implementation for this project consisted of the completion of many steps that relied 
on preceding steps in order to move forward. This waterfall project execution method 
relied on the requirements and implementation of the project to align to move forward. 
The methodologies and workflow for the project are described within this chapter to 
illustrate the processes used to complete the project for the client. This chapter justifies 
the use of the ArcGIS geodatabase data organization method, and also relays the use of 
Python for the conversion process. 
Once the text files were converted into spatial information, a tool for temporal 
analysis allowed the client to use any dataset created from the conversion tool. The steps 
towards the completion of the analysis toolset are described in this chapter.  
5.1 Geodatabase Creation 
The ArcGIS 10.1 geodatabase structure was used for this project to integrate the 
workflow of the client. The organizational structure of the dataset required the survey 
observations to be stored into multiple tables as well as point and line features. The 
geodatabase schema was created within ArcGIS to define the locations and properties of 
the database structure before loading the dataset. An Esri File Geodatabase was chosen 
for this project to streamline the conversion and analysis process for the client. The client 
maintained an ArcGIS 10.1 license, so a File Geodatabase was ideal for the client 
because it was compatible and transferable as a final product.  
The schema for the geodatabase was the first step toward creating a conversion tool 
for the client. By creating the geodatabase, the conversion tool would be capable of 
filling the tables automatically. Creating the database also enabled the easy transfer of the 
schema and tools to the client. The field types for the different feature classes and tables 
were created during the schema creation.   
5.2 Basic Dataset Prepping Using Python 
The ArcGIS platform works directly with the Python coding language, which allows for 
ArcGIS functionality to be used within a Python code. Python scripts allow for the 
integration of ArcGIS software with personalized functions. While the ArcGIS 
ModelBuilder allows for customized functions, the level of detail required for this project 
required Python coding to read through the HGZ files and handle exceptions for 
differences among the files. For every difference among HGZ files, Python coding could 
handle the different operations and possibilities for the format of the dataset as described 
in the last section.  
The HGZ files contained a relatively specific pattern throughout the files. Although 
the pilot dataset contained the same job codes throughout, the Blue Book key showed the 
possibility of additional job codes appearing in the NGS format. While there was a 
consistent pattern, each file contained specific data that had to be managed before any 
conversion methods could be used. Figure 5.1 shows an example of part of an HGZ file 
in its raw form within Notepad ++.  The figure shows the dominating pattern of 
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differences among some of the line data, but that the first three positions a the line were 
job codes. Each job code defined a different pattern for that particular line of data. Each 
job code defines specific attributes in particular positions within the line, which could be 
handled within Python using line indexing.  
 
 
Figure 5.1: Example of Raw Data 
The first step within Python was to read the input HGZ file. The ability to batch 
process multiple survey files required a section of the code to read through each survey 
one-by-one. A different line within the Python script allowed the tool to read each input 
HGZ file line-by-line. By following the Blue Book key described in earlier chapters, each 
line position could be parsed based on its job code. This was completed using conditional 
statements to determine what information was stored within a particular line. Depending 
on the first two positions of a line, the script would enter a new section of code which 
assigned each partition of a line to its appropriate attribute name and type. The steps of 
this separation and conditional process are shown in Figure 5.2. 
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Figure 5.2: Handling Different Features Based on Line Record Type 
Once each line was capable of being handled on its own, the indexing for each 
attribute within a line had to be handled. While the PDF  key specified the positions 
which an attribute would fall within a line, sometimes the indexing would include extra 
spaces or no attribute value. To handle the spacing issues, a function was used to remove 
any spaces at the beginning or end of the indexed position. Figure 5.3 shows the process 
of indexing and use of the “strip” function within Python to remove extra spaces within 
each parse of the line data. 
 
29 
Input Text File Read New Line
Read First 2 
Characters of Line
Line Attribute 
Type
Sparse Line by Line 
Attributes
Separated Field 
Values by Index 
Position
Strip Extra Spaces 
from Attribute 
 
Figure 5.3: Parsing and Stripping the Raw Data 
Another discrepancy within the dataset was the differing line endings. While the key 
specified that a line could end after a certain position, the line might actually end before 
the specified position. Every line ended with an escape value of ‘\n’ which could not be 
processed by the Python code into usable data. Since this could potentially occur in any 
line position after the job code, a “replace” function was used within every parsing to 
handle the escape value in any position. The built-in replacement Python function 
replaced a specified value with a different specified value. For these escape values, the 
“\n” was replaced with a blank value “”. Figure 5.4 shows the process of the line 
indexing, and replacement of “\n” with an empty position “”.  
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Figure 5.4: Line Ending Clean-up methods 
Once basic data preparation was completed for all job codes, the Python code still 
had to convert the line data into temporal, spatial, or integer values.   
5.3 Handling Field Attributes Within Python 
Python allowed this project to handle multiple versions of the Blue Book formatted files. 
To create spatial data, the text files had to contain spatial features. The files provided by 
the client contained coordinates for the benchmark points, along with a unique SSN and 
PID to identify the start and ending survey points for a line segment. The formatting for 
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the coordinates was provided as degrees, minutes, and seconds with no separations, so 
these had to be transformed in order for ArcMap to recognize them as points on a map. A 
conversion function was written to store the degrees, minutes, and seconds separately, 
and convert them into a decimal degrees format. Figure 5.5 shows the process used to 
convert the data into spatial information. This process created a decimal degree format 
which could be used by ArcMap to store the dataset as spatial features.  
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Figure 5.5: Converting DMS to DD 
Once the coordinates were in a spatial format, other attributes within different lines 
had to be handled with special data types apart from the original text formatting. Fields 
that required this conversion used integer or float conversion methods to transform them 
into proper fields which could be analyzed by the client within ArcMap. All field types 
within the Python code were required to match the field type within the ArcGIS 
geodatabase schema in order for the conversion process to work, so a set of checks were 
incorporated in order to handle exceptions within the data. Python conditional statements 
allowed for null values to be handled. For example, if a value was an integer field, but a 
particular dataset did not include a value for that field, no value would be added to the 
table. This would result in a <Null> value appearing in a row for that field. This was done 
because an empty string is not recognized by ArcPy as an integer field. The conditional 
statements kept the code from failing. Figure 5.6 shows an example of this process. 
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Figure 5.6: Handling Null Values for Integer Fields 
The final step for preparing the dataset was to create compatible date and time fields. 
ArcGIS recognizes certain string formats for their date fields such as YYYY/MM/DD 
(Year, Month, Day), so a script function was created to format the date fields into a 
format ArcMap would recognize as a time field. This format could remain as a text field 
and be recognized by ArcMap, but an additional conversion function created a date/time 
format. This additional function used the raw date and time of a measurement to allow 
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the client to incorporate the raw observation values with the rest of the measurements. 
This would allow the client to make any necessary adjustments or corrections using 
survey specifications. Figure 5.7 shows the basic process for both date conversion types.  
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Figure 5.7: Date Field Conversion 
Once the data was prepared, the geodatabase loading process could begin using 
Arcpy methods. The following sections describe the details for this process.  
5.4 Geodatabase Loading using Python  
Once the Python codes handled the data preparation, the field attributes had to be inserted 
into the geodatabase schema explained in Chapter 4. Once the Python code converted the 
field type to match the geodatabase, the code had to store the appropriate values for each 
line record destined for a specific table within the geodatabase. The method used for this 
process was the Arcpy Insert Cursor and a Python dictionary or list to store the 
information shared between records.  
Due to the organization of the datasets, different line records were inserted into 
varying tables based on their job codes. Each table or feature class required an Insert 
Cursor to add rows of data, but the use of multiple cursors required the code to start and 
end an edit session on the geodatabase. An edit session start and end within the code 
allowed the whole database to be modified as each survey was added without locking the 
geodatabase. Each Insert Cursor matched the fields for the table or feature class.  
When entering a new section of the code which needed to be placed within a row, a 
new empty row was first created within ArcPy. The different values of a job code were 
then stored as variables depending on the parsing of a line, and were assigned to the 
empty row based on what field they would fill. A dictionary contained a key and a 
corresponding value, in order to retrieve matching information in other job codes. 
Dictionaries allowed values to be retrieved by using the key value as a unique identifier.  
This is how a beginning and ending latitude and longitude were retrieved from the 
benchmark information to write the Runs line features.  
If an Insert Cursor contained multiple job code values within one row of the cursor, 
the same variable to store the information for a new row had to be used. Since the order 
of the job codes was specified within the Blue Book standard, the Python code 
conditional statement processed them in the same order. For example, two job codes for 
the same row came in pairs. This allowed the Insert Cursor to write one row at a time 
without the need of storing extra information. When all variables within the job codes 
were the proper converted format and assigned to the Insert Cursor field values, the Insert 
Cursor would write a row into the table. This process is shown in Figure 5.8. 
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Figure 5.8: Inserting Line Data to Geodatabase 
The InsertCursor method was used for both the spatial feature classes and the non-
spatial tables. The spatial feature classes included a field which specified the Shape 
attribute for each row. This method filled the geodatabase as the tool ran through the file, 
so the tables contained all the information from the surveys once the tool was run. This 
maintained all values from the original files, as specified by the client. 
The feature classes described in the database structure chapter required special 
coding within Python to create ArcGIS compatible geometries. Because the client’s final 
goal was to perform temporal analysis, these geometries also required timestamps to 
allow for temporal analysis.  
Benchmarks are stationary point locations which a surveyor references to measure 
elevation differences. These had to be converted from text latitude and longitude 
numbers, into ArcGIS point features. The point feature class was added to the 
geodatabase schema described in Chapter 4. The Insert Cursor added a field which held 
the ArcGIS specified shape specification for points. As a latitude and longitude appeared 
within the line record for benchmarks, the point was stored as a variable. When the Insert 
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Cursor added a row to the point feature class, a spatial benchmark point feature was 
created for each particular benchmark.  
The input HGZ files contained the raw data for the runs directly after all benchmark 
points for a survey were specified. The raw observations record the start and ending SSN 
values for a particular run. Since the runs were stored after the benchmark SSN values, 
the Python code could retrieve these values as starting and ending points for line 
segments. The value of each point was retrieved by using the SSN number, which was 
the key within the benchmark line record dictionary described in the previous section. By 
retrieving the value of the start and ending coordinates from these dictionaries, a line 
segment was created for each run. By using a line shape specification for the “Runs” 
Insert Cursor, each row within the feature class contained a particular line segment, with 
the specified start and end SSN.  
5.5 Handling Repeated Surveys and Non Blue Book Files 
In order for the tool to run correctly, the proper file type had to be used as inputs within 
the tool. Otherwise, the tool would fail to run and the conversion would not work. To 
recognize if an improper input was used, an error message was created to warn the user 
that their inputs were incorrect. In addition, if an HGZ file was drastically different from 
the pilot set provided by the client, then the tool may not include additional information 
stored within those files because it would not know how to process the lines. Error 
messages inform the user if these errors occur, and are recognized by scripts within the 
Python code.  
Another method factor for maintaining the integrity of the geodatabase was to check 
for redundancy of surveys. As the code read through a survey, if the Survey ID was 
already within the database, the code would jump to the next survey file and an error 
message would inform the user that the survey has already been input into the database.  
5.6 Temporal Analysis Toolset 
In order to prove the validity of the conversion tool and geodatabase layout, a temporal 
analysis toolset was created to pinpoint areas of significant height change between 
surveys. The tool was created to perform the following tasks: 
 Recognize line segments repeated between surveys; 
 Calculate the difference between the differential leveling of repeated line 
segments; 
 Compare the difference between a user-specified “significant” value; 
The tool ultimately retrieved the raw observations that exceed the user-specified 
threshold and placed them in a table for additional analyses. This method was used in 
order for the client to use the raw data and perform any additional analyses on the 
information. This was done as opposed to creating a table of calculated values because 
surveyors perform calculations from raw data to keep the integrity of the raw 
observations.  
The analysis tool, like the conversion tool, was created within a Python script and 
linked to an ArcGIS tool interface. Python was used to iterate through the elevation 
values and write analyses results to the SigDifference table described in Chapter 4.  
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5.6.1 Recognizing Similar Line Segments 
In order to pinpoint significant height changes over time and space, the first step was to 
locate similar runs between surveys. Each survey measured elevation changes between 
particular benchmarks, but the exact order of the runs were not identical between surveys. 
As explained in chapter 4, the Runs feature class stored the line features representing the 
runs between two benchmarks. The Runs feature class also stored the raw observation 
measurements, including the differential leveling elevation measurement. In order to 
compare the differential leveling values between surveys, the analysis tool had to first 
locate runs within different surveys between the same two benchmarks. 
To locate similar runs between surveys, the Runs attribute table was conceptually 
joined with itself using two Search Cursors commands. A Search Cursor reads through 
the rows of a table and can return values within the table. This process compared the 
table with itself. First, a cursor was created to run through the table and examine the 
values of the start and end benchmark values. As the cursor ran through the rows of the 
attribute table, a second cursor compared the benchmark values with every value in all 
subsequent rows.   
As the Python script ran through the rows, it compared whether or not different runs 
contained the same start and end benchmarks, or vice versa. Once the tool matched 
corresponding runs between surveys, the values of the elevation differences could be 
compared over time.  
5.6.2 Calculating Differences  
As the Python script located similar runs, a conditional statement compared the values of 
the differential leveling measurements. The cursors extracted this value from the table for 
the two matching rows, and then calculated the absolute value difference. The absolute 
value was used to rule out human error of data entry when the HGZ files were created.  
The differential leveling value within the Runs feature class is stored as a float value 
with the field name “DifElev”, and the units for this value are stored within the same 
tables as “DifElevUnit”. The tool only asks for a float value for the significant difference 
value since the units may change between surveys. This requires the user to understand 
the units of the data when specifying a value, but all surveys within this pilot dataset used 
meters as the “DifElevUnit” value. Due to this, the tool did not differentiate any other 
measurement units.  
5.6.3 Detecting Changes in Height Differences 
Once the tool located similar runs and calculated the difference between the differential 
leveling values, it compared the resulting difference with the significant threshold 
specified by a user. The value specified by the user could be a float or integer value, to 
allow for higher precision. If the difference between the values was less or equal to the 
specified value, then the cursors continued running through the table. If the difference 
between the values was greater than the specified value, the tool wrote to the 
SigDifference table. 
 To visualize the runs with significant change over time, the table required certain 
field values such as a database key. The database key value extracted the ObjectID field 
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from the table as the tool ran, and wrote this into the table as a RunID. This allowed the 
client to join the table with the Runs feature class to view the locations with significant 
elevation change.  
The tool stored basic information about the matching runs to analyze the values of 
the differential leveling and when they occurred. The values stored within the table are as 
follows: 
 Survey IDs of matching runs; 
 Date of elevation measurement; 
 Benchmark IDs of run; 
 ObjectID from Runs table (to Join with Runs feature class); 
 Differential leveling values from the two surveys; 
 Difference between the differential leveling values; 
The analysis tool allowed the client to locate and visualize areas of elevation change 
to understand two important factors: why there was an elevation change and what parts of 
the transportation infrastructure could be compromised.  
5.7 Conclusions  
This chapter covered the main processes used to create a GIS solution for the problem of 
the client. This project produced two different tools to assist the client in using and 
organizing their surveying datasets. The first tool automated the conversion of the client’s 
pilot dataset into tables and feature classes within an ArcGIS 10.1 geodatabase. This was 
developed using Python and ESRI’s ArcPy functionality. The second tool also used 
Python/ArcPy and completed temporal analysis on the dataset. The result was a table 
filled with runs that were measured over the same two benchmarks and had a significant 
elevation change over time. 
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Chapter 6  – Results: Use Case 
This project created a solution for the client to solve their spatial problem by creating 
geographic information from text files. The resulting product successfully converted 
these files into a geodatabase and created a spatial dataset which maintained all 
information from the original files.  
6.1 Graphical User Interface 
In order to simplify the conversion process for the client, who was not familiar with the 
use of Python scripts, an ArcGIS tool was created using a more familiar interface. As a 
regular GIS user, the client was now capable of accessing the geodatabase and using the 
conversion tool stored within it. The interface consisted of two user inputs: the Blue 
Book standard HGZ file and the location of the geodatabase. This graphical user interface 
(GUI) is shown in Figure 6.1.  
 
 
Figure 6.1: Graphical User Interface of the Conversion Toolset 
Regular GIS users are familiar with this standard ArcGIS interface. The tool contains 
the same structure and process as the tools provided by the software itself. The use of this 
interface was also chosen because there is the ability to link the tool with a Python script. 
The use of batch processing allowed for multiple files to be added into the geodatabase at 
one time.  
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6.2 Updating the Geodatabase 
When the proper input files were used within the tool, the output resulted in the 
geodatabase tables being filled in less than 30 seconds for nine files. Figures 6.2 and 6.3 
displays an example of two tables resulting from the conversion tool, and emphasizes 
important values created by the tool. The figure displays the spatial tables (Benchmarks 
and Runs) respectively.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2: Benchmarks Table Attributes After Running Conversion Tool 
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Figure 6.3: Runs Table Attributes After Running Conversion Tool 
As seen in the figure, the conversion tool created different data types to match 
various fields within ArcMap. Since the original dataset was all in text format, some 
fields remained text and if they were null values, they would show up blank. Otherwise, 
integer, date, and spatial fields were created to make the dataset display within a GIS 
setting. The majority of the dataset was placed into these two feature classes and 
therefore most of the analyses would be performed using these tables.  
Non-spatial tables were also a part of the geodatabase, and were filled using the same 
conversion tool. These tables, if necessary for the client, can be linked to other tables 
using the highlighted database key. An example of this is shown in Figure 6.4. 
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Figure 6.4: Non-Spatial Table within Geodatabase and Key Value 
6.3 Point and Line Features 
After running the tool with the client’s pilot dataset, all tables and feature classes were 
updated with the information from the input text files. The point and line feature classes 
could be displayed within ArcMap. While all surveys were inserted into the same tables 
and feature classes, using proper the symbology allowed individual surveys to be 
represented separately. Figure 6.5 shows the representation of the different surveys by 
Benchmarks (points) and Runs (lines). 
Database Key 
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Figure 6.5: Point and Line Features Created By Tool 
Point and line features from the same survey could be selected using a Select By 
Attributes selection. Figure 6.6 shows the Select By Attribute selection of two surveys 
and Figure 6.7 shows the two surveys being selected from the benchmarks layer as the 
highlighted blue values. 
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Figure 6.6: Select By Attributes Use Case  
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Figure 6.7: Select By Attribute Use Case Result 
6.4 Differential Height Differences Tool 
As explained in chapter 5, the temporal analysis tool performed a comparison analysis on 
the resulting Runs feature class output from the conversion tool. This analysis compared 
the differential leveling height differences over different dates. The result was a table 
within the geodatabase which could be joined with the Runs feature class and represented 
as runs (line segments). Figure 6.8 shows the interface of the analysis tool, which is 
stored within the geodatabase.  
 
 
Figure 6.8: Significant Differences Temporal Analysis Tool 
The user is asked to specify a significant difference threshold in elevation, and the 
resulting table is filled with all run values which have a difference in elevation larger than 
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the specified value. As seen in Figure 6.8, this value is the “Significant Difference” value. 
The tool required the user to specify the significant difference value, and the location of 
the geodatabase. The result of this tool fills the SigDifference table with the values 
explained in Chapter 5. Figure 6.9 shows an example of the result of the tool using .03 as 
the significant difference value.  
 
 
Figure 6.9: SigDifference Table Filled with Analysis Tool 
The tool itself fills this table, but the user must complete additional steps to analyze 
and visualize the table further. Since the table contains a RunID for each run which 
matches the ObjectID in the Runs table, it can use a Join to connect the table with the 
Runs feature class. Once the table is joined, a query can be used to select runs with a 
certain difference value or range. The selected values can then be exported to a new map 
layer and visualized. Figure 6.10 shows a zoomed-in region of this resulting layer from 
the pilot dataset with a difference value of .03 meters or greater. This visualization shows 
the differentiation between smaller and larger differences to allow Caltrans to focus on 
major height changes. 
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Figure 6.10: Highlighted Runs with Significant Differences over Time 
6.5 Uses of the Result 
The conversion tool efficiently stores the survey observation data into a geodatabase and 
ultimately allows for many different forms of analyses. The client or any other user is 
now capable of performing analyses using the raw observations, and can compute various 
different values using the geodatabase. 
The client also gained the ability to overlay geological features to determine if areas 
of height change correspond with geomorphological phenomena. While this project did 
not perform any of this analysis, Figures 6.11, 6.12, and 6.13 display the ability to 
overlay these geological layers.  
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Figure 6.11: Oil and Gas Basin Overlay with Height Change Results 
 
Figure 6.12: Water Basin Overlay with Height Change Results 
47 
 
Figure 6.13: Sediment Basin Overlay with Height Change Results 
6.6 Summary 
The tools created in this project allowed the client to utilize their datasets in multiple 
different ways. Centralized storage within a geodatabase allows for easier access and 
analysis of the raw survey information. The use of a GIS provides the ability to visualize, 
overlay, and perform spatial calculations with the datasets. Overall, this project not only 
allows the client to organize their datasets, but the conversion tool allows their analyses 
to expand as they continue to add additional datasets.  
 
49 
Chapter 7  – Conclusions and Future Work 
7.1 Conclusions 
Recognizing elevation changes in height over time allows Caltrans to direct funding and 
attention to areas of need along the transportation infrastructure in southern California. 
The inability to efficiently use NGS formatted HGZ files containing differential leveling 
surveys made analysis of these elevation changes tedious and expensive. This project 
automated the conversion of the HGZ text files into a spatial database organized format 
to allow for temporal analyses.  
Python and ArcPy methods were used to read the files provided by the client and 
create a geodatabase structure to store the information. By converting and processing 
every attribute within the text files, an operational geodatabase schema was updated with 
Blue Book standardized input files. The automation of the process creates the ability to 
analyze and overlay surveys with geomorphological features. 
Overall, this project created a spatial solution for the client to utilize their NGS Blue 
Book datasets. By meeting the functional and non-functional requirements of the client, 
they were given the ability to use additional NGS survey files to complete spatial and 
temporal analyses. The ability to perform this analysis enables Caltrans to closely analyze 
the southern California region over time. This project allows for the identification of 
areas with large height change. Recognizing these areas permits Caltrans to overlay their 
datasets with geomorphological layers to identify cause and effect of the temporal 
changes. All of these newfound abilities give Caltrans a better sense of where to focus 
their attentions on the transportation infrastructure.  
This project involved a large amount of Python scripting, which required a thorough 
understanding of ArcPy and debugging coding methods. As the script was created, the 
process of learning these methods and using them added another value created from this 
project. The ability to learn while creating a GIS solution was a valuable lesson and can 
used in the field of GIS with most projects. Overall, this project created value for not only 
the client, but also for the creator.  
7.2 Future Work 
The file geodatabase used within this project allows the client to store their VERT OBS 
datasets within a spatial database and complete analysis on the data temporally. The 
client would like to further use these datasets as a network and determine if various 
surveys complete a looped network. This would require network or linear referencing to 
organize the elevation datasets for benchmark heights. A project involving much larger 
datasets would allow this analysis to be completed and could be considered future work 
for the client or any user of the Blue Book formatted datasets.  
Another possibility for future work on this project would be to create a web 
application which provides the conversion tool within a map online. This web map could 
display any new datasets in the map as they are input. A tool such as this could allow 
multiple files to be used as inputs and instantly display the output within a web 
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application. Additionally, the web application could use geoprocessing tools to perform 
the temporal and network analysis for the input survey datasets within a web browser.  
The geodatabase for this project could also be expanded to contain another tool 
which performs all of the necessary steps to complete analysis. This would reduce the 
amount of work a user would have to perform to complete analysis on the datasets after 
using the conversion tool alone.  
Overall, the project could be perfected and tweaked until the quality of the tool 
handled every type of possible input Blue Book file. This could be completed with a 
more thorough dataset, and would require additional Python coding and geodatabase 
creation.  
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Appendix A. VertobsConversion.py 
This script is the main conversion script used to convert the HGZ files into the 
geodatabase. It is commented to describe most functionalities, but many of the processes 
are described within Chapter 5. This tool links to the Blue Book Conversion tool and 
writes to the Blue Book geodatabase.  
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Appendix B. SignificantDifference.py 
This code is the Python script connected to the Significant Differences tool within 
the geodatabase. This analysis tool runs multiple ArcPy cursors in order to read and write 
to tables within the geodatabase for this project. This script links to the “Significant 
Differences” Tool and writes to the SigDifference table. 
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Appendix C. Reduce (Reduc6) Format Specifications 
As described in Chapter 2, this is the Reduce key used to determine the line indexing for 
the conversion tool. This follows the Blue Book Vert Obs specifications.  
 
 
REDUC6 
Record Format 
April 09, 2001 
version: %E% 
date: %I% 
|----------------- columns, 0 offset 
| |----------- (*) value is generated by program REDUC6 
| |----------- (!) value is generated by program ASTA 
| | |--------- columns, 1 offset 
| | | |-- field length 
| | | | 
xx-xx * xx-xx xx 
 
- AA* - Data Set Identification Record 
00-02 01-03 3 jobcode followed by * 
03-10 04-11 8 Data Class and Type: 'VERTOBS ' 
11-18 12-19 8 submitting agency abbreviation left justify 
19-58 20-61 42 full name of submitting agency left justify 
59-64 62-65 4 --- 4 blanks --- 
65-72 66-73 8 date data set created (CCYYMMDD) 
73-77 * 74-78 5 REDUCE program version number 
78-79 79-80 2 Vertical datum code 
 
- 10* - Line Information Record, Initial 
00-02 01-03 3 10* 
03-05 04-06 3 accession prefix |\ 
06-13 07-14 8 accession register number | > 13 char max 
14-17 15-18 4 accession line part |/ 
NOTE: 
The database has been established to accept 
accession (job) numbers of 13 characters max (3+5+'/'+4), 
including a separator charator between the register number and the line part. 
For now (until the database is reset): 
- Line Part is 4 numbers max 
- Prefix and register number combined is 8 alpha-numeric characters max. 
Hence, acceptable: "GPS12345", "L1234567" 
18 19 1 releveling code 
19-26 20-27 8 date field operations commenced (CCYYMMDD) 
27-34 28-35 8 date field operations terminated (CCYYMMDD) 
35-36 36-37 2 tolerance units 
37-40 38-41 4 tolerance factor, left justify 
41-42 42-43 2 order and class of survey 
43-48 44-49 6 state or county code(s) left justify 
49-51 50-52 3 initials of party chief left justify 
52-59 53-60 8 observing agency abbreviation left justify, 6 max 
60 61 1 refraction code (N, P or blank) 
61 62 1 single/double run code (1, 2 or blank) 
62 63 1 rejection code (A or B) 
63 64 1 position code (0, 1 or 2) 
64 65 1 magnetic code (N or blank) 
65-72 * 66-73 8 REDUC6 run date (CCYYMMDD) 
73-80 ! 74-81 8 adjustment date (CCYYMMDD) 
81-86 ! 82-87 6 adjustment program name 
87-91 ! 88-92 5 adjustment program version 
 
- 11* thru 14* - Line Title Record (Optional) 
00-02 01-03 3 11* thru 14* 
03-72 04-73 70 text for Line Title record 
 
- 15* - Comment Record(s) (Optional) 
00-02 01-03 3 15* 
03-72 04-73 70 text for Comment record(s) 
 
- 16* - 
00-02 01-03 3 16* 
03-05 04-06 3 rod equipment code 
06-13 07-14 8 rod serial number 
14-16 15-17 3 rod equipment code 
17-24 18-25 7 rod serial number 
25-31 26-32 7 mean rod excess 
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- 17* - 
right justify, 4 digit right of decimal, show decimal point 
00-02 * 01-03 3 17* 
03-12 * 04-13 10 minimum latitude (decimal degrees) 
13-22 * 14-23 10 maximum latitude (decimal degrees) 
23-32 * 24-33 10 minimum longitude (decimal degrees) 
33-42 * 34-43 10 maximum longitude (decimal degrees) 
 
- AD$ - 
00-02 01-03 3 AD$ 
03-89 04-90 87 adjustment control information 
 
- 25* - 
00-02 01-03 3 25* 
03-05 04-06 3 rod equipment code 
06-13 07-14 8 rod serial number 
14-21 15-22 8 date of rod calibration, (CCYYMMDD) 
22-29 23-30 8 date, (CCYYMMDD) 
30-37 31-38 8 --- blank --- 
38-40 39-41 3 rod equipment code 
41-48 42-49 8 rod serial number 
49-56 50-57 8 date of rod calibration, (CCYYMMDD) 
57-64 58-65 8 date, (CCYYMMDD) 
 
- 30* - Field Abstract Record 
00-02 01-03 3 30* fill = '0' 
03-08 04-09 6 PID (Point IDentification number) 
09-12 10-13 4 SSN (Station Serial Number) fill = '0' 
13 * 14 1 latitude hemisphere (N or S) 
14-19 * 15-20 6 latitude (DDMMSS) 
20 * 21 1 longitude hemisphere (W or E) 
21-27 * 22-28 7 longitude (DDDMMSS) 
28 * 29 1 position code (* = interpolated) 
29-78 30-79 50 designation left justify 
 
- 31* - Adjusted Elevation and Surface Gravity Record 
00-02 01-03 3 31* 
03-08 04-09 6 PID (Point IDentification number) 
09-12 10-13 4 SSN (Station Serial Number) 
13-16 * 14-17 4 from SSN 
17-18 * 18-19 2 spur code (0-99) 
19-28 20-29 10 surface gravity (gal) 
29-34 30-35 6 gravity std deviation (mgal) (1 sigma) 
35-36 36-37 2 accumulated distance units 
37-44 38-45 8 accumulated distance 
45-46 * 46-47 2 accumulated elevation units 
47-56 * 48-57 10 accumulated elevation 
57-66 ! 58-67 10 adjusted elevation (meter) 
67-72 ! 68-73 6 adjusted elevation std deviation (mm) (1 sigma) 
 
- 40* - Survey Equipment Record 
00-02 01-03 3 40* 
03-10 04-11 8 date of instrument calibration (CCYYMMDD) 
11-13 12-14 3 instrument equipment code 
14-21 15-22 8 instrument serial number left justify 
22 23 1 micrometer flag 
23-25 24-26 3 rod 1 equipment code 
26-33 27-34 8 rod 1 serial number left justify 
34-36 35-37 3 rod 2 equipment code 
37-44 38-45 8 rod 2 serial number left justify 
45-47 46-48 3 average height of instrument (cm) 
48-50 49-51 3 height of upper temperature probe (cm) 
51-53 52-54 3 height of lower temperature probe (cm) 
54-56 55-57 3 height of middle temperature probe (cm) 
57-58 58-59 2 --- 2 blanks --- 
59-63 60-64 5 tangent of collimation error x 1000 
64 65 1 time zone code 
65-68 66-69 4 time of collimation error determination (HHMM) 
69-74 70-75 6 collimation correction factor 
 
- 41* - Running Record (Section Observation Record) 
00-02 01-03 3 41* 
03-10 04-11 8 date of running (CCYYMMDD) 
11-14 12-15 4 section start SSN '0' fill 
15-18 16-19 4 section end SSN '0' fill 
19 20 1 time zone code 
20-23 21-24 4 section start time (HHMM) 
24-27 25-28 4 section end time (HHMM) 
28 29 1 temperature scale (C or F) 
29-33 30-34 5 section start temperature left justify 
34-38 35-39 5 section end temperature left justify 
81 
39 40 1 wind code 
40 41 1 sun code 
41-43 * 42-44 3 number of setups in this section 
44 * 45 1 setup code (E = estimated) 
45 46 1 stadia intercept code 
46-50 47-51 5 stadia interval sum, backsight 
51-55 52-56 5 stadia interval sum, foresight 
56-57 * 57-58 2 running length units 
58-62 * 59-63 5 running length left justify 
63-64 64-65 2 elevation difference units 
65-74 66-75 10 elevation difference left justify 
75-77 76-78 3 initials of survey crew chief left justify 
78-83 * 79-84 6 normal orthometric correction (mm) 
84-88 85-89 5 observation id 
 
- 42* - River/Valley Crossing (Observation) Record 
00-02 01-03 3 42* 
03-10 04-11 8 date of river/valley crossing (CCYYMMDD) 
11-14 12-15 4 section start SSN 
15-18 16-19 4 section end SSN 
19 20 1 time zone code 
20-23 21-24 4 section start time (HHMM) 
24-27 25-28 4 section end time (HHMM) 
28-55 29-56 28 --- blank --- 
56-57 57-58 2 river/valley crossing length units 
58-62 59-63 5 river/valley crossing length 
63-64 64-65 2 elevation difference units 
65-74 66-75 10 elevation difference 
75-77 76-78 3 --- blank --- 
78-83 * 79-84 6 normal orthometric correction (mm) 
84-88 85-89 5 observation id 
 
- 43* - Observation and Correction Record 
00-02 01-03 3 43* 
03-10 04-11 8 date of running (CCYYMMDD) 
11-14 12-15 4 section start SSN 
15-18 16-19 4 section end SSN 
19-22 20-23 4 section start time (HHMM) 
23-27 24-28 5 mean temperature for upper probe 
28-32 29-33 5 mean temperature for lower probe 
33-37 34-38 5 mean temperature for middle probe 
38 39 1 temperature scale 
39 40 1 temperature code (predicted, observed) 
40 * 41 1 refraction/astronomic/magnetic (RAM) code (0-7) 
41 * 42 1 rejection flag 
42-48 * 43-49 7 refraction correction (mm) 
49 * 50 1 refraction correction method (Precomputed/Reduc6) 
50-56 * 51-57 7 rod correction (mm) 
57 * 58 1 rod correction method (Precomputed/Reduc6) 
58-63 * 59-64 6 level correction (mm) 
64-69 * 65-70 6 temperature correction (mm) 
70-75 * 71-76 6 astronomic correction (mm) 
76-81 * 77-82 6 magnetic correction (mm) 
82-90 * 83-91 9 partial refraction correction (units?) 
 
- 44* - Adjusted Elevation Statistics Record 
00-02 01-03 3 44* 
03-10 04-11 8 date of running (CCYYMMDD) 
11-14 12-15 4 section start SSN 
15-18 16-19 4 section end SSN 
19-22 20-23 4 section start time (HHMM) 
23 * 24 1 rejection code 
24-33 * 25-34 10 residual (mm) 
34-43 * 35-44 10 std deviation of adjusted obs (mm) (unscaled) 
 
- 65* - Line Information Record, Completion 
00-02 * 01-03 3 65* 
03-08 * 04-09 6 std deviation for 1 km single run section (mm) (1 sigma) 
09-14 * 10-15 6 std deviation for 1 km double run section (mm) (1 sigma) 
15-22 * 16-23 8 main line length (km) 
23-30 * 24-31 8 length of spurs (km) 
31-38 * 32-39 8 length of accepted leveling (km) 
39-43 * 40-44 5 number of sections 
44-48 * 45-49 5 number of runnings 
49-53 * 50-54 5 number of river/valley crossings 
54-58 * 55-59 5 number of bench marks 
59-63 * 60-64 5 number of temporary bench marks 
64-68 * 65-69 5 percentage of rerun sections, including rejected sections 
69-74 ! 70-75 5 degrees of freedom in adjustment 
75-80 ! 76-81 6 number of unknowns in adjustment 
81-89 ! 82-90 9 aposteriori variance of unit weight from adjustment 
82 
 
- AA* - Data Set Termination Record 
00-02 01-03 3 jobcode followed by * 
 
 
 
 
 
 
 
