A lightning-precipitation relationship (LPR) is studied at high temporal and spatial resolution (5 min and 5 km). As a proof of concept of these methods, precipitation data are retrieved from the National Severe Storms Laboratory (NSSL) NMQ product for southern Arizona and western Texas while lightning data are provided by the National Lightning Detection Network (NLDN). A spatial-and time-invariant (STI) linear model that considers spatial neighbors and time lags is proposed. A data denial analysis is performed over Midland, Texas (a region with good sensor coverage), with this STI model. The LPR is unchanged and essentially equal, regardless of the domain (denial or complete) used to obtain the STI model coefficients. It is argued that precipitation can be estimated over regions with poor sensor coverage (i.e., southern Arizona) by calibrating the LPR over well-covered domains that are experiencing similar storm conditions. To obtain a lightning-estimated precipitation that dynamically updates the model coefficients in time, a Kalman filter is applied to the STI model. The correlation between the observed and estimated precipitation is statistically significant for both models, but the Kalman filter provides a better precipitation estimation. The best demonstration of this application is a heavy-precipitation, high-frequency lightning event in southern Arizona over a region with poor radar and rain gauge coverage. By calibrating the Kalman filter over a data-covered domain, the lightning-estimated precipitation is considerably greater than that estimated by radar alone. Therefore, for regions where both rain gauge and radar data are compromised, lightning provides a viable alternative for improving QPE.
Introduction
Quantitative precipitation estimation (QPE) has traditionally employed weather radars and rain gauge networks. Rain gauge measurements can be very accurate, but maintenance and calibration problems often result in poor data quality (e.g., Habib and Krajewski 2002; Morin and Gabella 2007; Villarini et al. 2008) . The lack of dense networks often requires the use of geostatistical methods to estimate areal precipitation, which, in most cases, have considerable deficiencies (Brandes et al. 1999; Habib and Krajewski 2002; Morin and Gabella 2007; Villarini et al. 2008) . Weather radars appear to be the best operational tool for precipitation estimation (Doswell et al. 1996; Krajewski and Smith 2002; Morin et al. 2005 ) because of their high spatiotemporal resolution and coverage. However, their precipitation measurements are affected by several factors, such as a varying Z-R relationship, topography blockage, evaporation of rain falling from relatively higher altitudes, and, for radars with nondual polarization, overestimation of precipitation due to the bright band (Crosson et al. 1996; Fulton 1999; Krajewski and Smith 2002; Morin et al. 2005) . Several authors have argued for, and used, a combination of both rain gauge and weather radar (Stellman et al. 2001; Xie and Arkin 1995; Kursinski and Zeng 2006; Kitzmiller et al. 2013) . Recent work by Zhang et al. (2014) has shown the value of adding an orographic precipitation climatology to this mix of information. Nevertheless, even combining several precipitation data sources, sensor coverage in complex terrain is still a problem, at least during localized and heavy precipitation (Zhang et al. 2014; Minjarez-Sosa et al. 2012 .
Satellite remote sensing does not suffer from poor coverage in complex terrain (Anagnostou 2004; Xu et al. 2013 ), but it does suffer from its own specific limitations. Mehran and AghaKouchak (2014) evaluated several products [e.g., PERSIANN (Hsu et al. 1997) , CMORPH (Joyce et al. 2004) , and TMPA-Real Time (RT; Huffman et al. 2007 )] over the United States. Specifically, they studied variables such as bias, probability of detection, volumetric hit index, and false alarm ratio and found that satellite-derived precipitation products still perform poorly, particularly for heavyprecipitation events associated with orography. It is important to mention that in the western United States (our main study area), a region with complex terrain, these events typically occur during the summer and are accompanied by frequent lightning. An additional limitation for satellite-derived precipitation estimates is that continental-scale products will likely remain limited to a temporal resolution and latency of at least 15 min. This makes such data applicable for short-term quantitative precipitation forecasting, as shown by Zahraei et al. (2013) , but not for improving the accuracy of precipitation nowcasts. Several geostatistical methods and techniques have been used as alternatives for improving QPE, including multisensor products developed in the United States, for instance, the nextgeneration QPE (Q2) Mountain Mapper (Zhang et al. 2014) , PRISM (Daly et al. 1994) , and PERSIANN (Hsu et al. 1997) , among others. The National Centers for Environmental Prediction has produced a very successful operational QPE multisensor product called Stage IV data, which basically employs rain gauge and precipitation data from radars as observations plus data assimilation techniques (Lin and Mitchell 2005) . This dataset has a spatial and temporal resolution of 4 km and 1 h. It includes quality control, but its accuracy appears to be affected by poor sensor coverage in complex terrain, especially during the summer months (M2012). In addition, this product is not available in real time. Since the problem of sensor coverage is recurrent, even with multisensor QPE products, other techniques to address this problem are needed.
Lightning detection, as a remote sensing technique, has been proposed as an alternative, or complement, for estimating QPE (e.g., Battan 1965; Piepgrass et al. 1982; Tapia et al. 1998; Gungle and Krider 2006) . A number of authors have demonstrated empirical relationships between cloud-to-ground (CG) lightning and convective rainfall (e.g., Battan 1965; Piepgrass et al. 1982; Tapia et al. 1998; Petersen and Rutledge 1998; Gungle and Krider 2006) . Recent work by Xu et al. (2013) has demonstrated the value of combining satellite infrared and lightning information to estimate rainfall, at least for large time periods (hours to days).
Lightning data have also been used in models as a proxy for deep convection to improve parameters related to cold clouds and precipitation (Alexander et al. 1999; Pessi and Bussinger 2009; Fierro et al. 2012) . Studies employing data assimilation (Alexander et al. 1999; Pessi and Bussinger 2009; Fierro et al. 2012 ) have utilized nudging techniques to improve forecasting and analysis for some extreme events. More recently, scientists have investigated the utility of lightning observations for identifying convective events at several spatial scales for which they conclude that the assimilation of lightning favorably impacts several model variables as well as initial conditions (Apodaca et al. 2014; Fierro et al. 2014) .
From a practical perspective, the contiguous United States is completely covered by several lightning detection networks (Cummins and Murphy 2009; Jacques et al. 2011) and the data are available in real time (Tapia et al. 1998) . Lightning is always associated with precipitation, though this precipitation may never be recorded by ground or radar observations (e.g., Battan 1965; Petersen and Rutledge 1998; Gungle and Krider 2006; M2012) . The charge separation process and resulting electrification in deep convective cells requires the presence of convective updrafts, ice particles, graupel, and supercooled water, and hence the association with falling condensate/frozen particles (i.e., precipitation) is strong. The actual relationship between lightning frequency and precipitation rate is complex and may be closely tied to updraft velocity and the ice phase as seen observationally (Lhermitte and Krehbiel 1979; Wiens et al. 2005; Latham et al. 2007; MacGorman et al. 2008) or in modeling studies (Baker et al. 1995; Latham et al. 2004; Mansell et al. 2005) . Nevertheless, Reap and MacGorman (1989) and MacGorman et al. (2008) have argued that updraft velocity is less important and the descent of precipitation into lower levels of the clouds is more closely associated with lightning frequency.
This close association of lightning with precipitation provides a viable alternative for estimating precipitation for all temporal/spatial resolutions, including real-time estimation and precipitation nowcasting. However, this potential has not been fully explored. In Europe, where there is a less dense lightning network than in the United States, the ''FLASH'' project (Price et al. 2011) exists, where lightning is utilized to identify and locate convective precipitation, although not as a precipitation estimator. Likewise, in southern Arizona, a region where radar coverage is strongly affected by topography, the National Weather Service Office in Tucson, Arizona, uses lightning strike location as a subjective way to locate thunderstorms, but not for precipitation estimation (J. Brost, National Weather Service, 2010, personal communication).
In a previous paper, we examined the relationship between convective precipitation and CG lightning in southwest Arizona and northwest Mexico (M2012). From seasonal to daily and hourly time resolution, a method was developed to improve QPE over complex terrain. First, a Gaussian method of spatially smoothing discrete lightning counts was used to estimate convective rainfall and improve both the quality and spatial coverage of radar-derived precipitation. Second, by testing the dependence of this relationship, a radar-based precipitation ''sensor coverage'' analysis was performed. This demonstrated that when locations that have poor sensor coverage are excluded from a lightning-precipitation regression analysis, R 2 improved from 0.23 to 0.39. Third, a complementary way of estimating convective precipitation based on 1-h accumulated lightning data occurrence intervals was proposed. It was found that 67% of the seasonal 2005 precipitation over the analysis domain is associated with CG lightning. This method for improving QPE using lightning succeeded in tracking and estimating convective precipitation over regions that have poor sensor coverage, for both airmass thunderstorms and large multicellular events, with an R 2 approaching 0.7. Two important aspects will be addressed in this paper that were not resolved in M2012. First, the hourly temporal resolution of the Stage IV gridded precipitation data used in M2012 was not sufficient to adequately resolve the complete life cycle of organized monsoon convection, for either isolated cells or mesoscale convective systems (MCS). Second, M2012 only carried out analysis in a region that included large areas of compromised Stage IV precipitation estimates because of radar blockage (sensor coverage). ''Good coverage'' was defined as those grids that contained at least one rain gauge and/or grids with at least two radar beam elevation angles (EA) not blocked by topography below 1 km above the ground level (AGL). It is important to mention that, in the current study, only precipitation measured by radar (gauge corrected) is used, whereas in the previous study rain gauge measured precipitation was also considered. To define radar coverage in the previous study, M2012 assumed a flat Earth as a first approximation. In this present study, an equation that considers Earth's curvature is employed; this effect will be discussed in section 3d. As was previously mentioned, lightning-precipitation relationship (LPR) is sensitive to the spatial quality of the precipitation data. However, because only one monsoon season was studied in M2012 for a region with problematic coverage, we were not able to assess the robustness of this finding. This paper will address the aforementioned weaknesses of the M2012 study by 1) estimating precipitation utilizing higher time and spatial resolution data with linear system methods that include both spatial and temporal ''neighbors'' to improve the precipitation estimate, and 2) employing a ''data denial'' technique to ''simulate'' noncovered regions in another domain (around Midland, Texas) with good coverage over a 2-yr period. This will be done to determine whether the LPR obtained from a covered region can be employed for an artificial, non-sensor-covered region. In addition, results from two different coverage scenarios in the region where sensor coverage is real will be analyzed. Section 2 provides the geographic and climatic conditions of the two study regions as well as the time and space domains. The methodology is explained in section 3 and MinjarezSosa (2013) (for more details). The results will be presented in section 4. The discussion and conclusions are presented in section 5.
Spatiotemporal domain and regional characteristics
The relationship between radar-derived convective precipitation and CG lightning is compared for two different geographic regions, southern Arizona (KEMX) and western Texas (KMAF). These two regions are characterized by their semiarid climatic regime and warm-season deep convection but have somewhat different precipitation climatologies and meteorological conditions. Convective precipitation in southern Arizona occurs during the North American monsoon, namely, late June to mid-September (Adams and Comrie 1997; Higgins et al. 1997) , and is strongly influenced by the complex, elevated terrain of the region and the influxes of moisture from northwestern Mexico (Maddox et al. 1995; Zehnder et al. 2006; Adams and Souza 2009) . During the monsoon, if conditions are favorable, MCS can form with the same salient characteristics as those in the central United States but with less intensity (Smith and Gall 1989; Maddox et al. 1995) .
By contrast, western Texas is a region characterized by its relatively flat terrain and semiarid climate. According to Midland-Odessa Weather Service Forecast Office, about 74% of its annual precipitation (410 mm) occurs over the months of May-September (Geerts 2008) . During the summer months, most of this precipitation comes from airmass-type storms forming along drylines, with occasional episodes of more organized convection (Geerts 2008) . The Midland region of western Texas represents a good opportunity to develop a data denial analysis as it is a region with a convective precipitation regime during the warm season that is similar to that of southern Arizona. The absence of topographic constraints allows for quantifiable testing of lightning-based estimates. Some of the differences in radar coverage between the two regions can be seen in Fig. 1 .
Methodology

a. Precipitation data
Precipitation data for this study were obtained from the National Mosaic and Multi-Sensor Quantitative Precipitation Estimation System (NMQ): Q2 (Vasiloff et al. 2007; Langston et al. 2007; Zhang et al. 2011 ). This system is the result of collaborative research involving various U.S. research and government agencies and the Central Weather Bureau of Taiwan (Zhang et al. 2011; Wu et al. 2012; Zhang et al. 2016) . It is a multisensor system that includes data from 149 WSR-88D U.S. radars, 31 Canadian C-band weather radars, and the Rapid Update Cycle and Hydrometeorological Automated Data System gauge data for several multisensor QPE algorithms (Zhang et al. 2011 (Zhang et al. , 2016 .
1 In this work, radar precipitation from NMQ data also exploits their QC algorithms, which are not currently implemented in the NEXRAD Precipitation Processing System (Wu et al. 2012) . The NMQ radar precipitation mesh data in its native spatial resolution (0.018) are interpolated to 5 km. The CG lightning and terrain data from the U.S. National Lightning Detection Network and the Digital Terrain Elevation Data are described in M2012.
b. Spatiotemporal gridding and mathematical modeling
As described in section 3a, NMQ precipitation data have a time and space resolution of ;1 km and 5 min, respectively. Spatially, the precipitation was scaled up by averaging for every single 1-km grid. As described in M2012, every discrete CG lightning event was convolved with a Gaussian distribution function with mean, m 5 0 and standard deviation, s 5 2.6 km. The spatial probability distribution per strike was then summed for each grid.
In much of the previous work investigating LPR, the mathematical model used was a simple linear least squares regression (e.g., Petersen and Rutledge 1998; Gungle and Krider 2006) , such as
where P(t) is the precipitation explained by lightning (PEL) estimated at time t for a given grid, L(t) are the lighting counts, and u and b are the model parameters. Although some other authors (e.g., Battan 1965; Saylor et al. 2005) have reported the relevance of employing a power-law relationship for this purpose, our previous study found no improvement with its use.
The new mathematical model proposed here follows the findings of the previous work that employed linear models using the two parameters in the linear regression shown above. Here, we generalize these linear models by adding model parameters that are related to the spatial and temporal neighbors and, in one approach, we allow time-varying parameters. In the next section, we present a brief and general description of the models. A more complete description of the original models, as well as these modified models allowing for space and time dependence, is presented in Minjarez-Sosa (2013).
c. General description of the models
1) SPACE-AND TIME-INVARIANT MODEL
Previous studies have reported a time lag (positive or negative) between lightning and precipitation of up to 45 min (e.g., Rutledge and MacGorman 1988; Soula and Chauzy 2001; Gungle and Krider 2006) . At high spatial resolution, there may be a spatial offset between precipitation and lightning because of storm propagation and/or a lightning discharge that does not necessarily strike exactly at the same horizontal location where the discharge started. In M2012, a Gaussian spatial convolution was applied to every lightning strike as a means to represent the spatial extent of strokes within a flash, and to handle events that fell near the border of a given grid while the precipitation fell in a neighboring grid. However, a weakness in M2012 was that the Gaussian counts did not account for any additional time or space dependence in the LPR computation. To explore the relative importance of this additional time and space dependence, we employ a space-and timeinvariant linear (STI) model that weights the neighboring grids and time lags by considering a time-grid neighbor relationship as shown in Fig. 2 .
For this model, the space neighboring is defined as the group of grids that surround the grid (i, j) containing the reference precipitation observation. For example, one space neighbor means that we are considering the current grid (i, j) and the eight surrounding grids. With this definition, zero space neighbors means that only grid (i, j) is being considered for the LPR. The time lags are only the time steps (previous or subsequent) considered in constructing the LPR. The STI model effectively works as a filter that can provide a better estimate of precipitation by weighting space and time neighbors. A time-invariant LPR can be computed by considering an entire season or just an individual convective event. The contribution of each coefficient is calculated and then added together to obtain the estimated precipitation. Since this model is space and time invariant, these coefficients are held constant for every grid cell and each time step. The precipitation that falls in grid (i, j) is considered to be PEL if the CG addition over all nine grids for a given time lag criterion is $0.5. Mathematically, the model can be expressed as
where P i,j (t) is the PEL estimated in the grid (i, j) for time step t, L i,j (t) is a vector with lightning counts for the time-space neighborhood of the grid, and u is the parameters vector. This model can easily be extended to a matrix form for all the grids as P(t) 5 L(t) Á u. A more detailed description of the model can be found in Minjarez-Sosa (2013; http://hdl.handle.net/10150/293749).
Results presented in M2012 demonstrated one limitation of the lightning precipitation estimation for QPE, at least with respect to the regions analyzed. Total precipitation cannot be precisely estimated based on the fact that a significant proportion of rainfall may be stratiform or warm rain, which are not typically associated with lightning. For certain cases, as discussed later in this paper, PEL is nearly equal to total precipitation given that the cases consist essentially of deep convective precipitation.
FIG. 1. U.S. radar network coverage at 2-km height AGL, after Maddox et al. (2002) . The gray region surrounding the ''radar coverage umbrella'' represents topography blockage. Note the difference between KEMX and KMAF.
2) DYNAMIC PRECIPITATION ESTIMATION
A static LPR, fixed over all times, is most likely not a very robust assumption. LPR can substantially vary from one convective event to another and even during the evolution of the storm, and this is not accounted for by the STI model. A more realistic model would dynamically respond to slowly varying changes in time in the LPR. In this respect, one of the methods that has been widely used for data assimilation in the atmospheric sciences, particularly for precipitation estimation, is the Kalman filter (e.g., Alpuim and Barbosa 1999; Ushio et al. 2009 ). In its original form, the Kalman filter is a linear recursive algorithm that minimizes the mean-squared error (MSE) to estimate the state of a process. Use of the Kalman filter is thus a straightforward and efficient solution for constructing a time-varying LPR.
The basic idea is to consider the vector parameter u as a discrete dynamic system of the form
Where W(t) is a parameter estimation error, modeled as a Gaussian random vector with zero mean and a covariance matrix Q. The estimation algorithm is then used to minimize the error between the observed precipitation at time t, and the estimated precipitation obtained with the model and the parameter vector u(t).
The Kalman filter algorithm steps performed for each new time step (t) are as follows:
1) STI, first guess; 2) update the error matrix E(t) and the covariance matrix A 0 (t);
3) update the Kalman gain matrix K(t); 4) update the model parameter vector u(t) 5 u(t 2 1) 1 K(t) Á E(t); 5) prepare covariance A(t) for the next time step; and 6) produce updated precipitation estimateP(t) 5
where L(t) contains the current lightning observations. Because of space limitations, the complete procedure employing the Kalman filter is not presented here (see Minjarez-Sosa 2013 for details). In our implementation of the algorithm, we initiate the Kalman filter with the STI model parameters derived from long-term observations. Once the Kalman estimation (KE) commences, it dynamically adjusts the coefficients at each time step (5 min) until 5 consecutive time steps report no lightning in the covered domain. At this point, the coefficients slowly (5 time steps) revert back to those of the STI that can be viewed as the ''best guess'' in the absence of new information. The rate at which we revert back is loosely based on the time evolution of a typical thunderstorm (airmass type), which lasts about 45-60 min, including developing, maturing, and decaying phases. Thus, we assert that our time lags assumption (25 min) is sufficiently long to assure that the next lightning strike will be associated with a new (independent) cell-storm. Although somewhat arbitrary, this period is certainly consistent with the physics of the problem.
d. Sensor coverage and data denial analysis
An important consideration in constructing the LPR is the issue of reliable radar sensor coverage. Similar to the results obtained in M2012, we found that the explained variance (R 2 ) in the Tucson (KEMX) region can improve up to a factor of 0.6 when the grids with poor sensor coverage are excluded (Fig. 3) . In general, precipitation can occur without CG lightning, but we rarely have CG lightning without precipitation unless it is an artifact of poor radar and gauge coverage in the region. This figure is provided here to illustrate the coverage problem, but this issue is explored in more detail in the results section.
What results would be obtained if a similar test were carried out over a region without problems with sensor coverage? Would the LPR be similarly affected if a sensor coverage mask were applied? Midland was studied as a region that experiences similar convective events as southern Arizona, but with no sensor coverage problem. A data denial analysis was performed. This consisted of imposing an arbitrary coverage mask on the KMAF radar domain. The STI model and the KE were run for two coverage scenarios: 1) with the sensor coverage mask and 2) with the complete spatial domain. For this study, the time series of precipitation and Gaussian lightning with 5 min and 0.058 (;5 km) time and space resolution, respectively, for 2009 and 2010 are considered. We utilize four past lags: the current time, one future lag scenario, and two space neighbors in this analysis. This specific time and space neighboring was arrived at through a detailed analysis of the data, as explained in Minjarez-Sosa (2013) .
Regarding radar coverage, we believe that to better model calibration and, consequently, improve precipitation estimation; we must include as many grids as possible to maximize spatial coverage without significantly reducing the LPR correlation. Here, we additionally consider Earth's curvature, which makes our overall criteria more restrictive than M2012 described in section 1. Hence, giving out goal of maximizing spatial coverage, we relaxed the M2012 criteria and now require, at minimum, one EA for which the radar beam height is above a certain maximum elevation. Specifically, LPR was evaluated by comparing the seasonal accumulation of estimated precipitation and PEL when the models were calibrated using the three lowest radar beam height (AGL) constraints (RBHC): 1000 (used in M2012), 1500, and 1800 m. The results are presented and discussed in section 4c.
e. Time and space neighboring
As mentioned in section 3c(1), a novel way to treat the time and space displacement in LPR is to use spatial-temporal neighbors at higher resolution. The procedure showing the optimum space and time neighboring is described in Minjarez-Sosa (2013). As mentioned in section 3d, we are employing 6 time lags. This is reasonable since, for 5-min time resolution, the maximum lag is 30 min, which is within the typical time lags reported by other authors (e.g., Rutledge and MacGorman 1988; Soula and Chauzy 2001; Gungle and Krider 2006) .
Results
The analyses are presented in two ways: 1) in space, by comparing the observed precipitation map with those obtained from the STI model and the KE, and 2) by comparing the time series of the total domain precipitation for each case. At the end of this section, the denial analysis results are presented. Except for the results in the denial analysis, all analyses shown here consider the complete coverage for the Midland region.
a. Texas seasonal results
The panels in Fig. 4 present a comparison between the cumulative precipitation time series for 2009 and 2010. The percentage of PEL is quite similar to those obtained by M2012 in southern Arizona. In general, PEL and STI reached about 64% of the total precipitation in 2009 and about 53% in 2010. Note that about half of the precipitation that occurred in our domain was not ''explained'' by lightning, in that no cloud-to-ground lightning flashes (,0.5 flashes, statistically) were reported within the space and time constraints of the model. This issue is addressed in more detail in the discussion section.
Looking at Fig. 4 , the time series shows strong agreement between the PEL, STI and KE estimations. Correlations between 5-min domainwide PEL and with the STI model estimates were 0.92 and 0.84 for 2009 and 2010, respectively, while for KE they were 0.97 and 0.95, respectively, with high (95th percentile) statistical significance for both models.
Despite the fact that the statistical parameters show that the KE performs better than the STI model, this figure shows that the latter model accumulates nearly the same total seasonal precipitation, suggesting that the STI model performs better than the dynamical model. However, this is misleading. The STI model is designed to reduce total error for total seasonal precipitation. In contrast, the Kalman filter minimizes the error at each time step regardless of the final accumulated error. For this reason, the STI model may appear to give ''better'' results for the seasonal total.
The spatial evaluation of the performance of the models is shown in Fig. 5 STI-derived precipitation, and KE-derived precipitation. The variance explained between PEL and STI-derived precipitation were 0.66 for 2009 and 0.36 for 2010 ( p , 0.01), whereas the variance explained between the PEL and KE-derived precipitation was 0.86 for 2009 and 0.78 for 2010 (p , 0.01). In these results, it is clear that the Kalman filter better fits the spatial patterns than the STI model and coincides with the time evaluation in the sense that the dynamic model gives better results.
b. Denial analysis
In this analysis, the coverage mask attempts to physically replicate a possible radar blockage by considering blocked grids located at equivalent locations to KEMX, but with the constraint that complete blockage was not permitted for all 8 neighbors of the central grid. This was done in order to calibrate the model with contributions from all of the subregions within the domain. The procedure we employed to perform this test was to evaluate the consistency of the precipitation estimation (both STI and KE) resulting from the two different coverage scenarios (the true coverage case and denial coverage). Table 1 shows the results of a linear regression comparison of the spatiotemporal estimates (grid by grid at every time step) between precipitation estimates derived with a denial coverage and a true 
coverage, for both the STI and KE models. While the STI model shows consistently higher statistical parameters, the explained variance (R 2 ) and the regression parameters do not show substantial differences between the models obtained with the ''denial'' versus ''true'' coverage. The slight difference between the KE results from the Kalman filter adapting its coefficients to any space and time resolution regardless of data quality. In contrast, the STI model is essentially a robust spatiotemporal average and is, therefore, employed to initiate the Kalman filter. What we demonstrate here is that in a region with no sensor coverage problems (i.e., west Texas), we can eliminate grids to calibrate the models (either STI or Kalman) and the estimation from these models will be essentially the same.
c. Coverage scenarios and southern Arizona, seasonal analysis
1) COVERAGE PROBLEM
Sensor coverage in this region, as in most of the western United States, is a real problem that requires additional analysis beyond M2012. As mentioned in section 3d, in this study we explored more options for radar coverage criteria by testing LPR correlations for several EAs below three different RBHCs.
The criteria used to define whether or not a grid is covered can affect LPR because this is directly related to the percentage of region that will be used to calibrate the models, as well as the quality of the observations (precipitation) input for training them. In this study, we explored three radar coverage cases: the covered area used for determining the model coefficients changed from 28% (for the case of 1000-m RBHC) to 68% and 78% for the cases of 1500-and 1800-m RBHC, respectively. Table 2 shows the correlations (grid by grid and all times) between PEL and estimated precipitation for just covered (model training) grids (''Cov'' column) and the complete spatial domain (''All'' grids column). Figure 6 shows the scattergram for 1000-and 1500-m scenarios. In this figure, the effect of the more restrictive coverage can be visually perceived. The scatter for the more restrictive 1000-m criterion is less than that of 1500 m.
These results show that when we evaluate the correlation for just the covered grids that were used to compute model coefficients, the correlation decreases as the coverage criteria is relaxed from 1000 to 1800 m for both models. However, when all grids are correlated no matter the data quality, the STI model essentially does not change. On the other hand, the Kalman filter uniformly provides the highest correlation for all three coverage scenarios, but this correlation is reduced when the coverage criteria is changed from 1000 m to either of the less-restrictive conditions.
Considering these findings, we choose the coverage scenario for subsequent analyses that provides as many grids as possible to calibrate the models, while taking into account that correlation cannot drop significantly. Table 2 and Fig. 6 show the higher correlation for the 1000-m scenario, but this criterion uses only about 30% of the spatial domain for model calibration, while the 1500-m scenario doubles the coverage and the correlation is not dramatically affected. Therefore, the southern Arizona models were calibrated using the 1500 m coverage criterion.
2) SEASONAL ANALYSIS FOR SOUTHERN ARIZONA
Similar to the Texas case, the spatial comparison of estimated precipitation for southern Arizona is presented in Fig. 7 , which shows the seasonal precipitation maps for 2009 and 2010. The seasonal accumulated maps show a reasonable agreement between PEL and the estimated precipitation for both models over the covered domain (grids without crosshatch). The correlation over the covered domain between PEL and Kalman estimation is 0.87, while the correlation for the STI model is 0.70. The are some areas where both model estimates are smaller than the observed PEL value, such as the southeast corner and south-central area. Also, both models underestimate precipitation in northern portion of the domain between latitudes 32.28 and 32.48 and between longitudes 2111.28 and 110.68. It is important to mention the strong discrepancy between the models and the observed precipitation in the southwest corner. Here, PEL does not show much precipitation, but the both models show at least 100 mm more accumulated precipitation, similar to what M2012 found in 2013. This region has complete radar beam blockage and requires rain gauges or modeling in order to estimate precipitation. Table 2 for the 1500-m coverage also supports the results shown above, where Kalman estimation provides higher correlations. The STI resulted in a correlation of 0.5 for 2009 and 0.23 for 2010 (P , 0.01). On the other hand, the KE gives a correlation of 0.73 for 2009 and 0.54 for 2010 (P , 0.01). Two main points should be noted in these results: 1) KE-derived precipitation improves the correlation and 2) there is value added in lightningderived QPE in areas that are not sensor covered. Finally, in order to evaluate the relative performance of the various precipitation estimators, we calculated the accumulated square error for each grid and each time step for the model used in M2012 and the models proposed in this study. Figure 8 with solid squares) exhibits about half as much error as the STI model (line with solid triangles) and less than half as much error as the two-parameter linear model employed by M2012 (line with solid dots).
d. Specific events analysis
In this section, we present similar analyses to those presented in sections 4a and 4c, but for two specific events. We consider these events to be good case studies for demonstrating the performance of the STI model and KE at a higher time resolution (5 min).
1) EVENT AROUND KMAF (MIDLAND)
The case shown in Figs. 9 and 10 is an MCS that occurred over the KMAF domain on 13 June 2009. The event started over the southern side of the domain at about latitude 31.08N and longitude 2102.68W. At about 2000 UTC, an isolated cell with some lightning became active and began to trigger other cells northward. One hour later, the zone between 31.18 and 31.58N had precipitation rates of up to 15-20 mm h 21 . During the next hour (2200 UTC), the system extended from 2103.08 to 2102.38W longitude and from 318 to 328N latitude. Hour 2300 was the most active, with the MCS at its mature stage with a squall line from 2102.78 to 21028W longitude and from 318 to 31.78N, with at least four cells with precipitation rates of 40 mm h 21 (each) in the more active regions located over the northwest and northeast portions of the domain. The complete event lasted about 7 h, terminating with stratiform rainfall at the end. Figures 9 and 10 show the spatial accumulated precipitation and the accumulated time series, respectively, for the event (no coverage limitation was employed). These figures show high spatial and temporal agreement 2500 between observed and estimated precipitation. Note that in, this case, the PEL and the total observed precipitation are nearly identical (Fig. 10) . The explained variance (R 2 ) were 0.87 for STI and 0.88 for the KE (P , 0.01) and the RMS error was 13.55 mm and 8.93, respectively, for the spatial comparison. For the time comparison shown in Fig. 10 , the correlations were 0.9 for the STI model and 0.96 for the KE (P , 0.01).
The statistical parameters of the space accumulation for the event are presented in Table 3 . Table 4 presents the same statistical parameters but for every time step and for every grid. Analyzing the data in these two tables confirms what is apparent in Figs. 9 and 10.
2) EVENT NEAR KEMX (SOUTHERN ARIZONA)
Similar to the seasonal case, the estimated precipitation from the STI model and the KE were obtained from the calibration over the sensor-covered domain (1500-m RBHC). On 30 July 2010 at about 2145 UTC, there was a thunderstorm in the region near 31.48N and 2110.78W. This storm started to grow in lightning activity and precipitation intensity, with 5-min precipitation rates of .10-20 mm h 21 and lightning rates of 1-4 flashes per 5 min. The system moved to the northwest, evolving into an MCS with precipitation rates that reached 60 mm h 21 . By 2300, the MCS extended from about 2111.088W to about 2110.88W and started to move northward and produce precipitation in the southwest (noncovered) area of the domain near 2111.28W and 31.48N. Some other storms were also triggered over the noncovered region in the east between 31.68 and 31.88N. Notably, when precipitation was occurring in the noncovered domain of the southwest, the KE precipitation became significantly higher than the observed precipitation. At about 0100 UTC 31 July, a squall line formed and extended from 2111.28 to 2110.68W and from 31.48 to 32.08N. At this stage, the dissipating convective core of the MCS moved to the covered domain and there were relatively few lightning strikes, but with a significant amount of trailing stratiform precipitation. Finally, the event moved to the north-northwest, terminating around 0500 UTC 31 July. Figure 11 shows the total observed precipitation (pobs), the Kalman-derived precipitation, PEL, and STI-derived precipitation for the event. The rightmost panels are composite maps. Similar to M2012, in these maps the precipitation observed by radar is plotted where we have good coverage, and estimated precipitation for each model is plotted in the grids with no coverage. The region of greater interest, given the ultimate objectives of our study, is located along the international border (solid black line) and to its south toward the west side of the domain (large blue circles in Fig. 11 ). There, lightning was frequent but the radar measured little precipitation because of the terrain beam blockage. The STI model and KE caught the beginning of the MCS, showing precipitation in that area. The KE showed a larger heavier convective area, given that its LPR was trained on recent precipitation in the nearby covered region. Because the observed PEL was compromised by poor sensor coverage, the Kalman filter estimated significantly more rainfall than was observed by radar. We emphasize that this area has no sensor coverage and is precisely where our model can be most helpful.
We do not wish to neglect the fact that our models underestimate an important amount of precipitation over the northern half of the domain. The STI model produced extremely low precipitation estimates in both the covered and noncovered regions in this storm case. As described at the beginning of this section, while the storm moved northward, there were few lightning strikes in the dissipating core, though a large amount of stratiform precipitation fell. In this case, not even the Kalman filter was able to estimate this precipitation because of the lack of lightning events. This is a weakness of this conceptual model and is discussed further below.
Discussion and conclusions
This work presents a study of the relationship between deep convective precipitation and cloud-to-ground FIG. 9. Spatial precipitation maps (mm) for the event that occurred on 13 Jun 2009 around Midland, showing (top left) total event observed precipitation, (bottom left) total event PEL, (top right) total event Kalman-estimated precipitation, and (bottom right) total event STI-estimated precipitation. For both estimations, the complete domain was used to train the models. Blue dots represent lightning strikes. The correlation coefficient is calculated between estimated precipitation (STI or Kalman filter) and PEL.
lightning occurrences at 5-min time intervals and ;5-km space resolutions for the southern Arizona KEMX radar domain and Midland KMAF radar domain for 2009 and 2010. To address the time and space displacement that occurs when lighting and precipitation are correlated at high spatiotemporal resolutions, a linear space-and time-invariant model is proposed and evaluated for both regions and for both years. The optimal time neighboring was the model that consisted of 4 past and 1 future time lags and the current time t, along with two spatial neighbors. Since the STI model is fixed in time, in order to consider the LPR variations that occur during the evolution of the convective systems, a timevarying Kalman filter was applied to it. A denial analysis for the Midland KMAF radar (with no sensor coverage problems) was performed by imposing an artificial sensor coverage mask and running the STI model and the KE for both the artificial radar coverage and real radar coverage cases. The results of this analysis demonstrate that despite there being differences between the estimation made with models calibrated with real coverage with respect to those calibrated with denial coverage, the differences are not statistically significant. Therefore, precipitation associated with lightning over the poor sensor coverage areas can thus be estimated by using the lightning-precipitation relationship obtained by using only data-covered grids. It is a reasonable assumption that this relationship can be employed to estimate precipitation in the poor sensor-covered regions of southern Arizona if we calibrate the LPR over covered areas of this domain.
In comparing the precipitation estimated by the timefixed STI model and that estimated by the KE, it is seen that the KE clearly performs much better in most conditions observed in this study, as it results in smaller estimation error. Since the KE dynamically adapts its coefficients to the time variations in LPR, there is better tracking in time of the storm precipitation than the STI model.
Specific heavy-precipitation events associated with organized MCS in each region were analyzed. For Texas, this MCS event was one of the most significant in the 2009 season, with a considerable amount of lightning as well as precipitation. For this case, the STI model performance was close to the total observed precipitation and PEL. The Kalman filter showed better results than the STI model, approximating the total observed precipitation. For the southern Arizona case, the usefulness of a lightning-based QPE is clearly evident. The LPR, especially the KE, can be used to estimate precipitation over areas of poor sensor coverage. This was clear at the beginning of the MCS, when the observed precipitation was about half the Kalmanestimated precipitation (trained over the covered domain) when considerable lightning activity was occurring. The amount of precipitation estimated by our method at the beginning of this MCS would be sufficiently high to raise flood alerts. Though the Kalmanestimated precipitation over the covered domain is poor because of the lack of lightning strikes, the STI model produced even poorer estimates.
The differences between Midland (KMAF) and southern Arizona (KEMX) in terms of topography are quite evident. The KMAF area does not have coverage problems, and any region within the domain can be used to calibrate our LPR. In contrast, the KEMX noncovered region is about half the domain, and the LPR calibration quality depends on how many and how 
representative (or typical) the events that occur in the covered domain are. For the 2009 and 2010 seasons in southern Arizona, most of the precipitation events occurred over the noncovered domain. This resulted in lower accuracy of the accuracy of the LPR. Similar situations will occur for individual convective events if the storm is located mostly over the noncovered region or if it is moving from a noncovered region to a covered one. In the absence of dynamic information, we should ultimately depend on the quality of the STI model's long-term LPR calibration. Even in the absence of any realtime, ground-based measurements, the STI-estimated precipitation would still be better than nothing. Of course, a better calibration of the STI model could help to mitigate this problem. More years of data would be needed to obtain statistically robust lightningprecipitation climatology for the STI model. The denial analysis, as demonstrated for the Midland site, gives us confidence in using LPR to improve QPE in regions with poor sensor coverage. However, the lack of observations in the (truly) noncovered domain precludes an objective evaluation of the performance of our models in the Tucson area. An experiment that includes a significant increase in the covered area by FIG. 11. Spatial precipitation maps (mm) for the event that occurred on 30 and 31 Jul 2010 around KEMX (blue dots represent lightning strikes). This figure shows how our methods can improve precipitation estimation over regions with poor sensor coverage such as that shown in the southwest corner of the domain.
increasing the number of rain gauges over the southwestern poor or noncovered area would be beneficial for future investigation of LPR and for calibrating the climatology that is used for the STI model. Regarding the criteria to define the covered region, it is important when LPR is studied to have enough grids to calibrate the models while keeping the correlation high and/or statistically significant. There needs to be a balance between sufficient grids to calibrate and a substantial correlation in the relationship. This study also demonstrated that the dynamic model is highly dependent on the sensor coverage, since the Kalman filter adjusts its parameters for every time step. When the input is not accurate enough, the error from each estimation is added for each time step, so the seasonal estimation errors are added up continuously. The fixed STI model does not suffer from error propagation because the model parameters are averaged, which results in a modulated error.
This research constitutes further development of the LPR mathematical modeling from M2012. We have advanced from a fixed time and space model with two parameters to the multi-spatiotemporal linear STI model with more parameters that incorporate spatial neighboring and time lagging. The STI model was additionally adapted to incorporate a Kalman filter that allows for a dynamic, time-evolving LPR for the whole radar domain. However, we note that when there are distinct thunderstorms in a given radar domain, each individual storm may possibly have a different LPR. This would likely be the case, for example, if there were both an airmass thunderstorm and an MCS occurring simultaneously in a given radar domain. A model that considers such spatial variability in LPR within the radar domain would need to track the local changes in LPR for individual storm cells as they grow, organize, propagate, and dissipate, resulting in localized KE products, each of which can ''relax'' back to the long-term climatological STI parameters in the absence of sufficient recent lightning and radar information. Further improvement of our methodology for lightning-based QPE along these lines is a subject for future research.
Recent improvement in the operational lightning datasets in the United States to include both cloud-toground and in-cloud lightning, and the expectation for true total lightning observations from the Geostationary Lightning Mapper on GOES-R, make a very attractive opportunity of using this algorithm to estimate convective precipitation. We suggest that NCEP or other NOAA entities could employ some variation of this algorithm to introduce lightning-derived precipitation as an extra data source to improve their current QPE multisensor products.
