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PREFACE 
Starting in the early 1959s, the word reliability acquired a highly specialized 
technical meaning in relation to the control of quality of manufactured 
product. As per the official definition of the Electronics Industries 
Association (EIA), quoted in "Reliability Principles & Practices" by S. R, 
Calabro, the reliability is, "the Probability of a device performing its purpose 
adequately for the period of time intended under the operating conditions 
encountered". The interest in Reliability theory currently exhibited by 
Engineers, mathematicians, economists, industrial managers and those 
concerned with the environmental and life sciences has stimulated the 
research work in this field. Electrical, Electronic and Mechanical equipments 
are being increasingly used in a number of fields- in industries for control of 
processes, in computers, in Medical Electronics, Atomic Energy, 
Communications, navigation at sea and in the air and many other fields. It is 
essential that an equipment should operate reliably under all conditions in 
which it is used. However, the more reliable a device is, the more difficult it 
is to measure its reliability. This is so because many years of testing under 
actual operating conditions would be required to obtain numerical measures 
of its reliability. Even if such testing was feasible, the rate of technical 
advance is so great that parts would be obsolete by the time their reliability 
had been measured. In addition, many of the components used in practice 
are subjected environments that are difficult to stimulate in the laboratory. 
One approach to solve this predicament is to use accelerated life tests. 
Accelerated life tests are component life tests with components operated at 
higher stresses and failure data observed. While high stress testing can be 
performed for the sole purpose of seeing where and how failures occur and 
using that information to improve component designs or make better 
component selections. Accelerated testing is needed when testing even large 
sample sizes at use stress would yield few or no failures in a reasonable 
time. 
This dissertation consists of five chapters. The Chapter-1 entitled "Basic 
Concepts of Reliability Theory" is of an introductory nature. As the title 
signifies, the chapter deals with some concepts of reliability which are to be 
used subsequently. 
The Chapter-2 entitled ""Accelerated Life Tests" deals with Accelerated 
testing that consists of a variety of test methods for shortening the Hfe of the 
product or hastening the degradation of their performance. The aim of such 
testing is to quickly obtain data which properly modeled and analyzed, yield 
desired information on product life under normal use. 
The Chapter-3 entitled "An Accelerated Model for Recurrence Data" 
provides an accelerated model for recurrence data. Recurrence data is 
usually comes from sampling a system in different ages. It is common in 
areas of manufacturing, reliability, medicine, and risk analysis. The given 
model is based on time between failures (TBFs) for an accelerated time 
regression method using the number of failures as a dummy covariate. 
The Chapter-4 entitled ''Relationship between the Cox, Lehmann, Weibull, 
and Accelerated Lifetime Models" deals with the study of the relationship 
between Proportional Hazard (PH), Accelerated Lifetime (AL), and Weibull 
models without the restriction of absolute continuity. 
Chapter-5 entitled "Test-Based Interval Estimation Under Accelerated 
Failure Time Model" is based on accelerated failure time (AFT) model. The 
AFT model is an important regression tool to study the association between 
sundval time and covariates. In this chapter, we conduct extensive 
simulation studies to evaluate the relative performance of approaches based 
on score test and Wald-type test in small samples. 
References of the books and journals consulted through the task are given in 
the last. 
Ill 
CHAPTER 1 
BASIC CONCEPTS OF RELIABILITY THEORY 
1.1 INTRODUCTION 
RELIABILITY 
We often talk of an 'object' being reliable in the sense that it can be trusted 
to perform a certain job to the satisfaction of the 'USER' under "normal 
conditions". For example a car is said to be reliable if we are sure to 
complete our journey without any breakdown on the way, provided nothing 
unusual (like hailstorm, fog, torrential rain or an accident) happens. Of 
human beings, newspersons often talk of 'reliable sources'. In both the cases 
the word reliable means 'dependable' or 'trustworthy'. 
The scientific meaning of the term reliability is repeatability or consistency. 
A measure is considered reliable if it would give us the same result over and 
over again (assuming that whatever we are measuring is not changing). 
Reliability as a concept in Industrial Engineering can be defined as "freedom 
from failure", "the ability to perform the specified mission" for a specified 
time under specified conditions. In the field of Statistics, the reliability is 
defined as the characteristics of an item expressed by the probability that it 
will perform a required fimction under stated conditions for a stated period 
of time. 
MEASUREMENT OF RELIABILITY 
Out of several definitions available, the most comprehensive definition of 
reliability is given by Crowder et al. (1991): 
"Reliability of a system (or a component) refers to its ability to operate 
properly according to a specified standard". 
Going by this definition, it is felt that different measures of reliability are 
necessary, as different devices may have different objectives and standard. 
The use of a certain device actually determines the kind of reliability 
measures that is most meaningful and most useful. For example, the 
reliability measure associated with nuclear power reactor components is 
frequently taken to be the failure rate, since failure of a reactor is of primary 
concern. On the other hand a power supply for a deep space probe must 
function without failure for the entire mission duration and so the probability 
of survival for the mission is the most important measure of reliability. We 
now describe a commonly used measure of reliability that is based on the 
probability of an item that functions until first failure, functioning beyond 
some specified time. 
RELIABILITY FUNCTION 
Reliability is described by the reliability function R (t) that is 
probability that a system or a component will carry out its mission through 
time t (Rigdon and Basu (2000)) 
The reliability function (also called the survival function) evaluated at time t 
is just the probability that the failure time T is beyond time I Thus the 
relation that defines the reliability function is given by 
R{t) = P{T>t)^\-F{t), (1.1.1) 
where F{t) is the cumulative distribution function of the failure time T, 
which is supposed to be a random variable. 
F{t)=jfit)dt (1.1.2) 
The cumulative distribution function is also known as unreliability function, 
and is represented by Q (t). 
t 
Q{t) = F{t)=\mdt (1.1.3) 
0 
These two states are also mutually exclusive. Since reliability and 
unreliability are the probabilities of these two mutually exclusive states, the 
sum of these probabilities is always equal to unity. So then: 
Q{t) + R{t)^\ 
R{t) = \-Q{t) 
t 
R{t) = \-\f{t)dt 
0 
00 
R{t)=\mdt (1.1.4) 
1.2 BASIC CONCEPTS OF RELIABILITY 
THE EXPECTED LIFE (MEAN TIME TO FAILURE) 
The mean time to failure (MTTF) is expected time during which the 
component will perform successfully and is defined as: 
00 
E{T)=\tmdt (1.2.1) 
0 
where / ( / ) is the pdf of T, the lifetime of the item. As the lifetime of the 
item has to be non-negative, we must have/f^f) defined for T > 0. Another 
convenient method for determining the expected life is given by: 
00 
E{T)= \R{t)dt (1.2.2) 
0 
This may be shown to be true by integrating by parts. E{t) is also known as 
mean time to failure (MTTF). 
FAILURE RATE AND HAZARD FUNCTION 
The failure process is usually quite complex and it is often difficuh to 
understand the mechanics of the underlying process. It is even more difficult 
to describe a failure process mathematically. However, these difficulties can 
be overcome by applying the concept that permits different distributions to 
be distinguished on the basis of physical considerations such a concept is 
expressed as a hazard rate, A closely related concept is that of failure rate. 
FAILURE RATE 
The rate at which the failures occur in a certain time interval [/i,?2] ^^  called 
the failure rate during that interval. It defined as the probability that a failure 
per unit time occurs in the interval, given that a failure has not occurred prior 
to time ti, the beginning of the interval. Thus the failure rate is given by: 
h 
m- 00 
{t2-t\)\mdt 
00 00 
\mdt- \f{t)dt 
JA f2 (12.3) 
00 
{t2-h)\mdt 
h 
If we substitute /j = / and /2 = ^ + ^ ^ we get 
Rit)-Rit.At) 
AtR{t) ^ ^ 
Note that the failure rate is a function of time period. 
The rate in the above definition is expressed as failure per unit time. In 
practice, the time unit might be replaced by kilometers, revolutions, stress and 
so on. 
HA5^ARD RATE 
The hazard rate (or hazard rate function or simply hazard function) is 
defined as the limit of the failure rate as the length of the interval[^i,/2] 
approaches zero. Thus, it is instantaneous failure rate. 
The hazard rate h (t) is defined as: 
A/^0 AtR{t) 
1 
-i«« R(t) 
d\nR{t) 
dt 
m (1.2.5) 
R{t) 
The quantity h{t)dt represents the probability that a device of age t will fail 
in the small interval of time /to / + A/. The importance of the hazard rate is 
that it indicates the change in the failure rate over the life span of the device. 
For example, two designs may provide the same reliability at a specified 
point in time; however the failure rates up to this point in time may differ. 
The failure is analogous to the death rate, in actuarial theory, as the hazard 
function is analogous to the force of mortality. 
A typical Hazard rate generally has the so-called bathtub shape shown in 
fig. 1.2.1 
i 
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Fig 1.2.1: A typical (bathtub) hazard rate curve 
In the above figure three distinct failure regions are indicated. The first, 
called the initial failure region, is characterized by a decreasing failure rate. 
It represents early failures due to material or manufacturing defects. Good 
quality control and bum in product testing may reduce the chance of early 
failure or even eliminate it altogether. 
The second region, called the chance or random failure region, is 
characterized by a constant failure rate. It represents chance failures caused 
by sudden stresses, unusually severe and unpredictable operating conditions, 
and so on. To minimize or eliminate these would require a device that is 
over designed for the vast majority of situations. 
The third position, called the wear-out failure region, is typified by an 
increasing failure rate, resulting from equipment deterioration, accumulated 
shocks, fatigue etc. 
Thus it may be more convenient to select a distribution of the shape 
characteristic of the hazard rate than the shape of the pdf 
It can be shown mathematically that a hazard function must satisfy the 
condition 
00 
lh{t)dt = oo (1.2.6) 
0 
whereA(0>0 for all / > 0 . 
CUMULATIVE HAZARD FUNCTION 
Based on the concept of hazard function, we also define Cumulative Hazard 
Function or Integrated Hazard Function given by: 
H{t)=\h(T)dT, t>0 (1.2.7) 
0 
It is easy to see that cumulative hazard function satisfies the following: 
(i) H{0) = 0 
(ii) lim H{t) = oo 
/->oo 
(iii) H{T) 
is non-decreasing-
1.3 SOME IMPORTANT PROBABILITY DISTRIBUTIONS 
A statistical distribution is fully described by its pdf (or probability density 
function). We use the definition of the pdf to show how all other functions 
most commonly used in reliability engineering and life data can be derived. 
The reliability function, failure rate function, mean time function and 
median life function can be determined directly from the pdf. We discuss 
some important distributions and their important features and characteristics. 
1.3.1 EXPONENTIAL DISTRIBUTION 
The Exponential distribution is a very commonly used distribution in 
Reliability (Engineering) Statistics just as the Normal distribution in other 
areas of statistics. Due to its simplicity, it has been very widely employed 
even in the cases where its use may not be convincingly justified. Davis 
(1952), Epstein (1958), Barlow and Proschan (1965) are among those who 
have put forth arguments in its favor. 
The exponential distribution is inherently associated with the Poisson 
Process. Exponential distribution also occurs in several other contexts, such 
as the waiting time problems. Maguire, Pearson and Wynn (1952) studied 
mine accidents and showed that time interval between accidents follow 
exponential distribution. 
The single parameter-exponential distribution is given by: 
f{t) = Ae~^^ ^-e''^''" r>0,A>0,/w>0. (1.3.1.1) 
m 
where, 
X= Constant failure rate, in failure per unit of measurement, e.g., failure per 
hour, per cycle etc. 
m = mean time between failures, or to a failure. 
T = operating time, life, or age, in hours, cycles, miles, actuations etc. 
This distribution requires the knowledge of only one parameter, X, for its 
application. 
EXPONENTIAL STATISTICAL PROPERTIES 
THE MEAN TIME TO FAILURE (MTTF) 
The mean, T, or mean time to failure (MTTF) of the one-parameter 
exponential distribution is given by: 
00 00 
f = lt.f{t)dt^ \tA.e~^dt = ~ 
0 0 ^ 
THE MEDIAN 
The median, f, of the one-parameter exponential distribution is given by: 
f = -0.693 
THE MODE 
The mode,r, of the one-parameter exponential distribution is given by 
f = 0 
THE STANDARD DEVIATION 
The standard deviation, o-j, of one-parameter exponential distribution is 
given by: 
1 
(TT = — = m 
^ A 
THE RELIABILITY FUNCTION 
The one-parameter exponential reliability function is given: 
R(T) = e-^'=e-^^'^ 
This function is the complement of the exponential cumulative distribution 
function or, 
T 
R(T) = \-Q{T) = l-lf{T)dT 
0 
T 
and, R{T) = 1 - \Xe~^^dT = e~^^ 
10 
THE CONDITIONAL RELIABILITY 
The exponential conditional reliability equation gives the reliability for a 
mission of t duration, having already successfully accumulated T hours of 
operation upto the start of this new mission. The exponential conditional 
reliability function is 
which says that the reliability for a mission oft duration undertaken after the 
component or equipment has already accumulated T hours of operation from 
age zero is only a function of mission duration and not a function of the age 
at the beginning of the mission. This is referred as the memory less property. 
THE EXPONENTIAL RELIABLE LIFE 
The reliable life or the mission duration for a desired reliability goal tji for 
the one-parameter exponential distribution is given by: 
\n[R{tR)] = -XtR 
, HRJtR)] 
THE EXPONENTIAL FAILURE RATE FUNCTION 
The exponential failure rate function is given by: 
Xm = ^ ^-^ = —— = X= Constant 
11 
CHAItACTERISTICS OF EXPONENTIAL DISTRIBUTION 
The characteristics of one parameter exponential distribution can be 
exemplified by examining its parameter, lambda, and the effect X has on the 
pdf, reliability and failure rate tunctions. 
EFFECT OF A ON THE pdf 
• The scale parameter is — 
A 
• As A is decreased in value, the distribution is stretched out to the 
right, and as A is increased, the distribution is pushed towards the 
origin. 
• The distribution has no shape parameter as it has only one shape i.e. 
the exponential. The only parameter it has is the failure rate, A. 
• The distribution starts at T=0 at the level of f{T) = X and decreases 
thereafter exponentially and monotonically as T increases and is 
convex. 
• Asr->oo,/(r)->0. 
• This pdf can be thought of as a special case of Weibull pdf with >9 = 1. 
EFFECT OF X ON THE RELIABILITY FUNCTION 
• The one-parameter exponential reliability ftinction starts at the value 
of 1 at T = 0. It decreases thereafter monotonically and is convex. 
• Asr->oo,i?(r-^oo)-^0. 
EFFECT OF X ON THE FAILURE RATE FUNCTION 
The failure rate ftmction for the exponential distribution is constant and it is 
equal to the parameter ;i . 
12 
1.3.2 WEIBULL DISTRIBUTION 
Of all the probability distributions available for reliability problems, weibull 
distribution is the most commonly used probability distribution in the field 
of industrial engineering as well as for failure data analysis (also known as 
life data analysis). 
The distribution is named after Waloddi Weibull, a Swedish physicist, who 
used it in 1939 to represent the distribution of the breaking strength of 
materials. Kao, J.H.K.(1958-1959) advocated the use of this distribution in 
reliability studies and quality control work. Leiblein and Zelen (1956) used 
it as a model for ball bearing failures. Mann (1968) gave a variety of 
situations in which the distribution is used for other types of failure data. 
The 2- parameter weibull pdf is given by: 
(1.3.2.1) 
where 
/(r)>o, r>o 
;; =Scale parameter 
/?=Shape parameter or 
, y 5 > 0 , T]-
slope 
> 0 and, 
WEIBULL STATISTICAL PROPERTIES 
THE MEAN TIME TO FAILURE (MTTF) 
The mean of the two-parameter weibull pdf is given by: 
(l ) T=r]I - + 1 
13 
where T 
V/3 J 
is the gamma function evaluated at the value of ^1.1^ 
THE MEDIAN 
The median, f, of the two-parameter weibull pdf is given by: 
r = /7(ln2) 
THE MODE 
The mode,r, of the two-parameter weibull pdf is given by: 
T=Ti 
( O 
1 
THE STANDARD DEVIATION 
The standard deviation, GJ, of the two-parameter weibull pdf is given by: 
Gj = 77 J r 
f 1 ^ 
-r 
KP J 
+ 1 
THE cdf AND THE RELIABILITY FUNCTION 
The cdf of the two-parameter weibull pdf is given by: 
The Weibull Reliability Function is given by: 
R(T) = l-F(T) = e ^"^^ 
THE CONDITIONAL RELIABILITY FUNCTION 
The Weibull conditional reliability function is given by: 
14 
^7+/^^ 
^(7^,0 = R(T + t) _e 
V V J 
T+t \fi 
V n J . 7 . R{T,t)^e L 
Above equation gives the reliability for a new mission of t duration, having 
already accumulated T hours of operation upto the start of this new mission 
and the units are checked out to assure that they will start the next mission 
successfully. (It is called conditional because you can calculate the reliability 
of a new mission based on the fact that the unit(s) already accumulated T 
hours of operation successfully). 
THE RELIABLE LIFE 
For the two-parameter weibuU distribution, the reliable life, Tyj, of a unit for 
a specified reliability, starting the mission at age zero, is given by: 
TR=r]{-\n[R{TR)\]P 
This is the life for which the unit will function successfully with a reliability 
of R (7;?). If R (r^) = 0.50 then 7> = f , the median life, or the Ufe by 
which half of the units will survive. 
THE FAILURE RATE FUNCTION 
The two-parameter WeibuU failure rate function,/l(r), is given by: 
KT) = 
R{T) 77 
P-l 
15 
CHARACTERISTICS OF THE WEIBULL DISTRIBUTION 
The characteristics of the two-parameter Weibull distribution can be 
exemplified by examining the two parameters, p and 77 and the effect they 
have on the pdf, reliability and failure rate functions. 
EFFECTS OF P ON THE pdf 
• For 0</? < 1, the failure rate decreases with time and: 
• Asr^o,/(r)->oo 
• Asr->oo,/(r)->o 
• F (T) decreases monotonically and is convex as T increases, 
• The mode is non-existent. 
• For y^  = 1, it becomes the exponential distribution, as a special case 
Or, 
_r 
f{T) = -e "J r}>0,T>0 
where — = X = chance, useful life or failure rate. 
« For P > l,f{T), the weibull assumes wear out type shapes (i.e. the 
failure rate increases with time) and: 
» f{T) = 0 at r = 0 
• f{T) increases as T-> 7 (mode) and decreases thereafter. 
• For p = 2 \X becomes the Rayleigh distribution as a special case. For 
P < 2.6 the Weibull pdf is positively skewed (has a right tail), for 
2.6</?<3.7 its coefficient of skewness approaches zero (no tail); 
16 
consequently, it may approximate the normal pdf for y^>3.7 it is 
negatively skewed (left tail). 
• The parameter /? is a pure number i.e. it is dimensionless. 
EFFECTS OF P ON RELIABILITY FUNCTION 
• R{T) decreases sharply and monotonically for 0 < /? < 1, it is convex 
and decreases less sharply for the same P. 
• For 13=\ and the same ;;, R{T) decreases monotonically but less 
sharply than for 0 < y^  < 1 and is convex. 
• For P>\, R{T) decreases as T increases but less sharply than before 
and as wear-out sets in, it decreases sharply and goes through an 
inflection point. 
EFFECTS OF ji ON FAILURE RATE FUNCTION 
The Weibull failure rate for 0 < y^  < 1 is unbounded at T = 0. The failure 
rate,/l(r), decreases thereafter monotonically and is convex, approaching 
the value of zero as T -> co or /l(oo) = 0. This behavior makes it suitable for 
representing the failure rate of units exhibiting early-type failures, for which 
the failure rate decreases with age. When such behavior is encountered, the 
following conclusions can be drawn: 
• Bum-in testing and/or environmental stress screening are not well 
implemented. 
• There are problems in the production line. 
• Inadequate quality control. 
• Packaging and transit problem. 
17 
For P = l,yi{T) yields a constant value of —, or, 
Z{T) = A = -
This makes it suitable for representing the failure rate of 
chance-type failures and the useful life period failure rate of units. 
For P>\, X{T) increases as T increases and becomes suitable for 
representing the failure rates of units exhibiting wear-out type failures. 
For 1 < /? < 2 the X{r) curve is concave, consequently the failure rate 
increases at a decreasing rate as T increases. 
For p-2, or for the Rayleigh distribution case, the failure rate 
function is given by 
1 
fj'\ 
hence there emerges a straight-line relationship between X{r) and T, 
starting at a value of /l(r) = 0 at T = 0 and increasing thereafter with 
2 
a slope of -^. Consequently, the failure rate increases at a constant 
rate as T increases. Furthermore, if 77 = 1 the slope becomes equal to 
2 and X{T) becomes a straight line that passes through the origin with 
a slope of 2. 
When p>l theA(r) curve is convex, with its slope increasing as T 
increases. Consequently, the failure rate at an increasing rate as T 
increases indicating wear-out life. 
18 
PROBABILITY DENSITY FUNCTION 
• A change in the scale parameter rj has the same effect on the 
distribution as a change of the abscissa scale. 
• If ;/ is increased, /3 is kept the same, the distribution gets stretched 
out to the right and its height decreases, while maintaining its shape 
and location. 
• If 77 is decreased, while f5 is kept the same, the distribution gets 
pushed towards the left (i.e. towards its beginning, or 0) and its height 
increases. 
1.4 THE MUKHERJEE-ISLAM MODEL 
The model proposed by Mukherjee and Islam is 
f{x:e,p) = {pieP)xP-\ (1.4.1) 
where O,p>0\Q<x<e 
It is defined by cdf as 
(xY 
F{x)= - (1.4.2) 
is easily tractable, has a finite range (6), and includes several important 
distributions as particular cases. For example. Uniform and Exponential 
distributions correspond to /? = 1 and p = 00 respectively. 
It is possible to introduce a location parameter at a time a (i.e. a time before 
which failures can not occur), and therefore, write the density function as 
p(x-a)P~^ f{x) = ^ , a<x<a + e, e,p>0, a>0 (1.4.3) 
OP 
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It cim easily be shown that the asymptotic distribution of the smallest of n 
observation from this distribution has the pdf 
g(t) = np{x/0)P-^ exp[-n{x/0)P] (1.4.4) 
This is the well-known weibull density function and arises in the statistical 
theory of strength. 
1.4.1 RELIABILITY AND FAILURE RATE 
IS 
For a mission timeJfo? reliability of equipment having this failure time 
distribution is 
FiXo)=i-(Xo/e)P 
The failure rate at time X is 
0P-XP 
since, 
r'(X) = (^^-^^)PiP-^)^^~^+P^^hp-^) 
{dP-XPf 
The distribution is increasing failure rate (IFR) so long as p>l, when 
p < \y(X) > 0 if X > Xi and r'iX) < 0 if X < X] 
where 
eP{p-\) + XiP=0 
or 
X^=0il-pfP. 
This distribution (with;7<l) remains decreasing failure rate (DFR) at least 
over the first quarter of its life and then the failure rate increases 
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monotonically. [The fraction —^zz(y-py'P has the minimum value of VA 
for ()</)< 1 ]. 
The average failure rate over the interval (0,t) is, 
- {\it)\og[F{t)]=-(i/oiog[i - {tie)P]. 
Cleady this is increasing in t for all P > 0. Thus, the distribution is IFRA 
though not IFR over the entire range oft. 
Given that equipment has survived up to time X, the probability that it will 
survive until x + y is — =^—=^  
F{x) 
I 
1-
1-
e 
(x\ 
\P 
J 
p 
(1.4.1.1) 
For p>l, F{x + y)is smaller than F{x)F{y) = 1- rx}P 1- fy\P and 
hence the distribution is new better than used (NBU). 
The conditional mean remaining life works out as 
rF{x)dx/Fit)^^-
•* o + l 
-t, (1.4.1.2) 
p  l QP ~tP 
which is an increasing function oft. This distribution is new better than used 
in expectation (NBUE) if 
{^p^^ .fP^^Ye^eP -tp)-^[eP -tp]<Q. 
or if {e-i)tP {p^\)-p^\^P-tP]<0, 
or if {p + l)e-tP'-^-p'eP<Q. (1.4.1.3) 
The distribution is otherwise new worse than used in expectation (NWUE). 
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1.4.2 ESTIMATION OF RELIABILITY 
To estimate reliability from a sample of observed failure times, we have to 
estimate the parameters 0 and p. To obtain the maximum-likelihood 
estimates (MLEs) we note that the likelihood function L = p" d~"P KX^ 
is ever decreasing in 0 and that Z(„-| the maximum observation, is the 
maximum likelihood estimator. For p, the MLE becomes 
1 
P = log^-logX 
(1.4.2.1) 
where logX = arithmetic mean of logX values. Taking the MLE of 0 
diSX(n\, this gives 
1 
P = (L4.2.2) iogX(„)-iogjr 
An easier method of estimation is the method of moments. If the first two 
sample moments X and S are equated to fi\ and ^2 •> respectively, P has 
to be estimated from /? v + Ipv - 1 = 0, where v = sjX giving 
p = -\ + 
and then 
\ . ' 
AV2 
V2. 
= -1 + 1 + — 
e=P^x. (1.4.2.3) 
CHAPTER 2 
ACCELERATED LIFE TESTS 
2.1 INTRODUCTION 
Many devices such as electronic items have very high reliability when 
operating within there intended normal use environment. This presents 
problem in measuring the reliability of such devices because a very long 
period of testing under the actual operating conditions would be required to 
obtain sufficient data to estimate the reliability. Even if this testing could be 
accomplished, the time frame is such that the devices may become absolute 
before their reliability is established due to the high rate of technological 
advances. Also, it would be difficult to conduct the testing in laboratory. 
One solution to the problem of obtaining meaningful life test data for high 
reliability devices is accelerated life testing. This type of testing involves 
obseiTing the performance of these kinds of devices operating at higher 
stress levels than usual to obtain failures more quickly. In order to shorten 
product life, it is a well established engineering practice to use certain 
stresses or accelerating variables, such as higher levels of temperature, 
voltage, pressure, vibration, etc., than the normal operating level. 
The main difficulty of accelerated life testing lies in using the failure data 
obtained at the accelerated, or higher stress, condition to predict the 
reliability, mean life, or other quantities under the normal use condition. 
Extrapolation from the accelerated stresses to the normal use stress is done 
by choosing an appropriate model, called an Acceleration Model The 
choice of an acceleration model calls for a knowledge of the variation of 
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failure behavior with environment. In parametric methods, this involves 
functional relationship between the parameters of the failure distributions 
and the environmental stresses. The relationship may also involve unknown 
parameters. In non-parametric approaches, where no specific form of the 
failure distribution is specified, the change in the failure distribution due to a 
change in environmental stress is assumed. In either the parametric or non-
parametric all unknown parameters must be estimated from the accelerated 
test data in order to extrapolate to the normal use stress. 
Four acceleration models are used, i.e. power rule model, the Arrhenius 
model, the Eyring model, and the generalized Eyring model. These models 
will be discussed by Mann, Schafer, and Singhpurwall (1974). 
2.2 ACCELERATION MODELS 
The use of acceleration life testing to make inferences about the normal use 
life distribution requires a model to relate the life length to the stress levels 
that are to be applied to items being tested. This model is referred to as the 
acceleration model. 
Here some acceleration models that have been used in parametric and non-
parametric method will be described briefly. 
In parametric, suppose the life time random variable X^ of items in an 
environment described by a constant stress level F,- has a probability 
distribution F {t;Si) depending on a vector of parameter 0j. Two 
assumptions which are made (Mann, Schafer, and Singpurwalla, 1974) are 
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(i) The change in stress level does not change the type of the 
lifetime distributionF (?; ^) , but changes only the parameter 
values, 
(ii) The relationship between the stress level V and the parameters 
^, say 0=m {V',a,/3..), is known except for one or more of 
the acceleration parameter a, |3... and that the relationship is 
valid for a certain range of the elements of V. The objective 
here is to obtain estimates of the parameters a; p... based on 
life test data obtained at large values of V and makes 
inferences about 0 for the normal use stress VQ . 
The exponential distribution with parameter X is widely used as a lifetime 
distribution. So the acceleration models will be discussed here for 
exponential distributions. Several authors have considered other lifetime 
distributions such as Weibull (Mann, 1972, and Nelsen, 1975), extreme 
value (Meeker and Nelson, 1975, and Nelsen and Meeker, 1978), and 
lognormal (Nelson and Kielpinsiki, 1976). Suppose that under constant 
application of single stress at level Vf, the item being tested has an 
exponential lifetime distribution with mean ///given by 
/ ^ {t; Aj) = Aj Qxpi-Xjt), t>0,i>0 
= 0,otherwise 
Then jui=\/Xj is the mean time to failure under stress level Vj. The 
following acceleration models (relationships between A/ and Vj) have been 
suggested in the literature. 
25 
2.2.1 THE POWER RULE (OR INVERSE POWER) MODEL 
This model can be derived by considerations of kinetic theory and activation 
energy. This model has applications to fatigue testing of metals, the 
dielectric breakdown of capacitors, and aging of multi component systems. 
The model is 
jUj=aVr^, a>0,j3>0 
and this implies that the mean time of failure //, decreases as the /3^ power 
of the applied voltage F . it is desirable to estimate a and /3 from life test 
data at stress levels V^,...,V^ and make inferences about ju ='^1 ^ Q at the 
normal use stress V^. 
2.2.2 THE ARRHENIUS MODEL 
This model expresses the degradation rate of a parameter of the device as the 
function of its operating temperature. It is usually applied to thermal aging 
and is applicable to semiconductor materials. Here 
Ai=Exp(a-j3/Vi) 
is the model, where Vj denotes the temperature stress and a and ^ are 
unknown parameters to be estimated in order to make inferences about AQ at 
normal temperature level VQ . 
2.2.3 THE EYRING MODEL FOR A SINGLE STRESS 
This model can be derived from principles of quantum mechanics and its 
expresses the time rate of degradation of some device parameter as a 
fiinction of the operating temperature. Here 
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is the model. 
2.2.4 THE GENERALIZED EYRING MODEL 
This model has application to accelerated testing of devices subjected to a 
constant application of two types of stresses, one thermal and one non-
thermal. The model is 
where a,^?Lnd rare unknown parameters to be estimated, K denotes 
Bolt2mann's constant, whose value is 1.38*10" erg / degree Kelvin, and 
7} is the thermal stress level and Vj is the non-thermal stress. In the absence 
of a non-thermal stress, this model reduces to 
Ai=aTiexp{-^/Ti). 
Chemoff (1962) considered an accelerated model for exponential lifetime 
with mean //,• = (aVj + ^Vj ) where a>0 and ^>0were unknown 
parameters. Chemoff also considered model for three dimensional vector 
stresses 
In partially non-parametric approaches to inference from accelerated life 
tests, no particular form of the lifetime distribution is assumed, but an 
acceleration model is used (see for example Shaked, Zimmer, and Ball, 
1979, Selhuraman and Singpurwalla, 1982, Shaked and Singpurwalla, 1982, 
Basu and Ebrahimi, 1982, Shaked and Singpurwalla, 1983). Shaked, 
Zimmer, and Ball (1979) assumed that the K accelerated stress level 
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V],...,V}^\^QYe selected of stressesf^-,^y, i,j = 0,l...K, a known function m 
existed. Therefore the lifetime distribution satisfied. 
Fvjit) = Fy.[m(Vj,Vi,t)],t>0 
where a is an unknown parameter, the form of /y. is not assumed to be 
known. Various choices of m give the power rule, Arrhenius, Eyring, etc., 
acceleration models. The other references assume models for special cases 
ofm. 
In a totally non-parametric setting, there is no assumption made about the 
form of the lifetime distribution at the various stress levels or about the form 
of an acceleration model. In this setting, the life distributions are 
stochastically ordered with respect to increasing levels of stress (Barlow and 
Schever, 1971) or that the lifetime distribution at two distinct stress levels 
differs only by a scale change. For these procedures, it must be assumed that 
failure data are available fi-om the normal use stress as well as from 
accelerated stresses. 
The design aspects of accelerated life testing experiments involve the 
selection of stress levels. The number of stress levels, and the number of 
items to be tested at each stress level. A null-designed estimator allow for 
censoring. 
2.3 EXPERIMENTAL PLANS AND LIFE TEST PROCEDURE 
In some situations, physical constraints related to the problem under study, 
or a lack of prior knowledge about the problem, can make precise planning 
of an investigation difficult. In well-controlled situations, on the other hand, 
experiments can often be planned to satisfy defmed objectives. Much of the 
discussion concerns life test procedures, for several reasons. One is that life 
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test plans with stated economic objectives are important in many areas and 
widely used. A second reason is that many of the considerations involved 
with them are relevant in planning any lifetime distribution investigation. 
Finally, by examining different experimental plans for the relatively simple 
exponential model, we gain insight into the difficuhies of designing plans 
for other distributions. 
The most common life testing problem involves testing a specific value 6Q 
of 6 against values less than^o-
Life test plans are generally designed so that the size and power of the test at 
some particular value d\ < 6^ are specified. The size of the test is defined as 
a = P{rejectHQ):0 = eQ 
and the power function, defined for 6\<dQ, is given by 
P{dx) = P{rejectHQ\e = ex) 
2.3.1 TYPE II CENSORED (NON REPLACEMENT) LIFE TEST 
PLANS 
Consider the problem of testing the hypothesis 
on the basis of a type II censored sample containing the r smallest lifetimes 
t(\\<...<tL.\ in a total sample of size n. For a given r and n, a size 
uniformly most powerful test of HQ versus H\ exists and has acceptance 
rule of the form 
2 
Accept //o \ie>Ca = ^ ^ , a (2.3.1) 
2r 
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where 
'^  = tS^(/)+(«-''>(A-)]/^-
For any positive integer r one can get a size a test. If we also require the 
power of the test at ^ = j^ to be 1 - y^ , then 
but if (9 = (9i then IrOIG^ n X{2r) ^^ ^^ 
p(A)=p(^<^) 
Thus / 2 r ' l - ^ = 2rC^/^, or since Q =^0J(^ 2r) 
2r 
4/")'^ 0\ 
^(2r) '^~^ 0^ 
(2.3.3) 
Hence to make /'(^j) equal to 1-/^ we must choose r such that equation 
(2.3.3) is satisfied. 
2.4 SOME OTHER LIFE TEST PLANS 
There are many ways to run a life test experiment. Other possibilities include 
plans with Type -1 censoring, a mixture of Type -1 and Type - II censoring 
or a sequential procedure. In addition, tests can sometimes be run with 
replacement, whereby new items immediately replace items that fail, so that 
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there are always n items on test. Still another possibility is to use partial 
replacement, replacing only a portion of the failed items, A few plans are 
given below, 
2.4.1 TYPE II CENCORING WITH REPLACEMENT 
Sometimes it is feasible to replace failed items immediately, with the result 
that n items are continually on test. If the test is terminated at time T^., of 
the rth item failure, then there is Type-II censoring with replacement. The 
likelihood function is 
where J ] / , is the total observed lifetime, or the "total time on tesf. Since 
there are n items on test at all times and the test terminates at time T^,^ /. 
must be equal to nT^. and T^  is sufficient for 6. 
2.4.2 TYPE I CENCORING WITH REPLACEMENT 
If failed items are replaced immediately, so that n items are always on test, 
and if testing terminates at some pre specified timeZ-Qj then there is Type-I 
censoring with replacement. The likelihood function is 
where r is the observed number of failures and J / / is the total time on test. 
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2.4.3 TYPE I CENCORING WITHOUT REPLACEMENT 
If each device that fails is not replaced by a new one and if test is terminated 
after a pre-specified number of failures have occurred. In a Type-1 censored 
test the time length is specified to be some fixed number LQ . The Likelihood 
function is 
•,'" 
CHAPTERS 
AN ACCELERATED MODEL FOR RECURRENCE DATA 
3.1 INTRODUCTION 
Analysis of the reliability of a repairable system has drawn much attention 
recently. The data from a repairable system are often called "recurrence 
data". Recurrence data usually come from sampling a system in different 
ages. It is common in areas of manufacturing, reliability, medicine, and risk 
analysis. Examples include the repeated failures and repairs of a machine, 
the warranty claims of manufactured products, the repeated patient visits to a 
physician, the repeated reoccurrence of tumors, and the repeated adverse 
events of a patient in a long-term clinical study. 
The goals for studying a repairable system may include: (1) assessing 
whether the replacement rate increases with age; (2) predicting ftiture events 
to determine the number of replacements needed in the fiiture; (3) assessing 
whether the first failure time can be used to model the time between failures, 
thus, using a renewal process in modeling the recurrence data; and (4) 
assessing the covariate effect such as the treatment effect in a clinical trial or 
the batch effect in a manufacture. In the literature, both parametric and 
nonparametric methods are proposed in analyzing recurrence data. In testing 
the covariate effect, there are also semi-parametric approaches such as the 
Prentice-Williams-Peterson model (Prentice et al., 1981), the Andersen-Gill 
model (Andersen and Gill, 1982) and the Wei-Lin-Weissfeld model (Wei et 
al., 1989). These semi-parametric approaches are Cox proportional hazards 
based models. The most commonly used parametric models are Poisson 
process (homogeneous and non-homogenous), renewal process, and the 
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superimposed versions of these models. Nelson (1988) proposed simple 
graphical methods for the repairable system data and then extended these 
results by presenting a plot and new confidence limits for censored 
recurrence data (Nelson, 1995). Lawless and Nadeau (1995) extended 
Nelson's (1995) nonparametric approach to more general models, which 
include covariate adjustment. Lawless and Thiagarajah (1996) presented a 
general model which connects non-homogenous Poisson processes (NHPP) 
and renewal processes that allows for adjustments for covariate. Sen (1998) 
proposed a piecewise exponential (PEXP) model by assuming the times 
between failures (TBFs) are independent exponential random variables with 
me£ins {T/ju)f~ , where ju>0, r>land / is the ith time between failures. 
the NHPP model assumes that the intensity changes continuously over time 
regardless of the failure history. The PEXP model extends NHPP by 
considering step intensity, which is not a continuous intensity. For a 
comprehensive review of major approaches in the analysis of a repairable 
system, see Ascher and Feingold (1984). 
As Nelson (1995) pointed out, assumptions such as 
i. Poisson (homogenous and non-homogenous) process; 
ii. Renewal process; and 
iii. Repair that restores a system to like-new condition ('as good as new' 
that implies a renewal process) or like-old condition ('as bad as old' 
that could be modeled by a Poisson process) are unnecessary. 
Therefore, a new model is proposed in Sec.3.2. Two data sets, one with 
censored data and one without censored data, are use to illustrate the model 
in Sec. 3.3. In Sec. 3.4, the model is extended to include covariate and / or 
time. 
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3.2 AN ACCELERATED MODEL 
Consider a real data set from a manufacturer, where a Dye device was used 
to punch a hole in a piece of metal. The database included the problem code, 
the Dye number, the tool number, the time the problem is noted and the 
repair completion time. Data from the same Dye number and the same tool 
number were considered from the same system. The data set includes the 
observation of repeated failures and repairs for 52 systems from 1992 to 
1997, there are no censored observation since any censoring was not 
measured. Originally, this data set was recorded without any particular 
purf)oses in mind. Later, the management reviewed the information to 
determine if prevention maintenance should be performed. They reviewed 
the information to determine if preventive maintenance should be 
performed. They specifically wanted to know whether the first failure time 
could be used for the time between failures (TBFs); and therefore, a renewal 
process could be used. It is reasonable to assume that systems work 
independently of each other and only observable covariates, such as the 
maker, contribute to system performance (Lindqvist et al., 2003). All the 52 
systems are from the same maker. Therefore, it is reasonable to assume there 
is no need to distinguish among the 52 systems. 
In order to answer the question "can the first failure time be used as the time 
between failures?" the log-TBFs are plotted against the number of failures in 
contrast to plotting the total (cumulative) failure time in a traditional way. 
This plot treats the number of failures as a dummy accelerating factor and 
borrows the general strategy for analyzing the accelerating life testing data 
by examining a scatter plot of time versus the accelerating factor (Meeker 
and Escobar, 1998). The advantage of this plot is that the "trend" for the log-
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TBFs over time can be seen very clearly. Figure 1 shows the results for the 
manufacturer data. The plot on the left side displays each log observation 
1-
I I 
Jr 
J 
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Figure 1. A oew way displaying the recurrence data, 
and the solid line is the linear interpolation between the mean values of the 
log-TBFs, while the plot on the right side shows the box plot of the log-
observation and provides more information since it verifies whether the log-
TBFs have the same distribution in addition to their shifted means. 
Figure 1 indicates that the mean of log-TBFs has an approximately linear 
trend against the number of failures. In other words, the means of log-TBFs 
fall in an approximately straight line. It should be noted note that constant 
mean log-TBF values are considered as a straight line but with a slope of 0. 
In addition, the boxplot in Fig. 1 also indicates that the distributions for each 
log-TBF are similar. Let T^  be the failure time between {k - \)th failure and 
kth Failure. Hence r, is the first failure time. Assume that Tj^_x and Tj^ are 
independent. From the linear trend in Fig. 1, a possible model is 
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log(Tk) = S + Zx{k-l)+ek, (3.2.1) 
where Gy{.are i.i.d. LetA = 1, and note that log(ri ) = S+EI implies the 'error' 
term S+ e^^has the same distribution aslog(ri). Of course, the observed first 
failures are samples from the 'error' distribution, thus Eq. (3.2,1) leads to 
log(r^)^Ax(^-l)+log(ri), (3.2.2) 
where AdB means that A and B have the same distribution. Thus, we 
haveTj^dfi ~ xT\, where y^  = exp(/l)>0 andlog(ryt)'s are independent. 
Therefore,Tyj.fif yffxry^_], which means that there is a 'discount' for the 
times between each two consecutive failures, 
or log(r;t )i log(y )^ + log(7]t-i )dA + log(7]t-l) > 
which means that there is a shift for the log-TBFs between each two 
consecutives failures. Theoretically, J3 can be any positive number. Note 
that this relationship implies that there is a proportional mean instead of the 
proportional hazards between two consecutive failures. Thus, this proposed 
model is less restrictive than the proportional hazards based model. The A:th 
total (cumulative) failure time X/^ for a system is 
Xk =Ti+T2 +... + Tk =Yi +j3Y2+jBh^ +... + /3^-\, (3.2.3) 
where Fj =T\ is the first failure time, T]^= P ~ Yj^ and 7i,...,7^are i.i.d, 
with a density function / ( / ) . 
Let iij denote the failure time between G-l)th failures and the 7 th failure for 
ith system, i = l,2,...,m, j = \,2,-,nj, where m is the number of systems in 
use, and rij is the total number of failures for zth system. The likelihood 
function is 
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1=1 y=l/^-^ 
/ 
' / > 
where f{t) is any continuous distribution . Note that this Hkelihood function 
is constructed for the case without censoring. 
REMARKS 
1. If J3=l, then the assumption 'as good as new' holds. In this case, 
the model can be reduced to the renewable process fitting, and the 
repairs are 'age-free'. Hence, the first failure time can be used as 
the time between failures. In this case, waiting for a considerable 
length of time to obtain the TBFs is not required for making 
inferences to achieve some of those objectives mentioned in Sec. 
3.1. 
2. If /?7t 1, then the assumption 'as good as new' does not hold. In 
this case, the repairs are 'age-dependent'. 
a) When j3< \, which is the usual case in practice, deterioration in 
repair is occurring. Thus, the expected number of events up to time 
t is not finite. 
b) When /^> I, which is not common in practice, improvement in 
repair is occurring. An example for this type of repair can be found 
in software testing. The lifetime of software is improved after each 
repair, i.e., debugging. Therefore, ^ describes the repair-effect in 
the repair process. Hence, fi is the repair-effect (or cure-effect) 
parameter. 
3. /? has a practical meaning. If y^  < land there is a kQ such that 
/]^^E(Ti)is very small, then repairs may not be conducted after 
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(^ 0 + l)th repair. Otherwise, the system will not work long enough 
to warrant future repair. 
4. This model has fewer assumptions and has computational 
advantages over some existing models. The renewal process fitting 
assumes TBFs are i.i.d. fi-om an unspecified distribution. The 
homogenous Poisson method assumes TBFs are i.i.d. fi-om an 
exponential distribution. The non-homogenous Poisson process 
fitting assumes independent increments for the number of failures 
in disjoint intervals, where one needs to decide the normal lapping 
intervals and specify the form for the non constant rate of 
occurrence of failures to construct the likelihood (Meeker and 
Escobar, 1998). The PEXP model assumes the TBFs are 
:r-\ 
independent exponential random variables with means (r///) , 
where // > 0,r > 1 and / is the z th time between failures. Variance 
computations in nonparametric methods are often complicated, and 
the confidence interval is often too wide (Nelson, 1995). The semi-
parametric approaches assume a proportional hazard. However, 
model (3.2.3) only assumes TBFs are independent with 
proportional means, and its computation can be performed by the 
traditional maximum likelihood estimate (MLE) method. 
5. If there are censored observations, let 
\J;; is a failure time 
[0, otherwise, 
then likelihood fiinction is 
39 
m Hi 
I Z 
/ - I 7=1 
iSi, 
P y-1 
/ 
P 7-1 y^ 7-1 
1-^// 
(3.2.4) 
where S{t) is the survival function of Y\. In a typical situation, 
usually only the last observation is a censored observation. 
6. The likelihood of the model depends only on the repair parameter 
p and the distribution of Y^ i.e. the first failure time. An empirical 
distribution can be obtained easily by pooling the first failure time 
and using empirical or graphical methods to find a reasonable 
distribution (Lawless, 2003; Meeker and Escobar, 1998; Nair, 
1981). 
Using the MLE of <9 = (y5,^) from model (3) where <j> are the 
parameters in the distribution of Y\, the expected A:th total (cumulative) 
failure time can be estimated by 
Y.P'~^E{Y^) = ^-^E{Y^) jfp^X 
M(fi) ,ifp = \ 
Also, the expected time between {k - \)th failure and the kth failure can be 
estimated by y^^~^£(ri). 
Since the MLE is used to estimate the parameters, the information 
matrix I{6) = E 
c 1 \ 
\ 80' 
is used to estimate the covariance matrix of(9^/^, 
where 1(0) is the log-likelihood function. By using the approximate 
normality of(9 /^g wA^(6',/"^(<9^/e)), a confidence interval can be 
constructed for the expected kth total (cumulative) failure time and the time 
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between (k - \)th failure and kth failure through 5 - method. In general, an 
approximate 100(1-a)% confidence interval for g(^)can be constructed as 
g0mle)±^\-a/2[gX^mle)r\e^le){g\0rnle)f]^. 
There are many ways to improve the normal approximation such as log or 
logit transformation that depends on the type of function g{6) (Meeker and 
Escobar, 1998). 
It is important to test HQ :^ = \to assess whether the first failure time can be 
used as the time between failures; and therefore, the renewal process would 
fit for the recurrence data. To achieve this, a confidence interval for ^ can 
be constructed, and it is evaluated to check whether 1 is included in it or not. 
If the inference is only fory ,^ then the existing accelerated time regression 
methods can be applied to Eq. (3.2.1) to make the inference. 
3.3 TWO EXAMPLES 
3.3.1 DYE-DEVICE EXAMPLE 
Let us revisit the manufacturer recurrence data at the beginning of Sec. 3.2. 
The data set includes the repeated failures and repairs from 52 systems. 
Some questions that should be answered for this manufacture data set are: 
(1) Does the replacement rate increase with age? (2) Can the first failure 
time be used as the time between failures? (3) How often will a replacement 
we needed in the fiiture? 
The probability plot for assessing a Weibull distribution of the pooling the 
first failure times is shown in Fig. (2a). A very reasonable linear line in the 
plot indicates that a Weibull distribution fits the data reasonably well. 
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Henc(3, the suggested density function of Y^ is 
m (t y-' 
\ri) exp K1. 
,t>0. 
The log-likelihood function for the Weibull distribution is a nonlinear 
function of parameters {J3,/,TJ). After minimizing the log-likelihood, the 
final estimates are 
f= 0.994, ;;= 49.024, and ^= 0.8866. 
Thus, the expected first failure time is 
E{YO = rjr 1 + A 
r. 
49(clays). 
The approximate 95% confidence interval for /? is [0.755, 1.018] using the 
traditional'MLE asymptotic normality theory through the Wald method or 
[0.765, 1.028] using the log-transformation. Both confidence intervals 
include 1; therefore, the first failure time can be used as the time between the 
failures. Thus, a renewal process can be used to fit this data set, and the data 
do not provide evidence against the assumption "repair is age-free". 
Using MLE asymptotic normality theory, the approximate 95% confidence 
internal for the expectation of the first failure time is [12, 87] days. Note that 
if the pooled data from only the first failure times are used, the MLE 
estimate of the expected first failure time is about 52 day, which falls inside 
the 95% confidence interval [12, 87] from model (3.2.3). 
To evaluate how well the proposed model fits the data, the Weibull 
probability plot is used for the first failure time only in Fig. 2 (a), where the 
solid line is the estimates fi-om the proposed model. Figure 2(a) indicates a 
very reasonable fit. Since a renewal process can be used to fit the data (i.e., 
all TBFs can be pooled together), the Weibull probability plot is also used 
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for all combined TBFs in Fig. 2(d). Again, Fig. 2(b) indicates a very 
reasonable fit. Hence, the proposed model performs very well for this data 
set. In Figs. 2(c) and (d), the Weibull survival function 
S{t) = exp 
is applied to both the first failure time and the combined TBFs, where the 
solid line is the Kaplan-Meier (K-M) estimate and the dotted smooth curve 
is the estimated Weibull curve. The graph indicates that the 95% confidence 
on ly Firs« TBF combine All TBFs 
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Figure 2. The goodness-of-lh of the proposed model to the Dye-de^'ite data, (a) and (b): the 
Weibull probability plot where the solid line is the ebtiinates from the proposed model, (c) 
and (d): The step-curves are the K-M estimate and its confidence intervals, and the smooth 
curve is the final estimated Weibull curve from the proposed model. 
interval of the Kaplan-Meier estimates covers the Weibull survival curve. 
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Note that the confidence interval in Fig. 2(d) is much narrower than that in 
Fig. 2(c). Therefore, all TBFs should be used to construct the confidence 
interval instead of only the first failure time, even though the first failure 
time can be used as the time between failures. 
3.3.2 A SIMULATED DATA SET 
In practice, the first failure time often follows a Weibull distribution or a 
J-
-4 
Number of Failures 
Figure 3. The scatterplot of the simulated data, where # represents the censored 
observations. Solid line: the linear interpolation of the MLE of the log-TBF value 
from each number of failures; Dotted line: the linear interpolation of the mean 
value of the non censored log-TBF value from each number of failures; Dashed line: 
the linear interpolation of the true value of log-TBF value from each number of 
failures. 
Lognormal distribution. In this subsection, a data set is simulated to mimic 
the situation from the first example; however, the observation is from a 
lognormal distribution instead of a Weibull distribution. Let the time 
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between failures for each one of the 52 systems comes from a log-normal 
distribution such as 
log(7>) = 5-0.4x(A:-l) + 2 e , 
where G is a standardized normal random variable and k is the number of 
failures. In other words, the log-TBF is from a normal distribution with 
different mean values for different number of failures. Each system will 
have up to five failures or censored observation if the total observation time 
is 500 or above. The scatterplot of the data is shown in Fig. 3, where # 
represents the censored observations. 
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First, the maximum likelihood estimate of the log-mean value from each 
failure time is derived and listed in the "individual failure time" column of 
Table 1, which is also plotted in Fig. 3. as shown in Fig. 3, there is a 
decreasing trend. The probability plot of the pooled first failure time (were 
not shown here) indicates that a lognormal distribution fits the data 
reasonably well. 
Second, the accelerated time regression method is applied to Eq. (3.2.1) to 
make the inference. Thus, /I = -0.4232 and it shows statistical significance 
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with a p-value of 0.0001, and the 95% confidence interval of l i s (-0.6312, -
0.2152). In other words, y^  = 0.6550with the 95% confidence interval 
(0.5320, 0.8064). TTherefore, the failure time is age-dependent and the 
failures cannot be modeled as a renewal process. The estimates using the 
pooled data for the log-mean value and the scale parameter of each failure 
time are also listed in the "proposed model" column of Table 1. The model 
provides an estimate with a smaller bias and better precision for the location 
and scale parameter than those obtained from individual failure times as 
indicated in Table 1. 
3.4 SUMMARY AND DISCUSSIONS 
In this section, an accelerated model was proposed to fit recurrence data. 
The model was conceived from an accelerated time regression method by 
using the number of failures as a dummy covariate. A graph that plots the 
log-TBFs versus the number of failures was proposed to detect any trend for 
log-TBFs over the number of failures in general. The model relaxed some 
assumptions used by existing approaches. In addition, this model also 
studied the repair-effect (or cure-effect). Two data sets demonstrated the 
usefiilness of the proposed model. 
The proposed model can be thought of as an extension of the PEXP model 
considered by Sen (1998) in the sense that the proposed model allows a 
distribution other than the exponential for the TBFs, It is a model with 
proportional mean instead of a proportional hazard. 
In this model, the repair-effect coefficient P was studied. It served as a 
connection between two consecutive TBFs. In Sec. 3.2, the repair effect-
effect coefficient was considered as a constant in each consecutive time 
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between failures. If the repair-effects are not the same, then model (3.2.3) 
can be extended to 
or, 
r, + P{tx,x-d)Y2^ ..Mhr,e)P{t2,x;d)...p{tk_x,x-G)Yj,, 
if the repair-effect coefficient is considered as a function of previous TBF's 
and/or covariates, where ^{t,x;9)is any positive function, for example, 
P{t,x;6) - exp(r3 + bx + ct). A covariate x can be the treatment factors in a 
clinical trial or batch factors in a manufacture. An important special case 
[sP{t,x',9) = tx^{a + bx). The likelihood function can be constructed and 
other inferences can be made similar to what had been done previously for 
the simple case in this section. A more general case is given by 
\og{Tk) = S^h{k~U)+^k^ (3.4.1) 
where h{t,x',6)\s a smooth function with h{(i,x;6)=Q. Hence, 
Tj^d^exp(h(k - l,x;6)) x Tj. 
Since systems are sometimes already in use when the observation starts, the 
renewal processes are often expressed such that Ti does not have the same 
distribution as the other Tj's (Grimmett and Stirzaker, 1992). This situation 
is also under the frame of the proposed model. Following the same idea of 
Sen (1998) in proposing the PEXP model by considering a step density 
instead of a continuous intensity in NHPP, the smooth function h{t,x;6) in 
the general case of Eq. (3.4.1) can be replaced by a step function such as 
5 + I{k-\)xm{x,0), 
where I{t) is an indicator and m{x,6) is a smooth function. Note that in 
this extension, the Tj^'s are no longer independent (distribution of Ti 
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depends on Tj since the latter scales up or down the former), but the 
likelihood still have a form similar to the one in (3.2.4). 
In order to obtain the MLE, it is suggested that the log-likelihood be 
maximized directly with first and second derivatives supplied. If only the 
first derivative equations are solved with information fi-om second 
derivatives, a local maximum point of the log-likelihood function is often 
obtained. 
Further research can be conducted into the construction of a formal test for 
the "proportional mean" assumption evidenced in Fig. 1, for the constancy 
and lack of time dependency of the repair-effect/?. Note that the likelihood 
for censored observations is only valid when the observations are right 
censored. Further studies can also consider extending the proposed model 
for other types of censoring (left and interval) since they are often 
encountered in the recurrent event. For example, two situations mentioned in 
the introduction, where the occurrences of tumors and repeated adverse 
events in a log-term study often have interval-censored observations. 
CHAPTER 4 
l^LATIONSHIP BETWEEN THE COX, LEHMANN, 
WEIBULL, AND ACCELERATED LIFETIME MODELS 
4.1 INTRODUCTION 
The accelerated lifetime (AL) model, proportional hazards (PH) model and 
Lehmarm model are popular regression models in semi-parametric survival 
analysis. The Weibull model is one of the most important models in 
parametric analysis. We shall study the relation between these four models 
in this chapter. 
Given a survival function S with density function f (with respect to a 
measure which is either the Lebesgue measure or a counting measure or the 
sum of them), the hazard function is defined by h(y) = f(y)/S(y), where 
iS'(>') == lim^ ^  S{t), and the integrated hazard function is defined by 
H = -\nS. In this chapter, we assume 7 > 0 with probability one, thus each 
S satisfies S(t) = 1 for / < 0 and is only needed to be defined on t>0 
Suppose that Y is a random variable depending onxeX{czRP), denoted 
by YIX, where R^ is the p-dimensional Euclidean space. Y | x satisfies the 
PH model if its hazard function h (. |.) satisfies 
hiy\x) = Hx)ho{y)ify>T (4.1.1) 
where HQ is a hazard function, ^^  is a positive function, 
T = ii\xp{t:SQ{t)>0},md SQ is a survival function. Moreover, when 
hQ{t) = pyt^~^ for t > 0 and p,y> 0, Y\ x satisfies the Weibull model. Y\x 
satisfies the AL model if 
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S{y\x) = So{y/(^{x)) (4.1.2) 
where ^ is a positive function. Y | x satisfies the Lehmann model if 
Siy\x) = (So(y)f'^''^ (or, H(y\x) = i/^(x)Ho(y)), (4.1.3) 
where H(.|.) = -InS(.|.) and HQ^-IHSQ. In view of (4.1.3), one can also 
call the Lehmann model the proportional integrated hazards (PIH) model. 
Let A be the range {^(xy.xeX] (see (4.1.2)) and let (B be the range 
{i//{x):xeX} (see (4.1.1) or (4.1.3)). Hereafter, we assume the following. 
A(l). JL and (B both contain 1 and are not singleton sets. Moreover, 
there is a 1-1 onto map from (BtoA, say g:b\-^a. 
Cox and Oakes (C and O) (1984, p. 71) first study the relation between these 
models. They show that the WeibuU model satisfies both the PH and AL 
models, and they claim that: 
"The AL and PH models can both hold only if the 
Survival fiinctions follow the Weibull form." (4.1.4) 
Doksun and Nabeya (D and N) (1984) construct the following family of 
analytic non-Weibull distributions that satisfies both the PH and AL models; 
thus, (4.1.4) is false in general. 
Example 4.1 LQtS{y/x) = {sQ{y)^^^'> where i//{x) = e'^^^, XGZ,Z is the 
collection of all integers, 5*0 (y) = e for y > 0, and G(t) = r + sin ?. 
Then {S (. | x): x G Z} is a family of analytic non-Weibull survival ftinctions 
that satisfies the PH model (4.1.1) and AL model (4.1.2) with (/>{x) = e'^'"''. 
D and N also establish (4.1.4) under two additional assumptions as follows. 
One of them is A(2). 
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A(2). Ji contains at least two finite and positive elements, i^ and52, 
such that In5]yin52 is irrational. 
Proposition 4.1 (D and N) Statement (4.1.4) holds if the survival function of 
Y I X w absolutely continuous and both Al and hi hold. 
Lemma 4.1 'Neither of the PIH and PH models implies the other. However, 
if the survival function of Y\x is absolutely continuous and 
y 
^oiy)= jhQ{t)dt,y>0, then Y\x satisfies ?}i model iff it satisfies the 
- C X D 
PIH model. 
Since the survival function of Y\x is absolutely continuous in Proposition 
(4.1), the PH model and the PIH model are the same. Thus, under the 
assumption in Proposition (4.1) 
IfY\x satisfies both the PIH and AL models, it is Weibull. (4.1.5) 
The key assumption for (4.1.4) or (4.1.5) to hold is A(2), which can be 
violated if ^ is a subset of rationals, in particular, in the two sample 
problem. Of course, A(2) is violated in Example 4.1. It is conceivable that 
(4.1.4) and (4.1.5) holds under A(2), without the restriction of absolute 
continuity. 
From the application point of view, it is more interesting that (4.1.4) and 
(4.1.5) does not hold. Then it suggests that there is a class of families of 
distributions that satisfies the PH (or PIH) and AL models, but not Weibull. 
Example 4.1 and Lemma 4.1 suggest that there are at least two families of 
analytic survival functions that satisfy the AL, PH, and PIH models. It is of 
interests to investigate whether it is also true for families of survival 
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functions that are absolutely continuous (but not analytic), continuous (but 
not absolutely continuous), discontinuous (but not discrete), or discrete. 
In view of Lemma 4.1, one may wonder whether it is possible that Y\x 
satisfies both the PIH and PH models in some cases that the survival 
function of Y\x is not absolutely continuous. 
In some simulation studies, people make use of discretized Weibull 
distributions. Since the Weibull model satisfies the PH, PIH, and AL 
models,, it is of interest to find out whether the discretized ones also have this 
property. 
4.2 MAIN RESULTS 
Since the case that (4.1,4) or (4,1.5) fails is more interesting, we present in 
Example 4,2,1 more families of continuous or discontinuous non Weibull 
distribution that satisfy both the PIH (and PH) and AL models. 
Example 4.2 Let (//{x) = Qxp{jUx) and ^(x) = Qxp(0x). Define four 
functions ofG, 's as follows. 
00 
(1) G](0= Y,{{t-kf+k)\{tG[k,k + \M&,M) = {-lA),^hQYe 1(A) is 
A:=-oo 
the indicator function of the event A. 
00 
(2) G2it)= J^ik + Cit-k))\itE[k,k + \)),i3,M) = i-U),^hQTQC{,)isthQ 
A:=-oo 
Cantor ternary function. 
00 
(3) (^ 3(0= Y.(^-k)litE[k,k + lM^,M) = i-ia)-
k=-<Xi 
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00 
(4) G4(/)= Y.^litG[k,k + iMO,M) = (-l,l). 
k=-<x> 
The function G\ is absolutely continuous but not analytic, G^ is continuous 
but not absolutely continuous, G, is discontinuous but not discrete, and G^ is 
discrete. Each of them induces a baseline survival 
functions^oCO^expC-expCln/)). Letting {S(y\x) = SQ(y))^^^\ where 
xe 2; Gj induces a family of survival functions that satisfies the PH, PIH, and 
AL models, and the other three induce families of survival functions that 
satisfies both the PIH and AL models, but not the PH model, even though 
Gj induces a family of continuous survival functions. 
The proofs of the examples as well as the proofs of the theorems and the 
remark in this section are given in the Appendix. 
Theorem 4.2.1 If Y\x satisfies A(l) and satisfies both the PH and AL 
models then its survival fimction is absolutely continuous. 
In view of Theorem 4.2.1 if Y\x satisfies both the PH and AL models, it 
also satisfies the PIH model. In order to characterize the conditions which 
guarantee that a family of survival functions satisfies the PH (or PIH) model 
and the AL model, one can ignore the PH model. 
Theorem 4.2.2 Suppose that G is a non-decreasing and right continuous 
function, and satisfies 
lim^_^_oo G{t) = -00, lim _^^ oo G{t) = co and 
G{t-\ng{b)) = G{t)^-\nb \fbeB and^teR^ (4.2.1) 
where g is given in A(l). Denote 5o(0 = exp(-exp(G(lnO))for ?>0 and 
FQ={Si.\.):Si.\b) = iSQ{.))^,be(B}. ThenS^ is a survival fiinction. 
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Moreover, the family FQsatisfies both the PIH and AL models iff {A.IA) 
holds and either (4.1.2) or (4.1.3) holds with b = ^ (x) and g{b) = (2)(x). 
The theorem provides a simple way to construct a family of survival 
functions that satisfies the PIH (or PH) model and the AL model. In view of 
Theorem 4.2,2 Examples 4.1 and 4.2 one can easily construct more 
examples with the properties similar to G/ 's in Examples 4.1 and 4.2 with 
B-{b\b- exp(//x),x e Z and the fixed // in each cases. Moreover, one can 
construct similar examples with x belonging to a subset of rationals. 
Proposition 4.1 and Theorem 4.2.1 yield the following statement. 
Theorem 4.2.3 Under A(l) andA(2), statement (4.1.4) holds. 
Finally, we present a theorem parallel Theorem 4.2.3. 
Theorem 4.2.4 Under A(l) andA(2), statement (4.1.5) holds. 
If iSois absolutely continuous, the PH model and the PIH model are the 
same by Lemma 4,1, otherwise, they can be different by Example 4.1, In 
some simulation studies, people make use of discretized WeibuU 
2 X 
distribution. For instance, given survival functions S]^{t\x) = Qxp{-t e ) 
for />Owhere xeCaR , there are at least two discretized Weibull 
models: F^  = {5(, |.): 5(r | x) = exp(-[?])^ e^, / > 0, x G C} ,and 
F2 = ]5(.I.):S{t 1 x) = e~^^^^^ ^\>0,xec[ where [t] is the largest integer 
that is less than or equal to t. 
Remark 2.1 The families of discretized Weibull distribution Fiand Fj 
satisfy the PIH model but neither the AL nor the PH model. 
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By theorem 4.2.1, it is impossible that Fj and F2 satisfies the PH and AL 
model models simultaneously. What is striking is that Fj and F2 satisfies 
neither the PH models not the AL model. However it is possible that a 
discretized PH model is again a PH model. 
Example 4.3 DefineF3={5(.|.):5(.|y5) = (5o(Of^,y^GC, where 
5o(/)-expH^) = 2-^ i f /e [ /^ , /^_ l ) , for/^ =ln2^k=0, 1,2, ... Then 
F3 is Einother family of discretized Weibull distribution. Moreover F3 
satisfies both the PIH and PH models, but not the AL model. 
4.3 APPLICATIONS 
We shall discuss several model detecting methods related to the four models 
in section 4.3.1 and apply these methods to three real data sets in section 
4.3.2. 
4.3.1 DIAGNOSTIC PLOTTING METHODS 
For convenience, we assume that^(x) = exp(//'A;) and ^(jc) = exp(^'x), 
where JJ! is the transpose of jn and 6,jieR . Recall that if there are only 
two covariate levels x\ and X2, then: 
(Tl) a common diagnostic method for the PH model is to plot the graphs 
of the estimates in H(.|A:])and lnH(.|x2) (that is, plot 
y = \nH{x\x\)), and to check whether one is (roughly) the shift of 
the other along the vertical axis (see, e.g.,Lee,1992). 
(12) a common diagnostic method for the AL model is to plot the graphs 
of the estimates of the survival ftinctions of InF ] X\ and InF | X2, to 
check whether one is (roughly) the shift of the other along the 
horizontal axis due to (4.1.3). 
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While (T2) is a correct method, (Tl) is actually not for checking the PH»'^  
model, but for the PIH model unless one further assumes that r\x is 
continuous. Since Examples 4.1 and 4.3 suggest that the class of families 
that satisfies both models is quite large, (Tl) and (T2) together provide a 
diagnostic method for this class of families. However, (Tl) and (T2) are 
only applicable for discrete data. We shall introduce another method at the 
end of this section. 
(Tl) and (T2) tests can be used to check whether Y\ x satisfies both the PIH 
and AL models, but are not enough that F | x is Weibull. If F | x satisfies 
both the PIH and AL models, then ln//(j^|x) = //'x + ln//o(>')- To check 
whether Y\x is Weibull, we only need to check whether 
//o(y) - py^ ,y>0, or equivalently, 
lnH{e^\x) = ju'x + lnp + rt. (4.3.1) 
We shall discuss several diagnostic methods for checking whether a 
regression data set is from Weibull distribution. We shall only discuss the 
methods for right-censored (RC) data, (M/,^pX/), i= 1... n, as it is typical. 
Here, M/ is the minimum of Yjand the censoring time, and Sj is the 
indicELtor function of {M^ = l^}. A generalization to complete date or other 
types of censored data is straightforward. 
Suppose that there is a covariate level, sayxj, such that there are many ties 
atX]. A graphic model checking method for the Weibull distribution based 
on (4.3.1) is as follows. 
(T3) (1) Derive the generalized maximum likelihood estimate (GMLE) of 
the survival function S(.|x) (Kaplan-Meier estimate here) for the 
group of RC data with x values equal xj, denoted by 5} (y). 
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(2) Plot y = \n{-\nS{e^)) and check whether it appears to be a 
straight line. If it does, then it suggests that Y\x has Weibull 
distribution. 
Method (T3) is only applicable to discrete data. At each level x, we only 
utilize the data (M/,<^/,X/)'s with Xj = x in our estimation. The draw back 
is that it certainly reduces the efficiency of the estimate. However, it does 
not involve the estimates of the parameters 0 and//. The remaining methods 
do not have the restriction that x takes finitely many values, and the 
estimators utilize the whole set of data. However, we need to estimate the 
parameter // or^, in addition to estimating the baseline survival 
function ^Q. There are two more graphic model-checking methods due to 
(4.3.1) for the Weibull distribution: 
(T4) (1) Estimate //under the PH (or more precisely, PIH) model by/). 
Then estimate the baseline survival function SQhy a consistent 
estimator, say S{t) = e~ ^^\ where 
H(t) = Y ^,:= , d i is the number of deaths at 
Gj, aj's are the distinct values of l^ - 's and R (<3y)is the collection of 
indexes i satisfying Mf > a.(see C andO, p. 108). 
(2) Plot the graph of y = \n{-\nS{e^)) and see whether it is roughly 
linear. 
(T5) (1) Estimate 6 under the model. In Y=6'x + e, using the Buckley-
James estimator (BJE) (Buckley and James, 1979) or semi-parametric 
MLE proposed by Yu and Wong (2003, 2004), denoted by^. Then 
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esitimate the survival function SQ by the Kaplan-Meier estimate or 
other consistent estimate S(t) based on "RC data" 
(M,exp(^'x,),^,)'s. 
(2) Plot the graph of y = ln(-ln5(e )) and see whether it is roughly 
linear. 
In order to assess how well these methods work, we present one set of 
simulation study results in Fig. 1. We generate n=50, 150, and 500 RC 
observations from the Weibull distribution with survival 
function5'(jv I^x) = exp(->' e ) , y>0. The censoring distribution is the 
uniform distribution on (0, 2) and the x values are in (0, 1). The censoring 
rate is about 0.48. We use Splus in our simulation. By commands coxph ( ) 
and survfit (), we can get the (?/,^(?,)j's, where S is the estimate of SQ in 
Lemma 4.1. Then we plot (which corresponds to plotting y=ln(-ln5'(^^))). 
The graphs for the three sets of data (corresponding to the three sample sizes 
n) are plotted in Fig.l (the top three). They appear reasonably linear. We 
also plot the regression lines of these data. We further generate RC data 
from the lognormal distribution with the similar censoring rate and plot the 
corresponding curves. They (the bottom three) do not appear linear. 
Another diagnostic method for checking both the PIH and AL models, 
which is applicable for any data, is 
(T6) To plot the two graphs of y = S{x) and y = S{x) obtained in (2) of 
(T4) and (T5), and check whether they are roughly the same. If so 
Y\x satisfies both the PIH and AL models. 
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Figure 1. Simulation result on Mdliod (T4). (Comparing lognonnal (bottom 3 plots) to 
Weibull (top 3 plots)) (Sample sizes: n = 50 (left), 150 (middle). 500 (right)). 
If the data are interval censored, we can compute the GMLE of 
(//,5o)based on the likeHhood with S{y\x)={S(^{y)) . For details we 
refer to Finkelstien (1986) for the PH (or PIH) model, and Yu and Wong 
(2003) for the AL models. 
4.3.2 REAL DATA EXAMPLES 
We have shown that there is a large class of families that satisfies both the 
PH and AL models. 
In this section, we apply the methods developed in Section 4.3.1 to three real 
data sets. Two of them are from the literature and one is our own data. The 
plots of the real data suggest that one of they may have the Weibull 
distribution, one of them may not have the Weibull distribution but may 
satisfy the PIH and AL models, and one of them cannot satisfy the PIH and 
AL models at the same time. 
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Figure 2. Diagnostic plots for three real data sets. (Leukemia data (left), Cancer data 
(c«iiter). Heart traniiplant data (right)) {Sample sizes: n = 42 |left). 375 (middJe). 69 (right)). 
Example 4.4 (Leukemia Data) 
The daita are times of remission of Leukemia patients and can be found in C 
and O. some patients were treated with drug 6-mercaptopurine (6-MP), and 
the other were serving as a control. The covariate was the indicator function 
that the patient belongs to the treatment group. Each group has 21 patients. 
Cox and Oakes (1984, p. 38) applied this data set to the Weibull model. Our 
diagnostic plot supports their fitting. The estimate of the regression 
coefficient under Cox's model is -1.57 and the BJE is 0.30. The diagnostic 
plot of >-= In(-In 5 (^e'^ )) using method (T4) and the plot of 
y = \n{-\nS{e^))using method (T5) (see the left figure of Fig. 2) both 
appear somewhat linear, and they are roughly the same. The minor 
separation between them is due to the difference in two estimation 
procedures. Thus our diagnostic plots suggest that the data may satisfy the 
Weibull, PH, PIH, and AL models. 
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Example 4.5 (Cancer Research Data) 
Our diagnostic plot method is applied to a standard breast cancer relapse 
follow-up study based on data from 375 women with Stages I-III unilateral 
invasive breast cancer surgically treated at Memorial Sloan-Kettering 
Cancer Center between 1985 and 1990, The median follow-up duration was 
46 months. If a patient did not relapse toward the end of the study, then her 
relapse time was right censored. Of the 375 observations, 300 were right 
censored (no relapse); the other 75 patients have relapses. Bone marrow 
micrometastasis (BMM) was determined for each woman at the time of 
surgery An important question is whether remission duration is related to 
the extent of initial tumor burden defined as 1 (# Of BMM cell detected 
>14). The estimate of the regression coefficient under the Cox's model is 
0.402 and the BJE is -0.302. We plot the graph of using method (T4) and the 
graph of y = ln(-lniS(e^)) using method (T5) (see the figure in the center 
of Fig, 2). It appears that the two graphs are roughly the same. However, the 
graph does not appear to be linear. It suggests that the data may satisfy both 
the AL model and the PIH model, but not the Weibull model. 
Example 4.6 (The Stanford Heart Transplant Data) 
The data and the detailed description can be found in Miller (1981, p. 156). 
We make use of right-censored survival times, indicators of death, and ages 
of the recipients at time of transplant. The estimate of the regression 
coefficient under Cox's model is 0.0546 and the BJE is -0.0641. We plot the 
graph of y = \n{-\nS{e )) and using method (T4) and the graph of 
y = \n{-\nS{e^)) using the method (T5) (see the figure on the right of 
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Fig.2). The graph do not appear linear nor the same. Thus it suggests that the 
data do not satisfy the AL model or the PIH model. 
4.4 COMMENTS 
We shall make several comments on the implications of our findings. 
The significance of our studies is that we have found a large class of families 
that satisfies both the PIH and AL models. In fact, we provide a real cancer 
research data that may satisfy both model but not the Weibull model. Unlike 
the results in D and N, 5'oin (4.1.3) does not have to be analytic. Instead, 
5*0 can be absolutely continuous, continuous, discrete, or discontinuous. It 
justifies the practice of applying both the AL and PIH (or PH) models to 
regression data simultaneously. 
We have shown that under A2 if a model satisfies both the PIH (and PH) and 
AL models then the model is Weibull. However, in applications it is not 
clear how to check the validity of A2. Thus, if the data suggest that both 
models are possible, and then we can use the methods suggested in Section 
4.3 to check whether the Weibull model is possible. 
In general, the PIH and PH models are different. If the survival function of 
YIX is absolutely continuous, the two models are equivalent by Lemma 4.1. 
Otherwise neither of them implies the other. 
Our results in Section 4.2 indicate that the PIH model may be more usefiil 
than the PH model for the following reasons: 
(l)Cox proposes a conditional likelihood and a partial likelihood 
approach making use of the PH model with RC data to estimate 
the regression coefficient without involving the baseline survival 
function 5*0. These two approaches are successful for continuous 
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random variables. In most applications of the PH model, it is 
assumed that Y | x is continuous, thus it is a PIH model as well. 
(2) In proof of Proposition 4.1, D and N use 
equalityS{y\x\=SQ{y))'^^^\ In the proof of theorem 4.2.1 we 
make use of '(4.1.1), but not ^( j ' | x |= ^Q (y))'^^''^. It is worth 
mentioning that in many extensions of the PH model, people use 
the form S{y\x\= SQ{y))'^^^^ in the semi-parametric likelihood 
without the assumption of absolute continuity (see e.g., 
Finkelstein, 1986; Li and Pu, 1999; Scheike and Martinussen, 
2004; Sun, 2006, p. 18). Thus the models they make use of are not 
the PH model, but the PIH model. It is important to notice that 
neither of the two models implies the other. 
(3) Some people consider the families of discretized WeibuU 
distribution as given in Remark 2.1 to be a PH model. This is a 
mistake, as many of them really only satisfy the PIH model. 
(4) Theorem 4.2.1 says that there is no family of non-absolutely 
continuous survival functions that satisfies both the AL and PH 
models. However, Example 4.2.1 indicates that there is a large 
class of families of non-absolutely continuous survival functions 
that satisfies both the AL and PIH models. It is worth mentioning 
that a non-absolutely-continuous survival function may still be 
continuous. 
4.5 APPENDIX 
We shall give the proofs of theorems. Remark 2.1, and Examples 4.2.1 and 
4.2.2 here. 
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Let 
b = i//{x)and a = ^{xy, (4.5.1) 
The a^g{b) for all beB and g(l) = l by A(l), (4.1.1) (or (4.1.3)) and 
(4.1.2). 
Proof of theorem 4.2.1 
We shall assume that Y | x satisfies both the PH and AL models and show 
that it leads to a contradiction unless SQ in (4.1.2) is absolutely continuous. 
The random variable F | ;c is one of the four types: (1) continuous, (2) 
discrete, (3) the mixture of the foregoing two, (4) none of the above. Since 
YIX satisfies the PH model by assumption, and the hazard function is not 
defined in the case of type (4), it suffices to show that the assumption that 
71X is of type (2) or (3) leads to a contradiction. 
Let iS'(.IX) and h{.\x)be the survival function and hazard function of Y\x, 
respectively. In view of (4.5.1), abusing notations, denote 
-S(t|x) = 5i(t |b), b e B and /?(t IX) = 
52(t|a), aEA 
/^,(t|b), b e B 
^^  ' ^ (4.5.2) 
/22(t|a), a e A 
The family {Si(.\.):hi{.\b) = hho{.),bEB} satisfies the PH model, where 
/20C)-/?i(.|l).The family 
{52(.|.):^2(t|a) = 5o(t/a),te(-oo,+oo),aGA} 
satisfies the AL model, where SQ(t) = 82(^1), as \ e A and 1 E 5by A1. 
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First consider the case that 71 x is discrete. If F | jc satisfies the PH model, 
then by A(l) there exists a,b {^l) eB such that /zj (. | b) = bhg (.) • Notice 
that by (4.1.1) for each distribution in the PH model, the support of the 
distribution, that is, the collection of points at which its density is positive, 
does not depend on b. Consequently, Y | x since also satisfies the AL model, 
the support of the distribution in the AL model does not depend on a (e A) 
either. 
Let /2 (. I •) and /Q be the densities of ^2 (. |.) and 5*0, respectively. Since 
Y\x, xis discrete, 
/2(t I a) - foit/a)foraU ae At {by (4.1.2) and (4.5.2)), (4.5.3) 
and foito)>^ for some point tQ>0. Let t^t^a, then 
/2( t | a ) = /o(^/«) = /o(^)>Oby(4.5.3)and(4.1.2). 
Note that 
/^2(t|a) = /2( t |a ) /52( t - |a ) = / o ( / / « ) / 5 o ( ? » = ^(^/«) 
by (4.5.2). Since Y\x satisfies both models, h2{t\a) = hx{i\b) by A(l), 
where a = g(b). Moreover, h2(t\a) = hi(t\b) = bhQ(t),for all t<T (by 
(4.1.1)). It implies that 
HQ (t/a) = bhQ (t) for all ^  < r , (4.5.4) 
or equivalently, by letting s = t/a, 
b~\is) = hoisa) for all s < r/a. (4.5.5) 
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By (4.5,4) and (4.5.5) and by induction on k, we have 
hQ{t/a^) = b^hQ{t)for all A: € Zand for all beB. By Al, without loss of 
generality (WLOG), we can assume b^\. Then 
ho{to/a^) = b%(tQ)-^oo as k^co if b>\, 
as k-^-x> if b<\. 
However, if Y\x is discrete, Agis a probability and thus \e[Q,\], 
contradicting hQ{tQ/a )->oo. The contradiction shows that if 7 | x is 
discrete then it cannot satisfy both the PH and AL models. 
Now consider the case the Y | x is a mixture of continuous and discrete 
random variables but is not continuous, and assume that it satisfies both the 
PH and AL models. Then there is a point tQ that is a discontinuous point of 
SQ. Now we can show that (4.5.4) and (4.5.5) hold for each discontinuous 
point / by a similar argument as in the discrete case. Thus we reach a 
contradiction again. 
Proof of Theorem 4.2.2 
For given G, it is easy to show that SQ is a survival function. Note that 
Git) = H-lnSo{e')) = \nHoie'). 
For given B and A, denote 
F},={Si.\.):S{.\b) = iSo{.)f,beB},md 
F^ = {S{.\.):Si.\a) = So{.\a),aeA} 
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where a = g{b) are given in (4.5.1). Note that (4.1,2) is equivalent to 
H Q{y\x) = H Q{y I a). Thus, Y\x satisfies both the PIH and the AL model 
iff H{y\x) = HQ{yla)dind (4.1.3) holds, or equivalently, iff (1)(4.1.3) holds 
and(2) HQin(4.1.3) satisfies 
Hiy/a) = bHoiy). (4.5.6) 
By taking logarithm on both sides of (4.5.6) and letting y = e'^ 
andG{t) = \nHQ(e^), (4.5.6) is equivalent to the condition 
G{t -\na) = G{t) + \nb for all t and for all beB. (4.5.7) 
This completes the proof of Theorem 4.2.2 
Proof of Theorem 4.2.4 
WLOG, we define y/{x) = e^^ and ^{x) = e^^. WLOG, we shall further 
assume that p=l. Otherwise, there is always a coordinate of 0 (or x), say 
Oj ^ 0. Then let all but the ith coordinates of x (or ^) be zero. In such a 
case, it again reduces to the case p = l, Then write b = e^^ and a = e ^. 
Recall a = g{b) and gil) = l by (4.5.1). 
By theorem 4.2.2 Y \ x satisfies the PIH and AL model iff (4.2.1) holds and 
either (4.1.2) or (4.1.3) holds. (4.2.1) can be written as 
G{t-ai) = G{t)^Pi V/, (4.5.8) 
where e^' G 5and af = \ng{e^^). 
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By A(2), there are two ai's such that (4.5.8) holds, and a\la2 is irrational. 
Since the Weibull distribution has //o(0 = P^'''5^>0,/>Oand yO>0, it 
suffice to show that G{t) (= ln//o(^ ) = liip + 3^ 0 is linear in t. 
Since H^is monotone, so is G. Thus there is a continuity point of G , say 
at u. We shall show in the end of the proof that (4.5.8) yields 
G{t -kai-ma2) = G{t) + k/3x+mP2foi* all k,meZ. (4.5.9) 
Let K(0 = G(0 + —^ and c = p2-^(^2- Then for each ^ and for all 
A «1 
k,meZ , 
(1) F( / -a i ) = f^(0(by(4.5.8))and V(t-kaO = V(t) (by(4.5.9)) 
(2) V{t-a2) = V{t) + c (by (4.5.8)) and V{t-ma2) = V{t) + mc{hy 
(4.5.9)); 
(3) Fis continuous at u (as G is); 
(4) V{t-kai -ma2) = V{t) + mc (by (1) and (2)). 
It is well known that if ocil^l ^^  irrational, then the SQt 
{ka\ +ma2',k,m e Z} is dense in R (see, e.g.. Theorem 438 in Hardy and 
Wright, 1959, p.375). In particular, there is a sequence kja\ +/w/«r2 -^ 0 
(clearly, | mjkj |-> oo as / ^ oo.). Note that V{u - kja^ - mja2) = V{u) + rrijC 
(by (4)), which yields lim nijC = 0, as F is continuous at u. It follows that 
/->oo 
c = 0,as I mjki |-> oo and ki,mi GZ . 
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For all t&R, there is a sequence Pjai+qja2,Pi,gi EZ such that 
t - piai - qia2 -> u. By (4) and by 
c = 0, V{t) = V{t - pjai - q^ai) -> V{u). Consequently, 
V{u) = Vit) = G{t) + ^t. Thus, G{t) is linear in /. The proof will be 
«1 
completed after we establish (4,5.9). 
By (4.5.8) we have 
G{t - kai) = G{t + [\- k]ai -ai) = G(t + [1 - k]aj) + /?/ 
= G{t + [2 - k]ai -aj) + Pi = G{t + [2 - k]ai) + 2Pi . 
Inductively, we can show that G{t - kaf) = G{t + [m- k]ai) + mpi for each 
positive integer m and for each integer k.\ik = m{> 0), we have 
G{t - kai) = G{t) + kPj. If k = 0, we have G{t) = G{t + maj) + mpj, which 
yields G(t •\-mai) = G(t) - mPj, where - w <0. Thus 
G(t-kai) = G(t) + kPifor keZ and 
G{t -ka\-ma2) = G{t ~ka\) + mp2 = ^(0 + ^A + ^^2' 
for all k,mEZ, which is (4.5.9). This completes the proof of the theorem. 
Proof of Remark 2.1 
We shall only prove that F? satisfies neither the PH model nor the AL 
model, as the proof for Fj is quite similar. Throughout the proof, we assume 
t>0. 
(1) (To show that F2 does not satisfy a PH model). Since the density is 
/ ( t | x )= . - [ ' - ' l ' ' ^ ' - . - [ " ' ' ^ ' , i f r = lA... 
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its hazard function is 
m^)=-—--^^—=\-e^^^-'y-''\ift=\x... 
If F2 satisfies the PH model, we have h{\\x) = y/{x)h^{t), where x&C, 
and 
//0(0 = ^(t10) = 1 -e«^-^) '-^ ' \ r = 1,2,3,... 
then//(.|l) = ^(l)/?o(.) implies that /?(l|l)//?o(l) = (//(l) = /2(2|l)///o(2), 
I.e., r = Ki)= r-^r- = r'' T' 
l-e-^ l _ / 2 - l / - 2 0 l -e-3 1-^-1 
which yields a contradiction. Hence, h{.\x)^\i/{x)hQ{) and F2 does not 
satisfy a PH model. 
(2) (To show that F2 does not satisfy the AL model). If F2 satisfies the AL 
model, we can write its survival function 
^2(t16*) = 5o{te^\e^R,where ^2(t10) = ^Q(0 = e"^^^^,^>0. 
If ^2 (. 16) = Si. 11) for some 0, then ^2 (11 ^) = -^ (l 11) • That is, 
exp(-[e ] ) = exp(-e), which is a contradiction, as [e ] is an integer but e 
is not. Consequently, F2 does not satisfy the AL model. 
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Proof of Example 4.2 
By theorem 4.2.2 it suffices to verify that for 7 = 1,2,3..., G = Gj satisfies 
(4.2.1) with \na = \n^{x) = Ox = ~h and \nb = \n[j/{x) = jLix = h,h&Z. 
Since the proof is easy, we only give the proof for G\. For each integer k 
and for each te[k,k +1], 
Gl{t-ex) = Gx{t + h) 
= {t + h-{k + h)f +{k + h) {ast + hG[k + h,k + h + l]) 
= {t-kf+k + h 
= Gi{t) + h(astE[k,k + l]) 
-Gi(t) + ^x. 
Thus (4.2.1) holds. Moreover, (4.1.3) holds by definition and it completes 
the proof for Gj. 
Proof of Example 4.3 
Verify that / ( t | /?) = 2 " ^ ^ -2"(^"^)'^,yt = l,2,.... 
Thus h(t\/^) = l-2~^ ,k = l,2,.... Moreover, Ao(0 = ^ (t|0) = l/2. It 
follov/s that h{t | /?) = ^(/?)/zo(t), for i = 1,2,...., where 
i _ P i//{j3) = 2-2 ^ .Thus, F3 satisfies the PH model. It follows from 
Theorem 4.2 that F3 does not satisfy the AL model. Otherwise, F3 does not 
contain discrete distribution functions. 
CHAPTER 5 
TEST-BASED INTERVAL ESTIMATION UNDER 
THE ACCELERATE FAILURE TIME MODEL 
5.1 INTRODUCTION 
In survival analysis, the accelerated failure time (AFT) model is an 
importiant alternative to the popular proportional hazards model of Cox 
(1972). The AFT model relates the logarithm of the failure time linearly to 
the covariates, with the model error distribution unspecified. One standard 
inference procedure is based on the class of weighted log-rank estimating 
function (Tsiatis, 1990). As shown by Ying (1993), among others, there 
exists a zero crossing to a weighted log-rank estimating function that is 
consistent and asymptotically normal. Note that Ritov (1990) extended the 
estimating function of Buckley and James (1979) and showed his class is 
asymptotically equivalent to that of Tsiatis (1990). 
However, weighted log-rank estimating functions are neither monotone in 
general nor continuous, which gives rise to difficulty with root-finding and 
variance estimation. As an exception, the Gehan estimating function is 
monotone (Fygenson and Rivot, 1994) and its root-finding can be carried out 
with the linear programming technique. The difficulty with variance 
estim.ation is due to the fact that the weighted log-rank estimation functions 
are not differentiable. Therefore, the sandwich variance estimation does not 
apply. To address this issue, Parzen et al. (1994) developed a resampling 
approach and Huang (2002) proposed a computationally more efficient 
sampling based method. Nevertheless, standard approaches to confidence 
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region by inverting the score and Wald-type tests still apply to the weighted 
log-ranlc estimating function. 
Empirical likelihood (EL) method is a powerful nonparametric method. In 
general, EL has unique features, such as range respecting, transformation-
preserving, asymmetric confidence interval, and Bartlett correctability 
(Owen, 2001). The EL approach does not require estimating the limiting 
covariance matrices. Moreover, the confidence region is adapted to the data 
set and not necessarily symmetric. Thus, it reflects the nature of the 
underlying data and hence gives a more representative way to make 
inference about the parameter of interest. In analysis of censored survival 
times, for example, empirical likelihood was used to derived pointwise 
confidence interval for survival function with right-censored data as early as 
1975 (Thomas and Grunkemeier, 1975). 
In linear regression analysis via EL for right-censored survival data, recent 
works includes Qin and Jing (2001) Li and Wang (2003), among others. 
More recently, Zhou and Li (2004) and Zhou (2005a) developed a model-
based empirical likelihood region for regression parameter based on 
Buckley-James and rank-based estimating equations. They do not need to 
estimate the variance matrix when building confidence region. However, the 
constrained maximization of the EL has no closed form and involves n non-
linear equations, where « is a sample size. Since the computation is 
demanding, they applied the modified EM algorithm (cf Zhou, 2005b) to 
obtain it. Moreover the computation was not made with standard approaches 
based on score test and Wald-type test. 
In this chapter, we build alternative confidence regions for regression 
parameter and conduct a comparison study. The rest of the chapter is 
organized as follows. In Section.5.2, we first introduce standard confidence 
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region for regression parameter using score test and Wald-type test. Then, 
we construct model-free empirical likelihood confidence regions for the 
regression parameter. The corresponding constrained maximization of the 
empirical likelihood can be done reliably by Newton-Raphson method. In 
Sec. 5.3, we conduct extensive simulation studies to compare the relative 
performance with other methods. The proof is presented in the Appendix. 
5.2 CONFIDENCE REGIONS 
5.2.1 STANDARD CONFIDENCE REGIONS 
Let 7i,...,r„ be a sequence of positive random variables, usually 
representing survival (failure) times of n patients (items) in a medical study. 
Let Zi,...,Z„be their corresponding (/>xl)covariates sequence. The AFT 
model is to relate the logarithms of survival times, log 7/, to their covariates 
through a system of linear regression equations. 
logTi=j3^Zi+Si, i = l...,n, (5.2.1) 
where /? is a(pxl) parameter vector and G/are independent error terms 
with a common, but completely unspecified, distribution. There exists 
censoring times Q , such that we can only observe 
Xi=ri A Ci,Si =IiTi<Ci)andZi, /• = 1,2,...«. 
Considering the model (5.2.1), the following conditional independent 
censoring is assumed. Conditional on ZpC/is independent of T/ =1,...,«. 
We define 
e^ifi) = hgXi - fZi,Ni{PM) = diI{ei{P)< t) 
and Ri{l3;t) = I{ei{p)>t). 
Write 
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i=\ 
i=\ 
The weighted log-rank estimation function for p is 
1 CO 
U{P) = X M>^;0(2/ - Z{p;t)dNi{p;t) (5.2.2) 
/ = 1-Q0 
where Z{P;t) = S^^\p,t)lS^^\P\t), and ^is a possibly data-dependent 
weight function satisfying Condition 5 of Ying (1993, p. 90). The choice of 
^=1 and (/f = S^ ^corresponds to the log-rank (Mantel, 1996) and Gehan 
(1956) statistics, respectively. 
A 
Write ,i^ ^and p^diS the estimated and true values ofy ,^ respectively. Then as 
Ying (1993), under the regularity conditions, the random vector 
n^'^{p^-pQ)^N{0,Dfv^Df, 
/\ /\ A / \ /V 
where DA - lim„_^oo F^(y^^);here, 
n «> 
D^(^^) = - t \<l>CPft){Zi -Z{pft)f^{X\t)IX{t))dNi{pft) 
n. . 
1=1-00 
2 n =0 
V^{fi^) = - t \^'^CPft){Zi-ZCpft)f^dNi{pft), 
n. 
l=l-<X) 
respectively, where /l(.)is a common hazard function of the error terms. 
Thus using the test based approach (cf. Wei et al., 1990), an asymptotic 
100(1 - a)% Wald-type confidence region for y i^s given by 
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Rx-{P'.n-^U{p)^Vf\p^)U{P)<Xp^{a)} , (5.2.3) 
2 
where j^(cir)is the upper or-quantile of the chi-square distribution with 
degrees of freedom p . Apparently the coverage accuracy of R] mainly 
depends on the large-sample normal approximation, which might be affected 
by sample size and censor rate. 
In (5.2.3) for theF'^(/?^), we substitute ^A with^^. Thus an asymptotic 
100(1 - a)% score test based confidence region for ^ is given by 
/?2 ={/^:n-^U{/^fvf\j3)UiP)<Zp\a)}, (5.2.4) 
2 
where Zp(^) is defined as before. 
5.2.2 MODEL FREE CONFIDENCE REGION 
Zhou (2005a) proposed a model-based empirical likelihood testing 
procedure for the rank-based estimator where the likelihood is defined as 
the censored empirical likelihood of the error variablesej;(y^),/= !,...,«, 
used by Thomas and Grunkemeier (1975) and Li (1995), among others. He 
showed the limiting distribution of log empirical likelihood ratio at the true 
value of regression parameter is a chi-squared distribution. Based on the 
results, he builded confidence region for the regression parameter. 
Now consider an alternative approach based on EL. Let A(/)be the Nelson-
t 
Aalen estimator of cumulative hazard fiinction A(/)= \A(s)ds of e,-. 
- 0 0 
Denote 
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Mi{/^o;t) = Ni(j3Q;t)- lRi{^Q',s)dA(s) (5.2.5) 
- c » 
by simple algebra, we have 
n 00 
^Ay^o) = E j</>(j3o;t)iZi-Z{j3Q;t)dMi(/3o',t) (5.2.6) 
/ = l - 0 0 
Assume the covariates Z,are uniformly bounded. For/ = \,...,n, we define. 
00 
Wi = l'/>{^o-MZi -Zij3o;t)}dMM',t), 
- 0 0 
and summarize the following results as a lemma. 
-1 
Lemma 5.2.1. Under regulatory conditions, (i) n 2 ^Wi >N{(i,VA), 
i=\ 
-1 r 
and(ii)n ^WjWi -^VA in probability. 
/=] 
Thus, the empirical likelihood at rate value ^Q is given 
L(/?o) = sup 
« 
i/=i /=i 
n 
Let p= (/?!,...,/?„) be a vector of probabilities such that ^ A ' ~^' where 
i = l 
« 
" 1 
P/>0,/ = l,2,...,«. Since J^py attains its maximum at / ? / = - , the 
/=1 
empirical likelihood ratio at the true value ;^ Q is then 
n n 
j=\ i=\ 
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by using Lagrange multiplier, we know that R{J3Q) is maximized when 
where /I = (/Ij ,...,/l^) satisfies the equation C N H -^  ^ > ! 
- X - ^ = 0 -V - - ^ - ^ - ( 5 . 2 . 7 ) 
The value of A may be found by numerical search (e.g., Newton-Raphson 
method), see the discussion in Owen (2001). Thus combining the above 
equalities, we have 
- 21ogi?(y^o) = 2|;iog{l + X^Wj}, (5.2.8) 
where X satisfies Eq. (5.2.7). 
Hence, we establish the following theorem. 
Theorem 5.2.1 Assume the above condition hold. Then 
-2\ogR(j3Q)converges in distribution ofXp, 'where j „ w a chi-squared 
distribution with degrees of freedom p. 
According to this theorem, an asymptotic 100(1-«)% empirical likelihood 
confidence region for p is 
R^={P'.-2\ogR{p)<xl{a)}, (5.2.9) 
-^  
where Xvi.^) i^  defined before. 
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5.3 SIT^ULATION STUDY 
An extensive simulation is conducted to compare the relative performance of 
score test based procedure (SCORE), Wald-type procedure (WALD), 
model-based empirical likelihood procedure (MFEL), and model-free 
empirical likelihood procedure (MFEL). The SCORE is based on (5.2.4). 
The WALD is based on (5.2.3) .The MBEL is based on Zhou (2005a). The 
MFEL is based on (5.2.9). We consider the extreme value distribution for 
error term .The covariate is uniformly distributed in [-1,1], and the censoring 
time is Uniform[0,c], where c controls the censoring rate (CR). 
Corresponding to PQ=2, the censoring rates are approximately 15%, 30%, 
45%o and, 60%), respectively, which represents light censoring, moderate 
censoring, and heavy censoring rates, respectively. First we choose (f)=\ 
corresponding to the log-rank statistics. Second, we choose 
^ = iS'^ ^ corresponding to the Gehan statistics. Simulations are carried out 
with a FORTRAN program that is available from the authors. 
5.3.1 SIZE COMPARISON 
We compare the four methods in terms of coverage probability. The sample 
size is set to be 10, 30, 50, 75, andlOO, respectively. The simulation results 
for log-rank and Gehan estimating fiinctions are tabulated in tables land 2, 
respectively. Each entry of the table is based on 10,000 simulated data sets. 
Note that "NA" in the table means the result is not applicable because of the 
failure of EM algorithm in the simulation. 
From tables 1 and 2, we find that at each nominal confidence level, the 
accuracy of coverage probabilities for all methods increases as the sample 
size n increases. As shown in the tables ,all the methods work reasonably 
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size is relatively large .The MFEL ,MBEL ,Waid-type ,and score-best 
coverage probabilities tend to achieve the nominal levels moderate sample 
sizes « = (50,75,100). All the methods work well under censoring rates 
15%,30%,45%,and 69%,respectively ,for moderate sample . 
Now, we compare the relative performance of tow EL-related methods. 
Corresponding to log-rank statistics, from table 1 we see that for small 
sample (n = 10,30) the coverage probability of MBEL is more accurate then 
that of MFEL when censoring rate is 15%and 30%, and the coverage 
probability of MBEL is close to that of MFEL when rate is 45%and 60%. 
That is, the advantage of MBEL disappears when censoring rate is high. 
Corresponding to Gehan statistics, from Table 2 we see that for sample 
(n = 10,30), the coverage probability of MFEL is more accurate then that of 
MBEL. Thus, the coverage probabilities for MFEL and MBEL are 
comparable in general. 
For small sample size (n = 10,30), the model-free empirical likelihood 
method apparently has relatively larger under-coverage, while the Wald-type 
method has better coverage for nominal level 90%, 95%. Note for nominal 
level 99%, when censoring rate increases the empirical likelihood becomes 
relatively better than Wald-type method. In particular for higher censoring 
rate 60%, the empirical likelihood method has better coverage than the 
Wald-type method for nominal level 99%. 
From Tables 1 and 2, we see that the coverage probability of the score test-
based confidence region i?2 based on (5.2.4) is the best among all the four 
methods. The score-based method outperforms EL-based methods 
remairkably. Its good performance may be expected from the fact the 
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estimating function is rank based which is quite robust, stable, and is not 
sensitive to the outliers. 
5.3.2 POWER ANALYSIS 
Now, we do some power comparison for these tests. The null hypothesis is 
that f^ is 0.9, 1.4, 2.6, and 3.1, respectively, i.e., HQ\/3Q=0.9, or 
H():J3Q = 1.4, or HQ :^Q =2.6, or HQ:/3()=3.1. The alternative hypothesis 
is Ha :/?o ^0-9, or H^-.p^^ 1.4, OTH^-.^Q ^ 2.6, or H^ :y9o ^3.1. Let 
sample size n be 30, 50, and 100, respectively. The censoring rate is chosen 
to be approximately 15%, 30%, 45%, and 60%, respectively. In each case 
the powers are based on 10,000 samples and exact critical value 1.96 at 
nominal level a = 0.05 is used. Data sets are simulated with PQ = 2.0 and 
the test HQ is carried out, thus by counting the number of rejection of HQ . 
The corresponding power for these tests is given in Tables 3 and 4, 
respectively. 
From the tables, the power decreases when censoring rates increases and the 
increases when sample size increases. When the value of J3is far from 
PQ =•• 2, the power increases and it is much easy to detect the//^. Since 
from Tables 3 and 4, the power of test y9 = 0.9 is the largest and the power of 
test for p = 2.6 is the smallest among the four values for fixed sample size n 
and censoring rate. 
The power comparisons of four tests are interesting. The powers for MBEL 
tests are close in each case. For HQ :J3Q =2,6, or HQ:PQ=3.\,thQ power 
for SCORE test is smaller than those for MBEL and MFEL tests when 
sample size is 30, 50 and censoring rate is 45%, 60% and the power for the 
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Wald-type test is the smallest among the four methods. In particular, when 
sample size is small or the censoring rate is heavy, the difference is very 
large. For HQ : JSQ =0.9, or HQ : ^Q =1.4, the power for the SCORE test is 
the smallest among the four methods when sample size is very small 
(n = 3(3) and the censoring rate is very heavy (CR=69%). 
5.3.3 CONCLUSION 
Note that all these confidence intervals are test-based, i.e., constructed 
through the inversion of a test. We know that the shorter the average length 
of confidence interval, the better the confidence interval. Since Newton-
Raphson algorithm does not work due to non-differentiable property of 
estimating equation with respect to j3 (cf Huang, 2002), we could apply 
grid search to find confidence intervals for the four methods. We are not 
doing it in this chapter, largely due to the fact that the power analysis serves 
the same purpose. Thus, it is equivalent to do the power analysis for these 
four tests in Sec.5.3.2. The larger the power of test, the better the test and 
more sensitive to detect the alternative hypothesis. 
Before we summarize the comparison results of the methods, it is good to 
have in mind that for the best interval, the coverage probability needs to be 
as close as possible to the nominal confidence level while the average length 
needs to be the shortest. When coverage probabilities of two methods have 
close accuracies, we recommend the method that has shorter length, i.e., 
larger power. Based on coverage probabilities and power analysis, the 
model-based EL method and the model-free EL method are competitive 
methods. Overall, our simulation results suggest that these EL-based 
methods are not better than the standard approach based on the score test. 
The Wald-type method is the least favorable due to the small power. 
82 
8^  
d 
II 
s 
I 
-A 
o 
01 
s 
o 
** .2 
I 
Of 
> 
a 
Q 
o 
II 
w 
ca 
D 
< 
w 
(Si 
O 
U 
w 
u. 
- J 
PQ 
Q 
< 
8 
w 
Li] 
05 
S 
0 
w 
O U 
V3 
>ri -xi rfj (^ 1 —. Tt r- •* (?( -^ 00 ~ \£. O •* 00 — — rs 
o r - o o o o o o — r - -ooooo», o c ^ o o o o O N O o r ^ o o o o o o 
SO «/"i 0 0 0 \ O^ S~^  r-< OS 0 0 
ON 
'^ ^^ ^ J i i^^ V«* ^ * \^-f WW "^^ V 1 t ^ ' ^^ -^  '"'-^ ^ ^ 1 - ^ ^*»' * vw W'-' 
vo 0\ a\ 0\ !?•. o r~ 00 o^ . p rTj — iTj 00 i> — o< — f<"i r« 
o o o p o p & o b i p o p o o g o ^ ^ ^ ^ g § 8 & g g S 
^ - O ^ O O ^ O O s O ^ O s — ' — — <^)'3\— — 0 0 — • c ^ 0 ^ — 
o o o o c x s o c a s o o o o o o o ^ . 3^a^Osooc^ , O^ClOa^^ooooo. 
r^ r»i r- a^ r-) 00 so i» ••O 00 r-- Os O r~ O <N Vi M o^ 
r-^  *~4 m fn Tj- <^ M 1*^  3" ^ —' f^i •^ 'S' ^ 3*. ^- f^i f^ 
o o o s O \ ^ c ^ , o o o ^ a ^ c ^ o ^ c c 0 * ' a ' ( 7 r l 5 ^ t ~ ^ £ ^ ! r ^ o ^ 
ao o^ 0-. o^ . o oo o> ON Os o^ , 2 c^ o^ O', !>. Z 
Tt "^ 00 00 00 "o >A a^ —' — r-j —' f') — OS a, fo —1 "^ i <N 
• ^ t/"! • ^ i!f "rj- ( N •'J- T 1 - " ^ VI i3>. ' :}• -sf V~i T t r ' , f^ -i - ^ r j - i r t 
^ O ; ^ C^ ON O .^ CT'. Ch C ; O", OC CT; O'i 5 ' . ON 0 0 O ,^ i 3 \ CT' 0>. 
t-- 00 NO 00 r- O O-. -> O — —< r-J r - f s < i^ « 0>, 00 00 «*"j 
OS Gfi O^ CTi ON CA O** ON <7> 0 \ ON i?> ON ON ON O*. 5 ^ ON O^ 
W) — r- v~j 00 " t — */••> ^ ON - ^ O' NC «% 00 o^, r-» >!»• ^~ irN 
sC so r-- 00 00 r-- r-* 00 ON os 'v-j '•J5 oc ON o> — iTi r^ oc o \ 
t - ^ o o o o o c o o ' ^ o o o o o o o o t ^ o o o s o c o c r - o o o o o o i x i 
f i O r - w-i 00 " * ON 00 r-i — ^ a . 00 00 <N ^ i n so • ^ v j 
SJ O &i ^  SN S CT^ O O S ^ O^' S S a 8 5^  S t? 
00 a. 00 00 GO 00 00 a. 0\ ON 00 CC. 00 ON O'. 00 00 00 00 
m f i •<4- W) "/o " * • ^ ON '^ ' r-j "^ •— O f S f^i NO C so 00 
r^ONON, O N O . O O C h O N O p Q O O O Q O O N O O ^ ' O ' . 
O O O O O C O O O O O O O O O O O S O * iXl'3~. O s i ? . O N O O O - . C» 'X) 
Q O O « A Q O O O ' ^ ' C 
—. f n iTi r-^  C ' - ' < '^ </•> r - 5 ^ f, 1/-1 r^ O — f'. v-1 
V ) 
U i n i O NO 
83 
in 
C 
0 
II 
w 
-C 
a 
4( 
t 
IS) 
> 
O 
0-. 
a-, 
d 
OS 
O 
OS 
d 
II 
w 
Q 
< 
:^  
u 
o 
Ui 
Q 
< 
o u 
• J 
u 
J 
UJ 
n 
Q 
.J 
< 
O 
u 
C/5 
ON * O. O^ Os O-. OS ^ O .^ OS OS ON OS C^ ©>• ^ . CN O-. <>. OS 
f'. oo •« as OS 0^ , fi <^ > >n 00 so I-- "sf r-- •r-, '^^  IT) r< 
. _„ „ ^ w , - — ^ .^  __- -, • ^ _; rsi vo r^  00 
0>, O-. OS OS OS 00 OS OS OS OS Z ON OS O-^  OS Z O^' O*' C>' OS 
— — _ , — „ . „ — '/^ h~ 00 00 3 . 
O'. o o o o o o o o s o c - i - i t r - r - r - — o o ' * » A O ^ . o s o o s o o s 
O s O o o c i o o s m — O — - ^ • ^ f ^ i r j e - i r - j ' ^ m r<% c-i 
g e o s o O O O O O O S O s O S O S O s O s O s O s O s O ^ . 0». O s O s O S O s 
O ^ ' O s O s O - O s O H O s O N O O K O s O s O s O s O S C T i O s O s OS OS 
Tf ^ — f*-, ' ^ o^ h~ 
^t* 
r j n —. <N - t 'O • * •— t-- OS 
f^ ' ^ '3' ' ^ '•'^ < r-1 ^^ "g- -^ •^ r-4 m ^ - t — OS — c« '•'•i 
O N C S O V O ^ O O O S O ' C T ' O * , c c O ^ O > . C ^ O ^ O O O O O ' O s O s 
o o O ^ O s O N O s t - - . O s O s ! > c ? ; Z 0 S O s 0 s C ^ | 2 ; 0 0 0 s O s O s 
rs l 00 C-- 1 ^ f<-i 00 so ( ^ f-- so -ct OS '/-) f ' l m {~-) 00 • * " ^ f - l 
f < " < • * • : } • T f r t O ,^ r n • ^ T f T f iTi <N r n • ^ • * T— O <"-l '•'"• • ^ 
OS Q^ (?•, O .^ Cf', 00 O^ O'' CTi 0^ OC O*. OS CK O". oc OS O*! ON. ON 
r S 0 0 0 0 O ^ . ' * s O — M C S O s C s O O — ( N - ^ ' V - . — O s ' ^ 
"^ •^ •^ '^ ^ "& 'JTi »'•' ^/'^ trt >r^ ^ ir, v^ iTi >£} Vi «n 2)- ir i 
v ^ C ^ i y i i O * ^ < 7 ' i < 0 > O N ^ . ^ I ^ O N Q V , o s c h ^ ^ i ^ i ^ , OS 
r^ so <* <^ ^ f-j "^  <*> so — Tf o o 00 ''"' ''I O wi v"' —' "^  
oc r- 00 ». Os 00 r-» t» o*. !:^ « 'O r- 00 o>. r-< c-j <r> r- oc 
r ~ - o o o o o o o C ' i ~ - o o o o o o o o r ~ ~ o o o o o e o o i ~ - o o o o o o o o 
r ^ s o v ^ ' ^ ' n - ^ r - ' ^ ON, 00 < ; v ^ ' 3 - r ~ > ' * . ^ O D O s O — 
t ^ c a ^ o o o o P ^ ^ Q O o q S z i ^ S o o o o o Z ^ S o c i ^ e 
f"i "/^ •3- S'. •g- Ei >/-i M op 00 «^ i r ) v-s —• cr 00 Q r- "Ti >n 
r - * . as. C>. * "f 00 O*' 5s OS — 00 00 OS O-, ^ so t'- 00 OS 
o o o o o o o e o o o o o o o o o o o o o o o o o o o o o o r - ^ o o o c o o o o 
<A r--. w, •« so r-1 ON -> r-) 
O O O S O S O O S O S G K O Q 
O O O O O O O S O O O O O O O S O N 
. ^ ^ • O O O N . O O O O s O s O 
O N O O O S O S C W O S O S ^ . 00 0<3Os 
8 00 OS 
— f^i !/•> r-^  
o o o o «/-. Q _« «-, i/-, r^ 
m 
O O O '^i O O O O W) 
— r<i (/-i r^ O ^- <^ i '/s ^ -
84 
0=. 
en 
II 
68 
O 
m 
9> 
t, 
O 
o 
eo. 
u. 
S 
- I 
b j 
as 
D 
< 
O 
U 
!ZI 
- 1 
UQ 
It. 
w 
« 
Q 
< 
tu 
td. 
O 
u 
-1 
m 
CQ 
Q 
J 
< 
u 
OS 0 
u 
- I 
UJ 
u 
n • ^ OO OO 00 'C - ^ t— >C' OC •+ !V| 
C-l — CSv ITi f- (-- <S CT^ 0 \ —1 '-'i l > 
O- —< Tt — Os T^ '>0 f-l oo O* 0> </"> 
0 \ <» Oi •<» I™". ^ — P- ' ' ' — — r— 
r i 'C^  (--• f i >r> r*"! — so o Oi r-j r--(-^  so o, f, T* •js t-- os "i ' ^ o. <"•' 
tri oo On r*"j '>D O" ^^ * '^ "3^  O — ^t 
r i so K. •«* Ci CO -St <^ i «3 t f'l o. 
[ ^ a j t S i W - > t ^ a s f ^ ' ' " i * o r ^ ) r ' i s O 
r»i rt r~ r>4 'n so — <N •* —' —• m 
00 (-- ir, 00 TJ- f . <? — I-- i"^ . Vi — 
M SO 1-- 1* iTr Q ^^ f^  'l^ '"~ O" o 
rO ^ l~- r.) (^ 1^ * — r l t — — f ', 
O oo r t — r-) — wi <S <^< f) \o t~~ 
VI o « M Tj- so 0-. SO •* Oi r - so 
r^i -* r-- (^ J '^ <'i SO —• C-) •* —> — f^ 4 
V I m lyj C 
r^ O' -rf -tf 
Tt V i oo i^i 
Tt Ti oo O 2 . VI go Oi 
00 •^ '-C l^ Q O SO ''•i 
Tf r - M f i * fN f s r t 
s o - * o o f - j — ' O — ' - " o o a — fs| 
r'^ Vi ^ i>5 v i t^ f^  so <^>l O V5 -^ 
r<"i VI oo fN Tt r - c>l f i so r i C4 -^ 
00 O * r-l — a OS so v» £2 ° ° •* 
• - f?i v i r-- r>i Tf so f s f»v ^ rri V j oo 
O s O i O C s O s O O ^ " * — ?:; '*•' '* 
s O V ) - ^ 5 > V j f * i — • ^ O s ' S f r ^ i -
rr) VI 00 C'l ""t f-- r^j ""' "^i —' <N ' * 
00 r-4 o , r-i t 1^ r-^  <S VI o so so 
•^ so o. r-- f) O' vi -It 00 —. 00 r-) 
o o O s a i r ^ O v 0 ^ s c o D O > v i s c a i 
V I r<^  _ 
O Vi Q r'l . . 
00 Os O t^ 1^ 
00 00 Q "•' t*i —• 
1^ m Oi — Oi Tt 
so 00 0-. Vi so Ov 
Q 
tu 
o 
o o f S c — o > r - — - ^ o o v i — v> 
a, vi ci r - r i CT> t-- so op so - t •«* 
r-~ 0\ o^ r - o\ a so 00 o* vj r-. Oi 
c— f^ (> V I 00 r-- r ) — " t ^ f<i » 
o ( 5 0 ^ o ^ r - o ^ 0 ' > o o o o - j ' v * o 
3 
z 
o o o c o 
fn v i o f^  V4 
V) 
o o 
tFi Vl 
6;^  
Vl 
O O fn Vl 
o 
SD 
85 
-J t t ^ O f J — O O O — O — ' i ' ' * i n "O C- r-1 C -a- r-l 1/-1 — iTi r^ i rs( 
\0 00 O-. '^'i t~^ Os -^ ^i OO t^i "^ ^ 
03 so oo 0\ i*^  f • O- •^ "/^  00 f' Tt so 
Q 
- 1 
< 
O' O CO -o r j r-- r-^  — "sT CO "^ "•• 
' ~ ' i — ' O O O ^ ' — >/^  — — ' i ' ^ ' O -
lT'i OO O^ . <^ '^t Q^ —^  '^1 f*- O —• fO 
P4 
o 
u 
f i r^ — oo so r-- <•-, •*»--• ".ri ^ f^ 
r ) WJ OS i*"! oo r t <~^  O r-l — m C 
•>0 CO 0 \ • ^ ^O O'. f ) U"> CiO M 1^ 1 « 
%o © 00 • ^ f 4 a-, i/"! op " t t~- ' ^ '3^ 
r-i • * r- fN rn to fs ^^ »^ i — e^* ' N 
C3 
^ t-~ i n 1^. -et 
r ) vc r^ • * VI 
' ' i - ^ f-- r>l r»i j s 
f . O — - • 00 i f ~ 
.~. o^ ir . "^ f~- O". 1—• 
— <N •q- —• — "^ 
2 
a 
r-
C 
« 
a! 
I, 
< 
I? 
UJ 
O 
u 
UJ 
ti. 
u 
— -• V.W — . '^ o "/^ f ' l r^ o "/^ t~-
CI f^  -^ ^ — (^  -S- o — c-j o o — 
 1 * 00 so f ; 
_ . i n -X" — Q 
r- c> "^ i^ i r.) fn O — 00 •^ ^ ' 3: 
r l f i (-^ — <^ •/•> — fS ' * ! — —: <'~1 
r-n f i s o (--• <••) cj, f--i — I c-l — — fN 
V) O VO O-' <••'! '"D Vi f^ i Tt M iC 0-. 
f, V-. (-. <N -f %C «~^^ f 1 iri f-^  <N f*l 
iTi t-- o c I-- r~ — — "^ —' '^ •' f"-
O* vc> «> "^ OS r- • * — "^ •'^ "••' f^' 
r ) "^ f-~ <"H f^ \ c <•-) ' i ^ i n f i f^ ""^  
^ 
,0 
• ^ 5 . 
Q 
< 
O O 
(v, O". VO • " • * OG O. vO r- 1-- O iTl 
f i Tt 1-^  m -ST • * f-i f i in r>i n " * 
CJi f^ 00 I"! r n 1^ C-l >* '<0 • * ' - ' 00 
O 00 ""1 "'"i O- i r . O OS M m O >^ 
UJ 
u. 
3 Ch 0., IT, — i n —• — ir-, • « 00 O, 03 •<C' 0-. •'t OC 
O'. O • * SO O', i n f - Qi 1 * * oo 
:£S.'5: 
•3s 
d 
• ^ 
UJ 
CQ 
Q 
c . ' ' i O'. —' * ' ' i lit — ""> ''•> 1 ^ i i 
«-•) — Os ( ^ * O . 00 0© t ^ O-. '^'i © 
"£> (N Ti m in os so Tf O'l O". <?i ' ^ 
f-^  — O . !^- C~- oo f.) —< >£' <^ 57> —• 
t-- o- o\ ""O CO 3> \£> 00 a-> ' " ' " in so a. 
o 
(J 
en 
—. 0\ m r-j c?-. 00 — 00 r-i r- fy C 
f'l O a v i W' »o -St so 'O O-. O CO 
h- O C^  "-o 00 o. m r^ (ps f^ ' '>C' oq 
O O O O O 
r-o «•> O "^ "^ 
i n o 
O O O O O O Q 
O f i lA O f ' l "^ O 
m 
86 
5.4 APPENDIX 
Proof of Theorem 5.2.1 
Denote 
M,(/?o;0 = NiiPQ-t)- \Ri{PQ-s)X{s)ds 
-00 
We define 
00 
Vi = lH^oU){Zi-juz(^o;t)}dMi{j3o;t), 
- 0 0 
where juz{Po',t) is the limit of Z{PQ',t)as w^ooand (/>{j3Q;t)is the Hmit of 
(^y^ O '0 • Then it is clear that£ | Fj-1 < oo. According to the proof of Lemma 
3 in Owen (1990), we have maxi</<„ |F/ |=o„(«2). By the martingale 
representation of Vj andWj, we can prove thatmaxi</<„ \Vi -Wj\=Op(n'^). 
Then v/e have 
]_ 
«iaX]</<„|ff^-|=o^(«2), and (5.4.1) 
]_ 
E \Wi\' = Op{n^). (5.4.2) 1 ^ ,„ . ,3 
— P n. i=n 
Let A = pe, where p > 0 and 16* |= 1.Recall 
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T„ =\lnYWiW^ ^V^+ Op{\), where V^ is the Hmit of MnYWiWl. Let 
i=\ i=\ 
(Ji>Obe the smallest eigenvalue of V^. Then, 9Yf^6>(Jx+Op{\). 
n 
According to Lemma 5.2.1, \ln\YWi | = Op{n~^''^). 
By (5.4.1), the equations in (5.2.7) and the argument used in Owen (1990), 
we know that 
Consider a Taylor expansion to the right side of (5.2.8), 
- 21ogi?(y^o) = 2|; | /f^- ~^(/f^-)^} + r„ 
(5.4.3) 
where 
Tur i3 \rn\=Op{\)Y}^'Wi\ 
i-n 
Hence, by (5.4.2), 
(5.4.4) 
| r „ | = 0 ^ ( l ) | / l p X | / ^ / P = Op(l). 
1 « W- 1 ^ 
n.\A-rW- n. 
'i=ni + '^ri'i i-n \ l + Ji^Wj 
Furthermore, smce 
1 ^ 1 '^ „. .„r r r r . x2 A^i^^im.o, 
«/=« 1 + ^ '^ i 
it follows that 
n (5.4.5) 
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Similarly, we have 
y^-_tifw,-tifw,^.t^ 
Since 
M l + A^ f^ y i=i M 
t^-.c), 
i=\l + AfWj 
0. (5.4.6) 
i=\\ + ^Wi 
(5.4.7) 
n 
we know that Y^i^^^if = Yj^^i = ^p(^) • 
/=1 /=1 
Thus, the following is true: 
V i=n J V i=n J 
- 1 / n 
V i=n J 
+ oM) 
D 2 
>Zp-
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