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1.1. Motivation
In classical statistics, it is common to assume complete knowledge about a statistical model which consists of a (smooth
parametric) family (Ph)h2H of (precise) probability measures. The task is to make assertions about the true parameter h0 2H.
Most often, it is assumed that such assertions can be based on data x1, . . . ,xn from random variables which are independent
identically distributed according to the true distribution Ph0 . That is, the data analyst already knows that the real distribution
P0 can only be a member of a very special family of probability measures (Ph)h2H and the only thing which is not one hundred
percent sure is the correct parameter h0 2H. Since this assumption is much too strong for many real applications, general-
izations of this probabilistic setup are needed. Suitable generalizations of the concept of probability have been developed,
among others, by Walley [17] (coherent lower/upper prevision) and Weichselberger [20] (F-probability). Here, the probabil-
ity of an event is no longer a number p 2 [0,1] but an interval ½p; p  ½0;1. In order to generalize the setup of classical
statistics to a (more realistic) imprecise probability setup, it is natural to replace the precise model (Ph)h2H by an imprecise
model ðPhÞh2H which consists of such coherent upper previsions Ph.
The classical frequentist theory of statistics is, in large part, concerned with hypothesis testing (in the sense of Neyman–
Pearson) and estimating a parameter. While Neyman–Pearson testing under imprecise probabilities has been extensively
studied (see e.g. [1,2]), estimating a parameter has hardly been considered explicitly within the theory of coherent lower
previsions so far. There are a few articles which are concerned with it in Bayesian models (primarily associated withWalley’s
Imprecise Dirichlet Model), e.g. [18,14,11,19]. In addition, there are a few articles which address very special applications,
e.g. [12] (climate projections) and [5] (prediction of the next inﬂuenza pandemic). However, general investigations about
frequentist estimation of a parameter using coherent lower/upper previsions are still missing. A ﬁrst attempt is made in
[8,10] where a minimum distance estimator is developed, and its asymptotic properties are investigated. The present article. All rights reserved.
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ollection of the deﬁnition and the basic properties of the minimum distance estimator in Section 2, Section 3 investigates the
concrete calculation of the estimator. At ﬁrst, the sample space has to be suitably discretized, then the distances between the
empirical measure and the coherent upper previsions can be approximately calculated by linear programming. An explicit
linear program is developed in Section 3.2. The minimum distance estimator is already implemented in the (open source)
statistical programming language R; it is publicly available as R-package ‘‘imprProbEst” [7]. Section 3.3 explains some details
about this implementation in R. Next, Section 4 presents a simulation study where the estimator is applied in two different
models and compared to classical estimators. This simulation study exempliﬁes that the proposed estimator can also be cal-
culated for large sample sizes. This meets objections that, due to high computational costs, imprecise probabilities could not
be used for practical purposes. Finally, the minimum distance estimator is applied on a real data set in Section 5. Section 6
contains some concluding remarks.
1.2. Setup and notation
Let X be a set with r-algebra B. Then, L1ðX ; BÞ denotes the set of all bounded, B-measurable real functions f : X ! R.
The supremum norm on L1ðX ; BÞ is denoted by kfk ¼ supx2X jf ðxÞj. The set of all bounded, ﬁnitely additive, signed measures
is denoted by baðX ;BÞ and can be identiﬁed with the dual space of L1ðX ; BÞ; see [6, Theorem IV. 5.1]. Finally, baþ1 ðX ; BÞ
denotes the set of all ﬁnitely additive probability measures. Integrals with respect to l 2 baðX ;BÞ are denoted by l[f].
In accordance with [17, Section 2.5.1], a coherent upper prevision on ðX ; BÞ is a map
P : L1ðX ;BÞ ! R; f # P½f ;such that there is a (non-empty) set V  baþ1 ðX ; BÞ and P½f  ¼ supP2VP½f  for every f 2 L1ðX ; BÞ; see also [17, Section 3.3.3]
and [8, Section 2.3]. According to [13], the non-empty setM :¼ P 2 baþ1 ðX ;BÞjP½f  6 P½f  8f 2 L1ðX ;BÞ
 is called credal set of P.
A coherent upper prevision P is called ﬁnitely generated if there is a ﬁnite set ff1; . . . ; fsg  L1ðX ; BÞ such that P is the nat-
ural extension of a coherent upper prevision on ff1; . . . ; fsg  L1ðX ;BÞ. That is, P 2 baþ1 ðX ;BÞ is in the credal set of P if and
only if P½fj 6 P½fj for every j 2 {1, . . . ,s}. Such coherent upper previsions naturally arise in applications whenever a practi-
tioner is only able to specify upper (or lower) bounds on the probability or expectation of a ﬁnite number of events or func-
tions respectively. A ﬁnitely generated, coherent upper prevision P is called regular if, in addition, P½fj > P½fj8j 2 f1; . . . ; sg
where P denotes the coherent lower prevision corresponding to P; i.e. P½f  ¼ P½f  ¼ infP2MP½f  for every f 2 L1ðX ; BÞ.
2. A minimum distance estimator for imprecise models
2.1. Assumptions and modeling
In this subsection, the assumptions are listed; they are valid throughout the rest of the article. Each assumption is sup-
plemented with a short discussion about its meaning and implications to modeling.
Let ðX ; BÞ be a measurable space andH be an index set. For every h 2H, let Ph be a coherent upper previsions on ðX ; BÞ
with credal setMh; ðPhÞh2H is called imprecise model.
Assumption 1. The data x1; . . . ; xn 2 X stem from random variablesX1; . . . ;Xn  P0;which are independent identically distributed according to a probability measure P0 on ðX ; BÞ. This true probability measure
P0 is contained inMh0 where h0 2H is the unknown true parameter.
On the one hand, Assumption 1 is far less restrictive than the corresponding assumptions in classical parametric statistics
because, in classical parametric statistics, it is assumed that P0 is precisely known except for the unknown parameter h0. In
Assumption 1, we only assume that P0 is contained in one of the (possibly large) credal sets. On the other hand, Assumption 1
is still relatively close to precise probabilities: First, it is still assumed that there is something like a ‘‘true” precise probability
measure – an assumption against which a number of authors in imprecise probability theory argue (e.g. [17, Section 5.9.1]).
Secondly, it is assumed that the random variables are identically distributed in the sense of precise probabilities. That is, the
(unknown) distribution is the same for every variable Xi. This approach corresponds to the use of the type-2 product of
coherent upper previsions [17, Section 9.3.5]. In imprecise probability theory, it is also common to assume that the distri-
butions of the random variables are contained in the same credal setMh0 but may differ (type-1 product, [17, Section 9.3.5]).
Assumption 1 nearly coincides with the setup used in robust statistics; the only difference is that neighborhoods about para-
metric models (used in robust statistics) have been replaced by credal sets. See e.g. [3] for a review on the relationship be-
tween robust statistics and imprecise probabilities.
1116 R. Hable / International Journal of Approximate Reasoning 51 (2010) 1114–1128Assumption 2. There is a ﬁnite subset K ¼ ff1; . . . ; fsg  L1ðX ; BÞ such thatMh ¼ Ph 2 baþ1 ðX ;BÞ
 Ph½fj 6 Ph½fj 8fj 2 Kn o ð1Þfor every h 2H. Furthermore, it is assumed that
Ph½fj  Ph½fj > 0 8fj 2 K; ð2Þwhere Ph is the corresponding lower coherent prevision. In particular, each Ph is a regular, ﬁnitely generated coherent upper
prevision.
Though Assumption 2 is restrictive, it will particularly be fulﬁlled in many real applications. This is because practitioners
will very often only be able to specify concrete upper previsions for a ﬁnite number of functions and this directly leads to
models satisfying (1). For example, this will often be true for expert systems. There, it is a natural proceeding to ask some
experts about their prevision (or expectation) on some speciﬁc events, experiments, gambles, assets etc. (and this can only be
done for a ﬁnite number of such objects). Unfortunately, credal sets of form (1) can, in general, be extremely unstable. This is
an unpleasant consequence of the potential instability of the method of natural extensions; see [8, Section 5.2] or [9, Sec-
tion 2]. In order to safeguard against instabilities, (1) has to be supplemented by (2); see [9, Theorem 2.2]. Though (2) is
not very restrictive, it rules out classical probability measures. That is, it rules out credal sets which only consist of one ele-
ment. If one is faced with a ﬁnitely generated coherent upper prevision Ph which violates (2), then it may be advisable to
replace Ph by the coherent upper prevision with credal setPh 2 baþ1 ðX ;BÞ
 Ph½fj 6 ð1 eÞPh½fj þ e sup fj 8fj 2 Kn ofor some small e > 0. This modiﬁed coherent upper prevision fulﬁlls Assumption 2. According to [8, Section 5.2], going over to
this modiﬁcation may completely change the results (no matter how small e is). However, if slight changes in the previsions
completely change the results, it is the more so justiﬁed to do this modiﬁcation which leads to more stability and corre-
sponds to a more cautious probability assessment (as the modiﬁed credal set is larger than the original one).
Note that imprecise models which fulﬁll Assumption 2 will usually be large models – much larger than neighborhoods
about parametric models used in robust statistics. So, methods developed in robust statistics are more suitable if a detailed
knowledge about the true distribution is available (knowledge of an approximating parametric model) while this article fo-
cuses on situations where such a detailed knowledge is not available.
Assumption 3. H is ﬁnite.
Finiteness of the index set is not crucial for the deﬁnition and basic properties of the estimator (see [8, Section 6]) but
the algorithm which calculates the estimator is based on this assumption (see Section 3). If H is not ﬁnite, then it may
be possible to discretizeH into a partition {H1, . . . ,Hm} and to go over to the imprecise model with (a ﬁnite number of) credal
setsMHl ¼ P 2 baþ1 ðX ;BÞ
 P½fj 6 sup
h2Hl
Ph½fj 8fj 2 K
( )
;(see also [8, Section 6.2.2]). Usually, H will be a subset of R or Rk so that discretizing H will often lead to a parameter set
which consists of intervals (or hyperrectangles in Rk). This ﬁts very well into the theory of imprecise probabilities because
such interval-valued parameters naturally avoid over-precise estimations. Even statisticians who do not agree with impre-
cise probabilities are well aware of the fact that estimating should not be done in an over-precise way. This can be seen from
the fact that statisticians usually refuse to record the outcome of an estimation with the highest accuracy computers can
provide. Instead, the outcomes of estimations are ‘‘reasonably” rounded and this means that estimators are effectively inter-
val-valued.
The following assumption can be made without loss of generality:
Assumption 4. Each fj 2 K is standardized; i.e. inf fj = 0 and sup fj = 1.
Of course, this is no restriction since every bounded, non-constant function f0 can be standardized by:f :¼ f
0  inf f 0
sup f 0  inf f 0and, for every Ph 2 baþ1 ðX ; BÞ, we havePh½f  6 Ph½f  () Ph½f 0 6 Ph½f 0:
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additive. Though such an assumption, in general, counteracts the imprecision of the probability assessments (it is even
possible that the credal set contains only one r-additive element), this cannot happen here. Assuming P0 to be r-additive is
justiﬁed by [8, Proposition 6.4] which states that regular, ﬁnitely generated coherent previsions (Assumption 2) can be
represented by sets of (r-additive) probability measures.2.2. Deﬁnition and asymptotic properties of the minimum distance estimator
The idea of the minimum distance estimator developed in [8, Section 6] is very simple: The data x1, . . . ,xn are used to build
the empirical measure PðnÞ. Then, the minimum distance estimator is that h^ 2 H such that PðnÞ lies closest toMh^. That is, we
calculate the distance between PðnÞ andMh for every h 2H and pick that h^ where the distance is minimal.
The empirical measure PðnÞ is deﬁned to be the mapPðnÞ : Xn ! baþ1 ðX ;BÞ; x# PðnÞx ¼
1
n
Xn
i¼1
dxi ;where x = (x1, . . . ,xn) and dxi denotes the Dirac measure in xi 2 X . Appropriately to the sensitivity analyst’s point of view, the
distance between a measure P0 and a coherent upper prevision P is deﬁned to bekP0  Pk :¼ inf
P2M
kP0  Pk; ð3ÞwhereM denotes the credal set of P and kP0  Pk the operator normkP0  Pk ¼ sup
f2L1ðX ;BÞ
jP0½f   P½f j
kfk ;which is equal to the total variation norm [6, Theorem IV. 5.1].
A map h^n : Xn ! H is called minimum distance estimator ifPðnÞx  Ph^nðxÞ
  ¼ inf
h2H
PðnÞx  Ph
  8x 2 X ;that is, if h^n minimizes the distance between PðnÞ andMh in h 2H. Note that, in general, estimators such as maximum like-
lihood estimators or minimum distance estimators do not need to be unique. Just as in case of precise probabilities, this de-
pends on regularity assumptions about the parametrization h# Ph. Though, according to the above deﬁnition, a minimum
distance estimator may pick any minimizing h if the minimizing h is not unique, the algorithm presented in Section 3.3 cal-
culates the whole set of minimizing h.
In the following, the asymptotic properties of a minimum distance estimator are described according to [8, Section 6.4].
Here, it is not required that the minimum distance estimator provides the whole set of minimizing h.
Note that the use of the operator norm together with the empirical measure is not unproblematic in classical statistics:
Though several distances d provide the desirable property thatdðPðnÞx ; P0Þ !n!10; ð4Þalmost surely, this is not necessarily true for the total variation norm. In particular, if P0 is a continuous distribution (e.g. the
standard normal distribution), the empirical distribution never converges to P0 in total variation norm. However, this annoy-
ing difﬁculty totally disappears in our imprecise probability setup (Sections 1.2 and 2.1). If we replace P0 by a regular, ﬁnitely
generated coherent upper prevision P, we get thatPðnÞx  P
  !
n!1
0; ð5Þalmost surely with respect to P0 if P0 lies in the credal setM of P; see [8, Theorem 6.6]. As already mentioned above, PðnÞx does
not necessarily converge to P0; only the distance between PðnÞx and P converges to zero. The proof of (5) is given in [8, Sec-
tion 6.4]. Essentially, (5) follows from the assumption that P is ﬁnitely generated by the ﬁnite number of values P½f1; . . . ; P½fs
and from the fact that PðnÞx ½fj converges to P0[fj] almost surely by the law of large numbers. The main issue in the proof is that
the convergence is true even if P0 lies on the boundary of the credal setM. To this end, it is crucial that P is a regular ﬁnitely
generated coherent upper prevision.
A true parameter h0 is any h0 2H such that
P0 2 Mh0 :Hence, a minimum distance estimator picks a wrong parameter if P0 RMh^nðxÞ. According to [8, Theorem 6.10], the probability
of the setx 2 XnjP0 RMh^nðxÞ
n o
ð6Þ
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parameter tends to zero.
The mathematically rigorous statements about these asymptotic properties are more involved because the expressions in
(5) and (6) will not be measurable in general. Therefore, the mathematically rigorous statements have to be formulated in
terms of random variables and induced measures. ‘‘Probabilities” and ‘‘expectations” of unmeasurable sets and functions are
deﬁned by outer measures. For the treatment of unmeasurable sets and functions in asymptotic statistics by use of outer
measures, see e.g. [16, Section 18].
Remark 2.2. It would be possible to assume that the credal sets are disjoint or, at least, that the true distribution P0 is only
contained in a single credal setMh0 . Since this is not needed here, such regularity assumptions are left out. That is, it is not
excluded that there are several ‘‘true” parameters. In this general case, it is possible that a minimum distance estimator does
not converge to a single true parameter but alternates between different true parameters.3. Calculation of the minimum distance estimator
3.1. Discretization of the sample space
According to the results described in the previous section, it is not necessary to discretize the sample space in order to
deﬁne the minimum distance estimator based on the total variation norm in a sensible way. This is not possible for precise
probabilities so that, in a sense, going over to imprecise probabilities turns out to be a simpliﬁcation. Of course, if we want to
calculate the estimator by use of computers, the sample space has to be discretized – at least implicitly. However, it is one of
the most striking properties of the above presented minimum distance estimator, that this is only a practical need which is
irrelevant for theoretical investigations. That is, we can also deal with inﬁnite sample spaces ðX ; BÞ. In case of precise prob-
abilities, inﬁnite sample spaces would be a problem since the empirical measure does not necessarily converge to the true
probability measure.
Recall our assumptions given in Section 2.1. In order to calculate the minimum distance estimator, we have to calculatePðnÞx  Ph
  ¼ inf
Ph2Mh
sup
f2L1ðX ;BÞ
PðnÞx ½f   Ph½f 
 
kfk
for h 2H. ThoughMh is a large subset of baþ1 ðX ; BÞ, these values can nevertheless be calculated with any predetermined
accuracy as explained in the following.
According to Assumption 2, it is assumed that there is a ﬁnite subset K ¼ ff1; . . . ; fsg  L1ðX ; BÞ such thatMh ¼ Ph 2 baþ1 ðX ;BÞ
 Ph½fj 6 Ph½fj 8fj 2 Kn o 8h 2 H: ð7ÞIn particular, K does not depend on h. However, since H is assumed to be ﬁnite, we can also deal with the situation that K
depends on h. That is, for every h 2H, there is a ﬁnite subset Kh  L1ðX ; BÞ such thatMh ¼ Ph 2 baþ1 ðX ;BÞ
 Ph½f  6 Ph½f  8f 2 Khn o:Then, the properties of coherent upper previsions guarantee that (7) is true for the ﬁnite set K ¼ Sh2HKh. That is, we are also
able to deal with situations where the set of functions f0 for which upper previsions Ph½f0 are available (e.g. by asking ex-
perts) depends on h. Though the two approaches are mathematically equivalent, it makes a crucial difference for computa-
tions. The computational effort decreases drastically if Kh only contains as few elements as possible.
Fix any accuracy e > 0. Then, the sample space ðX ; BÞ may be discretized as follows:
For h 2H, let Kh be a subset of K such that
Mh ¼ Ph 2 baþ1 ðX ;BÞjPh½fj 6 Ph½fj 8fj 2 Kh
 
and let I h be the set of indices j such that fj 2 Kh. That is I h ¼ j 2 f1; . . . ; sgjfj 2 Kh
 
and Kh ¼ ffj 2 Kjj 2 I hg. (In applications,
the set Kh is usually given by the available previsions and K is the union of the sets Kh, h 2H, as described above.)
PuteðjÞh :¼
Ph½fj  Ph½fj
2s
 e 8j 2 I hand choose simple functions hðjÞh such thatfj 6 hðjÞh 6 fj þ eðjÞh 8j 2 I h: ð8Þ
Then, let Ch be the smallest r-algebra on X such that the simple functions hðjÞh , j 2 I h, are Ch=B-measurable. Note that Ch is a
ﬁnite subset of B. So, there is a ﬁnite partition Cð1Þh ; . . . ; CðrÞh
n o
of X such that every event C 2 Ch is a (ﬁnite) union of elements
of the partition Cð1Þh ; . . . ;C
ðrÞ
h
n o
.
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n o
:According to [8, Theorem 6.11], we have the following inequalities for every x 2 Xn:
PðnÞx  Q h
  6 PðnÞx  Ph  6 PðnÞx  Q h þ e: ð9ÞThat is, the distance PðnÞx  Ph
  can be approximated with accuracy e by calculating PðnÞx  Q h where Q h is a coherent upper
prevision on the ﬁnite space ðX ; ChÞ.
3.2. Approximate calculation of the distance by linear programming
According to (9), it is possible to calculatePðnÞx  Q h
  ¼ inf
Qh2N h
sup
f2LðX ;ChÞ
PðnÞx ½f   Qh½f 
 
kfk ; ð10Þin order to approximately calculate PðnÞx  Ph
 , where Q h is a coherent upper prevision on the ﬁnite space ðX ; ChÞ. So, we
have to minimize the convex functionN h ! R; Q h # sup
f2LðX ;ChÞ
PðnÞx ½f   Q h½f 
 
kfk :Though this is a convex optimization problem, the optimal solution can be found by solving one single linear program.
In order to formulate this linear program, choose any cj 2 CðjÞh for every element CðjÞh of the partition Cð1Þh ; . . . ;CðrÞh
n o
of X
which generates Ch. Furthermore, putNj ¼ i 2 f1; . . . ;ng
 xi 2 CðjÞhn oand let nj be the number of elements in Nj for every j 2 {1, . . . ,r}.
In addition, putJ 0 ¼ j 2 f1; . . . ; rgjnj ¼ 0
 andJ 1 ¼ j 2 f1; . . . ; rgjnj > 0
 
:Now, consider the following linear program with variables q ¼ ðq1; . . . ; qrÞ 2 Rr and ðcjÞj2J 1  R:X
j2J 1
qj  cj ! max !
q;ðcj Þj2J1
; ð11ÞwhereXr
j¼1
qj ¼ 1; ð12Þ
Xr
j¼1
qjh
ðkÞ
h ðcjÞ 6 Ph½fk þ eðkÞh 8k 2 I h ð13Þandqj  cj 6
nj
n
8j 2 J 1 ð14Þfor the variablesq ¼ ðq1; . . . ; qrÞ 2 Rr; qj P 0 8j 2 f1; . . . ; rg ð15Þ
andðcjÞj2J 1  R; cj P 0 8j 2 J 1: ð16Þ
Let bh be the optimal value of the above linear program. Then, Proposition 3.1 below shows thatPðnÞx  Q h
  ¼ 2  1 bhð Þ: ð17ÞHence, it is, in fact, enough to solve one single linear program in order to obtain the distance PðnÞx  Q h
 . Of course, this
would be useless in applications if this linear program tended to be unsolvable because of exceedingly high computational
costs. So let us take a closer look at the size of the above linear program:
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Number of variables : r þminfr;ng;
Number of inequalities : 2þ ]ðKhÞ þminfr;ng:Similar to the discretization method presented in [9] in data-based decision theory, r can – in general – exceed all reason-
able bounds because r grows exponentially in the number of elements of Kh. However, the size of r is computationally trac-
table if the functions fj 2 Kh are not too complicated. For example, [9, Proposition 4.1] shows that r only grows linearly in the
number of elements in Kh if the functions fj 2 Kh are convex, concave or indicator functions of intervals. Recall that every ele-
ment inKh corresponds to an explicitly speciﬁed prevision (obtained, e.g. by asking experts). Therefore, the size of the number
of elements in Kh (i.e. the number of elements in I h) will usually be relatively small. Since increasing the number of elements
in Kh increases r according to the proposed discretization, the number of elements of Kh is typically much smaller than r.
Note that a very large r usually results from small values eðjÞh . However, in most real applications, Ph cannot be speciﬁed so
accurately that too small values eðjÞh are meaningful. Furthermore, such small values e
ðjÞ
h indicate that the imprecise model
ðPhÞh2H is in danger of being unstable. This means that a small change of a single value Ph½fk may have large effects on
the whole coherent upper prevision Ph : L1ðX ; BÞ ! R; see [8, Section 5.2] for this instability of coherent upper previsions.
In this case, it might be justiﬁed to replace eðjÞh by a larger value. In doing so, we end up with a linear program of a smaller size
but, then, it is not guaranteed that PðnÞx  Q h
  is still a good approximation of PðnÞx  Ph . However, the deﬁnitions still guar-
antee at least that the model ðQ hÞh2H is more cautious than the original one because the probability assessments given by
ðQ hÞh2H are more imprecise than the ones given by ðPhÞh2H . If going over to such a model ðQ hÞh2H has a large effect on the dis-
tances, this means that small changes of Ph½fj; j 2 I h, have large effects on Ph½f  for some f R Kh. In this case, it seems to be a
good idea to be more cautious.
The following proposition says that PðnÞx  Q h
  can indeed be calculated by solving the linear program given by (11)–
(16):
Proposition 3.1. Let bh be the optimal value of the linear program given by (11)–(16). Then, P
ðnÞ
x  Q h
  is given by (17).
Proof
STEP 1: First, it is shown that, for every Q 2 N h,PðnÞx  Q
  ¼ 2X
j2J 1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  þ
: ð18ÞTo this end, ﬁx any Q 2 N h and note that – due to ﬁniteness of Ch – the total variation distance is equal toPðnÞx  Q
  ¼Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  : ð19Þ
Since Cð1Þh ; . . . ;C
ðrÞ
h
n o
is a partition of X , we have0 ¼ PðnÞx ðXÞ  QðXÞ ¼
Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
 
¼
Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  þ

Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  
:Hence,PðnÞx  Q
  ¼ð19ÞXr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
   ¼Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  þ
þ
Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  
¼ 2 
Xr
j¼1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  þ
:Note that PðnÞx C
ðjÞ
h
 
¼ 0 if j R J 1 and, therefore,PðnÞx C
ðjÞ
h
 
 Q CðjÞh
  þ
¼ 0 8j R J 1:This proves (18).
STEP 2:Secondly, it is shown that, for every Q 2 N h and every j 2 J 1,PðnÞx B C
ðjÞ
h
 
 Q CðjÞh
  þ
¼ inf
cj2CjðQÞ
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
 
þ cj; ð20ÞwhereCjðQÞ :¼ cj 2 R
 cj P 0; Q CðjÞh  cj 6 PðnÞx CðjÞh n o:
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ðjÞ
h
 
P Q CðjÞh
 
, it is easy to see that the inﬁmum is attained in ~cj ¼ 0 2 CjðQÞ and, therefore, (20) is fulﬁlled. In
case of PðnÞx C
ðjÞ
h
 
< Q CðjÞh
 
, it is easy to see that the inﬁmum is attained in ~cj ¼ Q CðjÞh
 
 PðnÞx CðjÞh
 
2 CjðQÞ and, therefore,
(20) is again fulﬁlled.
STEP 3: Finally, putM ¼ ðQ ; cÞ 2 N h  R]ðJ 1Þ
 c ¼ ðcjÞj2J 1 ; cj 2 CjðQÞ 8j 2 J 1
n o
:Then, it follows from STEP 1 and STEP 2 thatinf
Q2N h
kPðnÞx  Qk ¼ 2  infðQ ;cÞ2M
X
j2J 1
PðnÞx C
ðjÞ
h
 
 Q CðjÞh
 
þ cj ð21ÞThe deﬁnition of J 1 implies
P
j2J 1P
ðnÞ
x C
ðjÞ
h
 
¼ 1. Hence,inf
Q2N h
PðnÞx  Q
  ¼ð21Þ2  1 sup
ðQ ;cÞ2M
X
j2J 1
Q CðjÞh
 
 cj
  !
:For every j 2 {1, . . . ,r}, identify Q CðjÞh
 
with the variable qj in the linear program. Then, it follows from the deﬁnitions of N h
and M thatsup
ðQ ;cÞ2M
X
j2J 1
Q CðjÞh
 
 cj
 
¼ bhand, therefore, infQ2N h P
ðnÞ
x  Q
  ¼ 2  ð1 bhÞ. h
3.3. Implementation in the statistical programming language R
The minimum distance estimator is implemented in the (open source) statistical programming language R [15] and is
publicly available as R-package ‘‘imprProbEst” [7]. In order to calculate the estimator, the program has to do the following
steps:
1. for h 2H, (approximately) calculate the distance PðnÞ  Q h
 , i.e.
 discretize the sample space,
 solve the linear program given by (11)–(16).
2. choose that h^ which minimizes PðnÞ  Q h
 .
The inputs are the observations x = (x1, . . . ,xn) and the imprecise model given by the (standardized) functions fj 2 Kh and
the previsions Ph½fj, fj 2 Kh, for every h 2H. In order to solve the linear program (11)–(16), the R-package ‘‘lpSolve” [4] is
used.
Note that we do not assume any condition of regularity for the map h# Ph. Therefore, one might suppose that we have to
calculate PðnÞ  Q h
  for every h 2H in order to ﬁnd the minimizing h^. Though this is possible sinceH is assumed to be ﬁnite
here, such a procedure is very cumbersome because the calculation of PðnÞ  Q h
  is computationally costly. Fortunately, it
usually sufﬁces to calculate PðnÞ  Q h
  only for very few elements of H as can be seen as follows: Put
tðhÞ ¼ 2  max
j2Ih
PðnÞx h
ðjÞ
h
h i
 Ph½fj  eðjÞh
 	and H = {h1, . . . ,hm}. Then, for every hl 2H,PðnÞ  Q hl
 Pð	Þ max
j2Ih
PðnÞ½fj  ð1 fjÞ  Q hl ½fj  ð1 fjÞ ¼ 2  maxj2Ih P
ðnÞ½fj  Q hl ½fj
 	
P
ð		Þ
tðhlÞ; ð22Þwhere (	) is valid since the standardization of fj implies kfj  (1  fj)k = 1, and (		) follows from the deﬁnition of t(hl) and (8).
Hence, the algorithm only has to calculate the subsequent value PðnÞ  Q hl
  if
tðhlÞ 6 min
k2f1;...;l1g
PðnÞ  Q hk
  ð23Þis fulﬁlled. Note that t(h) can be calculated very fast since Ph½fj is known for every j 2 I h. If (23) is not fulﬁlled, we do not have
to calculate PðnÞ  Q hl
  because, in this case, it follows from the calculation in (22) that hl is already known not to be a min-
imizer. This enables the following algorithm which drastically reduces the computational costs. The algorithm returns the
whole set of minimizing parameters.
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2 value 3;
3 for l 2 {1, . . . ,m} do
4 if t(hl) 6 value then 
5 calculate PðnÞ  Q hl ;
6 if PðnÞ  Q hl
  < value then 
7 value PðnÞ  Q hl ;
8 solution l;
9 endif 
10 if PðnÞ  Q hl  ¼ value then
11 solution solution [ l;
12 endif
13 l l + 1;
14 else l m + 1;
15 endif
16 endfor
17 return solution;The simulation studies described in Section 4 showed that, in this way, usually only a very small number of distances
PðnÞ  Q hl
  has to be calculated. Nearly all of the computational cost is due to the calculation of the distances
PðnÞ  Q hl
  (line 5). By sorting H (line 1), the algorithm ‘‘guesses” which h 2H might minimize the distance. This is done
in order to reduce the number of distances which have to be calculated. Also due to this sorting, the for-loop (lines 3–16) can
be stopped (line 14) once (23) is violated for the ﬁrst time.
4. A simulation study
4.1. Model 1: a ﬁrst example
Model 1 is intended to demonstrate two aspects of the proposed estimator: First, the estimator can really be calculated
even for large numbers of observations. In the simulation study, the estimator is applied for sample sizes n = 30, n = 100,
n = 1000, n = 10,000. For each number of observations, the estimator is evaluated 500 times. Secondly, the estimator can pro-
vide good results even though it is developed for the rather large imprecise models given by ﬁnitely generated coherent
upper previsions. In order to demonstrate this, the imprecise Model 1 contains a nice precise parametric model so that
the estimator can be compared with a maximum likelihood estimator. While the maximum likelihood estimator is applied
by using complete knowledge of the precise parametric model, our minimum distance estimator is only based on the knowl-
edge of a large imprecise model. Since the simulated data stem exactly from the ideal parametric model, this is a rather un-
equal situation which favors the maximum likelihood estimator and, therefore, the maximum likelihood estimator should
clearly beat our estimator. Nevertheless, the performance of our estimator appears to be almost as good as the one of the
maximum likelihood estimator in the simulation study. In this way, it can be seen that going over to a large imprecise model
does not necessarily lead to the loss of a lot of efﬁciency even if the ideal parametric model was precisely true.
Here is a detailed description of Model 1: The sample space is ðX ; BÞ where X is equal to [0,1] and B is the Borel-r-alge-
bra. The precise parametric model (Ph)h2H is given by dPh = phdk, h 2H :¼ [2,2] where the Lebesgue-densities ph arephðxÞ ¼ 1þ hðx 0:25ÞI½0;0:5ðxÞ þ hð0:75 xÞIð0:5;1ðxÞ
for every x 2 [0,1]. Despite of this confusing formula, the densities ph are very simple as can be seen from Fig. 1. In order to
deﬁne the imprecise model, the parameter set H is discretized as follows:H0 :¼ h 2 Hjh ¼ 2þ 0:1k 0:05; k 2 f1; . . . ;40gf g:
That is, h 2H0 corresponds to the interval (h  0.05,h + 0.05] with center h.
The imprecise model ðPhÞh2H0 is given by credal sets
Mh ¼ Q hjQ h½fj 6 Ph½fj 8fj 2 K
  8h 2 H0:
Here, K is the ﬁnite set K ¼ f1; . . . ; f10f g which consists of the (rather arbitrarily chosen) functions fj : ½0;1 ! R; x# f jðxÞ gi-
ven by:f1ðxÞ ¼ x; f 2ðxÞ ¼ 1 x; f 3ðxÞ ¼ x2; f 4ðxÞ ¼ x3;
f5ðxÞ ¼ I 1
4;
3
4½ ðxÞ; f 6ðxÞ ¼ I 0;14½ ðxÞ; f 7ðxÞ ¼ I 34;1½ ðxÞ;
f8ðxÞ ¼
ﬃﬃﬃ
x
p
; f 9ðxÞ ¼ xþ
1
2
I 1
4;
1
2½ ðxÞ; f 10ðxÞ ¼ 4ðx x
2Þ
θ = 0
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Fig. 1. Graphs of ph for h = 0 (uniform distribution), h = 1.5 and h = 0.5 in Model 1.
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Empiric
n
3
10
100
1000Ph0 ½fj ¼ sup
h2½h00:05;h0þ0:05
Z 1
0
fjðxÞphðxÞkðdxÞfor every j 2 {1, . . . ,10} and h0 2H0.
In the simulation study, the data x1, . . . ,xn stem from the uniform distribution P0 = Unif([0,1]). That is, h = 0 is the true
parameter which has to be estimated.
For the estimation, the proposed minimum distance estimator and the maximum likelihood estimatorh^n;MaxLikelihoodðx1; . . . ; xnÞ ¼ arg max
h2½2;2
Yn
i¼1
phðxiÞare applied. Note that – due to the discretization ofH – our minimum distance estimator does not specify a precise value h as
an estimation but an interval [h0  0.05,h0 + 0.05].
Table 1 shows the empirical mean squared error (MSE)1
500
X500
j¼1
h^ðjÞn  0
 2
;of the estimations h^ðjÞn calculated over all runs j = 1, . . . ,500 for the proposed minimum distance estimator (MinDistance) and
the classical maximum likelihood estimator (MaxLikelihood); these values are similar for both estimators. Since the value of
the minimum distance estimator is an interval due to the discretization of H, the empirical mean squared error is again an
interval. Fig. 2 shows the boxplots of the estimations.al mean squared error calculated over the estimations obtained in 500 runs for each number of observations in Model 1.
MinDistance MaxLikelihood
lower upper
0 1.208 1.396 1.356
0 0.536 0.663 0.497
0 0.049 0.091 0.047
0 0.002 0.016 0.005
MinDistance MaxLikelihood
−2
−1
0
1
2
n=30 observations
MinDistance MaxLikelihood
−2
−1
0
1
2
n=100 observations
MinDistance MaxLikelihood
−0
.6
−0
.2
0.
2
0.
6
n=1000 observations
MinDistance MaxLikelihood
−0
.6
−0
.2
0.
2
0.
6
n=10000 observations
Fig. 2. Boxplots of the estimations obtained in 500 runs for each number of observations in Model 1; the boxplots of the minimum distance estimator are
drawn by use of the centers h0 of the interval-valued estimates [h0  0.05, h0 + 0.05].
1124 R. Hable / International Journal of Approximate Reasoning 51 (2010) 1114–1128These results demonstrate that, in Model 1, the maximum likelihood estimator is not much better than the minimum dis-
tance estimator even though the unequal situation of Model 1 highly privileges the maximum likelihood estimator as ex-
plained above.
4.2. Model 2: approximate poisson distributions
In Model 2, the sample space is ðN0; 2N0 Þ and it is assumed that the data ‘‘approximately” stem from a Poisson distribu-
tion Poi(h) where the parameter set is H = (0,50]. The parameter set is again discretized:H0 :¼ h 2 Hjh ¼ 0:1þ 0:05k; k 2 f0; . . . ;998gf g:
The imprecise model ðPhÞh2H0 is given by credal setsMh ¼ QhjQh½f ðjÞh  6 Ph½f ðjÞh  8f ðjÞh 2 Kh
n oand Kh is the ﬁnite set Kh ¼ f ð1Þh ; . . . ; f ð56Þh
n o
which consists of the following functions:f ðjÞh ¼ If4ðj1Þ;...;4j1g 8j 2 f1; . . . ;25g;
f ð25þjÞh ¼ 1 f ðjÞh 8j 2 f1; . . . ;25g;
f ð51Þh ðxÞ ¼
x
100
If0;...;100gðxÞ; f ð52Þh ¼ 1 f ð51Þh ;
f ð53Þh ðxÞ ¼
x
100
 2
If0;...;100gðxÞ; f ð54Þh ¼ 1 f ð53Þh ;
f ð55Þh ¼ Iðh1;h; f ð56Þh ¼ 1 f ð55Þh :
The upper previsions on these functions are deﬁned by:Ph0 f
ðjÞ
h0
h i
¼ ð1 rÞ sup
h2 h00:025;h0þ0:025½ 
PoisðhÞ½f ðjÞh0  þ r ð24Þ
R. Hable / International Journal of Approximate Reasoning 51 (2010) 1114–1128 1125for every j 2 {1, . . . ,56} and h0 2H0. In the simulation study, we put r = 0.01. The resulting imprecise model is similar to con-
tamination neighborhoods commonly used in robust statistics. The interpretation is that there may be a (small) fraction r of
data in the data set which stem from a so-called contaminating distribution. This contaminating distribution can be any dis-
tribution; in particular, it can be very different to the Poisson distribution. However, note that the upper previsions deﬁned
in (24) lead to much bigger credal sets than ordinary contamination neighborhoods. This is because the deﬁnition of the
upper previsions in (24) only involves a ﬁnite number of functions f ðjÞh0 , while the deﬁnition of contamination neighborhoods
involves all functions f 2 L1 N0;2N0
 
.
For the estimation, our minimum distance estimator and the maximum likelihood estimatorFig. 3.
drawnðx1; . . . ; xnÞ# argmax
h2H
Yn
i¼1
PoisðhÞ fxigð Þ;are applied. The simulation study consists of 500 runs with different sample sizes n = 20, n = 100 and n = 250. The real dis-
tribution which generates the data is equal toP0 ¼ ð1 cÞPoisð12:5Þ þ cUnifðf0; . . . ;100gÞ
for c = 0, c = 0.01 and c = 0.1. The ‘‘ideal situation” is c = 0; in case of c = 0.01 or c = 0.1, we are faced with (very) small devi-
ations of the ‘‘ideal situation” because c gives the probability that a data point does not stem from the Poisson distribution
but from the contaminating distribution Unif({0, . . . ,100}) (the uniform distribution on {0, . . . ,100}). Fig. 3 shows the box-
plots for c = 0 and c = 0.01 (only sample sizes n = 20 and n = 250); Fig. 4 shows the boxplots for c = 0.1. Table 2 gives the
empirical mean squared errors. In the ideal situation, the maximum likelihood estimator is only slightly better than the
(imprecise probability) minimum distance estimator. However, very small deviations from the ideal situation are enough
so that the minimum distance estimator beats the maximum likelihood estimator. In particular, this is true even forn=20 and c=0 n=20 and c=0.01
n=250 and c=0
MinDistance MaxLikelihood MinDistance MaxLikelihood
MinDistance MaxLikelihood MinDistance MaxLikelihood
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16
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14
15
16
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11
.0
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.0
13
.0
14
.0
n=250 and c=0.01
Boxplots of the estimations obtained in 500 runs for sample size n = 20 and n = 250 in Model 2; the boxplots of the minimum distance estimator are
by use of the centers h0 of the interval-valued estimates [h0  0.025, h0 + 0.025].
n=20 and c=0.10
MinDistance MaxLikelihood MinDistance MaxLikelihood
10
15
20
25
10
15
20
25
n=250 and c=0.10
Fig. 4. Boxplots of the estimations obtained in 500 runs for sample size n = 20 and n = 250 in Model 2; the boxplots of the minimum distance estimator are
drawn by use of the centers h0 of the interval-valued estimates [h0  0.025, h0 + 0.025].
Table 2
Empirical mean squared error calculated over the estimations obtained in 500 runs in Model 2.
MinDistance MaxLikelihood
lower upper
n = 20 c = 0 1.17 1.26 0.65
c = 0.01 1.11 1.20 1.88
c = 0.10 1.15 1.88 24.99
n = 100 c = 0 0.22 0.26 0.13
c = 0.01 0.27 0.31 0.52
c = 0.10 0.20 0.25 16.24
n = 250 c = 0 0.09 0.11 0.05
c = 0.01 0.09 0.11 0.29
c = 0.10 0.11 0.14 15.27
1126 R. Hable / International Journal of Approximate Reasoning 51 (2010) 1114–1128c = 0.01 and n = 20 although, in this case, most samples x1, . . . ,x20 will not contain any ‘‘wrong” observation – i.e. will be
‘‘ideal”.
5. Application on a real data set
Finally, the estimator is applied on a real data set for linear regression. The data set consists of n = 200 dataxi ¼ ðyi; ziÞ 2 ½0;1Þ ½160;1Þ; i 2 f1; . . . ;200g;
from the National Health and Nutrition Examination Survey (NHANES) from the years 2005–2006 which records the health and
nutritional status of adults and children in the United States of America. The data are publicly available on the website of the
Centers for Disease Control and Prevention: http://www.cdc.gov/nchs/nhanes.htm. Every observation xi corresponds to a per-
son where yi speciﬁes the person’s weight (in kilograms) and zi speciﬁes the person’s height (in centimeters). The following
relation is assumedyi ¼ h1 þ h2ðzi  160Þ þ ei; i 2 f1; . . . ;200g
R. Hable / International Journal of Approximate Reasoning 51 (2010) 1114–1128 1127for persons with a height of at least 160 cm. Accordingly, only persons have been considered who fulﬁll this condition. The
original data set contains many additional variables which have been omitted here. The 200 persons whose data are analyzed
here have been randomly picked out of the data from the National Health and Nutrition Examination Survey. The set of pos-
sible parameters is bounded and may be given byH = [25,100]  [0.5,1.5]. In order to apply the minimum distance estima-
tor, H is again discretized:Table 3
Results
h1
h2
r
Fig. 5.
line); inH0 ¼ ðh1; h2Þ
h1 2 f25;26; . . . ;100g;
h2 2 f0:5;0:55; 0:6; . . . ;1:45;1:5g

 
:As an imprecise distribution of the i.i.d errors ei, we take the coherent upper prevision Er, which is based on the normal dis-
tribution Nð0;r2Þ in the following way: Take h0 = I(1,20],h1 ¼ Ið20;15; h2 ¼ Ið15;10; . . . ; h12 ¼ Ið35;40;
h12þj ¼ 1 hj 8j 2 f1; . . . ;12gand h25 = I(40,1). Put S0 = {1,2, . . . ,30}. The error distribution Er0 is assumed to be the coherent upper prevision whose credal
set consists of all probability charges E on R such that for every j 2 {0, . . . ,25}E½hj 6 ð1 rÞ sup
r
Nð0;r2Þ½hj þ r suphjIð0;1Þ;where the supremum is over r 2 [r0  0.5,r0 + 0.5], r = 0.05 and r0 2 S0. (Roughly speaking, this means that E is ‘‘approxi-
mately” a normal distribution but overweight is more likely than underweight.
Then, the imprecise model is given by:Ph0 ;r0 ¼ Er0 ½f ðjÞh0  8j 2 f0; . . . ;25g;
where f ðjÞh0 : ðy; zÞ# hj y h01  h02ðz 160Þ
 
. The parameter of interest is h0 ¼ ðh01; h02Þ;r0 is a nuisance parameter.of the estimators for the real data set NHANES; estimates of the minimum distance estimator are intervals.
MinDistance LeastSquares
lower upper
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Regression lines for the real data set NHANES obtained by the minimum distance estimator (solid line) and by the least-squares estimator (dashed
case of the minimum distance estimator, the regression line corresponds to the center of the interval-valued estimate.
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LS
2
 
for (h1,h2) and to the clas-
sical estimatorr^ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
198
X200
i¼1
yi  h^LS1 þ h^LS2 ðzi  160Þ
  2vuutfor r. The results are given in Table 3, and Fig. 5 illustrates the corresponding regression lines. By deﬁnition, the least-squares
estimator ﬁts the data best with respect to the squared residuals. However, this also leads to the fact that this estimator is
sensitive to outliers. This effect is also visible in Fig. 5: The least-squares estimator seems to be more inﬂuenced by a rela-
tively small number of considerably overweight persons than the minimal distance estimator.
6. Concluding remarks
The present article considers estimating a parameter in an imprecise probability model – a topic which has hardly been
considered explicitly within the theory of coherent upper previsions so far. In this setup, a minimum distance estimator is
presented and an algorithm for calculating the estimator is given which is based on linear programming. The applicability of
the estimator is veriﬁed by a simulation study and on a real data set. In particular, the simulation study shows that the pro-
posed estimator can even be used for large sample sizes and may, in fact, lead to good results in realistic situations. This
meets objections that imprecise probabilities could not be used for practical purposes. The estimator has been programmed
in R and is publicly available as (open source) R package ‘‘imprProbEst”; see [7]. However, future research should also devel-
op alternative estimators so that the proposed minimum distance estimator can be compared to other estimators under
imprecise probabilities.
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