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1. Introduction
The nature of interactions between elementary particles nowadays is successfully de-
scribed by the Standard Model of particle physics (SM), which is a quantum eld theory
exploiting the principle of local gauge invariance [1]. Its predictions cover a wide range of
observed phenomena, comprising precision calculations and measurements of the anoma-
lous magnetic moment of the electron, with uncertainties of the order of 10
−11
[2, 3], the
explanation of the radioactive β decay via the emission of a virtual massive W boson,
which has been conrmed to exist by experiment [4], and the existence of quarks and
gluons as elementary building blocks of neutrons, protons [5] and other hadrons.
One of the most recently studied predictions of the SM is the existence of the Higgs boson
(hSM) required to provide all known particles with their masses [6–8]. After the discovery
of such a particle at the Large Hadron Collider (LHC) by two independent experiments,
ATLAS [9] and CMS [10] in 2012, measurements of its properties have been carried out,
including its mass of 125.38 ± 0.14 GeV [11], and couplings to fermions and gauge bosons
[12]. While the mass is an unconstrained parameter of the SM, the coupling structure of
the observed particle has been found to be compatible with the unique predictions for the
hSM, with a precision of the most recent measurements between a few and 15%, depending
on the concrete coupling. These observations give justication to call the observed particle
a Higgs boson (hobs).
There is however strong belief to consider the hobs only as part of an extended Higgs sector
with signicantly enriched phenomenology. This is supported by a series of shortcoming
of the SM on the one and several assets of such extensions on the other hand. For example,
gravity at the quantum level is not included in the SM, and will require a natural extension
at scales, where such eects become more signicant. The same is true for neutrino masses
and the lack of explanation of dark matter, for which striking evidence emerged from
astronomy and cosmology [13]. Possible solution to several of these shortcomings are
oered by the concept of supersymmetry (SUSY) [14], which allows for the formulation
of gravity as a quantum eld theory and provides explanations for the existence of dark
matter. In addition, the gauge couplings of the strong, weak, and electromagnetic interac-
tions, that do not match in the SM, when evaluated at high energy scales with the help of
renormalization group equations, can be unied above a certain unication scale pointing
to a theoretically highly desired unied symmetry group to describe nature above that
scale. In SUSY, an extended particle spectrum is introduced, including additional neutral
(H, A) and charged (H
±
) Higgs bosons, and yet undiscovered SUSY partners to the known
SM particles.
Direct searches for additional, neutral heavy Higgs bosons were performed in several of
their decay channels, including decays to a pair of top quarks [15], bottom quarks [16],
W bosons [17], muons [18] and τ leptons [19]. The strongest constraints are given by
the h,H,A→ ττ decay channel, which at the same time oers the highest sensitivity to
investigate the coupling strength of the hobs to fermions, with a current precision of 12%
for the coupling to τ leptons [20, 21]. A SUSY model should therefore not only provide an
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accurate prediction for the production and decay of the still unobserved Higgs bosons H
and A. At the same time, it will be more and more challenged by the increasingly accurate
measurement of the couplings of the hobs, which is identied with the SUSY h, to τ leptons.
This challenge will play an increasing role in the perspective of the LHC Run 3 and high
luminosity LHC, where more data will lead to a precision of the hobs coupling to τ leptons
at the order of a few % [22].
Until now, the sensitivity to the coupling strength of the hobs to τ leptons is exploited
to its full potential only in highly tuned, dedicated analyses in the context of the SM
interpretation. Parallel to these measurements, SUSY motivated Higgs boson searches are
mostly focused on an inclusive and robust search strategies just for the heavy resonances.
The main goal of this thesis is to develop a global interpretation of all analyzed ττ events in
the full mass range. This analysis unies both approaches to provide maximal sensitivity
to constrain potential realizations of SUSY, but also general two Higgs doublet models
(THDM). This strategy is in logic continuation of CMS searches for additional heavy
neutral Higgs bosons in the context of the MSSM, which always included the contributions
from the h in the statistical inference. It is anticipated to be the basis of the CMS legacy
search for neutral heavy Higgs bosons in the context of the MSSM on the full LHC Run 2
dataset with 137 fb
−1
, expected in 2021, laying path for searches of this kind based on the
future Run 3 datasets and beyond.
The structure of this thesis is the following: In chapter 2, the theoretical concept of the
SM and its minimal SUSY extension will be summarized with a focus on the Higgs sector.
An overview over the CMS detector will be given in chapter 3, including a description of
the most recent, so far not published, reconstruction techniques of particles relevant to
the H→ ττ analysis. In chapter 4, preparations required for the H→ ττ analysis will be
discussed, which is described in chapter 5, including a discussion of the obtained results.
Conclusions are given in chapter 6.
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2. The Standard Model and its Extensions
The Standard Model (SM) of particle physics and its extensions are quantum eld theories
(QFT) introducing a Lagrangian density L which is dependent on quantum elds q (G) and
their partial derivatives m`q (G) with respect to the Minkowski space-time G` = G = (t,−®x).
Based on the Lagrangian density, all rules about the particle evolution in the space-time, as
well as their interactions with each other can be derived with the path integral formalism
using perturbation theory techniques [23]. The resulting Feynman rules allow to compute
the probabilities for processes, that lead from an initial to a nal state, order by order
in perturbation series. These computations are usually done in the reciprocal phase-
space of the Minkowski space-time, the 4-momentum space with the 4-momentum vector
?` = ? = (E,−®p). Thereby, the spacial coordinates ®x are connected to the 3-momentum ®p,
and the time t is connected to the energy E.
The scalar product for G` is dened in the following way, setting the constants for the




`Ga = t2 − ®x2, (6`a ) = 3806(1,−1,−1,−1) (2.1)
Here, the Lorentz metric 6`a is used. The result on the right hand side of the equation is a
Lorentz invariant quantity, also referred to a as a Lorentz scalar. This property also holds
for the 4-momentum, resulting in the invariant mass squared, and is a property of the
Lagrangian density L of a QFT.
In this chapter, the general aspects of the SM will be introduced in the rst section, moving
to one of the extensions beyond the SM (BSM), the Minimal Supersymmetric Extension
of the SM (MSSM) in the next section. In the section after that, a special focus will be
taken on the Higgs Sector of these models. The last two sections cover the topic of the
calculation and simulation of processes within the SM and the MSSM.
2.1. Standard Model of Particle Physics
The SM describes the electromagnetic, the weak and the strong interactions between the
elementary particles. The Lagrangian density of the SM can be decomposed as follows [1]:
LSM = LGauge + LFermion + LHiggs + LYukawa + LGF + LGhost (2.2)
The LGauge term introduces the gauge elds, which give rise to carrier particles of the
interactions, the gauge bosons with a spin polarization of ±1, following therefore the Bose-
Einstein spin statistic. The gauge elds result from three distinct, local gauge symmetry
requirements imposed on the entire Lagrangian, following from the U(1)Y, the SU(2)L,
and the SU(3)C symmetry groups. The term consists of expressions with eld strength
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tensors constructed from the gauge elds ` (G),, 0` (G) and 0` (G), which correspond to






`a +, 0`a, 0`a +0`a0`a
)
(2.3)
`a = m`a − ma`
, 0`a = m`,
0
a − ma, 0` − 6n012, 1`, 2a 0 ∈ {1, 2, 3}
0`a = m`
0
a − ma0` − 6B 5 0121`2a 0 ∈ {1, 2, ..., 8}
Thereby, 6 and 6B represent the weak SU(2)L and the strong gauge coupling constants,




`a describe the motion of the elds,
and in case of the non-Abelian symmetry groups SU(2)L and SU(3)C, the self-interactions
of the gauge elds within a group. The number of dierent values, that the index 0 can
take, corresponds to the number of the gauge elds and the number of the generators of
the groups, which satisfy commutation relations containing the completely anti-symmetric
tensor n012 or the structure constants of the SU(3)C group, 5 012 :
SU(2)L : [) 0L ,)1L ] = 8n012) 2L , SU(3)C : [) 0C,)1C] = 8 5 012) 2C
The elds ` and,
0
` are combined in the context of the electroweak unication [24–26]
to the physical elds corresponding to the photon, ` , to the charged W
±
bosons,, ±̀,








1/√2 −8/√2 0 0
1/√2 +8/√2 0 0
0 0 cos\, − sin\,








The angle \, is the weak mixing angle, which can be dened through the coupling con-
stants.
With the LFermion term, fermion elds are introduced to describe matter particles, which
have a spin of 1/2, and follow the Fermi-Dirac statistic. To accommodate for this, the
fermions are arranged as spinor elds with 4 components, k (G), reecting the spin in-
formation and whether the fermion is a particle or an anti-particle. The spinor elds




The complex 4× 4 matrices W ` act on the spinors and satisfy the anti-commutation relation
{W `, Wa } = 26`a · 4 with 4 as the 4 × 4 identity matrix. With these matrices, it is possible













k, W5 = 8W0W1W2W3
With this at hand, the weak interactions of the SU(2)L group can be dened, which act
only on the left-handed parts of the fermion spinors. These are arranged into weak isospin
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doublets, three doublets consisting of up-type and down-type quarks, and three doublets





































The elds for the left-handed quarks are marked with ′ to point out, that these are the
eigenstates of the weak interaction of SU(2)L. These are dierent from the physical states
of the quark elds, the mass eigenstates, which can be obtained by unitary transformations
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To express weak interactions in terms of mass eigenstates, the Cabibbo-Kobayashi-Maskawa













































Since neutrinos are considered as massless in the SM, right-handed neutrinos are not
introduced. The simultaneous diagonalization of the lepton mass term and the weak
interaction term can therefore be achieved. Without a loss of generality, mass eigenstates
of leptons are also eigenstates of the weak interactions. However, there is evidence,
that neutrinos are massive [29] and right-handed neutrinos need therefore be taken into
account. The simplest extension of the SM would then involve the introduction of a mass
term for the neutrinos and a mixing between the mass and weak interaction eigenstates,
accomplished with the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixing matrix [30, 31].
The kinetic term of the right-handed neutrinos would consist only of terms with partial
derivatives, since these neutrinos would be sterile, without interactions of the SM.
























The generators ) 0 of the SU(2)L group, which act on the weak isospin doublets, become
Pauli matrices divided by 2 in their fundamental representation, g0/2. The interaction of
the fermion eldsk to the weak eld ` from the Abelian U(1)Y group can be expressed
as:
86′`.k = 86′`. (kL +kR)
Therein, 6′ and . express the gauge coupling constant of U(1)Y and the weak hypercharge,
respectively. Using the transformation into the physical electroweak elds from equa-















g+, +` + g−, −`
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(&L + !L) (2.6)

















The combination of the rst two Pauli matrices to g± allows for charged currents, trans-
forming a lower component of the weak isospin into the upper component and vice versa.
The eigenvalues of the operator of the electric charge & , the hypercharge . , and the third
generator of SU(2)L in its fundamental representation, ) 3L = g3/2, are given in table 2.1 for
all elds of matter particles of the SM.
ℓ ∈ {4, `, g} @D ∈ {D′, 2′, C ′} @3 ∈ {3′, B′, 1′}











-1/2 0 1/2 1/2 0 -1/2 0
. -1/2 -1 -1/2 1/6 2/3 1/6 -1/3
& -1 -1 0 2/3 2/3 -1/3 -1/3
Table 2.1.: Quantum numbers of the elds for all matter particles of the SM for the operators
) 3
L
, . and & .
In that way, all interactions of the fermions with photons, W and Z bosons are dened.
The quark elds additionally take part in the strong interactions, mediated by the gauge
6
elds of the SU(3)C group. The physical quark elds are arranged into triplets @ of the







In the fundamental representation of the SU(3)C group, the generators act on the quark
triplets as halves of Gell-Mann matrices, ) 0
C
= _0/2, dening, how the color charge of













The discussed expressions of the interactions of the gauge bosons with the fermions k
enter the Lagrangian LFermion with the following prescription:
8k̄W ` (...)`k, k̄ = k †W0 (2.8)
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Up to now, every gauge boson and every fermion is considered to be massless, contradicting
the observations [32]. To add the mass terms in a gauge invariant way, the Brout-Englert-
Higgs mechanism [6–8] can be introduced to the Lagrangian, LHiggs, together with a
Yukawa coupling term [33], LYukawa, for the fermions. The details on these two terms will
be discussed in section 2.3 for the SM and the MSSM together.
The remaining two terms in the Lagrangian, LGF and LGhost, describe the gauge xing
terms and the contributions of Faddeev-Popov ghosts [34], respectively. The gauge xing is
needed to be able to dene the Feynman rules for that particular gauge choice. Depending
on this choice, it may happen, that unphysical degrees of freedom are left for the non-
Abelian groups, which are then accounted for by the ghost terms to allow for physically
correct calculations of observables.
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2.2. Minimal Supersymmetric Extension of the Standard
Model
Although the Standard Model of particle physics describes the majority of quantum eects
to a high precision, it should be considered as an eective theory which needs to be
replaced by a more general concept for a number of reasons. First of all, the Standard
Model is incomplete, since it does not describe gravity in a QFT approach. Gravitational
quantum eects are expected to appear at the (reduced) Planck mass scale MP ≈ 2.4 · 1018
GeV, so latest at that scale, the Standard Model predictions should break down.
Furthermore, the SM does not provide a candidate for the dark matter, for which there is
an evidence from cosmological observations [13].
One more reason is the hierarchy problem of the Higgs eld in the SM [35]. Unlike for
fermions and gauge bosons, the renormalized mass of the Higgs boson is very sensitive to
new physics at large scales: Assuming for example, that a new particle would appear at
the Planck scale with a mass of the order of this scale, its contribution to the self-energy
corrections of the Higgs boson mass would be quadratic in the mass of the new particle.
In consequence, to arrive at the small renormalized Higgs boson mass of about 125 GeV, a
very precise cancellation between the bare, not renormalized mass and the corrections is
required. Details on the renormalization procedure are presented in section 2.4.
Solutions to these problems can be introduced through an additional symmetry relating
each boson with a fermion and vice versa [14, 36] which follows from the Poincaré algebra.
Gravity can then be integrated into a larger concept with supersymmetry, like supergravity
and string theory. The dark matter candidate can be provided by supersymmetric models
by the lightest supersymmetric particle (LSP). Lastly, quadratic terms in the corrections to
the renormalized Higgs boson mass can be removed by an exact cancellation between the
contributions of a particle and its supersymmetric partner.
The particle content of the minimal supersymmetric extension of the Standard Model
(MSSM) is arranged into supermultiplets containing pairs of elds, which represent the
ordinary particles and their supersymmetric partner. Chiral supermultiplets are con-
structed for fermions and scalar Higgs elds, gauge supermultiplets for gauge bosons.
The supersymmetric partners share the same quantum numbers as the corresponding
ordinary particles, except for their spin. Since it is required, that SU(2)L is respected by
all particles in the chiral supermultiplets involved in the electroweak interactions, one
complex scalar supersymmetric partner is assigned to a left-handed fermion, and another
partner is assigned to a right-handed fermion. In that way, each of the two fermion states
with two degrees of freedom is accompanied by a scalar with two degrees of freedom.
Ordinary particles, their supersymmetric partners marked with a tilde (∼), and the corre-
sponding supermultiplets are summarized in tables 2.2 and 2.3. If the particles and their
supersymmetric partners participate in the weak interaction, they are arranged as weak
isospin doublets.
The names of supersymmetric partners are dened according to the type of the corre-
sponding ordinary particle. In general, supersymmetric partners of fermions are called
sfermions, with a further specication for quarks, leptons and neutrinos: squarks, sleptons
and sneutrinos. The supersymmetric partners of the Higgs elds are called higgsinos.
The supersymmetric partners of gauge bosons are called gauginos, with further speci-
cation for the SU(3)C, SU(2)L and U(1)Y symmetry groups: gluinos, winos and bino.
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Gauginos are represented by fermion spinors with two degrees of freedom to cover the
degrees of freedom of the gauge bosons correctly. Gluinos and bino need to be arranged as
Majorana spinors in the 4-component notation to account for couplings to right-handed
elds from the chiral supermultiplets. Winos can be handled as usual left-handed fermions.

















































































































Table 2.2.: Fields for fermions and Higgs elds, their supersymmetric partners and the
corresponding supermultiplets for the MSSM. In case of right-handed eldskR,
the complex conjugate of the supersymmetric partner, marked with an asterisk
(∗), is assigned to the eld k̄R = k †RW0. Higgsinos are doublets of the weak
isospin, so they correspond to left-handed Majorana fermions.
Particle type Spin 1/2 Spin 1 Supermultiplets
















Table 2.3.: Fields for gauge bosons, their supersymmetric partners and the corresponding
supermultiplets for the MSSM. In case of the neutral elds , 3` and ` , the
supersymmetric partners can be transformed into a zino (/̃ ) and a photino (W̃ )
as given in equation 2.4.
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The MSSM Lagrangian density is completely dened by the allowed gauge transformations
and the superpotentialW, which is a holomorphic function of the complex scalar elds
treated as complex variables [36].
Additional terms of the MSSM Lagrangian density with respect to the SM, which respect
gauge symmetries, can be subdivided into six groups: gauge interactions of sfermions,
Higgs bosons, higgsinos and gauginos, terms with interactions of gauginos with a chiral
supermultiplet pair, and terms with quartic interactions of the complex scalar elds of the
chiral supermultiplets.
Sfermions are scalars, which participate in the same interactions as their ordinary partners,
the fermions. A kinetic term for a scalar eld q is given by (m`q)∗(m`q). In gauge theories,
the partial derivative m` is extended to a covariant derivative ` , which involves interac-
tions with gauge bosons. The interactions in LFermion in equation 2.9 are rearranged to
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(ℓR` ℓ̃R)†(`,ℓR ℓ̃R) (2.10)
The hermitian conjugation marked with a dagger (†) is used to cover the isospin multiplets
of the SU(2)L and SU(3)C interactions. In case of isospin singlets, the hermitian conjugation
becomes a complex conjugation.
The gauge interactions of the Higgs elds are part of the Lagrangian density of the MSSM
Higgs sector, LMSSM
Higgs
, and after electroweak symmetry breaking, these terms will become
the mass terms of the gauge bosons and their interactions with the Higgs bosons. These
terms are summarized as follows:
LMSSM
Higgs






will be discussed in more detail in section 2.3.
The higgsinos are treated as left-handed fermions, such that equation 2.8 is used to
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construct the term for the Lagrangian density:
LHiggsino = 8̃ †DW0W `` ̃D + 8̃†3W0W `` ̃3 (2.12)
The same prescription applies to the gauginos summarized in the following:





0 + 6B 5 0121`6̃2
)
+ 8,̃ 0,†W0W `
(
m`,̃





In the notation used in equation 2.13, the elds for the winos, ,̃ 0 , are rotated with
equation 2.4 to match the notation of the original elds, 0` (0 ∈ {1, 2, 3}) of the SU(2)L
group. The factor of 1/2 for the gluinos and bino is used to accommodate for the Majorana
nature of the spinors.
The interactions of gauginos with a chiral supermultiplet pair (q,k ) are restricted to the
particles, which share the same gauge group interactions, such that separate terms can be
formulated for gluinos, winos and binos, as given in equation 2.14.
































































































































































































 ∈ {D, 3} (2.14)
The hermitian conjugation for the complex scalar elds is again applied to account for the
weak and strong isospin vectors, whereas the hermitian conjugation of spinors is applied
in spinor and isospin space simultaneously.
The last term which follows from its invariance under gauge transformations is the quartic
11




































































The sums in equation 2.15 are performed in the same manner as in equation 2.14 and the
same convention holds for the hermitian conjugation. The summation over the index 0
of symmetry group generators is performed implicitly, since the terms in the brackets
are squared. The terms quartic in the Higgs elds will be considered in more detail in
section 2.3.
By now, all terms in the MSSM Lagrangian density involving gauge couplings are formu-
lated. The most general collection of the remaining terms, which are invariant both under
gauge and supersymmetry transformations, can be derived from the superpotentialW of
the MSSM, which is holomorphic in the complex scalar elds of the MSSM. In consequence,
a complex conjugate of a Higgs eld,  ∗, is not allowed in the superpotential, such that at
least two Higgs doublets are required in supersymmetry, unlike it is the case in SM. The
superpotential of the MSSM reads as follows:
W = *̂ †
R




























































The vectors of weak isospin singlets *̂R, ̂R and ̂R, the vectors of weak isospin doublets
&̂L and !̂L, and the complex 3 × 3 matrices _u , _d and _e are arranged in the quark or
lepton family space with three generations, such that in general, a mixing between the
generations is allowed for the terms containing the matrices. The weak isospin singlet
elds are hermitian conjugated to account for the vector structure in the family space.
The product of two weak isospin doublets is dened such that the resulting expression is
invariant under gauge transformations.
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The entries of the matrices _u , _d and _e are dimensionless parameters, which correspond
to Yukawa couplings to the Higgs bosons after electroweak symmetry breaking, as will be
discussed in section 2.3. The parameter ` has the dimension of a mass and corresponds to
the higgsino mass parameter.
The superpotentialW in equation 2.16 is constructed assuming an additional discrete
symmetry, the '-parity. The SM particles have +1 as eigenvalue of the corresponding
parity operator, their supersymmetric partners obtain the eigenvalue −1. The motivation
to assume '-parity conservation is to avoid processes, that change the number of quarks,
leptons or neutrinos after transition from the initial to the nal state. Such violations can
lead to proton decays, for example P → e+π0, which are constrained by experimental




The eigenvalue of '-parity operator P' is dened from the total baryon number , the
total lepton number ! and the spin ( of a particle or its supersymmetric partner:
P' = (−1)3(−!)+2(
The total baryon number is +1/3 for left-handed quark supermultiplets, −1/3 for right-
handed quark supermultiplets, and 0 for all other supermultiplets. The total lepton number
is dened to be +1 for left-handed lepton and neutrino supermultiplets, −1 for right-handed
lepton supermultiplets, and 0 for all other supermultiplets.
The introduction of '-parity conservation has several consequences to the phenomeno-
logy of the MSSM: Supersymmetric particles can only be produced in pairs in collider
experiments. The LSP is then stable, such that it can serve as a dark matter candidate. As
a consequence of these two points, each supersymmetric particle has a decay cascade,
which involves the LSP as a nal state at the end.
The prescription to obtain contributions to the Lagrangian density from the superpotential
W involves its partial derivatives with respect to the complex scalar elds treated as
complex variables. The rst type of contributions involves second order derivatives ofW:
LW8 9 = − ©­«
∑
8 9



































Wk 9ª®¬ + ℎ.2. (2.17)
(q8,k8) right-handed fermion supermultiplets from table 2.2(
q 9 ,k 9
)
left-handed fermion supermultiplets from table 2.2
(q: ,k:) , (q; ,k; )Higgs supermultiplets from table 2.2
The supermultiplets are taken exactly as dened in table 2.2, for example for the right-
handed electron eld, the supermultiplet is (4̃∗
R
, 4̄R). In that way, all non-vanishing terms
above are well dened and gauge-invariant. For instance, performing the double-sum over
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the same indices results in terms equal to zero due to the structure ofW. The hermitian
conjugated contributions (ℎ.2.) are suppressed in equation 2.17. For the expressions in
equation 2.17, it involves a complex conjugation of the derivatives ofW and a conjugation
of the spinor elds, for example: k8W8 9k 9 → k̄ 9W8 9,∗k̄8 .
The rst sum in LW8 9 corresponds together with its hermitian conjugated version to
Yukawa interactions between the fermions and the Higgs elds. The terms resulting from
the seconds sum are higgsino mass terms with the corresponding mass parameter `. The
last two sums represent the interaction terms between the higgsino and a right-handed or
left-handed pair of a fermion and its supersymmetric partner.
The second type of contributions is constructed from the rst order derivatives ofW and
is part of the scalar potential + of the MSSM:















q8 scalar complex elds from table 2.2
The terms resulting from +W can be separated into three groups: Terms without ` cor-
respond to interactions between two equal or dierent sfermion pairs, to interactions
between a Higgs eld pair and a sfermion pair, or to quartic interactions of Higgs elds.
Terms with one order of ` dene cubic scalar couplings of Higgs elds with sfermion pairs.
Lastly, terms with `2 correspond to Higgs mass terms.
All MSSM contributions to the Lagrangian density are dened by now, introducing only a
few additional model parameters with respect to the ones known from the SM. However,
the requirement of supersymmetry being exact leads to the requirement, that the masses
of the SM particles and their supersymmetric partners must be equal. If this would be
true, then a discovery of the supersymmetric partners should already have happened, for
example a discovery of the selectron. Due to the lack of such discoveries, supersymmetry
must be broken to provide a realistic description of particle physics [38].
Due to the Ferrara-Girardello-Palumbo mass sum rule [39], the spontaneous breaking of
supersymmetry is not allowed to happen in the sector of the known interactions of the
MSSM. Applied to the electron and its superpartners, with the simplifying assumption,
that their chiral eigenstates are also mass eigenstates and do not mix with other scalars,
the sum rule would require the following equation to be fullled after supersymmetry




− 2<24 = 0
This equation would imply, that the masses of the supersymmetric partners of the electron
are either equal to the electron mass, or one of supersymmetric partners is lighter and
the other one is heavier than the electron. Both cases are excluded by direct searches for
SUSY particles, so the supersymmetry breaking can not be accomplished by the existing
particle spectrum of the MSSM. In consequence, new elds need to be introduced to the
MSSM to perform supersymmetry breaking.
A eld is required, which obtains a vacuum expectation value after spontaneous super-
symmetry breaking and provides a Goldstone boson, called goldstino. Furthermore, one
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or several chiral supermultiplets, called messengers, are introduced to mediate the broken
symmetry from the sector of the goldstino eld to the MSSM sector. These chiral super-
multiplets are the only elds, which interact with the eld with the vacuum expectation
value, such that its sector is often referred to as the hidden sector.
Several models exist to mediate the spontaneous supersymmetry breaking. In one ap-
proach, gravitational eects at the Planck mass scale MP lead to supersymmetry breaking
[40]. The global supersymmetry discussed so far is promoted to a local supersymmetry,
such that gravity can be described in this framework by a spin 2 graviton and its super-
symmetric partner with spin 3/2, gravitino. After supersymmetry breaking, the goldstino
is absorbed by the gravitino, which then becomes massive. Loop corrections to the MSSM
parameters involving the massive gravitino lead to increased masses of supersymmetric
particles.
An alternative is provided by supersymmetry breaking through gauge interactions [41].
In its minimal realization, a new chiral supermultiplet is introduced as a messenger eld
between the source of the symmetry breaking in a hidden sector and the MSSM particle
spectrum. This supermultiplet shares some of the gauge interactions of the MSSM. The
supersymmetry breaking terms are then introduced to the Lagrangian density with loop
corrections to the MSSM parameters. The energy scale, at which the new messenger
particle becomes relevant, is chosen a few orders below the Planck mass scale, such that
gravitational eects are irrelevant for the supersymmetry breaking.
Both approaches lead to a soft supersymmetry breaking to be able to maintain the solution
to the hierarchy problem, avoiding terms in the supersymmetry breaking Lagrangian
density Lsoft, which have dimensionless parameters. The most general Lagrangian den-
sity Lsoft, which is invariant under gauge transformations, is renormalizable, conserves
R-parity, but breaks supersymmetry softly, has the following form:


















Gu&̂L · D − ̂†RGd&̂L · 3 − ̂†RGe!̂L · 3 + 2.2 .
)
−<2D ∗D · D −<23 ∗3 · 3 − (1softD · 3 + 2.2 .) (2.19)
The sfermion elds in equation 2.19 are arranged into vectors in the family space as it is
done in equation 2.16. The hermitian conjugation of the gaugino spinors in the rst line is
applied to the spinor structure, whereas in case of the sfermion scalar elds it is used to
take the weak isospin structure and the family space vectors into account. The product
of weak isospin doublets is used as in equation 2.16. In the last two lines, the complex
conjugated (2.2 .) versions of the explicitly written terms are suppressed in the notation.
The rst line in equation 2.19 represents the mass terms of the gauginos. It is important to
note here, that these additional contributions to the gaugino masses are not connected to
the mechanism of electroweak symmetry breaking described in section 2.3. In consequence,
the couplings of the gauginos to the Higgs bosons remain to be driven by the term Lkinetic
Higgs
from equation 2.11. In turn, gluinos do not have any couplings with the Higgs bosons,
although they are massive after soft supersymmetry breaking.
The second line in equation 2.19 corresponds to the mass terms of the sfermions. The








K are 3 × 3 hermitian, complex matrices in the corre-
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sponding family spaces, which contain entries of a dimension of squared mass and allow
for a mixing between mass eigenstates in general.
The third line in equation 2.19 denes supersymmetry breaking couplings of sfermions to
the Higgs bosons. The complex 3 × 3 matrices Gu , Gd and Ge in the fermion family space
have a dimension of mass and serve as supersymmetry breaking Yukawa couplings. Also
with these matrices, a mixing within the fermion family spaces is allowed in general.
Finally, the last line of equation 2.19 describes the supersymmetry breaking terms, which
enter the potential used for electroweak symmetry breaking.
All parameters of the soft supersymmetry breaking terms are related to a characteristic
mass scale msoft ≈ 1 TeV to preserve the cancellation of the loop contributions to the Higgs
bosons masses:












,<23 , 1soft ≈ m2soft
The full Lagrangian density of the MSSM can then be formulated as follows:







The rst line represents the contributions discussed in this section, the second line are
terms from the SM discussed in section 2.1. The last line corresponds to gauge xing
and ghost terms which need to be extended from the SM formulation in section 2.1 to
the MSSM. This model contains 105 MSSM parameters [42], which mostly result from
soft supersymmetry breaking terms, and 19 parameters already contained in the SM
Lagrangian density. The MSSM parameters can be reduced drastically by specifying
the supersymmetry breaking mechanism and how it is exactly mediated to the MSSM
sector, or by using simplifying assumptions, which are motivated by recent constraints
from experimental measurements. With a reduced set of MSSM parameters, benchmark
scenarios can be dened [43, 44], which represent specic phenomenological eects. The
assumptions chosen for the benchmark scenario M
125
h
[43] will be discussed in more detail
in section 2.3.
2.3. Higgs Sector
As already indicated in section 2.1, mass terms for gauge bosons and for fermions can not
be added explicitly to the Lagrangian density. Mass terms for W
±
and Z gauge bosons
would have the form m
2
W




, respectively. Such terms violate the gauge





SU(2)L symmetry, since the left-handed and right-handed parts of the fermions transform
dierently under SU(2)L.
A possible solution to this problem is the introduction of the Brout-Englert-Higgs mecha-
nism [6–8] with its simplest realization in the SM. A new scalar eld is introduced, that is
part of the Higgs potential+Higgs. The purpose of the potential is to provide a non-zero vac-
uum expectation value for the Higgs eld at the minimum of the potential. The symmetry
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of the model retained at a vacuum expectation value of zero is then spontaneously broken
by the choice of the particular minimum. The number of broken degrees of freedom of the
Higgs eld become Goldstone bosons [45], which can be absorbed by gauge vector bosons
as longitudinal degrees of freedom, making them massive.
For the electroweak sector SU(2)L × U(1)Y, three of the four gauge bosons should obtain a
mass. To accomplish this, a Higgs eld is introduced to the SM as a weak isospin doublet






















In that way, the Higgs eld SM has four degrees of freedom and is invariant under












Table 2.4.: Quantum numbers of the SM Higgs elds for the operators ) 3
L
, . and & .
The Higgs potential +Higgs and the kinetic term of the Higgs eld LkineticHiggs are formulated
























Assuming that one of the four components of the Higgs eld must be dierent from zero at












The parameters ` and _ of the Higgs potential dene the vacuum expectation value E . The
non-vanishing vacuum expectation value can be chosen in any of the four components of
the Higgs eld. Since the vacuum is electrically neutral and symmetric under charge-parity
(CP) transformations, E is assigned to the parameterization of the real, neutral component
of SM:
ℎ0












in this parameterization results in a number of terms. All terms in-











are unphysical and can be
accounted for or even removed completely by introducing appropriate terms for gauge
xing. Therefore, only the terms with the vacuum expectation value E or Higgs boson
eld ℎSM are considered in the following. The degrees of freedom, which corresponded to
the three Goldstone bosons are absorbed by gauge transformations into the gauge boson
elds, ±̀ and /` .




terms with trilinear and quartic Higgs boson self-couplings, and a constant oset which is






















The contributions with E or ℎSM in the kinetic term LkineticHiggs can be grouped into mass terms
for the gauge bosons, trilinear coupling terms between the Higgs boson eld and gauge
boson pairs, quartic coupling terms between a Higgs boson pair and gauge boson pairs,
and the remaining kinetic term for the Higgs boson with partial derivatives:
Lkinetic
Higgs














































Terms with the photon eld ` cancel out exactly with the relations between the gauge
coupling parameters 4 , 6 and 6′. In consequence, the photon remains massless and does
not couple to the Higgs boson eld. This means, that after the spontaneous symmetry
breaking procedure for the electroweak sector SU(2)L × U(1)Y demonstrated so far, the
U(1)em symmetry of the electromagnetic interactions connected to` remains. In contrast
to that, the gauge boson elds, ±̀ and /` obtain mass terms and couple to the Higgs










































































The hermitian conjugation of the elds indicated by k̄ = k †W0, as well as in the terms sup-
pressed in equation 2.24 with (ℎ.2.), is applied in all relevant phase spaces simultaneously:
the family space, the weak isospin space and the spinor space.
After electroweak symmetry breaking, LSM
Yukawa
is expanded in terms of the vacuum expec-




















































The Yukawa coupling matrices _e , _u and _d have in general non-diagonal entries. To obtain
mass terms for each fermion eld, a transformation of the weak interaction eigenstates into
mass eigenstates needs to be performed, as it was discussed in section 2.1 for equation 2.5.

































fermions = {4, `, g, 3, B, 1,D, 2, C}
Additionally to the mass terms, couplings between the Higgs boson and fermion pairs are
introduced, with a coupling strength proportional to the mass of the fermion mf.
The phenomenology of the Higgs boson as predicted by the SM leads to the branching
fractions and production cross-sections for proton-proton collisions at the centre of mass
energy of
√
B = 13 TeV shown in gure 2.1. The branching fraction of the H→ ττ decay
belongs to the highest ones, since the τ lepton belongs to the third generation of the
lepton family. As will be discussed in sections 3.2 and 4.3, the signatures of a ττ pair
can be very well reconstructed, making the H→ ττ decay important for Higgs boson
searches and measurements. The two most relevant Higgs production modes are the gluon
fusion production and the vector boson fusion with two quarks in the nal state. These
production modes are represented on the right in gure 2.1 by the blue and red lines,
respectively. A more detailed discussion on the dominant and subdominant production
modes considered in the H→ ττ analysis will be given in section 4.2.
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 H (N3LO QCD + NLO EW)→pp 
 qqH (NNLO QCD + NLO EW)→pp 
 WH (NNLO QCD + NLO EW)→pp 
 ZH (NNLO QCD + NLO EW)→pp 
 ttH (NLO QCD + NLO EW)→pp 
 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)→pp 
 tH (NLO QCD)→pp 
Figure 2.1.: Recent SM predictions for the branching fractions (left) and the production
cross-sections (right) of the Higgs boson in the mass range [120, 130] GeV [46].
One of the simplest extensions of the SM Higgs sector is the Two-Higgs-Doublet-Model
(THDM) [47, 48] with two SU(2)L Higgs doublets introduced to the Lagrangian density,
















The most general, CP conserving Higgs potential in THDM, + THDM
Higgs

















































The eight parameters introduced with + THDM
Higgs
to the Lagrangian density can be chosen
real. The non-vanishing minimum of the potential is chosen to be in the neutral, real















(E2 + ℎ2 + 8[2)
)
(2.26)
Like in equation 2.23 for the SM Higgs potential, the parameters in + THDM
Higgs
are related to
each other by requiring two non-vanishing vacuum expectation values E1 and E2. This
allows to dene masses of the Higgs bosons in terms of a subset of the parameters of the
potential and the vacuum expectation values. To separate the massless Goldstone bosons,
which will be absorbed by the gauge bosons as in the SM, from the massive, physical Higgs
bosons, linear combinations of the elds in equation 2.26 need to be constructed to match
the mass eigenstates. In total, three combinations of the eight elds will become Goldstone
bosons, the remaining ve combinations will represent the physical Higgs boson spectrum
of the THDM.




can be combined to the massless charged




± = (m212/E1E2 − _4 − _5) · (E21 + E22), which enters the tree level Lagrangian density. The
oppositely charged counterparts of these elds can be obtained by complex conjugation:
− = (+)∗, and − = (+)∗.
The elds [1 and [2, which are used to construct the imaginary, neutral parts of the
Higgs doublets 1 and 2, have the massless neutral Goldstone boson 
0
and the massive
pseudoscalar Higgs boson as mass eigenstates. The eld of the pseudoscalar Higgs boson





/E1E2 − 2_5) · (E21 + E22).
Finally, the elds ℎ1 and ℎ2, which correspond to the real, neutral parts of the Higgs
doublets, are used to build the two massive scalar Higgs bosons ℎ and  with the former
being the lighter one by convention.
The eight parameters in the Higgs potential+ THDM
Higgs
can be transformed into a dierent set
of parameters, which directly inuence the phenomenology of the model:
• Masses of the Higgs bosons: mH± , mH, mA and mh
• The ratio of the vacuum expectation values: E2/E1 = tan β




• The mixing angle α needed to rotate the elds ℎ1 and ℎ2 into scalar Higgs boson
elds ℎ and 
• The soft breaking mass parameter m12
The remaining terms in the Higgs potential after the elimination of the Goldstone boson
elds correspond to the trilinear and quartic couplings between the ve physical Higgs
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bosons [49]. In case of trilinear couplings, either the light scalar Higgs boson eld ℎ or the
heavy scalar Higgs boson eld couples to Higgs boson pairs ℎℎ, , and+−. The
quartic interactions consist of couplings between all possible Higgs boson pairs, which
comprise the pairs mentioned before and the ℎ pair additionally, resulting in 14 dierent
interaction vertices in total.
Kinetic contributions to the Higgs Lagrangian density involving the Higgs elds 1 and
2 are constructed in the same manner as in equation 2.22. The resulting mass terms
for the gauge boson elds, ±̀ and /` are of the same form as in SM, involving the total
vacuum expectation value E . However, the interactions between the gauge bosons and the
Higgs bosons are extended in a THDM. These interactions can separated into three types:
interactions of one gauge boson and a Higgs boson pair, interactions of a Higgs boson
with a gauge boson pair, and interactions of a Higgs boson pair with a gauge boson pair.
The rst type of interactions comprises the interaction of the boson eld, ±̀ with a pair of
a neutral and the charged Higgs boson eld ±. Beyond that, the Z boson eld /` couples
to a pair with a scalar Higgs boson eld and the pseudoscalar Higgs boson eld . The
photon eld ` , which is massless, therefore couples only to the pair of charged Higgs
boson elds ∓±.
The second type of interactions involves only the couplings of neutral scalar Higgs boson
elds, ℎ and  , to a pair of massive gauge bosons,, +̀, −` or /`/ ` .
Finally, the interactions between a Higgs boson pair and a gauge boson pair can be
summarized as follows: a pair of massive gauge bosons,, +̀, −` or /`/ ` , can interact
with each of the Higgs boson pairs ℎℎ,  ,  and +−, whereas a photon pair, `` ,
only interacts with the +− pair. A Z boson eld can be combined with the W boson
eld, /`,
±`
, to couple to a pair with a neutral Higgs boson and the charged Higgs boson
±. The photon can be combined with the Z boson, `/ ` , to interact with +−, or with
the W boson, `,
±`
, to interact with a pair of a neutral Higgs boson and the charged
Higgs boson ±.
The way how fermions are coupled to the Higgs elds 1 and 2 via Yukawa coupling
terms is not given a priori by the THDM and has to be chosen. By convention, the eld
2 is coupled to right-handed up-type quarks, *R, as dened in the notation used in
equation 2.24. After this, four dierent types of THDM Yukawa couplings are usually
considered. In the type-1 THDM, the eld 2 is additionally coupled to right-handed
leptons R and right-handed down-type quarks R. The eld 1 remains then without
any couplings to fermions. In the type-2 THDM, which can be related to the Higgs sector
of the MSSM, the right-handed leptons and down-type quarks are coupled to the eld 1.
In the lepton-specic THDM, right-handed down-type quarks are coupled to the eld 2
and right-handed leptons to the eld 1, whereas it is chosen in the opposite way for the
ipped THDM.
In case of the type-2 THDM, the contribution to the Lagrangian density, LTHDM
Yukawa
, would
have the following form, using the notation of equation 2.24:
LTHDM
Yukawa








After electroweak symmetry breaking, the elimination of the Goldstone bosons, and the
transformation of the remaining Higgs elds and the fermions into their mass eigenstates,
22
the Yukawa coupling Lagrangian density from equation 2.27 can be simplied to:
LTHDM
Yukawa
















































+ · Z ℓāℓ,LℓR
+ ℎ.2.
5 ∈ {4, `, g, 3, B, 1,D, 2, C} ,
@D ∈ {D, 2, C} , @3 ∈ {3, B, 1} , ℓ ∈ {4, `, g}
The coupling structure of the scalar Higgs bosons ℎ and  is CP-even and is similar
to the SM Higgs boson ℎSM. The CP-odd coupling structure of the pseudoscalar Higgs
boson can be inferred from the additional factor −8W5 in the spinor space. The charged
Higgs boson + relates up- and down-type fermions with opposite chirality with each
other, such that the CKM mixing matrix \CKM is needed to account for the quark mass
eigenstates properly.
The coupling prefactors for fermions Z
5
q
are summarized together with the coupling
prefactors for the gauge bosons Z+
q
in table 2.5. These factors depend on two parameters
of the THDM, tan β and α.
Fermions 5 and gauge bosons +







= cos α/sin β Z 5
ℎ
= − sin α/cos β Z+
ℎ




= sin α/sin β Z 5

= cos α/cos β Z+





= 1/tan β Z 5

= tan β Z+

= 0
Table 2.5.: Coupling prefactors with respect to the SM expectation between the Higgs
boson elds ℎ,  and , and the fermion and gauge boson elds for type-2
THDM.
The MSSM Higgs potential +MSSM
Higgs
can be obtained from the scalar potential of the model,














































The THDM Higgs potential can be transformed into the Higgs potential of the MSSM by





































Furthermore, the MSSM Yukawa coupling terms obtained from LW8 9 in equation 2.17
can be transformed into the form used in equation 2.27 by using relations of the Higgs



























































In consequence, the MSSM Higgs sector has the same structure as the type-2 THDM,
but with a few important dierences. First of all, the parameters _8 in the MSSM Higgs
potential are completely determined by the SM gauge couplings, leaving four parameters
introduced through +MSSM
Higgs





After electroweak symmetry breaking, the Higgs sector can be described by the mass of
the pseudoscalar Higgs boson, mA, the ratio of the vacuum expectation values, tan β, and
the total vacuum expectation value E . The latter is related to SM parameters by the Higgs





This means, that only two new parameters are introduced by the tree-level MSSM La-
grangian density additionally, mA and tan β.
However, the enriched particle spectrum of the MSSM can have an inuence on correc-
tions to the Lagrangian density at higher orders as will be described in section 2.4. Such
corrections include loops with supersymmetric particles. After the electroweak symme-
try breaking, the Higgs bosons of the MSSM additionally couple to mass eigenstates of
sfermions, higgsinos and gauginos. Thereby, the neutral higgsinos and neutral gauginos
mix to mass eigenstates referred to as neutralinos. Similarly, the charged higgsinos and
charge gauginos mix to mass eigenstates called charginos.
Due to the soft supersymmetry breaking, which deteriorates the exact cancellation of
quadratic divergences in the Higgs boson mass corrections, the mass of the lightest scalar
Higgs boson, mh, can obtain values, which exceed the Z boson mass mZ, such that the
observed scalar Higgs boson with a mass at about 125 GeV becomes accessible to an MSSM
interpretation. On the other hand, the extended particle spectrum with soft supersymmetry
breaking leads to a large number of parameters introduced to the MSSM Higgs sector due
to such corrections.
To study the MSSM Higgs sector systematically, a number of assumptions have been made
based on current constraints from experiments, and on simplifying measures, which are
not expected to change the phenomenology of the MSSM Higgs sector. These assumptions
lead to the introduction of MSSM benchmark scenarios [43, 44]. One of them, the M
125
h
scenario [43], will be discussed in detail in the context of this thesis.
One of the general assumptions of the M
125
h
scenario is, that new sources of avour viola-
tion are not introduced with the soft supersymmetry breaking terms from equation 2.19.
In consequence, the mixing between the dierent avours of sfermions is neglected. The
eects from mass terms, as well as from the interaction terms with the Higgs bosons, can
be then considered as small for the rst and second generation sfermions in their family
space. The sfermion squared mass matrices from Lsoft are chosen in the following way,











































= 2 TeV, "&3 = "3 = "*3 = 1.5 TeV, "!3 = "3 = 2 TeV (2.30)
The soft supersymmetry breaking Yukawa matrices from Lsoft are reduced to the values
of the third generation sfermions for the same reason:
Gu = 3806 (0, 0, C ) , Gd = 3806 (0, 0, 1) , Ge = 3806 (0, 0, g )
C = 1 = g , -C = C −
`
tan β
= 2.8 TeV (2.31)
The dimensionful Yukawa coupling parametersC ,1 andg are chosen to be real. Instead
of xing these parameters directly, the mixing parameter -C between the left- and right-
handed stops is introduced and xed to a value. This mixing parameter depends on the
higgsino mass parameter ` and the ratio of the vacuum expectation values tan β. Finally,
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the higgsino and gaugino mass parameters are xed to:
` = 1 TeV, "1 = 1 TeV, "2 = 1 TeV, "3 = 2.5 TeV (2.32)
The remaining two free parameters can be chosen as the mass of the pseudoscalar Higgs
boson mA, and the ratio of the vacuum expectation values tan β. To match the higher order
calculations of the model, the parameters need to be dened in a xed renormalization
scheme. For ` and tan β, the DR renormalization scheme is chosen, evaluated at the scale
of the pole mass of the top quark, m
pole
t
= 172.5 GeV, for the remaining parameters the
on-shell renormalization scheme. More details on the schemes can be found in section 2.4.
The masses of supersymmetric particles, which can inuence the predictions for the Higgs
boson masses, cross-sections and decay widths, are chosen high enough for the M
125
h
scenario to resemble the phenomenology of a THDM Higgs sector. Furthermore, the
scenario is required to provide a Higgs boson compatible with the SM prediction for the
observed Higgs boson with a mass of 125 GeV. The corresponding Higgs boson is the light
scalar h. Its properties will be studied in more detail and compared to the SM prediction in
the following. Expected deviations can be roughly estimated from this comparison, such
that these deviations can be exploited in the statistical inference of the H→ ττ analysis
presented in chapter 5, when the data description by the MSSM hypothesis is compared to
the description of the SM hypothesis.
The coupling prefactors in table 2.5, which are also valid for MSSM, can be considered in
the decoupling limit of the MSSM: mA  mZ. In this case, the heavy scalar Higgs boson
H and the pseudoscalar Higgs boson A become degenerate in mass and the light scalar
h approaches the observation at 125 GeV. Additionally, the scalar mixing angle takes a
simple form in this limit: α→ β − c/2. In consequence, the couplings of the light scalar
approach the SM prediction with Z 8
ℎ
→ 1. On the other hand, the coupling factors of the
heavy scalar Higgs boson converge to the values of the pseudoscalar Higgs boson. This
means, that couplings to down-type quarks and leptons are enhanced by tan β, making the
H/A→ ττ decays even more interesting for Higgs boson searches, as well as the heavy
Higgs boson production associated with bottom quarks.
The SM predictions for the gluon fusion production of the Higgs boson with a mass of 125
GeV, its width and the branching fraction to a pair of τ leptons are given in table 2.6.
Quantity Value
mhSM 125 GeV




σ(gg→ hSM) 48.58 pb
Table 2.6.: SM predictions for the Higgs boson with a mass of 125 GeV, produced at a centre
of mass energy of
√
B = 13 TeV [46].
A relative comparison is performed between the M
125
h
predictions and the SM predictions
for these quantities in the (mA, tan β) plane as illustrated in gure 2.2. For all considered
quantities, the relevant parameter space is set by mass values of the light scalar Higgs
boson, which are within the theoretical uncertainty, mh ∈ [122, 128] GeV [50, 51]. The area,
where this condition is not satised, is shown as a red hashed contour, with a variation of
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mh from 122 GeV down to 110 GeV for most of the parameter points.
The deviation of the gluon fusion cross-section in the area with mh ∈ [122, 128] GeV is
about 2% smaller than the SM expectation for parameter points with mA & 200 GeV. For
points with mA below 200 GeV, the values start to exceed the lower 5% threshold.
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Figure 2.2.: MSSM predictions from M
125
h
scenario [43] for σ(gg → h) (top left),
BR (h→ ττ) (top right), Γtot (bottom left) and κτ (bottom right) are shown,
relative to the SM expectation for a Higgs boson with a mass of 125 GeV. The
parameter space area excluded by the theoretical uncertainty on mh is marked
with a red hashed contour. For κτ, an exclusion shown with a dark cyan line
results from the 95% condence interval on κτ from combined measurements
of the properties of the observed Higgs boson [12].
For the branching fraction comparison, the MSSM prediction is within 2% around the SM
prediction for points from the relevant (mA, tan β) area, which have additionally mA & 700
GeV and tan β & 10. Beyond that region, the values for MSSM BR (h→ ττ) exceed the
upper 5% threshold.
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In summary, an overall deviation of up to 5% with respect to the SM is expected for the
product σ(gg→ h) · BR(h→ ττ) for large values of mA. In the intermediate region with
mA between 200 and 700 GeV, the MSSM prediction for the light scalar Higgs boson can
deviate stronger from the SM expectation.
The last quantity considered in the comparison is the total width of the light scalar Higgs
boson, which is within 5% in the relevant parameter space and mA & 600 GeV. Below this
threshold, the values for Γtot begin to rise and exceed the upper 10% threshold.
With the provided information on Γtot and BR (h→ ττ), the relative coupling κτ can be
computed:
κ2τ =
Γtot · BR (h→ ττ)
ΓSM
tot
· BR (hSM → ττ)
The resulting values for κτ shown at the bottom right of gure 2.2 can be compared with
the corresponding constraints from a multi-parameter scan performed in the context of
combined measurements of the properties of the observed Higgs boson [12]. The resulting
condence interval is κτ ∈ [0.65, 1.18] at 95% condence level. It can be concluded, that
based only on the published κτ constraints, most of the parameter space with mA . 350
GeV can be excluded. This means, that provided a good sensitivity to the observed Higgs
boson with a mass of 125 GeV, exclusions on benchmark scenarios in the (mA, tan β)
parameter space can be improved by taking the light scalar Higgs boson into account in
the signal modelling.
In chapter 5, the sensitivity to the observed Higgs boson that can be obtained from full
Run 2 data in the H→ ττ analysis, and the impact of deviations from the SM prediction
on the exclusion limits of the M
125
h
scenario will be discussed in more detail and quantied.
2.4. Higher Order Calculations in Perturbation Theory
After the Feynman rules were dened [1, 49], they can be used to compute the amplitudes
of processes like the ones illustrated as Feynman diagrams in gure 2.3 for muon pair
production through electron pair annihilation and Compton scattering. Each of the external
lines, the vertices, and the internal lines corresponds to a mathematical expression of
the corresponding Feynman rule. At each vertex, energy and momentum conservation is
assumed, so that the 4-momenta transfers in the tree level Feynman diagrams in gure 2.3
are dened at each line by the incoming and outgoing particles.
The amplitude, also referred to as the matrix element M, is the sum of all diagrams.
The probability of a process is proportional to the squared matrix element, |M|2. The
matrix elementM is usually given for an explicit conguration of incoming and outgoing
4-momenta and of spin and polarization of the corresponding external states. In case
these states are not prepared for a specic spin or polarization, |M|2 needs to be averaged
over the spins and polarizations of the initial states, and summed over the spins and
polarizations of the nal states. This procedure is often denoted by |M|2.
From |M|2, the general form to compute a cross-section or decay rate of a process can be
formulated in dierential form as follows:
dwi→f =



















− → μ+μ− (left) and Compton scattering (right). Fermions are
represented by straight lines with arrows, a Z boson, an excited photon γ∗ or
a real photon γ by wavy lines. Internal lines between two vertices shown as
black dots correspond to propagators, external lines to initial states on the left
or to nal states on the right of a diagram. In case of Compton scattering, two
dierent transitions are possible between the initial and nal states, such that
these have to be added to obtain the corresponding matrix element.
The transition rate dwi→f from an initial to a nal state is composed of several building
blocks: the squared matrix element |M|2, which depends on the 4-momenta of the initial
states ?i and the nal states @f, the Møller ux factor  [52] computed from 4-momenta ?i
of the prepared initial states, and the Lorentz-invariant phase space dLIPS [53] dened for
the nal states. Dirac’s Delta function (2π)4 · X4 (∑f @f −∑i ?i) ensures the conservation
of the total 4-momentum of the system during the integration over dLIPS. This integration
can be performed over the entire phase space to obtain inclusive transition rates, or over
its slices in an observable of interest, to determine the dependence of the transition rate
on this observable.
Tree level Feynman diagrams contribute to their processes at leading order (LO) in the
couplings involved in the vertices. Each vertex term is proportional to the square root
of the coupling constants,
√
αem for the electromagnetic interactions,
√
αw for the weak
interactions, and
√
αs for the strong interactions. The coupling constants are dened as











Additional corrections to the leading order contribution, which are at the next order in one
of the coupling constants αi, correspond to diagrams with the same initial and nal states,




comprise virtual contributions, which do not have an inuence on the initial and nal
states of the process, and emissions of particles from the initial or the nal states, which
can alter their kinematic properties.
Figure 2.4.: Examples of virtual contributions to tree level diagrams at higher orders of
perturbation: fermion self energy (top left), vacuum polarization of the photon
(top right), vertex correction (bottom left), and a generic box diagram with a
fermion loop (bottom right). The momentum transfer within the loops needs
to be integrated over its entire phase space, leading to divergent terms.
The virtual contributions shown in gure 2.4, consist of modications of internal lines,
referred to as self energy of a particle and in case of the gauge bosons also as vacuum
polarization, of modications of vertices, and generic loop diagrams. These contributions
involve closed loops, such that the 4-momentum transfer within each loop needs to be
integrated out over the entire 4-momentum phase-space. In consequence, divergences
are introduced to the calculation of higher order (HO) Feynman diagrams containing
loops, called infrared for the vanishing momentum transfers within the loop, @2 → 0, and
ultraviolet for @2 →∞.
Ultraviolet divergences can be mitigated with the technique of dimensional regularization
[54], changing from the four space-time dimensions to a slightly smaller value, 3 = 4→
3 = 4 − 2n . To preserve the dimension of the matrix element, a renormalization scale μR is
introduced, which corrects the integral dimension via a multiplicative factor of μ2n
R
. After
evaluating the integral for 3 = 4−2n and expanding the resulting terms at n → 0, divergent
terms can be isolated and summarized in counter-terms, which are used to renormalize
the coupling constants, the masses and the elds of the Lagrangian density, such that the
renormalized quantities are nite. The renormalized Lagrangian density LHO is then the
dierence between the tree level Lagrangian density L and the counter-terms Lct:
LHO = L − Lct
If the renormalization is possible by a nite amount of renormalized parameters for all
orders of perturbation in
√
αi, the theory is called renormalizable, as it is the case for
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the SM and the MSSM. The denition of the counter-terms depends on the particular
renormalization scheme used. Common schemes comprise the on-shell scheme (OS), in
which the counter-terms are dened such that the renormalized mass corresponds to the
mass pole in the propagator of the considered eld, the modied version of the minimal
subtraction scheme (MS) [55–57], and the dimensional reduction scheme (DR) [58], which is
similar to (MS), but with a modied dimensional regularization procedure, which preserves
the invariance of supersymmetric Lagrangian densities.
After xing the renormalization scheme, the values for the renormalized quantities, which
correspond to physical observables, can be set to nite, experimentally measured values.
The measurements are required to be performed at a xed scale μ0
R,i
, which is typical
for the momentum transfers involved in the measured process. Since the renormalized
quantities depend on the scales μR,i, the measured reference value for the renormalized
quantity at μ0
R,i
can be connected to its value at any scale μR,i using renormalization group
equations [59, 60]. This leads to the eect of running coupling constants [61, 62] and
running masses [63], reecting the changing behaviour of the interactions of the theory
at dierent energy transfers.
For the electromagnetic coupling αem in quantum electrodynamics (QED), the reference
measurement corresponds to the limit of vanishing momentum transfer @2 → 0 and is
measured to be the ne-structure constant αem(@2 → 0) ≈ 1/137 from non-relativistic
quantum mechanics. At higher momentum transfers, αem increases.
In case of the couplings from non-Abelian interactions, like αw for the weak interactions
and αs for the strong interactions of quantum chromodynamics (QCD), the couplings
decrease with increasing momentum transfer, leading to the eect called asymptotic free-
dom. For small momentum transfers @2 → 0, the weak coupling is suppressed by the mass
of the W boson, so that in this limit, the Fermi’s theory of weak interactions between
fermions can be established as an eective theory, which describes for example the β decay
of nucleons [64]. The reference measurement of αw is usually performed at momentum
transfers around the Z boson mass, @2 = m2
Z
.
In case of QCD interactions with massless gluons as gauge bosons, the running of αs ob-
tained from perturbative calculations breaks down at the scale ΛQCD ≈ 0.3 GeV, where the
strong coupling αs reaches unity, so that the perturbation series connected to it becomes
divergent. This is an indication, that quantum chromodynamics is non-perturbative in
this regime and quarks can not be considered as free particles any more, leading to their
connement to composed hadron states. Also in case of αs, its reference value is usually
determined at @2 = m2
Z
from experimental measurements.
For leptons, which do not interact strongly, the pole mass can be measured unambiguously
and used as the reference point for the running mass. On the other hand, pole masses of
the quarks can not be measured precisely due to their connement and non-perturbative
contributions, such that the pole mass is not well-dened. Photons and gluons, which are
massless and obey the Ward-Takahashi identity [65–67], do not acquire mass corrections
through renormalization, whereas this is the case for the massive W, Z and Higgs bosons.
In gure 2.5 it is shown, how the running of MSSM parameters can be used to study the re-
sulting eects at dierent energy scales. On the left, the running of the coupling constants
of the SU(3)C × SU(2)L × U(1)Y interactions is shown, parameterized as α1 = 53 1cos\, αem,
α2 = αW, and α3 = αs to match the required denitions in the context of grand unication
[36]. For the SM case, the couplings do not unify at high energy scales. However, the
MSSM has an appropriate particle spectrum to introduce a kink into the evolution of the
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coupling constants, such that they can be unied at a scale & ≈ 1016 GeV in the shown
example. This result is considered to be a favourable feature of supersymmetric models.
On the right of gure 2.5, the running of the reduced set of MSSM mass parameters is
shown as it would be the case in the framework of supergravity with gravity-mediated
supersymmetry breaking. At the scale & = 1.5 · 1016 GeV, common mass parameters m0, `
and m1/2 are chosen to control the evolution of sfermion masses, the mass parameters of
the Higgs potential, and the gaugino masses. The mass parameter of the eld D becomes
negative at the electroweak scale & ≈ 100 GeV, indicating the electroweak symmetry
breaking.
Figure 6.8: Two-loop renormal-
ization group evolution of the
inverse gauge couplings α−1a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid
lines). In the MSSM case, the
sparticle masses are treated as
a common threshold varied be-
tween 750 GeV and 2.5 TeV,
and α3(mZ) is varied between
0.117 and 0.120.













6.5 Renormalization Group equations for the MSSM
In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.
As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ǫ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ǫ, but can be multiplied by factors
up to 1/ǫn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [113]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ǫ dimensions, but the vector index µ on the gauge boson fields Aaµ
now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
the usual DREG with modified minimal subtraction (MS). In particular, the boundary conditions at
the input scale should presumably be applied in a supersymmetry-preserving scheme like DR. One
loop β-functions are always the same in these two schemes, but it is important to realize that the MS
scheme does violate supersymmetry, so that DR is preferred† from that point of view. (The NSVZ
scheme [118] also respects supersymmetry and has some very useful properties, but with a less obvious
connection to calculations of physical observables. It is also possible, but not always very practical, to
†Even the DRED scheme may not provide a supersymmetric regulator, because of either ambiguities or inconsistencies
(depending on the precise method) appearing at five-loop order at the latest [114]. Fortunately, this does not seem to
cause practical difficulties [115, 116]. See also ref. [117] for an interesting proposal that avoids doing violence to the
number of spacetime dimensions.
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Figure 8.4: RG evolution of scalar and gaugino mass parameters in the MSSM with MSUGRA
boundary conditions imposed at Q0 = 1.5 × 1016 GeV. The parameter µ2 +m2Hu runs negative,
provoking electroweak symmetry breaking.
running gaugino masses are solid lines labeled by M1, M2, and M3. The dot-dashed lines labeled Hu
and Hd are the running values of the quantities (µ
2 + m2Hu)
1/2 and (µ2 +m2Hd)
1/2, which appear in
the Higgs potential. The other lines are the running squark and slepton masses, with dashed lines for
the square roots of the third family parameters m2
d3
, m2Q3 , m
2
u3
, m2L3 , and m
2
e3
(from top to bottom),
and solid lines for the first and second family sfermions. Note that µ2 +m2Hu runs negative because of
the effects of the large top Yukawa coupling as discussed above, providing for electroweak symmetry
breaking. At the electroweak scale, the values of the Lagrangian soft parameters can be used to extract
the physical masses, cross-sections, and decay widths of the particles, and other observables such as
dark matter abundances and rare process rates. There are a variety of publicly available programs that
do these tasks, including radiative corrections; see for example [230]-[239],[208].
Figure 8.5 shows deliberately qualitative sketches of sample MSSM mass spectrum obtained from
f r different types of models assumptions. The first, in Figure 8.5(a), is the output from an MSUGRA
model with relatively low m20 compared to m
2
1/2 (similar to fig. 8.4). This model features a near-
decoupling limit for the Higgs sector, and a bino-like Ñ1 LSP, nearly degenerate wino-like Ñ2, C̃1, and
higgsino-like Ñ3, Ñ4, C̃2. The gluino is the heaviest superpartner. The squarks are all much heavier
than the sleptons, and the lightest sfermion is a stau. (The second-family squarks and sleptons are
nearly degenerate with those of the first family, and so are not shown separately.) Variations in the
model parameters have important and predictable effects. For example, taking larger values of tan β
with other model parameters held fixed will usually tend to lower b̃1 and τ̃1 masses compared to those
of the other sparticles. Taking larger m20 will tend to squeeze together the spectrum of squarks and
sleptons and move them all higher compared to the neutralinos, charginos and gluino. This is illustrated
in Figure 8.5(b), which instead has m20 ≫ m21/2. In this model, the heaviest chargino and neutralino
are wino-like.
The third sample sketch, in fig. 8.5(c), is obtained from a typical minimal GMSB model, with
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Figure 2.5.: Illustrative examples of running couplings (left) and running mass parameters
(right) in the MSSM [36]. On the left, the running of the couplings α1 for U(1)Y,
α2 for SU(2)L, and U3 for SU(3)C is shown. The dashed black lines representing
the SM evolution do not unify at high energy scales & . In contrast to that,
the solid lines eprese ting MSSM have a ki k, which l ads to a unicatio at
& ≈ 1016 GeV. For the MSSM examples, the sparticle masses are chosen to be
equal t introd ce a single distinct kink into the coupling constant evolution,
at about 750 GeV (blue) or at about 2.5 GeV (red). O the ight, the evolution
of mass param ters of MSSM in the supergravity framework is shown. At
a scale & = 1.5 · 1016 GeV, the common MSSM parameters m0, ` and m1/2
re xed. Green dashed-dotted lines repres nt the resulting evolution of the
mass parameters of the Higgs pot ntial of the elds D and 3 . Black solid
lines represent the evolutio of the gaugino masses, blue lines the evolution of
squark masses, and red lines the evolution of slepton and sneutrino masses.
Dashed sfermion lines correspond to the third generation in the fermion family
space, solid lines to the remaining rst two generations.
Additionally to the infrared divergences from virtual contributions, emissions of soft or
collinear photons or gluons lead to divergent terms in the calculations of matrix elements.
The divergences can be identied again with dimensional regularization in case of infrared
and collinear divergences, in a dimension of the space-time slightly higher than four,
3 = 4 → 3 = 4 + 2n . If these divergences do not cancel each other by resummation at
all orders [68, 69], for instance in calculations of QCD processes without a sum over all
possible initial states, they are controlled by the factorization scale μF introduced through
dimensional regularization. The evolution from one scale to another is dened by the
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Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [70–74] describing the
splitting of a parton (gluon or quark) into a pair of partons and is connected to the parton
distribution functions (p.d.f.’s) of composite hadron states. The scale μF can be understood
as the energy threshold, below which the energy of gluons is considered as soft or collinear.
In that way, a factorization of physics at low energies described by DGLAP equations and
p.d.f.’s from physics at high energies calculated in perturbative QCD is achieved.
In consequence, for each process to be calculated, a renormalization scale μR and a fac-
torization scale μF needs to be chosen, which describe the typical energy transfer of the
process and its separation from physics at low energies, respectively. This choice is a priori
arbitrary and is assigned with uncertainties obtained from variations of these scales by
factors 0.5 and 2 with respect to the nominal choice. Such variations are mostly relevant
for QCD calculations and are usually referred to as QCD scale uncertainties. Furthermore,
if nite quark mass values mq are required, they are varied within their uncertainties on
non-perturbative eects.
To provide predictions for processes in proton-proton collisions, several calculations need
to be done additionally to the computation of the matrix element described so far covering
production cross-sections and decay widths with equation 2.33. Starting from the protons,
the momentum fraction G needs to be determined, which is carried by the partons of
the proton entering the interaction of the hard process at a certain squared momentum
transfer scale @2. This is accomplished by the p.d.f.’s, which are obtained from ts to data
at xed scales @2
0
[75]. The evolution to the scale of the considered hard process, @2 is
made possible with DGLAP equations. The models used for p.d.f.’s are phenomenological,
and are accounted for by corresponding uncertainties, including a variation of the chosen
reference value for the strong coupling, αB (m2Z).
The parton splitting functions in the DGLAP equations can be used to simulate the emis-
sion of multiple partons, referred to as parton showering, for the incoming and outgoing
partons of the hard process. Parton showers are often simulated separately from the
simulation of the hard process from the matrix element. In case of NLO simulation of the
hard process, emissions can also be simulated at the level of the matrix element, such that a
proper matching between the parton shower simulation and the matrix element calculation
is needed to avoid possible double-counting [76]. Parton showering is performed, until a
scale is reached, at which non-perturbative QCD eects are not negligible anymore. From
this point on, hadronization of the partons is performed, with subsequent decays of the
nal state hadrons. Finally, soft interactions of the proton remnants with each other and
with the partons participating in the hard process, referred to as the underlying event,
has to be taken into account. The parameters of the models used for the description of
the underlying event are adapted to measurements of data collected from collisions with
soft interactions and summarized in parameter tunes [77]. The steps of parton showering,
hadronization, simulation of hadron decays, and the description of the underlying event
are often covered by the same software [78–80].
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3. CMS Experiment at LHC
The Compact Muon Solenoid (CMS) experiment is one of the four major experiments of
the Large Hadron Collider (LHC) at the Conseil Européen pour la Recherche Nucléaire
(CERN) near Geneva, Switzerland. To perform collisions of proton pairs at the collision
point of the CMS detector, bunches of about 10
11
protons are accelerated by various pre-
accelerators to intermediate energies, before they are accelerated in the LHC ring. There,
each of them reaches an energy of 6.5 TeV. The two beams of proton bunches accelerated
in opposite directions are crossed every 25 ns, leading to multiple proton-proton collisions
per bunch crossing at a centre of mass energy
√
s = 13 TeV. As shown in gure 3.1, the
protons are rst accelerated by the linear accelerator LINAC 2, then they enter three ring
pre-accelerators, the BOOSTER accelerator at rst, followed by the Proton Synchrotron
(PS), and the Super Proton Synchrotron (SPS).
Figure 3.1.: A schematic view of the accelerator complex [81] at CERN.
The orientation of the coordinate system used at the CMS experiment is dened as follows:
The x-axis is oriented towards the ring center, the y-axis is chosen to show upwards, and
the z-axis points into the direction of the beam that is accelerated anti-clockwise in the
LHC ring. Additionally, the azimuth angle ϕ ∈ [−π, π] and the polar angle θ ∈ [0, π] are
introduced, with ϕ = 0 in the direction of the x-axis, and θ = 0 in direction of the z-axis.
The pseudorapidity η = − ln tan(θ/2) is used in particle physics to have an approximation
for the rapidity y of the ight direction of a particle in case its mass is negligible.
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3.1. Detector Subsystems
The CMS [82] detector is built to cover as much of the solid angle around the interaction
point as possible for a collision of two proton beams with equal energy. The detector has a
cylindrically symmetrical design consisting of a barrel around the beam pipe and endcaps
closing the forward regions of the detector. Because of this symmetry, particle momenta
®p are provided in terms of their transverse part ®pT, and the component along the beam
axis p
z
. The transverse momentum ®pT is usually given by its magnitude pT and angle ϕ.
The detector subsystems used in the barrel and endcap of CMS are shown in its schematic
view in gure 3.2.
Figure 3.2.: A schematic view of the CMS detector [82] showing the positions of its sub-
systems.
The subsystem closest to the beam pipe is the inner tracking system consisting of the
pixel tracker and the strip tracker to measure trajectories of charged particles, followed by
the electromagnetic calorimeters (ECAL) to stop particles interacting electromagnetically,
electrons and photons. In case of the endcap region, an electromagnetic preshower
calorimeter is placed between the inner tracking system and the endcap ECAL. The
electromagnetic calorimeters are enclosed by the hadronic calorimeters (HCAL) to stop
predominantly strongly interacting particles. The HCAL in the endcap is extended with a
forward calorimeter to increase the coverage of the CMS detector. The HCAL in the barrel
is surrounded by a superconducting solenoid magnet, providing a homogeneous magnetic
eld of 3.8 T in direction of the z-axis within the solenoid. The magnetic ux outside the
solenoid is captured by an iron yoke in the opposite direction with 2 T. Muon chambers
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are placed into the gaps in the iron yoke to allow the detection of muons that traversed all
previous detectors as minimum ionizing particles (MIPs).
Several upgrades of the CMS detector were planned and performed before and during
the Run 2 data-taking period. The update of the Level 1 trigger system [83] was ready
before the start of the Run 2 data-taking. The upgraded pixel detector in the inner tracking
system [84] was ready at the beginning of 2017. The upgrades of the hadronic calorimeters
[85] and the extension of the muon detection system by gas electron multipliers (GEMs)
[86] were performed step by step during Run 2 and are continued after the data-taking.












Figure 3.3.: A schematic view of the pixel tracker [84] shown along the beam axis. The
layout used during the data-taking in 2016 is shown below the beam pipe,
consisting of three barrel layers and two endcap disks. The layout of the
upgraded pixel tracker used from 2017 on consisting of four barrel layers and
three endcap disks is shown above the beam pipe. Each of the upgraded endcap
disks has an inner and an outer ring.
The innermost part of the inner tracking system is the pixel detector consisting of silicon
modules, which allow a three-dimensional reconstruction of the point, where a charged
particle traverses the module, referred to as a reconstructed hit. The layout of the pixel
tracker is shown in gure 3.3 for both of its versions used during the Run 2 data-taking,
the version used during 2016 and the upgraded version used in 2017 and 2018. During the
2016 data-taking period, the pixel tracker consisted of three barrel layers and two endcap
disks. During the upgrade between the 2016 and the 2017 data-taking periods, the barrel
layers of the pixel tracker were replaced by four new layers and the endcap disks by three
new disks with a dierent structure consisting of an inner and an outer ring for each of
the disks. The upgrade allows to reconstruct tracks with up to four hits within the pixel
detector in the tracker sensitive region of |η| < 2.5. One of the main goals of the pixel
tracker upgrade is to reduce the misreconstruction rate in an environment with about 50
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interactions happening at the same time while retaining or even improving the eciency
of real tracks. As shown later for the entire tracking system in gure 3.5, this goal was
accomplished.
The barrel layers are organized in arrays of modules with rectangular silicon chips of about
0.01 mm2, referred to as pixels, whereas the modules of the endcap disks are arranged
in blades in a turbine-like geometry. This concept allows a resolution of about 10 μm in
the transverse direction with respect to the beam pipe for the reconstruction of hits, and
a resolution of about 20 μm in the direction along the beam pipe. A three-dimensional
hit is reconstructed from the charge distribution of neighbouring pixels, with an average




























































Figure 1. Schematic cross section through the CMS tracker in the r-z plane. In this view, the tracker
is symmetric about the horizontal line r = 0, so only the top half is shown here. The centre of the tracker,
corresponding to the approximate position of the pp collision point, is indicated by a star. Green dashed lines
help the reader understand which modules belong to each of the named tracker subsystems. Strip tracker
modules that provide 2-D hits are shown by thin, black lines, while those permitting the reconstruction of
hit positions in 3-D are shown by thick, blue lines. The latter actually each consist of two back-to-back strip
modules, in which one module is rotated through a ‘stereo’ angle. The pixel modules, shown by the red
lines, also provide 3-D hits. Within a given layer, each module is shifted slightly in r or z with respect to its
neighbouring modules, which allows them to overlap, thereby avoiding gaps in the acceptance.
Each TEC is composed of nine disks, each containing up to seven concentric rings of silicon strip
modules, yielding a range of resolutions similar to that of the TOB.
To refer to the individual layers/disks within a subsystem, we use a numbering convention
whereby the barrel layer number increases with its radius and the endcap disk number increases
with its |z|-coordinate. When referring to individual rings within an endcap disk, the ring number
increases with the radius of the ring.
The modules of the pixel detector use silicon of 285 µm thickness, and achieve resolutions
that are roughly the same in rφ as in z, because of the chosen pixel cell size of 100× 150 µm2 in
rφ × z. The modules in the TIB, TID and inner four TEC rings use silicon that is 320 µm thick,
while those in the TOB and the outer three TEC rings use silicon of 500 µm thickness. In the barrel,
the silicon strips usually run parallel to the beam axis and have a pitch (i.e., the distance between
neighbouring strips) that varies from 80 µm in the inner TIB layers to 183 µm in the inner TOB
layers. The endcap disks use wedge-shaped sensors with radial strips, whose pitch varies from
81 µm at small radii to 205 µm at large radii.
The modules in the innermost two layers of both the TIB and the TOB, as well as the modules
in rings 1 and 2 of the TID, and 1, 2 and 5 of the TEC, carry a second strip detector module, which
is mounted back-to-back to the first and rotated in the plane of the module by a ‘stereo’ angle of
100mrad. The hits from these two modules, known as ‘rφ ’ and ‘stereo hits’, can be combined
into matched hits that provide a measurement of the second coordinate (z in the barrel and r on the
– 3 –
i 3.4.: A schematic view of the inner tracking sys em [87]. The pixel track r (th
version used during data-taking in 2016) is marked in red. e dieren regions
of t strip tracker are separated from each other by green dash d lines and
marked with green abbreviations. Thin black lines correspond to strip modules,
which are only able to reconstruct two-dimensional hits, whereas the thick blue
lines represent strip modules capable of three-dimensional hit reconstruction.
This is achieved by combining two strip modules into one and rotating them
against each other by 100 mrad.
The pixel tracker is enclosed by the strip tracker with a layout as shown in gure 3.4.
The inner and outer regions of the strip tracker consist of strip module layers in the
barrel regions and strip module disks in the endcap parts of the detector. Two types
of strip modules are used in ll strip tracker regions: To allow the reconstruction of a
thr e-dimensional hit i the strip tracker, two strip modul s are combi ed to a st reo
strip module, w th the single modules rotated by 100 mrad agai st each other. Such strip
modul are marked with th ck blue lines in gure 3.4. The remaining strip modules,
marked by thin black lines, provide only a two-dimensional hit reconstruction in the
(r, ϕ) plane for the strip modules of the barrel layers and in the (ϕ, z) plane for the strip
modules of the disks in the barrel and endcap. The achieved resolution of the strip tracker
spans from 20 μm to 50 μm depending on the considered region and direction. A particle
traversing the strip tracker is able to pass about 10 of its modules, which have a hit
38
reconstruction eciency of 99%, if they are active for readout during a proton-proton
collision [87].
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Figure 3.5.: Tracking eciency measurements based on simulation (top) [88] and on mea-
surements with Z→ μμ events using the tag and probe method (bottom)
[89, 90] for the 2016 and 2017 data-taking periods.
Comparisons of tracking eciencies between the 2016 and 2017 data-taking periods are
presented in gure 3.5. The tracking eciency at the top left and the misreconstruction
rate at the top right are based on tracks from simulated events of top quark pair production
[88]. These eciencies are computed for events with an average number of additional
interactions of 〈PU〉 = 35. Comparing the 2017 with respect to the 2016 data-taking
period, the tracking eciency is improved and extended to higher pseudorapidity while
the misreconstruction rate is reduced signicantly. Comparing the tracking eciency
measured with the tag and probe method on Z→ μμ events in 2016 [89] at the bottom left
with the same measurement for 2017 [90] at the bottom right as a function of the number
of reconstructed interaction points, N(primary vertices), an improvement from 2016 to
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2017 can be seen for N(primary vertices) > 40. These measurements indicate the positive
inuence of the upgrade performed for the pixel detector on the reconstruction eciency
of all physics objects related to tracks, like electrons, muons, and charged hadrons, and on
the b-tagging eciency of jets [91].
3.1.2. Electromagnetic Calorimeters
The ECAL enclosing the tracker consists of a barrel (EB) and an endcap region (EE), as
well as the preshower calorimeter placed prior to the EE as shown in gure 3.6. For the
preshower calorimeter, two planes of silicon strip detectors are used with a lead absorber
disk in between. For EE and EB, homogeneous lead tungstate (PbWO4) crystals were
chosen to provide a radiation hard detector material both with showering and scintillating
properties. Electromagnetic showers within PbWO4 crystals are characterized by a short
radiation length of 0.89 cm, and a short Molière radius of 2.2 cm. To measure the light
from the crystals, which is emitted to 80% within 25 ns, silicon avalanche photodiodes are
used in the EB and vacuum phototriodes in the EE. Because of its properties, the use of
PbWO4 allowed to place the ECAL inside the solenoid, contributing in that way to the
compact design of the CMS detector.
Chapter 4
Electromagnetic Calorimeter
4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6#6 c ystals, is ow a 5#5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H ! ## events be found with the reconstructed charged particle tracks in the event.
4.1.1 The ECAL layout nd geometry
The nominal geometry of the ECAL (the engine ring specificati n) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20$ in (. The barrel is closed at each end by an endcap. In front of most of the












= 3.0 ECAL (EE)
Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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Figure 3.6.: Schematic view of the electromagnetic calorimeters used at CMS [82].
The radiation resistant electromagnetic calorimeters of CMS provide a fast measurement
of deposited energy with a ne granularity of the electromagnetic showers caused by
interacting particles entering the detector. A relative energy resolution of about 1.5%
is expected for energies between 10 and 50 GeV of the traversing electron or photon,
whereas at higher energies, a resolution of 0.4% can be achieved. Although a full coverage
of the pseudorapidity region |η| < 3 is provided, gaps between the barrel and the endcap
calorimeters left for the readout electronics lead to a decrease in eciency for particles
traversing the region |η| ∈ [1.44, 1.56].
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3.1.3. Hadronic Calorimeters
The HCAL is arranged into four components shown in gure 3.7. The barrel (HB) and
the endcap (HE) calorimeters enclose the ECAL and ll the remaining space left inside
the magnetic coil. A hadronic calorimeter placed outside the magnetic coil (HO) is con-
structed to collect and stop particles punching through the system of calorimeters and
the magnetic coil. The HO is used for hadron rejection within the muon reconstruction.
The last component is placed into the forward region of the detector (HF) to extend the
pseudorapidity coverage to |η| < 5, allowing the reconstruction of forward jets and an
improved reconstruction of the missing transverse energy.
6 Chapter 1. Overview of the Upgrade of the Hadron Calorimeters
Figure 1.4: An r-Z schematic view of the CMS hadron calorimeters showing the locations of the
HB, HE, HO, and HF calorimeters. The locations of the front-end electronics for the HB and
HE calorimeters are indicated by “FEE”. The current depth segmentation of the HB and HE
detectors is also shown.
rections can be made via the LED monitoring, but the decreases in response will raise the noise
level in the calorimeter as the detector electronic noise is constant in units of collected charge
while a decrease in response increases the GeV energy associated with that fixed amount of
charge. The effect may also accelerate or change significantly. Recent developments have led
to an ideal replacement for the HPD: the Silicon Photomultiplier (SiPM).
The SiPM is a multipixel Geiger-mode Avalanche Photodiode (APD) device which provides
gains between 104 and 106 using an applied voltage less than 100 V and photon detection ef-
ficiencies in the range of 20% to 40%. The current from all pixels is summed and the device
behavior is linear for small signals and can be corrected in the case where the pixel occupancy
becomes high. The CMS HCAL R&D program has invested significant effort in the develop-
ment of SiPMs which can replace the HPDs, bringing better and more stable performance to
the HB and HE detectors. The devices are quite compact (a surface area of 1mm2 to 9mm2 is
typical) and have low unit cost (less than 100 CHF). The HPDs of the HO subdetector will be
replaced by SiPM devices during the LS1 technical stop, while keeping the existing electronics
path.
The high performance of the SiPM devices, coupled with recent developments in data link
technology, will allow a significant increase in depth segmentation in the HB and HE calorime-
ters. The current segmentation of the HB and HE calorimeters is shown in Fig. 1.4 with the
segmentation indicated by the color/shading of the tile structure. The signal-to-noise perfor-
mance of the HPD was not sufficient to support finer segmentation, nor were the particle-flow
techniques, used to reconstruct jets of particles in the CMS detector, available to take full ad-
vantage of them at the time of the original calorimeter construction. With the improved gain
of the SiPM, a segmentation with three depth segments in the barrel and four to five in the
endcap, as shown in Fig. 1.5, becomes possible. This segmentation will allow better tracking
of hadronic shower development which is important for particle-flow techniques which have
been developed very successfully in recent years by the CMS collaboration. It will also allow
Figure 3.7.: Schematic view of the hadronic calorimeters used at CMS [85].
Both th HB and HE are esigned as sampling calorimeters with brass used as the absorber
material and plastic scintillator tiles in between. The light from the tiles is guided through
bres to the multi-channel hybrid photodiodes serving for photodetection. In the context
of the HCAL upgrade, these will be replaced by silicon photomultipliers after Run 2 data-
taking, including the corresponding readout electronics. The HO is composed of up to two
scintillator planes within the gaps in the iron yoke, which is used as absorber material.
The HF is a sampling calorimeter based on steel as absorber material and quartz bres
for signal production. The Ch renk v light produced by traversing particles in the quartz
bres is guided to the p otomultipliers upgraded from a single to a dual readout during
Run 2 data-taking. The expected design energy resolution of the HCAL for traversing
hadrons is from 20 to 30% for energies between 20 and 50 GeV saturating to 10% for higher
energies.
3.1.4. Muon Detection System
The muon detection system is composed of three main types of detectors as shown in
gure 3.8. The aluminium drift tubes (DTs) are arranged in chambers in the gaps of the
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barrel iron yoke covering a pseudorapidity of |η| < 1.2. The chambers contain planes
of drift tubes for measurement of the r, ϕ and the z position of the traversing charged
particles. Such a particle would ionize the gas within a tube, so that electrons would
move to positively charged wires in the electric eld of the tube, producing a signal by
hitting a wire. Combining the timing information and the positions of the wires hit in the
subsequent tubes, the trajectory of a traversing particle can be reconstructed. The spacial
resolution of the drift tubes is of the order of 0.1 mm and the direction is measured with a
precision of 1 mrad.
For the endcap region, cathode strip chambers (CSCs) are used extending the pseudo-
rapidity coverage to |η| < 2.4. In contrast to the drift tubes, which perform best in a
homogeneous magnetic eld and at a low rate of traversing particles, cathode strip cham-
bers can be operated reliably in an inhomogeneous magnetic eld and under hard radiation
conditions. The chambers lled with gas consist of positively charged anode wires crossed
perpendicularly by negatively charged cathode strips. A charged particle traversing the
chamber ionizes the gas, leading to electrons moving towards the anodes and creating an
avalanche. At the same time, positively charged ions move towards the cathode strips.
This technique allows a reconstruction of two position coordinates in the endcap. The
spacial resolution of the cathode strip chambers is as for the drift tubes of the order of 0.1
mm and the direction is measured with an angular resolution of about 10 mrad.
Resistive plate chambers (RPCs) are used both in the barrel and the endcaps up to a pseu-
dorapidity of |η| < 1.6 to perform complementary and very fast measurements of about
1 ns for traversing charged particles, ideal to make fast trigger decisions. Each chamber
contains two plates with opposite charge made from resistive plastic and separated by gas.
After a charged particle has crossed the chamber, electrons from ionization move towards
the anode plate creating avalanche electrons, which pass the plate and hit metallic strips
put on top of the anode plate.
In the context of the upgrade of the CMS detector for high luminosity conditions, an exten-
sion of the endcap muon system is required to handle the large rate of incoming particles
and still trigger muons with high eciency. Tests of a new measurement technique with
gas electron multipliers (GEMs) were performed during the 2018 data-taking year to install
the full set of the new detectors during the shutdown after Run 2. The position of a tested
GEM chamber during Run2 is illustrated by a red box in gure 3.8.
The muon detection system of CMS allows for a reconstruction of muons, which have
a relative momentum resolution of 1% in the barrel and 3% in the endcap for transverse
momenta . 100 GeV [92].
3.2. Reconstruction of Physics Objects
The focus of this section is the reconstruction of physics objects performed after the raw
data has been collected based on decisions of the trigger system described in section 3.3.
This reconstruction is referred to as oine reconstruction, and allows to use more time-
consuming algorithms.
At rst, the reconstruction of tracks and vertices will be described [87], followed by a
general introduction of isolation criteria used for high-level physics objects like electrons,
muons, and τ leptons. The reconstructed tracks are a vital input to the reconstruction of
muons [92] and electrons [93] discussed next. Reconstructed muons and electrons are
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2 Chapter 1. Introduction
the tight geometrical limitations. The proposed GE1/1 detector utilizing GEM technology is an
excellent choice for this region due to its thin profile and the ability of operating well at particle
fluxes far above those expected in the forward region under HL-LHC conditions.. (In CMS
terminology, this muon station is designated GE1/1, where the letter G indicates the GEM
technology, the letter E indicates this is an endcap muon station, the first “1” indicates that it
is part of the first muon station encountered by particles from the interaction point, and the
second “1” indicates that it is the first ring of muon chambers going outward in radius from
the beam line.)


















































































































































Figure 1.1: A quadrant of the R − z cross-section of the CMS detector, highlighting in red the
location of the proposed GE1/1 detector within the CMS muon system.
The greatest benefit of the early installation of the GE1/1 muon station is to improve the L1
muon trigger during LHC running before the installation of a new silicon tracker and its asso-
ciated track trigger [3] in LS3.
The bending of muons within the CMS solenoid is largest at the position of the first muon
station; the bending is much less at subsequent muon stations because the magnetic field lines
bend around in the endcap flux return. Because of the reduction in the magnetic field and
higher background rates with increasing η, the contribution to the trigger rate within the GE1/1
coverage of 1.6 < |η| < 2.2 is particularly large and difficult to control. At this critical position,
the GE1/1 chambers in conjunction with the existing CSC station ME1/1 effectively multiply
by a factor of 2.4–3.5 the path length traversed by muons within the first muon station over that
of the 6 layers of the ME1/1 CSC chambers alone (11.7 cm). The increased path length, in turn,
significantly improves the L1 stand-alone muon trigger momentum resolution and drastically
reduces its disproportionately large contribution to the overall L1 muon trigger rate. The single
muon trigger rate curves before and after the GE1/1 upgrade for the region 1.6 < |η| < 2.2
are shown in Figure 1.2. With the upgrade, the L1 muon trigger thresholds can be maintained
at low pT values, so that the efficiency for capturing interesting physics processes featuring
soft leptons can be kept high. On the example of a single muon trigger, the upgrade will allow
Figure 3.8.: Schematic view of the muon detection system used at CMS [86].
subsequently used in the particle ow (PF) algorithm [94], which allows to reconstruct
physics objects unambiguously by correlating information across all detector subsystems.
Based on the resulting PF candidates, jets are formed using the anti-kT algorithm [95]
and missing transverse energy ®pmiss
T
is reconstructed [96]. Reconstructed jets are tagged
according to their avour to distinguish between jets induced by a light quark or gluon,
jets induced by a charm quark, and jets induced by a bottom quark [97]. Furthermore,
jets are used to start the reconstruction of hadronic τ lepton decays, referred to as τh
candidates [98].
3.2.1. Tracks and Vertices
After the hits in the pixel and strip tracking systems have been reconstructed [87], the re-
construction of tracks is performed with an iterative tracking algorithm. In each iteration,
the combinatorical track nder (CTF) algorithm is used for track reconstruction [87, 99],
which consists of the following steps:
1. Track seeds are found, which contain collections of multiple pixel and/or strip hits.
2. Initial sets of parameters and uncertainties are determined from the seeds for the
extrapolation of a trajectory expected from a charged particle to nd hits in the
remaining layers of the tracking system.
3. The trajectory is extrapolated and matching hits are added to the collection of the
seeding hits. With each new hit in the collection, the parameters of the trajectory
are updated by a t.
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4. After all matching hits were found, a nal trajectory t is performed to obtain the
best possible set of parameters for the track.
5. The track is accepted or rejected based on criteria to the nal track parameters.
6. In case the track is accepted, the associated hits are removed from the collection of
unassigned hits.
In total, about ten iterations are performed to reconstruct tracks from the inner tracking
system [94], depending on the data-taking year. The main dierences between each
iteration are the way the track seeds are determined, and the selection criteria imposed on
the tracks. The individual iterations are summarized in table 3.1.
Track seeding
Iteration Pixel Strip Targeted tracks
0 4 0 high p
T
(2017 & 2018)
1 3 0 high p
T
2 3 0 high p
T
displaced (b hadron decays)
3 3 0 low p
T




6, 7 0 2, 3 very displaced (interactions with detector material)
8 2 inside high p
T
jets
9, 10 muon detector muon tracks
Table 3.1.: Iterations used to reconstruct tracks in the inner tracking system [94]. The last
two iterations are not seeded by hits in the pixel or strip trackers, but by muon
detector subsystems.
Due to the upgrade of the inner tracker system after the data-taking year 2016, additional
layers and disks in the pixel tracker have become available, leading to an additional
iteration for the track reconstruction during the data-taking years 2017 and 2018 based on
seeds with four hits in the pixel tracker and targeting high p
T
tracks. Subsequent iterations
are common between all Run 2 data-taking years. Iterations 1 to 3 are based on triplets of
hits in the pixel tracker, targeting additional high p
T
tracks, tracks from b hadron decays,
and low p
T
tracks. The reduced amount of unassigned hits in the pixel and strip trackers
after these iterations allows to recover high p
T
tracks with low quality seeded by pairs of
hits in the pixel tracker. Further iterations target displaced tracks, high p
T
tracks within
jets, which can share individual hits with each other, and tracks which can be seeded by
muon detector subsystems.
Next, the reconstruction of all proton-proton interaction points within the same bunch
crossing, referred to as primary vertices, is performed, based on a selection of reconstructed
tracks and the estimated position of the bunch crossing, the beam spot [87]. The selected
tracks are required to have an impact parameter signicance with respect to the beam spot
smaller than 5, at least 2 reconstructed hits in the pixel tracker, and at least 5 reconstructed
hits in the entire inner tracker. The trajectory t of each selected track is required to have
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χ2/Ndof < 20.
After the track selection, a clustering based on the distance of closest approach between
the considered track and the beam spot along the beam axis is performed, based on the
deterministic annealing algorithm [100]. An analogon to the free energy from statistical
mechanics is dened to move from the hypothesis of a single vertex with all tracks assigned
to it to a system of multiple vertices by lowering a temperature parameter. At the last
step of the algorithm, a nal assignment of each selected track to exactly one vertex is
achieved.
After the clustering, the vertex candidates with at least two associated tracks are tted with
the adaptive vertex tter [101] to obtain the vertex position and its covariance matrix. The
number of degrees of freedom of a vertex is computed as given in equation 3.1 and serves
as its quality criterion. The track weights wi are associated to each track by the vertex








wi − 3 (3.1)
After their reconstruction, primary vertices are ordered by the p
2
T




. The vertex with the highest p
2
T
sum is assumed to be the one corresponding
to the hard interaction process and is referred to as the primary vertex (PV) in the following.
The remaining vertices usually correspond to soft interactions within a single bunch
crossing, referred to as pileup vertices (PU).
3.2.2. Isolation Criteria
Isolation criteria are introduced to reconstructed physics objects to distinguish between
particles, which are accompanied by many other particles, such that they can form together
a jet, from particles with a surrounding environment containing only a few particles. The
second type of particles is referred to as isolated and they are likely to be produced by
mechanisms other than jet formation from gluons or quarks, making isolated particles
of particular relevance for physics measurements and searches. Isolated particles can for
example originate from Higgs boson decays.
The isolation can be dened based on the amount of additional energy in the ECAL and
HCAL or the sum of the transverse momenta of additional tracks in a (η, ϕ) cone around
the considered particle ℓ, for example ΔR =
√












calo( ℓ) can contain undesired contributions from PU, whereas Itrack( ℓ) does not
account for the energy from neutral particles. To account for the shortcomings of I
calo( ℓ)
and I
track( ℓ), two additional isolation denitions are introduced based on PF candidates




can be easily assigned to PV and PU. For neutral particles, such as
photons γ and neutral hadrons h0, this is not possible, and therefore, a correction is applied
to account for contributions from PU on a statistical basis.
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For the Δβ-corrected isolation, the ratio between the energy of neutral particles and the





































, h0, γ} : ΔR( ℓ, PF) < 0.4
(3.3)
An alternative correction for PU contributions is derived using the information on the
pileup density ρ in a collision event and the average eective area Ae [102]. Thereby, ρ
represents a per-event measure for any form of diuse contamination from PU to energy
or momentum sums like the isolation, and Ae a measure of the susceptibility of these
sums to the contamination, in general dependent on the rapidity y and the azimuth angle
ϕ in the detector. In case of the isolation, y and ϕ are given by the considered particle ℓ:
I




















(γ) − ρ · Ae ( ℓ)ª®¬ ,
∀ PF ∈ {h±
PV
, h0, γ} : ΔR( ℓ, PF) < 0.3
(3.4)
The pileup density is calculated for each collision event with the grid-based method for
background estimation using FastJet software package [103]. The conguration for
FastJet is as follows:
• Grid spacing in the (y, ϕ) plane is required to be 0.55,
• the threshold on rapidity is |y| < 5.0,
• and all PF candidates are used as input.
The area Ae is determined from simulation by extracting the linear dependence of the pT
sum of neutral particles on ρ for given values of y and ϕ.
In the context of this thesis, requirements on the isolation of a particle ℓ are usually dened






( ℓ) = Ii( ℓ)/pT( ℓ), i ∈ {calo, track,Δβ,Ae} (3.5)
3.2.3. Muons
A muon usually traverses through the full detector leaving hits in the inner tracker
system, energy from ionization in the ECAL and HCAL, and hits in the muon system. The
standard track reconstruction algorithm described in subsection 3.2.1 does not account for
bremsstrahlung radiated o the muon. However, for muons the bremsstrahlung eect is
considered to be negligible in most cases. In the following, the reconstruction of the muon
signature in the CMS detector will be described.
After the reconstruction of the inner track hits in the pixel and strip tracker subsystems
and the outer track hits in the RPC, CSC and DT muon systems, three main approaches
are used to construct muon tracks.
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Standalonemuon tracks
For this approach, only the hits in the outer tracking muon system are used in the recon-
struction to obtain trajectories with the Kalman Filter technique [99], starting with seeds
composed from groups of hits in DT and CSC segments.
Tracker muon tracks
Tracks in the inner tracking system reconstructed by the iterative approach described in
subsection 3.2.1 are matched to the reconstructed hits in the DT and CSC muon systems by
extrapolation through the CMS detector and magnetic eld. If such a matching succeeds
for tracks with transverse momentum p
T
> 0.5 GeV and total momentum p > 2.5 GeV,
the matched tracks are declared as tracker muon tracks. The spacial distance between the
reconstructed hit in the muon system and the intersection point between the extrapolated
track and the muon system is considered as one of the muon track quality metrics.
Global muon tracks
Standalone muon tracks and tracker muon tracks are matched by propagating both tracks
to a common surface and comparing the spacial distance. In case of a successful match-
ing, the hits from both tracks are tted using the Kalman lter to obtain a global muon track.
Tracker muons have the largest eciency, in particular in detector regions, which are not
covered well by the muon system, such that the eciency to reconstruct a muon in more
than the innermost muon station is decreased. However, tracker muons can have a larger
contamination by hadrons reaching the rst layer of the muon system.
Global muons have a smaller eciency, but the best momentum resolution, because the
information from the full detector is used. Since more than one muon station is traversed
by the muon, global muons are less contaminated by hadrons, resulting in a much purer
collection of muons.
If a muon is reconstructed both as a global and a tracker muon, it is merged to a single
physics object.
The reconstructed tracker and global muons are processed further with the PF algorithm.
Additional criteria described in detail in subsection 3.2.5 are checked to dene a muon as
a PF candidate. This can serve as quality criterion in addition to the usual metrics for the
quality of the reconstructed muons.
The χ2 of the muon track t and the fraction of its valid hits are part of the set of variables
used as quality metrics. A kink nding algorithm splits a muon track and computes a
χ2 value to check, whether the track is more compatible with a single track or with two
separate tracks. In case of a global muon track, the matching between the tracker and the
standalone tracks is quantied with a χ2 value. In addition, the compatibility between the
tracker muon track and the muon system segments is quantied by values between 0 and 1.
Additional criteria can be imposed on the transverse and longitudinal impact parameters
dxy and dz between the primary vertex and the track extrapolated to the vertex position.
To create stricter identication criteria, the number of hits in the muon system used in the
global track t, N
MD
hits
, is considered, as well as the number of muon stations associated to
the track, NMS. For the tracker muon track used for the global track t, the number of hits
in the pixel tracker, N
pixel
hits





, are used as quality metrics.
The quality criteria are combined into several muon identication (ID) working points.
Criteria to be fullled for three working points used in this thesis will be discussed in the
following.
Loosemuon ID
• The muon is a PF candidate,
• and reconstructed as global or as tracker muon.
Mediummuon ID
• The muon fullls the loose ID,
• the fraction of valid hits in the inner tracking system is greater than 0.8.
• In case the muon is global, it must fulll:
– a requirement on the track t quality, χ2/Ndof < 3,
– the matching between the standalone and tracker muon track, χ2 < 12,
– the kink nder compatibility, χ2 < 20,
– and the segment compatibility to be greater than 0.303.
• Otherwise, it is a tracker muon and its segment compatibility is required to be
greater than 0.451.
Tight muon ID
• The muon is a PF candidate and is reconstructed as global muon,
• the global track t is required to have χ2/Ndof < 10.
• Additional requirements are dened for the muon system: N
MD
hits
> 0, NMS > 1,






• and the impact parameters: dxy < 2 mm, dz < 5 mm.
The momentum reconstruction of the muon is performed by using information from four
dierent track ts of the reconstructed muon. The best of the four track ts is selected for
the muon, based on the relative uncertainty on the p
T
obtained from the track t and its
goodness of t criterion.
In the rst t approach, only the hits in the inner tracking system are used for momentum
extraction. This approach works well for muons with p
T
< 200 GeV, where the contribution
from the muon system to the measurement is marginal. The second approach exploits the
hits in the inner tracking system and the innermost muon station, which contains hits
from the muon track. The third approach is used for muon stations with high occupancy,
where the track is retted only with hits compatible with the extrapolated trajectory. In
the most sophisticated fourth approach, an attempt is made to account for energy losses
in the muon stations causing signicant bending of the trajectory.
The isolation of muons is determined using the Δβ-corrected denition from equation 3.3.
3.2.4. Electrons
Due to the presence of the magnetic eld, the trajectory of electrons traversing the detector
is strongly bent, leading to a high probability of an emission of bremsstrahlung photons.
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In consequence, an electron looses up to 80% of its energy in the inner tracking system,
before it is stopped in the ECAL.
An electron is expected to have the following signature in the detector: a main track
traversing the inner tracking system up to the ECAL, energy deposits in the ECAL with
a large spread across ϕ and a small spread across η, additional separate ECAL deposits






The reconstruction of an electron can be divided into ve main steps:
1. Energy deposits of the electron in the ECAL are reconstructed, using the energy
clustering algorithm adapted for the PF reconstruction [94]. These energy deposits
are referred to as PF clusters in the following.
2. PF clusters in the ECAL are combined to ECAL superclusters with an energy equal
to the sum of the PF cluster energies and an energy weighted position in the (η, ϕ)
plane. The combination follows an optimized pattern in (η, ϕ), specic for the
reconstruction of electrons and photons.
3. A dedicated track reconstruction takes place with a version of the algorithm dis-
cussed in subsection 3.2.1, which is adapted to account for the large amount of
bremsstrahlung photons.
4. PF clusters and ECAL superclusters are linked to the electron tracks to construct
electron objects.
5. Bremsstrahlung photons and their conversions are added to the electron object, and
the associated ECAL supercluster is updated accordingly.
The track reconstruction algorithm for electrons is based on a Gaussian-sum lter (GSF)
[104] algorithm, which is more computationally intensive than CTF. For this reason, the
GSF algorithm is performed on a subset of all reconstructed hits in the inner tracking
system, initiated from hit collections referred to as electron track seeds. The seeds are
determined using an ECAL-based and a track-based approach.
In the ECAL-based approach, an electron trajectory is propagated through the inner track-
ing system to PV, starting from an ECAL supercluster position, which fullls specied
energy requirements. The intersection points between the innermost layers of the inner
tracking system and the helix trajectory are used to start a search within (ϕ, z) windows for
hits in the inner tracking system, which have served as seeds for the CTF reconstruction
and are summarized in table 3.1. In case of a successful match for two or more hits, the
resulting hit collection is declared as an ECAL-based seed.
The track seeds used for the CTF reconstruction are reconsidered for the track-based
electron track seeding. If the quality of a CTF track is sucient and it is matching to a PF
cluster in the ECAL, the corresponding seeding hits are directly selected for further quality
requirements. Otherwise, the seeding hits are retted with the GSF algorithm to account
for the possible photon radiation. If the retted track matches to a PF cluster in the ECAL,
its seeding hits are selected for further quality requirements. The quality requirements
for the selected seeds involve a multivariate analysis of the quality of the corresponding
tracks and the level of matching of these tracks to PF clusters in the ECAL. If the selected
track seeds pass these quality requirements, they are declared as track-based seeds.
The main track reconstruction is performed with the GSF algorithm with the following
main dierence to the Kalman Filter technique: The energy loss of an electron traversing
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the tracker material is modelled by the Bethe-Heitler function instead of a Gaussian. This
function is approximated by a sum of Gaussians. Starting from each selected electron track
seed, a trajectory is propagated to the next layer in the inner tracking system to match
the intersection between the tracker module surface and the trajectory to a reconstructed
hit. The matching parameters are relaxed to account for energy losses of the electron. In
case that more than one hit are matched, multiple trajectory hypotheses are tested. The
trajectory resulting from the updated set of hits is propagated and updated with the same
procedure to the next layers repeatedly, until the last layer in the inner tracking system is
reached. After all hits of a track are collected, these hits are tted with the GSF algorithm
to obtain the track parameters.
Next, the reconstructed electron tracks are combined with the matching ECAL energy
deposits. In case of ECAL-based track seeding, the seeding supercluster is checked for
the match. The electron tracks with track-based seeds are matched to a PF cluster in the
ECAL.
A specic bremsstrahlung recovery is performed for the reconstructed electron [94]. In the
region, where the reconstructed electron track is traversing the material of the inner track-
ing system, tangential lines are propagated to the ECAL and checked for an intersection
with a PF cluster. This would indicate a high energetic bremsstrahlung photon. Due to the
probability of up to 60% for a photon to convert in the tracking material, the tangential
lines are also checked for a match with a pair of secondary GSF tracks, which in turn
match to PF clusters in the ECAL, indicating a pair of electrons from photon conversion
[105]. After imposing quality criteria to the potential bremsstrahlung photons and photon
conversions, the ECAL cluster of the electron (the supercluster or the PF cluster) is updated
with the additional PF clusters to a new, rened ECAL supercluster.
To obtain the best possible estimate for the electron momentum, an energy and momentum
calibration is performed during the electron reconstruction, which can be separated into
three main steps: At rst, the energy of each PF cluster is calibrated, then, the energy
of the corresponding supercluster, and nally, the combination of the ECAL energy and
track measurements of the electron. The PF cluster calibration is based on ts of analytical
functions of the energy and η of the PF cluster to the corresponding distribution of the
true energy in simulation, whereas the supercluster, and the nal energy and momentum
calibration are performed by using multivariate techniques.
For the electron isolation, the denition from equation 3.4 is used, requiring a calculation
of Ae from simulated events to construct the PU correction. For electrons, Ae is derived
in bins of the pseudorapidity of the electron supercluster η(e). This approximation of the
rapidity y is used because of the negligible mass of electrons with respect to p
T
(e) & 20
GeV. The dependence of Ae on ϕ is also considered as negligible. For a given |η(e) | range,
Ae is derived as follows:
1. A 2-dimensional distribution is constructed for the p
T
sum of neutral hadrons and
photons, and the pileup density ρ.
2. For each slice of the distribution in ρ, the one-sided 90% quantile is computed,
starting from a neutral p
T
sum of zero.
3. The slope of the linear part of the resulting function of ρ, starting at values ρ & 10 GeV,
is the eective area Ae.
In the table 3.2, the determined values for Ae are shown in bins of |η(e) |.
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Bin of the pseudorapidity |η(e) | Eective area Ae
|η(e) | ∈ [0, 1) 0.1440
|η(e) | ∈ [1, 1.479) 0.1562
|η(e) | ∈ [1.479, 2) 0.1032
|η(e) | ∈ [2, 2.2) 0.0859
|η(e) | ∈ [2.2, 2.3) 0.1116
|η(e) | ∈ [2.3, 2.4) 0.1321
|η(e) | ∈ [2.4, 2.5) 0.1654
Table 3.2.: The eective area Ae determined in bins of the electron supercluster pseudora-
pidity |η(e) |.
Several variables are chosen for the electron identication to dene the quality of the
reconstructed electron. The majority of these variables can be subdivided into four
categories: shower shape, track quality, track to cluster matching, and the conversion
identication [105].
The main shower shape variable, σiηiη, is used to check, whether the full energy deposit in
a 5 × 5 set of ECAL crystals around the seeding ECAL crystal in (η, ϕ) is compatible with
one or more particles:
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The coordinate iη is an integer number of an ECAL crystal in the η direction, iη refers to
the energy weighted mean of the individual crystal positions in the 5 × 5 set, and E5×5
is the energy sum of the 5 × 5 set. The value of σiηiη is normalized to the approximate
size of a crystal Acrystal. Similarly, σiϕiϕ is dened. Supporting variables, that belong to the
shower shape category, are listed in the following:
• A measure for the circularity of an electromagnetic shower, 1 − E1×5/E5×5. The
corresponding 1 × 5 set of ECAL crystals is extended in the local iϕ direction within
the ECAL.
• The ratio R9 = E3×3/ErawSC of the energy of the 3 × 3 crystal set around the seeding
crystal, E3×3, over the uncorrected supercluster energy, ErawSC .







• The ratio of the hadronic energy in the HCAL in a cone of ΔR < 0.15 around the
electron supercluster position over the supercluster energy, H/ESC.
• The spacial widths of the supercluster in the η and ϕ directions, ΔηSC and ΔϕSC.
The track quality is determined by the following variables:

















• The energy loss caused by bremsstrahlung fbrem = (pin − pout)/pin.
The energy loss is computed from the estimates of the electron momenta before and
after bremsstrahlung. The former momentum p
in
is calculated from the curvature of the
track trajectory near the interaction point, the latter momentum p
out
from the trajectory
extrapolated from the outer part of the track to the ECAL surface.
The quality of the track to cluster matching can be quantied in terms of dierences be-
tween energies and momenta denitions, and spacial dierences in η and ϕ. The variables
constructed for that purpose are listed in the following:
• The ratio R
in
EoP
= ESC/pin is the best estimate for the state of the electron before
bremsstrahlung emission.
• Similarly, the ratio R
out
EoP
= EPF/pout refers to the best estimate of the electron state
after bremsstrahlung emission. The energy EPF corresponds to the PF cluster nearest
to the intersection point of the electron trajectory and the ECAL surface.
• The dierence 1/ESC − 1/pin, used in particular for explicit requirements on this
variable.
• The trajectory for the part of the electron track near the interaction point is extrapo-
lated to the ECAL surface, such that its spacial distance to the supercluster position
can be dened, Δηin and Δϕin.
• An alternative of the spacial dierence in η is dened by using the position of
seeding PF cluster instead of the supercluster, Δηseed
in
. This is done to avoid biases,
that could be introduced by the supercluster position.
• The trajectory of the electron track part near the ECAL is extrapolated to the ECAL
surface, and its intersection point is compared to the η position of the seeding PF
cluster, Δηout.
Variable category Set of variables
General calibrated electron p
T
, supercluster η(e), pileup density ρ
Shower shape



























, 1/ESC − 1/pin, Δηin, Δϕin, Δηout
Conversion identication conversion vertex probability
Table 3.3.: Categorized variables used for the multivariate electron identication. Details
are given in the text.
In table 3.3, a summary of the discussed variables is given, which are used for a multivariate
electron identication based on a boosted decision tree (BDT), which is trained on simulated
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Z→ ee events with the XGBoost software [106]. The 90% eciency working point of the
BDT is dened as a function of the electron p
T
. Additionally, six categories are introduced
by using three η(e) and two electron p
T
regions, summarized in table 3.4 together with
the p
T
dependent lower thresholds on the BDT discriminator output.
p
T
∈ [5, 10) GeV p
T
≥ 10 GeV
|η(e) | ∈ [0, 0.8) 2.77 − 8.163 · exp(−p
T
/3.82) 5.92 − 9.32 · exp(−p
T
/13.48)
|η(e) | ∈ [0.8, 1.479) 1.86 − 11.86 · exp(−p
T
/2.19) 5.02 − 8.79 · exp(−p
T
/13.13)
|η(e) | ∈ [1.479, 2.5) 1.73 − 17.01 · exp(−p
T
/2.02) 4.17 − 9.01 · exp(−p
T
/13.20)
Table 3.4.: Requirements on the BDT discriminator for the 90% eciency working point of
the multivariate electron identication. The lower thresholds depend on the
electron p
T
and the six categories in electron p
T
and supercluster η(e).
Explicit requirements on the quality variables for the veto working point of the electron
identication are summarized in table 3.5.
Variable |η(e) | ∈ [0, 1.479) |η(e) | ∈ [1.479, 2.5)
σiηiη < 0.0126 < 0.0457
|Δηseed
in
| < 0.00463 < 0.00814
|Δϕin | < 0.148 < 0.19
H/ESC < 0.05 + 1.16 GeVESC + 0.0324 ·
ρ
ESC
< 0.05 + 2.54 GeV
ESC





(e) < 0.198 + 0.506 GeV
p
T
< 0.203 + 0.96 GeV
p
T




≤ 2 ≤ 3
conversion veto passed passed
Table 3.5.: Explicit requirements for the veto working point of the electron identication.
The thresholds are dened in two supercluster η(e) regions and depend on
variables used for electron identication.
3.2.5. Particle Flow Algorithm
The main goal of the particle ow (PF) algorithm [94] is to reconstruct and identify particles
in the detector unambiguously by using the complete information provided by the dierent
detector subsystems. The inputs for the PF algorithm are reconstructed tracks and vertices
described in subsection 3.2.1, reconstructed muons described in subsection 3.2.3, and
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information from the calorimeters. Within the PF algorithm, electrons are reconstructed
as described in subsection 3.2.4, with relaxed requirements on the electron quality. These
electrons are referred to as PF electrons, and are a superset of electrons used further for
the data analysis.
These inputs are used to reconstruct all PF candidates consisting of muons, electrons,
photons, and charged and neutral hadrons. First, the reconstruction of PF clusters in the
calorimeters will be described, followed by a description of particle identication with a
linking algorithm, which combines the information from the tracks, calorimeters and the
muon detector subsystem.
Energy deposits are reconstructed in the barrel and endcap parts of the ECAL and HCAL,
in the preshower calorimeter and in the HF. Electromagnetic and hadronic energy deposits
in an HF cell are directly considered as energy clusters. For other detector subsystems, a
clustering algorithm is used:
1. Calorimeter cells are determined, which can be used as seeds to start the reconstruc-
tion algorithm, referred to as cluster seeds. They are required to exceed a certain
minimum energy threshold, and to have the maximum energy compared to the
adjacent cells.
2. Starting from the cluster seeds, adjacent cells are aggregated, as long as their energy
exceeds energy thresholds specied for the calorimeter region. In this way, energy
clusters are constructed.
3. Based on these energy clusters, PF clusters are reconstructed based on a Gaussian
mixture model described in the following.
In this model, it is assumed, that the energy deposits in each of the M calorimeter cells of
the constructed energy cluster result from N Gaussian energy deposits distributed over the
(η, ϕ) plane. The parameters of the model are the amplitudes Ai and the mean positions
®μi of the Gaussians, whereas the width σ of each Gaussian is xed to a value specic to
the calorimeter considered. An iterative approach is used to determine the parameters
with two steps in each iteration.
At rst, the expected fraction fij of the measured energy Ej of the calorimeter cell at








[−(®cj − ®μk)2/(2σ2)] (3.7)
For the rst iteration, the seed cell values for the energy and the position are taken as
parameters Ai and ®μi to compute fij.
In the second step, the expected values for the parameters are computed in terms of the




fij · Ej, ®μi =
M∑
j=1
fij · Ej®cj (3.8)
Using these values as the initial t parameters, a maximum likelihood t of the Gaussian
model based on fij from equation 3.7 is performed to the shape of the considered energy
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cluster. The obtained values for Ai and ®μi after the t are used for the computation of fij in
the next iteration. This procedure is repeated until convergence.
After that, the obtained N Gaussians are declared as PF clusters. Due to the requirements
imposed on the energy of each calorimeter cell to enter the PF clustering, the resulting
PF cluster energies usually are biased towards lower values. A calibration is performed
using simulated photon events for the ECAL and simulated neutral hadron events for the
HCAL, depending on the energy and the pseudorapidity of the particles and using analytic
functions.
The main goal of the linking algorithm is to create PF blocks from the reconstructed
elements provided as input information. For each link between two elements, a distance is
dened to quantify the quality of the link.
At rst, tracks are linked to PF clusters in the ECAL and HCAL. If multiple PF clusters in
the HCAL are matched to one track, or several tracks are matched to one PF cluster in the
ECAL, then only the link to the nearest object is kept. As explained in subsection 3.2.4,
bremsstrahlung photons and their conversions are recovered during the electron recon-
struction. Corresponding PF clusters and tracks are linked within the PF algorithm to the
matching GSF track.
The nest granularity is provided by the preshower calorimeter, followed by the ECAL,
and HCAL, such that the cluster to cluster matching is started with the preshower. If
several PF clusters of a less granular calorimeter are matched to one PF cluster of a more
granular calorimeter, then only the link to the nearest cluster is kept.
The remaining links are created among tracks compatible with a displaced interaction
vertex, among tracks in the inner tracking system and the muon detector subsystem, and
among elements created during the electron reconstruction, such as a supercluster in the
ECAL, which is translated into links between associated PF clusters.
Starting from the established PF blocks, the particle reconstruction and identication
begins with muons, as described in subsection 3.2.3. Isolated muons are declared as PF




(μ) < 0.1 and Icalo
rel
(μ) < 0.1. Muons, which do not fulll these isola-
tion criteria, are required to fulll the tight identication working point instead, and to
have either at least three associated track segments in the muon detector subsystems or
calorimeter deposits associated to the muon track, which are compatible with an ionization
from a muon. Muons, which do not fulll this selection, are kept in case their standalone
track is of high quality or in case they have a large number of hits in the muon detector
systems. After all PF muons are identied, the corresponding elements in the PF blocks
are not used in further processing.
Electrons and isolated photons are reconstructed from the remaining PF blocks. Based on
the reconstructed components described in subsection 3.2.4 the seeds for the PF candidates
are chosen. The electron PF candidate is seeded by a GSF track in case that the associated
cluster is not linked to more than three additional tracks. A photon PF candidate is seeded
by an ECAL supercluster, which is exceeding a threshold on its transverse energy ET > 10
GeV and is not linked to any GSF track.
For ECAL-based electrons, the requirement H/ESC < 0.1 is imposed. The momenta and
directions of the electrons and photons are assigned after all bremsstrahlung photons are
collected and associated to the PF candidates and the total energy and momentum are
calibrated.
Electron PF candidates are kept, if they satisfy identication criteria summarized in a
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multivariate BDT discriminator, trained for dierent detector regions and using isolation
information for an isolated electron or without this information to target non-isolated
electrons.
Photon PF candidates are kept, if they are suciently isolated from tracks and other ECAL
clusters, and their energy distribution and the ratio between the HCAL and ECAL are
compatible with a photon shower.
All reconstructed elements associated to the selected electron and photon PF candidates
are not used in further processing. In addition, tracks identied to be from a photon
conversion, but not associated to a PF candidate, are also removed from the PF blocks due
to the high probability of these tracks being misreconstructed.
In the next step, the reconstruction of potential jet constituents is performed: charged and
neutral hadrons, non-isolated photons and non-isolated muons.
Within acceptance of the inner tracking system |η| < 2.5, PF blocks with PF clusters from
the ECAL and HCAL, but without a link to a track, are directly declared as non-isolated
photons (ECAL) and neutral hadrons (HCAL).
Beyond the tracker acceptance, the charged and neutral hadrons can not be distinguished,
so the assignment of ECAL clusters to photons is no longer justied. Therefore, the PF
blocks with links between the ECAL and HCAL cluster are assigned to a neutral or charged
hadron, whereas PF blocks containing only ECAL clusters are assumed to be from a photon.
The energies of the classied neutral hadrons and non-isolated photons are calibrated
using the PF cluster calibration. The clusters in the HF are directly considered as HF
photons and HF hadrons without calibration.
The remaining PF blocks contain PF clusters in the HCAL linked to one or more tracks,
which in turn may be linked to the remaining PF clusters in the ECAL. Each of the PF
clusters in the ECAL is linked at most to one of these tracks. Such PF blocks are assigned
to recovered muons, photons, charged hadrons, or neutral hadrons, based on the best
compatibility of the calibrated energy and momenta of the PF blocks to one of the listed
particle types.
At this level, all PF candidates are reconstructed. However, the event description is ex-
tended and corrected by using information of the full event. Particles from secondary
vertices are identied and are summarized and recalibrated as a primary charged hadron,
in case of an existing incoming track for the secondary vertex. Additionally, misidentied
charged hadrons and muons are corrected, based on the reconstructed ®pmiss
T
.
3.2.6. Jets and Missing Transverse Energy
To reduce the eect of contamination from PU [107], the PF candidates collection is ad-
justed in two ways: charged hadron subtraction (CHS) [108, 109] and pileup per particle
identication (PUPPI) [109, 110].
The main idea of the charged hadron subtraction is to identify tracks of particles coming
from PU and remove the associated PF candidates from the input collection used in the
jet reconstruction. The vertex t for PU discussed in subsection 3.2.1 is required to have
a minimum number of degrees of freedom, N
vtx
dof
> 4 to be used in the CHS method. A
track of a charged PF candidate associated to such PU is required to have a track t with
χ2/Ndof < 20. If this is the case, the PF candidate is removed from the input to the jet
reconstruction. The reduced PF candidate collection resulting from this method is referred
to as the PF+CHS collection.
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Based on this collection, jets are reconstructed using the anti-kT algorithm [95] as imple-
mented in the FastJet software package [103]. Starting from the PF candidate with the
highest p
T
, this algorithm performs a recursive combination of particle pairs, if they fulll






























)2 + (ϕi − ϕj)2
(3.9)
In each recursion step, the distance metric dij is computed for an intermediate jet i, and a
PF candidate j. In the rst iteration, the jet i corresponds to a single PF candidate. The
value of dij is compared with the metric diB, computed for the jet i. If dij < diB, the jet i
is combined with the PF candidate j, and is passed to the next recursion step. Otherwise,
the jet i is considered as reconstructed and the recursive combination stops. After the
formation of the jet, its associated PF candidates are removed from the input collection of




The quantities kT,l in equation 3.9 refer to the transverse momenta of the considered jets
or PF candidates l ∈ {i, j}, y
l
and ϕl are dened as their rapidities and azimuth angles,
respectively. The choice of the radius parameter is r = 0.4 for the jets considered in the
context of this thesis. The algorithm is collinear and infrared safe.
To suppress misreconstructed jets [107], identication criteria are dened for jets derived
from the PF+CHS collection. The explicit requirements are summarized in table 3.6, using
variables based on the multiplicities and the fraction of dierent types of PF candidates
within a jet. The eciency for genuine jets is above 99%, whereas the background rejection
is at about 98%.
In the PUPPI approach, the information of the surrounding area of each PF candidate is
investigated to assign a probability, that this particle is from the hard interaction process
of PV. Similarly to the CHS method, charged PF candidates are assigned to PV or to
PU. Charged PF candidates from PV obtain directly a weight of wPUPPI = 1, charged PF
candidates from PU a weight of wPUPPI = 0. All remaining charged PF candidates are
without any vertex assignment. In case their impact parameter in the beam direction, dz is
smaller than 0.3 cm, such charged PF candidates obtain a weight of wPUPPI = 1, otherwise
wPUPPI = 0. In this way, all charged PF candidates are provided with a weight.
In the following, the weight assignment to the remaining neutral PF candidates is described.
A metric αi based on the information from the surrounding area has to be dened, with
which PF candidates from PU can be distinguished from PF candidates from PV. At CMS














for |ηi | < 2.5
j = PF candidate for |ηi | ≥ 2.5
ΔR2
ij
= (ηi − ηj)2 + (ϕi − ϕj)2
(3.10)
For a considered PF candidate i, a sum over the PF candidates j is performed, with the
squared ratio between their transverse momenta p
T






|η| ∈ [0, 2.4] Charge hadron fraction > 0 > 0 > 0
Charged multiplicity > 0 > 0 > 0
Electron fraction < 0.99 - -
Neutral hadron fraction < 0.99 < 0.9 < 0.9
Photon fraction < 0.99 < 0.9 < 0.9
Number of all particles > 1 > 1 > 1
|η| ∈ (2.4, 2.6] Charged hadron fraction - - > 0
Charged multiplicity - - > 0
Neutral hadron fraction < 0.99 < 0.9 < 0.9
Photon fraction < 0.99 < 0.9 < 0.9
Number of all particles > 1 > 1 > 1
|η| ∈ (2.6, 2.7] Charged multiplicity - - > 0
Neutral hadron fraction < 0.99 < 0.9 < 0.9
Photon fraction < 0.99 < 0.9 < 0.99
Number of all particles > 1 > 1 -
|η| ∈ (2.7, 3] Photon fraction > 0.01 ∈ (0.02, 0.9) ∈ (0.02, 0.9)
Neutral hadron fraction < 0.98 - -
Number of neutral particles > 2 > 2 > 2
|η| ∈ (3, 4.7) Photon fraction < 0.9 < 0.9 < 0.9
Neutral hadron fraction - > 0.02 > 0.2
Number of neutral particles > 10 > 10 > 10
Table 3.6.: Explicit requirements to construct jet identication criteria to suppress misre-
constructed jets, dependent on the data-taking year.
didate i in the (η, ϕ) plane, ΔRij. Within the acceptance of the inner tracking system,
|ηi | < 2.5, the sum is performed over all charged PF candidates from PV, P±PV, in a cone
ΔRij < 0.4 around the PF candidate i. Outside the tracker acceptance, all PF candidates are
taken, which are inside the cone. In case that there are no PF candidates present within the
cone around the PF candidate i, the PF candidate is directly associated to PU with αi = 0.
The metric αi is transformed into a quantity, which can be interpreted as the probability of
the PF candidate i to originate from PV. This translation is performed in two steps. At rst,
estimators for the median ᾱPU and the spread σ
2
PU
are computed, based on the distribution
of αi for charged PF candidates i from PU. The spread σ
2
PU









(αi − ᾱPU)2 (3.11)
The quantity NPU refers to the number of the charged PF candidates from PU. The values
for ᾱPU and σ
2
PU
are measured for PF candidates with |η| < 2.5. Beyond that region,
extrapolation factors derived from simulation are applied, resulting in an |η| dependent
median ᾱPU( |η|) = SFα ( |η|) · ᾱPU and spread σ2PU( |η|) = SF2σ ( |η|) ·σ2PU. These scale factors
58
A( |η|) B( |η|) SFα ( |η|) SFσ ( |η|)
|η| ∈ [0, 2.5) 0.2 GeV 0.015 GeV 1 1
|η| ∈ [2.5, 3) 2.0 GeV 0.13 GeV 0.9 1.2
|η| ∈ [3, 5) 2.0 GeV 0.13 GeV 0.75 0.95
Table 3.7.: Parameters used by the PUPPI algorithm, which are dependent on predened
|η| regions.
are summarized in table 3.7.
In the second step, a new quantity is dened, which is assumed to follow a χ2 distribution





(αi − ᾱPU( |ηi |))2 /σ2PU( |ηi |) αi > ᾱPU( |ηi |)
0 αi ≤ ᾱPU( |ηi |)
(3.12)
Using the χ2 cumulative distribution function with one degree of freedom, F(· ; Ndof = 1),
an intermediate weight is computed by wi = F(χ2i ; Ndof = 1), if χ2i > 0 for neutral PF
candidates i. In case of χ2
i
= 0, the nal weight is set to 0. Furthermore, the nal weight
is set to 0, if wi < 0.01 or if the requirement wi · pT(i) > A( |ηi |) + B( |ηi |) · Nvtx is not
fullled. The quantity Nvtx refers to the number of all primary vertices well reconstructed
in the event, whereas the parameters A and B are dened for the dierent |η| regions, as
summarized in table 3.7.
To conclude, the nal weight wPUPPI(i) for a PF candidate i is dened by:
wPUPPI(i) =

1 i = P±
PV
0 i = P±
PU
0 i = P0 and wi < 0.01














refers to a charged PF candidate from PV, P
±
PU
to a charged PF candidate from
PU, and P
0
to a neutral PF candidate. PF candidates with wPUPPI = 0 are removed from
the list of PF candidates, resulting in a reduced PF candidates collection, referred to as the
PUPPI collection in the following.








wPUPPI(i) · ®pT(i) (3.14)
3.2.7. Jet Tagging
To distinguish jets by their avour, especially for heavy avour quarks, like the bottom
and the charm quark, specic jet tagging algorithms have been developed [97]. These
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algorithms are based on the track displacement information with respect to PV for tracks
associated with the jet, on the distance of such a track with respect to the axis of the
jet, and on the compatibility of this track with secondary vertices reconstructed with
algorithms adapted to jet tagging.
Secondary vertices
The reconstruction of secondary vertices is performed on all reconstructed tracks with
transverse momentum of p
T
> 0.8 GeV and longitudinal impact parameter of dz < 0.3 cm,
using the inclusive vertex nding (IVF) explained in the following.
1. Track seeds are determined from which the secondary vertex reconstruction can
be started. Such tracks are required to have a three-dimensional impact parameter
with d3D ≥ 0.05 cm and a signicance of the transverse impact parameter with
dxy/σdxy ≥ 1.2.
2. A track is clustered to a seeding track, if they are closest to each other at the point
of their closest approach, and if this distance and the angle between the two tracks
fullls predened requirements.
3. The tracks of each cluster are tted with the adaptive vertex tter [101], which was
also used for the reconstruction of primary vertices.
4. After the t, the distance between PV and each secondary vertex is tested, requiring
the transverse and three-dimensional distances to have signicances of at least 2.5
and 0.5, respectively. Secondary vertices fullling this requirement are selected for
further processing.
5. Overlapping vertices are reduced to one vertex, if they share 70% of their tracks or
if the signicance of the distance between the two vertices is less than 2. For the
remaining secondary vertices, tracks being more compatible with PV are removed
from the set of tracks associated with the considered secondary vertex.
6. The reduced sets of tracks are retted, the resulting nal secondary vertices are
checked again for overlaps, requiring less than 20% of shared tracks for a vertex pair
and a distance signicance greater than 10.
7. The remaining secondary vertices are associated to jets, if they fulll ΔR < 0.3 for
the jet axis and ight direction of the secondary vertex, which is dened by the
vector connecting PV and the secondary vertex.
The most recent discriminator created to identify the jet avour at CMS is the DeepJet
tagger [111] based on a deep neural network [112] (DNN). It takes advantage of the high
level variables computed for a jet, as well as the properties of each PF candidate and each
secondary vertex associated to it. The properties of up to 25 charged PF candidates, up to
25 neutral PF candidates and up to four secondary vertices are provided to the DNN for
training.
Inputs to DNN





• the numbers of charged and neutral PF candidates of the jet, NPV and NP0 ,
• number of primary vertices Nvtx,
• and quantities related to tracks and secondary vertices associated with the jet.
For each charged PF candidate, track related properties are provided to the DNN, including
• transverse and three-dimensional impact parameters and their signicances,
• distance between the track and jet axis at the point of closest approach,
• Δη and ΔR between the track and jet momentum,
• track momentum in and perpendicular to the direction of the jet axis,
• and quality metrics for the track, like its χ2.
For neutral PF candidates, the inputs comprise
• the type of the PF candidate, being either a neutral hadron or photon,
• and ratio between the hadronic and total energy.
Input quantities common among all PF candidates are
• the separation in ΔR between the momentum and the jet axis,
• ratio between the p
T
of the PF candidate and the p
T
(jet),
• weight assigned by the PUPPI method,
• and ΔR between the PF candidate momentum and the ight direction of the associ-
ated secondary vertex, if available.
The set of variables related to secondary vertices includes
• p
T
of the secondary vertex,
• ΔR between its ight direction and the jet axis,
• number of associated tracks,
• quality of the vertex t,
• impact parameters and their signicances with respect to PV,
• energy ratio between the secondary vertex and the jet,
• angle θ between the momentum ®p(SV) and ight direction of the secondary vertex,




Based on the invariant mass m(SV) and momentum p(SV) of the secondary vertex derived









m2(SV) + p2(SV) · sin2(θ) + p(SV) · sin(θ) (3.15)
DNN architecture
The input quantities of charged and neutral PF candidates, and secondary vertices are
arranged into arrays of each type. The elements of the array are sorted by increasing




strongest separation power between jet avours for most displaced PF candidates or sec-
ondary vertices.
For the architecture of the DNN, a set of layers is used, which is referred to as a hidden
layer. It consists of
• a layer with trainable parameters with the rectied linear unit (ReLU) [113] activation
function,
• followed by a batch normalization layer,
• and a dropout layer with a rate of 0.1 [112].
The input arrays of each type are processed through up to four dense hidden layers with a
decreasing amount of nodes. The resulting three arrays are processed through a hidden
layer containing a recurrent neural network with long short-term memory [112]. This
allows to reduce the array of charged PF candidates to 150 DNN features, the array with
neutral PF candidates to 50 features, and the array with secondary vertices to 50 features.
These three sets of features are concatenated with the set of high level properties of the
jet, and together, these features are passed through seven hidden layers with a few 100






, z = (z1, ..., z7) ∈ R7. (3.16)
The output nodes represent the probability of a jet to correspond to a certain type, as
dened in table 3.8. The training of the DNN is performed on a balanced set of simulated
jets for each type, with p
T
distributions reweighted to the p
T
distribution of b-jets.
The cross entropy is chosen as the loss function used within training process, the optimizer





two or more b hadrons
Pblep exactly one b hadron decaying into leptons
Pb exactly one b hadron decaying into hadrons
Pcc two or more c hadrons





Table 3.8.: Denitions of jet types used for the classication with the DeepJet discriminator.
The jet types are dened in an exclusive way.
In consequence, the resulting probability, that the jet is a b-jet, can be computed as
Pb-jet = Pbb + Pblep + Pb. A jet is considered as b-tagged, if the probability Pb-jet is greater
than the threshold of the chosen working point, given in table 3.9. The loose, medium and
tight working points are dened to have a mistagging rate of 10%, 1% and 0.1%, respectively,
for jets induced by light quarks or gluons with p
T
between 80 and 120 GeV.
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Working point
Requirement on the probability Pb-jet
2016 2017 2018
loose > 0.06 > 0.05 > 0.05
medium > 0.31 > 0.30 > 0.28
tight > 0.72 > 0.75 > 0.73
Table 3.9.: Denitions of year dependent working points for tagging b-jets with the DeepJet
discriminator. Detail are given in the text.
3.2.8. Hadronic Decays of Tau Leptons
The reconstruction of hadronic decays of τ leptons, denoted as τh, starts with a jet as
seeding object [98]. It is based on the hadron plus strips (HPS) algorithm, exploiting
the specic signatures of τh with one or more charged hadrons and additional neutral
hadrons. The neutral hadrons are mostly pions, π0, which decay into pairs of photons
before reaching active detector material. These photons have a high conversion probability,
such that electron pairs can appear in the τh nal state. The signature of the photons and
electron pairs from photon conversions are clustered into strips in the (η, ϕ) plane. Up
to three charged hadrons may be identied for a τh, as well as up to two neutral pions.
The decay mode (DM) of τh is computed by counting the number of charged hadrons, Nh± ,
identied within the seeding jet and the number of neutral pions Nπ0 , given as
DM = 5 · (Nh± − 1) + Nπ0, Nh± ∈ {1, 2, 3}, Nπ0 ∈ {0, 1, 2}. (3.17)
Decay mode values DM ∈ {0, 1, 2, 10, 11} correspond to existing hadronic decays of τ
leptons, whereas the remaining values DM ∈ {5, 6, 7} may occur, if for example one of the
charged hadrons is not reconstructed. Since these decay modes are highly contaminated
by QCD multijet background, the decay modes DM ∈ {5, 6, 7} are rejected in the τh
identication used for this thesis and are not considered in the following.
To be assigned as a charged hadron to τh, a charged hadron within the seeding jet is
required to have a transverse momentum p
T
> 0.5 GeV and to be compatible with PV by
fullling a requirement on its transverse impact parameter of the track, dxy < 0.1 cm.
To recover as much energy of τh deposited in the ECAL as possible, a dynamic strip
reconstruction is performed. Particles coming from nuclear interactions of the involved
charged hadrons with the detector material, as well as the electrons and photons from
multiple scattering and bremsstrahlung from the photon conversions of π0 → γγ decays,
are taken into account by this technique.
The strip reconstruction starts with the electron or the photon (e/γ) candidate with the
highest p
T
, which has not been assigned to any strip yet. Its position in the (η, ϕ) plane
and transverse momentum are assigned to the new strip. In the following iterations in the
reconstruction of this strip, the e/γ candidate with the next highest p
T
is taken to check



























The functions f and g were derived from the distances of simulated e/γ candidates to the
corresponding simulated τh in η and ϕ, depending on pT(e/γ). In that way, a dynamic
adaption of the (Δη,Δϕ) window is established to collect e/γ candidates into a strip.
If the considered e/γ candidate fullls the requirements in equation 3.18, it is merged
into the strip cluster. The size of the new strip is checked to be within the boundaries
Δηstrip ∈ [0.05, 0.15] and Δϕstrip ∈ [0.05, 0.3], and its position and pT are updated, using a
p
T






















The updated strip is propagated to the merging iteration of the next e/γ candidate highest
in p
T
within the dynamic (Δη,Δϕ) window. The procedure is repeated, until no e/γ
candidates are present within the (Δη,Δϕ) window to be added to the currently considered
strip. In that case, the elements of the reconstructed strip are removed from the list of
available e/γ candidates for the considered τh candidate and the reconstruction of the next
strip is initiated, beginning with the e/γ candidate with the highest p
T
left in the list.
After both the charged hadron candidates and strips are reconstructed, they are combined
to several τh hypotheses, depending on the best matching decay mode. For the simplest
decay mode, DM = 0, for which only one charged hadron is available and no strips are
reconstructed, the mass of the charged hadron candidate is assigned directly to the mass
of the visible decay products of the τ lepton, mτh . For the remaining decay modes, it is
required, that mτh is within a decay mode dependent mass window, given as
DM = 1, h±π0 : mτh ∈ (0.3 GeV − Δmstrip,mmaxDM=1)
DM = 2, h±π0π0 : mτh ∈ (0.4 GeV − Δmstrip,mmaxDM=2)
DM ∈ {10, 11}, h±h∓h±(π0) : mτh ∈ (0.8 GeV, 1.5 GeV)
m
max






+ Δmstrip, mmaxDM=1 ∈ [1.3 GeV, 4.2 GeV]
m
max



































(τh) − px(strip)) · py(strip) − (py(τh) − py(strip)) · px(strip)
mτh
, (3.20)
where Δmstrip corresponds to the amount of mass added to the hadronic system of the τ





are restricted to specied ranges.
After this procedure, several τh candidates available for each jet undergo further quality
criteria. At rst, the total charge of the charged hadron candidates is required to be equal
to ±1. Additionally they must be within the signal cone, ΔR < ΔRsig, dened as
ΔRsig = 3 GeV/pT(τh), ΔRsig ∈ [0.05, 0.1], (3.21)
where it is limited to a specied range. The position of the strip is required to be within
the signal cone of the τh candidate, whereas the strip area itself may exceed it. If multiple
τh candidates are still left after imposing these quality criteria, the one with the highest pT
is chosen to have at most one reconstructed τh per jet.
The signature of a τh candidate can also be caused by jets, electrons and muons. To reduce
the amount of misidentied τh candidates, a multivariate identication procedure has
been developed [116], based on a convolutional deep neural network [112] (DNN). The
DNN is trained on balanced sets of simulated candidates for the four classes to be distin-
guished: genuine τh candidates and misidentied τh candidates from jets, electrons or
muons. These τh candidates are selected to have pT > 20 GeV, |η| < 2.3, and a longitudinal
impact parameter |dz | < 0.2 cm.
For the training, both the high level information based on the properties of the recon-
structed τh candidate, and the information from detector subsystems assigned to the PF
candidates of the τh or the nearby reconstructed electrons and muons are used. To ac-
count for the amount of contributions from PU, the pileup density ρ is added to the set of
variables used for training. All variables are transformed to values in [−1, 1].
High level information
The high level properties provided with the τh candidate can be grouped as follows:
• Quantities related to the 4-momentum of τh, including its constituents pT(τh), ητh ,
ϕτh and mτh , and quantities derived from it, like Eτh/pT(τh), and the ratio between
the energy of the τh deposited in the ECAL and total energy, E
ECAL
τh /Eτh .
• Number of constituents of the τh candidate, Nh± , Nπ0 , and Nγ.
• Sums of p
T
of PF candidates around τh within ΔR < 0.3 or ΔR < 0.5, as introduced
in subsection 3.2.2.
• Quantities related to the impact parameters, their signicances, and quality of the
track of the charged hadron with the highest p
T
, that is part of τh.
• Distance in (η, ϕ) of τh constituents with respect to the τh candidate.
• Pileup density ρ.
Information on the surrounding environment of the τh candidate
All reconstructed particles, that are within the signal cone ΔR < ΔRsig or isolation cone
ΔR < 0.5 with respect to the τh candidate, are considered to compile the information on
its surrounding environment. The position of nearby particles is mapped onto 11 × 11 and
21×21 grids in the (Δη,Δϕ) plane for the signal and isolation cones. The sizes of the cells in
the grids are chosen to be (Δη,Δϕ) = (0.02, 0.02) for the signal and (Δη,Δϕ) = (0.05, 0.05)
for the isolation cone.
Each property of the reconstructed particles is lled into the grids based on the (Δη,Δϕ)
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values. In that way, images of the surrounding environment of the τh candidate are con-
structed from properties of nearby particles. The particles are separated into three groups,
such that six grids in total are created from the information on the reconstructed particles.
The groups are summarized as
• muons (subsections 3.2.3 and 3.2.5),
• electrons and photons (subsections 3.2.4 and 3.2.5),
• and charged and neutral hadrons (subsection 3.2.5).
DNN architecture
As in case of the DeepJet tagger described in subsection 3.2.7, a set of layers is used for
the DNN architecture, which is referred to as a hidden layer. It contains
• a batch normalization layer,
• followed by a layer with trainable parameters and a parametric rectied linear unit
(PReLU) [113] activation function,
• and a dropout layer with a rate of 0.2.
The architecture of the DNN can be split into three main steps.
At rst, the set of quantities of each cell of the six grids, extended with the p
T
(τh), ητh and
ρ, and the set of high level quantities are processed through several dense hidden layers of
the same size independently from each other.
To connect the individual grid cells with each other, convolution hidden layers are used,
merging a 3 × 3 block of cells into a single number in each hidden layer.
In the last step, the convoluted features from the six grids and the features from high level
properties provided with τh are concatenated and processed through four dense hidden
layers, followed by an output layer with four nodes and a softmax activation function.
From the resulting four probabilities Pτh , Pjet, Pe and Pμ, a discriminator D
α
τh between being






, α ∈ {jet, e, μ} (3.22)
The trainable parameters of the DNN are optimized by the Adam algorithm with the
Nesterov momentum as metric, using a custom loss function based on the focal loss [117].
For the application, the DNN after a training process of seven epochs is used. Dierent
working points were dened based on the discriminators D
α
τh , given in table 3.10.
66
Working point name








VVVLoose > 0.260 > 0.063
VVLoose > 0.425 > 0.169
VLoose > 0.598 > 0.363 > 0.106
Loose > 0.785 > 0.682 > 0.216
Medium > 0.883 > 0.885 > 0.555
Tight > 0.931 > 0.968 > 0.875
VTight > 0.957 > 0.986
VVTight > 0.973 > 0.993
Table 3.10.: Denitions of the working points for the discriminators between the genuine
τh candidate and a misidentied τh candidate. The eciency to recognize a
genuine τh candidate is highest for the VVVLoose working point, decreasing
with each row in the table and lowest for the VVTight working point. For the
discrimination against muons, only four working points were dened.
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3.3. Trigger System
The rate of all proton-proton collision events happening each 25 ns is too high to be stored.
Therefore, a trigger system is required to reduce the amount of data by selecting events
of interest for measurements of SM particles or searches for new physics. The trigger
is concepted in two parts. The Level 1 (L1) trigger is a hardware-based trigger taking
advantage of the possibility to construct specic algorithms with eld programmable gate
arrays (FPGAs). The rate is reduced from 40 MHz to 100 kHz by the L1 trigger with a
decision whether to keep an event or not taken within less than 1 μs. The second part of
the trigger system, the high level trigger (HLT), is purely software-based running on a
computer farm close to the CMS detector. The HLT reduces the rate further to 100 Hz.
3.3.1. Hardware-Based Level 1 Trigger
4 Chapter 1. Introduction & Overview
Figure 1.1: Dataflow for the overall trigger upgrade. Details are given in subsequent chapters.
1.3.1 Calorimeter Trigger Upgrade
The input to the calorimeter trigger system comes from the hadronic calorimeter (HCAL) and
the electromagnetic calorimeter (ECAL).
The HCAL will be upgraded in stages between LS1 and LS2 [5]. The upgraded HCAL will offer
several improvements which feed into the trigger at different stages of the HCAL upgrade. In
LS1 the forward section of HCAL (HF) will have new back-end electronics (trigger and read-
out electronics) that will provide finer granularity information to the trigger. The upgrade of
the HCAL barrel and endcap front-end electronics in LS2 will provide high-precision timing
information and depth segmentation information. The upgraded HCAL will provide an op-
tical interface and will be capable of providing duplicate information to both the current and
upgraded calorimeter triggers.
The ECAL will require new mezzanine cards to convert the output to optical format. These
cards will also duplicate the data allowing the development of the upgraded trigger in parallel
with running the current trigger. Figure 1.2 shows how the splitting of ECAL and HCAL signals
will occur between new and old trigger systems.
The current calorimeter trigger concept is based on the reduction of input data volume through
several stages. At each stage objects are identified and sorted and the best candidates for-
warded to the next stage. The jet finding is based on coarse sums of the input calorimeter
towers. The implementation is based on both ASICs and FPGAs.
In the upgraded trigger the use of powerful FPGAs and fast optical links will allow the full
Figure 3.9.: A workow scheme for the upgraded Level 1 trigger at CMS [83].
The workow of the hardware-based Level 1 trigger including the corresponding updates
installed before 2016 is shown in gure 3.9. To allow a decision within 1 μs, the information
from the calorimeters and the muon detection subsystems are used, while the tracker is
omitted in the concept of the L1 trigger. The information from the calorimeters and the
muon system is at rst processed separately for each of the two systems and is unied
at the end into a global L1 trigger decision. In case that at least one of the L1 algorithms
accepts the event, th full detector readout is stored for the HLT. The lobal L1 trigger is
exible enough to combin the informat on of several L1 physics objects, for example a
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lepton pair from a Higgs or gauge boson decay.
Within the L1 calorimeter trigger, the energy deposits from the ECAL and HCAL are pro-
cessed through two trigger layers. In the rst layer, the energy deposits in the calorimeters
are calibrated and sorted, whereas the second layer is responsible for the reconstruction of
physics objects such as electrons, photons, τh candidates, or jets, and various energy sums
used for isolation requirements or an estimate of p
miss
T
in the detector. The reconstructed




The L1 muon trigger takes advantage of the redundant measurements made by the three
detector systems, DTs, CSCs and RPCs. The pre-processed hits in the muon detectors
are passed to three dierent track nder algorithms for the barrel region with |η| < 0.83,
the overlap region, where all three detectors are available, and the endcap region with
|η| > 1.2. The reconstructed tracks are then processed through the next layer sorting the
muons, removing duplicates and applying selection criteria. In the nal step of the muon
trigger, calorimeter information is used for the remaining muon candidates to check for
their isolation.
3.3.2. Soware-Based High Level Trigger
The high level trigger (HLT) system, also referred to as online reconstruction, is purely
software-based, with similar reconstruction algorithms as introduced in section 3.2, but
optimized to fulll the constraints given by the xed output rate of a few 100 Hz. The L1
physics objects are used as seeds to start the reconstruction with higher granularity and
precision.
For muons [92], one of the used algorithms takes the L1 seeds to start the standalone muon
reconstruction and match the resulting muons with the tracker information in a limited
readout region dened by the muon trajectory extrapolated from the muon detectors to
the inner tracking system. If tracks are found to be within this region, the track parameters
are updated to match a global muon trajectory. Another muon reconstruction algorithm
similar to tracker muon algorithm, matches tracks to the L1 seeds within an (η, ϕ) window.
Once the muons are reconstructed, isolation variables are computed from ECAL clusters,
HCAL clusters and charged tracks with the pileup correction based on eective areas, as




In case of the electrons, ECAL clusters are reconstructed around the electromagnetic L1
seeds and tracks in the surrounding area are matched to these clusters. Identication and
isolation criteria introduced in subsection 3.2.4 are applied to derive trigger decisions for
electrons.
Before an optimized version of the HPS algorithm was introduced and commissioned
during the 2018 data-taking period [118], a cone-based reconstruction of τh candidates was
performed at the HLT level [98]. The energy depositions in the ECAL and HCAL within
ΔR < 0.8 around each L1 τh candidate seed are considered. Narrow jets are reconstructed
using the anti-kT algorithm with the distance parameter r = 0.2 to build preliminary τh
candidates. Additional isolation requirements are imposed on these candidates, based on
tracks reconstructed from pixel detector hits around the preliminary τh candidate. The nal
τh reconstruction is then started from PF jets reconstructed near the remaining preliminary
τh candidates. The PF algorithm used here is optimized for the HLT reconstruction. A pT
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dependent signal cone and isolation cone are dened to reconstruct the nal τh candidate
and to compute isolation variables and transverse energy sums, based on the PF candidates
of the used jet. These variables, as well as p
T
and η of the nal τh candidate are used to
derive the trigger decision.
The individual sets of requirements to create a trigger decision for the HLT are referred to
as HLT paths, whereas the physics objects reconstructed in this process as HLT objects.
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4. Preparations for the H→ ττ analysis
For the H→ ττ analysis presented in this thesis, the data collected at CMS between the
years 2016 and 2018 of the Run 2 data-taking is used. The integrated luminosity of the
data certied as good for physics analyses was measured separately for each data-taking
year. The measured values are L
2016
int.
= 35.9 fb−1, L2017
int.
= 41.5 fb−1 and L2018
int.
= 59.7 fb−1
with relative uncertainties of 2.5%, 2.3% and 2.5% for the data-taking years 2016, 2017 and
2018, respectively [119–121]. A total amount of 137 fb
−1
of recorded data is used for the
analysis.
τ lepton decay fraction ττ nal state fraction ττ nal state fraction
τ→ μντνμ 17.39% μτh(3ν) 22.5% τhτh(2ν) 42%
τ→ eντνe 17.82% eτh(3ν) 23.1% ee(4ν) 3%
τ→ τhντ 64.79% eμ(4ν) 6.2% μμ(4ν) 3.2%
Table 4.1.: Branching fractions of the τ lepton decays and ττ nal states [32].
As shown in table 4.1, there are six possible nal states for ττ events, as can be obtained
from the decays of the τ lepton. The most probable ττ nal state is τhτh with only two
neutrinos, that contribute to p
miss
T
, such that the τhτh pair carries a signicant fraction
of the ττ pair energy. The eτh and μτh following next prot from a good energy and
momentum resolution of reconstructed electrons and muons, having at the same time a
large branching fraction. The eμ nal state also prots from the good resolution of electrons




from neutrinos, such that the energy of the eμ pair has a larger spread.
The ee and μμ nal states are not considered as sensitive to H→ ττ, since the H→ ττ→ ee
or H→ ττ→ μμ signal is expected to be suppressed by the Z→ ee and Z→ μμ processes.
In the following, the preparations preliminary to the H→ ττ analysis will be discussed,
including the expected contributions of physics processes, selection of the sensitive nal
states, and the corresponding corrections and uncertainties assigned to the expected
processes.
4.1. Background Estimation Methods
The main contributions to the signal sensitive nal states μτh, eτh, τhτh and eμ summarized
in table 4.2 comprise the following processes:
• The production of a Z boson decaying into the desired Z→ ττ nal state or other
leptonic nal states which are not identied correctly, mainly from Z→ ee or
Z→ μμ decays. The Z boson may be produced by a fermion pair annihilation, or a
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ττ nal state
Background process eτh μτh τhτh eμ
Z→ ττ 27% 46% 33% 20%
Z→ ℓℓ, ℓ ∈ {e, μ} 9% 2% 1% 1%
tt̄ 18% 13% < 1% 54%




Di-boson & single-t 4% 3% < 1% 11%
Table 4.2.: Background contributions to ττ nal states selected for the data-taking year
2018.
fusion of two electroweak vector bosons, with typically two well separated quark
jets accompanying the Z boson in the nal state.
• The production of a W boson contributes in particular to the semileptonic nal
states μτh and eτh, where the muon or the electron from the W boson is paired
with a jet misidentied as a τh candidate. Also the W boson is produced either by a
fermion pair annihilation or a fusion of two electroweak vector bosons.
• The top pair production contributes mostly to the events with b-tagged jets. The
subsequent decays of the two W bosons resulting from the tt̄ pair decay dene the
signal nal state the process contributes to, mostly appearing in eμ.
• Contributions from the non-resonant production of two vector bosons or from the
single top production are also most prominent in the eμ nal state.
• Remaining events are expected to originate from events with multijet topology,
exclusively from the strong interactions, where the jets are misidentied as the
signal nal states. This background has a signicant contribution to the τhτh nal
state, and is referred to as the QCD multijet background or just QCD.
All these processes are estimated using techniques described in the following subsections.
4.1.1. Genuine ττ final states
The τ embedding technique [122] to estimate genuine ττ nal states was already used in
public Run 2 analyses of CMS [19, 21]. As illustrated in gure 4.1, the method consists of
four steps. At rst, Z→ μμ events are selected. Then, the reconstructed hits in the inner
tracking system and the muon detector subsystem from the muon, and the energy deposits
in the calorimeters associated to the muon trajectory are removed from the reconstructed
event record. This step is referred to as Z→ μμ cleaning. The kinematic properties of
the selected μμ pair are used to simulate the decay of a ττ system in an otherwise empty
detector. The modied selected event and the simulated ττ decay are merged into a single,
hybrid event at the level of reconstructed tracks and calorimeter deposits, followed by the
reconstruction of physics objects based on the hybrid information.
There are several advantages of this background estimation method, the most important
ones are mentioned in the following:






















Figure 1. Schematic view of the four main steps of the τ-embedding technique, as described in section 5.
A Z → µµ candidate event is selected in data (“Z → µµ Selection”), all energy deposits associated with the
muons are removed from the event record (“Z → µµ Cleaning”), and two tau lepton decays are simulated in
an otherwise empty detector (“Z → ττ Simulation”). Finally all energy deposits of the simulated tau lepton
decays are combined with the original reconstructed event record (“Z → ττ Hybrid”). In the example, one
of the simulated tau leptons decays into a muon and the other one into hadrons.
5.1 Selection of µµ events
In the first step of the embedding procedure, µµ events are selected from data. Although the selected
muons might not necessarily originate from Z boson decays, Z → µµ events are a natural target of
this selection, which helps to identify genuine µµ events. The selection should be tight enough to
ensure a high purity of genuine µµ events and at the same time loose enough to minimize biases of
the embedded event samples. The selection of themuons defines theminimal selection requirements
to be used in the target analyses that are discussed in more detail in section 5.3. Inefficiencies of
the reconstruction and selection of the muons due to the geometrical acceptance of the detector are
estimated, giving correction factors which are applied to the final distributions.
While strict isolation requirements help to increase the purity of prompt muons, e.g., from
Z → µµ decays, in the selection, they introduce a bias towards less hadronic activity in the vicinities
of the embedded leptons that will appear more isolated than expected in data. To minimize this kind
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Figure 4.1.: A schematic view of the τ embedding method consisting of four steps [122].
embedded dataset scal s with the recorded dat .
• The description of interactions from PU, the underlying event, and the jets originate
from data, such that no corrections are required.
• All data-taking specic eects, like a temporary outage of a detector module, unex-
pectedly large detector noise, or eects because of the detector aging, are naturally
included in the τ embedded event record.
The eects introduced by the τ embedding tech ique due to th repl cement of th selected
muons from data by simula ed τ lepto d cays, as well as orresponding corrections and
uncertainties specic to the τ embedding technique are discussed for each of the four steps
in more detail in the following.
Muon Pair Selection
A muon pair is required to be of a good quality on one hand, but on the other hand, its
selection should loose enough to reduce biases that may be introduced by it. Furthermore,
the requirements should match the ones from analyses using the samples derived from
the τ embedding method.
Globally reconstructed muons are selected with p
T
= 17(8) GeV for the (sub-)leading muon,
|η| < 2.4, and an impact parameter in direction of the beam axis of dz < 0.2 cm. These
muons are required to be matched to an HLT path with similar requirements, be associated
to PV, and to fulll the very loose working point of I
track
rel
at the HLT level. Furthermore,
the μμ system selected by the HLT path is required to have a mass of mμμ > 3.8(8) GeV
for the 2016 (2017 and 2018) data-taking year(s). The reconstructed muon pair passing
all these requirements should have an invariant mass mμμ > 20 GeV, and the two muons
should be of opposite charge. If multiple pairs fulll the requirements, the pair closest to
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Throughout the paper this contribution is estimated from data using a background estimationmethod
described in ref. [15]. The distributions of mµµ and pT of the trailing muon for all selected events
are shown in figure 2. Also shown are the contributing processes estimated by the simulation, to
illustrate their kinemati di tributions.
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 (2017, 13 TeV)-141.5 fb
CMS
Figure 2. (Left) invariant mass, mµµ, of the selected dimuon Z boson candidates and (right) pT of the trailing
muon after the event selection, as described in section 5.1.
5.1.2 Expected sample composition
In table 1, a relaxed selection of two muons compatible with the properties of a Z boson candidate
already results in a sample of Z → µµ events with an expected purity of more than 97%. Smaller
contributions are expected from Z → ττ events, mostly where both tau leptons subsequently decay
into muons, and from QCD multijet, tt , and diboson production.
Without further correction, the presence of QCD multijet and Z → ττ events in the selected
event sample leads to an overestimate of the Z → µµ event yield and a bias of the m`` and pT
distributions of the embedded leptons towards lower values. This can be inferred from figure 2,
where the accumulation of these events is visible for mµµ < 70GeV and p
µ
T < 20GeV. The fraction
of QCD multijet and Z → ττ events can be significantly suppressed by raising the requirement on
mµµ to be higher than 70GeV, at the cost of a loss of ≈13% of selected Z → µµ events. However,
because of the low transverse momentum of the selected muons, these events have a low probability
to end up in the final sample of τ-embedded events, see section 5.3.
The contribution from tt and diboson events is distributed over the whole range of mµµ. Its
relative contribution is larger at high values of m`` , where the overall event yield is small, and in
event selections with b jets, as shown in the last column of table 1. These conditions are met, e.g.,
in searches for additional Higgs bosons in models beyond the SM [15]. A large fraction of this
contribution originates from events where the W bosons e.g., from both t quark decays subsequently
decay into a muon and neutrino (tt(µµ)). The contribution from tt and diboson production in all
other modes is below the current accuracy requirements of the method. The substitution of the
– 9 –
Figure 4.2.: Distributions of the invariant mass of the di-muon system, mμμ, on the left and
the transverse momentum of the subleading muon, p
μ
T
, on the right, with the
expected contributions to the selected di-muon events of the 2017 data [122].
As shown in gure 4.2, the major contribution to this selection is the Z→ μμ decay with




, other processes start to contribute, most prominently the production of top
quark pairs, tt̄, and the production of two vector bosons or a single top quark, referred
to as Diboson. If at least one b-tagged jet is required in addition, the contribution from
tt̄ is increased up to 25%. Such contributions contain not only the desired decays into
prompt muons, but also muons from τ lepton decays, and particles misidentied as muons.
These contributions are found to have a negligible impact on the nal set of the hybrid τ
embedded events.
Less important are contributions located at lower muon p
T
, like the Z→ ττ→ μμ process,
the production of a W boson accompanied by jets (W + jets), and the QCD multijet
backgro nd. Since the selected muo s of these processes are r placed by τ leptons, which
decay into nal states with at l ast one neutrino, both mμμ and muon pT are shifted to
lower values. In consequence, such events have a negligible impact on the nal set of
hybrid τ embedded events.
To account for the μμ contributions in addition to the Z→ μμ decay in the nal set of τ
embedded samples, which are replaced by ττ pairs, corresponding contributions estimated
with simulated samples are rejected to avoid double-counting. These comprise genuine ττ
pairs from tt̄ and Diboson.
In case of tt̄, an uncertainty is introduced to the τ embedded samples, in which the estimated
contribution to genuine ττ pairs is modied by a addition or subtraction of simulated tt̄
events scaled with 0.1.
The discussed μμ selection ca introduce biases, the most pro inent example is the muon
reconstruction and identication eciency as a function of the muon η. To demonstrate
this, the eciency measurements of the loose and tight working points of the muon ID are
illustrated in gure 4.3. The tight working point (left) is similar to the μμ selection, since
74
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Tight lepton ID efficiency as a function of η and pT for 2018 data and MC. The
denominator is tracker muons with pT > 20 GeV. No dependency with respect to the
number of primary vertices was observed.
Average scale factor is 0.98. Systematic uncertainties are smaller than < 0.5%.
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Loose lepton ID efficiency as a function of η and pT for 2018 data and MC. The
denominator is tracker muons with pT > 20 GeV. No dependency with respect to the
number of primary vertices was observed.
Average scale factor is 0.998. Systematic uncertainties are smaller than < 0.2%.
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Figure 4.3.: Measurements of the muon identication eciency for the tight (left) and
loose (right) working points of muon ID as a function of uon η for 2018 data
in black and for corresponding simulation (MC) in blue [123].
only globally reconstructed muons are selected. In contrast to that, the loose working
point (right) selects tracker muons in addition.
The measured eciency of the loose working point is mostly at as function of muon
η, whereas the eciency of the tight working point drops for certain η regions not well
covered by the muon detector subsystem.
To compensate for this eect [124], the data eciency ϵμμ of the muon pair selection used
for τ embedding is measured as a function of muon p
T
and |η|. A correction is introduced
to the τ embedded events as the inverse of the total selection eciency, 1/ϵμμ, computed
for the reconstructed ττ nal state matched to the two simulated τ leptons replacing the
two muons from data. A normalization uncertainty of 4% is assigned to this correction,
corresponding to its total averaged magnitude.
The total selection eciency ϵμμ is computed from two types of eciencies: the eciency
of the HLT requirements, ϵHLT, and the eciency of selecting a globally reconstructed
muon ϵsel.. The eciency of the HLT requirements is measured separately for each of the
two muon legs building the HLT decision, one leg with the higher threshold p
T
> 17 GeV,
ϵ17, and the other leg with the lower threshold pT > 8 GeV, ϵ8, using the tag and probe
technique. The eciency of the HLT requirements ϵHLT and the total selection eciency
ϵμμ are computed in the following way given two reconstructed muons as input which are
denoted with μ1 and μ2:
ϵHLT = ϵ8(μ1) · ϵ17(μ2) + ϵ8(μ2) · ϵ17(μ1) − ϵ17(μ1) · ϵ17(μ2)
ϵμμ = ϵHLT · ϵsel.(μ1) · ϵsel.(μ2)
The subtraction of the third term in the equation for ϵHLT avoids double-counting in the
overlap region of the two possible combinations, how the muons could invoke the trigger
decision, expressed by the rst two terms in the equation. The measured eciencies ϵ8, ϵ17
and ϵsel. are shown in gure 4.4 for 2018 data selected for τ embedding. As expected, the
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CMS Work in Progress  (2018, 13 TeV)-159.7 fb
Figure 4.4.: Measurements of the muon eciencies (top left) ϵ8, (top right) ϵ17 and (bottom
left) ϵsel. as functions of pT(μ) for dierent regions of |ημ |.
Muon Pair Cleaning
The reconstructed hits in the inner tracking system and the muon chambers associated to
the two selected muons are removed from the event record and the calorimeter energy
deposits, which are crossed by the muon trajectory are corrected for the expected energy
deposited by the muon as a minimum ionizing particle (MIP). After the removal, a part of
the reconstruction algorithms is applied to the cleaned event record to obtain the remaining
tracks and calorimeter clusters needed for the last step of the τ embedding technique.
The main advantage of the removal of the hits and the energy deposits associated with
the selected muons is that it is performed at an early level of the reconstruction. At this
level, the complexity of the event record is small compared to a completely reconstructed
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event, discussed in section 3.2. In consequence, the complex connections between dierent
reconstructed elements, like tracks, PF clusters or jet constituents, can be constructed
from the cleaned event record in a straight-forward way using the same reconstruction
algorithms. Residual eects of the Z→ μμ cleaning were studied in detail and are discussed
in the following.
If the reconstructed hits of the tracks in the inner tracking system or the muon chambers
are shared among multiple tracks, the cleaning of a shared reconstructed hit will result
in a remaining track with a lower quality or it will not be reconstructed. This eect may
persist after the injection of simulated τ leptons, because their visible decay products could
move into a dierent direction than the original muons. Such tracks are reconstructed
in one of the latest iterations of the track reconstruction, as discussed in subsection 3.2.1,
and expected to appear within jets. For this reason, possible detoriations by the Z→ μμ
cleaning are therefore neglected. However, for future high luminosity collisions with
much more tracks expected in the inner tracking system, this eect has to be reassessed.
The energy deposits, which are removed from the calorimeters, correspond mainly to
ionization induced by traversing muons. Bremsstrahlung photons, which are produced
through the interaction of the muons with the detector material, and which enter the
calorimeters not in the vicinity of the muon trajectory, are not recovered by the muon
reconstruction algorithm, and therefore, are not removed from the data event record. In
consequence, these energy deposits would remain in the event and introduce dierences in
the energy surrounding the embedded leptons. In that way, the remaining energy deposits
have an inuence on p
T
sums, used for example to compute the lepton isolation. The
introduced dierences were studied and found to be of about a few 100 MeV in the total
energy sum around the embedded lepton, which is small enough to be neglected compared
to the statistical accuracy of the used data.
Simulation of Lepton Pairs
In addition to the simulation of ττ nal states, dedicated control samples are provided for
validation purposes, in which the selected muons are replaced by simulated electrons or
muons. The 4-momenta of the two selected muons undergo several corrections before
being assigned to the leptons to be simulated. At rst, they need to be corrected for the
mass dierence between the muon and τ lepton or electron mass, denoted in the following
with ℓ. The muon momenta are boosted into the center-of-mass frame of the di-muon
system, and the corrected energy Eℓ and the magnitude of the 3-momentum |®pℓ | are derived











, ℓ ∈ {e, τ}
The 3-momentum ®pℓ is rescaled to match the corrected magnitude and the 4-momentum
(Eℓ, ®pℓ) is boosted back into the laboratory frame.
The next correction has been estimated using a simulated Z→ μμ dataset for validation,
where the two selected reconstructed muons are replaced by simulated muons with exactly
the same kinematic properties to undergo detector simulation and reconstruction. This
leads to a broadening of the peak in the invariant mass spectrum of the di-muon system
mμμ and is corrected for the production of datasets with τ leptons [124].
The eects resulting from the nal state radiation (FSR) of the muons from the original
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Z→ μμ decay were studied as well. The FSR is not taken into account by the muon recon-
struction, such that the peak of the mμμ distribution and the pT of the two reconstructed
muons selected for the τ embedding method is shifted to lower values. To avoid additional
FSR, it is explicitly disabled for the simulation of the embedded leptons.
In that way, the photons from FSR of the selected muons remain untouched in the data
event record with the consequence, that FSR is underestimated for electrons and overesti-
mated for τ leptons.
The broadening of the mass peak due to the additional reconstruction of the embedded
leptons, as well as the FSR eects are found to be negligible compared to the magnitude of
the energy scale and resolution uncertainties introduced to the selected ττ nal states of
the H→ ττ analysis.
Before starting the simulation of the leptons, the interaction point, at which the simulated
leptons should be produced, is set to the reconstructed primary vertex of the muons from
data [125].
While the embedded muons and electrons enter the detector simulation without further
changes, the decay of the τ leptons is simulated with Pythia 8.2 [80] beforehand, includ-
ing the hadronization of quarks and gluons for τh candidates. To increase the size of the
datasets created by the τ embedding technique, the vectorial 3-momentum sum over all
visible decay products of the simulated τ leptons needs to fulll requirements on its p
T
and η which are chosen to be close to the ones used in the H→ ττ analysis. To pass these
requirements, the simulation of the τ decays is performed N = 1000 times. If at least one
of the trials is successful, the event is stored and the last successful trial is passed to the
detector simulation, otherwise the event is rejected.
In that way, the kinematic distributions of the τ decay products are biased, such that the
simulated events passing the p
T
and η thresholds are accepted with higher probability.
To correct for this eect, the number of successfully simulated trials k is counted and a
correction weight p = k/N is stored to approximate the probability of the ττ decay with
given kinematic properties. The accomplished oversampling is about a factor of 5 for the
τhτh nal state, 15 for the μτh and eτh nal states, and 50 for the eμ nal state.
The simulation of the CMS detector is based on the GEANT4 [126] software simulating the
behaviour of particles entering the active detector material. After the detector simulation,
the information of the simulated event record is the same as it would be provided during
data-taking.
The trigger simulation is performed on this event record. For the HLT simulation, it is
important to provide the information on the position of the beam crossing, as well as the
position of the reconstructed vertex from data [127]. The main reason for this is an event
record resulting from two leptons and an otherwise empty detector, leading to a more
dicult vertex reconstruction with decreased vertex quality.
The response of HLT paths is expected to be dierent as well for the same reason. For
example, isolation sums of the simulated leptons will be close to zero. To mitigate this,
corrections are derived for the HLT eciency, in the same way as for the simulation,
discussed in more detail in section 4.3. After the HLT simulation, those reconstruction
algorithms are run, that provide reconstructed tracks and other constituents seeding the
reconstruction of physics objects like reconstructed clusters in the calorimeters.
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Creation of the Hybrid Event Record
After all tracks in the inner tracking system and the muon chambers, and the calorimeter
clusters have been reconstructed for the cleaned and simulated event records separately,
the corresponding collections are merged into one for each type of the reconstructed
objects. If two calorimeter clusters are reconstructed at the same position in both records,
their energy is summed and they are considered as one cluster. After this, the recon-
struction of the physics objects and primary vertices is continued based on the hybrid
collections, including the recomputation of the missing transverse energy ®pmiss
T
.
The unication of the simulated and cleaned event records is performed at a later stage:
the beginning of physics object reconstruction. Ideally, the hybrid event creation would
be performed at the same level as the cleaning of the muon pair, but this is not possible in
the current version of the reconstruction software. The reason for this are the limitations
imposed by the way, how the information on the alignment and calibration of the CMS
detector is stored.
To reduce the amount of stored information per event, the measurements of the detector
alignment and calibration are stored for certain intervals of time and independent from
the event records. The event records are then assigned to the corresponding time interval
to restore this information during the event reconstruction.
The detector calibration records contain all information on the response of the various
subdetector modules, relating the signal from electronics with energy or position mea-
surements. The detector alignment records dene the global position of the detector, the
location of dierent detector modules with respect to each other, and how the deformation
of their surface looks like at a certain point of time.
This allows to translate the local coordinates of the hits in the inner tracking system and
the muon chambers, and the local coordinates of the energy deposits in the calorimeters
into global spacial coordinates with respect to the collision point of the CMS detector.
Deviations of a few μm can already lead to a mismatch between a track in the pixel tracker
and a track in the strip tracker originating from the same particle [128].
Both event records may have overlapping hits or energy deposits, which can not be handled
separately with dierent alignment and calibration records within the same reconstruc-
tion sequence. In consequence, the hybrid event record needs to be processed with one
consistent alignment and calibration information set. The information on the simulated
embedded leptons must be interpreted with the alignment and calibration record from data.
While the dierences in the detector calibration are expected to be too small to change
the position of reconstructed hits and the energy clusters signicantly, the dierences in
the tracker alignment lead to signicant eects on track reconstruction performance. The
best solution would be to perform the detector simulation directly with the alignment and
calibration records from data. This is an open task and should be pursued as one of the
main preparations for the high luminosity LHC.
The unication of the cleaned and simulated event records is therefore started at a stage
of the reconstruction, at which the relevant objects are already translated into the global
coordinate system. While eects from using a dierent alignment information is avoided
for the reconstruction of the physics objects in that way, it still persists, if detector-related
quantities are accessed, for example in the identication algorithms of electrons and τh
candidates.
The last main limitation to be mentioned is the fact, that the trigger reconstruction se-
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quences are performed only on the simulated event record. This restricts the calculation
of the trigger decisions to the two embedded leptons. Currently, this approach covers the




in addition to the lepton pair are not properly simulated. The integration of all
HLT reconstruction sequences into the τ embedding workow is another main task for
the future.
Within these limitations, the τ embedding technique provides a robust and well behaving
estimation of genuine τ leptons in the ττ nal states after the application of all relevant
corrections, as demonstrated in the corresponding publications [19, 21, 122].
4.1.2. Jets Misidentified as τh Candidates
The estimation method of background contributions with at least one τh candidate from a
misidentied jet (Jet→ τh) was introduced at CMS in the context of the measurement of
















Figure 4. Schematic view of the determination and application of the F iF and FF for the estimation
of the background from QCD multijet, W+jets, and tt events due to the misidentification of jets
as hadronic τ lepton decays. Note that DRtt is taken from simulation.
but the requirement on the transverse mass is changed to m
e(µ)
T > 70 GeV to enrich this
background and an additional requirement of the absence of b jets in the event is imposed
to reduce the contamination from tt events. In the eτh and µτh final states tt production is
a subdominant background with respect to W+jets and QCD multijet events. Since there
is no sufficiently populated pure DR for tt events covering a similar phase space as the
SR, the F ttF are estimated from simulation after the event selection and before the event
categorization.
5.2.2 Background estimation in the τhτh final state
The τhτh final state deviates in two aspects from the eτh and µτh final states. Firstly, QCD
multijet production is by far the dominant background. Therefore only DRQCD is defined
from the single requirement that the electric charges of the ττ pair should be of the same
sign. The FQCDF are then also used to estimate the background from W+jets and tt events.
Secondly, misidentified τh candidates from QCD multijet production usually originate from
jet→ τh misidentification. In this way a combinatorial effect arises for the determination of
FQCDF from the fact that each event can enter the AR in one of two mutually exclusive ways,
either if the leading τh candidate fulfills the nominal τh identification requirement and the
subleading τh candidate the inverted requirement or vice versa. This combinatorial effect is
taken into account by assigning a weight of 0.5 to these types of events. For the backgrounds
from W+jets and tt events typically only one of the reconstructed τh candidates originates
from a misidentified jet and the other one from a genuine τ lepton decay. The fraction
of events with two misidentified jets is at most a few percent and thus well below the
associated systematic uncertainties. Since there are no significant combinatorial effects
involved, these events are considered with a weight of 1.
– 14 –
Figure 4.5.: An illustration of the estimation method for contributions of jets misidentied
as τh candidates [129].
The main idea of the method is illustrated in gure 4.5 and is based on the assumption,
that the ratio between the isolated τh candidates and non-isolated τh candidates, both
coming from jets after the same selection, is unique and depends only on p
T
(τh). This
ratio is considered in separate phase-space regions of categories based on the number of
additional jets in the event, Njets, and, if required, on the separation in ΔR between the
constituents of the considered ττ pair. Any other quantity or selection is assumed not to
have an impact on this ratio, denoted as FF in the following.
Given this factor, the contribution of jets misidentied as τh candidates to the signal region
(SR) with isolated τh candidates can be derived using data from a region with non-isolated
misidentied τh candidates, referred to as the application region (AR).
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The FF value can be determined in a region with a dierent selection enriching the contri-
bution of jets misidentied as τh candidates. This region is called determination region
(DR) in the following.
After selecting events into the μτh and eτh nal states, three main processes are identied
to contribute to Jet→ τh:
• QCD multijet background (QCD),
• W boson production accompanied by jets, with a subsequent decay of the W boson
into a lepton and its neutrino (W + jets),
• and top quark pair production (tt̄).
For the τhτh nal state, the jets misidentied as τh candidates are assumed to originate
entirely from QCD.
The AR dened for the H→ ττ analysis can have signicant contributions from other
processes than Jet → τh, denoted with non-Jet → τh. All contributions to the AR are
accounted for by their fractions relative to the total yield in the AR, which are estimated
from data, simulation, and τ embedding.
As the assumption of this method, that the FF value is only dependent on pT(τh), is not
exactly true, correction factors were derived in the corresponding regions. The exact
procedure of this FF method, as well as the assignment of uncertainties, will be described
for each considered nal state in more detail in the following.
The explicit details on the selection of events into μτh, eτh and τhτh nal states are described
in section 4.3. This subsection is focused on the dierences of AR and DR with respect to
SR. The procedure to derive FF described in the following is valid for the three nal states
in general, but demonstrated on the example of μτh and τhτh nal states of data-taking in
2018.
FF in μτh and eτh
The AR of the μτh and eτh nal states dier from SR only by the isolation requirement on
the τh candidate, expressed by the discriminator of τh candidates against jets, which is
introduced in subsection 3.2.8. The Tight working point of the discriminator is chosen for
the SR, AR is selected by requiring the τh candidate not to meet the Tight working point,
but to pass the VLoose working point.
The determination region for QCD is dened by requiring a same-sign ττ pair instead
of an opposite-sign pair and by restricting the relative isolation to Irel( ℓ) ∈ [0.05, 0.15),
ℓ ∈ {e, μ}. The calculation of FQCD
F
is performed as follows:
1. All expected contributions other than QCD are subtracted from data, based on τ
embedding and simulation.
2. The numbers of events of remaining isolated and non-isolated τh candidates are
calculated in bins of p
T
(τh) for the Njets = 0, Njets = 1, and Njets ≥ 2 categories.







4. The binned F
QCD
F




with uncertainties, shown in gure 4.6 on the left.
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as a function of p
T
(τh) for (top) Njets = 0, (middle) Njets = 1,
and (bottom) Njets ≥ 2. Right: Corrections for FQCDF , covering the non-closure
in (top) p
T
(μ) and (middle) Irel(μ), and (bottom) the extrapolation from the





functions are investigated for a non-closure in distribution of the trans-
verse momentum of the lepton, p
T
( ℓ) (ℓ ∈ {e, μ}). Furthermore, the extrapolation from
DR to SR is considered.
One correction factor is derived as function of the relative isolation of the lepton, Irel( ℓ)
(ℓ ∈ {e, μ}), to account for the dierent requirement on this quantity in DR. Additionally,
the correction for the extrapolation from the same-sign into the opposite sign region is




is considered in bins of p
T
( ℓ):
1. Contributions other than from QCD are subtracted from data.




3. The derived distribution represents the contribution of isolated τh candidates from
QCD.
4. It is compared with the expected distribution from remaining events with isolated
τh candidates.
5. The ratio C[p
T
( ℓ)] is smoothed with a Gaussian kernel to obtain a continuous cor-
rection function.
To determine the correction on Irel( ℓ) extrapolation, the relative isolation requirement of
DR is relaxed to the interval [0, 0.3) and the same procedure as for C[p
T
( ℓ)] is performed
to obtain the correction function C[Irel( ℓ)]. This time, the events with non-isolated τh






The correction for the extrapolation from the same-sign to the opposite-sign region is
determined by using the derivation procedure of F
QCD
F
and its non-closure correction in
p
T
( ℓ) in a region with relaxed lepton isolation, Irel( ℓ) ∈ [0.15, 0.25). This region is sepa-
rated into three parts equivalent to the nominal DR, AR, and SR. The derived distribution
of mvis is compared to the expected one in the SR equivalent, obtained from subtract-
ing contributions other than QCD from data. A continuous ratio of these distributions,
C
ss→os [mvis], is obtained from smoothing the binned ratio.
In consequence, the nal, corrected F
QCD
F








[Njets, pT(τh)] · C[pT( ℓ)] · C[Irel( ℓ)] · Css→os [mvis] (4.1)
The correction factors are shown in gure 4.6 on the right.
The determination region for W + jets diers from the signal region only by two require-
ments. To enrich the W + jets contribution and to suppress the contributions from the
Z boson production, the transverse mass between the lepton and the missing transverse
energy is required to be greater than 70 GeV:




( ℓ) · pmiss
T
· [1 − cosΔϕ(®pT( ℓ), ®pmissT )] ≥ 70 GeV
For the signal region, the requirement on the transverse mass is mT( ℓ, pmissT ) < 70 GeV.
The second requirement to suppress the contribution from top quark pair production is
imposed on the number of b-tagged jets, Nb-tag = 0, which is not applied in the signal
region.
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values as a function of p
T
(τh) in categories of Njets and ΔR(μ, τh) for
the μτh nal state of the data-taking in 2018. On the left, Njets categories with
ΔR(μ, τh) < 3 are shown, on the right with ΔR(μ, τh) ≥ 3. Njets categories are







(τh) is derived in six dierent categories, constructed
from the requirements on Njets and ΔR( ℓ, τh):
• Three categories Njets = 0, Njets = 1, and Njets ≥ 2 are further separated by








contribution, which needs to be subtracted from data, is estimated by changing to the




functions are investigated for non-closure in p
T
( ℓ), and the extrapola-
tion for mT( ℓ, pmissT ) is measured as a function mvis. The correction C[pT( ℓ)] is derived in
an equivalent way as C[mvis] for FQCDF .
Due to the absence of a region with mT( ℓ, pmissT ) < 70 GeV, which is pure enough in






( ℓ)] based on it.
The rederived functions are applied to events with non-isolated τh candidates from the
W + jets simulation and compared with events with isolated τh candidates from W + jets
simulation in bins of mvis. The ratio is smoothed with a Gaussian kernel to obtain the
correction factor C












The correction factors are shown in gure 4.8.

















































Figure 4.8.: Corrections for F
W+jets
F
as functions of (left) p
T
(μ), and of (right) mvis covering
the mT(μ, pmissT ) extrapolation for the μτh nal state of the data-taking in 2018.
The contribution to Jet→ τh from top quark pair production is estimated from simulation
due to the absence of pure enough determination regions in the μτh and eτh nal states.
This means, that DR of tt̄ consists of the signal region with isolated τh candidates and
85
AR with non-isolated τh candidates. The ratio of the distributions in bins of pT(τh) is
tted with a set of analytic functions to obtain a continuous F
tt̄
F
function in two categories
dened by Njets ≤ 1 and Njets ≥ 2. The functions Ftt̄F are investigated for non-closure in
bins of mvis and a continuous correction factor C[mvis] is derived. The nal Ftt̄F function




[Njets, pT(τh),mvis] = Ftt̄F [Njets, pT(τh)] · C[mvis] (4.3)
The resulting uncorrected F
tt̄
F
functions and the corresponding correction in mvis are shown
in gure 4.9.















 = 15.28 / 9dof / N
2χ
Analytic fit (68% CL)




















 = 10.68 / 9dof / N
2χ
Analytic fit (68% CL)



































value as a function of p
T
(τh) for (left) Njets ≤ 1 and (right)
Njets ≥ 2. Bottom left: Correction of Ftt̄F in mvis.
After the individual functions F
i
F
have been determined, they are combined by using
fractions of expected contributions to the AR.
FF = fQCD · FQCDF + fW+jets · F
W+jets
F
+ ftt̄ · Ftt̄F , fQCD + fW+jets + ftt̄ = 1 (4.4)
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The relative fractions fi are determined in bins of mT( ℓ, pmissT ) to separate the dierent
contributions well from each other. They are obtained by determining relevant contribu-
tions to the AR: QCD, W+ jets, tt̄ and processes without jets misidentied as τh candidates.
The intermediate fractions obtained from these contributions are renormalized, such that
equation 4.4 is fullled.
The estimation of the jets misidentied as τh candidates in the signal region, denoted with
Jet→ τh reads then as follows:
Jet→ τh(SR) = Data(AR) · FF − non-Jet→ τh(AR) · FF (4.5)
The multiplication with the FF value must be understood as event-wise. To avoid double-
counting, events with a τh candidate being a misidentied jet must be rejected in each
simulated process, since already covered by the FF method.
In total 26 shape altering uncertainties are introduced per nal state, obtained from
• the resampling of the ts of uncorrected F
i
F
by varying the data points within their
statistical uncertainties,
• subtraction of non-Jet→ τh contributions,
• smoothed uncertainty band of each correction,
• each derived correction by not applying it or applying it twice,
• and the application of fractions in the AR.
Furthermore, two normalization uncertainties are introduced for each category of a nal
state to cover changes in the yield of the Jet→ τh contribution.
FF in τhτh
The main contribution of jets misidentied as τh candidates in the τhτh nal state is ex-
pected to come from QCD multijet background. This reduces the number of determination
regions to a single one.
On the other hand, it has to be taken into account, that each of the two τh candidates in





As for μτh and eτh nal states, an isolated τh candidate is dened by passing the Tight
working point of the discriminator against jets, while a non-isolated τh candidate is re-
quired to fail the Tight, but pass the VLoose working point.
An event in the τhτh nal state is required to have exactly one isolated, and one non-
isolated τh candidate to be used in the DR of F
QCD
F
. Additionally, the two τh candidates are
required to have the same charge. The procedure to derive F
QCD
F
is similar to the one for




functions are derived by subtracting contributions other than
QCD from data in DR and tting the ratio of binned p
T
(τh) distributions of isolated
and non-isolated τh candidates. This is done for three categories in Njets: Njets = 0,
Njets = 1, and Njets ≥ 2.
• First non-closure correction C[mvis] is derived in bins of mvis by applying FQCDF to
the distribution for non-isolated τh candidates and comparing it with the distribution
for isolated τh candidates in DR.
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• A second non-closure correction C[2nd p
T
(τh)] is determined as function of the




• The last correction C
ss→os [mvis] covers the extrapolation from the same-sign to





functions and the corresponding corrections are shown in gure 4.10.
The nal, corrected F
QCD
F








[Njets, pT(τh)] · C[mvis] · C[2nd pT(τh)] · Css→os [mvis] (4.6)
For the total FF function it must be taken into account, that two τh candidates are available

















[leading τh, ...] + FQCDF [subleading τh, ...] both non-isolated
(4.7)
The contribution of jets misidentied as τh candidates to the signal region is estimated by
applying FF event-wise to data in the AR and subtracting contributions other than QCD
from data.
Jet→ τh(SR) = Data(AR) · FF − non-Jet→ τh(AR) · FF (4.8)
For the τhτh nal state, 10 shape altering uncertainties are introduced, evaluated for each
non-isolated τh candidate and based on:
.
• the resampling of the ts of uncorrected F
QCD
F
by varying the data points within
their statistical uncertainties,
• subtraction of non-Jet→ τh contributions,
• smoothed uncertainty band of each correction,
• and each derived correction by not applying it or applying it twice.
Additionally, two normalization uncertainties are introduced for each category of the τhτh
nal state to cover changes in the yield of the Jet→ τh contribution.
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 = 7.90 / 4dof / N
2χ
Analytic fit (68% CL)














































 = 4.72 / 4dof / N
2χ
Analytic fit (68% CL)
















































 = 2.82 / 4dof / N
2χ
Analytic fit (68% CL)

































as a function of p
T
(τh) for (top) Njets = 0, (middle) Njets = 1,
and (bottom) Njets ≥ 2. Right: Corrections for FQCDF , covering the non-closure
in (top) mvis and (middle) the second pT(τh), and (bottom) the extrapolation
from the same-sign to the opposite-sign region, as function of mvis.
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4.1.3. QCDMultijet Background in the eμ Final State
The QCD multijet background in the eμ nal state can be estimated from a shape determi-
nation region (DR) with a same-sign lepton pair. The basic assumption of such a method is
that the distribution of any quantity of interest in the region with a same-sign lepton pair
is the same as in the signal region (SR) with oppositely charged leptons. Only the absolute
yield may be dierent and would need an extrapolation factor measured in a region with
a looser isolation requirement on one of the leptons, in eμ usually chosen to be the muon.
The QCD shape is estimated in the same-sign DR by subtracting all expected contributions
from data based on τ embedding and simulation in bins of a quantity of interest:
QCD(SR) = Data(DR) · ϵQCD − non-QCD(DR) · ϵQCD (4.9)
In the simplest possible approach, the shape is scaled with a constant extrapolation factor
from a same-sign region to an opposite-sign region and is used as an estimate of the QCD
contribution in the signal region.
However, this was found insucient [21], and the extrapolation factor is derived as a
function of muon and electron p
T
, Njets, and ΔR(e, μ). This extended extrapolation factor
ϵQCD is constructed to mitigate the violation of the assumption, that the QCD shape is
unique for the same-sign and opposite-sign regions.
Three regions are considered additionally to the signal and QCD shape determination
regions for this measurement based on the relative isolations of the electron and muon,
given as follows.
SR : Irel(μ) < 0.2, Irel(e) < 0.15, opposite-sign eμ
DR : Irel(μ) < 0.2, Irel(e) < 0.15, same-sign eμ
R1 : Irel(μ) ∈ [0.2, 0.5), Irel(e) < 0.15
R2 : Irel(μ) ∈ [0.2, 0.5), Irel(e) ∈ [0.15, 0.5)
R3 : Irel(μ) < 0.2, Irel(e) ∈ [0.15, 0.5)
In the R1 region, an initial measurement of the extrapolation factor ϵQCD is performed in
three categories Njets = 0, Njets = 1, and Njets ≥ 2, as a second order polynomial of ΔR(e, μ).
For each ΔR(e, μ) bin, the ratio between the numbers of events with an opposite-sign and
a same-sign pair is built, subtracting the expected non-QCD contributions from the data
events. The factor ϵQCD is parameterized with
ϵQCD [ΔR(e, μ)] = p0 + p1 · (ΔR(e, μ) − 3) + p2 · (ΔR(e, μ) − 3)2
for each category in Njets, and the corresponding parameter estimates are given in table 4.3.
The uncertainties of ϵQCD [ΔR(e, μ)] on the parameters are propagated to the estimate and
used as systematic uncertainties for each Njets category, resulting in 9 uncertainties in total.
The factor ϵQCD [Njets,ΔR(e, μ)] is investigated in the transverse momenta of the electron
and muon. For this purpose, the distribution of the QCD contribution to the same-sign
events of the region R1 is estimated by subtracting the expected non-QCD events based
on τ embedding and simulation from data and reweighting all events with the derived
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Parameter estimates
Category p0 p1 p2
Njets = 0 1.96 ± 0.05 −0.16 ± 0.02 −0.12 ± 0.02
Njets = 1 2.01 ± 0.03 −0.32 ± 0.02 −0.04 ± 0.01
Njets ≥ 2 1.76 ± 0.04 −0.36 ± 0.02 −0.01 ± 0.01
Table 4.3.: Measured parameters for the extrapolation factor ϵQCD in three Njets categories
for the data-taking year 2018.




(e)) is compared to
the expected QCD distribution from the opposite-sign events in data after subtracting
the opposite-sign non-QCD contributions. The ratio of the expected and the obtained





The two regions with a looser electron isolation, R2 and R3, are used to derive the correc-
tions for the extrapolation from the regions with the loosely isolated muons, R1 and R2,
to the regions with the isolated muons, R3, SR and DR. This is done by deriving in each




(e)) with the same
procedure as described before. The ratio of the QCD extrapolation factor in the region
R3 and the QCD extrapolation factor in the region R2 is taken as the correction for the





(e)]. An additional uncertainty
is introduced to this correction by applying it in quadrature or not at all.
The nal extrapolation factor is then a function of the four quantities, as given in the
following equation:
ϵQCD [Njets,ΔR(e, μ), pT(μ), pT(e)] =
ϵQCD [Njets,ΔR(e, μ)] · C[pT(μ), pT(e)] · Ciso [pT(μ), pT(e)] (4.10)
4.1.4. Simulation-Based Estimation
The simulation of proton-proton collisions is performed using Monte Carlo (MC) event
generators, such as Pythia 8.2 [80], Madgraph 5 aMC@NLO [130] and POWHEG [131], as dis-
cussed in section 2.4. For parton showering, hadronization, and the simulation of the
underlying event, Pythia 8.2 is chosen. The specic tunes of parameterization of the
underlying event is congured with dedicated measurements [132]. The evaluation of
p.d.f.’s is performed with the NNPDF3.0 [133] and NNPDF3.1 [134] sets.
After these steps, a single proton-proton collision with a specic process is simulated up to
the level of nal state particles. At this point, the detector simulation with GEANT4 [126] is
performed to obtain the hits and energy deposits of the simulated particles traversing the
CMS detector subsystems in a magnetic eld. Next, the simulation of pileup interactions
needs to be performed. This is done by simulating minimum bias events with Pythia
8.2 up to the detector simulation with GEANT4, and mixing them with the simulated hard
scattering event. The number of additional interactions to be mixed is determined in two
steps:
1. A random real value λ is picked from a given distribution of the total number of
interactions adapted to the one expected in data.
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2. A integer N ∼ P(λ) is thrown from a Poisson distribution P using λ as its parameter.
3. The number N − 1 denes the number of additional interactions to be mixed.
After the pileup mixing, the simulated detector response is expected to be as it will be
during the data-taking. In the nal step, the simulation of the trigger system decisions
and the subsequent reconstruction of the event record are performed.
The expected yield Nexp. of a process X → Y with a production cross-section σX and a
branching fraction BRY can be computed from a dataset with a number of simulated events
Nsim. for a given integrated luminosity Lint. as follows:
Nexp. = Lint. · σX · BRY/Nsim.
Consequently, a simulated dataset needs to be reweighted to the right luminosity and
cross-section to match the number of events in data recorded by the experiment. For a
proper combination of the luminosity measurements for all data-taking years, the total
uncertainties on the luminosity are split into individual sources, which are partially
correlated across the years. The uncertainties are summarized in table 4.4.





X-Y factorization ±0.9% ±0.8% ±2.0%
Length scale 0 ±0.3% ±0.2%
Beam-Beam deection ±0.4% ±0.4% 0
Dynamic β ±0.5% ±0.5% 0
Beam current calibration 0 ±0.3% ±0.2%
Ghosts and satellites ±0.4% ±0.1% 0
Table 4.4.: Uncertainties for the integrated luminosity split by individual sources [119–121].
Uncertainties are also available for the calculation of the cross-section and branching
fraction, which are assigned to each simulated process, as discussed in section 2.4. In
consequence, these uncertainties are required to be taken into account for each simulation-
based estimation in the statistical inference.
Furthermore, a reweighting is needed, if the distribution of the total number of interactions
in the simulated events does not correspond to data. The distribution in data can be derived
from the instantaneous luminosity Linst. of a single bunch crossing, the total inelastic cross-
section of a proton-proton collision, σinel. = 69.2 mb [135], and the frequency of how often
a proton bunch traverses the full circle of the LHC ring within a second, f. The average




The distributions of the total number of interactions in data for the three data-taking
years, as well as the corresponding distribution for the simulated dataset used for the 2018
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data-taking are shown in gure 4.11. The correction weights are obtained by dividing the
normalized data distribution by the normalized distribution in the simulated dataset of the
corresponding data-taking year.
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Figure 4.11.: The distribution of the total number of interactions in data for the three
data-taking years and for the simulation of the data-taking in 2018 [119–121].
The last general correction for processes estimated with simulation to be considered is
specic to the data-taking years 2016 and 2017 and is referred to as the prering correction.
Due to issues in the propagation of timing from the ECAL to the L1 trigger system, a
signicant fraction of L1 trigger objects from a considered bunch crossing can be assigned
to the previous one for the pseudorapidity region |η| > 2. In that way, the L1 trigger would
re on the event from the previous bunch crossing.
This event is likely to be uninteresting and would in the end be rejected by the HLT.
On the other hand, the subsequent event in the correct bunch crossing would not only
have missing L1 trigger objects in the mentioned ECAL region, but will be completely
rejected by L1 due to the fact, that if the L1 res, the next bunch crossing - in that case the
correct one - is not stored at all. This eect is not modelled in the simulation for the 2016
and 2017 data-taking years and is corrected by the measured probability for a simulated
event not to cause the prering of the L1. This total probability is computed from single
prering probabilities measured for photons and jets in bins of transverse momenta and
pseudorapidity.
The contributions from the Z boson production, that are not modelled neither by the τ
embedding nor by the FF method, are estimated from simulation. The hard scattering
process of the events with Z→ ℓℓ is simulated using the Madgraph 5 aMC@NLO Monte-Carlo
generator at the leading order (LO) in the strong coupling constant of QCD, αs, with next-to-
leading order (NLO) electroweak corrections. The total yield is scaled to the corresponding
products of the cross-sections and the branching fractions for each subcontribution to the
Z boson production given in table 4.5 with the associated uncertainties.
The transverse momentum of the Z boson is not modelled correctly at LO. Therefore, the
modelling is corrected in a Z→ μμ control region, where the reconstructed transverse
momentum of Z boson should have the best precision. The correction is measured in bins
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Subcontribution σ · BR in pb Uncertainty
Drell-Yan Z→ ℓℓ, 6077.22, FEWZ 3.1 [136],
4% [136]
mZ > 50 GeV NNLO QCD, NLO EW
Electroweak Z→ ℓℓ, 4.321, from generator,
4%
mZ > 50 GeV LO QCD, NLO EW
Drell-Yan Z→ ℓℓ, 18810, from generator (NLO),
4%
mZ ∈ (10, 50] GeV NLO QCD, NLO EW
Table 4.5.: Individual subcontributions of the Z boson production taken into account for the
H→ ττ analysis, with the products of cross-sections and branching fractions
with the associated uncertainties.
of the mass of the muon pair, m(μμ), with values greater than 50 GeV and over the full
spectrum of the transverse momentum of the μμ system. The correction is derived such
that the normalization of the Z→ μμ contribution is preserved. The uncertainties for the
correction factors are dened by not applying the correction and applying it twice.
The production of the W boson, both through the annihilation of fermions and through
the fusion of two vector bosons, is also simulated with Madgraph 5 aMC@NLO Monte-Carlo
generator at LO QCD with NLO electroweak corrections. This contribution is used in the
eμ nal state, where it is not covered by a data-driven estimate as it is the case in other ττ
nal states. The total yield is scaled for each subcontribution to the corresponding product
of the cross-section and the branching fraction, listed in table 4.6.
Subcontribution σ · BR in pb Uncertainty
→W± → ℓν 61526.7, FEWZ 3.1 [136], 4% [136]
NNLO QCD, NLO EW
Electroweak W
− → ℓ−ν̄ 23.24, from generator,
4%
mW > 50 GeV LO QCD, NLO EW
Electroweak W
+ → ℓ+ν 29.59, from generator,
4%
mW > 50 GeV LO QCD, NLO EW
Table 4.6.: Individual subcontributions of the W boson production taken into account
for the H→ ττ analysis, with the products of cross-sections and branching
fractions with the associated uncertainties.
The top quark pair production is modelled with the POWHEG Monte-Carlo generator at NLO
QCD, while the inclusive cross-section σtt̄ = 831.76 pb is known up to the NNLO precision
in QCD with the soft gluon resummation at the level of next-to-next to leading logarithms
(NNLL), and a corresponding relative uncertainty of 6% [137]. The yield of the datesets is
scaled to this cross-section accordingly. To account for interference eects at NLO level,
negative event weights are provided by the POWHEG tool. The total number of the simulated
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The distribution of the transverse momentum p
T
of the top quarks from tt̄ production is
expected to be mismodelled and is therefore corrected with an empirical approach using
an analytic function based on the procedure of the published parton level results [138, 139].
A scale factor is derived as a function of parton level p
T





0.088 − 8.7 · 10−3 · pT(t)
1 GeV







An event weight wtt̄ is computed from the transverse momenta of the top quark, t, and








This weight corrects only the shape of the distribution. Since tt̄ is considered as a back-
ground, a simplied uncertainty prescription is used by not applying the correction and
applying it twice.

















Single t, 136.02, HATHOR [141, 142],
5%
t-channel NLO QCD
Single t̄, 80.95, HATHOR [141, 142],
5%
t-channel NLO QCD
Single t or t̄, 71.7 [143],
5%
W associated NNLO QCD
Table 4.7.: Individual subcontributions of the boson pair and single top quark production
taken into account for the H→ ττ analysis, with the products of cross-sections
and branching fractions with the associated uncertainties.
The last set of simulated contributions corresponds to the production of a boson pair and
a single top quark in two dominant channels, the t-channel in which the top quark is
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accompanied by a quark, and the W-t channel in which the top quark is associated with a
W boson. The boson pair production is simulated with Pythia 8.2 at LO precision in QCD,
the single top contributions with POWHEG at NLO precision in QCD. The yields of each
of the contribution is scaled to the corresponding cross-section, listed in table 4.7 with
uncertainties. As for the tt̄ production, the negative weights of the single top contribution
need to be accounted for in Nsim..
4.2. Modelling of the Higgs Boson Signal
All general points made at the beginning of subsection 4.1.4 for the simulation-based
background are valid for the signal modelling with Monte Carlo event generators. For
the modelling of the Standard Model (SM) Higgs boson production at a mass mH = 125
GeV, the POWHEG generator was used to obtain H→ ττ and H→WW→ 2ℓ2ν decays with
dierent production modes at NLO QCD precision. The production of samples for the
Minimal Supersymmetric Extension of the Standard Model (MSSM) relies on Pythia 8.2
at LO precision in QCD and on Madgraph 5 aMC@NLO at NLO precision in QCD with NLO
electroweak (EW) corrections.
4.2.1. SM Higgs Boson Contributions
The dierent production modes, that are taken into account in the H→ ττ analysis are
given in table 4.8 together with the cross-sections.
Production mode Cross-seciton in pb QCD precision EW precision
Gluon fusion 48.58 N
3
LO NLO
Vector boson fusion 3.782 NNLO NLO
Z associated 0.8839 NNLO NLO
W
+
associated 0.84 NNLO NLO
W
−
associated 0.5328 NNLO NLO
tt̄ associated 0.5071 NLO NLO
Table 4.8.: Cross-sections of individual production modes for the SM Higgs boson at mH =




The branching fractions for the H→ ττ and H→WW→ 2ℓ2ν decays correspond to
BR(H→ ττ) = 6.272 · 10−2 and BR(H→WW→ 2ℓ2ν) = 2.268 · 10−2 for a Higgs boson
mass of mH = 125 GeV [32, 46]. These branching fractions are subject to uncertainties
resulting from variations of the QCD scale, the strong coupling parameter αs, and the
variation due to nite quark masses used in the calculation, mq. The uncertainties are
summarized in table 4.9, together with the total uncertainties obtained from the squared
sum of the individual uncertainties.
The production modes of the H→ ττ decay are combined into three contributions accord-
ing to their signatures and the sensitivity of the H→ ττ analysis to them.
The most dominant contribution is gluon fusion production, denoted as ggH in the follow-
ing. While mostly produced alone, the Higgs boson can be accompanied by one or more
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Decay channel
relative uncertainty in %
QCD scale mq αs total
H→ ττ 1.17 0.99 0.62 1.65
H→WW→ 2ℓ2ν 0.99 0.99 0.66 1.55
Table 4.9.: Branching fraction uncertainties for a Higgs boson with a mass mH = 125 GeV
[46]. The total uncertainty results from the quadratic sum of the uncertainties
of the three individual sources and is used in the analysis.
jets due to gluon emissions from the initial state. The resulting signature with one distinct
and high energetic jet and a boosted Higgs boson recoiling against it is the one to which
the analysis is most sensitive to.
The second set of production modes with a specic signature is the one, where the H→ ττ
analysis is in particular sensitive to: a Higgs boson accompanied by two quark jets, denoted
as qqH in the following. These jets may be well separated in η as they result from the
vector boson fusion or more collimated, coming from a decay of a single vector boson
resonance into a pair of quarks, Z → qq̄ and W → q′q̄, which recoil against the Higgs
boson. Thus, the latter signature results from the production modes with an associated
vector boson in its hadronic nal state.
In consequence, qqH can alternatively be expressed as:
qqH = (VBF + V→ qq)H
The two contributions ggH and qqH constitute the main two signals targeted by the
H→ ττ analysis with a measurement of the signal strength. The remaining contributions
with associated vector bosons decaying to leptons and neutrinos and the tt̄ associated
production are minor signal contributions taken into account in the analysis, but with
an expected yield xed to the SM expectation. The H→WW→ 2ℓ2ν decay, which is a
non-negligible background to the eμ nal state, is also taken into account, xed to the SM
expectation.
To apply an extended scheme of uncertainties, the two main signals ggH and qqH are
considered in the context of simplied template cross-sections (STXS) [144], which are
illustrated in gure 4.12. The STXS allow to dene theoretical predictions for a set of
individual phase space regions selected based on Higgs boson p
T
and η, jet multiplicities
Njets, the mass of two jets, mjj, and the pT of the system combined from the Higgs boson
and accompanying jets, which is denoted with Hjj. These quantities are evaluated with
the Rivet tool [145] based on the information from the POWHEG generator.
Dedicated uncertainties can then be dened for each of the phase space regions, resulting
in a set of more dierential uncertainties. An analysis, which is sensitive to a specic
phase space region, like ggH with one jet and a large Higgs boson p
T
, would then be only
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Figure 4.12.: STXS for (top) ggH and (bottom) qqH [144]. Stage 1.2 is updated with respect
to the published Stage 1.1 with a ner binning in p
T
(H) beyond 200 GeV, for
ggH. All phase space regions are shown for |η(H) | < 2.5, the forward region
with |η(H) | ≥ 2.5 is not shown, but is considered as an individual phase space
region as well. Dashed lines represent a ner phase space binning dened for
uncertainties.
In this context, a special treatment is made for the ggH contribution to the H→ ττ decay
including a specic set of corrections and uncertainties. A reweighting scheme is provided
to move from the NLO QCD precision of the events generated by POWHEG to the NNLO
precision in QCD and a proper matching of parton showers achieved by POWHEG NNLOPS
[146]. The corresponding event weights are determined in bins of the Higgs boson p
T
and the number of jets. Using the reweighted contribution, a scheme is provided to cover
all uncertainties related to the QCD scale used in the theory predictions, covering nine
dierent sources [46].
A rst set of four uncertainty sources is summarized in table 4.10 and consists of the
uncertainties on the total yield of events from gluon fusion, two uncertainties on the
migration across jet multiplicities, Njets, and on the resummation scheme used in the
computations [147].




Njets = 0 Njets = 1 Njets ≥ 2, non-VBF
Total yield, ΔσggH ±3.81 ±5.23 ±8.87
Resummation, Δσres ±0.10 ±4.51 ±8.87
Migration for Njets : 0↔≥ 1, Δσ01 ∓4.15 ±7.92 ±4.44
Migration for Njets : 1↔≥ 2, Δσ12 ∓6.81 ±18.2
Table 4.10.: Uncertainties on the total yield of the gluon fusion Higgs boson production
for the QCD scale variation ΔσggH, the choice of the soft gluon resummation
scheme Δσres and the migration between jet multiplicities, Δσ01 and Δσ12. In
case of Δσ01 and Δσ12, opposite signs indicate an anti-correlation between the
jet multiplicities.
quark in the loop of the gluon fusion process. This uncertainty is applied to events with a
Higgs boson fullling p
T
(H) > 160 GeV. The variation of one standard deviation is rising
linearly from 0% at p
T
(H) = 160 GeV to 37% at p
T




To account for migrations between dierent regions in p
T
(H) due to changes in the QCD
scale, two uncertainties have been dened to cover such eects around p
T
(H) ∼ 60 GeV
and around p
T
(H) ∼ 120 GeV for events with one or more jets, Njets ≥ 1, consistent with
the STXS shown in gure 4.12. A variation of one standard deviation for the migration
uncertainties is dened as follows:
• For a given p
T
(H) and smaller values, the variation has a constant value.
• For larger values of p
T
(H) it rises linearly until a second p
T
(H) threshold is reached.
• For p
T




(H) values and the corresponding variations are given in table 4.11.
Uncertainty source Njets variation pT(H) threshold
p
T








(H) ∼ 120 migration ≥ 1 -1.6% 90 GeV
+14% 160 GeV
Table 4.11.: Uncertainty variations at given p
T
(H) thresholds for the p
T
(H) migration
uncertainties for dierent jet multiplicities.
All uncertainties discussed so far are applied to events, which do not have a VBF signature,
dened by the STXS. As shown in gure 4.12, the VBF signature in an event is dened by a
Higgs boson with |η(H) | < 2.5 and p
T




30 GeV, and a di-jet mass mjj ≥ 350 GeV for the two jets with the highest pT.
The events from gluon fusion production with a VBF signature are supplied with two
uncertainties specic for this phase space:
• The rst uncertainty is a 20% variation of the total yield of events with a VBF
signature,
• and the second uncertainty covers the migration of events from the region with
low transverse momentum of the system composed from the Higgs boson and the
two leading jets, p
T
(Hjj) < 25 GeV, to the region with high p
T
(Hjj) ≥ 25 GeV. A
variation of one standard deviation of the uncertainty is dened such, that the yield
of events with a VBF signature and p
T
(Hjj) < 25 GeV is changed by −32%, while it
is changed by 23.5% in the region with p
T
(Hjj) ≥ 25 GeV.
A similar uncertainty scheme is applied to the qqH contribution, consisting of a total yield





(Hjj), and mjj. The relative variations of one standard deviation are determined
for each phase space region dened by the STXS visualized for qqH in gure 4.12. The
average value for the variation of the uncertainty on the total yield equals to 0.38% for
all events of the qqH contribution. The variation values for the uncertainties on the
migration in Njets, pT(Hjj) and pT(H) are given in table 4.12. The values are in most cases
stable across the STXS phase space regions for qqH, with one exception: for events with
p
T
(Hjj) ≥ 25 GeV, the variation value strongly depends on the p
T
(H) and mjj phase space
region.
Uncertainty source average uncertainty or uncertainty range in %
Njets with selection






(Hjj) < 25 GeV: ∓3.15 p
T






(H) < 200 GeV: ±0.03 p
T
(H) ≥ 200 GeV: ∓0.26|η(H) | < 2.5, Njets ≥ 2,
mjj ≥ 350 GeV
Table 4.12.: Values for the variation of one standard deviation for the migration uncer-
tainties in Njets, pT(Hjj) and pT(H). For Njets and pT(H), the variations stay
stable across all phase space regions. In case of p
T
(Hjj), the correlation of this
quantity to p
T
(H) and mjj leads to phase space dependent values for regions
with p
T
(Hjj) ≥ 25 GeV. The variation value is largest for low mjj, decreas-
ing with higher mjj. Furthermore, it is larger for pT(H) ≥ 200 GeV than for
p
T
(H) < 200 GeV in the same mjj phase space region.
The last set of qqH specic uncertainties is for the migrations in mjj shown in table 4.13.
The values are stable across the dierent phase space regions. A variation of one standard
deviation covers a migration from a region with lower mjj to all regions with higher mjj.
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0 60 ∓17.7 ±0.49
60 120 ∓7.24 ±0.36
120 350 ∓1.55 ±0.51
350 700 ∓0.68 ±0.43
700 1000 ∓1.01 ±0.48
1000 1500 ∓0.43 ±0.37
Table 4.13.: Values for the variation of one standard deviation for the migration uncertain-
ties in mjj around the phase space border m
unc
jj
. The uncertainties are dened
in the way, such that a migration from a lower mjj region to all higher mjj




Additionally to these QCD scale related uncertainties for the ggH and qqH contributions
to the H→ ττ decay, normalization uncertainties are introduced for the variation of
the strong coupling parameter αs and the variation of dierent sets of uncertainties on
parton distribution functions (p.d.f.). These uncertainties aect only the total yield of the
contributions. For all other contributions to the H→ ττ decay, as well as for gluon fusion
and vector boson fusion production of the Higgs boson with the H→WW→ 2ℓ2ν decay,
a set of three uncertainties is considered, which change the total yield of the corresponding
contribution: the QCD scale uncertainty, the uncertainty for the αs variation and the
uncertainty on the p.d.f.’s. The values for one standard deviation of the uncertainties
aecting the total yield of the contributions are given in table 4.14, together with the
resulting total uncertainty.
Contribution
relative uncertainty in %
QCD scale αs p.d.f. choice total
Gluon fusion
H→ ττ
- 1.9 2.6 3.2
VBF + V(→qq) - 2.1 0.5 2.2
Z(→ ℓℓ/νν) associated 3.8 1.3 0.9 4.2
W
±(→ ℓν) associated 0.7 1.7 0.9 2.0
tt̄ associated 9.2 3.0 2.0 9.9
Gluon fusion
H→WW→ 2ℓ2ν 4.0 1.9 2.6 5.1
Vector boson fusion 0.4 2.1 0.5 2.2
Table 4.14.: Uncertainties aecting the total yield of the considered contribution with three
distinct sources combined into a total uncertainty used for the analysis [46].
4.2.2. MSSMHiggs Boson Contributions
In contrast to the measurements of the properties of the observed Higgs boson at 125 GeV,
a search for one or more additional Higgs bosons requires a coverage of a wide mass range.
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In the Higgs boson search presented in this thesis, about 30 simulated samples are used
with Higgs boson masses ranging from 110 GeV to 3.2 TeV for each considered production
mode. For intermediate masses, a template morphing technique is used, explained in detail
later in this subsection.
To be as model-independent as possible, the search for additional Higgs boson resonances is
usually kept inclusive in the selection and categorization, The production modes targeted by
the analysis are chosen to be the ones with the highest expected cross-section. This covers
gluon fusion, denoted with ggϕ, and the production of the Higgs boson associated with
bottom quarks, denoted with bbϕ, which is signicantly enhanced in certain theoretical
scenarios, as explained in section 2.3. In the context of the MSSM, the contribution of
the light scalar Higgs boson h from VBF + V→ (qq) is taken additionally into account,
denoted with qqh.
The ggϕ production mode is simulated using Pythia 8.2 with LO precision in QCD.
The simulation of the Higgs boson is congured using a xed set of SUSY parameters
in the SUSY Les Houches Accord (SLHA) format [148, 149], which are computed using
FeynHiggs [150]. To reach NLO precision, event weights are computed, which depend on
p
T
(ϕ). These weights are used to reweight the p
T
distribution from LO Pythia 8.2 to the
expected p
T
spectrum from POWHEG at NLO QCD based on a THDM Higgs boson model at
xed reference values of the parameters, in particular the mass of the Higgs boson mϕ,
the mixing angle α of the scalar Higgs boson mass matrix, and the ratio of the vacuum
expectation values tan β.
The bbϕ contribution is modelled using Madgraph 5 aMC@NLO with xed MSSM parameters
at NLO precision in QCD assuming the 4-avour scheme for the proton. Since a dierence
between the NLO predictions of Madgraph 5 aMC@NLO and POWHEG has been observed [46],
an additional uncertainty is introduced to account for the dierence in acceptance in the
categories with and without b-tagged jets by varying the shower scale parameter Qsh and
the QCD scale in Madgraph 5 aMC@NLO by a factor of two.
Signal Template Morphing
To obtain binned distributions for the MSSM signals at intermediate masses, which are not
simulated with Monte-Carlo generators, the template morphing technique is performed.
The required mass mϕ of the Higgs boson serves as the morphing parameter. At rst, the




ϕ, for which the binned
distributions for statistical inference are obtained from simulated samples. The required
mass value is then between these neighbouring masses: mϕ ∈ [m−ϕ,m+ϕ].
To estimate the distribution of the discriminator D for an intermediate Higgs boson mass,
the cumulative distribution functions (CDFs) are derived from the probability density




ϕ. An illustrative example
for the distributions of the discriminator (top left) and the corresponding CDFs (top right)
is given in gure 4.13.
In the next step, value pairs of D are determined, (D−,D+), which correspond to the same
value of the two CDFs. To obtain continuous CDFs from the histograms, the probability
values are linearly interpolated between the probability values at the bin edges of the CDF
histograms. This is indicated by thick red and blue lines in the diagram of gure 4.13 (top
right). The CDF values at the leftmost edges with the same value of one CDF histogram are
then projected onto the other CDF, so that the discriminator value for the same probability
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 = 48− = 5, Y−φm
 = 16+ = 20, Y+φm
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 = 12.5, Y = 32φm















interpolated  = 12.5φm
Figure 4.13.: An illustrative example to explain the method of signal template morphing.
Details are given in the text.
can be obtained from linear interpolation between the bin edges, choosing the leftmost
probability value for bins with equal values. This is illustrated with dashed red and blue
arrows in gure 4.13 (top right). In that way, a value pair of D is built, consisting of the
value from the edge for one of the two CDFs and the interpolated discriminator value from
the other CDF, both with the same probability value.
The CDF for the intermediate mϕ is computed from the discriminator value pairs using









and the corresponding probabilities. This interpolation is accurate, as long as the change
in the shape and the yield of the distribution of D is correlated with the change in mass
mϕ.




, the derived value D, and the probability values corre-







3 16 9.5 0
3.25 17 10.125 0.0625
3.75 18 10.875 0.1875
4 18.3333 11.1667 0.25
4.25 19 11.625 0.375
4.75 20 12.375 0.625
5 20.6667 12.8333 0.75
5.25 21 13.125 0.8125
5.75 22 13.875 0.9375
6 23 14.5 1
Table 4.15.: Values of the discriminator with the same cumulative probability value for
the distributions of the small, large and intermediate Higgs boson mass of the
illustrative example. The intermediate mass is chosen to be mϕ = 12.5 in this
example.
Next, the obtained CDF needs to be mapped onto the binning used for the discriminator D.
This is done by using the derived discriminator values and the corresponding probabilities
and linearly interpolating these to a continuous probability function. Then, this function
is evaluated for discriminator values of the edges of each histogram bin. The obtained CDF
histogram is then turned into a PDF by building dierence quotients for each histogram





In the last step, the obtained PDF for the intermediate Higgs boson mass is scaled to the
interpolated yield Y using













obtained from the discriminator distributions of the neighbouring
Higgs boson masses. The derived continuous CDF, the corresponding CDF histogram, and
the resulting distribution of D are shown at the bottom of gure 4.13.
This procedure is applied to the nominal distribution of a discriminator as well as to the
distributions resulting from systematic uncertainties altering the shape of the discriminator
distribution. In case of normalization uncertainties, equation 4.12 is used to interpolate
the magnitude of the normalization change if it is dependent on mϕ. The signal template
morphing is based on CDFs to make a smooth transition between the discriminator
distributions preserving cumulative probabilities.
Corrections and Uncertainties for ggϕ
The main correction applied to each MSSM ggϕ expectation is the reweighting from
LO to NLO QCD precision based on p
T
(ϕ) [151]. At LO QCD precision modelled by
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Pythia 8.2, the transverse momentum of the Higgs boson originates from initial state
radiation of the partons (ISR). The matrix element of the hard scattering process itself,
illustrated in gure 4.14, is expected to lead to p
T
(ϕ) = 0 due to momentum conservation
in the collinear approximation. The loop consists of heavy, strongly interacting particles,
which interact with the incoming gluons on one hand and with the Higgs boson on the
other hand. Assuming only SM particles in the loop, which would be valid for the SM and
THDM models, the most signicant contributions would originate from the top and bottom
quark. Extending the particle spectrum with MSSM particles, the quark superpartners,
squarks, can also contribute to the loop, mostly with stop and sbottom loops, indicated
in the Feynman diagrams in the middle and at the right of gure 4.14. However, these
contributions are suppressed by 1/mq̃ in the matrix element, if considering the limit of


























g(x) g(τ/x) , (2.4)
with the gluon density g(x) and τh = M
2
h/s. The normalization factor σ0 determines the













































1− τ − iπ
)2
, τ < 1 .
(2.7)
The a(0)(τq) and the ã
(0)(τ̃q,i) terms are due to quark and squark diagrams, respectively,












































The coupling constants ghq and g
h
q,ij are given in appendix A; those for q = t can also be
found in ref. [32].
In principle, the sum in eq. (2.5) should run over all quark flavors. However, only the
top and the bottom quark account for a relevant contribution to the cross section, while
all others are suppressed by their Yukawa coupling.
The quantities ∆σgg, ∆σgq, ∆σqq̄ in eq. (2.3) denote the non-singular terms of the
cross section arising from gg, gq and qq̄ scattering. Typical diagrams are shown in figure 2;
the qq̄ contribution is obtained through crossing from figure 2 (c). They can be evaluated
using well-known techniques. We have expressed them in terms of Passarino-Veltman
functions [50] and checked our result against the literature (see, e.g. ref. [51–54]).
– 4 –
Figure 4.14.: Feynman diagrams of the gluon fusion Higgs boson production at LO QCD
precision of the matrix element [152]. On the left, only quarks contribute
to the loop, mainly top and bottom quarks because of their high mass. The
diagrams in the middle and on the right represent possible contributions from
quark superpartners, squarks, mainly stop and sbottom superpartners. These
SUSY contributions are suppressed by the masses of the SUSY particles, which
are expected to be above several TeV.
In summary, the main contributions to the LO cross-section proportional to the squared
matrix element can be reduced to three contributions: the contribution with only the top
quark in the loop, σt, the contribution with only the bottom quark in the loop, σb, and the
t p-bottom interference term, σtb. The decompositi n of the total cross-section σggϕ is
given by:
σggϕ = σt + σb + σtb (4.13)
Corrections at NLO QCD enter into the calculation of the matrix element by additional
contributions of particles which interact via the strong interaction with the coupling
parameter αs. An additional order in αs corresponds to up to two additional interaction
vertices to be added to the LO Feynman diagram. The corrections can be separated into
loop corrections, corrections to vertices and corrections leading to emissions of additional
real particles, with the latter type being able to alter the Higgs boson transverse momentum
on the level of the matrix element. If R-parity conservation is assumed, supersymmetric
particles can only be produced in pairs. As one of the consequences, the only possible real
emission at NLO QCD is an emission of a gluon or a quark. Example Feynman diagrams
with gluon emissions at NLO QCD are shown in gure 4.15, with particles in the loop
being quarks or squarks of top or bottom avour.


















Figure 2. Sample Feynman diagrams contributing to the real corrections at NLO to Higgs pro-
duction in gluon fusion. The particle in the loop can be a quark or a squark of bottom or top
flavor.
2.2 Virtual corrections
The coefficient C in eq. (2.3) denotes the virtual corrections to the gg initiated process,
















where β0 = 11/2−nl/3 with nl = 5, and A∞ is the LO amplitude in the limit of large stop














The NLO quark-loop contribution a
(1)
q , corresponding to the SM part, has first been eval-
uated numerically a long time ago [12] and was later expressed in terms of analytic func-
tions [35, 36, 44]. We provide a few terms of its small- and large-mass expansions in
appendix B.
One class of diagrams contributing to the SUSY part ã
(1)
q is obtained by attaching a
virtual gluon to figure 1 (b) and (c). However, both squark and gluino effects need to be con-
sidered in order to preserve supersymmetry [31, 32]; sample diagrams containing a gluino
are shown in figure 3. A fully numerical result for ã
(1)
q for general quark/squark/gluino
masses was obtained in ref. [39], but the corresponding code is not publicly available. For
the pure squark diagrams, there exists both an analytic and a numerical result [35–37]. In
ref. [31, 32, 34], ã
(1)
q was evaluated for the top sector (i.e., q = t) in terms of an effective











1 is the NLO term of the Wilson coefficient, defined in eq. (2.5) of ref. [32]. It can
be evaluated with the help of the publicly available program evalcsusy.f [45].
Concerning the SUSY bottom quark/squark sector, a fully numerical result for general
masses was presented in ref. [39]. Recently, this contribution was calculated with the
– 5 –
Figure 4.15.: Example Feynman diagrams for NLO QCD corrections with real emissions of
quarks or gluons [152]. In general, the particles in the loop may be both the
top and bottom quarks, as well as their superpartners. The diagrams in the
middle and on the right can be rotated by 90
°




(ϕ)/mϕ) enter the xed order computation of the matrix element, leading
to a divergence for small Higgs boson transverse momentum, p
T
(ϕ) → 0. To mitigate this
divergence, a resummation of the logarithmic terms to all orders is needed to obtain nite
results. It is possible to factorize the resummed logarithms as an exponential factor in the
collinear limit p
T
(ϕ) → 0 from the remaining hard scattering process. An energy scale
μres needs to be introduced, up to which the resummed result is accurate. In the approach
of the POWHEG Monte-Carlo generator, the matching between the resummed result valid
for low p
T
(ϕ) and the xed order result valid for high p
T
(ϕ) is performed dynamically by





The parts of the squared matrix element, which dier between the resummed and the xed
order results, are then multiplied by d and 1− d respectively to preserve the total inclusive
cross-section at any scale μres. In consequence, an anti-correlation is introduced between
the low p
T
(ϕ) and high p
T
(ϕ) regimes by changes of μres. It was found [151], that the
resummation scale μres is not only dependent on the Higgs boson mass mϕ, but also on the
mass of the quark in the loop, mq. Therefore, the derivation of the Higgs boson transverse
momentum distribution is considered as a multi-scale problem, involving the mass of the
Higgs boson, its p
T
, and mq. To take this into account, the individual pT(ϕ)-dependent





depending on the involved quark avours in the contributions. Following the proposed
approach [151, 153], the optimal scales have been derived for a Higgs boson mass range
mϕ ∈ [80, 3200] GeV as shown in gure 4.16. These scales are used to derive the individual
p
T
(ϕ) spectrum at NLO QCD precision for each of the top, bottom and interf rence terms
contributing to the total p
T
(ϕ) spectrum.




of the quarks, as for example introduced in table 2.5, involved in the loops of











, σtb ∼ Z Cq · Z1q .
This allows to encode a coupling structure dierent from the SM through the Yukawa
















Figure 4.16.: Resummation scales derived for Higgs boson masses between 80 and 3200
GeV, used in the simulation of POWHEG for the contributions to the gluon
fusion production from the top quark, bottom quark in the loop and the
interference term.
section as a function of p
T
(ϕ) originates from top and bottom quarks in the loop. This is
for example given in THDM. The Yukawa couplings in THDM are functions of several
parameters, depending on the Higgs boson in question. For the two scalar Higgs bosons,
ϕ ∈ {h,H}, the coupling factors depend on mϕ, tan β, and the mixing angle α. In case of
the pseudoscalar Higgs boson, A, the Yukawa couplings depend only on mA and tan β.
The cross-section at a dierent point in the parameter space of a model, σNLO
ggϕ
, is obtained


































= σNLOt + σNLOb + σNLOtb
The Monte-Carlo generation can therefore be restricted to a xed set of reference parame-
ters tan β and α. In the context of this thesis, Pythia 8.2 samples at LO QCD precision
were reweighted to distributions predicted by POWHEG for Higgs bosons h, H or A, and for
contributions σt, σb or σtb from a THDM simulation.
With this setup, various THDM models can be tested by reweighing from one reference set
of THDM parameters to another at NLO QCD precision. To be able to describe the MSSM
with a type-2 THDM inspired Higgs sector, it is necessary to estimate the eect of SUSY
particles in the loop of the gluon fusion process, as well as the NLO QCD corrections from
SUSY particles. In gure 4.17, examples are shown for such corrections. Some of these
corrections, like shown in the diagram on the left of gure 4.17, can be considered as a
modication of the Yukawa coupling of the quark in the loop to the Higgs boson. The
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most relevant of such modications is the one for the Yukawa coupling of the bottom
quark, often referred to as the Δb correction [43, 154]. The remaining eects of the NLO
QCD corrections related to SUSY were studied for several heavy Higgs boson masses and
model parameters and found to be below 5% in the p
T
(ϕ) distribution [155]. It is decided
to consider only the Δb correction as relevant for the description of the pT(ϕ) spectrum of

















Figure 3. Sample diagrams for the mixed quark/squark/gluino contribution to gluon fusion at
NLO.
help of asymptotic expansions in the limit of large SUSY masses [38]. We present an
independent result, following the same strategy. However, due to the SUSY mass spectrum
emerging from the most popular SUSY breaking scenarios, we decided to take the limit
M̃b ≡ M̃b1 = M̃b2 = M̃g which leads to an extremely simple result (M̃g is the gluino mass).
Let us briefly describe the calculation.
For the pure sbottom diagrams (i.e., without gluinos), the procedure is very similar to
the one applied in ref. [17–19, 55, 56], where top quark mass suppressed terms for the SM
cross section σ(gg → H +X) were evaluated (mind you, through NNLO; here, we consider
NLO only). The expansion of the mixed bottom/sbottom/gluino diagrams is a little more
involved, but still rather straightforward due to the algorithmically defined method of
asymptotic expansions (see, e.g. ref. [57]). Let us consider an example:
g̃
q̃









The notation is as follows: in the original diagram, Taylor-expand all the propagators
of the sub-diagram γ left of ⊗ in terms of p/M̃ before integration. Here, p denotes any
dimensional quantity (mass or momentum) of γ except its loop momentum or M̃. The
resulting Feynman integrals to evaluate in the above case are therefore: (i) one- and two-
loop tadpole integrals (i.e., vanishing external momenta) depending on M̃, but not on Mb;
(ii) one-loop vertex integrals with external momenta q21 = q
2
2 = 0 and 2q1 · q2 = M2h , and
mass Mb (no dependence on M̃). Both types of integrals can be calculated analytically:
type (i) with the help of MATAD [58], type (ii) by standard Passarino-Veltman reduction [50],
for example.
– 6 –
Figure 4.17.: Example Feynman diagrams showing NLO QCD corrections involving SUSY
particles [152]. The diagram on the left can be expressed as a modied
Yukawa coupling between the quarks in the loop and the Higgs boson. Such
a procedure is not possible for the diagrams in the middle and on the right.
For a model-independent search of a single Higgs boson, SM couplings to the top and to the






Depending on the considered model and the mass of the Higgs boson, mϕ, an inclusive
value of the product of the cross-section and the branching fraction, σ · BR, might by
known at a higher precision in QCD, than the NLO QCD precision dierential in p
T
(ϕ),
which is obtained from the reweighting method. To account for this, the reweighting of
simulated events is adapted to the form given as:



















To elevate the simulated LO samples to NLO precision, the following steps are performed:
1. Discriminator distributions Dt, Db and Dtb are obtained from simulated events re-
weighted with the ratio of the normalized p
T
(ϕ) distributions between the NLO and
LO expectation, for example, from POWHEG and Pythia 8.2.
2. The yields of the discriminator distributions are normalized unity.
3. The normalized distributions are combined to one contribution by multiplying each
with the fraction expected to contribute to the total cross-section of the considered
model at NLO QCD precision.
4. After that, the resulting distribution is scaled to the inclusive σ · BR value with the
highest available QCD precision, leading to the reweighted distribution σggϕ.






res shown in gure 4.16
are used to produce the p
T
(ϕ) spectrum for each of the three THDM Higgs bosons h, H
and A with the reference parameters in equation 4.17, for each of the contributions σt, σb
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and σi separately.
α = π/4, tan β =
{
50 ϕ = H
15 ϕ ∈ {h,A} (4.17)




are functions of these
parameters and are summarized in table 4.16.
















Table 4.16.: Yukawa coupling factors computed for a reference set of THDM model param-
eters given in equation 4.17. These parameters are used to produce simulated
datasets with POWHEG at NLO precision in QCD for the contributions to the
loop of the gluon fusion process by the top quark, the bottom quark and their
interference. The transverse momentum distributions of Higgs bosons in these
datasets allow to derive weights for the simulated events from Pythia 8.2 at
LO precision in QCD.
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 = 700 GeVφm
Figure 4.18.: Transverse momentum distributions of a Higgs boson with a mass of 700 GeV,
shown for LO QCD precision from Pythia 8.2, of NLO QCD from POWHEG
for the THDM reference parameter set on the left, and for contributions with
SM couplings, top or bottom quark only on the right.
In gure 4.18 (left), the p
T
(ϕ) distribution at LO QCD from Pythia 8.2 with a Higgs
boson mass mϕ = 700 GeV is compared to the NLO prediction of POWHEG for all three
THDM Higgs bosons h, H and A with the same mass and for the reference set of THDM
parameters listed in equation 4.17. In general, the description of p
T
(ϕ) with POWHEG at
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NLO QCD is observed to be softer, than the ISR modelled by Pythia 8.2. Furthermore,
the contribution with the top quark in the loop leads to a harder p
T
(ϕ) spectrum than the
contribution from the bottom quark in the loop. In consequence, the hardest distribution
obtained with the Yukawa coupling factors from table 4.16 is expected for the light scalar




On the right of gure 4.18, the p
T
(ϕ) distribution of a Higgs boson with mϕ = 700 GeV at
LO QCD from Pythia 8.2 is shown together with the distribution from a Higgs boson
with SM couplings, with only the top quark and with only the bottom quark in the loop at
the same Higgs boson mass. As expected, the SM-like distribution is dominated by the top
quark contribution.
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 frombY & tYwith 
 scenario125hM
 = 700 GeVAm = 30, βtan























 frombY & tYwith 
 scenario125hM
 = 700 GeVAm = 50, βtan
Figure 4.19.: Contributions to the p
T
(A) spectrum of the pseudoscalar Higgs boson, evalu-
ated for a mass at 700 GeV and tan β ∈ {5, 15, 30, 50} with Yukawa coupling
factors from the M
125
h
MSSM benchmark scenario [43].
To check the eect of reweighting from one tan β parameter value to another, the transverse
momentum distributions of the pseudoscalar Higgs boson, p
T
(A) are shown in gure 4.19
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for tan β ∈ {5, 15, 30, 50} and a mass mA = 700 GeV. The distributions are obtained from
events simulated with Pythia 8.2, reweighted to the expectation from the M125
h
MSSM





this model. Moving from low to high tan β values, so from left to right and from top to
bottom of gure 4.19, the composition of the total p
T
(A) spectrum changes. For low tan β,
the contribution with the top quark in the loop is most dominant. At tan β = 15, all three
contributions share equal importance, whereas for high values of tan β, the bottom quark
loop contribution is most dominant. In consequence, the p
T
(A) spectrum is softer at high
tan β and harder at low tan β.
If considered in the context of an MSSM scenario, the estimated ggϕ contribution is
provided with normalization uncertainties for p.d.f.’s, uncertainties from αs variations,
and QCD scale uncertainties, that are dependent on the parameters of the MSSM, mA and
tan β.
Corrections and Uncertainties for bbϕ
To describe the Higgs boson production associated with bottom quarks, a proper avour
scheme needs to be chosen: Either four quark avours are assumed to be contained in
the accelerated protons together with gluons, up, down, charm and strange quarks, or
ve avours, adding the bottom quark to the proton description. The four-avour scheme
(4FS) Feynman diagrams at LO QCD are shown on the left and in the middle of gure 4.20,
the ve-avour scheme (5FS) diagram at LO QCD on the right.
Figure 4.20.: Feynman diagrams for the Higgs boson fusion production associated with
bottom quarks at leading order in QCD [156]. On the left and in the middle,
diagrams from 4FS, on the right, a 5FS diagram are shown.
Already the LO diagrams show dierences between the two schemes: the 4FS diagrams
involves two strong interaction vertices, whereas the 5FS diagram does not involve QCD
interactions. Furthermore, the schemes have dierent assumptions on the bottom quark.
In 4FS, the bottom quark does not appear in the initial state, and is handled with a nite
mass in the calculations. In contrast to that, the bottom quark in the 5FS has to be treated
as massless to appear in the initial state [157].
At NLO QCD precision, virtual vertex and loop corrections, as well as real emissions of
quarks or gluons contribute additionally to the total matrix element of the production
process. For the 4FS, all terms up to the order α3s contribute to NLO, whereas the 5FS NLO
terms consist only of terms up to the order αs. Virtual loop corrections to the diagram
in the 4FS can contain not only the bottom quark, but also the top quark in the loop. If
the Higgs boson is radiated o by the quark in the loop, the total 4FS cross-section is
then composed of terms dierent in the Yukawa coupling structure. The terms can be











Also for the simulation of bbϕ production, large logarithms need to be taken into account.
As it is the case for POWHEG [158], this is controlled by a scale parameter in Madgraph 5
aMC@NLO [157], the shower scale parameter Qsh. By xing this parameter to a certain value,
an upper bound is dened for the energy scale allowed for the parton shower. The exact
value of the scale is determined on an event-by-event basis from a distribution with a
peak at about Qsh/2. This procedure allows to control the validity of soft and collinear
emissions simulated with Madgraph 5 aMC@NLO and a proper matching to the expected
xed order calculation at high p
T
(ϕ). The particular choice of Qsh has an inuence not
only on the p
T
(ϕ) distribution, but also on the kinematic properties of the bottom quarks
and the resulting b-tagged jets.
The eect on the b-jet acceptance was tested for variations of the Qsh parameter and the
factorization and renormalization scales μF and μR. The migration between the categories
without any b-tagged jets and categories with at least one b-tagged jet was considered as
a function of the Higgs boson mass mϕ produced in association with bottom quarks. The
relative deviations from the nominal yield per category introduced as uncertainties are
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Figure 4.21.: Uncertainty on the migration between the categories without any b-tagged
jets and the categories with at least one b-tagged jet due to the variation
of the scale parameter Qsh and the factorization and the renormalization
scales μF and μR, shown as a function of mϕ. An anti-correlation between the
categories can be observed, illustrating the migration eects.
This uncertainty is assumed to be sucient to cover the changes in the acceptance due to
the scale variations considered. However, if a categorization is planned to be introduced,
which is dependent on p
T
(ϕ), the uncertainty due to the change of the scales should be
reconsidered as a function of p
T
(ϕ).
The cross-section for bbϕ production can be computed assuming dierent avour schemes.
For description of dierential quantities through simulation of events with Madgraph 5
aMC@NLO, the 4FS is found to lead to a better description [157]. For the inclusive cross-
section, however, the contributions from both schemes are matched consistently to each
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terms is neglected, since it is vanishing for high tan β, and the region
with low tan β values is dominated by the gluon fusion production. The cross-section
values for bbϕ production predicted by MSSM scenarios are provided by an uncertainty
reecting the variations of the p.d.f. parameters, the αs coupling and the QCD scales
involved into the computation of the cross-section in both schemes.
Estimation of the light scalar Higgs boson h
In the context of the MSSM interpretation of ττ nal states, the MSSM prediction of
the light scalar Higgs boson h, which is associated with the observed Higgs boson at
125 GeV, is estimated for bbh, ggh and qqh production modes. For bbh, the signal is
estimated as discussed previously. For the dominant contributions from ggh and qqh,
the simulated SM prediction is normalized to the expected MSSM value for σ · BR in the
(mA, tan β) parameter space, using values shown in gure 2.2. In that way it is ensured,
that the kinematic properties of h are compatible with the SM expectation. This approach
is considered as valid as long as the mass of the light scalar is within the theoretical
uncertainty, mh ∈ [122, 128] GeV.
In case of qqh, the reweighting factor for the cross-section needs to be computed from the




Z C = sin α/sin β
⇒ α = arcsin (Z C · sin (arctan (tan β)))
Z+
ℎ
= sin(β − α) = sin (arctan (tan β) − arcsin (Z C · sin (arctan (tan β))) ) (4.18)
The value of Z+
ℎ
in the parameter region of M
125
h
with mh ∈ [122, 128] GeV is found to be




· BR(h→ ττ)/BR(hSM → ττ) is
used to obtain the MSSM prediction.
4.3. Selection of ττ events
All reconstructed physics objects discussed in section 3.2 are selected to enrich the H→ ττ
signal over dierent backgrounds. At rst, the selection of leptons will be discussed, which
are used to create the signal pair and dene event-based vetoes. After this, the construction
of the ττ pair is explained in general, followed by the selection of jets and corrections to
the missing transverse energy. At the end of this section, the selection into the μτh, eτh,
τhτh and eμ nal states is discussed.
4.3.1. Lepton Selection
Prior to the selection of leptons, the energies of the reconstructed electrons, muons, and τh
candidates are corrected and assigned with corresponding uncertainties. A relative energy
shift Δpμ due to such a correction or uncertainty is applied to the entire 4-momentum pμ





1 + Δpμ( ℓ)
)
· pμ( ℓ) (4.19)
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The energy of the muons is expected to be precise compared to electrons and τh candi-
dates. Therefore, nor corrections are applied to the muon 4-momenta neither there are
any uncertainties assigned. The muons undergo three dierent selections consisting of
kinematic and quality criteria:
• The rst and strictest selection is used for the signal ττ pair.
• The second, looser selection is used to prevent an overlap between the ττ nal states
described in subsection 4.3.4.
• The last and loosest selection is used only in the μτh nal state to suppress the
Z→ μμ background.
The selection requirements are summarized in table 4.17 using criteria introduced in
subsection 3.2.3.
Muon candidates for
Signal pair Overlap veto Z→ μμ veto
kinematic p
T
(μ) > 20(10) GeV μτh(eμ), pT(μ) > 10 GeV, pT(μ) > 15 GeV,











in ΔR < 0.4
identication Medium WP Medium WP Loose WP
impact dxy < 0.045 cm, dxy < 0.045 cm, dxy < 0.045 cm,
parameters dz < 0.2 cm dz < 0.2 cm dz < 0.2 cm
Table 4.17.: Selection requirements applied to muons.
For electrons, the energy corrections and uncertainties are derived separately for the en-
ergy scale and the resolution for each event [159, 160] using a multivariate BDT regression
for data and simulation. The scale is corrected for in data, such that the Z→ ee peak is
located at mZ = 91.188 GeV [32] as used in the simulation. The resolution is corrected in
simulation to match the measured resolution in data. Scale and resolution uncertainties
are applied both to simulation and treated as correlated across the years.
The eects of the corrections and uncertainty shifts on the distribution of the invariant
mass of the electron pair in a Z→ ee enriched region of the data-taking year 2017 are
illustrated in gure 4.22.
One the left, the following eects are visible after applying the corrections:
• The data distribution is shifted to lower values by the correction, as can also be seen
in the ratio of the lower panel, where in case of the data distributions, the corrected
data is divided by uncorrected data.
• The simulated (MC) distribution is broader after the correction, as can be seen in
the ratio plot, where corrected simulation is divided by uncorrected simulation.
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• After the correction, the corrected data and MC distributions agree better, shown












































 68% CL ES±Expected 
ES up (68% CL)
ES down (68% CL)
Figure 4.22.: Eects of the corrections (left) and uncertainty variations (right) [159, 160]
on the invariant mass of an electron pair in a Z→ ee enriched control region
for the data-taking year 2017. Details are given in the text.
In the right gure, the scale uncertainty variation is shown, compared to the corrected
expectation. The green line corresponds to a shift to lower values, the red line to a shift
to higher values of mee. The uncertainties on the resolution are not shown due to their
negligible eect.
In case of the estimation of genuine τ lepton pairs described in subsection 4.1.1, the elec-
tron energy scale and resolution are expected to be dierent from the description both
in data and simulation. For this purpose, separate corrections to the energy scale of the
electrons and corresponding uncertainties are determined, neglecting resolution eects.
The summary of these corrections and uncertainties is given in table 4.18.
Data-taking year
Detector region 2016 2017 2018
|η(e) | < 1.479 −0.24 ± 0.50% −0.07 ± 0.50% −0.33 ± 0.50%
|η(e) | ≥ 1.479 −0.70 ± 1.25% −1.13 ± 1.25% −0.56 ± 1.25%
Table 4.18.: Energy scale corrections and uncertainties estimated for electrons in τ embed-
ded events. The uncertainty shift is chosen dierently for the ECAL barrel and
ECAL endcap regions, dened by η(e) of the supercluster. The uncertainties
are treated as correlated across the two detector regions and across the years.
After the energy of the electrons has been corrected, three sets of selection requirements
to the electrons are dened, in an equivalent way as for muons, summarized in table 4.19
using criteria from subsection 3.2.4:
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• The rst and strictest selection is used for the signal ττ pair.
• The second, looser selection is used to prevent an overlap between the ττ nal states
described in subsection 4.3.4.
• The last and loosest selection is used only in the eτh nal state to suppress the
Z→ ee background.
Electron candidates for
Signal pair Overlap veto Z→ ee veto
kinematic p
T
(e) > 29(17) GeV eτh(eμ), pT(e) > 10 GeV, pT(e) > 15 GeV,












in ΔR < 0.3
identication
MVA based, MVA based, cut based,
90% eciency WP 90% eciency WP veto WP
track





impact dxy < 0.045 cm, dxy < 0.045 cm, dxy < 0.045 cm,
parameters dz < 0.2 cm dz < 0.2 cm dz < 0.2 cm
Table 4.19.: Selection requirements applied to electrons. Selection criteria not applied are
marked with N.A.
Corrections and uncertainties are determined and evaluated dierently for genuine τh
candidates, or muons, electrons, or jets misidentied as τh candidates. In case of genuine τh
candidates, they are determined for each of the two estimation methods, the τ embedding
method for the backgrounds and the simulation based estimation for the signal.
The energy scale of genuine τh candidates is determined separately for each reconstructed
decay mode in a Z→ ττ enriched region of the μτh selection, which is discussed in detail
in subsection 4.3.4. The resulting relative shifts for the corrections and uncertainties with
respect to the uncorrected 4-momenta of the genuine τh candidates are given in table 4.20.
The corrections and uncertainties depend on the decay mode of the τh candidate, and the
considered data-taking year.
The decay modes of the τh candidates with only one charged particle, DM ∈ {0, 1, 2}, can
have a signature similar to reconstructed muons or electrons. In consequence, Z→ ee
and Z→ μμ processes can contribute to the selection of the eτh and μτh nal states by
an electron or a muon misidentied as a τh candidate. Despite the fact, that the rejection
eciency of such events is high for the discriminators discussed in subsection 3.2.8, a
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data-taking year 2016 2017 2018
Energy scale shift for simulation
DM = 1 −1.0+0.7−0.6% +0.7+1.0−0.6% −1.6+0.7−0.7%
DM ∈ {1, 2} −0.1+0.4−0.3% +0.2+0.5−0.4% −0.3+0.4−0.4%
DM = 10 +0.8+0.7−0.4% +0.2+0.5−0.5% −1.1+0.5−0.5%
DM = 11 +0.1+1.0−1.0% −0.5+1.6−1.0% +0.1+1.1−0.9%
Energy scale shift for τ embedding
DM = 1 −0.2+0.5−0.5% +0.0+0.4−0.4% −0.3+0.4−0.4%
DM ∈ {1, 2} −0.2+0.2−0.3% −1.2+0.5−0.2% −0.6+0.4−0.3%
DM = 10 −1.3+0.3−0.5% −0.8+0.4−0.5% −0.7+0.3−0.3%
DM = 11 −1.3+0.3−0.5% −0.8+0.4−0.5% −0.7+0.3−0.3%
Table 4.20.: Energy scale corrections and uncertainties for genuine τh candidates for each
of the three data-taking years 2016, 2017 and 2018. Details are given in the
text.
non-negligible contribution remains because of the relatively high Z→ ee and Z→ μμ
rates. Such τh candidates reconstructed from electrons or muons require a dedicated
energy scale correction and corresponding uncertainties, which are measured in Z→ ee
and Z→ μμ enriched regions of eτh and μτh nal states, respectively. The energy scale
corrections and uncertainties were measured for the decay modes separately, and in case
of electrons misidentied as τh candidates, the energy scale was found to be dierent
between the barrel and endcap regions of the detector. The resulting corrections and
uncertainties are given in table 4.21 and in table 4.22.
Data-taking year
Decay mode 2016 2017 2018
DM = 0 +0.0 ± 1.0% −0.2 ± 1.0% −0.2 ± 1.0%
DM ∈ {1, 2} −0.5 ± 1.0% −0.8 ± 1.0% −1.0 ± 1.0%
Table 4.21.: Energy scale corrections and uncertainties for muons misidentied as τh can-
didates in simulated Z→ μμ samples for each of the three data-taking years
2016, 2017 and 2018. Details are given in the text.
After the energy of all reconstructed τh candidates has been corrected, these are selected
as specied for the μτh, eτh and τhτh nal states in table 4.23.
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Decay mode
DM = 0 DM ∈ {1, 2}
year |η| ≤ 1.5 |η| > 1.5 |η| ≤ 1.5 |η| > 1.5
2016 +0.7+0.8−1.0 % −3.5+1.8−1.1 % +3.4+1.2−2.5 % +5.0+6.6−5.7 %
2017 +0.9+1.4−0.9 % −2.6+2.2−1.4 % +1.2+2.1−1.0 % +1.5+6.5−5.0 %
2018 +1.4+0.9−0.6 % −3.1+2.8−1.2 % +1.9+1.3−1.6 % −1.5+5.5−4.3 %
Table 4.22.: Energy scale corrections and uncertainties for electrons misidentied as τh
candidates in simulated Z→ ee samples for each of the three data-taking years





(τh) > 30 GeV pT(τh) > 30 GeV pT(τh) > 40 GeV
properties |η(τh) | < 2.1 |η(τh) | < 2.1 |η(τh) | < 2.1
discriminator
Tight WP Tight WP Tight WP
against jets
discriminator
Tight WP VLoose WP VLoose WP
against muons
discriminator
VVLoose WP Tight WP VVLoose WP
against electrons
impact
dz < 0.2 cm dz < 0.2 cm dz < 0.2 cm
parameters
Table 4.23.: Selection requirements applied to τhcandidates for μτh, eτh and τhτh nal
states using quality criteria and criteria for kinematic properties dened in
subsection 3.2.8.
4.3.2. Signal Pair Selection
The candidates for the signal pair selected as given in table 4.17 for muons, table 4.19 for
electrons, and table 4.23 for τh candidates, are combined to ττ pairs suitable for each of
the μτh, eτh, τhτh and eμ nal states. The constituents of these pairs are required to be
separated in the (η, ϕ) plane by ΔR > 0.5 in nal states with a τh and by ΔR > 0.3 in the
eμ nal state. The remaining pairs are associated to each nal state using the following
algorithm:
1. For each ττ pair τ1τ2, the isolation measure is compared between the rst ττ pair
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constituents, τ1. The pair with the more isolated τ1 is moved forward in the sorted
list, unless the isolation of τ1 is too similar between the two pairs. In that case:
2. Compare the transverse momentum between the rst ττ pair constituents, p
T
(τ1).
The pair with the higher p
T
(τ1) is elevated in the sorted list, unless pT(τ1) is too
similar between the two pairs. In that case:
3. For each ττ pair τ1τ2, the isolation measure between the second ττ pair constituents,
τ2, is compared. The pair with the more isolated τ2 is elevated in the sorted list,
unless the isolation of τ2 is too similar between the two pairs. In that case:
4. Compare the transverse momentum between the second ττ pair constituents, p
T
(τ2).
The pair with the higher p
T
(τ2) is elevated in the sorted list.
The isolation measure is chosen to be the Δβ corrected isolation, I
Δβ
rel
, for the muons and the
relative isolation with the eective area correction, I
Ae
rel
, for electrons. For both isolation
denitions, the smaller the value the more isolated the muon or the electron. In case of τh
candidates, the discriminator against jets, D
jet
τh , includes an isolation measure with higher
values for more isolated τh candidates. The denition of pair constituents as rst or as
second is nal state dependent and follows this order: muons, electrons, τh candidates. In
the τhτh nal state, two versions of a ττ pair are used in the sorted list, with the two τh
constituents exchanged in their position.
In that way, the most isolated ττ pair is assumed to be at the beginning of the sorted list
and is chosen to be the signal ττ pair. Next, the signal ττ pair is checked to match the HLT
physics objects for the triggers assigned to the considered nal state, the pair constituents
are corrected for dierences in eciencies and are assigned with the corresponding
eciency uncertainties.
HLTMatching
Depending on the nal state, and the chosen HLT paths, only one or both ττ pair con-
stituents are required to match to a lepton reconstructed by the HLT. The relevant HLT
physics objects consist of muons, electrons and τh candidates reconstructed as discussed
in subsection 3.3.2 and which fulll the requirements of the considered HLT path. For nal
states with a τh, the ττ pair constituents are considered as matched, if they are located
within ΔR < 0.5 with respect to the HLT physics object. For the eμ nal state, the threshold
is chosen as ΔR < 0.3. Furthermore, |η| requirements of the HLT path are also imposed
on the signal pair constituents, while in case of the p
T
requirements of the HLT path, a
higher threshold than for the HLT path requirement is taken, being above by 1 GeV for
muons and by 5 GeV for electrons and τh candidates to avoid a large fraction of the trigger
turn-on region.
Eiciencies for Muons, Electrons and τh Candidates
In general, the total eciency ϵ of selecting an electron, muon or τh with a good quality
can be decomposed as follows:
ϵ = ϵ(reco) · ϵ(id|reco) · ϵ(iso|id) · ϵ(trg|iso) (4.20)
At rst the reconstruction eciency ϵ(reco) of the considered physics object is measured.
After that, the identication eciency ϵ(id|reco) of the reconstructed physics object is
determined. Depending on the identication working point of the reconstructed object, its
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isolation eciency ϵ(iso|id) is measured. The last step is the measurement of the trigger
eciency ϵ(trg|iso) of the reconstructed object, which depends both on its isolation and


















































































































CMS Work in Progress  (2017, 13 TeV)-141.5 fb
Figure 4.23.: Muon reconstruction and identication eciencies, ϵμ(reco + id) (top), and
isolation eciencies ϵμ(iso|reco + id) (bottom), measured for data, τ embed-
ding and simulation from the data-taking year 2017 as functions of p
T
(μ)
and |ημ |. Isolation eciencies are measured for IΔβrel ∈ [0, 0.15). On the left, a
central detector region, |ημ | ∈ [0, 0.9), is shown, on the right, a more forward
region, |ημ | ∈ [1.2, 2.1). The scale factor (SF) to data is shown in the lower
panels of the gures.
In case of muons, the reconstruction eciency ϵ(reco) and the identication eciency
ϵ(id|reco) are reorganized into the eciency of the track of the muon in the inner tracking
system ϵ(track) and the eciency of the remaining muon reconstruction and the subse-
quent muon identication, ϵ(reco + id|track). The reconstruction eciency of a muon
track in the inner tracking system exceeds 99% [87], therefore the equation 4.20 can be
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simplied in the case of muons to:
ϵμ = ϵμ(reco + id) · ϵμ(iso|reco + id) · ϵμ(trg|iso) (4.21)
The muon eciencies in the equation above are measured in a Z→ μμ control region
with the tag and probe method. The tag muon is selected using the signal requirements in
table 4.17. Another muon is considered as the probe, when it passes loose requirements on
kinematic properties, is well separated from the tag muon, and it is building together with
the tag muon an oppositely charged muon pair with an invariant mass mμμ ∈ [65, 115] GeV.
The probe muon is tested to fulll the identication, isolation and trigger requirements to
measure the three eciencies ϵμ(reco + id), ϵμ(iso|reco + id) and ϵμ(trg|iso), respectively.
The eciencies are measured as functions of the transverse momentum p
T
(μ) and the
magnitude of the pseudorapidity |ημ | of the muon for events from data, simulation and
from the τ embedding method. An example of the eciency for the reconstruction and
identication of the muon, ϵμ(reco + id), is shown in gure 4.23 at the top for the data-
taking year 2017 as a function of p
T
(μ) for a central and a forward region of the CMS
detector.
Based on muon pairs passing the signal identication requirements, the isolation eciency,
ϵμ(iso|reco + id), is measured in a similar way. Depending on the signal nal state,
the isolated region is chosen for the probe muon to correspond to I
Δβ
rel




∈ [0, 0.2) for μτh or eμ, respectively. An example of measured isolation eciency of




















































CMS Work in Progress  (2017, 13 TeV)-141.5 fb
Figure 4.24.: Muon HLT path eciencies for an HLT selecting a muon with p
T
(μ) ≥ 27
GeV, ϵμ(trg|iso), measured for data, τ embedding and simulation from the
data-taking year 2017 as functions of p
T




∈ [0, 0.15). On the left, a central detector region, |ημ | ∈ [0, 0.9), is shown,
on the right, a more forward region, |ημ | ∈ [1.2, 2.1). The scale factor (SF) to
data is shown in the lower panels of the gures. The red lled area excludes
the turn-on region of the HLT path at p
T
(μ) ≤ 28 GeV which is not considered
in the analysis for this trigger path.
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For muons passing both the identication and isolation requirements of the signal selec-
tion, the HLT path eciency is measured. The HLT paths with muons used in the analysis
cover dierent algorithms, searching only for a muon, for a pair consisting of a muon and
a τh for the μτh nal state, or for a pair of an electron and a muon for the eμ nal state.
For the latter two types of HLT paths, the measurement of each pair leg is performed
separately, assuming a factorization of the legs. An example of an eciency measurement
for an HLT path targeting only a muon is shown in gure 4.24 for the data-taking year
2017.
For electrons, the set of eciencies to be measured corresponds to the one given in equa-
tion 4.20. A Z→ ee enriched region is chosen for the measurements with the tag and
probe method, following the signal requirements for the tag electron and requiring loose
criteria on kinematic properties for the probe electron. Furthermore, the invariant mass
of the electron pair is required to be in the region of the Z→ ee peak, mee ∈ [65, 115]
GeV. As for muons, electrons are tested to fulll the considered identication, isolation
and trigger requirements of the signal electron selection in table 4.19 to measure subse-
quently each component of the total eciency. The eciencies are measured as function
of the transverse momentum of the electron, p
T
(e) and of the pseudorapidity of the ECAL
supercluster associated to the electron, ηe. An example for the electron reconstruction
eciency, ϵe(reco), is shown in gure 4.25 for the data-taking year 2017 [160]. In case
of events from τ embedding, a 100% electron reconstruction eciency is assumed and

















































 (2017, 13 TeV)-141.5 fb
Figure 4.25.: Electron reconstruction eciencies, ϵe(reco), measured for data and simula-
tion from the data-taking year 2017 as functions of p
T
(e) and ηe [160]. On
the left, a central detector region, ηe ∈ [0, 0.5), is shown, on the right, a more
forward region, ηe ∈ [1, 1.444). The scale factor (SF) to data is shown in the
lower panels of the gures.
For all reconstructed electrons, the identication eciency, ϵe(id|reco), is measured. An
example is shown in gure 4.26 at the top for the data-taking year 2017. The reconstructed
electrons passing identication requirements, are subject of the isolation eciency mea-
122

















































































































CMS Work in Progress  (2017, 13 TeV)-141.5 fb
Figure 4.26.: Electron identication eciencies, ϵe(id|reco) (top), and isolation eciencies
ϵe(iso|id) (bottom), measured for data, τ embedding and simulation from the
data-taking year 2017 as functions of p
T
(e) and |ηe |. Isolation eciencies
are measured for I
Ae
rel
∈ [0, 0.15). On the left, a central detector region,
|ηe | ∈ [0, 1), is shown, on the right, a more forward region, |ηe | ∈ [1.56, 2.1).
The scale factor (SF) to data is shown in the lower panels of the gures.
Finally, reconstructed electrons passing identication and isolation requirements are
considered for the eciency measurements of HLT paths, ϵe(trg|iso). As for muons,
dierent HLT paths are used in the analysis to trigger on electrons: there are HLT paths
targeting only an electron, targeting a pair of an electron and a τh for the eτh nal state, or
targeting a pair of an electron and a muon for the eμ nal state. Also here, a factorization of
the pair legs is assumed. An example of an eciency measurement for an HLT algorithm
searching only for an electron is shown in gure 4.27. An additional scale factor of 0.991
is applied to events passing HLT paths with a single electron or with an eτh pair for
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data-taking in 2017 to account for the too small vertex acceptance in z direction, when
matching tracks to an ECAL supercluster. The reason for this was a too small uncertainty
on the beamspot measurement in z direction at the beginning of the data-taking in 2017,


























































CMS Work in Progress  (2017, 13 TeV)-141.5 fb
Figure 4.27.: Electron HLT path eciencies selecting an electron with p
T
(e) ≥ 35 GeV,
ϵe(trg|iso), measured for data, τ embedding and simulation from the data-
taking year 2017 as functions of p
T
(e) and |ηe | in the isolated region IAerel ∈[0, 0.15). On the left, a central detector region, |ηe | ∈ [0, 1), is shown, on the
right, a more forward region, |ηe | ∈ [1.56, 2.1). The scale factor (SF) to data
is shown in the lower panels of the gures. The red lled area excludes the
turn-on region of the HLT path at p
T
(e) ≤ 40 GeV which is not considered in
the analysis for this trigger path.
A global normalization uncertainty of 2% is assumed for the reconstruction, identication,
and isolation eciencies of muons and electrons, separately for each of the physics objects.
This uncertainty is correlated across the years and correlated with 50% between processes
from simulation and the τ embedded events due to the fact, that the measurement of the
eciencies itself is performed in the same way, whereas the description of the physics
objects in τ embedded events is expected to be dierent due to the simulation of the ττ
pair in an empty detector.
For the HLT paths involving muons and electrons, a normalization uncertainty is applied
to the events passing the requirements related to an HLT path selection, for each of the
physics objects. For HLT paths constructed only for either a muon or an electron, a 2%
uncertainty is applied for each physics object separately. For the HLT path targeting the
eμ pair, a total uncertainty of 2% is applied. In case of HLT paths for the μτh and eτh nal
states, a normalization uncertainty of 2% is chosen to account for the muon or electron leg
of the HLT paths, which re for the ττ pair.
These normalization uncertainties on HLT path eciencies are treated as uncorrelated
across the years and uncorrelated between simulation and τ embedding, with the latter
choice due to the expectation of large dierences in HLT reconstruction observed between
simulated and τ embedded events.
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The total eciency for τh candidates is decomposed into two contributions: a single
measurement for the eciency of the reconstruction, identication, and isolation of the τh
candidate, ϵτh (id), and the eciency of the HLT paths involving a τh object, ϵτh (trg|id):
ϵτh = ϵτh (id) · ϵτh (trg|id) (4.22)
Similar to the energy scale measurements, the measurement of ϵτh (id) depends on the true
physics object which is reconstructed as a τh candidate. For electrons and muons, which
are reconstructed as τh candidates, the background rejection eciency of the discrimina-
tors against electrons and muons dened in subsection 3.2.8 is measured in Z→ ee and
Z→ μμ enriched regions as a function of the magnitude of the pseudorapidity of the τh
object, |ητh |.
data-taking year 2016 2017 2018
working point (WP) VVLoose Tight VVLoose Tight VVLoose Tight
Scale factor (SF)
|ητh | ∈ [0, 1.46) 1.38 1.22 1.11 1.22 0.91 1.47
|ητh | ∈ (1.558, 2.3) 1.29 1.47 1.03 0.93 0.91 0.66
Uncertainty relative to SF
|ητh | ∈ [0, 1.46) ±31% ±26% ±18%
|ητh | ∈ (1.558, 2.3) ±22% ±41% ±30%
Table 4.24.: Scale factors from simulation to data for electrons reconstructed as τh candi-
dates as a function of |ητh | for each data-taking year and for the two working
points considered in the analysis. The gap between the barrel and the endcap of
the detector, |ητh | ∈ [1.46, 1.558], remains uncorrected due to a bad modelling
of electrons in this region. Relative uncertainties for the scale factors are given
for the Tight working point used in the eτh nal state.
In table 4.24, the scale factors from simulation to data for the background rejection e-
ciency of the discriminator against electrons is shown for all three data-taking years and
the working points considered for the signal selection of μτh, eτh and τhτh nal states
given in table 4.23. The most dominant contribution to events with electrons reconstructed
as τh candidates is the Z→ ee process in the eτh nal state. This process is assigned
with an additional set of normalization uncertainties for each ητh region from table 4.24,
uncorrelated across the data-taking years.
In a similar way, the background rejection eciency of the discriminator against muons is
presented in table 4.25. The dominant contribution to events with muons reconstructed as
τh candidates in the μτh nal state, the Z→ μμ process, is also assigned with an additional
set of normalization uncertainties for each ητh region dened in table 4.25, uncorrelated
across the data-taking years.
For genuine τh candidates from the τ embedding method and from simulation, the ef-
ciency of the discriminator against jets is measured in the μτh nal state enriched in
Z→ ττ events as a function of the transverse momentum p
T
(τh) and the decay mode
of the τh object. Since the DNN outputs representing the probabilities to identify the
reconstructed τh as a true τh, jet, muon or electron sum up to 1, the discriminators from
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data-taking year 2016 2017 2018
working point (WP) VLoose Tight VLoose Tight VLoose Tight
Scale factor (SF)
|ητh | ∈ [0, 0.4) 1.25 1.38 1.12 0.92 1.00 0.81
|ητh | ∈ [0.4, 0.8) 0.96 0.72 0.76 0.79 1.08 1.02
|ητh | ∈ [0.8, 1.2) 1.29 1.34 0.99 0.67 1.04 0.92
|ητh | ∈ [1.2, 1.7) 0.92 1.03 0.75 1.07 0.95 0.83
|ητh | ∈ [1.7, 2.3) 5.01 5.05 4.44 4.08 5.58 4.52
Uncertainty relative to SF
|ητh | ∈ [0, 0.4) ± 9% ±18% ±19%
|ητh | ∈ [0.4, 0.8) ±42% ±32% ±34%
|ητh | ∈ [0.8, 1.2) ±20% ±39% ±24%
|ητh | ∈ [1.2, 1.7) ±63% ±42% ±57%
|ητh | ∈ [1.7, 2.3) ±17% ±21% ±20%
Table 4.25.: Scale factors from simulation to data for muons reconstructed as τh candidates
as a function of |ητh | for each data-taking year and for the two working points
considered in the analysis. Relative uncertainties for the scale factors are given
for the Tight working point used in the μτh nal state.
equation 3.22 are correlated with each other. In consequence, the measured eciencies
for each working point of the discriminator against jets chosen in signal selection of
τh candidates depend additionally on the working points chosen for the discriminator
against electrons and muons. It was found, that the discriminator against electrons has
stronger eects on the discriminator against jets and the additional dependence is taken
into account.
In the τhτh nal state, the scale factors for the eciency of selecting genuine τh candidates
depend only on the decay mode of the τh object due to high thresholds on the transverse
momentum p
T
(τh) > 40 GeV, as given in table 4.23 and the resulting reduction of the
p
T
(τh) dependence of the scale factors in the considered pT(τh) range. A summary of the
scale factors with their uncertainties used in the τhτh nal state is given in table 4.26 for
the selection of τh candidates passing the Tight working point of the discriminator against
jets. The scale factors are measured using the VVLoose working point of the discriminator
against electrons as it is chosen for the τhτh nal state.
For the μτh and eτh nal states, the pT(τh) dependent scale factors are chosen due to lower
thresholds. An example of the scale factor measurements with corresponding uncertainties
is given in gure 4.28 for the data-taking year 2017 and the Tight working point of the
discriminator against jets.
The uncertainties given in table 4.26 are applied uncorrelated for each decay mode combi-
nation in the τhτh nal state. For the two remaining nal states with τh candidates, μτh
and eτh, the pT dependent uncertainties in gure 4.28 are treated correlated across the
nal states, but uncorrelated for each p
T
bin. To cover eects from the correlation between
the dierent choices of the discriminators against jets, electrons and muons, an additional
normalization uncertainty is introduced uncorrelated across the μτh, eτh and τhτh nal
states with an amplitude of 1% for μτh and eτh, and 1.4% for τhτh.
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data-taking year 2016 2017 2018
Scale factor for simulation
DM = 1 0.90 ± 0.05 0.87 ± 0.05 1.05 ± 0.06
DM ∈ {1, 2} 0.98 ± 0.05 0.94 ± 0.05 0.96 ± 0.05
DM = 10 0.79 ± 0.04 0.83 ± 0.05 0.95 ± 0.06
DM = 11 0.78 ± 0.05 0.65 ± 0.04 0.90 ± 0.06
Scale factor for τ embedding
DM = 1 0.91 ± 0.05 0.91 ± 0.06 1.01 ± 0.06
DM ∈ {1, 2} 0.96 ± 0.05 1.05 ± 0.06 1.00 ± 0.06
DM = 10 0.92 ± 0.06 0.96 ± 0.07 1.13 ± 0.07
DM = 11 0.83 ± 0.05 0.79 ± 0.05 0.97 ± 0.06
Table 4.26.: Scale factors from simulation and τ embedding to data for genuine τh objects
selected with the Tight WP of the discriminator against jets as a function
of the decay mode (DM) of the τh candidate for each data-taking year. The
uncertainties are given as symmetric up- and downward variations with respect







































Figure 4.28.: Scale factors from simulation and τ embedding to data for genuine τh objects
selected with the Tight WP of the discriminator against jets as a function of
the transverse momentum p
T
(τh) for the data-taking year 2017. On the left,
the measurement using the Tight WP of the discriminator against electrons
(D
e
τh WP : Tight) is given, as it is used in the eτh nal state. On the right, the
measurement with the VVLoose WP of the discriminator against electrons
(D
e
τh WP : VVLoose) is shown, as it is used in the μτh nal state. The uncer-
tainties are illustrated as semi-transparent bands around the nominal scale
factors shown as solid lines.
All uncertainties related to the eciency of selecting genuine τh candidates, ϵτh (id), are
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treated uncorrelated across the data-taking years, but correlated to 50% between simulation
and τ embedding.
The τh objects passing the identication requirements of the signal pair selection are
passed to the measurement of the HLT path eciencies. The HLT paths with τh objects
as targets cover μτh, eτh and τhτh pairs in the H→ ττ analysis considered in this thesis.
Possible extensions of the HLT selection to paths targeting one boosted τh or a τhτh pair
accompanied by a jet pair were studied and are expected to increase the sensitivity in the
search for heavy Higgs bosons or the sensitivity to the VBF production of the observed
Higgs boson, respectively.
Assuming a factorization of the total HLT path eciency into a product of eciencies of
each of the two legs of the pair, the HLT eciency of a single τh leg is measured in the
μτh nal states enriched in Z→ ττ events with appropriate μτh monitoring HLT paths
designed for eciency measurements. The τh leg HLT eciencies are measured in bins of
transverse momentum, p
T
(τh), in categories dened by the decay mode of the τh object,
and are tted with analytic functions, that model a trigger turn-on.
In the next step, corrections to the measured eciency curves are determined in (η, ϕ) bins
to cover eects related to single, inecient detector modules in the detector subsystems.
An example measurement for the τh leg of a τhτh HLT path combination of the data-taking
year 2017 is shown in gure 4.29 for a subset of decay modes, DM ∈ {0, 10}.
For each τh object leg of the HLT paths used in μτh, eτh, and τhτh nal states, pT dependent
uncertainties are introduced for each decay mode individually, based on the uncertainties
of the analytic functions for the derived scale factors, as shown in gure 4.29 in the lower
panels. These HLT path uncertainties are treated uncorrelated across the data-taking years
and uncorrelated between simulation and τ embedding.
Additional eciency corrections are applied to events from the τ embedding method due
to the expected dierences in reconstruction of τh candidates and electrons performed in
an empty detector except the simulated ττ process. In case of τh objects, reconstruction
eciency scale factors are derived as functions of the number of reconstructed charged
hadrons, Nh± , and the number of reconstructed neutral pions, Nπ0 , assigned to each τh
object. The total scale factor is expressed as follows:
SFtot = [SFh±]Nh± · [SFπ0]Nπ0
Nh± =
{
1, DM ∈ {0, 1, 2}
3, DM ∈ {10, 11}
Nπ0 =
{
0, DM ∈ {0, 10}
1, DM ∈ {1, 2, 11}
The scale factors are measured in a Z→ ττ enriched region of the μτh nal state with the
following values and uncertainties:
SFh± = 0.975 ± 0.008 SFπ0 = 1.051 ± 0.014
The variations on the individual scale factors are treated as uncorrelated uncertainties on
the τh reconstruction eciency. For the τhτh nal state, the scale factors computed for
each τh object are multiplied with each other to result in an event-wise scale factor.
For electrons, non-closure corrections were introduced to HLT path eciencies, if arti-
cially low eciencies were observed, particularly low in the endcap region for electrons
with p
T
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Figure 4.29.: Eciencies for the HLT paths selecting a ττ pair in the τhτh nal state,
measured for one τh leg assuming factorization, are shown for the data-taking
year 2017. The eciencies depend on the decay mode of the τh object (DM)
and the transverse momentum, p
T
(τh). On the left, the measurement for
DM = 0 is shown, on the right, for DM = 10. The tted analytic functions,
as well as the binned measurements are shown in the main plot for data,
τ embedding and simulation. The scale factors (SF) to data derived from
the analytic functions are illustrated in the lower panels together with their
uncertainty bands. The red lled area covers the region with p
T
(τh) ≤ 40 GeV
not used in the analysis for this HLT path combination. The tted analytic
functions are additionally corrected for dierences in HLT eciency along
the (η, ϕ) plane.
4.3.3. Selection of Jets and Missing Transverse Energy
Jets, which are reconstructed as explained in subsection 3.2.6, are at rst corrected for
the energy scale and energy resolution. In case of the data-taking year 2017, the jets are
additionally preselected prior to the corrections to reduce jets coming from detector noise
in the ECAL system. The corresponding selection rejects jets with transverse momentum
p
T
(jet) < 50 GeV and pseudorapidity |ηjet | ∈ (2.65, 3.139). The energy scale corrections
are applied both to data and simulation in dierent steps [161].
At rst, measures additionally to the charged hadron subtraction (CHS) are taken to reduce
the contribution of pileup to the jets. Next, the eects from the detector response and
the underlying event are corrected based on calibration using simulated events. Residual
dierences between simulation and data are corrected for with results from a combination
of measurements in di-jet, multijet events, and events with Z→ ℓℓ accompanied by jets
as functions of the transverse momentum and the pseudorapidity of the jet. Finally,
corrections related to the jet avour are measured in simulation and applied both to data
and simulation.
Dierent uncertainty sources are assigned to the energy scale corrections, which are
additionally subdivided into dierent detector regions based on the pseudorapidity of the
corrected jets. These uncertainty sources are summarized in the list below.
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• Total at uncertainty components related to limited statistics in the energy scale
correction measurements, to the uncertainty on the reference scale, and to the
corrections for initial and nal state radiation.
• Uncertainty related to the dierences in the simulation of parton showering and
underlying event extrapolated to high jet p
T
.
• Two uncertainties covering the response variation to single particles in jets, for
ECAL and HCAL separately, extrapolated to high jet p
T
.
• Uncertainty related to the dierences in responses to jets, depending on the jet
avour.
• Time dependence during the data-taking, resulting from the aging of the detector.
• Relative uncertainties of the jet energy resolution as function of jet pseudorapidity
ηjet in bins [1.3, 2.5, 3.0,∞].
• Relative uncertainties due to dierences in models applied to the jet transverse
momentum distribution, p
T
(jet) in bins of pseudorapidity ηjet : [0, 1.3, 2.5, 3.0,∞].
• Relative uncertainties due to dierences between measurements of residual correc-
tions needed for data as a function of ηjet.
• Relative uncertainties due to initial and nal state radiation as a function of ηjet.
• Relative uncertainties due to limited statistics in determination of uncertainties of
initial and nal state radiation, for uncertainties in the endcap region, ηjet ∈ [1.3, 3.0),
and forward region, ηjet ∈ [3.0,∞).
• A at uncertainty for remaining dierences between data and simulation due to
pileup after pileup corrections have been applied.
• Uncertainties on pileup corrections as functions of p
T
(jet), estimated in pseudora-
pidity bins ηjet : [0, 1.3, 2.5, 3.0,∞].
These uncertainties are grouped into a reduced set of 11 uncertainties based on the
correlations between the sources, the covered detector regions in pseudorapidity ηjet, and
the correlations between the data-taking years.
The energy resolution of jets in data is measured to be worse than as expected from
simulation [161]. For this reason, an additional, stochastic smearing of the 4-momenta is
applied based on scale factors sJER and the expected energy resolution σJER measured as
functions of jet transverse momentum, its pseudorapidity and the pileup density:
Δpμ(jet) · pμ(jet) =
(




The value σ is drawn from a Gaussian distribution. The variations of the scale factors sJER
are summarized into one uncertainty for the jet energy resolution.
The corrected jets are selected into two dierent collections summarized in table 4.27.
Common to both collections are the general jet identication and the overlap rejection with
the selected gτ pair. The general jets are required to have larger transverse momentum,
but are allowed to be in the forward region of the detector, while the b-tagged jets are
allowed to have a lower transverse momentum, but are limited to the detector region
covered by the inner tracking system.
The b-tagged jets from simulation are further corrected for the dierences in b-tagging
eciencies between data and simulation using analysis specic eciency measurements
and general scale factors. The eciencies are measured in the signal regions of μτh, eτh,
τhτh and eμ nal states as functions of the transverse momentum and the pseudorapidity
of the jet for jets induced by bottom quarks, charm quarks, and for light jets, which are
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selection general jets b-tagged jets
Kinematic p
T
(jet) > 30 GeV, p
T
(jet) > 20 GeV,
properties |ηjet | < 4.7 |ηjet | < 2.5(2.4)
Jet ID from ID from
identication table 3.6 table 3.6
Overlap selected selected




Table 4.27.: Selection of jets and b-tagged jets. The pseudorapidity requirement for the
b-tagged jets is dependent on the data-taking year with a threshold of 2.4 for
2016 and a threshold of 2.5 for 2017 and 2018.
induced by light quarks or gluons. The exact denition of these jets is given in table 3.8.
An example of the b-tagging eciencies for the data-taking years 2016 and 2018 is given
in gure 4.30.
Based on these eciencies and provided scale factors, the jets in simulated events are
corrected to the data b-tagging eciency on a jet-by-jet basis [97]. In case a jet is b-tagged
and the corresponding b-tagging scale factor (SF) is smaller than 1, the b-tagging is removed
with a probability of 1− SF. In case a jet is not b-tagged, but passes the remaining selection
criteria for a b-tagged jet, it is considered as b-tagged with a probability (1− SF)/(1− 1/ϵ),
if SF ≥ 1. Here, the eciency ϵ refers to the eciencies as shown in gure 4.30.
The scale factors for jets induced by bottom or charm quarks are determined from a
combination of measurements in regions enriched with multijet events, events enriched
with jets containing muons, and events enriched with a top quark pair with nal states
containing one or two leptons. The scale factors for light jets are determined from a
measurement in a multijet enriched region. The uncertainties are based on the total
variations of the scale factors. Variations of scale factors for jets induced by bottom or
charm quarks are considered as correlated to 100%, leading to the uncertainty on the
b-tagging eciency. An uncorrelated uncertainty for the misidentication of a light jet
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Figure 4.30.: B-tagging eciencies in simulation for tagging jets induced by bottom quarks
(top), charm quarks (middle), and light quarks or gluons (bottom), as functions
of jet transverse momentum, p
T
(jet) and the jet pseudorapidity ηjet for the
data-taking years 2016 (left) and 2018 (right).
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The variations applied to the 4-momenta of the ττ pair, which result from the correspond-
ing energy corrections and uncertainties, are propagated to the missing transverse energy
reconstructed with the PUPPI method discussed in subsection 3.2.6, ®pmiss
T
. Further correc-
tions and uncertainties assigned to ®pmiss
T
in simulation depend on the particular simulated
process.
In case that there is no single boson resonance recoiling against the jets of the hard process,
both the jet energy corrections and uncertainties are propagated to the PF candidates
clustered into these jets and used in ®pmiss
T
calculation. Additionally, an uncertainty is
assigned to ®pmiss
T
due to the unclustered energy in an event, which may come for example
from detector noise.
In case of simulated events with a recoiling boson resonance, as it is the case for events
with the processes Z→ ℓℓ, W→ lν, H→ ττ and H→WW→ 2ℓ2ν, only the jet energy
corrections are propagated to ®pmiss
T
. Additionally, recoil corrections are derived and as-
signed with uncertainties in the Z→ μμ control region, where real contributions to ®pmiss
T
are expected to vanish.
For the measurement of recoil corrections, ®pmiss
T
split into two contributions parallel, ê‖ (Z),
and perpendicular, ê⊥(Z), to the reconstructed transverse momentum of the Z boson,




= pmiss‖ · ê‖ (Z) + pmiss⊥ · ê⊥(Z)




⊥ are expected to be centered around 0 GeV and are mea-
sured for data and simulation in the region around the Z boson peak, mμμ ∈ (70, 110) GeV,
in categories constructed from the number of jets, Njets, and the transverse momentum of
the Z boson, p
T
(μμ):
• Njets category bins: [0, 1, 2,∞].
• p
T
(μμ) category bins: [0, 10, 20, 30, 50,∞] GeV.
The corrections are determined from the dierences in distributions between data and
simulation with the quantile mapping technique: Values of the quantities with equal
probabilities given by the corresponding cumulative distributions are connected with
each other by a mapping function. Since the exact orientation of the ®pmiss
T
component
perpendicular to the transverse momentum of the Z boson is arbitrary, the distribution of
the magnitude, |pmiss⊥ |, is considered for quantile mapping. An example of the distributions
is shown in gure 4.31 for the data-taking year 2016 in the Njets = 0, pT(μμ) ∈ [0, 10) GeV
and Njets = 1, pT(μμ) > 50 GeV categories. For the distributions in data, all contributions
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Figure 4.31.: Distributions of |pmiss⊥ | (left) and pmiss‖ (right) for the data-taking year 2016 for
two dierent categories, top and bottom row respectively. For data distribu-
tions, all processes other than Z→ μμ are subtracted. All distributions are
normalized to unity. The lower panels of the gures show the ratio between
data and simulation.
Additionally to these distributions, the mean of the relative hadronic recoil with respect to
the Z boson ®pT is determined in simulation as a preparation for the uncertainty measure-
ment. The hadronic recoil ®HT is computed from ®pmissT by adding it to the reconstructed Z





As for the derivation of the ®pmiss
T
corrections, the hadronic recoil is split into two compo-
nents parallel and perpendicular to the ®pT of the Z boson, H‖ and H⊥. For each simulated
Z→ μμ event, the parallel component of the hadronic recoil is divided by the magnitude
of the simulated transverse momentum of the Z boson, p
sim
T
(Z). The mean of the negative
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value of this ratio is computed for each (Njets, psimT (Z)) category across the events passing
the corresponding selection criteria. An example of the resulting values is shown for the
data-taking years 2017 and 2018 in gure 4.32, which are expected to be centered at 1,
if the hadronic recoil would be perfectly compensated by the Z boson ®pT. Deviations
from the unity, seen for low p
sim
T
(Z) and in the Njets = 0 category, indicate, that some of
the information on jets is lost during the reconstruction of ®pmiss
T
. This mean serves as a
measure for this bias and is used for the computation of the uncertainty.
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Figure 4.32.: The mean of the ratio between the hadronic recoil component parallel to the
reconstructed Z boson ®pT, and the magnitude of the simulated transverse
momentum of the Z boson, p
sim
T
(Z). The values are shown for the three Njets
categories and as a function of p
sim
T
(Z), binned in the same manner as the
corresponding categorization, and chosen for the data-taking years 2017 and
2018. For the application of these measurements, the values at the bin edges
of the histograms are linearly interpolated.
After these measurements, the corrections are applied to all simulated samples with a single




allows to generalize to cases with true ®pmiss
T
contributions from the resonance, in particular,
when τ decays are involved. In this case, the real contribution from the simulated neutrinos
is subtracted from ®pmiss
T
to obtain the articial contribution to missing transverse energy,
®pmiss
T











This articial contribution is split into two components parallel and perpendicular to
®psim
T
(R), pmiss‖ (art) and pmiss⊥ (art). The components are corrected from simulation to data
using the quantile mapping with the corresponding distributions of |pmiss⊥ | and pmiss‖ from
the measurement and then building back ®pmiss
T
from the corrected components.
The uncertainties on ®pmiss
T
are estimated from the hadronic recoil, which is computed for a
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This hadronic recoil is split into two components parallel and perpendicular to ®psim
T
(R),
H‖ and H⊥. The values are varied in two dierent ways, changing the response and the
resolution of the hadronic recoil.
In case of the variation of the recoil response, only the parallel component is changed, based




‖ = H‖ + shift ·mean
[−H‖/psimT (Z)] · psimT (R)
A positive value of the shift would pull the parallel component of the hadronic more into
the direction of the ®psim
T
(R).
For the variation of the recoil resolution, both components are changed:
H
new
‖ = H‖ + shift ·
(
H‖ −mean
[−H‖/psimT (Z)] · psimT (R))
H
new
⊥ = (1 + shift) · H⊥
For a positive value of the shift, the distributions of the components would be smeared
out with respect to their expected mean values. The simpler formula for H⊥ results from
the assumption, that the distribution is centered around 0 GeV.
The initial shift values are at rst chosen to be ±10%, applied to the simulated Z→ μμ
events in the corresponding control region, and determined in a maximum likelihood t
for each Njets category, resulting in values given in table 4.28. The shift values are extracted
from the pulls on the variations, preserving the correlations between the Njets categories.
In that way, two uncertainties are introduced for the recoil corrections of ®pmiss
T
for each
data-taking year, treated as uncorrelated across the years.
response resolution
category 2016 2017 2018 2016 2017 2018
Njets = 0 -1.79% -1.47% -1.51% +1.60% +1.12% +2.64%
Njets = 1 +0.72% -1.06% -1.56% +0.78% +5.13% +5.82%
Njets ≥ 2 +0.66% -0.32% -1.78% +0.53% -2.56% +5.16%
Table 4.28.: Shifts determined by maximum likelihood ts in Njets categories in the Z→ μμ
enriched control region for the response and resolution variations of the
hadronic recoil.
The last correction related to ®pmiss
T
description are event lters for events with an articially
large ®pmiss
T
, which is identied to come from several systematic sources, including noise in
the HCAL and the ECAL, interactions of beam particles with the detector material and
bad reconstruction of muons [96].
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4.3.4. Selection of ττ Final States
After all physics objects were selected and the corresponding corrections are known, the
nal state specic selection is nalized by introducing the explicit HLT paths to be used
for each nal state and by ensuring the reduction of the overlap between the nal states
and the control regions.
μτh
In the μτh nal state, the possible overlap with the other signal nal states and the Z→ μμ
control region needs to be reduced. For this purpose, the corresponding collections of
muons in table 4.17 and electrons table 4.19 are used. The overlap veto collection of the
muon is at rst checked, whether it contains the muon from the signal pair and if so, it is
removed it. If there are still additional muons in this collection left, this would indicate
an overlap with the Z→ μμ control region and the event is rejected. Similarly, if any
electrons are found in the event, which pass the overlap veto selection, the event is rejected
due to the possible overlap with the eτh and eμ nal states. Additionally, muons oppositely
charged from the Z→ μμ veto collection are combined to a pair. If the pair constituents
are additionally well separated, fullling the ΔR > 0.15 criterion, the event is rejected
to further reduce the overlap with the Z→ μμ control region and suppress the Z→ μμ
contamination.
The HLT path selection for the μτh nal state consists of a path selecting one muon
and a path ring, if a μτh pair can be found. The rst HLT path requires an isolated
muon with a threshold on the transverse momentum depending on the data-taking year,
p
T
(μ) > 22 GeV in 2016 and p
T
(μ) > 27 GeV in 2017 and 2018. The thresholds on the
matched reconstructed muons are then chosen 1 GeV above. For the latter μτh HLT path,
the isolated muon is required to have p
T
(μ) > 19 GeV in 2016 and p
T
(μ) > 20 GeV in 2017
and 2018. For all years, this muon is required to have a pseudorapidity of |ημ | < 2.1 in
the HLT path. To avoid an overlap with the rst HLT path, the additional criteria on the
matched reconstructed muons are p
T
(μ) ∈ (20, 23] GeV in 2016 and p
T
(μ) ∈ (21, 28] GeV
in 2017 and 2018. Furthermore, the isolated τh object in the μτh HLT path is required to
pass |ητh | < 2.1 for all data-taking years, pT(τh) > 20 GeV in 2016 and pT(τh) > 27 GeV.
The matched reconstructed τh candidates are additionally required to have a transverse
momentum p
T
(τh) > 30 GeV in 2016 and pT(τh) > 32 GeV in 2017 and 2018.
eτh
For the eτh nal state, the overlap reduction is performed in a similar manner as for the μτh
nal state: The electrons passing the overlap veto selection are compared to the electron
of the selected signal pair and if a match was found, the corresponding electron is removed
from the collection. If after this some electrons still remain in the collection, the event is
rejected to reduce the overlap with the Z→ ee control region. If muons are contained in
the overlap veto collection, the event is also rejected to avoid overlap with μτh and eμ nal
states. Electrons from the Z→ ee veto collection are combined to pairs, if their charge is
opposite and they are well separated with ΔR > 0.15. If at least one such pair is created,
the event is rejected to further reduce the overlap with the Z→ ee control region and
suppress the Z→ ee contamination.
Also for the eτh nal state, a combination of HLT paths targeting only an electron and
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an eτh pair is used. The rst HLT path requires an isolated electron with |ηe | < 2.1 for
all years and p
T
(e) > 25 GeV in 2016, p
T
(e) > 35 GeV in 2017 and p
T
(e) > 32 GeV in
2018. A threshold on the transverse momentum higher by 5 GeV is applied to the matched
reconstructed electrons. In the eτh HLT path, the isolated electron is required to have
p
T
(e) > 24 GeV and |ηe | < 2.1 for all data-taking years. Also in this case, the overlap to
the former HLT path is avoided by a requirement on the transverse momentum of the
matched reconstructed electrons, p
T
(e) ∈ (29, 30] GeV for 2016, p
T
(e) ∈ (29, 40] GeV for
2017 and p
T
(e) ∈ (29, 37] GeV for 2018. The HLT path requirements on the τh object
consist of a pseudorapidity threshold of |ητh | < 2.1 for all data-taking years and a pT(τh)
threshold of 20 GeV in 2016 and 30 GeV in 2017 and 2018. To avoid the turn-on region of
the HLT path with the τh object, the pT(τh) thresholds on the matched reconstructed τh
candidates are increased, resulting in p
T
(τh) > 30 GeV in 2016 and pT(τh) > 35 GeV in
2017 and 2018.
τhτh
In the τhτh nal state, only the overlap veto collections of electrons and muons are used
to reduce the overlap with the eτh and μτh nal states. In case any of the two lepton types
is found in the event, it is rejected.
Throughout all data-taking years, HLT paths ring for a pair of two isolated τh candidates
with p
T
(τh) > 35 GeV and |ητh | < 2.1 are used in the τhτh nal state. An additional
requirement on the transverse momentum of the matched reconstructed τh candidates,
p
T
(τh) > 40 GeV, is used to ensure, that the reconstructed τh candidates passing the
selection are in the plateau region of the eciency curve of the HLT paths.
eμ
In case of the eμ nal state, the overlap veto collections of electrons and muons are checked,
whether they contain the electron and the muon from the selected signal pair, respectively.
If any additional leptons are contained in one of the two collections, the event is rejected
to avoid an overlap with both the Z→ ee and the Z→ μμ control regions and suppress
the contamination by Z→ ee and Z→ μμ.
For the eμ nal state, a combination of two HLT paths ring on an eμ pair is used, which is
similar across the data-taking years. The two HLT paths are designed such, that either the
isolated electron or the isolated muon should have the lower threshold on the transverse
momentum, p
T
(e) > 12 GeV and p
T
(μ) > 8 GeV, respectively. For these soft leptons, an
additional p
T
threshold is imposed on the matched reconstructed objects, p
T
(e) > 17 GeV
and p
T
(μ) > 10 GeV. The lepton with the higher p
T
threshold in the HLT paths is chosen
commonly: p
T
(e/μ) > 23 GeV. Also in this case, the matched reconstructed leptons are
required to pass higher thresholds, p
T
(e) > 28 GeV and p
T
(μ) > 24 GeV.
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5. Categorization and Statistical Inference
In this chapter, the categorization of the events selected for the H→ ττ analyses, the
procedures of statistical inference, and the results obtained from it will be discussed. The
denition of the main control regions, and the signal regions used in all analyses will be
discussed in the following, the more analysis-specic categorization will be discussed in
sections 5.1, 5.2, and 5.3.
A control region for top quark pair production is obtained in the eμ nal state by making
use of the Dζ variable dened as follows:
Dζ = p
miss
ζ − 0.85 · pvisζ , pvisζ =
(®pT(e) + ®pT(μ)) · ζ̂, pmissζ = ®pmissT · ζ̂, (5.1)
where the normalized vector ζ̂ represents the bisectional direction between the transverse
momentum vectors of the electron, ®pT(e), and the muon, ®pT(μ). The numerical factor






that the Z→ ττ and H→ ττ distributions are peaking approximately at zero. To enrich
events from top quark pair production and isolate the H→WW contribution to the eμ
nal state, a requirement of Dζ < −35 GeV is imposed. The distribution of this variable











































































Figure 5.1.: Distributions of the variables used for categorization, (left) Dζ in the eμ nal
state and (right) mT(μ, pmissT ) in the μτh nal state of the data-taking year 2018
for data and expected signals and backgrounds. The background contributions
are stacked. The SM H→ ττ, BSM ϕ → ττ and SM H→WW signals are
rescaled for shape comparison in the upper panel of the gures. The grey back-
ground uncertainty bands include both statistical and systematic uncertainties
in the state before a maximum likelihood t.
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Two additional control regions are introduced in the μτh and eτh nal states to constrain
the uncertainties on the W → ℓν estimation from the FF method, using the transverse
mass of the system constructed from the transverse momentum of the lepton and the
missing transverse energy, mT(e/μ, pmissT ). Its general denition is given below:




( ℓ1) · pT( ℓ2) · (1 − cosΔϕ( ℓ1, ℓ2)) (5.2)
The angle Δϕ( ℓ1, ℓ2) is the dierence in azimuth angle between the two physics objects
ℓ1 and ℓ2. To enrich the W→ ℓν background, mT(e/μ, pmissT ) ≥ 70 GeV is required. The
distribution of mT(μ, pmissT ) for the μτh channel for the data-taking year 2018 is shown in
gure 5.1 (right). The chosen discriminator for statistical inference in the control regions
is the total transverse mass introduced in section 5.2. The remaining events are assigned
to signal regions of the μτh, eτh, τhτh and eμ nal states.
To model uncertainties, two procedures are used, depending on the nature of the uncer-
tainty. Uncertainties, which change only the normalization of a distribution, are modelled
with a single nuisance parameter θ, which follows the log-normal (lnN) distribution with
the probability density function









The parameter μ is chosen to be μ = 0, and the parameter σ corresponds to the relative vari-
ation of the considered systematic uncertainty. This means, that ln(θ) follows a Gaussian
distribution with a mean equal to 0, and a standard deviation equal to σ. Normalization
uncertainties are used to cover multiplicative corrections to the expected yield of a distri-
bution, for example, eciency corrections.
The second type of uncertainties can alter both the shape and the normalization of the
discriminator distribution. For such uncertainties, each histogram bin of the normalized
discriminator distribution is interpolated with a function between the systematic down-
ward variation, the nominal distribution, and the systematic upward variation, and is
extrapolated linearly beyond the variations. The function is chosen to be a sixth order
polynomial to obtain an interpolation function and derivatives of it which are smooth
enough [162]. The bin interpolations are controlled by a single nuisance parameter, which
is assumed to be distributed according to a Gaussian with the mean and standard deviation
equal to 0 and 1, respectively. The change in normalization of the shape uncertainty is
accounted for by a linear interpolation of the distribution yields on a logarithmic scale
and is controlled by the same nuisance parameter.
To account for the nite number expected background events in each histogram bin, a third
type of uncertainty is added to the uncertainty model, estimated with the Barlow-Beeston
approach [163, 164], using a single, Gaussian distributed parameter, which is applied to
the total expected background yield in the considered histogram bin. These uncertainties
are a special case of shape altering uncertainties.
The setup of the uncertainty model common for all H→ ττ analyses considered in this
thesis is shown in table 5.1 for normalization uncertainties and table 5.2 for shape altering
uncertainties.
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The processes provided with the uncertainties are abbreviated as follows:
• Background from genuine τ pairs: EMB
• Jets misidentied as τh candidates: Jet→ τh
• Estimation of the QCD multijet background: QCD
• Processes estimated by simulation: MC
• Z→ ℓℓ contributions with ℓ ∈ {e, μ}: ZL
• Top quark pair production without genuine τ pairs: TTL
• Di-Boson and single top production without genuine τ pairs: VVL
• W→ ℓν contributions with ℓ ∈ {e, μ}: W
Uncertainty number of relative aected details on





2.2% for 1 parameter
e ID & Iso 1 2%
MC, EMB in 100% across years,
eτh, eμ 50% between MC, EMB
μ ID & Iso 1 2%
MC, EMB in 100% across years,
μτh, eμ 50% between MC, EMB
τh ID (μτh) 1 1% MC, EMB 50% between MC, EMB
τh ID (eτh) 1 1% MC, EMB 50% between MC, EMB
τh ID (τhτh) 1 1.4% MC, EMB 50% between MC, EMB
σtt̄ 1 6% TTL 100% across years
σDi-boson & single-t 1 5% VVL 100% across years
σZ→ℓℓ 1 4% ZL 100% across years
σW→ℓν 1 4% W 100% across years
HLT μ-leg (μτh) 2 2% MC, EMB 0% between MC, EMB
HLT e-leg (eτh) 2 2% MC, EMB 0% between MC, EMB
HLT (eμ) 1 2% MC, EMB 0% between MC, EMB
μ→ τh rejection 5 9 to 63% ZL in μτh
e→ τh rejection 2 18 to 41% ZL in eτh
μμ selection 1 4% EMB
Jet→ τh 2 per 3.7 to Jet→ τh in
0% across categories
estimation category 9.5% μτh, eτh, τhτh
Table 5.1.: Normalization uncertainties common to the H→ ττ analyses discussed in
sections 5.1, 5.2, and 5.3, modelled as nuisance parameters θj, which follow a
log-normal (lnN) distribution. If not stated otherwise, the uncertainties are
treated as uncorrelated across the years.
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Uncertainty number of aected details on





Z→ ℓℓ reweighting 1 ZL 100% between 2017, 2018
tt̄ reweighting 1 TTL 100% across years
τh ID (one τh) 5
MC, EMB in





50% between MC, EMB
(two τh candidates) τhτh
τh energy scale 4
MC, EMB in
50% between MC, EMB
μτh, eτh, τhτh
μ→ τh energy scale 2 ZL in μτh

























scale, resolution signal MC
HLT τh-leg 4 per MC, EMB in 0% between MC, EMB
(μτh, eτh, τhτh) nal state μτh, eτh, τhτh 0% across nal states
B-tagging 2 MC




reconstruction μτh, eτh, τhτh
QCD estimation 10 QCD in eμ
Jet→ τh 26 in μτh, eτh Jet→ τh in
0% across nal states
estimation 10 in τhτh μτh, eτh, τhτh
Table 5.2.: Shape altering uncertainties common to the H→ ττ analyses discussed in
sections 5.1, 5.2, and 5.3, modelled as nuisance parameters θi. If not stated
otherwise, the uncertainties are treated as uncorrelated across the years.
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For each uncertainty source, the number of nuisance parameters, the processes aected by
the uncertainty, as well as details on the correlations used for the considered uncertainty
are given in the two tables. In case of the normalization uncertainties, the relative variation
of the yield is given in addition.
To improve the stability of the statistical inference, as well as to avoid articial constraints
on nuisance parameters, all shape altering uncertainties, which do not signicantly change
the shape of the distribution of the chosen discriminator in a considered category, are
transformed into normalization uncertainties. The decision is taken by a comparison of a
systematic variation with the statistical uncertainties of the nominal distribution, pointing
to the possible fraction of statistical uctuations in the variation.
The presented uncertainty model is used for the statistical inference based on a binned
maximum likelihood approach. The observed number of events nk in each histogram bin
of the discriminator distribution is assumed to follow a Poisson distribution, leading to
the following denition of the likelihood evaluated for the total number of data events n:
L (n|μ · s (θ) + b (θ)) =
∏
i ∈ shape











nk; μ · sk
({θi}, {θj}) + bk ({θi}, {θj}) ) (5.3)
The expected number of events μ · sk
({θi}, {θj}) + bk ({θi}, {θj}) of each histogram bin k
is constructed from the background expectation bk and the signal expectation sk which is
scaled by the signal strength parameter μ. The corresponding Poisson distribution eval-
uated for the number of observed events nk corresponds to the probability of observing
nk events, given the expected number of events in that bin. The signal and background
expectations depend on the nuisance parameters altering the shape of the histogram,
θi, or changing its normalization, θj. The values of these nuisance parameters are not
known exactly, but with an uncertainty, and following a Gaussian or lnN distribution. To
account for this, the product of the Poisson probabilities is multiplied additionally with
the corresponding distributions of the nuisance parameters.
In the simplest application of the maximum likelihood approach, the likelihood is maxi-
mized with respect to all parameters to extract the signal strength μ of the expected signal
at the global maximum of the likelihood function, the best estimate value μ̂. The analysis-
specic variations of this procedure will be discussed in more detail in the following
sections.
5.1. SM H→ ττ analysis
Measurements of the properties of the observed Higgs boson with the mass of 125 GeV,
referred to as SM measurements in the following, focus on enriching the expected SM
Higgs boson signal at this particular mass. For that purpose, a mass related discriminator
is chosen, designed to separate backgrounds from the SM H→ ττ expectation, the SVt ττ
mass mττ in the classic version of the algorithm [165]. This algorithm is a likelihood based
method to determine the full 4-momentum of the Higgs boson, including the undetectable
contributions from neutrinos in τ decays, using the 4-momenta of the visible nal states, the
missing transverse energy vector, and its covariance matrix [96] as input. The separation




which is used for the BSM H→ ττ search and explained in more detail in section 5.2.
The comparison is performed in a category sensitive to VBF Higgs boson production, as
shown in gure 5.2. The better separation of the SM H→ ττ expectation from the Z→ ττ
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category sensitive to the SM VBF signal. The signal distribution for mττ has a
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Figure 5.3.: Distributions of the variables used for categorization, (left) Njets in the τhτh
nal state and (right) Nb-tag in the eτh nal state of the data-taking year 2018
for data and expected signals and backgrounds. The SM H→ ττ, BSM ϕ→ ττ
and SM H→WW signals are rescaled for shape comparison in the upper panel
of the gures. The grey background uncertainty bands include both statistical
and systematic uncertainties in the state before a maximum likelihood t.
For the SM measurement, the signal regions of the μτh, eτh, τhτh, and eμ nal states
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dened at the beginning of chapter 5 are further rened by requiring Nb-tag = 0 and
mττ < 250 GeV. The rst requirement is imposed to suppress the background from top
quark pair production, concentrated at Nb-tag ≥ 1 as can be seen in gure 5.3 (right) for the
eτh nal state. The second requirement is imposed to separate the SM measurement from
the high mass region to allow for a combination of categories sensitive to the observed
Higgs boson at 125 GeV with categories used for the search of additional heavy Higgs
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Figure 5.4.: Distributions of the variables used for categorization, (top left) ΔR in the eτh
nal state, (top right) p
T
(H) in the μτh nal state, (bottom left) mjj, and (bottom
right) Δηjj in the τhτh nale state of the data-taking year 2018 for data and
expected signals and backgrounds. The SM H→ ττ and H→WW signals
are rescaled for shape comparison in the upper panel of the gures. The
grey background uncertainty bands include both statistical and systematic
uncertainties in the state before a maximum likelihood t.
The signal region for the SM measurement is divided into categories based on quantities,
which depend on the kinematic properties of the selected ττ pair, and properties of the jets
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that accompany the ττ pair in the event. The rst step of the categorization is based on
the number of selected jets, Njets, sorting events into categories with zero, one or at least
two jets. As shown in gure 5.3 (left) for the τhτh nal state of the data-taking in 2018,
signal events from VBF Higgs boson production have mostly two jets, whereas events
from gluon fusion Higgs boson production, as well as from the major backgrounds, have
usually not more than one jet.
Further categorization is based on the separation between the ττ pair in the (η, ϕ) plane,
ΔR, and the reconstructed estimate of the Higgs boson p
T
(H), which is the magnitude of
the vectorial sum of visible ®pT of the ττ pair and ®pmissT . The categorization with ΔR allows
in particular to isolate events with contributions from Jet→ τh in the nal states with a
τh candidate. Events with at least two jets are categorized based on jet related quantities,
the invariant mass of the two jets with the highest p
T
, mjj, and their separation in η, Δηjj.
For the eμ, μτh and eτh nal states, specic categorizations are introduced based on Dζ
and mT(e/μ, pmissT ). The distributions of additional quantities used for categorization are
shown in gure 5.4 for ΔR in the eτh nal state, for pT(H) in the μτh nal state, and for
mjj and Δηjj in the τhτh nal state, taken from the data-taking year 2018.
The requirements used for the categorization of the signal regions in the μτh and eτh nal
states are summarized in gure 5.5. The nal states are indicated by the large lled blue
box at the top. The boxes framed in blue represent intermediate selection steps. The lled
blue boxes represent the nal category denition. The lled boxes with numbers to the
left/right indicate the binning in the given quantity. The bins are dened such, that they
include (exclude) the smaller (larger) boundary value.
Figure 5.5.: Categorization applied to the signal region rened for the SM measurement in
the μτh and eτh nal states. Details are given in the text.
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The requirements used for the categorization of the signal region of the τhτh nal state
are given in gure 5.6. A similar visualization as in gure 5.5 is used. Additionally, small
lled red boxes with requirements on ΔR or Δηjj indicate the categorization based on a
second variable. The dashed red line represents a unication of the corresponding two
regions into one category.
Figure 5.6.: Categorization applied to the signal region rened for the SM measurement in
the τhτh nal state. Details are given in the text.
The signal region of the eμ nal state is categorized as given in gure 5.7. A similar
visualization as in gures 5.5 and 5.6 is used.
Figure 5.7.: Categorization applied to the signal region rened for the SM measurement in
the eμ nal state. Details are given in the text.
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In addition to the uncertainty model summarized in tables 5.1 and 5.2, uncertainties specic
to the SM Higgs boson signal are introduced. As before, two types of uncertainties are
used, summarized in table 5.3 for normalization uncertainties, and in table 5.4 for shape
altering eects. The following abbreviations for the Higgs boson production processes are
used, where necessary:
• W boson associated production with W→ ℓν WH
• Z boson associated production with Z→ ℓℓ and Z→ νν ZH
• VBF production and W,Z boson associated production with W,Z→ qq qqH
• Gluon fusion ggH
• tt̄ associated production ttH
Uncertainty number of relative aected
source nuisance parameters variation processes
BR(H→ ττ) 3 0.6% to 1.7% H→ ττ
BR(H→WW) 3 0.6% to 1% H→WW
σggH (QCD scale) 1 3.9 ggH (H→WW)
σggH (p.d.f.) 1 3.2% ggH
σqqH (QCD scale) 1 0.5% qqH (H→WW)
σqqH (p.d.f.) 1 2.1% qqH
σWH,ZH (QCD scale, p.d.f.) 2 0.8 to 1.8% WH, ZH
σttH (QCD scale, p.d.f.) 2 3.6 to 8% ttH
Table 5.3.: Normalization uncertainties specic to the SM Higgs boson signals, modelled
as nuisance parameters, which follow a log-normal (lnN) distribution. The
nuisance parameters are treated as 100% correlated across the years.
Uncertainty number of aected
source nuisances parameters processes
σggH (QCD scale) 9 ggH (H→ ττ)
σqqH (QCD scale) 10 qqH (H→ ττ)
Table 5.4.: Shape altering uncertainties specic to the SM Higgs boson signals. The nui-
sance parameters are treated as 100% correlated across the years.
In the context of the SM measurement, the signal strengths of the two main produc-
tion modes, μggH and μqqH, as well as their combination to the signal strength μ are
measured in the SM H→ ττ analysis. The remaining contributions to the H→ ττ and
H→WW→ 2ℓ2ν signals are xed to their SM expectations. Of relevance for the analysis
are the results of the signal strengths, their constraints, the signicance of the results, and
the correlation between μggH and μqqH.
To obtain these results, the likelihood function of equation 5.3 is extended to the negative
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logarithmic likelihood ratio
qμ = −2 · Δ ln L(μ) = −2 · ln
(
L(n|μ · s(θ̂μ) + b(θ̂μ))
L(n|μ̂ · s(θ̂) + b(θ̂))
)
. (5.4)
The denominator in the likelihood ratio represents the global maximum of the likelihood,
from which the best estimate μ̂ can be extracted. The numerator in the ratio corresponds
to a local maximum of the likelihood for a xed value of μ. Based on this log-likelihood
ratio and for a xed value of μ, the probability to obtain an observed result qobsμ or larger
can be computed, if the distribution of qμ is known. This probability is usually referred to





An example for such a p-value is related to the signicance of a signal, computed for
μ = 0 and a distribution f(q
0
) under the assumption of no signal. The signicance is
directly related to the probability to obtain the result q
obs
0
or larger due to a uctuation
from backgrounds. The smaller the p-value p
0
, the higher the signicance Z, which can be
computed from p
0
and given in multiples of a standard deviation of a normal distribution:
Z =
√
2 · err−1(2 · p
0











is the inverse of the error function, which is related to the cumulative Gaussian
distribution Φ.
Provided that the likelihood is evaluated for a large number of events [166], the log-
likelihood ratio from equation 5.4 can be approximated by the following term:




The square root of the variance of the best estimate signal strength, σ̂2, corresponds then
to the constraint on the signal strength measurement. This approximation leads to the
following consequences:
• The log-likelihood ratio qμ follows a non-central χ
2
distribution with one degree of
freedom for xed μ, such that p-values can be computed easily with this analytic
approximation, for example for the signicance Z. Furthermore, the quantiles of the
χ2 distribution are directly related to the values of qμ, allowing the construction of
condence intervals and regions, covering for example 68% or 95% of the possible
values of qμ drawn from f(qμ).
• While scanning qμ, the constraint σ̂ can be found by searching for the crossing of
the parabolic approximation in equation 5.6 with qμ = 1.
• In case of multiple signals, the covariance matrix of the corresponding signal strength
parameters μi can be computed from second order derivatives of the log-likelihood
ratio, m2/mμimμj (Δ ln L). In that way, correlations between the signals can be approx-
imated.
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Distributions of the discriminating variables are shown for a selection of categories, which
enter the statistical inference. For the data-taking year 2018, background (BG) enriched
categories discussed at the beginning of this chapter are shown in gure 5.8, and categories
for SM H→ ττ signal extraction in gures 5.9, 5.10, 5.11, and 5.12 for the eμ, eτh, μτh,
and τhτh nal states. Background uncertainties shown in the gures correspond to the
quadratic sum of statistical and systematic uncertainties after performing a maximum
likelihood t of the inclusive signal strength μ. Data is in well agreement with expected
signal and background contributions within the uncertainties. Categories with Njets = 0
collect ggH signal, which does not contribute to categories with Njets ≥ 1. Categories with
Njets = 1 have an increased sensitivity to ggH, and in case of large pT(H), they become
relevant also for qqH. Categories with Njets ≥ 2 are sensitive to both signals, with an
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Figure 5.8.: Distributions of mττ and m
tot
T
for eμ, τhτh, eτh, and μτh in control regions of
data-taking in 2018. Expected SM H→ ττ signal, rescaled for shape compar-
ison in the upper panels, is shown with data and stacked background (BG).
Grey uncertainty bands illustrate the total BG uncertainty after a maximum













 < 250 GeVττm = 0, b-tagN: µe
 -10 GeV≥ ζD(H) < 10 GeV, Tp = 0, jetsN




























 < 250 GeVττm = 0, b-tagN: µe
 [-35,-10) GeV∈ ζD(H) < 10 GeV, Tp = 0, jetsN






























 < 250 GeVττm = 0, b-tagN: µe
 [40,120) GeV∈(H) 
T
p = 1, jetsN
















Data / BG  + BG) / BGττ→(ggH(125)















 < 250 GeVττm = 0, b-tagN: µe
 [120,200) GeV∈(H) 
T
p = 1, jetsN
















Data / BG  + BG) / BGττ→(ggH(125)













 < 250 GeVττm = 0, b-tagN: µe
 < 350 GeVjjm 2, ≥ jetsN
















Data / BG  + BG) / BGττ→(ggH(125)













 < 250 GeVττm = 0, b-tagN: µe
 350 GeV≥ jjm 2, ≥ jetsN
















Data / BG  + BG) / BGττ→(ggH(125)
 + BG) / BGττ→(qqH(125)
Figure 5.9.: Distributions of mττ for eμ in six selected categories of data-taking in 2018.
Expected SM H→ ττ signal, rescaled for shape comparison in the upper panels,
is shown with data and stacked background (BG). Grey uncertainty bands
illustrate the total BG uncertainty after a maximum likelihood t for μ. In the
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Figure 5.10.: Distributions of mττ for eτh in six selected categories of data-taking in 2018.
Expected SM H→ ττ signal, rescaled for shape comparison in the upper
panels, is shown with data and stacked background (BG). Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for μ.
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Figure 5.11.: Distributions of mττ for μτh in six selected categories of data-taking in 2018.
Expected SM H→ ττ signal, rescaled for shape comparison in the upper
panels, is shown with data and stacked background (BG). Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for μ.
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Figure 5.12.: Distributions of mττ for τhτh in six selected categories of data-taking in 2018.
Expected SM H→ ττ signal, rescaled for shape comparison in the upper
panels, is shown with data and stacked background (BG). Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for μ.
In the lower panel, SM H→ ττ is scaled to SM expectation.
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Results for signal strengths μ, μggH and μqqH are shown in gure 5.13. These comprise the
constraints and corresponding scans of the likelihood ratios for all signal strengths, and in
addition, signicances Z for μggH and μqqH in multiples of a standard deviation σ, as well
as the correlation ρ between these two parameters of interest. In case of the analysis with
two signals, ggH and qqH, one of the signal strength parameters is always free oating,
while the other parameter is scanned. In that way, the freely oating parameter takes its
best estimate value for a given xed value of the scanned parameter. The signicances are
evaluated in the same way, setting the signal strength parameter to be studied to 0, while
the other one is oating. The correlation between μggH and μqqH is computed from the
second derivatives of the log-likelihood ratio with respect to these two parameters.
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Figure 5.13.: Observed (expected) results of the SM H→ ττ measurement on the full
Run 2 data. The log-likelihood scans of signal strength parameters μ, μggH
and μqqH shown as black (blue) curves in the gures at the top left and bottom
are checked for a crossing with 1, indicated by the dashed lines. The crossings
are projected onto the axis of the signal strength parameter to obtain the
signal strength constraints given at the top right corner of each gure. The
observed (expected) signicances ZggH and ZqqH, as well as the correlation
ρ(ggH, qqH), are given at the top right in black (blue).
The obtained results of the SM H→ ττ measurement on the full Run 2 data demonstrate,
that a high sensitivity to the two main Higgs boson production modes, μggH and μqqH,
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can be achieved with a proper categorization, allowing to test the eective couplings to
gluons, τ leptons and electroweak vector bosons. Provided with such a high sensitivity, the
contribution of a light scalar Higgs boson at about 125 GeV should be taken consistently
into account to exploit the full potential of the H→ ττ analysis for BSM interpretations
in form of benchmark scenarios [43, 44].
The observed results are consistent with the SM expectation, within 1σ for μ and μggH,
and within 2σ for μqqH. The smooth course of the observed and expected log-likelihood
scans point to a stable and converging statistical inference of the presented analysis.
5.2. Classic BSM H→ ττ analysis
The following BSM search for Higgs bosons in ττ nal states is inspired by the H→ ττ
search on the 2016 data published by CMS [19]. The categorization of the signal regions
introduced at the beginning of chapter 5 is performed using three quantities: Nb-tag,
mT(e/μ, pmissT ) in the μτh and eτh nal states, and Dζ in the eμ nal state. The main
categorization is performed based on Nb-tag to dene categories enriched with the signal
from b-associated production. An additional, more nal state specic categorization is
applied to each of the μτh, eτh and eμ nal states. The requirements used for categorization
are visualized in gure 5.14 for the μτh and eτh (blue), the τhτh (red), and the eμ (green)
nal states in a similar way as shown before in gures 5.5, 5.6, and 5.7.
Figure 5.14.: Categorization applied to the signal regions of the BSM search for Higgs
bosons in the ττ nal states. Details are given in the text.
The discriminator chosen for the BSM search is the total transverse mass computed for









(τ1, pmissT ) +m2T(τ2, pmissT ) +m2T(τ1, τ2) (5.7)




. This variable is well suited for the search for heavy Higgs bosons in particular
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because of small tails of its distribution at high mass values, despite the fact, that its reso-
lution at low mass values is weaker than for mττ. A comparison of the two discriminators
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Figure 5.15.: Distributions of the discriminators mττ and m
tot
T
in a category used in the BSM




has smaller high mass tails, allowing for a better discrimination of heavy
Higgs boson signals from the background.
In addition to the uncertainties introduced in tables 5.1, 5.2, 5.3 and 5.4, the BSM sam-
ples of the b-associated production are equipped with mass-dependent normalization
uncertainties which are anti-correlated between the categories with at least one b-tagged
jet and the categories without a b-tagged jet. If predictions for the cross-sections and
the branching fractions from a BSM model are provided, then additional normalization
uncertainties are included [43, 44]. In case of gluon fusion production, QCD scale and
p.d.f. + αs uncertainties are used. For b-associated production, a single uncertainty is used
to account for all theoretical variations of the prediction.
Results of the BSM search are presented in form of upper limits on the yield for a model-
independent search of a single resonance, and in form of exclusion contours in the
(mA, tan β) parameter plane of the M125h scenario [43], which serves as a proxy for several
specic BSM scenarios with a THDM inspired Higgs sector.
Both representations of the results are obtained with the CLs method [167–169]. For
this purpose, the p-values of two hypotheses are computed, pμ for the hypothesis to be
tested and p
0
for the reference hypothesis for a given test statistic qμ, assuming dierent
distributions of qμ for each of the hypotheses. The CLs value is then dened as the ratio of
the two p-values, compared with a xed condence level 1 − α = 95%. A yield prediction











≤ α = 0.05
To examine the sensitivity of an analysis, the CLs value is computed for the quantiles
from the expected distribution of the test statistic assuming the reference hypothesis. The
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median quantile coincides with the most probable value of the test statistic, if the reference
hypothesis would be true. The other four quantile values are correspond to the 68% and
95% condence intervals around the median. For a better understanding and interpretation
of the corresponding CLs values, an illustrative example will be discussed in the following,
















































Figure 5.16.: Illustrative example of the CLs method based on Gaussian distributions of
a test statistic, assuming a reference hypothesis f0, and two alternative hy-
potheses, one with a broader Gaussian distribution f1, and another one with
a narrower Gaussian distribution f2.
Assuming that the distributions of the test statistic are known, the quantiles can be directly
obtained from the distribution of the reference hypothesis f0 with known p-values, shown
in gure 5.16. Then, these quantiles can be used to integrate over the distributions of the
alternative hypotheses to obtain the corresponding p-values, given for the rst alternative
hypothesis based on f1, and for the second alternative hypothesis based on f2.
After comparing the resulting CLs values with the 0.05 threshold, it can be concluded,
that the rst alternative hypothesis can not be excluded by any of the ve quantiles,
while the second hypothesis is excluded by all quantiles but the one corresponding to
p
0
= 97.5%. Assuming, that the alternative hypotheses f1 and f2 correspond to xed values
of a parameter of interest μ = 1 and μ = 2, the smaller value of the parameter is expected
to be outside of each exclusion contour, while the larger value of the parameter is expected
to lie between the exclusion contours corresponding to p
0
= 97.5% and p
0
= 84%.
The CLs values for the dierent expected quantiles can be interpreted as a measure, how
well the alternative hypotheses can be distinguished from the reference hypothesis, and
because of that, also as a measure for the sensitivity of the given analysis.
A specic feature of the CLs value is, that the exclusion of the alternative hypothesis
depends on the ability to model the data by the reference hypothesis. In case of a bad
description leading to a low value of p
0
, the CLs value is increased, so that the alternative
may not be excluded despite of a low p-value. This eect can be observed for the 1st





The reference hypothesis of the model-independent BSM search for a single Higgs boson
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is chosen to be the background expectation together with the SM Higgs boson signal. In
this case, the log-likelihood ratio of equation 5.4 is used in a modied version
qμ = −2 · ln
(
L(n|μ · sBSM(θ̂μ) + sSM(θ̂μ) + b(θ̂μ))
L(n|μ̂ · sBSM(θ̂) + sSM(θ̂) + b(θ̂))
)
, (5.8)
which allows again to use asymptotic formulae for the computation of the upper limits
[166].
Two production processes are used to model the model-independent contribution of a





as predicted by the SM for a given mass mϕ. Each of the two signal
contributions is scaled to a yield corresponding to a product of the cross-section and
branching fraction of 1 pb. In that way, upper limits on the two signal strengths μggϕ and
μbbϕ are given in pb, so that they can be interpreted as upper limits on the product of the
cross-section and branching fraction, σ(ϕ) · BR(ϕ→ ττ).
To compute these limits, one of the signal strengths is considered as the main parameter
of interest, which is scanned to reach a CLs of 0.05, while the other one is left oating to
obtain its best estimate value for a given value of the main parameter.
The distributions of the discriminating variable m
tot
T
are shown in gures 5.17, 5.18, 5.19,
and 5.20 for the BSM categories of the eμ, eτh, μτh, and τhτh nal states. Distributions of
the BSM Higgs boson resonances at a mass of 500 GeV produced via gluon fusion (ggϕ)
or in association with bottom quarks (bbϕ) with σ · BR = 1 pb are added on top of the
total background and compared to data. The lower panels of the gures show always
the summed expectation of signal and background, and data, both divided by the total
background. Background uncertainties correspond to the quadratic sum of statistical and
systematic uncertainties after performing a maximum likelihood t for the signal strengths
μggϕ and μbbϕ. Comparing the expectation consisting of the signals at mϕ = 500 GeV scaled
to σ · BR = 1 pb and background with data, it can be concluded, that data is compatible
with background within the uncertainties, and the signal with σ · BR = 1 pb is expected to
be excluded.
The eμ nal state has the smallest sensitivity to the BSM signal, mostly from the categories
with Nb-tag = 0, whereas in categories with Nb-tag ≥ 1, the signal is suppressed by the
large contribution from the tt̄ background. Higher sensitivity is given in the eτh and μτh
nal states, shared equally between ggϕ and bbϕ in categories with Nb-tag = 0, and with
an increased amount of bbϕ signal in categories with Nb-tag > 0. Thereby, the sensitivity
is mainly driven by categories with mT(e/μ, pmissT ) < 40 GeV, whereas the other two
categories are supposed to collect the remaining signal. The τhτh nal state has the best
sensitivity, shared between the ggϕ and bbϕ equally in the category with Nb-tag = 0, while
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Figure 5.17.: Distributions of m
tot
T
for eμ in BSM categories of data-taking in 2018. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure 5.18.: Distributions of m
tot
T
for eτh in BSM categories of data-taking in 2018. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure 5.19.: Distributions of m
tot
T
for μτh in BSM categories of data-taking in 2018. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure 5.20.: Distributions of m
tot
T
for τhτh in BSM categories of data-taking in 2018. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
μggϕ and μbbϕ. In the lower panels, the ratio to BG is shown.
In gure 5.21, results for the upper limits on σ · BR are shown for (left) ggϕ and (right)
bbϕ in a mass range mϕ ∈ [110, 3200] GeV. At the top, the results are restricted to the
2016 dataset to compare to the expected limits from the CMS publication on the same
dataset [19]. At the bottom, the result on the full Run 2 dataset is shown, compared with
the corresponding expectation from the ATLAS experiment [170]. The comparison for
the 2016 dataset at the top of the gure reveals, that several improvements to the analysis
have been made since the CMS publication, including
• a more ecient identication of electrons and τh candidates,
• a more ecient b-tagging method,
• the usage of a ®pmiss
T
denition with a better resolution,
• the switch to the τ embedding method to estimate backgrounds from genuine τ
pairs,
• improved corrections on the jet energy scale and resolution,
• and a more accurate uncertainty model.
These improvements can explain the stronger expected limits obtained on the same dataset
for masses up to mϕ ≈ 1600 GeV.
Compared to the results from the ATLAS experiment, the obtained expected upper limits
are computed in a wider mass range and are stronger in the mass region mϕ ∈ [110, 700]
GeV, and consistent with the expected upper limits from ATLAS for higher mass values,
where the shape information of the discriminator chosen for statistical inference plays a
minor role.
Green and yellow lled bands represent the 68% and 95% expected condence bands, which
are determined with the procedure illustrated with gure 5.16. They can be interpreted as
uncertainties on the expected median limit.
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Observed upper limits are compatible with the SM expectation within 3σ standard de-
viations, with a few mass points slighly beyond the 95% condence intervals, which
corresponds to 2σ uctuations from the SM hypothesis. Observed limits stronger than
the expected by more than 2σ point to residual mismodelling in the background model
in the relevant region of m
tot
T
. In consequence, the excess of about 2σ for ggϕ at masses
mϕ ∈ [600, 1000] GeV in the limits for entire Run 2 data can be explained by such a
mismodelling.
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Figure 5.21.: Model-independent upper limits at 95% condence level on (left) gluon fusion
and (right) b-associated production σ · BR of a Higgs boson ϕ with mass mϕ
for (top) 2016 data and (bottom) the entire Run 2 data. The black dashed line
represents the median of the expected upper limit, while the green and yellow
bands show the 68% and 95% condence intervals for a given value of mϕ.
Black dots connected with black solid lines correspond to observed limits.
Expected results from (red) CMS [19] and (blue) ATLAS [170] are shown as
dashed lines for comparison.
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For model-dependent exclusion limits on the M
125
h
scenario [43], the test statistic depends
on the signal model used for the statistical inference. Two setups are used to model the
signal:
• only heavy Higgs bosons: H,A→ ττ
• full signal spectrum: h,H,A→ ττ
For the rst setup, the BSM denition of the test statistic qμ in equation 5.8 can be directly
used to calculate the CLs value, so that for μ > 0 the contribution from the BSM model is
added on top of the SM expectation and for μ = 0, all BSM contributions vanish. In case




the Higgs bosons, usually the light scalar h, is expected to be compatible with the SM
expectation. Consequently, the SM expectation is replaced by the prediction from the BSM
model, so that a redenition of the likelihood is implied:
L(μ) = L(n|μ · sBSM(θ) + (1 − μ) · sSM(θ) + b(θ))
With this likelihood denition, the test statistic with the log-likelihood ratio qμ from
equation 5.8 becomes ill-dened, since the global best estimate in the denominator of the
ratio is allowed to take values of μ dierent from 1 or 0, leading to a mixture of the Higgs
boson expected from the SM with the light scalar h of the BSM model. To avoid this, a
new test statistic q
(B)SM





with the likelihood denition from above:
q
(B)SM





= − 2 · ln
(
L(n|sBSM(θ̂1) + b(θ̂1)) · L(n|μ̂ · sBSM(θ̂) + (1 − μ̂) · sSM(θ̂) + b(θ̂))
L(n|sSM(θ̂0) + b(θ̂0)) · L(n|μ̂ · sBSM(θ̂) + (1 − μ̂) · sSM(θ̂) + b(θ̂))
)
= − 2 · ln
(
L(n|sBSM(θ̂1) + b(θ̂1))
L(n|μ̂ · sBSM(θ̂) + (1 − μ̂) · sSM(θ̂) + b(θ̂))
)
+ 2 · ln
(
L(n|sSM(θ̂0) + b(θ̂0))







This adapted test statistic allows on one hand to test two signal hypotheses against each
other, which have overlapping predictions, and on the other hand, its distribution can be
estimated by asymptotic formulae, as it is the case for the log-likelihood ratio qμ, since
q
(B)SM
is related to it.
The resulting exclusion contours for M
125
h
benchmark scenario in the (mA, tan β) param-
eter space are shown in gure 5.22 for parameter values mA ∈ [110, 2600] GeV and
tan β ∈ [2, 60].
On the left, a signal composition with only the heavy Higgs bosons H and A is used. The
condence level bands are small with respect to variations in mA or in tan β, which both
change the yield and shape of the signal contributions from the heavy Higgs bosons H
and A. Because of a similar BSM signal modelling, these expected results can be compared
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with results from the ATLAS experiment [170]. The analysis presented in this thesis is
competitive with the results from ATLAS, as can be concluded from gure 5.22 (left).
However, it must be taken into account, that the additional uncertainties on the cross-




are treated dierently in the ATLAS analysis [171], such that the comparison done for
model-independent results shown in gure 5.21 (bottom) can not be translated directly
into the comparison shown in gure 5.22 (left).
Exclusion contours for the setup with the full Higgs boson spectrum are shown on the
right of gure 5.22. Due to the low sensitivity to the light scalar Higgs boson h, the results
are similar to the ones on the left of gure 5.22. An additional comparison with expected
limits from the CMS publication for 2016 data [19] is shown for this setup. The results
of this thesis in gure 5.22 (right) based on full Run 2 data allow to exclude the entire
considered parameter space below mA . 350 GeV, and to push the expected exclusion
contour towards higher values of mA.
Observed CLs limits in both setups are consistent with the SM expectation. The excess
for mA ∈ [600, 1000] GeV expected from model-independent results for ggϕ shown in
gure 5.21 (bottom left) is within the 95% condence band, corresponding in this case to
a uctuation of less than 2σ. This can be partly explained by the introduction of model-
dependent uncertainties on the cross-section and branching fraction predictions, which
are not available in the model-independent case. Furthermore, the dominant contribution
for the parameter point (mA, tan β) = (700 GeV, 8) is from the b-associated production,
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Figure 5.22.: CLs exclusion contours in (mA, tan β) for M125h using the classic BSM catego-
rization for the signal regions of all ττ nal states. On the left, only the heavy
Higgs bosons are used in the signal model, whereas on the right, the full
Higgs spectrum is tested, including the light scalar Higgs boson h. The lled
area corresponds to the parameter space excluded by observed CLs limits,
the dashed black line to the median expected exclusion contour, and the grey
shaded bands to the 68% and 95% condence intervals. The median expected
results are compared with expected exclusion contours from (left) ATLAS
[170], and (right) CMS [19], shown as dashed blue lines.
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An additional test of the sensitivity to the light scalar Higgs boson is performed by changing
the yield of the ggh and qqh MSSM contributions by ±10%. The impact of this change is
illustrated by signal distributions of m
tot
T
expected for the SM and for the MSSM, which
are obtained from a weighted sum over the distributions of m
tot
T
in each category. The
weight is computed per category as the ratio between SM signal yield expectation and the
sum of the SM signal yield with the total background yield, hSM/(hSM + BG). It is used to
reweight both the SM and the MSSM expectation in each category. The MSSM parameters
are chosen to be mA = 1500 GeV and tan β = 15 to reduce the nominal yield dierence
between the expectations from MSSM and SM, as can be seen in gure 2.2 for (top left)
the gluon fusion cross-section and (top right) h→ ττ branching fraction.
The resulting signal distributions for the MSSM expectation of ggh and qqh compared
with respect to the corresponding SM expectation are shown in gure 5.23 on the left,
together with the corresponding expected exclusion contours on the right. At the top of
gure 5.23, the nominal expectation from the M
125
h
scenario is shown, corresponding to
the results in gure 5.22 on the right. In the middle of gure 5.23 the +10% variation of
the MSSM signal yield is illustrated, at the bottom of gure 5.23, the −10% variation.
As discussed in subsection 4.2.2, the MSSM predictions for ggh and qqh are constructed
from the distribution of the SM prediction for the Higgs boson at 125 GeV, reweighted
to σ · BR predicted by the M125
h
scenario. This is done to avoid possible dierences in
the properties of the Higgs boson resulting from dierent software used to simulate the
process. In consequence, the approximated prediction for ggh and qqh always corresponds
to a mass of 125 GeV, which does not hold for the region in the (mA, tan β) parameter
space marked with the red hashed contour with mh ≠ 125 ± 3 GeV.
Despite the strong deviation of the manually varied signal yield expected from the MSSM,
the expected CLs exclusion contours do not change signicantly in the parameter space
with mh = 125 ± 3 GeV. This is expected, since the analysis presented in this section
is mainly designed for a search for heavy Higgs boson resonances. In the following
section 5.3, it will be shown, how the sensitivity to yield changes of the light scalar Higgs
boson can be increased by combining the BSM and SM inspired categories.
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Figure 5.23.: Illustration of the impact of yield changes in the signal distributions (left) on
the CLs exclusion contours of the M
125
h
scenario (right), using the H→ ττ
analysis with BSM categorization. The nominal MSSM yield for ggh and qqh
(top) is changed by (middle) +10% and (bottom) −10%. Details are given in
the text.
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5.3. BSM H→ ττ analysis including SM categories
To include the SM categories into the BSM analysis, the signal regions of all ττ nal states
are divided into three parts, based on Nb-tag and mττ. The SM categories of section 5.1 are
left unchanged, so that for events with Nb-tag = 0, a high mass region is created by the
requirement mττ ≥ 250 GeV, where the BSM categorization from section 5.2 is applied.
The BSM categories for events with Nb-tag ≥ 1 remain unchanged.
The signal modelling is chosen dependent on the categorization to simplify the technical
setup for the statistical inference. For the SM categories, where the contributions from
ggh and qqh are most relevant, only these signals are used in the signal model. The high
mass region with Nb-tag = 0 is expected to be most sensitive to the heavy Higgs bosons
H, A in the ggϕ and bbϕ production modes. The Nb-tag ≥ 1 region, as well as the three
control regions, are equipped with the full signal model of the three neutral Higgs bosons.
This simplication has the consequence, that the sensitivity to the heavy Higgs bosons H
and A with mH,mA . 200 GeV is reduced, since they would also contribute to the total
signal yield in the SM categories. On the other hand, the sensitivity of the SM categories
is expected to be driven by the ggh and qqh processes, so this simplication is considered
justied. The signal assignment to the categories is summarized in table 5.5.
Signal
Categorization ggh, qqh H, A bbh
Nb-tag = 0, mττ < 250 GeV (SM) 3 7 7
Nb-tag = 0, mττ ≥ 250 GeV (BSM) 7 3 7
Nb-tag ≥ 1 (BSM) 3 3 3
Control regions 3 3 3
Table 5.5.: Assignment of BSM signals to the SM and BSM categories.
In gures 5.24 and 5.25, m
tot
T
distributions from BSM categories with Nb-tag = 0 are shown,
which were additionally required to contain only events, that fulll mττ ≥ 250 GeV, to
be able to include the SM categories into the analysis. The dierence with respect to the




values with reduced contributions from the background with genuine τ pairs and




prediction of the heavy Higgs boson resonances H and A for parameters mA = 700
GeV and tan β = 30 is shown in these distributions as signal. For this parameter point,
the two heavy Higgs bosons are degenerate in mass and the MSSM cross-sections for the
b-quark associated production and gluon fusion are modied by the high tan β value, such






for (mA, tan β) = (700 GeV, 30) in M125h
In consequence, a single Higgs boson resonance is expected as a reconstructed signature,
resulting mostly from the b-quark associated production. This is veried by the gures
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Figure 5.24.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250




scenario at (mA, tan β) = (700 GeV, 30) for the heavy Higgs
bosons H and A is shown as signal, resulting in a single mass degenerate
resonance dominated by the b-quark associated production. The signal is
added on top of the stacked background expectation and compared with data.
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
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Figure 5.25.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250




at (mA, tan β) = (700 GeV, 30) for the heavy Higgs bosons H and A is shown
as signal, resulting in a single mass degenerate resonance dominated by the
b-quark associated production. The signal is added on top of the stacked
background expectation and compared with data. Grey uncertainty bands
illustrate the total BG uncertainty after a maximum likelihood t performed
for the xed (mA, tan β) values.
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Figure 5.26.: CLs exclusion contours in (mA, tan β) for M125h using the categorization and
signal composition given in table 5.5. The median expected results are com-
pared with the expected exclusion contour for classic BSM categorization
shown in gure 5.22 (right), shown as a dashed blue line.
Results for the model-dependent exclusion contours of the M
125
h
scenario are shown in
gure 5.26. Within the eligible parameter space satisfying the requirement mh ∈ [122, 128]
GeV, these results are compatible with gure 5.22. These ndings are consistent with the
exclusion at the bottom right of gure 2.2 constructed from constraints on the coupling κτ,
which are obtained from combined measurements of the properties of the observed Higgs
boson at 125 GeV [12]. On the other hand, the exclusion is extended for low tan β values,
for which the yield prediction from M
125
h
deviates signicantly from SM, in addition to the
mass dierence.
A similar test as illustrated by gure 5.23 is performed to demonstrate the increased
sensitivity to ±10% changes in the yield of the MSSM expectation for ggh and qqh. The
resulting signal distributions of mττ from the SM categories, which are illustrated for
mA = 1500 GeV and tan β = 15, and the corresponding exclusion contours in the (mA, tan β)
parameter plane are shown in gure 5.27.
Due to the optimized categorization, the eective hSM/(hSM+BG) weighted yield of the SM
and MSSM signals is increased by ≈ 40% with respect to the test performed in gure 5.23.




a better resolution for mττ ≤ 250 GeV. In consequence, the changes of ±10% applied to
the expected MSSM yield are more signicant relative to the total signal uncertainty and
increase the impact on the exclusion contours signicantly.





= 2.5% of the 68% and 95% condence bands. In case of the upward yield variation
in gure 5.27 (middle), these contours are moved up for low tan β, and to the right for the
remaining values of tan β. For the downward yield variation in gure 5.27 (bottom), both
contours are moved even more to the right, such that the one corresponding to p
0
= 2.5%
reaches the (mA, tan β) = (2600 GeV, 60) corner of the parameter space.
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Figure 5.27.: Illustration of the impact of yield changes in the signal distributions (left)
on the CLs exclusion contours of the M
125
h
scenario (right), using the BSM
H→ ττ analysis with SM categories. The nominal MSSM yield for ggh and





The scope of this thesis has been an ansatz for the global analysis of all ττ events measured
by CMS, in the full range of the invariant ττ mass. This ansatz unies dedicated measure-
ments of the properties of the observed Higgs boson (hobs) in the explicit Standard Model
(SM) interpretation, with traditional robust searches for additional neutral heavy Higgs
bosons in the h,H,A→ ττ decay channel in the context of the minimal supersymmetric
extension of the SM (MSSM). The MSSM serves as a proxy for general two Higgs doublet
(THDM) extensions of the SM Higgs sector. In the SM interpretation, the hobs is associated
with the SM Higgs boson (hSM). In the MSSM interpretation, the hobs is usually associated
with the lightest neutral MSSM Higgs boson, h.
In consequence, two analyses and their combination have been presented and discussed
throughout this thesis: A measurement of the stage-0 simplied template cross-sections
(STXS) [144] for gluon fusion and vector boson fusion (VBF) in the SM interpretation, and
a traditional search for additional neutral heavy Higgs bosons in the MSSM interpretation.
Both analyses are based on the full LHC Run 2 dataset obtained from proton-proton colli-
sions at a centre of mass energy of 13 TeV with an integrated luminosity of 137 fb
−1
. The
backgrounds to these analyses are obtained to up to 90% from data.
The presented work benets from the experience gained with and synergies used across the
following analysis projects pursued and brought to publication by the CMS collaboration,
during this Ph.D.:
• the development of the τ embedding technique for the estimation of the most
dominant background for analyses in ττ nal states, the production of genuine ττ
pairs from non-Higgs boson SM processes like Z→ ττ [122],
• the search for additional neutral Higgs bosons in the ττ nal states [19],
• and the measurement of STXS of the observed Higgs boson in the H→ ττ decay
channel in the SM interpretation [21].
Both analyses have been performed from front to end in the four most sensitive ττ nal
states τhτh, μτh, eτh, and eμ. Auxiliary measurements, reconstruction and identication
techniques, and the modelling of signal and background contributions to the ττ nal states
were studied in detail and brought to their state-of-the-art realization within the CMS
collaboration.
The analyses presented throughout this thesis are meant to have blueprint character for
future measurements of CMS. They are simpler than the individual measurements, which
have been published, in a few aspects, focusing on the main goal of unication of the two
approaches. Once this unied paradigm is established, the individual parts of the analysis
may grow again in complexity.
Based on the full Run 2 dataset, the SM analysis presented in this thesis reaches an ob-
served (expected) signicance of 6.1(5.0)σ and 1.9(3.8)σ for each of the two corresponding
dominant production modes, gluon fusion and VBF, in the SM interpretation. In conse-
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quence, the resulting expected sensitivity is competitive with the currently published
results from CMS, which are more sophisticated in their technique, but based on smaller
datasets [20, 21].
The search for additional neutral heavy Higgs bosons in the H→ ττ decay channel shows
a signicant improvement with respect to the currently published expected results from
CMS [19], and is competitive with the latest expected results from ATLAS [170].
Both analyses are combined to investigate the benet of extending the search for heavy
resonances with a measurement of properties of the presumed boson h, in the MSSM in-
terpretation. For this purpose, the predictions of the main MSSM production modes gluon
fusion and b-quark associated production were supplemented with the VBF prediction for
the boson h for the very rst time in the course of this thesis in close collaboration with
the LHC Higgs Cross-Section Working Group (LHCHXSWG) and the theory department
at KIT (ITP).
With the introduced global interpretation of ττ events, a highly discriminating role of the
coupling of the boson h to τ leptons for variations within ±10% was demonstrated. In per-
spective of combined Run 2 and Run 3 datasets and with rened analysis techniques, this
sensitivity can be brought to variations as small as ±2-3% and thus provide the strongest
constraints on potential realization of supersymmetry.
The demonstration of such a global analysis in ττ nal states can be extended by other
nal states with sensitivity to any of the bosons h, H or A. Such sophisticated analyses
based on explicit benchmark models for physics beyond the SM will provide an important
complement to the generic analyses of the coupling structure of the hobs in form of eective
eld theories.
The rst version of the presented analyses was handed in in a blind state according to
CMS scientic rules. After the Ph.D. defense, it was agreed upon with the referees to
prepare the analyses for unblinding and present them in front of CMS. The results in this
nal version of the dissertation were approved by convenors of the CMS collaboration
in the context of a thesis approval. This thesis is anticipated to serve as the basis for the
upcoming CMS search for additional neutral heavy Higgs bosons in the MSSM or general
THDM models, planned for publication in 2021.
During the Run 3 of the LHC, several conceptional renements have the potential to in-
crease the outlined sensitivity of the presented H→ ττ analyses even further and beyond
the bare increase in luminosity. In the following, only three examples will be given:
• The acceptance of the search for additional heavy Higgs bosons in the ττ nal states
can be signicantly increased, if events are taken into account, which are selected
with a trigger designed for boosted hadronic τ lepton decays [172]. The expected
increase in sensitivity is of the order of 10 to 20%.
• A multivariate classication of ττ events based on neural networks [173] has proven
to provide an increased sensitivity [21] to hobs, with the possibility to decrease the
number of categories. An extension of this approach to Higgs bosons with masses
between 100 GeV and 4 TeV is in principle possible and could be revisited [174].
• Subtleties in the way the CMS detector alignment and calibration are currently
mapped into the τ embedding method are currently the limiting factor in the pre-
cision of the method [124, 125, 127, 128]. Envisaged improvements at this end
might well lead to control of this background at the level of 1-2% in the kinematic
distributions, leading to an unprecedented level of precision of ττ analyses.
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Figure A.1.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ, BSM ϕ → ττ and SM H→WW signals are rescaled for shape
comparison in the upper panel of the gures. The grey background uncertainty
bands include both statistical and systematic uncertainties in the state before
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Figure A.2.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ and H→WW signals are rescaled for shape comparison in the
upper panel of the gures. The grey background uncertainty bands include
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Figure A.3.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ, BSM ϕ → ττ and SM H→WW signals are rescaled for shape
comparison in the upper panel of the gures. The grey background uncertainty
bands include both statistical and systematic uncertainties in the state before
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Figure A.4.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ and H→WW signals are rescaled for shape comparison in the
upper panel of the gures. The grey background uncertainty bands include
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Figure A.5.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ, BSM ϕ → ττ and SM H→WW signals are rescaled for shape
comparison in the upper panel of the gures. The grey background uncertainty
bands include both statistical and systematic uncertainties in the state before
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Figure A.6.: Distributions of the variables used for categorization for data and expected
signals and backgrounds. The background contributions are stacked. The
SM H→ ττ and H→WW signals are rescaled for shape comparison in the
upper panel of the gures. The grey background uncertainty bands include
both statistical and systematic uncertainties in the state before a maximum
likelihood t.
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(top left) eμ, (top right) τhτh, (bottom left) eτh, and (bottom right) μτh nal
states in control regions. Expected SM H→ ττ signal, rescaled for shape com-
parison in the upper panels, is shown with data and stacked background (BG).
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
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(top left) eμ, (top right) τhτh, (bottom left) eτh, and (bottom right) μτh nal
states in control regions. Expected SM H→ ττ signal, rescaled for shape com-
parison in the upper panels, is shown with data and stacked background (BG).
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
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(top left) eμ, (top right) τhτh, (bottom left) eτh, and (bottom right) μτh nal
states in control regions. Expected SM H→ ττ signal, rescaled for shape com-
parison in the upper panels, is shown with data and stacked background (BG).
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
likelihood t for signal strength μ. In the lower panel, SM H→ ττ is scaled to
SM expectation.
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Figure A.10.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.11.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.12.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.13.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.14.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.15.: Distributions of mττ for the eμ nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
panel, SM H→ ττ is scaled to SM expectation.
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Figure A.16.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.17.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.18.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.19.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.20.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.21.: Distributions of mττ for the eτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
panel, SM H→ ττ is scaled to SM expectation.
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Figure A.22.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.23.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.24.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.25.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.26.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.27.: Distributions of mττ for the μτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
panel, SM H→ ττ is scaled to SM expectation.
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Figure A.28.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.29.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.30.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.31.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.32.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
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Figure A.33.: Distributions of mττ for the τhτh nal state. Expected SM H→ ττ signal,
rescaled for shape comparison in the upper panels, is shown with data and
stacked background (BG). Grey uncertainty bands illustrate the total BG
uncertainty after a maximum likelihood t for signal strength μ. In the lower
panel, SM H→ ττ is scaled to SM expectation.
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Figure A.34.: Distributions of m
tot
T
in the BSM categories of the eμ nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.35.: Distributions of m
tot
T
in the BSM categories of the eμ nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.36.: Distributions of m
tot
T
in the BSM categories of the eμ nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
μggϕ and μbbϕ. In the lower panels, the ratio to BG is shown.
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Figure A.37.: Distributions of m
tot
T
in the BSM categories of the eτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.38.: Distributions of m
tot
T
in the BSM categories of the eτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.39.: Distributions of m
tot
T
in the BSM categories of the eτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
μggϕ and μbbϕ. In the lower panels, the ratio to BG is shown.
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Figure A.40.: Distributions of m
tot
T
in the BSM categories of the μτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.41.: Distributions of m
tot
T
in the BSM categories of the μτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.42.: Distributions of m
tot
T
in the BSM categories of the μτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
μggϕ and μbbϕ. In the lower panels, the ratio to BG is shown.
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Figure A.43.: Distributions of m
tot
T
in the BSM categories of the τhτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
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Figure A.44.: Distributions of m
tot
T
in the BSM categories of the τhτh nal state. Stacked
expected background (BG) and BSM signals ggϕ and bbϕ with mϕ = 500 GeV
and σ · BR = 1 pb on top of BG are compared with data. Grey uncertainty
bands illustrate the total BG uncertainty after a maximum likelihood t for
μggϕ and μbbϕ. In the lower panels, the ratio to BG is shown.
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Figure A.45.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250
GeV of the (top and bottom left) eμ and (bottom right) τhτh nal states. The
signal prediction of the M
125
h
scenario at (mA, tan β) = (700 GeV, 30) for the
heavy Higgs bosons H and A is shown as signal, resulting in a single mass
degenerate resonance dominated by the b-quark associated production. The
signal is added on top of the stacked background expectation and compared
with data. Grey uncertainty bands illustrate the total BG uncertainty after a





















 250 GeV≥ ττm: hτe
) < 40 GeVmiss
T
p(e, Tm = 0, b-tagN






































 250 GeV≥ ττm: hτe
 [40,70) GeV∈) miss
T
p(e, Tm = 0, b-tagN


































 250 GeV≥ ττm: hτµ
) < 40 GeVmiss
T
p, µ(Tm = 0, b-tagN


































 250 GeV≥ ττm: hτµ
 [40,70) GeV∈) miss
T
p, µ(Tm = 0, b-tagN


















Data / BG  + BG) / BGττ→(h,H,A
Figure A.46.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250




scenario at (mA, tan β) = (700 GeV, 30) for the heavy Higgs
bosons H and A is shown as signal, resulting in a single mass degenerate
resonance dominated by the b-quark associated production. The signal is
added on top of the stacked background expectation and compared with data.
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
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Figure A.47.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250
GeV of the (top and bottom left) eμ and (bottom right) τhτh nal states. The
signal prediction of the M
125
h
scenario at (mA, tan β) = (700 GeV, 30) for the
heavy Higgs bosons H and A is shown as signal, resulting in a single mass
degenerate resonance dominated by the b-quark associated production. The
signal is added on top of the stacked background expectation and compared
with data. Grey uncertainty bands illustrate the total BG uncertainty after a
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Data / BG  + BG) / BGττ→(h,H,A
Figure A.48.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250




scenario at (mA, tan β) = (700 GeV, 30) for the heavy Higgs
bosons H and A is shown as signal, resulting in a single mass degenerate
resonance dominated by the b-quark associated production. The signal is
added on top of the stacked background expectation and compared with data.
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
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Figure A.49.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250
GeV of the (top and bottom left) eμ and (bottom right) τhτh nal states. The
signal prediction of the M
125
h
scenario at (mA, tan β) = (700 GeV, 30) for the
heavy Higgs bosons H and A is shown as signal, resulting in a single mass
degenerate resonance dominated by the b-quark associated production. The
signal is added on top of the stacked background expectation and compared
with data. Grey uncertainty bands illustrate the total BG uncertainty after a
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Figure A.50.: Distributions of m
tot
T
in the BSM categories with Nb-tag = 0 and mττ ≥ 250




scenario at (mA, tan β) = (700 GeV, 30) for the heavy Higgs
bosons H and A is shown as signal, resulting in a single mass degenerate
resonance dominated by the b-quark associated production. The signal is
added on top of the stacked background expectation and compared with data.
Grey uncertainty bands illustrate the total BG uncertainty after a maximum
likelihood t performed for the xed (mA, tan β) values.
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B. Model-Independent Limits
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Figure B.1.: Model-independent upper limits at 95% condence level on (left) gluon fusion
and (right) b-associated production σ ·BR of a Higgs boson ϕ with mass mϕ for
(top) 2016 and (bottom) 2017 data. The black dashed line represents the median
of the expected upper limit, while the green and yellow bands show the 68%
and 95% condence intervals for a given value of mϕ. Black dots connected
with black solid lines correspond to observed limits. Expected results from
CMS [19] are shown as a red dashed line for comparison with results for
data-taking in 2016.
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Figure B.2.: Model-independent upper limits at 95% condence level on (left) gluon fusion
and (right) b-associated production σ ·BR of a Higgs boson ϕ with mass mϕ for
(top) 2018 and (bottom) the entire Run 2 data. The black dashed line represents
the median of the expected upper limit, while the green and yellow bands
show the 68% and 95% condence intervals for a given value of mϕ. Black
dots connected with black solid lines correspond to observed limits. Expected
results from ATLAS [170] are shown as a blue dashed line for comparison with
results for full Run 2 data-taking.
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