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Abstract—Most existing RGB-D salient object detection (SOD)
methods focus on the foreground region when utilizing the depth
images. However, the background also provides important infor-
mation in traditional SOD methods for promising performance.
To better explore salient information in both foreground and
background regions, this paper proposes a Bilateral Attention
Network (BiANet) for the RGB-D SOD task. Specifically, we
introduce a Bilateral Attention Module (BAM) with a comple-
mentary attention mechanism: foreground-first (FF) attention
and background-first (BF) attention. The FF attention focuses
on the foreground region with a gradual refinement style, while
the BF one recovers potentially useful salient information in
the background region. Benefitted from the proposed BAM
module, our BiANet can capture more meaningful foreground
and background cues, and shift more attention to refining the
uncertain details between foreground and background regions.
Additionally, we extend our BAM by leveraging the multi-scale
techniques for better SOD performance. Extensive experiments
on six benchmark datasets demonstrate that our BiANet outper-
forms other state-of-the-art RGB-D SOD methods in terms of
objective metrics and subjective visual comparison. Our BiANet
can run up to 80fps on 224×224 RGB-D images, with an NVIDIA
GeForce RTX 2080Ti GPU. Comprehensive ablation studies also
validate our contributions.
Index Terms—Bilateral attention, salient object detection,
RGB-D image.
I. INTRODUCTION
SALIENT object detection (SOD) aims to segment themost attractive objects in an image. As an fundamental
computer vision task, SOD has been widely applied into
many vision applications, such as visual tracking [28], [32],
image segmentation [20], [23], [43], and video analysis [53],
[47], etc. Most of existing SOD methods [21], [31], [51]
mainly deal with RGB images. However, they usually produce
inaccurate SOD results on the scenarios of similar texture,
complex background, or homogeneous objects [46], [52]. With
the popularity of depth sensors in smartphones, the depth
information, e.g., 3D layout and spatial cues, is crucial for
reducing the ambiguity in the RGB images, and serves as
important supplements to improve the SOD performance [25].
Recently, RGB-D SOD has received increasing research
attention [4], [37]. Early RGB-D SOD works [35], [40], [42]
introduced the depth contrast as an important prior for the SOD
task. The recent work of CPFP [55] utilized the depth contrast
prior to design an effectiveness loss. These methods essen-
tially explore depth information to shift more priority on the
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Fig. 1. Comparison of RGB-D SOD results by Foreground-First,
Background-First, and our Bilateral attention mechanisms. Depth infor-
mation provides rich foreground and background relationships. Paying more
attention to foreground helps to predict high-confidence foreground objects,
but may produce incomplete results. Focusing more on background finds more
complete objects, but may introduce unexpected noise. Our BiANet jointly
explores foreground and background cues, and achieves complete foreground
prediction with little background noise.
foreground region [3], [2]. However, as demonstrated in [29],
[48], [49], understanding what background is can also promote
the SOD performance. Several traditional methods [26], [50]
predict salient objects jointly from the complementary fore-
ground and background information, which is largely ignored
by current RGB-D SOD networks.
In this paper, we propose a Bilateral Attention Network
(BiANet) to collaboratively learn complementary foreground
and background features from both RGB and depth streams
for better RGB-D SOD performance. As shown in Figure 2,
our BiANet employs a two-stream architecture, and the side
outputs from the RGB and depth streams are concatenated
in multiple stages. Firstly, we use the high-level semantic
features F6 to locate the foreground and background regions
S6. However, the initial saliency map S6 is coarse and in low-
resolution. To enhance the coarse saliency map, we design
a Bilateral Attention Module (BAM), which is composed
of the complementary foreground-first (FF) attention and
background-first (BF) attention mechanisms. The FF shifts at-
tention on the foreground region to gradually refine its saliency
prediction, while the BF focuses on the background region to
recover the potential salient regions around the boundaries. By
bilaterally exploring the foreground and background cues, the
model helps predict more accurately as shown in Figure 1. Sec-
ondly, we propose a multi-scale extension of BAM (MBAM)
to effectively learn multi-scale contextual information, and
capture both local and global saliency information to further
improve the SOD performance. Extensive experiments on six
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Fig. 2. The overall architecture of our BiANet. BAM denotes the proposed Bilateral Attention Module, and it also can be selectively replaced by its
multi-scale extension (MBAM). BiANet contains three main steps: two-stream feature extracting, top-down prediction up-sampling, and bilateral attention
residual compensation (by BAM). Specifically, it first extracts the multi-level features { f rgbi , f di }6i=1 from the RGB and depth streams, and concatenates them
to {Fi}6i=1. We take the top feature F6 to predicate a coarse salient map S6. To obtain the accurate and high-resolution result, we up-sample the initial salient
map and compensate the details by BAMs in a top-down manner. BAMs receive the higher-level prediction Si+1 and current level feature Fi as inputs. In a
BAM, the foreground-first attention map AFi and the background-first attention map A
B
i can be calculated according to Si+1. We apply the duel complementary
attention maps to explore the foreground and background cues bilaterally, and jointly infer the residual for refining the up-sampled saliency map.
benchmark datasets demonstrate that our BiANet achieves
better performance than previous state-of-the-arts on RGB-D
SOD, and is very fast owing to our simple architecture.
In summary, our main contributions are three-fold:
• We propose a simple yet effective Bilateral Attention
Module (BAM) to explore the foreground and back-
ground cues collaboratively with the rich foreground and
background information from the depth images.
• Our BiANet achieves better performance on six pop-
ular RGB-D SOD datasets under nine standard metrics,
and presents better visual effects (e.g., contains more
details and sharp edges) than the state-of-the-art methods.
• Our BiANet runs at 34fps∼80fps on an NVIDIA
GeForce RTX2080Ti GPU under different settings, and
is a feasible solution for real-world applications.
The remainder of this paper is organized as follows. In §II,
we briefly survey the related work. In §III, we present the
proposed Bilateral Attention Network (BiANet) for RGB-D
Salient Object Detection. Extensive experiments are conducted
in §IV to evaluate its performance when compared with state-
of-the-art RGB-D SOD methods on six benchmark datasets.
The conclusion is given in §V.
II. RELATED WORK
A. RGB-D Salient Object Detection
RGB-D salient object detection (SOD) aims to segment the
most attractive object(s) in a pair of cross-modal RGB and
depth images. Early methods mainly focus on extracting low-
level saliency cues from RGB and depth images, exploring
object distance [25], difference of Gaussian [22], graph knowl-
edge [9], multi-level discriminative saliency fusion [42], multi-
contextual contrast [8], [35], and background enclosure [13],
etc. However, these methods often produce inaccurate saliency
predictions, due to the lack of high-level feature representation.
Recently, deep neural networks (DNNs) [18] have been
employed to investigate high-level representations of cross-
modal fusion of RGB and depth images, with much better
SOD performance. Most of these DNNs [5], [17], [44] first
extract the RGB and depth features separately and then fuse
them in the shallow, middle, or deep layers of the network.
The methods of [3], [4], [27], [37] further improved the SOD
performance by fusing cross-modal features in multi-level
stages instead of as a one-off integration. Zhao et al. [55]
also took the enhanced depth image as attention maps to boost
RGB features in multiple stages with better SOD performance.
B. Foreground and Background Cues
There are great differences in the distribution of foreground
and background, so it is necessary to explore their respective
cues. In traditional methods, some works focus on reasoning
salient areas in foreground and background jointly. Yang et
al. [50] proposed a two-stage method for SOD. It first takes the
four boundaries of the inputs as background seeds to infer fore-
ground queries via a graph-based manifold ranking. Then, it
ranks the graph depending on the foreground seeds in the same
manner for final detection. This method is enlightening, but it
has obvious limitations: 1) It is inappropriate to use the four
boundaries directly as background, because the foreground is
likely to be connected to the boundaries. 2) Aggregation at
the super-pixel level also results in rough outputs. For the
limitation 1), Liang et al. [29] introduce the depth map to
distinguish foreground and background regions instead of only
assuming the boundaries as background. The depth map shows
clear disparity in most senses; thus, it can support more precise
locating. For the limitaion 2), Li et al. [26] further used the
regularized random walks ranking to formulate pixel-wised
saliency maps, which improves the scaling effect caused by
super-pixel aggregation. Nevertheless, only depending on these
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Fig. 3. Visualizing the working mechanism of bilateral attention. The original features are the averaged side-output features in each levels. We show the
original features directly multiplied by foreground- and background-first attention maps in left columns of yellow and blue boxes. The right columns of the
two boxes are the further convoluted features in two branches. As can be seen, the foreground-first features focus on foreground region to explore the saliency
cues; while the background-first features shift more attention to the background regions to mine the potentially significant objects. No matter in the features
of foreground- or background-first features, more priority is shifted to the uncertain areas caused by the up sampling. When fusing the two branches and
jointly inferring, we can see the bilaterally enhanced features have a more accurate understanding where the foreground or background is. Due to obtaining
more attention, the uncertain areas are reassigned to the right attribution by the residual with strong contrast. ’Pred’ is the prediction of the model.
low-level priors, traditional methods cannot accurately locate
the initial region of foreground and background.
Recently, Chen et al. [6] proposed to gradually explore
saliency regions from the background using reverse attention,
but they ignored the contribution of foreground cues to the
final detection. As far as we know, how to jointly refine the
salient objects from the foreground and background regions is
still an open problem in deep RGB-D SOD methods.
III. PROPOSED BIANET FOR RGB-D SOD
In this section, we first introduce the overall architecture of
our BiANet, and then present the bilateral attention module
(BAM) as well as its multi-scaled extension (MBAM).
A. Architecture Overview
As shown in Figure 2, our Bilateral Attention Network
(BiANet) contains three main steps: feature extracting, pre-
diction up-sampling, and bilateral attention residual compen-
sation. We extract the multi-level features from the RGB and
depth streams. With increasing network depth, the high-level
features (e.g., F4) will be more potent for capturing global
context, while it loses the object details. When we up-sample
the high-level predictions, the saliency maps (e.g., S5) will
be blurred, e.g.the edges will become uncertain. Thus, we use
the proposed Bilateral Attention Module (BAM) to distinguish
foreground and background regions.
1) Feature extracting: We encode RGB and depth informa-
tion with two streams. Specifically, both the RGB and depth
streams employ five convolutional blocks from VGG-16 [41]
as the standard backbone and attach an additional convolution
group with three convolutional layers to predict the saliency
maps, respectively. Unlike previous works [17], [57], [5], we
explore the cross-modal fusion of RGB and depth features
at multiple stages, rather than fusing them once in low or
high stage. The i-th side output f rgbi from the RGB stream
and f di from the depth stream are concatenated as a feature
tensor Fi. Note that, F6 is concatenated by M( f
rgb
5 ) and M( f
d
5 ),
where M(·) denotes the max-pooling operation. The coarse
saliency map S6 is derived from F6, and {F1,F2, · · · ,F5} are
prepared for the BAMs in our BiANet to further refine the up-
sampled saliency maps, by distinguishing the uncertain regions
as foreground or background in a top-down manner.
2) Prediction up-sampling: The initial saliency map pre-
dicted from the high-level features is coarse in low-resolution,
but useful to predict the initial position of the foreground and
background, since it contains rich semantic information. To
refine the basic saliency map S6, a lower-level feature F5 with
more details is used to predict the residual component between
the higher-level prediction and the ground-true (GT) with the
help of BAM. We add the predicted residual component R5 to
the up-sampled higher-level prediction S6, and obtain a refined
prediction S5, etc., that is,
Si = Ri+U(Si+1), i ∈ {1, . . . ,5}, (1)
where U(·) means up-sampling. Finally, our BiANet obtains a
saliency map by S= σ(S1), where σ(·) is a sigmoid function.
3) Bilateral attention residual compensation: To get better
residuals and distinguish up-sampled foreground and back-
ground regions, we design a bilateral attention module (BAM)
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Fig. 4. Comparison of the high-level features capured by MBAM and
BAM. The second row is the averaged foreground-first features from the
model where the MBAMs are applied in the top three levels (marked with
red numbers). The thrid row is the averaged foreground-first features obtained
from the model in which all levels are armed with BAMs. We can see that,
compared with applying the BAMs, MBAMs in higher levels capture more
complete information, which is conducive to the object locating as shown in
the first row.
to enable our BiANet to discriminate the foreground and
background. In our BAM, the higher-level prediction serves
as a foreground-first attention (FF) map, and the reversed
prediction serves as background-first (BF) attention map to
combine the bilateral attention on foreground and background.
In Figure 3, one can see that the residual generated by BAM
possesses high contrast at the object boundaries. More details
are described in Sections III-B and III-C.
4) Loss function: Deep supervision is widely used in the
SOD task [14], [19]. It clarifies the optimization goals for each
step of the network, and accelerates the convergence of train-
ing. For quick convergence, we also apply deep supervision in
the depth stream output Sd , RGB stream output Srgb, and each
top-down side output {S1,S2, · · · ,S6}. The total loss function
of our BiANet is
L=
∑6
i=1
wiLce (σ (Si) ,GT)+wdLce (σ (Sd) ,GT)
+wrgbLce
(
σ
(
Srgb
)
,GT
)
,
(2)
in which wi,wd , and wrgb are the weight coefficients and
simply set to 1 in our experiments. Lce(·) is the binary cross
entropy loss, which is formulated as
Lce(X,Y)=− 1N
N∑
i=1
(
yilog(xi)+(1− yi)log(1− xi)
)
. (3)
In the above equation, xi ∈ X and yi ∈ Y, and N denotes the
total pixel number.
B. Bilateral Attention Module (BAM)
Given the initial foreground and background, how to refine
the prediction using higher-resolution cross-modal features is
the focus of this paper. Considering that the distribution of
foreground and background are quite different, we design a
bilateral attention module using a pair of reversed attention
components to learn features from the foreground and back-
ground respectively, and then jointly refine the prediction. As
can be seen in Figure 2, to focus more on the foreground,
we use the up-sampled prediction from the higher-level as
foreground-first attention (FF) maps {AF}5i=1 after they are
activated by sigmoid, and the background-first attention (BF)
maps {AB}5i=1 are generated by subtracting FF maps from
matrix E, in which all the elements are 1. A
F
i = σ
(
U(Si+1)
)
,
ABi = E−σ
(
U(Si+1)
)
,
i ∈ {1,2,3,4,5}. (4)
Then, as shown in Figure 2, we apply FF and BF to weight the
side-output features in two branches, respectively, and further
predict the residual component jointly.
Ri = PR
([P (FˆiAFi ) ,P (FˆiABi )]) , (5)
where Fˆi is the channel-reduced feature of Fi using 32 1×1
convolutions to reduce the computational cost. P represents
the feature extraction operation consisting of 32 convolution
kernels with a size of 3× 3 and a ReLU layer. The two
branches do not share parameters. [·, ·] means concatenation.
PR is the prediction layer to output a single channel residual
map via a 3×3 kernel after the same feature extraction oper-
ation with P . Once the Ri is obtained, the refined prediction
Si is obtained via Equation 1.
To better understand the working mechanism of BAM, in
Figure 3, we visualize the channel-wise averaged features from
BAMs in different levels. In BAM, the original features will be
first fed into two branches by multiply the FF and BF attention
maps, respectively. The result of the direct multiplication is
illustrated in the left half of the yellow (FF features) and
blue (BF features) boxes. We can see that FF branch shifts
attention to the foreground area predicted from its higher level
to explore foreground saliency cues. After a convolution layer,
more priority is given to the uncertain area. Complementarily,
BF branch focuses on the background area to explore the
background cues, looking for possible salient objects within
it. In our BiANet, the top-down prediction up-sampling is a
process in which the resolution of salient objects is gradually
increased. It will result in uncertain coarse edges. We can see
that both of FF and BF features focus on the uncertain area
(such as object boundaries). The low-level and high-resolution
FF branch will eliminate the overflow of the uncertain area,
while the BF branch will eliminate the uncertain area which
does not belong to the background. That is an important
reason why BiANet performs better on detail and is prone
to predicting sharp edges. After the joint inferring, we can
see the bilaterally enhanced features contain more discrimi-
native spatial information of foreground and background. The
generated residual components are with sharp contrast on the
edges, and then suppress the background area and strengthen
the foreground regions.
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Fig. 5. PR curves of our BiANet and other 14 state-of-the-art methods across 6 datasets. The node on each curve denotes the precision and recall value
used for calculating max F-measure.
C. Multi-Scale Extension of BAM (MBAM)
Salient objects in a scene are various in location, size, and
shape. Thus, exploring the multi-scaled context in high-level
layers benefits for understanding the scene [45], [56]. To this
end, we extend our BAM with a multi-scale version, in which
groups of dilated convolutions are used to extract pyramid
representations from the undetermined foreground and back-
ground areas. Specifically, the module can be described as
Ri = PR
([unionsq4i=1Di (FiAFi ) ,unionsq4i=1Di (FiABi )]), (6)
where unionsq means a concatenate operation. D1 consists of 1×1
kernels with 32 channels and a ReLU layer. {Di}4i=2 is a group
of dilated convolutions, with rates of 3, 5, and 7. They all
consist of 3×3 kernels with 32 channels and a ReLU layer.
We recommend applying the MBAM in high-level cross-
modal features, such as {F3,F4,F5}, which need different
sizes of receptive fields to explore multi-scale context. MBAM
effectively improves the detection performance but introduces
a certain computational cost. Thus, the number of MBAM
should be a trade-off in practical applications. In Section
IV-C3, we discuss in detail how the number of MBAM
changes the detection effect and calculation cost.
In order to intuitively observe the gain effect brought by
MBAM, we visualize the averaged foreground-first feature
maps from MBAMs and BAMs in Figure 4. In the second
row, the feature maps are obtained from the model with three
MBAMs in its top three levels, while in the last row, all
the feature maps are collected from BAMs. We can see the
target object (horse) account for a large proportion of the
scene. Without the ability to perceive multi-scale information
effectively, the BAM fails to capture the accurate global salient
regions in high levels and leads to incomplete prediction
finally. When introducing the multi-scale extension, we can see
higher-level features achieve stronger spatial representation,
which supports to locate more complete salient object.
D. Implementation Details
1) Settings: We apply the MBAM in the high-level side
outputs {F3,F4,F5} during implementation, and use bilinear
interpolation in all interpolation operations. The initial param-
eters of our backbone are loaded from a VGG-16 network pre-
trained on ImageNet. Our BiANet is based on PyTorch [34].
2) Training: Following D3Net [12], we use the training set
containing 1485 and 700 image pairs from the NJU2K [22]
and NLPR [35] datasets, respectively. We employ the Adam
optimizer [24] with an initial learning rate of 0.0001, β1 = 0.9,
and β2 = 0.99. The batch size is set to 8, and we train our
BiANet for 25 epochs in total. The training images are resized
to 224× 224, also during the test. The output saliency maps
are resized back to the original size for evaluation. Accelerated
by an NVIDIA GeForce RTX 2080Ti, our BiANet takes about
2 hours for training, and runs at 34∼80fps (with different
numbers of MBAMs) for the inputs with 224×224 resolution.
IV. EXPERIMENTS
A. Evaluation Protocols
1) Evaluation datasets: We conduct experiments on six
widely used RGB-D based SOD datasets. NJU2K [22] and
NLPR [35] are two popular large-scale RGB-D SOD datasets
containing 1985 and 1000 images, respectively. DES [7] con-
tains 135 indoor images with fine structures collected with
Microsoft Kinect [54]. STERE [33] contains 1000 internet
images, and the corresponding depth maps are generated by
stereo images using a sift flow algorithm [30]. SSD [58] is
6TABLE I
QUANTITATIVE COMPARISONS OF OUR BIANET WITH NINE DEEP-LEARNING-BASED METHODS AND FIVE TRADITIONAL METHODS ON SIX POPULAR
DATASETS IN TERM OF S-MEASURE (Sα ), MAXIMUM F-MEASURE (MAX Fβ ), MEAN F-MEASURE (MEAN Fβ ), ADAPTIVE F-MEASURE (ADP Fβ ), MAXIMUM
E-MEASURE (MAX Eξ ), MEAN E-MEASURE (MEAN Eξ ), ADAPTIVE E-MEASURE (ADP Eξ ), AND MEAN ABSOLUTE ERROR (MAE,M). Fβ AND Eξ
REPRESENT MAX Fβ AND MAX Eξ BY DEFAULT. ↑ MEANS THAT THE LARGER THE NUMERICAL VALUE, THE BETTER THE MODEL, WHILE ↓ MEANS THE
OPPOSITE. FOR TRADITIONAL METHODS, THE STATISTICS ARE BASED ON OVERALL DATASETS RATHER ON THE TEST SET.
ACSD LBE DCMC MDSF SE DF AFNet CTMF MMCI PCF TANet CPFP DMRA D3Net BiANet
Metric ICIP14 CVPR16 SPL16 TIP17 ICME16 TIP17 arXiv19 TOC18 PR19 CVPR18 TIP19 CVPR19 ICCV19 arXiv19 2020
[22] [13] [9] [42] [16] [39] [44] [17] [5] [3] [4] [55] [37] [12] Ours
N
JU
2K
[2
2]
Sα ↑ 0.699 0.695 0.686 0.748 0.664 0.763 0.772 0.849 0.858 0.877 0.878 0.879 0.886 0.893 0.915
max Fβ ↑ 0.711 0.748 0.715 0.775 0.748 0.804 0.775 0.845 0.852 0.872 0.874 0.877 0.886 0.887 0.920
mean Fβ ↑ 0.512 0.606 0.556 0.628 0.583 0.650 0.764 0.779 0.793 0.840 0.841 0.850 0.873 0.859 0.903
adp Fβ ↑ 0.696 0.740 0.717 0.757 0.734 0.784 0.768 0.788 0.812 0.844 0.844 0.837 0.872 0.840 0.892
max Eξ ↑ 0.803 0.803 0.799 0.838 0.813 0.864 0.853 0.913 0.915 0.924 0.925 0.926 0.927 0.930 0.948
mean Eξ ↑ 0.593 0.655 0.619 0.677 0.624 0.696 0.826 0.846 0.851 0.895 0.895 0.910 0.920 0.910 0.934
adp Eξ ↑ 0.786 0.791 0.791 0.812 0.772 0.835 0.846 0.864 0.878 0.896 0.893 0.895 0.908 0.894 0.926
M ↓ 0.202 0.153 0.172 0.157 0.169 0.141 0.100 0.085 0.079 0.059 0.060 0.053 0.051 0.051 0.039
ST
E
R
E
[3
3]
Sα ↑ 0.692 0.660 0.731 0.728 0.708 0.757 0.825 0.848 0.873 0.875 0.871 0.879 0.835 0.889 0.904
max Fβ ↑ 0.669 0.633 0.740 0.719 0.755 0.757 0.823 0.831 0.863 0.860 0.861 0.874 0.847 0.878 0.898
mean Fβ ↑ 0.478 0.501 0.590 0.527 0.610 0.617 0.806 0.758 0.813 0.818 0.828 0.841 0.837 0.841 0.879
adp Fβ ↑ 0.661 0.595 0.742 0.744 0.748 0.742 0.807 0.771 0.829 0.826 0.835 0.830 0.844 0.829 0.873
max Eξ ↑ 0.806 0.787 0.819 0.809 0.846 0.847 0.887 0.912 0.927 0.925 0.923 0.925 0.911 0.929 0.942
mean Eξ ↑ 0.592 0.601 0.655 0.614 0.665 0.691 0.872 0.841 0.873 0.887 0.893 0.912 0.879 0.906 0.926
adp Eξ ↑ 0.793 0.749 0.831 0.830 0.825 0.838 0.886 0.864 0.901 0.897 0.906 0.903 0.900 0.902 0.926
M ↓ 0.200 0.250 0.148 0.176 0.143 0.141 0.075 0.086 0.068 0.064 0.060 0.051 0.066 0.054 0.043
D
E
S
[7
]
Sα ↑ 0.728 0.703 0.707 0.741 0.741 0.752 0.770 0.863 0.848 0.842 0.858 0.872 0.900 0.898 0.931
max Fβ ↑ 0.756 0.788 0.666 0.746 0.741 0.766 0.728 0.844 0.822 0.804 0.827 0.846 0.888 0.880 0.926
mean Fβ ↑ 0.513 0.576 0.542 0.523 0.617 0.604 0.713 0.756 0.735 0.765 0.790 0.824 0.873 0.851 0.910
adp Fβ ↑ 0.717 0.796 0.702 0.744 0.726 0.753 0.730 0.778 0.762 0.782 0.795 0.829 0.866 0.863 0.915
max Eξ ↑ 0.850 0.890 0.773 0.851 0.856 0.870 0.881 0.932 0.928 0.893 0.910 0.923 0.943 0.935 0.971
mean Eξ ↑ 0.612 0.649 0.632 0.621 0.707 0.684 0.810 0.826 0.825 0.838 0.863 0.889 0.933 0.902 0.948
adp Eξ ↑ 0.855 0.911 0.849 0.869 0.852 0.877 0.874 0.911 0.904 0.912 0.919 0.927 0.944 0.946 0.975
M ↓ 0.169 0.208 0.111 0.122 0.090 0.093 0.068 0.055 0.065 0.049 0.046 0.038 0.030 0.033 0.021
N
LP
R
[3
5]
Sα ↑ 0.673 0.762 0.724 0.805 0.756 0.802 0.799 0.860 0.856 0.874 0.886 0.888 0.899 0.905 0.925
max Fβ ↑ 0.607 0.745 0.648 0.793 0.713 0.778 0.771 0.825 0.815 0.841 0.863 0.867 0.879 0.885 0.914
mean Fβ ↑ 0.429 0.626 0.543 0.649 0.624 0.664 0.755 0.740 0.737 0.802 0.819 0.840 0.864 0.852 0.894
adp Fβ ↑ 0.535 0.736 0.614 0.665 0.692 0.744 0.747 0.724 0.730 0.795 0.796 0.823 0.854 0.832 0.881
max Eξ ↑ 0.780 0.855 0.793 0.885 0.847 0.880 0.879 0.929 0.913 0.925 0.941 0.932 0.947 0.945 0.961
mean Eξ ↑ 0.578 0.719 0.684 0.745 0.742 0.755 0.851 0.840 0.841 0.887 0.902 0.918 0.940 0.923 0.948
adp Eξ ↑ 0.742 0.855 0.786 0.812 0.839 0.868 0.884 0.869 0.872 0.916 0.916 0.924 0.941 0.931 0.956
M ↓ 0.179 0.081 0.117 0.095 0.091 0.085 0.058 0.056 0.059 0.044 0.041 0.036 0.031 0.033 0.024
SS
D
[5
8]
Sα ↑ 0.675 0.621 0.704 0.673 0.675 0.747 0.714 0.776 0.813 0.841 0.839 0.807 0.857 0.865 0.867
max Fβ ↑ 0.682 0.619 0.711 0.703 0.710 0.735 0.687 0.729 0.781 0.807 0.810 0.766 0.844 0.846 0.849
mean Fβ ↑ 0.469 0.489 0.572 0.470 0.564 0.624 0.672 0.689 0.721 0.777 0.773 0.747 0.828 0.815 0.832
adp Fβ ↑ 0.656 0.613 0.679 0.674 0.693 0.724 0.694 0.710 0.748 0.791 0.767 0.726 0.821 0.790 0.821
max Eξ ↑ 0.785 0.736 0.786 0.779 0.800 0.828 0.807 0.865 0.882 0.894 0.897 0.852 0.906 0.907 0.916
mean Eξ ↑ 0.566 0.574 0.646 0.576 0.631 0.690 0.762 0.796 0.796 0.856 0.861 0.839 0.897 0.886 0.896
adp Eξ ↑ 0.765 0.729 0.786 0.772 0.778 0.812 0.803 0.838 0.860 0.886 0.879 0.832 0.892 0.885 0.902
M ↓ 0.203 0.278 0.169 0.192 0.165 0.142 0.118 0.099 0.082 0.062 0.063 0.082 0.058 0.059 0.050
SI
P
[1
2]
Sα ↑ 0.732 0.727 0.683 0.717 0.628 0.653 0.720 0.716 0.833 0.842 0.835 0.850 0.806 0.864 0.883
max Fβ ↑ 0.763 0.751 0.618 0.698 0.661 0.657 0.712 0.694 0.818 0.838 0.830 0.851 0.821 0.861 0.890
mean Fβ ↑ 0.542 0.571 0.499 0.568 0.515 0.464 0.702 0.608 0.771 0.814 0.803 0.821 0.811 0.830 0.873
adp Fβ ↑ 0.727 0.733 0.645 0.694 0.662 0.673 0.705 0.684 0.795 0.825 0.809 0.819 0.819 0.829 0.875
max Eξ ↑ 0.838 0.853 0.743 0.798 0.771 0.759 0.819 0.829 0.897 0.901 0.895 0.903 0.875 0.910 0.925
mean Eξ ↑ 0.614 0.651 0.598 0.645 0.592 0.565 0.793 0.705 0.845 0.878 0.870 0.893 0.844 0.893 0.913
adp Eξ ↑ 0.827 0.841 0.786 0.805 0.756 0.794 0.815 0.824 0.886 0.899 0.893 0.899 0.863 0.901 0.920
M ↓ 0.172 0.200 0.186 0.167 0.164 0.185 0.118 0.139 0.086 0.071 0.075 0.064 0.085 0.063 0.052
a small-scale but high-resolution dataset with 400 images in
960×1080 resolution. SIP [12] is a high-quality RGB-D SOD
dataset with 929 person images.
2) Evaluation metrics: We employ 9 metrics to com-
prehensively evaluate these methods. Precision-Recall (PR)
curve [38] shows the precision and recall performances of
the predicted saliency map at different binary thresholds. F-
measure [1] is computed by the weighted harmonic mean of
the thresholded precision and recall. We employ maximum F-
measure (max Fβ ), mean F-measure (mean Fβ ), and adaptive
F-measure (adp Fβ ). Mean Absolute Error (MAE, M) [36]
directly estimates the average pixel-wise absolute difference
between the prediction and the binary ground-truth map. S-
measure (Sα ) [10] is an advanced metric, which takes the
region-aware and object-aware structural similarity into con-
sideration. E-measure [11] is the recent proposed Enhanced
alignment measure in the binary map evaluation field, which
combines local pixel values with the image level mean value
in one term, jointly capturing image-level statistics and local
pixel matching information. Similar to Fβ , we employ the
maximum E-measure (max Eξ ), mean E-measure (mean Eξ ),
and adaptive E-measure (adp Eξ ).
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Fig. 6. Visual comparison of BiANet with other top 5 methods. The inputs include difficult scenes of tiny objects (column 1), complex background
(column 1 and 2), complex texture (column 3), low contrast (column 2 and 6), low-quality or confusing depth (column 2, 4, and 6), and multiple objects
(column 4 and 5).
B. Comparison with State-of-the-Arts
1) Comparison methods: We compared with 14 state-of-
the-art RGB-D SOD methods, including 5 traditional methods:
ACSD [22], LBE [13], DCMC [9], MDSF [42], and SE [16],
and 9 DNN-based methods: DF [39], AFNet [44], CTMF [17],
MMCI [5], PCF [3], TANet [4], CPFP [55], DMRA [37], and
D3Net [12]. The codes and saliency maps of these methods
are provided by the authors.
8RGB Depth GT No. 6 No. 5 No. 4 No. 3 No. 2 No. 1
Fig. 7. Visual comparison in the ablation studies. The candidate mechanisms are deep information (Dep), foreground-first attention (FF), background-first
attention (BF), and multi-scale extension (ME). No. 6: (Dep + FF + BF + ME). No. 5: (Dep + FF + BF). No. 4: (Dep + BF). No. 3: (Dep + FF). No. 2:
Dep. No. 1: Baseline.
TABLE II
ABLATION ANALYSIS FOR THE PROPOSED ARCHITECTURE ON THE
NJU2K AND STERE DATASETS. THE CANDIDATE MECHANISMS ARE DEEP
INFORMATION (DEP), FOREGROUND-FIRST ATTENTION (FF),
BACKGROUND-FIRST ATTENTION (BF), AND MULTI-SCALE EXTENSION
(ME). ME IS APPLIED ON THE TOP THREE LEVEL FEATURES.
# Candidates NJU2K [22] STERE [33]Dep FF BF ME Fβ ↑ Sα ↑ Fβ ↑ Sα ↑
No. 1 0.881 0.885 0.882 0.893
No. 2 X 0.903 0.904 0.887 0.894
No. 3 X X 0.908 0.908 0.895 0.901
No. 4 X X 0.910 0.908 0.892 0.900
No. 5 X X X 0.915 0.913 0.897 0.903
No. 6 X X X X 0.920 0.915 0.898 0.904
TABLE III
IMPROVEMENTS OF ACCURACY BY OUR BAM IN EACH SIDE OUTPUTS
COMPARED WITH NO. 2 (WITHOUT BAM & MBA).
BAM Level-1 Level-2 Level-3 Level-4 Level-5 No. 2
Sα ↑ 0.908 0.909 0.908 0.906 0.904 0.904
Fβ ↑ 0.910 0.911 0.909 0.905 0.904 0.903
Eξ ↑ 0.944 0.945 0.943 0.943 0.941 0.942
M ↓ 0.043 0.043 0.044 0.044 0.045 0.046
TABLE IV
IMPROVEMENTS OF ACCURACY BY OUR MBAM IN EACH SIDE
OUTPUTS COMPARED WITH NO. 2 (WITHOUT BAM & MBAM).
MBAM Level-1 Level-2 Level-3 Level-4 Level-5 No. 2
Sα ↑ 0.908 0.909 0.910 0.910 0.910 0.904
Fβ ↑ 0.909 0.912 0.909 0.911 0.911 0.903
Eξ ↑ 0.944 0.945 0.945 0.946 0.947 0.942
M ↓ 0.044 0.043 0.042 0.042 0.042 0.046
2) Quantitative evaluation: The complete quantitative eval-
uation results are listed in Table I. The comparison methods
are presented from right to left according to the comprehensive
performance of these metrics, where the lower the value of
MAE (M), the better the effect of the model. The other metrics
are the opposite. We also plot the PR curves of these methods
in Figure 5. One can see that our BiANet achieves remarkable
advantages over the comparison methods. DMRA [37] and
D3Net [12] are well-matched in these datasets. On the large-
scaled NJU2K [22] and NLPR [35] datasets, our BiANet
outperforms the second best with ∼3% improvement on max
Fβ . On the DES [7] dataset, Compared to methods which
are heavily dependent on depth information, our proposed
BiANet also has a 3.8% improvement on max Fβ . This
indicates that our BiANet can make more efficient use of depth
information. Although the SSD [58] dataset is high-resolution,
the quality of the depth map is poor. Our BiANet still exceeds
D3Net [12], which is specifically designed for robustness to
low-quality depth maps. Our BiANet also performs the best
on the SIP [12], which is a challenging dataset with complex
scenes and multiple objects.
3) Qualitative results: To further demonstrate the effective-
ness of our BiANet, we visualized the saliency maps of our
BiANet and other top 5 methods in Figure 6. One can see
that the target object in the 1st column is tiny, and its white
shoes and hat are hard to distinguish from the background.
Our BiANet effectively utilizes the depth information, while
the others are disturbed by RGB background clutter. The
inputs in the 2nd column are challenging because the depth
map is mislabeled, and the RGB image was taken in a
dark environment with low contrast. Our BiANet successfully
detects the target sculpture and eliminates the interference of
flowers and the base of the sculpture, while D3Net mistakenly
detects a closer rosette, and DMRA loses the part of the object
that is similar to the background. The 3rd column shows the
ability of our BiANet to detect complex structures of salient
objects. Among these methods, only our BiANet completely
discover the chairs, including the fine legs. The 4th column is
a multi-object scene. Because there are no depth differences
between the three salient windows below and the wall, they
are not reflected on the depth map, but the three windows
above are clearly observed on the depth map. In this case, the
depth map will mislead subsequent segmentation. Our BiANet
detects multiple objects from RGB images with less noise. The
5th column is also a multi-object scene. The bottom half of
depth map is confused with the interference from the ground.
Thus, detecting the legs of these persons in the image is very
9TABLE V
ACCURACY AND CALCULATION COST ANALYSIS FOR MBAM. ×0∼×5 MEANS THE NUMBER OF MBAMS, WHICH ARE APPLIED FROM HIGH LEVELS
TO LOW LEVELS. FPS DENOTES FRAMES PER SECOND. PARAMS MEANS THE SIZE OF PARAMETERS. FLOPS = FLOATING POINT OPERATIONS. THE
ACCURACY METRICS Fβ ANDM ARE EVALUATED ON THE NJU2K DATASET. THE CALCULATION COST METRICS FPS AND FLOPS ARE TESTED AT
224×224 RESOLUTION. NOTE THAT, ×3 IS THE DEFAULT SETTING IN SECTION IV-B.
×0 ×1 ×2 ×3 ×4 ×5 D3Net [12] DMRA [37]
Fβ ↑ 0.914 0.917 0.918 0.920 0.920 0.921 0.887 0.886
M ↓ 0.041 0.040 0.040 0.039 0.038 0.039 0.051 0.051
FPS↑ ∼80 ∼65 ∼55 ∼50 ∼42 ∼34 ∼55 ∼40
Params ↓ 45.0M 46.9M 48.7M 49.6M 50.1M 50.4M 145.9M 59.7M
FLOPs ↓ 34.4G 35.0G 36.2G 39.1G 45.2G 58.4G 55.7G 121.0G
TABLE VI
PERFORMANCES OF OUR BIANET BASED ON DIFFERENT BACKBONES.
VGG-11 AND VGG-16 IS THE VGG NETWORK PROPOSED IN [41].
RESNET-50 IS PROPOSED IN [18]. RES2NET-50 IS PROPOSED IN [15].
Backbone VGG-11 VGG-16 ResNet-50 Res2Net-50
FPS 60 50 25 23
N
JU
2K
[2
2] Sα ↑ 0.912 0.915 0.917 0.923
Fβ ↑ 0.913 0.920 0.920 0.925
Eξ ↑ 0.947 0.948 0.949 0.952
M ↓ 0.040 0.039 0.036 0.034
ST
E
R
E
[3
3] Sα ↑ 0.899 0.904 0.905 0.908
Fβ ↑ 0.892 0.898 0.899 0.904
Eξ ↑ 0.941 0.942 0.943 0.942
M ↓ 0.045 0.043 0.040 0.039
D
E
S
[7
] Sα ↑ 0.943 0.931 0.930 0.942
Fβ ↑ 0.938 0.926 0.927 0.942
Eξ ↑ 0.979 0.971 0.968 0.978
M ↓ 0.019 0.021 0.021 0.017
N
LP
R
[3
5] Sα ↑ 0.927 0.925 0.926 0.929
Fβ ↑ 0.914 0.914 0.917 0.919
Eξ ↑ 0.951 0.961 0.962 0.963
M ↓ 0.024 0.024 0.023 0.023
SS
D
[5
8]
Sα ↑ 0.861 0.867 0.863 0.863
Fβ ↑ 0.839 0.849 0.843 0.843
Eξ ↑ 0.899 0.916 0.911 0.901
M ↓ 0.054 0.050 0.048 0.050
SI
P
[1
2]
Sα ↑ 0.877 0.883 0.887 0.889
Fβ ↑ 0.882 0.890 0.890 0.893
Eξ ↑ 0.924 0.925 0.926 0.928
M ↓ 0.054 0.052 0.047 0.047
difficult. However, our BiANet successfully detected all the
legs. The last row is a large-scale object whose color and depth
map are not distinguished. Large scale, low color contrast and
lack of discriminative depth information make the scene very
challenging. Fortunately, our BiANet is robust on this scene.
C. Ablation Study
In this section, we mainly investigate: 1) the benefits of bi-
lateral attention mechanism to our BiANet; 2) the effectiveness
of BAM in different levels to our BiANet for RGB-D SOD;
3) the further improvements of MBAM in different levels to
our BiANet; 4) the benefits of combining BAM and MBAM
for RGB-D SOD; and 5) the impact of different backbones to
our BiANet for RGB-D SOD.
1) Effectiveness of bilateral attention: We conduct ablation
studies on the large-scaled NJU2K and STERE datasets to in-
vestigate the contributions of different mechanisms in the pro-
posed method. The baseline model used here contains a VGG-
16 backbones and a residual refine structure. It takes RGB
images as input without depth information. The performance
of our basic network without any additional mechanisms is
illustrated in Table II No. 1. Based on the network, we gradu-
ally add different mechanisms and test various combinations.
These candidates are depth information (Dep), foreground-
first attention (FF), background-first attention (BF), and multi-
scale extension (ME). In Table II No. 3, by applying FF,
the performance is improved to some extent, It benefits from
the foreground cues being learned effectively by shifting the
attention to the foreground objects. This is also reflected in
Figure 7. The foreground objects are detected more accurately;
however, without good understanding on background cues, it
tend to mistake some background objects, such as the red
house in the third row, or cannot find complete foreground
objects as lack of exploration on background regions. We get a
similar accuracy when using the BF only, as shown in No. 4. It
excels at distinguishing between salient areas and non-salient
areas in the background, and can help to find more complete
regions of the salient object in the uncertain background;
however, too much attention focusing on the background and
without a good understanding of the foreground cues, it leads
that sometimes background noise is introduced. When we
combine FF together with BF to form our BAM and apply
it in all side outputs, the performance boosts. We can see that
BAM increases S-measure by 0.9% and max F-measure by
1.2% compared with No. 2. When we replace the top three
levels BAMs with MBAMs, the performance further improved.
In Figure 7, compared to the performance of No. 2 without
BAM, the detected salient objects of No. 6 possess higher
confidence, sharper edges, and less background noise.
2) Effectiveness of BAM with different levels: In order to
verify that our BAM module is effective at each feature level,
we apply BAM to each side output of the No. 2 model’s feature
extractor, respectively. That is, in each experiment, BAM is
applied to one side output, while the others undergo general
convolutions. From Table III, we can see that the BAMs in
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every layer facilitate a universal improvement on detection
performance. In addition, we find that BAM applied in the
lower levels contributes more to the results.
3) Effectiveness of MBAM in different levels: In Table II,
compared with No. 5, No. 6 carry out multi-scaled extension
on its higher three levels {F3,F4,F5}. This extension effec-
tively improves the performance of the model. In order to
better show the gain of MBAM in each level features, similar
to Table III, we apply MBAM to each side output of the No.
2 model, respectively. The experimental results are recorded
in Table IV, where different levels of MBAM bring different
degrees of improvement to the results. Comparing Table III
and Table IV, we can see a more interesting phenomenon that
the BAM applied in the lower level brings more improvement
while the MBAM applied in the higher level is more effective.
4) Cooperation between BAM and MBAM: The observa-
tion above guides us that when using BAM and MBAM in
cooperation, we should give priority to multi-scale expansion
of higher-level BAM. Therefore, we expand BAM from top
to bottom until all BAMs are converted into MBAMs. We
record the final detection performance and calculation cost
during the gradual expansion in Table V. We start from the
highest level, and gradually increase the number of MBAMs
to three. We can see that the effect on the model is a steady
improvement, but the computing cost is also increased. At
the lower levels, adding MBAM has no obvious effect. This
phenomenon is in line with our expectation. Besides, due to
the high resolution, the extension of lower-level BAM will
increase the calculation cost and reduce the robustness. The
selection of the number of MBAM needs to balance the
accuracy and speed requirements of the application scenario.
In scenarios with higher speed requirements, we recommend
not to use MBAM. Our most lightweight model can achieve
∼80fps while ensuring significant performance advantages.
The parameter size and FLOPs are superior to the SOTA
methods D3Net [12] and DMRA [37]. In scenarios where
high accuracy is required, we suggest applying less than three
MBAMs on higher-level features.
5) Performances under different backbones: We implement
the BiANet based on some other widely-used backbones to
demonstrate the effectiveness of the proposed bilateral atten-
tion mechanism on different feature extractors. Specifically, in
addition to VGG-16 [41], we provide the results of BiANet
on VGG-11 [41], ResNet-50 [18], and Res2Net-50 [15].
Compared with VGG-16, VGG-11 is a lighter backbone. As
shown in Table VI, although the accuracy is slightly lower
than VGG-16, it still reaches SOTA with a faster speed.
BiANet with stronger backbones will bring more remarkable
improvements. For example, when we employ ResNet-50 like
D3Net [12] as backbone, our BiANet brings 1.5% improve-
ment on NJU2K [22] in terms of the MAE compared with
the D3Net [12]. When armed with Res2Net-50 [15], BiANet
achieves 3.8% improvement on NJU2K [22] in terms of the
max F-measure compared with the SOTA methods.
D. Failure Case Analysis
In Figure 8, we illustrate some failure cases when our
BiANet works in some extreme environments. BiANet ex-
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Fig. 8. Failure cases of BiANet in extreme environments. In the first two
columns, as the objects closer to the observer are not the targets, the depth
maps provide misleading information. In the last two columns, the BiANet
fails lead by the confusing RGB information and coarse depth maps.
plores the saliency cues bilaterally in the foreground and
background regions with the relationship provided by depth
information. However, when the foreground regions indicated
by depth information do not belong to the salient object, it
is likely to mislead the prediction. The first two columns in
Figure 8 are typical examples, where our BiANet mistakenly
takes the object close to the observer as the target, and gives
the wrong prediction. The other situation that may cause
failure is when BiANet encounters coarse depth maps in
complex scenarios ( see the last two columns). In the third
column, the depth map provides inaccurate spatial information,
which affects the detection of details. In the last column, the
inaccurate depth map and the confusing RGB information
make BiNet fail to locate the target object.
V. CONCLUSION
In this paper, we propose a fast yet effective bilateral atten-
tion network (BiANet) for RGB-D saliency object detection
(SOD) task. To better utilize the foreground and background
information, we propose a bilateral attention module (BAM) to
comprise the dual complementary of foreground-first attention
and background-first attention mechanisms. To fully exploit
the multi-scale techniques, we extend our BAM module to
its multi-scale version (MBAM), capturing better global in-
formation. Extensive experiments on six benchmark datasets
demonstrated that our BiANet, benefited by our BAM and
MBAM modules, outperforms previous state-of-the-art meth-
ods on RGB-D SOD, in terms of quantitative and qualitative
performance. The proposed BiANet runs at real-time speed
on a single GPU, making it a potential solution for various
real-world applications.
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