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ABSTRACT 
This thesis explores the effects of music upon the cognitive processing of visual information. 
The objective is to address how alterations of specific aspects within the musical structure 
may influence the interpretation of visual scenarios. 
Background is provided from film-sound theory, studies of the expressive capabilities of 
sound in film, theories of connotation related to musical tonality, music cognition and 
implications of neuroscientific research on human emotion.  Two studies follow, one 
empirical and the other the creation of an intermedia-based analytical tool 
supporting experimental design. 
The empirical research is focused on the influence of tonal dissonance, using an invariant 
visual scene. The results show strong evidence in support of the effect of tonal dissonance 
level (in film music) on interpretations of emotion in a short animated film. These confirm 
previous research by this author on how music may assign meaning within audiovisual 
contexts.  
The design of experimental intermedia tools is aimed at exploring the various ways in which 
music may shape the semantic processing of visual contexts, and to analyze how these 
processes might be evaluated in an empirical setting. These designs incorporate a variety of 
potential variables in both musical sound and transformations of the visual stimuli for 
experimental purposes. 
The conclusion discusses further research envisioned for systematic evaluations of the 
multiple and subtle ways music functions in the comprehension of visual domains. 	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“Our quest for cognitive principles would proceed from our own musical intuitions. Only 
later would we seek experimental corroboration.” (Lerdhal, 2009, p. 188) 
 
 
 
 
 
 
CHAPTER 1. INTRODUCTION 
Although research in music cognition has been growing steadily during the last three 
decades, psychologists still have made relatively little progress in exploring the higher levels 
of musical response, including the emotional and aesthetic aspects. We lack a significant 
body of empirical studies concerning the links between musical structure and emotional 
response. Further, only a few studies have contributed to promote further research on the 
affective and connotative aspects of musical information. From a cognitive standpoint, the 
analysis of music in audiovisual contexts should present a helpful field in which to explore 
effects of the aural modality upon cognitive processing of visual information. 
The objective of this thesis is to investigate the comprehension function of music in 
audiovisual contexts. It is directed at understanding the influence of music in film and other 
electronic multimedia. In particular, the work presented focuses on analyzing the specific 
function of music as a source of emotion in audiovisual scenarios. 
The thesis emerges from an empirical study entitled “The influence of tonal dissonance on 
emotional responses to film”. From this starting point it progresses toward the design of 
interactive multimedia tools for psychological research. Although both studies are presented 
from the perspective of cognitive psychology, it is important to note that two other 
approaches to qualify this perspective: music theory and film-sound theory. Since both are 
required to sufficiently portray the expressive capabilities of sound, and since these 
approaches intersect with experimental studies of cognitive processes in music and their 
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neuroscientific correlates, relevant theory for each is given in the chapter devoted to 
background.   
The chart given as Figure 1 shows the global structure of this thesis, which merges theory, 
intuitions and empirical studies with the purpose of understanding how musical meaning 
shapes the emotional interpretation of events that are at the focus of our visual attention.  
	  
Figure 1.  Thesis structure 
A complementary neuroscientific perspective has been also added to the cognitive 
experimental studies on music and emotion, in order to encourage future diagnostic and 
therapeutic potential applications in the fields of psychiatry and clinical psychology. 
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CHAPTER 2. BACKGROUND 
The following background examines the fundamental theoretical and empirical studies that 
could provide a firm foundation from which to develop an analysis of music in audiovisual 
contexts. The experimental view involves the cognitive and neuroscientific approaches to 
music and emotion. The theoretical perspective, embraces both music theory and film-sound 
theory intuitions regarding the connotative and expressive aspects of music information. 
2.1 Film-sound theory  
“Visual and auditory perceptions mutually influence each other in the audiovisual 
contract, lending each other their respective properties by contamination and projection” 
(Michel Chion, 1990, p. 9) 
Sound in film can be independently and flexibly controlled during the process of film 
production because the soundtrack is constructed independently from the moving images. 
Sound may accomplish many different emotive functions within a film, and when effectively 
merged with visual content we are often unaware of just how versatile and meaningful sound 
can be in supplying these functions. 
In the context of film, sound is used for multiple purposes: providing continuity, direction of 
attention, mood induction, communicating meaning, acting as a cue for memory, arousing 
and focusing attention, and for pure aesthetic pleasure (Cohen, 1998). 
Before going deeper into the theoretical background for the expressive possibilities of sound 
in film, it may be useful to introduce some descriptive terms within film-sound aesthetics that 
provide a general basis for the analysis of a sound track. 
2.1.1 Acoustic Properties 
Some acoustic properties of sound that are experienced in everyday life are particularly 
useful in film sound. As Bordwell and Thompson (1979) explained, loudness, pitch and 
timbre, all interact to enhance considerably our experience of film. 
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Loudness refers to our sense of the volume or intensity of sound and is the result of the 
amplitude of the vibrations in the air that create this perceived sound. Films make use of 
radical changes in volume for different purposes. For instance, in a shot of a crowded 
downtown location, accompanied by loud traffic noises, the loudness of the noise may be 
suddenly dropped when the camera changes its angle and focuses on two people who meet 
and start a conversation. Loudness may also be employed for affecting perceived distance or 
even extreme changes of volume that may be employed for emotional shock value.  
Pitch refers to our subjective sense of the ‘high or low position’ of sound and is the result of 
the frequency of sound vibrations. Pitch differentiation is the principal method we 
unconsciously employ to distinguish music from other aural elements within a soundtrack 
(sound effects and dialogue). Some very tense, and dark atmospheres can be evoked in the 
audience by using very low pitches (slow frequencies). 
Timbre, also known in psychoacoustics as tone quality or tone color, is given by the 
harmonic components of a sound. When playing classical guitar for instance, the same E 
major chord can be played with a more metallic or a more mellow sound depending on the 
distance from the guitar bridge that we pluck the strings. Filmmakers take advantage of this 
sound quality continually, as in the clichéd use of saxophone tone color for seduction scenes. 
2.1.2 Sound Editing 
Bordwell and Thompson (1979), in their synthesis of aesthetic sound fundamentals, assigned 
a primary role for the process of selection and combination of sounds in film. They explained 
that in the same way our perception selectively filters incoming stimuli, the director’s 
selection and combination of sound in a film may regulate the audience’s general perception, 
consequently influencing their attention focus and content interpretation. The three forms that 
sound takes in cinema (speech, music and sound effects) can be combined in many different 
ways in order to achieve specific functions. In this sense, the construction of a sound track 
shares many characteristics with the process of image editing.  
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Walter Murch (1995), whose work in the film “Apocalypse Now” combined both visual and 
sound editing, uses a very appropriate metaphor for describing the editing process. He 
compares it with the DNA genetic architecture of an organism.  
“… the information in the DNA can be seen as uncut film and the mysterious 
sequencing code as the editor. You could sit in one room with a pile of dailies and 
another editor could sit in the next room with exactly the same footage and both of 
you would make different films out of the same material. Each is going to make 
different choices about how to structure it, which is to say when and in what order to 
release those various pieces of information.” (Murch, 1995, p. 13) 
2.1.3 Dimensions of film sound. 
According to Bordwell & Thompson (1979) there are four very important dimensions of film 
sound: rhythm, fidelity, time and space. In this section, I will only consider rhythm, time and 
space. Fidelity relates to whether the sound is faithful to the source as we conceive it.  Non-
faithful sound often has very important expressive functions; and because of its relevance, it 
will be discussed in a separate section (Section 2.2).  
The larger, encompassing concept of Rhythm involves features that musicians may 
differentiate as meter, “rhythm” (duration patterns), and tempo. According to Meyer (1956), 
“the perception of meter involves an awareness of the regular recurrence of accented and 
unaccented beats”, on the other hand, “the perception of rhythm involves a mental grouping 
of one or more unaccented beats in relation to an accented beat” (Meyer, 1956, p. 102-103). 
Lerdhal and Jackendoff (1983) unraveled grouping and meter, and described them as 
independent but interactive components. Currently, the investigation in the grouping 
component brought music theorists to Gestalt principles, which had already been extensively 
analyzed in the visual domain. Particularly, the principles of proximity and similarity have 
been applied to grouping, allowing a hierarchical segmentation into motives, phrases and 
sections.  
Sound editing has its own rhythm against the movement within the image in film, and usually 
the rhythm of sound accompanies this motion. In addition, sound has a very strong influence 
on the perception of movement and speed. For instance, the reason why the rapid visual 
movements in kung fu do not generate a confusing impression is because they are “spotted” 
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by rapid auditory information (e.g. whistles, shouts, bangs, etc.) that highlight certain 
movements and provide a delineated audiovisual memory. 
Rhythmic sound attached to an image may also direct our focus of attention within the image. 
Annabel Cohen’s initial empirical research on the audiovisual experience has largely 
contributed to understand the cognitive processes underlying this dimension of film sound 
(see Cohen, 1998).    
Regarding time, sound temporally interacts with filmic images in two ways: the viewing time 
and the story time. Viewing time refers to the physical length of the film (the time it gets to 
be projected). This habitually differs from story time, which is the elapsed time within the 
film’s intrinsic action. For example, events can cover several years in the characters’ lives 
(story time). 
Sound editing enables sound to be juxtaposed in any temporal connection with an image. 
Whenever a certain sound matches its production source within an image, in terms of our 
viewing time, this is called synchronization. For instance, most dialogue between characters 
is matched so that the lips of the actors move as we hear the appropriate words.  
The relation of sound with the story time can be fascinating, and it is one of the most 
important effects of sound’s added value. By “added value”, Chion (1990) means the 
expressive and informative value with which a sound enriches a given image. Chion 
explained that sound may temporalize images in three different ways. The first is temporal 
animation of the image, and it refers to the mode in which sound renders the perception of 
time, making it appear as exact, detailed, immediate, concrete, vague, fluctuating, etc. 
Second, synchronous sound provides shots with temporal linearization, imposing a sense of 
succession, which for example was not so manifest in silent cinema. Third, sound dramatizes 
or “vectorizes” shots (as Chion likes to call it), pointing them toward a future, a certain goal 
or a specific expectation. 
Experimental studies on subjective time estimation using music have empirically confirmed 
the influence of distances traveled through pitch space, this ´space´encompassed by the sense 
of distance between keys, on retrospective time estimation (Firmino, Bueno & Bigand, 
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2008). Results show that chord sequences modulating to distant keys induce feelings of 
shorter retrospective time than when chord sequences move to closely related keys or remain 
in their original key. This finding demonstrates that tonal modulation is a relevant parameter 
that affects retrospective time estimation in music.  
Such travel through pitch space has not yet been investigated in time estimation within 
audiovisual studies, however, one of the experiments presented in this thesis (Section 4.2) 
could be used to further examine timing effects in audiovisual contexts. 
Figure 2, shows a film score fragment from a recent film scoring experiment conducted by 
this author. This musical passage ilustrates the use of tonal modulation to achieve a specific 
perception of time in the images of an animated short film. This particular visual sequence 
deals with time (years) passing fast; tonal modulation proved to be a very useful musical 
variable for conveying this meaning. 
(a)        (b) 
	  
Figure 2. (a) fragment of film score for "Father and Daughter" Project (b) corresponding visual scene 
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The space dimension of film sound requires a detailed explanation since it can be classified 
in several categories, each one with its own characteristics and purposes. We think of sound 
as having a spatial dimension since it always comes from a source, which can be 
characterized by the space it occupies. In film sound theory, whenever the source of a sound 
is a character or object in the story space of the film, that sound is called diegetic. The voices 
of characters, sounds produced by objects in the story, or music coming from instruments 
within the real space of the scene (radio receivers, phonographs, CD players, etc.); they are 
all diegetic sound.  
Diegetic sound can be either on-screen or off-screen, depending on whether its source is 
within the frame or outside the frame. Moreover, film sound theory distinguishes between 
internal and external diegetic sound. “External diegetic sound is that which we as spectators 
take to have a physical source in the scene. Internal diegetic sound is that which comes only 
from the mind of a character; it is subjective” (Bordwell & Thompson, 1979, p. 193). 
In contrast, nondiegetic sound refers to sound that does not come from a source in the story 
space. Much film music used to augment the expressiveness of images is nondiegetic. When 
we see the astronauts in Ron Howard’s Apollo 13 (1995), struggling with serious technical 
problems in the ship and tense music comes up, we do not expect to see a whole orchestra 
performing inside the cockpit nor in the deep space. Viewers understand and accept that film 
music is a convention in movies. 
2.2 The expressive capabilities of sound in film 
“Naming a thing with that which is not its name.” Aristotle definition of metaphor 
There is a great difference between advancement in sound technology and its development as 
a medium of expression. If we consider sound in film as a mere acoustic improvement that 
enables us to better imitate the naturalness of the audiovisual experience, we severely impair 
its expressive possibilities. 
As Pudovkin (1960) described, the functions that sound can play in film are beyond a slavish 
imitation of naturalism. Sound can enable a deeper explanation of the film content. But this 
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richer insight into the narrative of a film cannot be opened with just a naturalistic use of 
sound. Such supplementary value of sound only appears when image and sound are 
combined in a specific manner. They need to be connected in a way similar to musical 
counterpoint, where the different lines or domains significantly interact with each other 
without loosing their own and particular narratives. According to Pudovkin, only by this 
process will the moving image be enhanced and find a deeper form than that by contrast 
available in silent film. 
Within this aural and visual counterpoint, unity and coherence is realized by an interaction of 
meanings, which results in a more interesting rendition than a comparatively superficial, 
factual copy of reality. Just as melodic lines interplay in counterpoint (e.g. Bach Inventions), 
sound and images may enter in a subtle conversation of meanings. 
In this sense, and as explained by Pudovkin (1960) the principal elements in sound film are 
the asynchronous and not the synchronous elements. Pudovkin’s conclusion goes even more 
deeply, stating that even the naturalistic use of sound is, in fact, only exceptionally 
correspondent to natural perception. He demonstrates his perspective with the following 
example: 
 “For example, in actual life you, the reader, may suddenly hear a cry for help; you 
see only the window; you then look out and at first see nothing but the moving 
traffic. But you do not hear the sound natural to these cars and buses; instead you 
hear still only hear the cry that first startled you. At last you find with your eyes the 
point from which the sound came; there is a crowd, and someone is lifting the injured 
man, who is now quiet. But, now watching the man, you become aware of the din of 
traffic passing, and in the midst of its noise there gradually grows the piercing signal 
of the ambulance. At this, your attention is caught by the clothes of the injured man: 
his suit is like that of your brother, who, you now recall, was due to visit you at two 
o'clock. In the tremendous tension that follows, the anxiety and uncertainty whether 
this possibly dying man may not indeed be your brother himself, all sound ceases and 
there exists for your perceptions total silence. Can it be two o'clock? You look at the 
clock and at the same time you hear its ticking. This is the first synchronized moment 
of an image and its caused sound since first you heard the cry.” (Pudovkin, 1960, p. 
87) 
Our attention is an organizing process as well as a selective one (Mead, 1952). Our mind 
imposes an organization to the separate stimuli that are constantly bombarding the system. 
Moreover, this organization is not an accidental or arbitrary one (Meyer, 1956). Pudovkin 
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used to describe the course of man’s perceptions as an editing process. He explained that 
there always exist two rhythms, the rhythm of the objective world and the subjective rhythm 
with which man observes this world. The objective world, as whole temporal organization is, 
in this sense, selectively organized by the human mind. Therefore, from our senses, we 
collect particular impressions of this world in groups of emphasized and discarded elements 
that vary depending on several variables such as our mood, emotions, personal history, etc.  
It is possible therefore for sound film to be able to recreate not only the objective world but 
also man’s subjective perception of it. For example, the image may match the exact pulse of 
the objective world where the actions of a character take place, however, sound may “pull” 
things into a different world, following the internal emotional perspective of the character. 
This procedure shows a simple way in which the counterpoint of sound and image can bring 
the spectator a richer and subtler audiovisual experience. 
The editor and sound designer Walter Murch (Apocalypse Now, The Godfather, The English 
Patient, etc) has expressed that the association between sound and image should be done to 
stretch their relationship wherever possible in order to construct a purposeful and fertile 
tension between what is in the screen and what is awakened in the mind of the audience 
(Murch, 1994). This metaphoric use of sound, as Murch have called it, is one of the most 
flexible, fruitful and inexpensive means in the field of film editing.  
Murch, himself a passionate listener of Musique Concrete (composers like Schaeffer or 
Henry), expressed that sound (once free of the object that created it) can reattach itself to a 
wide range of objects and images. The sound of an ax chopping wood, for instance, played 
exactly in sync with a bat hitting a baseball, will “read” as a particularly forceful hit rather 
than a mistake by the filmakers (Murch, 1994). Michel Chion’s term for this phenomenon is 
synchresis, an acronym formed by combining the words synchronism and synthesis: “The 
spontaneous and irresistible mental fusion, completely free of any logic, that happens 
between a sound and a visual when these occur at exactly the same time” (Chion, 1990, p. 
18. Going a bit further, if compared to realistic wind sound, filtered white noise attached to 
images of a windy landscape, will probably “read” as a particularly cold, tense and stormy 
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scenario. This specific way of thinking film-sound is certainly the foundation of sound’s 
added value in film.  
Michel Chion refers to this phenomenon as a movement “into the gap” (english translation of 
“en creux”) (Chion, 1990). Linking sounds with images of objects or situations that are 
different from the objects or situations that gave birth to the sounds in the first place, might 
seem to be somewhat strange at first hearing. However, by this means, the audiovisual 
experience opens up a connotative space into which the mind of the audience must inevitably 
fall. This is the domain of the metaphor, in what we initially see a mistake; we suddenly find, 
underneath its external cover, a deeper truth about the thing named and our relationship to it.  
2.3 Connotative aspects of music information 
“…we can now state one of the basic hypothesis of this study: affect or emotion felt is 
aroused when an expectation – a tendency to respond – activated by the musical stimulus 
situation, is temporarily inhibited or permanently blocked” (Meyer, 1956, p. 31). 
“There is a causal connection between the musical materials and their organization and 
the connotations evoked” (Meyer, 1956, p. 266). 
The power of film sound lies in the connotative dimension of music information.  
Meyer (1956) assumed that an emotion is evoked whenever a tendency to respond is 
inhibited. In his theory Meyer uses the word tendency as a term that comprises all automatic 
response patterns, whether natural or learned. The idea of tendency also includes the concept 
of habitual reactions since they are mechanisms of action physiologically established that 
operate spontaneously and automatically. 
According to Meyer, all tendencies are expectations. Meyer compared a tendency with a 
chain reaction, to describe the way in which a present event leads through a series of 
alterations to a more or less specified consequent, which has already somehow been implied 
when the tendency itself has been brought into play. The aesthetic pleasure in music results 
from the arousal of expectations. In this sense, music can be explained as a series of patterns 
that seek or expect appropriate consequents. 
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The response patterns can be either conscious or unconscious. An individual may be unaware 
of the reaction pattern when it runs its normal course to completion. The tendency usually 
becomes conscious in such cases where inhibition of the reaction pattern is present and its 
course is disturbed in some way. Sometimes, expectations may be non-specific in that we are 
not sure precisely how they will be fulfilled. The antecedent stimulus situation may be such 
that several consequents may be almost equally probable (Meyer, 1956). For instance, this 
situation may arise in sections of a composition where development is governed by 
diminished chords. “Musical experiences of suspense are very similar to those experienced in 
real life. Both in life and in music the emotions thus arising have essentially the same 
stimulus situation: the situation of ignorance, the awareness of the individual’s impotence 
and inability to act where the future course of events is unknown (Meyer, 1956, p. 28). 
Affective experiences in music result from the interaction between a series of musical stimuli 
and an individual who understands the style of the work being heard. Styles in music can be 
described as complex systems of probability relationships (Meyer, 1956) in which the 
meaning of any term is affected by its relationships with all the other possible terms within a 
style system. Probability relationships are implicit in the names given to several of the 
structural tones in western music theory. For instance, the stable tones are named tonic, 
mediant and dominant, while the subsidiary tones are named in relation to these, for instance, 
leading tone (leading upward to the tonic) and supertonic (implying either a tone leading 
downward to the tonic, or a first step upward away from the tonic). Such naming of tones 
indicate the expected, or higher-probability behavior of tones in melodic sequences, and 
supports the tenet that probability itself is one of the central defining factors of style.  
Music cognition theory has used the terms “tonal hierarchy” to refer to the same concept of 
probability relationships. Such hierarchy is atemporal in that it represents a permanent 
knowledge about the system. As Lerdhal (2007) has explained, this knowledge is acquired 
through listening experience, and exposure to different musical idioms give rise to different 
internalizations  of tonal hierarchy. 
Often music elicits affect via conscious or unconscious image processes (e.g. music may 
evoke places, experiences, thoughts, etc). If such processes are unconscious, an analysis of 
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those experiences is denied for the listener. However, sometimes image processes related to 
music become conscious. In such cases, the listener is aware of the associations that are 
awakened and developed in his mind while listening. This kind of conscious processes may 
only relate to peculiar experiences of a particular individual, or they may be collective, in the 
sense that they are shared by a whole group of individuals within a culture. Meyer (1956) 
specifically used the term “connotations” to define image processes that are common to a 
whole community. In this sense, connotations are the product of the “associations made 
between some aspect of the musical organization and extramusical experience” (Meyer, 
1956, p. 258). For example, during the Baroque period certain intervals like the diminished 
fifth were closely linked to expressions of anguish and grief.   
It is important to notice that most of the connotations that music arouses are built upon the 
correspondence or resemblance that exists between our experience of the musical structure, 
on the one hand, and on the other our experience of the extra musical world of images, 
concepts, states of mind. Connotations are not an inevitable outcome of a given musical 
organization. The connection between a specific aspect of the musical structure and a 
particular extra-musical experience depends upon intracultural beliefs and attitudes. Even 
though some connotations may seem natural, they are born within a specific culture and 
require its reinforcement through cultural experience to survive and develop. 
Music is a non-representative art form and consequently it cannot specify nor particularize 
the connotations which it evokes. This fact has been commonly mentioned as a basic 
difficulty for any attempt to link music and connotative meanings. However, as Meyer 
expressed, far from a weakness, this flexibility might probably be considered as its 
fundamental virtue (Meyer, 1956, p. 265), since it allows music to express the disembodied 
and essential aspects of human affective experience. 
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2.4 Psychodynamic Perspective: Play and Cultural Experience 
“The real projectors are the eyes and ears of the audience.” John Huston 
“The capacity to form images and to use these constructively by recombination into new 
patterns is – unlike dreams or fantasies – dependent on the individual’s ability to trust.” 
Fred Plaut 
Some notions from the English pediatrician and psychiatrist Donald W. Winnicott refine the 
backround to this thesis from the psychoanalytic point of view. His concept of transitional 
space has several links with Meyer’s ideas of connotation as shared cultural experience. A 
description here of Winnicott’s psychological perspective provides both a deeper 
comprehension of the cultural experience and a path for potential therapeutic outcomes from 
studies incorporated in this thesis.   
Although influenced by psychoanalysts Sigmund Freud and Melanie Klein, Winnicott 
proposed very original ideas regarding the cultural experience, which he conceived as an area 
derived from play.  
Winnicott’s theory gives special psychological importance to the relations of the individual 
with others in the world. When compared to neo-Freudians, his theory is less influenced by 
Freud’s focus on the satisfaction of instinctual drives. From Winnicott’s perspective, the 
child’s engagement with objects – a term that includes persons – is primarily a relational one, 
from the very beginning of life. 
In his work “Play and Reality” Winnicott (1971) described his thoughts on the cultural 
experience. Even though he never discarded Freud’s theory of play and symbolism as 
expressions of the structure of the mind (internal world), projected onto the external world, 
Winnicott gradually realized that “Freud did not have a place in his topography of the mind 
for the experience of things cultural” (Winnicott, 1971).  
 “Freud gave new value to inner psychic reality, and from this came a new value for 
things that are actual and truly external. Freud used the word “sublimation” to point 
the way to a place where cultural experience is meaningful, but perhaps he did not 
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get so far as to tell us where in the mind cultural experience is.” (Winnicott, 1967, p. 
84) 
Following Klein’s theory of object’s relation, Winnicott studied the effects of projection and 
introjections’ mechanisms, and realized that play and cultural symbols are neither a matter of 
inner psychic reality nor a matter of external reality. He stated that the infant’s employment 
of a transitional object, the first not-me possession, is in fact the child first use of a symbol 
and the first experience of play. 
Although they are actual objects (e.g. a teddy bear, blanket, etc.), these transitional objects 
are not yet perceived by the infant as having a fully external reality. They are a symbol of the 
union of the baby and the mother, a symbol that can be located in an  ‘in between’ reality.  
Many audiovisual experiences also belong to this same transitional space. Walter Murch 
(1994) described that the spectator’s attempts to blend image and sound in a film “produces a 
dimensionality that the mind projects back onto the image as if it had come from the image in 
the first place” (Murch, 1994, p. XXI, from foreword). The consequence is that we perceive 
something on the screen that is actually in our own minds, and therefore, what we see in the 
screen is in its more subtle details unique to each member of the audience. 
Winnicott (1971) explained that this potential space is a factor that varies strongly from 
individual to individual. Winnicott’s transitional object, an illusion in itself, remains 
paradoxically for all persons, throughout life, in the cultural experiences, which are in direct 
continuity with play.  
It is very important to note that, as explained by Winnicott (1971), the use of this transitional 
space is highly influenced by life experiences that take place at early stages of the 
individual’s development. Children who suffer from severe psychopathologies are often 
unable to play. If life or an appropriate treatment does not change this situation, an 
impoverishment of their capacity to experience in the cultural field might be a possible 
consequence.  
 “Failure of dependability or loss of object means to the child a loss of the play area, 
and loss of meaningful symbol. In favorable circumstances the potential space 
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becomes filled with the products of the baby’s own creative imagination. In 
unfavourable circumstances the creative use of objects is missing or relatively 
uncertain.” (Winnicott, 1967, p. 89) 
 
2.5 Cognitive processes in music. Musical tension: a link between expectation 
and Emotion 
“It is striking that listeners share a complex mental schema of the mutual distances of 
pitches, chords and regions.” (Lerdhal & Krumhansl, 2007, p. 331) 
“Because of the way in which sound combines, the learned responses of the listener, and 
the context in which and interval appears, a consonance forms a stable, total entity, while a 
dissonances forms a less stable, a less satisfactory, though not less necessary, Gestalt.” 
(Meyer, 1956, p. 231) 
 
Regardless of the fact that many response patterns are culturally learned and happen in a 
specific context, Meyer (1956) have pointed out that the octave, for example, is a central 
point in the music of all cultures, and similarly, the fifth and the fourth have a tendency to be 
considered as significant tones, restful and consonant intervals. Meyer’s view is embedded 
within the perspective of the Gestalt psychology. A fundamental axiom of Gestalt theory, the 
Law of Pragnanz, states that there is a tendency for the human mind to organize the stimuli 
presented by the senses in the simplest way possible. In music then, to paraphrase Meyer, as 
a result of the way sounds combine within a musical context inside a specific learned culture, 
a consonance evokes a stable entity, while a dissonance shapes a less stable, though no less 
essential, event.  
Lerdhal and Jackendoff’s (1983) Generative Theory of Tonal Music (GTTM) was aimed at 
trying to identify a structural description for any tonal piece; “the structure that the 
experienced listener infers in his hearing of the piece.” Their theory is supported by earlier 
work of important music theorists who also believed that the reason why music progresses 
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dynamically through time lays principally on the temporal alternation of stable and unstable 
tonalities (Hindemith, 1942; Schenker, 1935, 1979; Meyer, 1956, 1973, to name a few). For 
example, in terms of tonality expressed in chords, a musical section ending on an unstable 
chord induces the general feeling that the fragment has not yet reached its conclusion and 
that there will probably be a continuation. On the other hand, a musical section ending in a 
very stable chord evokes a sense of conclusion (or resolution). The ultimate purpose of the 
GTTM project was to gain a better understanding of the cognitive processes underlying the 
musical experience. 
Several studies have concluded that the generation of emotional states involves cognitive 
processes (Smith & Lazarus, 1993, Frijda, 1993). As described in the section regarding the 
connotative aspects of music information, Meyer (1956) proposed that, in a musical context, 
emotions are aroused when an expectation is temporarily inhibited or permanently blocked. 
Harmonic expectation does not require the listener’s conscious knowledge of the musical 
rules and regularities that govern a specific style. It can be triggered through implicit 
processing of harmonic relations. As explained earlier, cognitive empirical studies use the 
term “tonal hierarchy” to designate this non-temporal schema of pitch regularities (system of 
probability relationships), specific to Western music, which is stored in long- term memory 
and that represents the more or less permanent knowledge about the musical system that 
listeners have (Bueno & Bigand, 2009). 
Bigand, Parncutt and Lerdhal (1996, 1999) investigated the effects of musical function, 
sensory consonance, and horizontal motion on perceived musical tension using chord 
sequences. They showed that the harmonic distance is associated with the amount of tension 
contained in the music as perceived by listeners. In other words, these studies indicated that 
less expected harmonic events (e.g. chords far away from the tonal root within a certain 
musical context) will have a tendency to generate perceptions of tension in the listeners since 
more expected harmonic events are inhibited (Meyer, 1956; Lerdhal & Jackendoff, 1983). 
Tension seems to play the role of a connecting concept, a link between expectation and 
emotion (Sloboda, Koelsch & Steinbeis, 2006), and therefore could be thought as an 
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intermediate step between the recognition of musical structures and the affective response 
(Farwood, 2008). 
Within empirical studies, tension has been studied mainly from two perspectives. On one 
hand, a global model of “musical tension” (inclusive definition of musical tension) requires 
the consideration of many factors or sound dimensions such as pitch, duration, dynamics, 
rhythm, tempo, gesture, textural density and timbre. In musical structure these sound 
dimensions are organized into ordered relationships. Depending on how all these factors are 
arranged, they create expectancies, which may influence the way people perceive tension in 
music (Farwood, 2008). On the other hand, several studies have focused on what has been 
called “tonal tension” in the specific sense of tension created by melodic and harmonic 
motion (Bigand, Parncutt & Lerdhal, 1996; Bigand & Parncutt, 1999; Krumhansl, 1996; 
Lerdhal & Krumhansl, 2007).  The relevance of this last concept lays its substantial liaison 
with the musical phenomenon (unlike such factors as speed, loudness or dynamics), and 
might be the most decisive integral aspect of musical tension. 
The concepts of tonal tension and relaxation could be related to “stability and instability” or 
even “consonance and dissonance”. However, as Lerdhal and Krumhansl (2007) have 
pointed out, these notions have subtle but important differences in meaning. The term 
“dissonance” should be primarily referred to an acoustic or sensory property as studied in the 
psychoacoustic literature (Helmholtz, 1863, 1954, Plomp and Levelt, 1965; Vos & van 
Vianen, 1984; DeWitt & Crowder, 1987). In this sense, musically dissonant intervals 
typically correspond to intervals that are acoustically dissonant (e.g. intervals composed of 
frequencies the ratio between which is not simple ). “Instability” has a cognitive or 
conceptual meaning beyond psychoacoustic effects. Music theorists such as, Meyer (1956), 
Riemann (1893), Schenker (1935), Hindemith (1942) and Schoenberg (1911) extend musical 
dissonance from a surface characteristic to abstract levels (Krumhansl, 2007).  
Summarizing, tonal tension refers both to sensory dissonance and to cognitive dissonance or 
instability. It can be described by a number of variables (Bigand & Parncutt, 1999), which 
have been already historically studied by music theorists and scientists: the tonal function of 
chords inside a musical context (Riemann, 1893; Koechlin; 1930, Schenker, 1979; 
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Hindemith, 1942; Costere, 1954), their acoustic or sensory consonance (Rameau, 1971; 
Helmholtz, 1877, 1885), and melodic organization, usually referred as “horizontal motion” 
(Ansermet, 1961). 
The most recent theoretical and empirical developments regarding tonal tension modeling are 
strongly connected with two of Lerdhal’s most relevant projects: Generative Theory of Tonal 
Music (GTTM) (Lerdhal & Jackendoff, 1983) and Tonal Pitch Space (TPS) (Lerdhal, 1988, 
2001). The GTTM project introduced a new idea for prolongational reduction, different from 
Schenker’s approach. It represented nested hierarchical patterns of tonal tension and 
relaxation as shown in Figure 3. 
	  
Figure 3. Lerdhal and Jackendoff's tree structure for representing tension and relaxation patterns 
The prolongational reduction was supposed to symbolically describe an aspect of listeners’ 
unconscious understanding of music. It should also be systematically linked with the heard 
musical surface.  It did not take long for music psychologists to test the various cognitive 
principles of the GTTM project. However, the prolongational component described in GTTM 
was not quantifiable. Its different branching categories only described qualitative degrees of 
tension and relaxation.  
Lerdhal soon made different efforts trying to quantify the prolongational component in order 
to make it open to experimental corroboration. The pitch-space theory (Lerdhal, 1988, 2001) 
develops a solution for quantifying tonal tension through computational modeling of 
empirical data on the tonal hierarchy (Krumhansl, 1983, 1990).  
A quantitative theory of tonal tension involves four components: 
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1. A representation of hierarchical (prolongational) event structure. 
2. A model of tonal pitch space and all distances within it. 
3. A treatment of surface (largely psychoacoustic) dissonance. 
4. A model of voice leading (melodic) attractions. 
In the article “Modeling Tonal Tension”, Lerdhal and Krumhansl (2007) gave a detailed 
description of how pitch-space distances, prolongational stability, and tonal tension are 
derived and quantified. According to the TPS theory, “the cognitive distance of an event 
from a given reference point measures the instability of that event in relation to the reference 
point” (Lerdhal, 2009, p. 191).  
Several empirical studies have validated the tension component of GTTM/TPS theory 
(Bigand, Parncutt & Lerdhal, 1996; Bigand & Parncutt, 1999; Smith & Cuddy, 2003; 
Krumhansl, 1996; Lerdhal & Krumhansl, 2007). However, as Lerdhal (2009) expressed, 
there is a lack of empirical research seeking a deeper understanding of the relationship 
between musical emotion and the flow of tonal tension. The present thesis work is aimed at 
analyzing and developing this opened path. 
2.6 Music and emotion: a Neuroscientific approach 
The scientific study of emotion has been an elusive topic for many years. Recent decades, 
however, have brought a substantial increase in research in this field, leading to significant 
new discoveries of the brain mechanisms involved in emotion processing. 
Neuroscientific research on human emotion has predominantly used static visual images as 
experimental stimuli. In spite of this, during recent years, neurosciences have found music 
potentially to be a very helpful tool. Music has important advantages when compared to other 
kinds of stimuli. In addition to being able to consistently induce emotions across subjects 
(Krumhansl, 1997), the fact that music unfolds over time makes it particularly appropriate to 
investigate the time course of emotional processing and the underlying neural mechanisms 
(Koelsch, 2005). 
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So far, the few imaging studies on the investigation of emotion with music displayed the 
involvement of limbic and paralimbic cerebral structures such as insula, hippocampus, 
parahippocampal gyrus, amygdala, ventral striatum, temporal poles, orbitofrontal cortex, and 
cingular cortex (see Figure 4).  
 
Figure 4. Limbic and paralimbic cerebral structures 
Using positron emission tomography (PET) to investigate the emotional processing of music, 
Blood et al. (1999) found cerebral blood flow (rCBF) changes as a function of tonal 
dissonance level. Activations of the right parahippocampal gyrus and the precuneus regions 
positively correlated with increasing dissonance. On the other hand, activity in orbitofrontal, 
subcallosal cingulated and frontal polar cortex correlated with increasing consonance.  
The same results where found in a pilot fMRI study (Functional Magnetic Resonance 
Imaging) conducted by Bravo & Gonzalez, which investigated cerebral activations elicited 
by the musical stimuli used for the audiovisual experiment described in Chapter 3. The 
experimental design for this study was based on the above research by Blood et al. (1999). 
Different levels of tonal dissonance were generated by modifying the harmonic structure of a 
simple chord sequence. The experiment was specifically aimed at analyzing the effects of 
tonal dissonance on the emotional interpretation of audiovisual contexts, and the fMRI 
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exploratory study was done to confirm, within this audiovisual experiment, the results stated 
in the study conducted by Blood et al. (1999). 
In another PET study by Blood and Zatorre (2001) activity in brain regions involved in 
reward and emotion, including the orbitofrontal cortex, the ventral striatum, the insula and 
the ventral medial prefrontal cortex, correlated with “chills” when participants were 
presented with a piece of their favorite music.   
Similar results, compared to Blood et al. (1999) were found in an fMRI study conducted by 
Koelsch et al. (2005). In this experiment, unpleasant music was constructed by electronically 
manipulating original musical excerpts. These dissonant counterparts induced unpleasantness 
and elicited increases in blood oxygen level-dependant (BOLD) signals in the hippocampus, 
the amygdala, the parahippocampal gyrus, and the temporal poles. 
Activation of the amygdala in emotional processing of dissonant music has also been 
described by Gosselin et al. (2005). This study reported impaired recognition of fearful music 
in patients that had resections of the medial temporal lobe (including the amygdala). 
The structures activated in several of these studies (Blood et al., 1999, 2001) diverge from 
those involved in the perceptual processing of music, suggesting the hypothesis of a possible 
dissociation between the perceptual processing and emotional responses to music. The 
studies presented above demonstrate that changes in particular limbic, paralimbic and 
neocortical areas known to be involved in emotional processing correlate with increasing 
consonance or dissonance. In addition dissonance level was found empirically associated 
with specific positive or negative emotional ratings, thus suggesting that the structures in 
question might be selectively involved in response to these emotions.  
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CHAPTER 3. EMPIRICAL STUDY: THE INFLUENCE OF TONAL DISSONANCE ON 
EMOTIONAL RESPONSES TO FILM 
3.1 Abstract 
This article reports an empirical experiment investigating the effect of using different levels 
of tonal dissonance in film music, on the interpretations and expectations regarding the 
emotional content of an animated short film. The experiment involved 120 participants 
(average age: 22). Original film music was composed for the short film. A novel melody was 
made to sound more or less dissonant by modifying the harmonic structure of its 
accompanying chords, producing two otherwise-identical versions of a music passage. 
Dissonance level differed between both versions, and was uniform throughout a given 
version. Each of these two music conditions was applied as background music to the same 
animated short film. Results indicate that the main character and the overall story were 
interpreted differently depending on the dissonance level of the background music. 
Keywords:  Music, Emotion, Film-music, Dissonance, Consonance, Psychology of Music. 
3.2 Introduction 
3.2.1 Psychology of film-music 
Whenever we walk into a movie theatre we usually attribute almost everything to the acting 
or maybe the cinematography, or sometimes the writing, while being more or less oblivious 
to many other things that influence our feelings during an audiovisual experience. When a 
film is effective, all of the elements become one thing, and it is the integration of those 
elements in highly emotional connections what makes narrative film as powerful as it is.  
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Music is considered one of the key elements contributing to the emotional meaning of film. 
Moreover, it is progressively becoming more accessible and present in film, television, video 
games and other types of multimedia. Multimedia is defined as the combination of two or 
more media sources. It implies multisensory information being encoded, interpreted and 
stored, and it can be used for informative, didactic or entertaining functions. 
Despite music’s vital role in film, film music itself has been mostly ignored by musicology 
and music psychology until the last decade (e.g. Cohen, 1994; Marks, 1998; Prendergast, 
1991). Since then, different empirical studies have been conducted for better understanding 
film music and the functions that it serves for a film (Cohen, 2001, p. 249).  
Cohen (2001, 2005) has comprehensively examined these studies and also elaborated a 
theoretical framework for supporting future research in this field.  If we want to analyze the 
effect of music on film from the viewpoint of experimental psychology, it is helpful to follow 
the differentiation suggested by Cohen (2005) between two aspects of musical 
communication: structure and meaning. 
As Cohen (2005) explains “structure refers to systematic relations among sounds that 
characterize the style or grammar of music originating within any time or culture” (p. 17). 
For instance, concepts like interval, triad, melody, scale, tonality, mode and rhythm are often 
used. Also, explanations take into consideration sound waves’ properties and characteristics, 
such as frequency, wavelength, period and amplitude. Topics in psychological research 
concerning musical structure address problems like: processing of temporal structure (e.g. a 
listener’s perception of grouping structure in motives, phrases, sections), identification of 
functions, musical form, perception of rhythm and meter, generation of expectancies in 
musical sequences and pieces, tonal inference, processing of timbre, identification of 
particular instruments, auditory space, absolute and relative pitch, etc.  
Even though perceiving the structure of music is needed for an integral musical 
understanding, most people are unaware of this hidden but significant aspect. Structure lies 
underneath and regulates music like the rules of grammar control our common language use 
(Cohen, 2005, p. 17). 
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Musical meaning refers to the emotional characteristics and the different associations, 
interpretations or feelings that music evokes (Sloboda, 1985; Juslin and Sloboda, 2001). 
Research in this field aims to investigate such issues as the contribution of music to 
emotional meaning (Juslin 1997; Levi 1982), the use of music for the establishment of 
general mood (Pignatielo et al. 1986) or, the study of musical excerpts that evoke experiences 
of deep and genuine emotions (Gabrielsson, 1998; Sloboda, 1985).  
From the standpoint of the “autonomy of pure music” theory, music does not have meaning 
beyond the relations of the sounds themselves (Kivy, 1990). On the contrary, for 
musicologist Nicholas Cook (1998), in a multimedia context the emotional associations 
generated by music are always seeking for an object. This fact is undoubtedly evidenced in 
the integration of music and visual images where musical meaning becomes automatically 
attached to the visual content that is in the focus of the spectator’s attention. In this sense, as 
Cohen (2001) explains, film content supplies the object (the visual focus of attention or the 
implied topic of the narrative) for the emotion that is being generated in the audience by the 
musical experience (p. 205). 
The distinction between structure and meaning is also helpful in the visual domain. In this 
area, “structure refers to the formal characteristics of visual images, and meaning refers to the 
associations, feelings, or interpretations that the visual images bring to mind (Cohen, 2005, p. 
18).  
Cohen (2005) provides a Congruence-Associationist Framework of the Mental 
Representation of Multimedia for describing the nature and analyzing the complexity that 
underlies the influence of music on the interpretation of film, video or other types of 
multimedia.  
This framework emphasizes two principles: association and structural congruence.  
Association accounts for the direct transfer of meanings elicited by music to the film context, 
setting the mood, disambiguating plot, etc. On the other hand, structural congruence, through 
principles of grouping, influences attention to specific visual information. Associations can 
then be applied to the focus of attention that is under control of structural congruence 
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(Cohen, 2005). Marshall and Cohen centered their approach towards both temporal-structural 
congruence and association; but in some cases, association alone is sufficient to explain the 
effects of music in the interpretation of film.  
The film narrative is constructed using information provided simultaneously from the visual 
and sound sources (speech, music and sound design). Cohen refers to the visual aspect as 
‘visual narrative’ since this is the location of consciousness of the film representation. Her 
description is also supported by research evidence for the predominance of visual over audio 
information (Driver, 1997; Bolivar et al. 1994; Thompson et al. 1994). In addition, the word 
narrative refers to the purpose of the visual short-term memory process to make sense of the 
visual information by means of whatever information is available. In this sense, the 
emotional meaning of film music is directed to the visual aspect due to the fact that its 
expressive symbolic value is helpful for interpreting the meaning of the scene.  
The theoretical evolution of the Congruence-Associationist framework reflects the different 
stages of Cohen’s research work within this field (psychology of film music). The studies are 
first focused on the influence of music-visual structural congruence on attention and the 
consequent directing of musical meaning to a visual focus (Marshall and Cohen, 1988; 
Cohen, 1990). Later, Cohen (1999, 2000a, 2001) develops this framework to reflect the 
contribution of long-term memory on the establishment of inferences and the development of 
a working narrative based on matching between short-term memory and long-term memory. 
In 2005, Cohen presents a more complete context extending to the additional domains of 
scripted text and sound effects.  The results presented in this study can be interpreted within 
Cohen’s Congruence-Associationist framework. 
Bearing in mind that, eventually, the source of musical influence is the physical and 
structural characteristics of the music, there are different types of variations that might affect 
the degree to which musical and visual associations combine to create meaning. Also, 
different dimensions of meaning could be investigated. In this sense, experimental research 
could address questions such as the effect of tempo and pitch height (Cohen, 1993), modes 
(major/minor), tonality, etc., on the induced meaning.  
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This article particularly examines the influence of tonal dissonance in the audiovisual 
context. The perspective taken is that of experimental cognitive psychology focusing on the 
relation between music and visual image. Specifically, we studied the effects of diverse 
levels of tonal dissonance on film perception. We addressed this issue using two different 
music backgrounds (one more consonant and the other more dissonant) over the same 
animated short film passage. A detailed description of the experimental stimuli will be 
provided. 
3.2.2 Functions of music in multimedia 
What function does sound perform in audiovisual construction? 
Music is used for multiple purposes; providing continuity, direction of attention, mood 
induction, communicating meaning, acting as a cue for memory, arouse and focus attention, 
and for pure aesthetic pleasure (Cohen, 1998). 
Michel Chion (Chion, 1994) from a different perspective (film theory), provides a theoretical 
framework for studying the audiovisual relationship. Chion points out that even though 
visual and auditory perception are of very different natures, the reason we are only dimly 
aware of this is that these two perceptions mutually influence each other in what he calls “the 
audiovisual contract”, lending each their respective properties by contamination and 
projection. 
The interaction of image and sound is the fundamental stone upon which film sound is built. 
Chion’s notions of “audiovisual illusion” and “added value” are particularly interesting. The 
audiovisual illusion is the spontaneous mental synthesis, completely free of any logic that 
happens between a sound and a visual when these occur simultaneously. By added value 
Chion means the expressive and informative significance with which a sound enhances a 
given image so as to construct the definite impression that this information or expression 
“naturally” comes from what is seen, an is already contained in the image itself.  
Sound makes you feel in a certain way. Concerning its function in a movie, sound adds 
emotion, it evokes feelings, and it creates a mood. But that is only one of many things that 
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sound can do. We often seem unaware of how versatile sound is. Randy Thom, from a non-
experimental perspective, conceptualized the following functions that sound performs in a 
movie (Thom, 1998): Sound can set up the pace of a scene or it can establish a geographical 
locale. You can even clarify an element of the plot with sound or you can make things more 
ambiguous, you can also describe an acoustic space with sound. Sound can connect 
otherwise unconnected ideas, characters, places or moments. Sound can heighten realism or 
it can diminish it. Sound can draw attention to a detail or draw attention away from it. Sound 
can smooth transitions between scenes, or it can make transitions more abrupt.  
Sound in audiovisual experiences is frequently believed to have mainly subliminal effects. 
Theoretical advancement in the field involves very different approaches and disciplines 
ranging from hermeneutics, musical composition to psychoacoustics and film theory (sound 
design, musical scoring, soundtrack). However empirical research in this area is minimal. For 
a multidisciplinary spectrum of theoretical works and recent research, see, for instance, 
Bullerjahn (1997), Michel Chion (1994), Cohen (1999), Gorbman (1987), Kallinak (1992), 
Phillips (1999) and Vitouch (1999). 
Many issues seem worth studying from an experimental psychological point of view. For 
example, does sound emotionally shape our visual perception? Can these emotional effects 
be examined and evaluated by quantitative empirical means? A common method to explore 
these questions is to show identical film sequences with a different sound underscoring for 
the purpose of analyzing if, and to what extent, different emotional impressions are generated 
in the perceiver (Vitouch, 2001).  
For extra psychological literature concerning the functions of music in multimedia, using 
quantitative evaluation methods, see research conducted by Bolivar, Cohen, Frentress 
(1994/1998), Inamiya (1994/1996), Lipscomb and Kendall (1994/1996) and Sirius and 
Clarke (1994/1996). 
3.2.3 Emotional responses induced by dissonance and consonance 
The essence of dissonance and consonance has been of great interest since at least the time of 
the ancient Greeks (Ludlin, 1967). Most of the research conducted about dissonance and 
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consonance has focused on defining what causes an interval (i.e. a combination of two tones) 
or a chord (i.e. a combination of three or more tones) to be consonant or dissonant (e.g. 
Helmholtz, 1912; Ludlin, 1947, 1967; Terhardt, 1974). However, other studies have 
considered dissonance and consonance in a wider, more ecologically valid context: the 
dissonance and consonance of a whole piece of music (Blood et al., 1999; Dibben, 1999; 
Peretz et al., 2001; Peters, 1970; Solomon, 1994; Tekman, 1998; Van-Krevelen, 1963). In 
studies of this sort, participants listen to musical excerpts and judge their overall feeling of 
pleasantness.  
It seems that different rules govern this type of dissonance-consonance evaluation. The 
sensation of dissonance or consonance is not limited to a momentary experience of a non-
changing situation, but is an ongoing cumulative experience. A consonant piece of music 
gives one a general pleasant sensation, while a dissonant piece of music gives a tense and 
unpleasant feeling (Blood et al., 1999; Costa et al., 2000; Storr, 1992).  
In the present research we opted to analyze the emotional reactions induced by different 
levels of tonal dissonance within the same visual passage (animated short film). Listeners 
who have been exposed to the Western tonal idiom normally respond to dissonance in a 
similar manner, even in the absence of formal musical training. This observable fact 
presumably shows that listeners have internalized the tonal music conventions in their culture 
and react to violations of these rules (Krumhansl, 1990). [Blood, 1999] 
3.3 Hypothesis 
In this experiment we wanted to address whether two different examples of background 
music (in terms of dissonance level) would modify the spectator’s interpretations on a film 
presentation. Specifically, we asked ourselves whether accompanying music with different 
level of tonal dissonance would change the audience associations, feelings and expectations 
towards the main character and the overall story of an animated short film.  
Our main experimental hypothesis predicted that, within the same film sequence (visual 
context), different musical settings would systematically elicit different interpretations and 
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expectations about the emotional content and continuation of the same movie scene. In 
addition, they would induce different impressions of the main character’s emotions.  
3.4 Method 
Participants 
A total of 120 normal volunteers took part in this experiment. The participants were 
randomly sampled from students at Argentine Catholic University. The mean age of the 
participants was 22 years. Subjects were screened to verify if they had musical training (58 
with musical training).  
 Stimuli 
A novel melody was made to sound more or less consonant or dissonant by modifying the 
harmonic structure of its accompanying chords, producing two otherwise-identical versions 
of a music passage. Dissonance level differed between the two versions, and was uniform 
throughout a given version. The pieces were composed specifically for this experiment so 
that they were unfamiliar to all subjects, thus eliminating the possibility of personal 
associations contributing to the emotional value of the music. 
Stimuli Construction  
Musical stimuli were created as General MIDI files on Mac OSX platform with Pro Tools LE 
Software and were presented via a Propellerhead Reason 4.0. Synthesizer engine using a 
strings patch set. At a tempo of 36 beats per minute, the complete melody lasted 
approximately 2 minutes.  
Pro Tools LE (MBox 2 external interface) was used for sound editing and for mixing sound 
with images. Images were taken from a French short film called “The man with pendolous 
arms”.  
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Procedure 
Two independent samples were used (60 participants each). The subjects were randomly 
assigned to two groups. Within the study design, we randomly split a class of students in two 
groups, one of which saw the film with “consonant music” condition and one of which saw 
the film with “dissonant music” condition. Participants were instructed just to watch the short 
film (without any mention to film music). Then, both groups were asked to answer a survey 
(9 questions) about their associations and expectations towards the main character and the 
overall story of the film. The survey used single-selection questions asking participants to 
choose only one item from two items given. 	  
	  Cuestionario	  (Survey).	  (coloque	  una	  sola	  cruz	  por	  respuesta)	  (choose	  only	  one	  item	  from	  two	  items	  given)	  	   1.	  El	  personaje	  siente:	  (The	  character:)	  Miedo	  (is	  scared)	   	  Confianza	  (feels	  confident)	   	  	  2.	  El	  personaje	  intenta:	  (The	  character:)	  Crear	  algo	  (is	  trying	  to	  create	  something)	   	  Destruir	  algo	  (is	  trying	  to	  destroy	  something)	   	  	  3.	  El	  clima	  emocional	  de	  la	  historia	  es:	  (The	  mood	  in	  the	  story	  is:)	  Nostálgico	  (nostalgic)	   	  Siniestro	  (sinister)	   	  	  4.	  El	  personaje	  está:	  (The	  character:)	  Alienado	  (is	  alienated)	   	  Triste	  (is	  sad)	   	  	  5.	  Las	  acciones	  del	  personaje,	  son	  dirigidas:	  (The	  character	  actions	  are	  directed	  by:)	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Por	  su	  voluntad	  y	  deseo	  propio	  (his	  own	  will	  and	  desire)	   	  Por	  una	  fuerza	  externa	  o	  sobrenatural	  (an	  external	  or	  supernatural	  influence)	   	  	  6.	  El	  personaje	  es:	  (The	  character	  is:)	  Monstruoso	  (monstruous)	   	  De	  fantasia	  (it	  is	  a	  fantasy	  character)	   	  	  7.	  ¿En	  qué	  género	  supone	  usted	  que	  podría	  ubicarse	  el	  presente	  cortometraje?	  (The	  genre	  of	  the	  short	  film	  
is:)	   Drama	  (drama)	   	  Terror	  (horror)	   	  	  	  8.	  El	  personaje	  se	  prepara	  para:	  (The	  character	  is	  trying	  to:)	  	  Defenderse	  de	  algo	  (protect	  himself	  against	  something)	   	  Ir	  a	  la	  búsqueda	  de	  algo	  (go	  in	  the	  search	  of	  something)	   	  	  9.	  El	  final	  del	  cortometraje	  probablemente	  será:	  (The	  end	  of	  the	  short	  film	  will	  probably	  be:)	  Esperanzador	  (hopeful)	   	  Trágico	  (tragic)	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Consonant	  Music	  Condition	  (Film	  score)	  
	   34	  
Dissonant	  Music	  Condition	  (Film	  score)	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3.5 Results 
It was expected that, within the same film sequence (visual context), different musical 
settings (in terms of tonal dissonance level) would elicit different interpretations and 
expectations about the emotional content of the same short film. 
Table 1 compares two different levels of tonal dissonance, applied as background music (film 
score) for the same animated short film, and the audience interpretation, for each condition, 
regarding the main character’s intentions. A chi-square test of independence indicated that 
level of tonal dissonance was associated with the audience interpretation regarding the main 
character’s intentions, χ2 (1, N = 120) = 11.250, p < .01. Descriptive statistics for selected 
variables are displayed in Table 1. 
Table 1 
Cross-classification of dissonance level and character’s intentions. 
      Character’s intentions 
      create destroy Total 
Count 45 15 60 
Expected Count 36.0 24.0 60.0 
% within level 75.0% 25.0% 100.0% 
% of Total 37.5% 12.5% 50.0% 
Residual 9.0 -9.0   
Std. Residual 1.5 -1.8   
consonant 
Adjusted Residual 3.4 -3.4   
Count 27 33 60 
Expected Count 36.0 24.0 60.0 
% within level 45.0% 55.0% 100.0% 
% of Total 22.5% 27.5% 50.0% 
Residual -9.0 9.0   
Std. Residual -1.5 1.8   
tonal dissonance 
level 
dissonant 
Adjusted Residual -3.4 3.4   
Count 72 48 120 Total 
% of Total 60.0% 40.0% 100.0% 	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Table 2 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation concerning the main character’s general feeling. A chi-square test of 
independence indicated that these two variables were associated, χ2 (1, N = 120) = 4.805, p < 
.05.  
Table 2 
Cross-classification of dissonance level and character’s feeling. 
      Character’s feeling 
      confident scared Total 
Count 37 23 60 
Expected Count 31.0 29.0 60.0 
% within level 61.7% 38.3% 100.0% 
% of Total 30.8% 19.2% 50.0% 
Residual 6.0 -6.0   
Std. Residual 1.1 -1.1   
consonant 
Adjusted Residual 2.2 -2.2   
Count 25 35 60 
Expected Count 31.0 29.0 60.0 
% within level 41.7% 58.3% 100.0% 
% of Total 20.8% 29.2% 50.0% 
Residual -6.0 6.0   
Std. Residual -1.1 1.1   
tonal dissonance 
level 
dissonant 
Adjusted Residual -2.2 2.2   
Count 62 58 120 Total 
% of Total 51.7% 48.3% 100.0% 
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Table 3 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding the general mood in the story. A chi-square test of 
independence indicated that these two variables were associated, χ2 (1, N = 120) = 40.635, p 
< .01.  
Table 3 
Cross-classification of dissonance level and the interpreted mood in the story. 
      Mood in the story 
      nostalgic sinister Total 
Count 58 2 60 
Expected Count 42.0 18.0 60.0 
% within level 96.7% 3.3% 100.0% 
% of Total 48.3% 1.7% 50.0% 
Residual 16.0 -16.0   
Std. Residual 2.5 -3.8   
consonant 
Adjusted Residual 6.4 -6.4   
Count 26 34 60 
Expected Count 42.0 18.0 60.0 
% within level 43.3% 56.7% 100.0% 
% of Total 21.7% 28.3% 50.0% 
Residual -16.0 16.0   
Std. Residual -2.5 3.8   
tonal dissonance 
level 
dissonant 
Adjusted Residual -6.4 6.4   
Count 84 36 120 Total 
% of Total 70.0% 30.0% 100.0% 
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Table 4 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding the main character’s emotional state. A chi-square test of 
independence indicated that these two variables were associated, χ2 (1, N = 120) = 20.306, p 
< .01.  
Table 4 
Cross-classification of dissonance level and character’s emotional state. 
      Character’s emotional state 
      sad alienated Total 
Count 49 11 60 
Expected Count 37.0 23.0 60.0 
% within level 81.7% 18.3% 100.0% 
% of Total 40.8% 9.2% 50.0% 
Residual 12.0 -12.0   
Std. Residual 2.0 -2.5   
consonant 
Adjusted Residual 4.5 -4.5   
Count 25 35 60 
Expected Count 37.0 23.0 60.0 
% within level 41.7% 58.3% 100.0% 
% of Total 20.8% 29.2% 50.0% 
Residual -12.0 12.0   
Std. Residual -2.0 2.5   
tonal dissonance 
level 
dissonant 
Adjusted Residual -4.5 4.5   
Count 74 46 120 Total 
% of Total 61.7% 38.3% 100.0% 	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Table 5 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding the source of the main character’s actions. A chi-square test 
of independence indicated that these two variables were associated, χ2 (1, N = 120) = 9.076, p 
< .01.  
Table 5 
Cross-classification of dissonance level and source of character’s actions. 
      Character’s actions 
      own will external 
influence 
Total 
Count 50 10 60 
Expected Count 42.5 17.5 60.0 
% within level 83.3% 16.7% 100.0% 
% of Total 41.7% 8.3% 50.0% 
Residual 7.5 -7.5   
Std. Residual 1.2 -1.8   
consonant 
Adjusted Residual 3.0 -3.0   
Count 35 25 60 
Expected Count 42.5 17.5 60.0 
% within level 58.3% 41.7% 100.0% 
% of Total 29.2% 20.8% 50.0% 
Residual -7.5 7.5   
Std. Residual -1.2 1.8   
tonal dissonance 
level 
dissonant 
Adjusted Residual -3.0 3.0   
Count 85 35 120 Total 
% of Total 70.8% 29.2% 100.0% 	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Table 6 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding character class (type). A chi-square test of independence 
indicated that these two variables were associated, χ2 (1, N = 120) = 9.130, p < .01. 
Table 6 
Cross-classification of dissonance level and characters class. 
      Character class 
      fantasy monstruous Total 
Count 53 7 60 
Expected Count 46.0 14.0 60.0 
% within level 88.3% 11.7% 100.0% 
% of Total 44.2% 5.8% 50.0% 
Residual 7.0 -7.0   
Std. Residual 1.0 -1.9   
consonant 
Adjusted Residual 3.0 -3.0   
Count 39 21 60 
Expected Count 46.0 14.0 60.0 
% within level 65.0% 35.0% 100.0% 
% of Total 32.5% 17.5% 50.0% 
Residual -7.0 7.0   
Std. Residual -1.0 1.9   
tonal dissonance 
level 
dissonant 
Adjusted Residual -3.0 3.0   
Count 92 28 120 Total 
% of Total 76.7% 23.3% 100.0% 
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Table 7 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding short film genre. A chi-square test of independence 
indicated that these two variables were associated, χ2 (1, N = 120) = 18.072, p < .01. 
Table 7 
Cross-classification of dissonance level and short film genre. 
      Short film genre 
      drama horror Total 
Count 59 1 60 
Expected Count 50.5 9.5 60.0 
% within level 98.3% 1.7% 100.0% 
% of Total 49.2% .8% 50.0% 
Residual 8.5 -8.5   
Std. Residual 1.2 -2.8   
consonant 
Adjusted Residual 4.3 -4.3   
Count 42 18 60 
Expected Count 50.5 9.5 60.0 
% within level 70.0% 30.0% 100.0% 
% of Total 35.0% 15.0% 50.0% 
Residual -8.5 8.5   
Std. Residual -1.2 2.8   
tonal dissonance level 
dissonant 
Adjusted Residual -4.3 4.3   
Count 101 19 120 Total 
% of Total 84.2% 15.8% 100.0% 
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Table 8 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding the character’s objective. At α = 0.05, the calculated chi-
square value is not in the rejection region, χ2 (1, N = 120) = 0.409, p = .522. Therefore, for 
these variables we cannot reject the null hypothesis of independence.  
Table 8 
Cross-classification of dissonance level and character’s objective. 
      Character’s objective 
      search protect 
himself 
Total 
Count 47 13 60 
Expected Count 45.5 14.5 60.0 
% within level 78.3% 21.7% 100.0% 
% of Total 39.2% 10.8% 50.0% 
Residual 1.5 -1.5   
Std. Residual .2 -.4   
consonant 
Adjusted Residual .6 -.6   
Count 44 16 60 
Expected Count 45.5 14.5 60.0 
% within level 73.3% 26.7% 100.0% 
% of Total 36.7% 13.3% 50.0% 
Residual -1.5 1.5   
Std. Residual -.2 .4   
tonal dissonance 
level 
dissonant 
Adjusted Residual -.6 .6   
Count 91 29 120 Total 
% of Total 75.8% 24.2% 100.0% 
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Table 9 displays descriptive statistics and compares level of tonal dissonance and the 
audience interpretation regarding the ending type. A chi-square test of independence 
indicated that these two variables were associated, χ2 (1, N = 120) = 4.937, p < .05. 
Table 9 
Cross-classification of dissonance level and ending type. 
      Ending 
      hopeful tragic Total 
Count 41 19 60 
Expected Count 35.0 25.0 60.0 
% within level 68.3% 31.7% 100.0% 
% of Total 34.2% 15.8% 50.0% 
Residual 6.0 -6.0   
Std. Residual 1.0 -1.2   
consonant 
Adjusted Residual 2.2 -2.2   
Count 29 31 60 
Expected Count 35.0 25.0 60.0 
% within level 48.3% 51.7% 100.0% 
% of Total 24.2% 25.8% 50.0% 
Residual -6.0 6.0   
Std. Residual -1.0 1.2   
tonal dissonance 
level 
dissonant 
Adjusted Residual -2.2 2.2   
Count 70 50 120 Total 
% of Total 58.3% 41.7% 100.0% 
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A large value for χ2 suggests that the variables are associated. It does not imply, however that 
the variables have strong association. This statistic indicates how much evidence there is that 
the variables are dependant, not how strong that dependence is.  
For the eight response variables where association was found, two ways to summarize the 
strength of the association are presented: the difference of proportions, forming confidence 
intervals to measure the strength of the association in the population, and the odds ratio. 
Table 10 
Odds Ratio. 
  Odds Odds Ratio (con/diss) 
Variable Consonant Dissonant OR 95% CI 
Intentions (create/destroy) 3 0.818 3.667 [1.690, 7.956] 
Feeling (confident/scared) 1.608 0.714 2.252 [1.084, 4.678] 
Mood (nostalgic/sinister) 29 0.764 37.923 [8.468, 169.829] 
Emot.state (sad/alienated) 4.454 0.714 6.236 [2.716, 14.320] 
Actions (own will/external) 5 1.4 3.571 [1.525, 8.365] 
Class (fantasy/monstruous) 7.571 1.857 4.077 [1.577, 10.543] 
Genre (drama/horror) 59 2.333 25.286 [3.248, 196.846] 
Ending (hopeful/tragic) 2.157 0.935 2.307 [1.097, 4.850] 	  
Table 11 
Difference of proportions. 
  Difference of proportions   
Variable p1 - p2 SEdiff 95% CI χ2 
Intentions (create/destroy) 0.3 0.085 [.133, .467] 11.25 
Feeling (confident/scared) 0.2 0.089 [.025, .035] 4.805 
Mood (nostalgic/sinister) 0.534 0.068 [.401, .667] 40.635 
Emot.state (sad/alienated) 0.4 0.081 [.241, .559] 20.306 
Actions (own will/external) 0.25 0.08 [.094, .406] 9.076 
Class (fantasy/monstruous) 0.233 0.074 [0.087, .379] 9.13 
Genre (drama/horror) 0.283 0.061 [.163, .403] 18.072 
Ending (hopeful/tragic) 0.2 0.088 [.027, .373] 4.937 
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Tables 10 and 11 use color to show variables that have stronger association with level of 
dissonance. The color range goes from red (strongest association), through orange - yellow, 
to white (weakest association). The difference of proportions and odds ratio statistics 
highlighted the variables related to the mood in the story, the emotional state of the character 
and the interpreted genre of the short film as the variables with the strongest association with 
the explanatory variable tonal level of dissonance. 
3.6 Discussion 
The results of the experiment offer strong evidence in support of the effect of tonal 
dissonance level (in film music) on interpretations regarding the emotional content of an 
animated short film. Looking at the experiment in more detail, variable labeled character’s 
objective (search/protect) was the only one that did not reach significant association with 
tonal dissonance level. All other response variables were found associated with the 
explanatory variable. When measuring the strength of the association, variables related to the 
mood in the story, the emotional state of the character and the interpreted genre of the short 
film were found to have the strongest association with dissonance level in background music. 
Studies such as this demonstrate associations between global aspects of musical structure and 
musical meaning, which then becomes automatically attached to the visual content or implied 
narrative that is in the focus of the spectator’s attention. In the present work, dissonance level 
was experimentally isolated in order to analyze a particular feature within the multiple 
musical structures that may elicit musical emotions. 
Helmholtz (1863/1954) proposed that tonal consonance was related to the absence of 
interactions or beating between the harmonic spectra of two pitches, an idea that was 
supported in the model of Plomp and Levelt (1965). They calculated the dissonance of 
intervals formed by complex tones based on the premise that dissonance would result when 
any two members of the pair of harmonic spectra lay within a critical band. The model’s 
measurements predicted that the most consonant intervals would be the ones that could be 
expressed with simple frequency ratios, which has been confirmed by psychological study 
(Vos & van Vianen, 1984; DeWitt & Crowder, 1987). Intervals that can be expressed in 
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terms of simple frequency ratios, such as unison (1:1), the octave (2:1), perfect fifth (3:2), 
and perfect fourth (4:3) are regarded as the most consonant. Intermediate in consonance are 
the major third (5:4), minor third (6:5), major sixth (5:3), and minor sixth (8:5). The most 
dissonant intervals are the major second (9:8), minor second (16:15), major seventh (15:8), 
minor seventh (16:9), and the tritone (45:32). 
Music theory provides technical descriptions of how styles organize musical sounds and 
offers insights about musical structures that might underlie listeners’ interpretations.  Allen 
Forte (1973) has described that the quality of a sonority can be roughly summarized by 
listing the intervals it contains. Generally, we take into account only interval classes 
(unordered pitch-intervals). The number of interval classes a sonority contains depends on 
the number of distinct pitch classes in the sonority. For any given sonority, we can 
summarize the interval content in scoreboard fashion by indicating, in the appropriate 
column, the number of occurrences of each of the six interval classes. Such scoreboard 
conveys the essential sound of a sonority. 
Table 12 summarizes interval class content for the first measure of the experimental 
transformation used in this study to create contrasting conditions. The comparative dissonant 
condition was obtained by lowering, by a semitone, the first violin and double bass lines, 
while keeping the other instruments in their original position (at their original pitch). Thus, 
the level dissonance was uniform throughout a given version. The analysis, therefore, can 
generally represent the comparative level of dissonance throughout.  
Table 12. Interval Content. 
Consonant condition - Interval Class content 
Interval Class 1 2 3 4 5 6 
No. of occurrences 0 0 3 6 5 0 
Dissonant condition - Interval Class content 
Interval Class 1 2 3 4 5 6 
No. of occurrences 4 2 2 3 6 2 
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The consonant condition is primarily governed by collections of intervals considered to be 
consonant (thirds, fourths and fifths). In contrast, the use of dissonant intervals in the 
dissonant version (major second, minor second and tritone) has a very specific emotional 
effect that is reflected in the viewers’/listeners’ interpretations.  
3.7 Conclusion 
The results of this study show that the spectator’s emotional associations and interpretations 
of a scene are clearly influenced by the underlying film music, which implicitly codetermines 
the perceivers’ psychological point of view. 
The described research can have direct applications on advertising, cinema, TV, video 
games, Web and other electronic multimedia. Within advertising, for example, consumers 
have been showing a tendency to make purchase decisions on the basis of emotional 
evaluations that emphasize emotions and feelings rather than rational evaluations focusing on 
the function and quality of the product. Therefore, as technology improves, audio data 
integrated with visuals will become as helpful as visual data in terms of emotional content 
transmission.   
In addition, these findings might be particularly useful for psychological purposes. 
Specifically designed audio-visual stimulus could be used to measure psychological 
functions known to be linked to particular brain structures, or to develop potential non-verbal 
multimedia applications for the diagnosis and treatment of severe psychopathological 
disorders.   
Film music is slowly emerging as a new research area within the Psychology field.  
However, empirical psychological studies regarding this area usually do not take into 
consideration interdisciplinary approaches that might be helpful to give light and guide 
further research.  Studies that cross traditional boundaries between academic disciplines are 
required. Psychologists, Music theorists, Composers, and researchers in Music Technology 
and Multimedia will have to combine their approaches in order to address the broader 
dimensions of film scoring. 
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3.10 Appendix B. Detailed statistical data analysis. 
In this experiment we wanted to address whether two different examples of background 
music (in terms of dissonance level) would modify the spectator’s interpretations on a film 
presentation. Specifically, we asked ourselves whether accompanying music with different 
levels of tonal dissonance would change the audience associations, feelings and expectations 
towards the main character and the overall story of an animated short film.  
Our main experimental hypothesis predicted that, within the same film sequence (visual 
context), different musical settings would systematically elicit different interpretations and 
expectations regarding the emotional content and continuation of the short film. In addition, 
they would induce different impressions of the main character’s emotions.  
Means are compared for quantitative variables and proportions are compared for categorical 
variables. In this experiment we used categorical variables. Two groups being compared 
constitute a binary or dichotomous variable – a variable having only two categories. In our 
comparison of audience associations towards an animated short film for two different levels 
of tonal dissonance, “consonant music” and “dissonant music” were the two categories of the 
binary variable “level of tonal dissonance”. Hence, “level of tonal dissonance” was the 
explanatory variable. The outcome or response variable was the emotional interpretation of 
the same animated short film induced by these two contrastive levels of tonal dissonance. 
This response was measured by 9 questions related to the main character and the overall 
story of the short film.  
The participants in this experimental study were students (average age: 22) from Universidad 
Catolica Argentina. Two independent samples were used. This means that the subjects in the 
two samples were different, with no matching between one sample with the other sample. 
The subjects were randomly assigned to two groups. Within the study design, we randomly 
split a class of students in two groups, one of which saw the film with “consonant music” 
condition and one of which saw the film with “dissonant music” condition. Participants were 
instructed just to watch the short film (without any mention to film music). Then, both 
groups were asked to answer a survey about their associations and expectations towards the 
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main character and the overall story of the film. The survey used single-selection questions 
asking participants to choose only one item from two items given. 
Survey 
	  Cuestionario	  (Survey).	  (coloque	  una	  sola	  cruz	  por	  respuesta)	  (choose	  only	  one	  item	  from	  two	  items	  given)	  	   1.	  El	  personaje	  siente:	  (The	  character:)	  Miedo	  (is	  scared)	   	  Confianza	  (feels	  confident)	   	  	  2.	  El	  personaje	  intenta:	  (The	  character:)	  Crear	  algo	  (is	  trying	  to	  create	  something)	   	  Destruir	  algo	  (is	  trying	  to	  destroy	  something)	   	  	  3.	  El	  clima	  emocional	  de	  la	  historia	  es:	  (The	  mood	  in	  the	  story	  is:)	  Nostálgico	  (nostalgic)	   	  Siniestro	  (sinister)	   	  	  4.	  El	  personaje	  está:	  (The	  character:)	  Alienado	  (is	  alienated)	   	  Triste	  (is	  sad)	   	  	  5.	  Las	  acciones	  del	  personaje,	  son	  dirigidas:	  (The	  character	  actions	  are	  directed	  by:)	  Por	  su	  voluntad	  y	  deseo	  propio	  (his	  own	  will	  and	  desire)	   	  Por	  una	  fuerza	  externa	  o	  sobrenatural	  (an	  external	  or	  supernatural	  influence)	   	  	  6.	  El	  personaje	  es:	  (The	  character	  is:)	  Monstruoso	  (monstruous)	   	  De	  fantasia	  (it	  is	  a	  fantasy	  character)	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7.	  ¿En	  qué	  género	  supone	  usted	  que	  podría	  ubicarse	  el	  presente	  cortometraje?	  (The	  genre	  of	  the	  short	  film	  
is:)	   Drama	  (drama)	   	  Terror	  (horror)	   	  	  	  8.	  El	  personaje	  se	  prepara	  para:	  (The	  character	  is	  trying	  to:)	  	  Defenderse	  de	  algo	  (protect	  himself	  against	  something)	   	  Ir	  a	  la	  búsqueda	  de	  algo	  (go	  in	  the	  search	  of	  something)	   	  	  9.	  El	  final	  del	  cortometraje	  probablemente	  será:	  (The	  end	  of	  the	  short	  film	  will	  probably	  be:)	  Esperanzador	  (hopeful)	   	  Trágico	  (tragic)	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Is there a difference in the interpreted tone (mood) of the story for the two groups?  
Table 1 
Cross-classification of dissonance level and the interpreted mood in the story. 
      Mood in the story 
      nostalgic sinister Total 
Count 58 2 60 
Expected Count 42.0 18.0 60.0 
% within dissonance level 96.7% 3.3% 100.0% 
% of Total 48.3% 1.7% 50.0% 
Residual 16.0 -16.0   
Std. Residual 2.5 -3.8   
consonant 
Adjusted Residual 6.4 -6.4   
Count 26 34 60 
Expected Count 42.0 18.0 60.0 
% within dissonance level 43.3% 56.7% 100.0% 
% of Total 21.7% 28.3% 50.0% 
Residual -16.0 16.0   
Std. Residual -2.5 3.8   
tonal dissonance 
level 
dissonant 
Adjusted Residual -6.4 6.4   
Count 84 36 120 Total 
% of Total 70.0% 30.0% 100.0% 	  
As shown in Table 1, each row is a category of the explanatory variable (level of tonal 
dissonance), which defines the two groups compared. Each column is a category of the 
response variable (in this case: interpretation of the mood in the story). The cells of the table 
contain frequencies for the four possible combinations of outcomes.  
 
Let p1 denote the probability for those participants who saw the film with consonant music 
and interpreted the story as nostalgic. Let p2 denote the probability for the subjects who saw 
the film with dissonant music and interpreted the story as nostalgic. The parameters p1 and p2 
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estimated using the contingency table are called conditional probabilities. This term refers to 
probabilities for a response variable evaluated under two conditions, namely the two levels of 
the explanatory variable (level of tonal dissonance). 
p^1 = 58 / 60 = 0.967 
p^2 = 26 / 60 = 0.433 
We compare the probabilities using their difference, p1 - p2. The difference of the sample 
proportions p^1 - p^2, estimates p1 - p2. In our experiment n1 (consonant music group) and n2 
(dissonant music group) are relatively large (60 each), so the estimator p^1 - p^2 has a 
sampling distribution that is approximately normal.  
The standard error of the difference of sample proportions equals the square root of the sum 
of squared standard errors of the separate sample proportions. Therefore, the difference 
between two proportions has estimated standard error: 
SE = √ (SE1)2 + (SE2)2   
Where, SE = √ p^ (1 - p^) / n  
SE =  √ 0.967 (1 – 0.967) / 60 + 0.433 (1 – 0.433) / 60  
= √ 0.00053185 + 0.00409185 = √ 0.0046237 = 0.067997794 
= 0.068 (rounded) 
Which means that for samples of these sizes, the difference in sample proportions would not 
vary much from study to study. 
The confidence interval for the difference of proportions takes the point estimate and adds 
and subtracts a margin of error that is a z-score times the estimated standard error. For 95% 
confidence: 
(p^1 - p^2) ± zα/2 (SE) 
(p^1 - p^2) ± 1.96 (SE) 
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Our sample is large enough to use this formula because, for each sample, more than ten 
observations fall in the category for which the proportion is estimated, and more than ten 
observations do not fall in that category. 
For table 1, the estimated difference equals p^1 - p^2 = 0.967 – 0.433 = 0.534. This means that 
there was a rise of 0.534 in the proportion that interpreted the story as nostalgic among 
participants who saw the film with consonant music. 
Confidence interval for the difference of proportions: 
To determine the precision of this estimate, we form a confidence interval.  Previously we 
determined that SE = 0.068. A 95% confidence interval for p1 - p2 is  
95% CI = 0.967 – 0.433 ± 1.96 (0.068)  
= 0.534 ± 0.13328 
95% CI [0.401, 0.667] 
The magnitude of values in this confidence interval tells us that the true difference is actually 
large. In our study we have a large sample size, which contributes to a smaller standard error, 
a smaller margin of error, and narrower confidence intervals. 
Significance Tests about p1 - p2: 
To compare population proportions p1 and p2, a significance test specifies H0: p1 - p2 = 0, 
which means no difference, or no effect. Under the presumption for H0 that p1 = p2, we 
estimate the common value of p1 and p2  by the sample proportion for the entire sample. 
Denote this by pp.e. 
pp.e. = (58 + 26) /  (60 + 60) = 84 / 120 = 0.7 
 
The proportion pp.e. is called a pooled estimate, because it pools together observations from 
the two samples. 
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The test statistic measures the number of standard errors between the estimate and the H0 
value. Treating p1 - p2 as the parameter, we test that p1 - p2 = 0. The estimated value of p1 - p2 
is p^1 - p^2.  
The test statistic is: 
zstatistic = (Estimate – null hyphothesis value) / SE0 = ((p^1 - p^2) – 0) / SE0 
Rather than use the standard error from the confidence interval, we should use an alternate 
formula based on the presumption stated in H0 that p1 - p2 = 0. We use the notation SE0, 
because it is a standard error that holds under H0. This standard error is 
SE0 = √ pp.e. (1 - pp.e.) (1/n1 + 1/n2) 
 = √ 0.7 (1- 0.7) (1/60 + 1/60) = √ 0.7 (0.3) (0.03333333) = √ 0.007 = 0.083666003 
The test statistic for H0: p1 - p2 = 0 and Ha: p1 - p2 ≠ 0 equals 
zstatistic = ((p^1 - p^2) – 0) / SE0 
= (0.967 – 0.433) – 0) / 0.083666003 = 0.534 / 0.083666003 = 6.382520747 
In this case the test is two sided, Ha: p1 ≠ p2. 
Its p-value is the two-tail probability from the standard normal distribution that falls beyond 
the observed test statistic value. Our zcal is in the rejection region. A z-score of 6.382 has two 
sided p-value < 0.01.  Therefore we have strong evidence against H0.   
In summary, based on our sample, we have 99% confidence (but have to take 1% chances of 
being wrong) to say that the probability of interpreting the story of the film as nostalgic is not 
the same for consonant and dissonant music conditions. In addition, taking into consideration 
the results from the confidence interval for the difference of proportions, we can say that 
strong evidence exists to conclude that p1 is larger than p2. Also, we may infer, with 95% 
confidence, that p1 (the proportion of people that watch the film with consonant music and 
interpret the story as nostalgic) may be as much as between [0.401, 0.667] larger than p2 (the 
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proportion of people that watch the film with dissonant music and interpret the story as 
nostalgic).  
Following analysis will use the chi-squared test statistic instead of the z test for comparing 
proportions. The chi-squared test is a more general test for comparing several groups. The 
chi-squared statistic relates to this z statistic by χ2 = z2. The chi-square statistic for 2 x 2 
tables, as in this case, has df = 1. Its p-value from the chi-squared distribution is the same as 
the p-value for the two-sided test with the z test statistic. This is because of a direct 
connection between the standard normal distribution and the chi-squared distribution with df 
= 1. For instance, z = 1.96 is the z-score with a two-tail probability of 0.05. The square of 
this, (1.96)2 = 3.84, is the chi-squared score for df = 1 with a p-value of 0.05. 
Is the level of tonal dissonance associated with a specific interpretation concerning the 
character’s emotional state? 
Table 2 
Cross-classification of dissonance level and character’s emotional state. 
      Character's emotional state 
      sad alienated 
Total 
Count 49 11 60 
Expected Count 37.0 23.0 60.0 
% within dissonance level 81.7% 18.3% 100.0% 
% of Total 40.8% 9.2% 50.0% 
Residual 12.0 -12.0   
Std. Residual 2.0 -2.5   
consonant 
Adjusted Residual 4.5 -4.5   
Count 25 35 60 
Expected Count 37.0 23.0 60.0 
% within dissonance level 41.7% 58.3% 100.0% 
% of Total 20.8% 29.2% 50.0% 
Residual -12.0 12.0   
Std. Residual -2.0 2.5   
tonal dissonance 
level 
dissonant 
Adjusted Residual -4.5 4.5   
Count 74 46 120 Total 
% of Total 61.7% 38.3% 100.0% 	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Table 2 contains the responses for all 120 subjects, cross classified by level of consonance 
and a question related to the emotional meaning of the film, in this case participants should 
decide if the character was sad or alienated. We labeled this response variable as character’s 
emotional state.  
The two sets of percentages for consonant and dissonant music are the conditional 
distributions. The consonant music conditional distribution on character’s emotional state is 
the set of percentages (81.7, 18.3) for sad and alienated.  
Whether an association exists in Table 8 is a matter of whether consonant and dissonant tonal 
levels differ in their conditional distributions on character’s emotional state. 
The definition of statistical independence refers to the population. Two variables are 
independent if the population conditional distributions on the response variable are identical. 
We study whether it is plausible that dissonance level and the interpreted character’s 
emotional state are independent. If they are truly independent, could we expect sample 
differences such as Table 2 shows between consonant and dissonant tonal level in their 
conditional distributions merely by sampling variation? Or would differences of this size be 
unlikely? 
With Chi-Squared test we test the following: 
H0: the variables are statistically independent. 
Ha: the variables are statistically dependent. 
The test requires random sampling. The sample size must be large, as a rough guideline the 
expected frequency should exceed 5 in each cell. Otherwise, the chi-squared distribution may 
poorly approximate the actual distribution of the chi-squared statistic. For our sample, 0 cells 
have expected count of less than 5; the minimum expected count is 23. 
The chi-squared test compares the observed frequencies in the contingency table with values 
that satisfy the null hypothesis of independence (expected frequencies). 
χ2 = Σ  ((fo - fe)2 / fe) =  20.306 (calculated value) 
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df = (row – 1) (column – 1) = (2 – 1) (2 – 1) = 1 
 χ2 (critical value when df = 1, at α = 0.05) = 3.84 
In our case we can se that fo and fe tend not to be close, leading to large (fo - fe)2 values and a 
large test statistic. The larger the chi-squared calculated value, the larger the evidence against 
H0: independence.  
The observed chi-squared (20.306) is in the rejection region. 
The P-value for calculated chi-squared < 0.01 < 0.05. The p-value equals the right tail 
probability above the calculated chi-squared value. It measures the probability, presuming H0 
(independence) is true, that chi-squared is as least as large as the observed (calculated) value. 
To summarize, we compared two different levels of tonal dissonance, applied as background 
music for the same animated short film, and the audience interpretation about the main 
character’s emotional state for the two versions. We expected that, within the same film 
sequence (visual context), different musical settings would elicit different interpretations 
concerning the emotional content of the same movie scene. A chi-square test of 
independence indicated that level of tonal dissonance was associated with the audience 
interpretation about the main character’s emotional state, χ2 (1, N = 120) = 20.306, p < .01.  
 
A large value for χ2, as the one we found, suggests that the variables are associated. It does 
not imply, however that the variables have strong association. This statistic summarizes how 
close the observed frequencies are to the frequencies expected if the variables were 
independent. It indicates how much evidence there is that the variables are dependant, not 
how strong that dependence is. The chi-squared test tells nothing about the nature or strength 
of the association. 
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Residual Analysis. 
A cell-by-cell comparison of observed and expected frequencies reveals the nature of the 
evidence about the association. The difference (fo - fe) between an observed and expected cell 
is called a residual. 
The counts on character’s emotional state and consonant music are shown in table 2. For 
example, for the cell in row 2 column 2 (dissonant music and alienated emotional state) the 
residuals equals 35 – 23 = 12. The residual is positive when, as in this cell, the observed 
frequency exceeds the value that independence predicts.  
A standardized form of the residual (called Adjusted Residual in SPSS output) can indicate a 
departure from independence that is unlikely to be due to mere chance. The adjusted residual 
is the number of standard errors that (fo - fe) falls from the value of 0 that we expect when H0 
is true. The SE uses the marginal proportions for the row and the column in which the cell 
falls. In this case: 
z = (fo - fe) / SE = (fo - fe) / √ fe ( 1 – row proportion) ( 1 – column proportion) 
= 12 / √ 23 ( 1 – (60/120)) ( 1 – (46/120)) = 12 / √ 23 (1 - 0.5) (1 – 0.3833) 
= 12 / √ 23 (0.5) (0.616) = 12 / √ 7.09 = 12 / 2.663 = 4.5 
When H0 (independence) is true, there is only about a 5% chance that any particular adjusted 
residual exceeds 2 in absolute value. Values below -3 or above +3, as in this case (4.5), are 
very convincing evidence of a true effect in that cell.  
In table 2 we can notice that every adjusted residual equals either -4.5 or +4.5. For chi-
squared tests with 2 x 2 tables, df = 1 (as in this case), this means that only one piece of 
information exists about whether an association exists. In fact, in 2 x 2 tables, each adjusted 
residual equals the z test statistic (or its negative) for comparing two proportions. The square 
of each adjusted residual equals the χ2 test statistic.   
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In addition, this analysis presents two ways to summarize the strength of the association, the 
difference of proportions, forming confidence intervals to measure the strength of the 
association in the population, and the odds ratio.  
Difference of proportions. 
In this study we are using 2 x 2 tables to compare two groups on a binary variable. In such 
cases, an easily interpretable measure of association is the difference between the proportions 
for a given response category. 
As shown in Table 2, each row is a category of the explanatory variable (level of tonal 
dissonance), which defines the two groups compared. Each column is a category of the 
response variable (in this case: the audience interpretation about the character’s emotional 
state). The cells of the table contain frequencies for the four possible combinations of 
outcomes.  
Let p1 denote the probability for those participants who saw the film with the consonant 
music and interpreted the character’s emotional state as sad. Let p2 denote the probability for 
the subjects who saw the film with the dissonant music and interpreted the character’s 
emotional state as sad. The parameters p1 and p2 estimated using the contingency table are 
called conditional probabilities. This term refers to probabilities for a response variable 
evaluated under two conditions, namely the two levels of the explanatory variable (level of 
tonal dissonance). 
p^1 = 49 / 60 = 0.817 
p^2 = 25 / 60 = 0.417 
We compare the probabilities using their difference, p1 - p2. The difference of the sample 
proportions p^1 - p^2, estimates p1 - p2. In our experiment n1 (consonant music group) and n2 
(dissonant music group) are relatively large (60 each), so the estimator p^1 - p^2 has a 
sampling distribution that is approximately normal.  
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The standard error of the difference of sample proportions equals the square root of the sum 
of squared standard errors of the separate sample proportions. Therefore, the difference 
between two proportions has estimated standard error: 
SEdifference  = √ (SE1)2 + (SE2)2   
Where, SE = √ p^ (1 - p^) / n  
SEdifference  =  √ 0.817 (1 – 0.817) / 60 + 0.417 (1 – 0.417) / 60  
= √ 0.00249185 + 0.00405185 = √ 0.0065437 = 0.080893139 
= 0.0809 (rounded) 
Which means that for a samples of this size, the difference in sample proportions would not 
vary much from study to study. 
The confidence interval for the difference of proportions takes the point estimate and adds 
and subtracts a margin of error that is a z-score times the estimated standard error. For 95% 
confidence: 
(p^1 - p^2) ± zα/2 (SE) 
(p^1 - p^2) ± 1.96 (SE) 
Our sample is large enough to use this formula because, for each sample, more than ten 
observations fall in the category for which the proportion is estimated, and more than ten 
observations do not fall in that category. 
For table 2, the estimated difference equals p^1 - p^2 = 0.817 – 0.417 = 0.4. This means that 
there was a rise of 0.4 in the proportion that interpreted the story as nostalgic among 
participants who saw the film with consonant music. 
Confidence interval for the difference of proportions: 
To determine the precision of this estimate, we form a confidence interval.  Previously we 
determined that SE = 0.0809. A 95% confidence interval for p1 - p2 is  
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95% CI = 0.817 – 0.417 ± 1.96 (0.0809)  
= 0.4 ± 0.158564 
95% CI [0.241, 0.559] 
The difference of proportions statistic falls between -1 and 1. In practice we do not expect 
data to take these extreme values, but the stronger the association, the larger the absolute 
value of the difference of proportions. 
We can say that strong evidence exists to conclude that p1 is larger than p2. Also, we may 
infer, with 95% confidence, that p1 (the proportion of people that see the film with consonant 
music and interpret the character’s emotional state as sad) may be as much as between 
[0.241, 0.559] larger than p2 (the proportion of people that see the film with dissonant music 
and interpret the character’s emotional state as sad). 
Odds ratio. 
For a binary response, we use success to denote the outcome of interest (for table 2, 
character’s emotional state interpreted as sad) and failure the other outcome (for table 2, 
character’s emotional state interpreted as alienated). The odds of success are defined to be 
Odds = Probability of success / Probability of failure 
Table 2 cross classifies the level of tonal dissonance by the interpreted character’s emotional 
state. We treat the interpreted character’s emotional state as the response variable. We can 
calculate the odds by the ratio of the counts in the two cells in row 1 for the consonant music 
condition, and by the ratio of the counts in the two cells in row 2 for the dissonant music 
condition. 
For the consonant music condition the proportion of people who interpreted the character’s 
emotional state as sad equals 49 / 11 = 4.4545.  The value of 4.45 means that, for participants 
who saw the film with consonant music, there were 4.45 participants who interpreted the 
character’s emotional state as sad, for every 1 person in the dissonant condition. 
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On the other hand, for the dissonant music condition the proportion of people who 
interpreted the character’s emotional state as sad equals 25 / 35 = 0.7143. Equivalently, since 
35 / 25 = 1 / 0.7143 = 1.4, this means that there were 1.4 participants in dissonant condition 
who interpreted the character’s emotional state as alienated for every 1 person in consonant 
condition.  
For table 2 the odds ratio equals: 
Odds ratio = odds for consonant music condition / odds for dissonant music condition  
= 4.4545 / 0.7143 = 6.23. 
For the consonant music condition, the odds of interpreting the character’s emotional state as 
sad were about 6.3 times the odds of the same interpretation for the dissonant music 
condition. 
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CHAPTER 4. CREATION OF INTERACTIVE MEDIA TOOLS FOR EXPERIMENTAL 
DESIGN IN PSYCHOLOGICAL RESEARCH 	  
“Line, shape, negative space, volume, value, color, and texture are the elements of design. 
These elements, used together or separately to create all visuals, are called the principles 
of design. To a visual designer, the elements of design are the same as notes to a musician 
or words to a writer. They are the tools used to create their masterpieces. Similarly, design 
principles can be compared to the rules that apply to composing a musical score or the 
grammatical structure and rules required for writing a novel.” (Hashimoto, 2009, p. 1) 
The main research objective of the project was to design an interactive media tool for 
analyzing and exploring the multiple potential interactions that could occur between music 
intervals and visual information. The tool was created using Cycling 74 Max/Msp/Jitter 
software and structured in two parts, one for controlling visuals and the other for sound. 
Controls have a coordinated outcome in both sound and visuals. The patch is operated by 
panel controls from a graphical user interface, with simple external control devices 
(keyboard, mouse, knobs, etc.). This patch will enable future empirical studies. 	  
4.1 ‘Intermedia Patch’. Cross-modal research on music intervals and visuals. 
Background elements.  
4.1.1 Theories of tonal relationships 
“Certain musical relationships appear to be well-nigh universal. In almost all cultures, for 
example, the octave and the fifth or fourth are treated as stable, focal tones toward which 
other terms of the system tend to move.” (Meyer, 1956, p. 63) 
“The history of Western music has followed the same path through the centuries in its 
recognition of the values of the harmonic intervals. The ear at first recognized only single, 
monophonic lines, consisting of nothing but fundamental tones. … Even today, minor 
seconds and major sevenths have not attained full equality with the other harmonic 
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intervals; and a thousand years of familiarity will not achieve it for them.” (Hindemith, 
1937) 
The project’s initial ideas grew from the study of tonal and post tonal interval theory.  
Within the tonal perspective, Paul Hindemith’s work is especially noteworthy. According to 
Hindemith (1937), the overtone series system (see Figure 5) gives a complete proof of the 
natural basis of tonal relations. All theorists agree that there are differing degrees of stability, 
or ‘distance’ in the relationship between tones, which defined as an interval.  As new tones 
are introduced by ascension in the overtone series, so are new intervals between tones.  In 
general, as new intervals are introduced, the stability decreases and the two tones involved 
are considered more distant in their relation.  All music theories have a general agreement on 
this model of stability and distance. Considered with respect to diatonic music theories, to a 
given tone, the tone a perfect octave higher stands in so close a relationship that one can 
hardly identify a distinction between them. The tone that is only a perfect fifth higher than 
the given tone is the next more closely related, and there follow in order the perfect fourth, 
the major sixth, the major third, the minor third, and so on. As the distance from the given 
tone increases in this series, the closeness of tonal relationship diminishes, until, between the 
tones that stand at the interval of the augmented fourth or diminished fifth, a sense of least 
possible relationship is given, with a maximum instability. In comparisons between such 
combinations of tones, some will seem subordinate to others, and thus such tonal relations as 
defined above introduce order into the tonal mass (Hindemith, 1937). 
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Figure 5. Overtone series with intervals labeled 
Hindemith named the significant order in which the twelve tones of the chromatic scale made 
their appearance, in diminishing degree of relationship to the given tone, Series 1 
(Hindemith, 1937). He stated that the values of the relationships established in that series was 
be the basis for our understanding of the connection of tones and chords, the ordering of 
harmonic progressions, and accordingly the tonal progress of compositions. 
Series 1 consists of tones, in relation to a progenitor tone from which they derive their tonal 
position. Later, Hindemith introduced a new series, consisting of intervals, without relation to 
a progenitor tone, which he called Series 2. He constructed Series 2 on the basis of the 
combination-tone curves, in the order of increasing complexity. A combination tone, also 
called a sum tone or a difference tone occurs when two tones are played simultaneously. In 
such cases, a listener can sometimes perceive an additional tone whose frequency is a sum or 
difference of the two frequencies. Combination tones represent a clouding or a burdening of 
the interval. The octave and the unison, as the more perfect intervals, are not subject to any 
such impurity; the fifth has only one combination tone; all other intervals carry a double 
burden of varying weight. Each interval in succession carries a greater burden than its 
predecessors; that is to say, the purity and harmonic clarity of the intervals diminish step by 
step. Combination tones give the interval its characteristic stamp. 
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The value-order in Series 2 resulted in the following: Octave, fifth and fourth, major third 
and minor sixth, minor third and major sixth, major second and minor seventh, minor second 
and major seventh, and tritone. This ordered arrangement of intervals brings us close to the 
question of the consonance or dissonance of intervals, and has many links with the 
Helmholtz theory of consonance. 
Helmholtz (1863/1954) proposed that tonal consonance was related to the absence of 
interactions or beating between the harmonic spectra (e.g. combination tones) of two pitches, 
an idea that was supported in the model of Plomp and Levelt (1965). They calculated the 
dissonance of intervals formed by complex tones based on the premise that dissonance would 
result when any two members of the pair of harmonic spectra lay within a critical band. The 
model’s measurements predicted that the most consonant intervals would be the ones that 
could be expressed with simple frequency ratios, which has been confirmed by psychological 
study (Vos & van Vianen, 1984; DeWitt & Crowder, 1987). Intervals that can be expressed 
in terms of simple frequency ratios, such as unison (1:1), the octave (2:1), perfect fifth (3:2), 
and perfect fourth (4:3) are regarded as the most consonant. Intermediate in consonance are 
the major third (5:4), minor third (6:5), major sixth (5:3), and minor sixth (8:5). The most 
dissonant intervals are the major second (9:8), minor second (16:15), major seventh (15:8), 
minor seventh (16:9), and the tritone (45:32). 
From the perspective of atonal theory, Allen Forte’s work provided a general theoretical 
framework from where to start the exploration of intervals in a new way, a way that was 
intimately concerned with the idea of sonority. According to Forte, this framework was 
intended for systematically describing the processes underlying atonal music (Forte, 1973, p. 
ix). He explained that different types of sonorities could be generally defined by listing their 
constituent intervals. Forte introduced the basic concept of “interval vector” to study and 
analyze the properties of pitch class sets and the interactions of the components of a set in 
terms of intervals (for a comprehensive review of the interval vector theory, see Forte, 1973, 
p.13). The number of interval classes a sonority contains depends on the number of distinct 
pitch classes in the sonority. According to Forte, such interval vector conveys the essential 
sound (color, quality) of a sonority. 
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The interactive multimedia tool presented in this section, called ‘intermedia patch’, was built 
to explore the interval vector theory in a practical setting. The tool works with an initial 
supply of intervals and allows to experiment with different algorithmic composition 
techniques. The patch not only provides a programming environment for analyzing different 
types of sonorities based on interval selection, it also allows to simultaneously work with 
images, enabling the study of mood congruency effects between sound and visuals. 
4.1.2 Visual mood congruity  
“Especially in the case of ambiguous scenes, the use of music can encourage inferences 
about the characters’ motivations, personality and emotional reactions to different events 
in lieu of explicitly stating this information in the story’s dialogue and ongoing action.” 
(Boltz, 2001, p. 447) 
“Ambiguity is one of the essential tools of any artist, no matter what medium you’re 
working in (...)The thing that’s ambiguous is intriguing to you (…) but you think you might 
know something. And of course, that’s and essential element in all storytelling: to tease the 
audience with little pieces of information (…) you want to engage the audience’s personal 
histories in the process of figuring it out.” (Thom, 1998, p.127) 
One of the central objectives of the visual section of the intermedia patch was to build an 
interface that would allow loading images or movies, while still having the capability of 
monitoring and controlling different visual parameters within the visual information loaded. 
In its first stage, the visual section was intended for working mainly with ambiguous 
scenarios. 
Ambiguous visual situations have proven to be an exceptionally useful methodological 
strategy for exploring “mood congruency effects”. There is an extensive scientific literature 
focused on the influence of affect in cognitive behavior. Several researchers have explained 
that affective states can operate like category names to distinguish associated material in the 
cognitive system (Isen, 1982, 1984, 1987; Bower, 1981). In other words, we may say that 
any experience stored in memory is, in addition, connected to its corresponding mood, and 
that events sharing similar moods are associated into distinct categories. Therefore, the 
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particular affective condition of an individual may function as a subconscious mnemonic cue 
to prime related memories such that they become available to the cognitive system, and as a 
result of that, they can shape interpretations by affecting the processes of selective attention 
and comprehension (Boltz, 2001). This phenomenon of “mood congruency” has been 
examined in many different empirical contexts. Particular mood states experimented by 
participants were found to influence the interpretation of TAT stimuli (Bower, 1981; 
MacFarland, 1979), the affect of remembered words (Teasdale 4 Russell, 1983), and the 
production of word associations (Bower, 1981; Fisher & Marrow, 1934).  
In this particular project, the strategy used in order to explore “mood congruency effects” 
relies on music as the triggering stimuli.  The structural features of music are able to elicit a 
wide range of emotions and moods. Moreover, music theorists have argued that the interval 
content of a certain musical fragment gives very rich information about the sonority of that 
fragment. In this sense, different interval contents can elicit a broad range of tension level 
gradients, which in turn may evoke an equivalent wide palette of emotions.  
This project seeks to analyze how musical affect (manipulated only by means of the interval 
content) can activate a cognitive framework that may shape the interpretation of visual 
information when making sense of ambiguous visual scenarios. 
Findings in these directions may explain several contributions of music within audiovisual 
contexts.  
4.1.3 Cognitive views of musical meaning 
The functions of music in multimedia contexts can be understood via notions of congruence 
or association. These notions characterize two primary modes within cognitive processes. 
Congruence relates to the concept of innate grouping principles (Bregman, 1990) and 
association stands for learned connections (Cohen, 1993, p. 258). 
Cohen (2000) presented a capacity-limited information-processing framework (Figure 6) that 
described these concepts in a broad cognitive context. This framework describes three 
parallel channels (speech, visual information and music) hierarchically organized into four 
	   76	  
processing levels. Bottom-up levels (A and B) meet the top-down level (D) at level C, which 
is the level of conscious attention and short-term memory (STM). 
 
Figure 6.  Cohen's congruence-associationist framework 
Level A 
The analysis of physical features of the speech, visual and musical surfaces into elements 
such as phonemes, lines, and frequencies, respectively, occurs at level A. For music, this 
process describes the way listeners manage to transform an initial agglomeration of 
atmospheric vibrations that strike the eardrums, into a set of sound signals having specific 
auditory qualities and coherence (Bigand, 1993, p. 231). Experiments at this level have 
studied the perception of basic attributes such as pitch, timbre, duration and loudness (Rasch 
and Plomp, 1982: Risset and Wessel, 1982: Sundberg, 1982: Dowling and Harwood, 1986, 
Chs 1-3). 
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Level B 
Within each of these channels, at level B groups of components are next analyzed into 
structural (gestalt-type) and semantic (associationist) information. From the music viewpoint, 
this refers to the question of how listeners manage to perceive relations between sound events 
separated in time (Bigand 1993, p.231). Music is a temporal art, comprehending it therefore 
requires the task of organizing elements, discovering a structure as the evolving sound 
unfolds (Frances, 1988). Considerable research has already shed light on the processes 
involved at this level B (Imberty, 1979, 1981a; Sloboda and Parker, 1985; Deliege, 1990; 
Clarke and Kumanhsl 1990). Topics in psychological research concerning musical structure 
address problems like: processing of temporal structure (e.g. listener’s perception of 
grouping structure in motives, phrases, sections), knowledge of tonal hierarchies, musical 
form, perception of rhythm and meter, generation of expectancies in musical sequences and 
pieces, tonal inference, etc. 
As stated by Bigand (1993) the contribution of music to the cognitive sciences should not be 
viewed solely from the perspective of stimulus complexity. This complexity is only a 
medium for expressing a meaning that should not be confused with the sounds themselves. 
‘Somehow the human mind endows these sounds with significance. They become symbols 
for something other than pure sound’ (Sloboda, 1985, p. 10). Understanding this symbolic 
dimension could lead to a better understanding of certain aspects of human auditory 
cognition (Bigand, 1993, p. 232). 
These two ways of analyzing music – one focusing on the complexity of musical stimuli and 
the other centered in musical meaning – are not incompatible. The first concept examines the 
way in which information is processed (mechanisms involved) by listeners to enable them to 
organize the aural space and perceive musical forms. The second concept describes the 
symbolic interpretation of those forms. The processes examined in the first approach produce 
the mental representations that would seem to feed the input for the processes studied by the 
second approach. These two processes are mutually influenced, which can be seen in the fact 
that even very subtle modifications in acoustical qualities or in musical structure often 
provoke major changes in musical meaning (Clark, 1985; Bigand, 1993). 
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Researchers have applied gestalt principles to visual pattern (e.g. Wertheimer 1939) and later 
to auditory information (e.g. Bregman 1990; Meyer 1956: Narmour 1991).  Rarely are the 
principles applied to the visual and auditory domains at once. However, multimedia contexts 
encourage such applications. 
4.1.4 Cross-modal structural congruence 
The output of level B, in terms of musical structure and emotional meaning, enables the 
possibility for emergence of cross-modal congruencies or shared patterns in audio and visual 
modalities (Cohen, 1993, p.260). The simultaneous presentation of music and visuals 
automatically elicits bottom-up principles that involve perceptual grouping applied to 
conjoint visual and auditory domains.  
When auditory and visual information are structurally congruent, which means that they 
share specific patterns (e.g. temporal accent), the visually congruent information becomes the 
figure towards which musical meaning is projected. The emotional meaning of music is 
automatically transferred here because it is useful in the process of making sense of the 
visual information.  
The notions of congruent patterns in perceptual and cognitive psychology relate to those in 
the film-music literature on sensitivity to, and effectiveness of, synchronized musical and 
visual structures. Kalinak (1992) suggests that it is this synchronization what masks the real 
source of sound and contributes to the inaudibility of the film-music. 
According to sound designer Randy Thom, sound and image ‘become one thing’ only in 
films that are designed for sound. ‘Films need to be given an ear’ (Thom, 1998, p. 124), they 
need to be able to hear. 
Randy Thom believes that almost all great sound sequences in movies are Point of View 
sequences. He explains that the main reason that POV is so important in terms of 
sound/music integration is that once the audience realizes or feels that what they are seeing 
an hearing is being filtered through the brain of one or more of the characters in the film – 
and it does not even have to be a visible character, and it does not even have to be a person – 
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they are willing to accept almost anything in terms of sound. From his perspective, the ability 
of sound to amalgamate with visuals in a film depends enormously on the way things are 
photographed. Visual elements may or may not swing the door open to sound. 
4.2 Experimental designs using the ‘Intermedia Patch’ 
Marshall & Cohen (1988) studied the effects of shared temporal accent patterns in visual and 
auditory domains. They showed how the temporal component of music could affect the 
interpretation of a film through congruence with the action or pattern of motion in the visual 
domain. From a psychological standpoint, it would be useful to address if other structural 
features could be shared between aural and visual information. For example, there is 
insufficient empirical research regarding other possible interactions or conjunctions such as: 
melody and line, sonority and color, consonance and value, or timbre and visual texture. 
Also, we know from experience (e.g. from viewing movies) that to make sense of 
audiovisual contexts we use information gleaned simultaneously from visual and sound 
sources. The concept is that of constructing the film narrative using whatever information is 
at hand. In this sense, it would be interesting to open a research path that would analyze the 
function of sound in making sense of so-called ambiguous visual stimuli. These are images 
that are open to several perceptual interpretations. Thus they challenge the visual system’s 
ability to make sense out of visual input, and as such are well suited to illuminate 
mechanisms involved in the construction of a visual percept. Research focused on how can 
sound may clarify or disambiguate this type of visual context could lead to a better 
understanding of the way auditory and visual cognition interact. Further, research focused on 
cross-modal structural congruence may shed light on new variables involved in the 
psychological processes underlying the interpretation of multimedia.  
The Interactive Intermedia tool documented below (§4.3) explores these issues. It allows a 
researcher to test and analyze a wide variety of algorithmically-generated musical strategies, 
and further to explore cross-modal effects on visual information. The patch requires an initial 
pitch interval selection to create an interval set, then provides control over many coincident 
variables such as loudness, rhythm, timbre, melody, intensity and instrumentation. 
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The Intermedia patch also allows one to load and alter images. The patch enables 
performance of tasks such as adjustment of lighting level, color correction, and idiosyncratic 
hue displacement, by allowing the user either discretely or in groupings to modify brightness, 
contrast, saturation and hue. An input matrix assists selection of controls.  Notably, the 
controls for aural and visual alterations may be grouped together.  
It is expected that this patch could be applied to audiovisual research in many ways. For 
instance, within a potential experimental study, a participant may be asked to choose an 
interval set, and then visually to ‘tune’ a certain provided image with the previously chosen 
interval set . This strategy can be used in an experimental design to gain insights regarding 
possible links between the musical and visual structures. The following images show three 
different visual adjustments of the same image (Kandinsky, 1913), which might be associated 
to different sonorities. 
 
(a) 
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(b) 
 
(c) 
Figure 7. Three different visual adjustments of Kandinsky’s “Painting with Green Center” (1913).  
(a) original (b) image obtained using extreme contrast and brightness levels (c) black and white image 
obtained by modifying the color saturation level 
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In another example, aimed at exploring how people use aural information to make sense of 
visual information, a participant may be asked to describe what is seen when presented with 
an ambiguous image accompanied with a certain sonority (e.g. using a dissonant interval set).  
Figure 8 shows an example of an ambiguous image, designed for this particular objective, 
which can be loaded in the Intermedia patch. 
 
Figure 8.  Example of an ambiguous image, created by this author, using symmetrical shapes 
Because structural features of music are able to elicit a wide range of emotions and moods, 
and because ambiguous visual situations have proven to be a useful methodological approach 
for exploring mood congruency effects, by using music as the triggering stimuli, this 
experimental design could examine how particular emotional states may function as 
subconscious mnemonic cues for the cognitive system. This influences the interpretation of 
visual information by affecting the processes of selective attention and comprehension. 
The psychological objective of this experimental design is currently being tested in another 
pilot study, which employs the Intermedia patch for the creation of sound stimuli. In this 
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study, participants are asked to see a short animation (duration: 90 seconds) created for this 
study (Figure 9). 
 
Figure 9. Four screen shots from ‘Cubes’ animation. 
Two independent samples are being used for data collection. Participants are randomly 
assigned to two groups; one group sees the animation with a consonant interval content as 
background music (for example the interval set [5, 7, 12], all perfect consonances), while the 
other group sees the same animation with a dissonant interval content ([1, 2, 6], all 
dissonances). Participants are instructed to watch the animated sequence, and then asked to 
answer a 14-question survey. The survey uses single-selection questions, asking participants 
to choose only one item from two items given, and Likert type questions related to the short 
film content (see Section 4.5 Appendix 2 for additional information about the survey). 
For this study, the main experimental hypothesis predicts that within an invariant film 
sequence (visual context), different background music in terms of interval class content 
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(controlling for all the other musical structure variables) would systematically elicit different 
interpretations regarding the same visual sequence.  
Positive results will confirm mood congruency effects of emotional states induced by interval 
class content. Later research may focus on cross modal interaction between other musical 
structure parameters controlled by the Intermedia patch and visual data. 
4.3 Documentation 
4.3.1 Intermedia aural patch 
General Overview 
The patch provides a programming environment for testing and developing algorithmic 
compositional strategies within the interval vector theory. In simpler terms, it serves as a 
composition tool based on interval content supply. Figure 10 shows the advanced visual 
interface for the aural section. 
 
Figure 10. Intermedia aural patch 
The patch has three main areas: An Interval Supply area (ISA), a Rhythm area (RA) and an 
Expression area (EA).  
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The ISA (Figure 11) controls the interval supply content that is going to be triggered by the 
patch. It can be provided in different ways: manually writing down the intervals or using a 
midi controller (e.g. a keyboard connected to the computer). In addition, the ISA manages the 
selection principle that is the way in which the interval content is going to be triggered. This 
principle allows to chose between a sequential output of the supplied intervals (sequence), an 
aleatory selection without repetition check (alea), or a random selection with repetition check 
of the supplied elements. 
 
Figure 11. Aural patch: Interval supply area 
The RA (Figure 12) handles the rhythm method, which can be selected from the options: 
pulsation, rubato or chords. While pulsation provides a fixed metronome pulse (in 
miliseconds), rubato and chords both generate a rhythm which repetition rate depends on 
entry delays (ED). In the case of rubato, a serial permutation of rhythms, controlled by a 
Brownian factor, can be defined between a min and max ED time. The chords option allows 
a lot of different musical situations depending on the following parameters: number of ED 
selected, min and max ED, probability of repetition of a chosen ED, chord size, and Gaussian 
curve rhythm-type input (mean and standard deviation). 
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Figure 12. Aural patch: Rhythm area 
The EA (figure 13) manages duration, dynamics and the register method.  
 
Figure 13. Aural patch: Expression area 
Finally, some specific areas or the patch are aimed at displaying music information (e.g. 
notes, intervals, register, pitch class, etc.). This data is particularly useful for research 
purposes and can be recorded in real time. 
Documentation. 
The aural branch of the intermedia patch uses more than 250 different objects. A detailed 
explanation would require many pages and is outside the scope of this thesis. For that reason, 
a description of each object will not be provided in this section. Readers specifically 
interested in examining the internal functioning of the patch may want to explore the RTC-lib 
(Real Time Composition Library for Max/Msp/Jitter) developed by Dr. Karlheinz Essl and 
others (Essl, 2010). The core aural processing capabilities of this patch are based on externals 
from Karlheinz Essl’s RTC-lib.  
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4.3.2 Intermedia visual patch 
General Overview 
The patch (Figure 14) allows the user to load images, modify the ARGB color planes and 
alter the brightness, contrast, and saturation levels of the processed matrix. 
 
Figure 14. Intermedia visual patch using image from Kandinsky (“Painting with Green Center”, 1913) 
By clicking selecting ‘read’ from the pull down menu and turning the patch ON, a picture 
can be loaded (Figure 15). The jit.qt.movie object can read still images (QuickTime can 
handle a wide variety of media formats, including still images in PICT or JPEG format), it 
treats still images just as if they were 1-frame-long videos. The output of jit.qt.movie 
will go to jit.scalebias and jit.brcosa objects for processing, and will then be 
displayed in the jit.pwindow. A coll object is used as a data collection device, disk 
storage and retrieval, allowing to save and reuse captured data. 
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Figure 15. Intermedia viaual patch. Loading an image 
Documentation. (Note: technical descriptions described on this section are entirely based on 
Cycling ’74 Max/Msp/Jitter documentation) 
How color is handled in Jitter. Color Components: RGB  
It's possible to produce any desired color by blending three colors of light (red, green, and 
blue) each with its own intensity. This is known as additive synthesis since color is generated 
by adding unique amounts of the three "primary" colors of light. The opposite of this is 
subtractive synthesis: mixing colored pigments, such as paint, which absorb certain colors of 
light and reflect the rest. Therefore, any colored light could be described in terms of its 
intensity at the three frequencies that correspond to the specific colors red, green, and blue. 
In Jitter, for each pixel of an image —be it a video, a picture, or any other 2D matrix— we 
need at least three values, one for each of the three basic colors. Thus, for onscreen color 
images, we most commonly use a 2D matrix with at least three planes. RGB values are in 
planes 1, 2, and 3. 
Color Data: char, long, or float  
It's fairly standard in computer applications to use 8 bits of information per basic color value. 
8 bits gives us the ability to express 256 (2 to the 8th power) different values (0 to 255). This 
means that if we use 8 bits for red, 8 for green, and 8 for blue, we can express 16,777,216 
(224) different colors. That's a sufficient variety of colors to cover pretty thoroughly all the 
gradations we're able to distinguish. 
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So, if we only need 8 bits of resolution to represent each basic color value, that means that 
the 8-bit char data type is sufficient to represent the value in each plane of a four-plane 
matrix of color information. 
Representing color: jit.window or jit.pwindow objects 
When a jit.window or jit.pwindow receives a single-plane 2D matrix, it displays the 
values as a monochrome/greyscale image (In the provided patch this can be enabled with the 
button named ‘plane map 0 1 1 1’). When it receives a 4-plane 2D matrix, it interprets the 
planes as alpha, red, green, and blue values, and displays the resulting colors accordingly. 
This ARGB representation in a 4-plane matrix is the most common way of representing 
color. 
Adjusting Color Levels of Images: jit.scalebias object 
This object is specially designed for modifying the ARGB color planes of a matrix (Figure 
16). The term scale in this instance refers to the process of scaling values by a certain factor; 
that is, multiplying them by a given amount. The term bias refers to offsetting values by 
adding an amount to them. By combining the processes of multiplication and addition, this 
patch enables to achieve a linear mapping of input values to output values. 
 
Figure 16. Intermedia visual patch. ARGB color planes 
Adjusting Brightness, Contrast, and Saturation: jit.brcosa object 
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The jit.brcosa object takes a 4-plane char Jitter matrix and, treating it as ARGB image 
data, allows to alter the brightness, contrast, and saturation of the processed matrix (Figure 
17). The three attributes are called, brightness, contrast, and saturation. The default values of 
1.0 for the three attributes result in the matrix passing out of the object unchanged. 
 
Figure 17. Intermedia visual patch. Brightness, contrast and saturation 
Data collection device, disk storage and retrieval: coll object 
Mouse drawing movement on the lcd transparent object (placed exactly over the 
jit.pwindow) can be captured via the coll object. There are three coll objects in this 
patch, but all of them refer to the same data: the data in a coll named thegest. The contents of 
the coll object show mouse drawing movement tracked and captured in 20 millisecond 
intervals. 
An important hint for this patch: the key object-based section just beside the lcd object (in 
edit view) maps three keys (space, “r” and “p”) to three patch functions (“clear”, “record” 
and “playback”). The “r” key will begin the recording process. The “r” key will turn off 
recording. By hitting the space bar the lcd display can be cleared. The “p” key will begin 
playback. Not only is the drawing captured, but the actual mouse movement (and timing) 
may be captured and reproduced. 
The coll object shows a simple method for saving and retrieving coll contents; a read 
message will allow to import data from disk files, while a write message will take captured 
data and store it to disk.  
	   91	  
 
4.4 Appendix A. Post-tonal theory: Glossary of basic terms 
Note: This subsection summarizes some important notions related to the interval vector 
theory. Readers who are not familiar with post-tonal theory, may find this appendix helpful. 
This glossary was based on “Introduction to Post-Tonal Theory” by Joseph N. Strauss 
(Strauss, 2000). 
Pitch class: Group of pitches with the same name. 
Enharmonic equivalence: in post-tonal music, notes that are enharmonically equivalent are 
also functionally equivalent. 
Integer notation: octave equivalence and enharmonic equivalence leave us with only 12 
different pitch classes (0-11), where: 0=C. 
Mod 12: every pitch belongs to one of the twelve pitch classes. 
Intervals: 
Traditional name No. of semitones 
Unison 0 
Minor 2nd (Major 7th) 1 
Major 2nd, diminished 3rd (minor 7th) 2 
Minor 3rd, augmented 2nd (Major 6th) 3 
Major 3rd, diminished 4th (minor 6th) 4 
Augmented 3rd, perfect 4th (Perfect 5th) 5 
Augmented 4th, diminished 5th 6 
Perfect 5th, diminished 6th 7 
Augmented 5th, minor 6th 8 
Major 6th, diminished 7th 9 
Augmented 6th, minor 7th 10 
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Major 7th 11 
Octave 12 
Minor 9th 13 
Major 9th 14 
Minor 10th 15 
Major 10th 16 
Table 1. Intervals and distance in semitones 
Pitch intervals (ip): it is simply the distance between two pitches, measured by the number of 
semitones.  
Ordered Pitch-Class intervals (i): it is the distance between two pitch classes. The ordered 
interval from pitch class x to pitch class y is: y – x (+ mod 12).  
From Eb to C# is: 3 – 1 = – 2 + 12 = 10 
Unordered Pitch-Class intervals: it is the absolute space between two pitches. Just count from 
one pitch class to the other by the shortest available route, either up or down. 
Interval class: an unordered pitch-class is also called interval class. Just as each pitch 
contains many individual pitches, so each interval class contains many individual pitch 
intervals. Because of octave equivalence, compound intervals -intervals larger than an 
octave- are considered equivalent to their counterparts within the octave. Furthermore, pitch-
class intervals larger than 6 are considered equivalent to their complements mod 12. 
Interval 
class 
0 1 2 3 4 5 6 
Pitch 
intervals 
0,12,24 1,11,13 2,10,14 3,9,15 4,8,16 5,7,17 6,18 
Table 2. Interval class 
Interval-Class content: the quality of a sonority can be roughly summarized by listing all the 
intervals it contains. To keep this simple, we will generally take into account only interval 
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classes (unordered pitch-class intervals). The number of interval classes a sonority contains 
depends on the number of distinct pitch classes in the sonority. 
Interval-class Vector: interval class content is usually presented as a string of six numbers 
with no spaces intervening. This is called an interval-class vector. The first number in an 
interval class vector gives the number of occurrences of interval class 1, the second number 
gives the number of occurrences of interval class 2; and so on. The interval-class vector will 
give us a convenient way of summarizing the basic sound. For any given sonority, its interval 
content could be summarized in scoreboard fashion by indicating, in the appropriate column, 
the number of occurrences of each of the six interval classes. 
1 2 3 4 5 6 
      
Table 3. Interval class vector 
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4.5 Appendix B. Survey ‘Cubes project’ 
Audiovisual 
 
This survey requires that you use your imagination in answering the following questions 
associated to the animation you have just seen.  
 
Section A. 
Instructions: Select one from the two items given, by checking the appropriate space. 
 
1. What is the relationship between the cubes and the sphere? 
friends  
enemies  
 
2. The cubes are:  
tense  
relaxed  
 
3. The sphere is:  
calm  
afraid  
 
5. The cubes are:  
attacking the sphere  
playing with the sphere  
 
4. The emotional mood of the scene is:  
warm  
cold  
 
Section B. 
Instructions: In this section you will have to make your ratings by checking the appropriate 
space within the scale. For example, 
 
Do you think that the cubes have a good or a bad purpose in relation to the sphere? 
3  
Good 
2 1 0  
Neutral 
1 2 3  
Bad 
 X      
 
 
Please rate the “cubes” using the following options: 
 
Level of activity of the cubes: 
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3  
Passive 
2 1 0  
Neutral 
1 2 3  
Active 
       
 
Do you think that the cubes have a good or a bad purpose in relation to the sphere? 
3  
Good 
2 1 0  
Neutral 
1 2 3  
Bad 
       
 
Did you feel that the cubes were weak or strong? 
3  
Weak 
2 1 0  
Neutral 
1 2 3  
Strong 
       
 
Did you find the cubes quiet or restless? 
3  
Quiet 
2 1 0  
Neutral 
1 2 3  
Restless 
       
 
Do you think that the cubes were feeling calm or agitated? 
3  
Calm 
2 1 0  
Neutral 
1 2 3  
Agitated 
       
 
Did you find the cubes powerful or powerless? 
3  
Powerful 
2 1 0  
Neutral 
1 2 3  
Powerless 
       
 
Do you believe that the cubes were submissive or aggressive? 
3  
Submissive 
2 1 0  
Neutral 
1 2 3  
Aggressive 
       
 
Did you find the cubes nice or awful? 
3  
Nice 
2 1 0  
Neutral 
1 2 3  
Awful 
       
 
Did you find the animation pleasant or unpleasant? 
3  
Pleasant 
2 1 0  
Neutral 
1 2 3  
Unpleasant 
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Audio 
 
Instructions: In this section you will have to make your ratings by checking the appropriate 
space within the scale. For example, 
 
Level of dissonance: 
3  
Consonant 
2 1 0  
Neutral 
1 2 3  
Dissonant 
 X      
 
Please rate the sounds you have just heard using the following options: 
 
Level of tension: 
3  
Low 
tension 
2 1 0  
Neutral 
1 2 3  
High 
tension 
       
 
Level of dissonance: 
3  
Consonant 
2 1 0  
Neutral 
1 2 3  
Dissonant 
       
 
Level of activity: 
3  
Passive 
2 1 0  
Neutral 
1 2 3  
Active 
       
 
Level of potency: 
3  
Weak 
2 1 0  
Neutral 
1 2 3  
Strong 
       
 
Evaluative dimension: 
3  
Pleasant 
2 1 0  
Neutral 
1 2 3  
Unpleasant 
       
 
Did you find the sounds interesting or boring? 
3  
Interesting 
2 1 0  
Neutral 
1 2 3  
Boring 
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CHAPTER 5. CONCLUSIONS 
5.1 General Conclusion 
Meyer (1956) proposed a theory of meaning and emotion in music. According to his 
assumptions the confirmation, violation or suspension of musical expectations elicits 
emotions in the listener. Following this theory, researchers found association between 
specific musical structures and certain neurophysiological reactions that are strongly 
connected with emotions. In addition, studies focusing on the perception of musical tension 
have shown that unexpected chords and increments in tonal dissonance have strong effects 
on perceived tension, which has been linked to emotional experience during music listening.  
The empirical experiment included in this thesis placed its focus upon the comprehension 
function of music within visual contexts. Specifically, this experiment was aimed at 
addressing the particular emotional effect of tonal dissonance, controlling for other elements 
within musical structure such as tempo, intensity, rhythm, timbre, etc.  This was achieved by 
working with a precise experimental design, also used by Blood et al. (1999) in their 
neuroscientific research (which investigated the cerebral activations elicited by tonal 
dissonance). The results of this experiment offer strong evidence in support of the effect of 
tonal dissonance level on interpretations regarding the emotional content of visual 
information. It can be stated that musical affect guides the viewer’s attention toward those 
elements of the film that display a parallel connotative meaning.  
This research supports and confirms previous research by this author on the comprehension 
function of music. Moreover, it gives insights to the richness and potentiality of the aural 
“palette”, since extensive effects on the interpretation of visual information may be directed 
by the manipulation of a single musical structure feature (tonal dissonance). The positive 
results of this study indicate that further research that systematically examines the multiple 
and subtle ways in which music performs elaborative functions in the comprehension of 
visual contexts should be pursued. 
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The interactive multimedia tools developed for this thesis are aimed at exploring this path. 
Taken together, their objective is to inspect the various ways in which music may shape the 
semantic processing of visual contexts and to analyze how these processes might be 
evaluated in an empirical setting. These designs incorporate a variety of potential variables in 
both musical sound and transformations of the visual stimuli for experimental purposes, 
providing a foundation on which future research could build. 
5.2 Application to Future Work 
Probably, one of the most interesting and potentially useful applications of findings regarding 
the links between music and emotions is concerned with neurosciences and clinical 
psychology. Recent functional imaging experiments (fMRI), using chord sequences 
originally aimed at investigating the processing of musical structure, have shown activations 
of the orbital frontolateral cortex (OFLC) in response to unexpected chords. The orbitofrontal 
cortex is one of the least explored and least understood cerebral regions. Clinical evidence 
suggests that the orbitofrontal cortex is implicated in critical human functions such as mood 
control, social adjustment, drive and responsibility; characteristics that are decisive in the 
development of the personality of an individual.  
Not only music but also audiovisual stimuli could be used to further inspect this brain 
structure, and interactive audiovisual tools may have a promising application in the 
psychopathology field. More specifically, within a disorder of affect regulation called 
alexithimia. Alexithimia is a subclinical phenomenon characterized by a reduced ability to 
identify and describe one’s feelings, difficulty in distinguishing feelings from the bodily 
sensations of emotional arousal and impaired symbolization, along with a tendency to focus 
on external events rather than inner experiences. Alexithimia has been reported as a 
paradigmatic personality problem among psychosomatic disorders. Additionally, studies 
have shown that alexithimia regularly co-occurs with other severe psychopathologies such as 
autism, post-traumatic stress disorders, anorexia, bulimia, major depressive disorder and in 
substance abusers. 
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Still images have been historically employed for psychopathological diagnosis (TAT, 
Rorschach, etc.); and in the particular case of alexithymia, studies have shown correlation 
between this disorder and a lack of ability to recognize emotions in photographs of facial 
expressions. So far, the diagnosis of alexithimia has relied only on questionnaires (e.g. 
Toronto Alexithymia Scale - TAS); however, the findings covered through this thesis show 
that audiovisual interactive media could also be a very helpful tool for these purposes. Thus it 
is hoped that the work developed for this thesis will contribute to future research into the 
exploration of interactive media tools not only for diagnostic but also for therapeutic 
objectives. 
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