Abstract. In this paper, we consider the following weakly coupled nonlinear Schrödinger system in R
Introduction
In this paper, we study the following nonlinear Schrödinger system 1) where N ≥ 3, V i ∈ C(R N , [0, ∞)), i = 1, 2, b ∈ R is a coupling constant. This type of systems arise when one considers standing waves of time-dependent k-coupled Schrödinger systems with k = 2 of the form
ψ j = ψ j (x, t) ∈ C, t > 0, j = 1, . . . , k,
where ε > 0, i denotes the imaginary part, α j and b js = β sj are coupling constants. In Physics, equation (1. 2) is applied to study the nonlinear optics in isotropic materials, for instance the propagation pulses in fiber. Because of the appearance of birefringence, a pulse ψ tends to be spilt into two pulses (ψ 1 , ψ 2 ) in the two polarization directions, but 1 ε , u 2 ε )}. Moreover, the two components of w ε , i.e., u 1 ε , u 2 ε , will concentrate at the common local minimum of V 1 and V 2 as ε → 0. Noting that since σ = 0 is admissible here, our paper contains the results in [15] , which is the first semiclassical research about problem (1.1).
Generally speaking, there are two kinds of penalized methods to study semiclassical problem. The first one is for nonvanishing case, which was first introduced by [8, 9] and used in [15] to get concentrated solutions to (1.1). The second one is for vanishing case, see [6, 7, 21] for example. But, to our best knowledge, there are no results about the semiclassical study of system (1.1) in the vanishing case. Indeed, not only the coupling effect b = 0 can result some difficulties that are different from the single equation, but also the vanishing of V i i = 1, 2 will result some difficulties that are different from the nonvanishing case (inf R N V i > 0 i = 1, 2).
Firstly, there is no explicit representation of the least energy of the limiting system ((P a 1 ,a 2 ,b ) in section 2), which makes us not compare the least energy easily than the single case ([21, Proposition 3.1]). Secondly, it requires to penalize more skillfully than the nonvanishing case. Indeed, from the fact that R N ε 2 |∇u| 2 + V i |u| 2 < +∞ ⇒ R N |u| 2p < +∞, we have to cut off the nonlinear term |u| 2p outside Λ by some penalized function that with suitable decay ((2.2)).
We derive a easy comparison principle for the least energy in Proposition Remark 2.5. By this principle and by the asymptotic behaviour of C ε in Lemma 2.4, we obtain the concentration phenomenon through a long and delicate analysis in Lemma 3.1. For the second difficulty, basing on the fundamental fact −∆ 1 |x| N−2 = 0, we construct a penalized function P ε , which decays like polynomial. We emphasize that by this creative construction, we can not only omit a lot of tedious computation as before in ( [6, 7, 15, 21] ) (the prior assumption for P ε in 2.2 simplify our proofs a lot), but also obtain concentration phenomenon for the nonvanishing case (see Remark 4.5) .
In this paper, we set the Hilbert space H as
with inner product
and its reduced norm w
. In order to study problem (1.1), we will need the following weighted Hilbert spaces. For every i = 1, 2, we define
endowed with the norm
Also like H, we define the weighted product Hilbert space H ε (R N ) as
and its reduced norm
for all w i = (u i1 , u i2 ) ∈ H ε . In the sequel, we set
We assume that for every i = 1, 2, V i ∈ C(R N , [0, ∞)) satisfies the following assumptions. There exist open bounded sets Λ, U with smooth boundaries ∂Λ, ∂U such that
where σ ∈ [0, 1] is a fixed constant. Moreover, we assume that V 1 and V 2 have common minimum, i.e.,
Without loss of generality we assume that 0 ∈ Λ. In the following we assume that m 1 ≤ m 2 and denote
which is the ratio of two pulses in Physics.
Our main result can be stated as follows:
. Then problem (1.1) has a family of nontrivial solutions {w ε = (u 1 ε , u 2 ε ) : 0 < ε < ε 0 } for every b ∈ R. Moreover, there exists a constant b ω > 0 such that if b > b ω , {w ε : 0 < ε < ε 0 } are nontrivial and for every i = 1, 2, suppose u
Note that we can not expect better decay estimates, because of the vanishing of
ii) By Remark 3.3, there exists a b 0 > 0, b 0 < b ω such that when 0 < b < b 0 , problem (1.1) still has a family nonnegative solutions {w ε = (ũ 1 ε ,ũ 2 ε ) : 0 < ε < ε 0 }. But they are at least semitrivial when ε → 0, i.e.,
We organize this paper as follows. In section 2, we introduce the penalized scheme. We get a nonnegative solution w ε to the penalized problem by a creative choice of the penalized function. In section 3, we study the concentration phenomenon. By the asymptotic behaviour of C ε /ε N in section 2 and Remark 2.5, we show that there exists a constant b ω > 0 such that if b > b ω the solution w ε is nontrivial. Then by the comparison principle of the least energy of the limiting problem, we prove the concentration phenomenon. In section 4, we construct the penalized function P ε creatively to show that w ε indeed solves (1.1). We emphasize the nonvanishing case σ = 0 in [15] is contained in our proof, see Remark 4.5 for example.
The penalized problem
It is easy to check that if σ = 1 or σ ∈ (0, 1] but −2σN + 8σ − 4σ 2 < 0, there always exists
, 2 * such that
Hence we need to cut off the nonlinear term "
In this section, we cut off the nonlinear term by introducing a creative penalized function that decays faster than V i (x) i = 1, 2. By which we can simplify a subsequent estimates a lot.
2.1. Definition of the penalized functional. We choose a family of penalized potential
where σ ∈ [0, 1] is the same as before.
Noting that by the prior decay assumption on P ε , we immediately have
such that if ε is small enough,
Given a penalization potential P ε that satisfies (2.2), we define the penalized nonlinearities g ε :
We also denote G ε (x, t) = t 0 g ε (x, s)ds. Moreover, we definẽ
and denote G ε (x, t) = t 0g ε (x, s)ds. Accordingly, we define the penalized superposition operators g ε , G ε , g ε and G ε by
Now with the help of (2.2) and Proposition 2.1, we are going to prove the following lemma, which says that J ε is C 1 and satisfies (P S) condition. It is a basic requirement for finding solutions. The proof is not obvious because of the coupling effect, some skillful technique is involved.
and w = (u 1 , u 2 ) ∈ H ε is a critical point of J ε if and only if w is a weak solution of the penalized system (Q ε ):
(2) (PS condition) J ε satisfies the Palais-Smale condition.
Proof. For simplicity, we only show the term
is C 1 , since the other terms are similar. Firstly, fix every ϕ = (ϕ 1 , ϕ 2 ) ∈ H ε , for all t ∈ R with |t| ≤ 1, by the triangle inequality, it holds
then the existence of the first Gateaux derivative follows by Dominated Convergence Theorem and Proposition 2.1. Secondly, given any ϕ = (ϕ 1 , ϕ 2 ) ∈ H ε with ϕ ε ≤ 1 and
by Proposition 2.1 and Hölder inequality, we have
By Dominated Convergence Theorem, Sobolev embedding theorem and (2.2), we have
and
. This completes the proof of (1). Next, we prove (2). Our aim is to verify every sequence (w n ) = (u
we have by (2.2),
Now, going if necessary to a subsequence, we assume that 
Then (w n ) is relatively compact in H ε and the conclusion follows.
From the lemma above, we have: Lemma 2.3. The mountain pass value
can be achieved by a nonnegative function w ε = (u
Proof. It is easy to see by [26 
with J m 1 ,m 2 ,b : H → R defined as
for every w = (u 1 , u 2 ) ∈ H and
, where p m ∈ M. Obviously, γ(t) = tT Φ ε ∈ Γ ε for large T > 0. Therefore by Dominated Convergence Theorem, we have lim sup
Then by the fact that
we get a conclusion by taking infimum over the right hand of (2.4). . Moreover,
where C m i is the least energy solutions of −∆u + m i u = |u| 2p−2 u. For more details, we refer to [15] .
2) A easy but important fact is that
Moreover, the equality "=" holds if and only ifm i = m i . Indeed, let w be a function that achieves C a 1 ,a 2 ,b and T be the constant such that γ(t) = tT w ∈ Γm 1 ,m 2 ,b . Then
Concentration of the penalized solutions
In this section we study the asymptotic behaviour of the penalized solution w ε when ε → 0. The proof of concentration will use the comparison principle in 2) of Remark 2.5.
Before to prove Lemma 3.1, we need a Liouville type theorem for systems on a half-space. 
Proof. Without loss of generality, we assume H = (0, ∞). By the classical regularity argument, we have u i ∈ H 2 (R N ). Testing the equation against (∂ N u 1 , ∂ N u 2 ), we find
It follows that 1
So u 1 (x), u 2 (x) = 0 on ∂R Proof of Claim 1. We argue by contradiction. Noting that by (Q ε ) and the definition of P ε in (2.2), we have lim inf
Hence, without loss of generality, we assume that there exists a subsequence {ε n : n ∈ N} ⊂ (0, ε 0 ) with lim n→∞ ε n = 0 such that
and lim
By standard regularity argument in [10] , we assume that there is a x 2 εn ∈ Λ such that u
where we assume that lim n→∞ x 2 εn = x 2 * . Then by diagonal argument, there exists u
Moreover, we can infer from lim n→∞ u 1 εn L ∞ (Λ) = 0 and the system (Q εn ) that
which implies that u
Then it is easy to checkw εn satisfies −∆ũ
Note that by Cauchy inequality and the definition of
Combining with the Sobolev embedding theorem (which says that u
Hence, by a similar proof, we conclude that w * = (u
But since u 1 * = 0, the system above indeed is the single equation −∆u
By Lemma 3.2 and the regularity argument in [10] we conclude that u
Using (3.4) again, we find lim inf
But on one hand, by (3.7), we have for every R > 0, 
where we have used the fact ∇η ≤
. Then combining with (3.8) and (3.9), we have
which contradicts with Lemma 2.4 and Remark 2.5. This completes the proof of Claim 1.
By Claim 1, we can conclude that there exist two sequence {x
Proof of Claim 2. We argue by contradiction. Suppose to the contrary that there exists a subsequence {ε n : n ∈ N} ⊂ (0, ε 0 ) with lim n→∞ ε n = 0, such that lim sup
Then by the same reason of (3.5),w j εn satisfies:
Also by the same reason of (3.4) and (3.5), there existsw j * = (ũ 1j * ,ũ 2j * ) ∈ H such that w j εn →w j * weakly in H. Moreover, by the same reason of (3.6), we conclude thatw 11) where assume that Λ j * and x j * are the limits of {x ∈ R N : εx+x j εn ∈ Λ} and x j εn respectively. Noting that at least oneũ 1j * j = 1, 2 is nontrivial, hence by Lemma 3.2, we conclude that Λ j * = R N , i.e.,
Now for every R > 0, by Sobolev embedding theorem, we have lim inf
And, let η ∈ C ∞ (R N ) be the cut-off function in Claim 1. Testing the penalized equation
w εn :=ηw εn , by the same reason of (3.9) we have lim inf
Hence, combining with (3.13) and (3.14), letting R → ∞, we conclude that
Now let us make a discussion about the system (3.12) and then obtain a contradiction from (3.15) . Note that Claim 1 implies thatũ 11 * andũ 22 * are nontrivial. Hence by 2) in Remark 2.5, we conclude that
And then lim inf
, which also contradicts with Lemma 3.2. This completes the proof of Claim 2.
As a consequence of Claim 2, it must hold lim ε→0 x 1 ε = x * = lim ε→0 x 2 ε . Moreover, by the proof of Claim 2, we have
Hence by 2) in Remark 2.5, we have x * ∈ M. Combining with Claim 1 and Claim 2, we completes the proof of (1), (2) and (3). Now we prove (4). Without loss of generality, suppose to the contrary that there exists a subsequence (ε n ) n∈N ⊂ (0, ε 0 ) and (R n ) n∈N ⊂ (0, +∞) with ε n → 0 and R n → +∞ and a y n ∈ U\B εnRn (x Hence we can not assure that the penalized solution w ε is nontrivial if −∞ < b < b 0 . We emphasize that it does not effect the proof of the following section 4, whenever −∞ < b < b 0 or not.
Back to the origin problem
In this section we are going to prove that the penalized solution w ε that we find in Lemma 2.3 solves the origin problem (3.2). What we need to do is to construct a suitable penalized function P ε such that not only (2.2) is true, but also it holds
Note that (4.1) and Lemma 3.1 imply that
which means the concentrated phenomenon in Theorem 1.1. Our method is using the comparison principle of the single equation (4.9) to prove (4.1). Firstly, we need to linearize the penalized system (Q ε ) outside small balls. * Proposition 4.1. Let ε > 0 small enough, δ ∈ (0, 1), x i ε i = 1, 2 be the points that are given by Lemma 3.1. Then there exists R > 0, such that such that
where
Proof. By (4) in Lemma 3.1, there exists R > 0 such that for all x ∈ Λ\B Rε (x ε ),
. Then by (2.2), we complete the proof. After rearranging δ, we obtain from (4.2) that
for all x ∈ R N \B Rε (x ε ). By the classical bootstrap argument and nonnegative of w ε , we conclude that
The second step is to construct barrier functions for the linearized system in Proposition 4.1.
The construction relys on the following proposition, which involves some computation of −∆. The computation bases on the well-known fact that w = 1 |x| N−2 is the fundamental solution for −∆.
Denoting d = max{|x| : x ∈ ∂Λ}, then
Then there exists a positive w µ ∈ C ∞ (R N ) with 0 < µ < N−2σ and 0
Proof. Let w µ (x) be a positive smooth function such that w µ = We then get our conclusion by letting ε small enough.
We are now in a position to construct barrier functions for the linearized system in Proposition 4.1. Let {x ε } ⊂ Λ be the family of points that are given in (4.3). Then for sufficiently small ε > 0, there exists U ε ∈ H V,ε (R N ) ∩ C 1,1 (R N ) and P ε satisfying the assumption (2.2), such that U ε > 0 satisfies −ε 2 ∆U ε + (1 − δ)V min (x)U ε ≥ P ε U ε , in R N \B Rε (x ε ),
where C is the constant in (4.6). Moreover, U p−2 ε < P ε in R N \Λ.
Proof. Let r = 2 min i=1,2 lim inf ε→0 dist(x ε , ∂Λ). Define Letting µ be close to N − 2, we obtain
, we let µ be close to N − 2, and then choose t ∈ (2σ, µ(2p − 2)) and δ ∈ (0, 4p − 4) to define for some x * ∈ M. This is the result in [15] .
