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1. Introduction and problem statement
In the last two decades, owing to the large applications of smart materials in modern technology, there has been an
increasing research on elastic systems with viscoelastic damping [1,2]. When the smart materials are added into the elas-
tic structures, the Young’s modulus, the mass density and the damping coeﬃcients are changed accordingly. This passive
method, on the one hand, makes the distributed control practically applicable but on the other hand, brings some new
mathematical challenges which attract an increasing research interests [6,22,23]. For the controllability study of this kind
of systems, we refer to [16,17,20–23,35]. The results of exponential stability by bounded viscous damping can be found
in [3,6,10,29,39]. The exponential stability of one-dimensional wave and Euler–Bernoulli beam equations with Kelvin–Voigt
damping was discussed in [26,27], and [28] for multi-dimensional case. Other studies can be found in [36–38]. Among these
viscoelastic systems, two types of unbounded viscoelastic damping, Kelvin–Voigt damping and Boltzmann damping, are spe-
cially important. The Kelvin–Voigt damping models of linear viscoelasticity assume that the instantaneous stress depends on
the instantaneous strain and the strain rate linearly. The Boltzmann models of linear viscoelasticity assume that the instan-
taneous stress depends on the instantaneous strain and the entire history of strain rate linearly. For the Boltzmann models
of viscoelasticity, we refer to [9,24]. The Kelvin–Voigt damping that is a special case of Boltzmann damping where the re-
laxation function is a delta function and is stronger than the Boltzmann damping. The associated system operator generates
an analytic semigroup if the damping is global [7,25]. Very recently, an interesting Riesz basis property was developed for
such a system in [19].
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unfortunate situation since it has been shown for many other elastic systems in [12,13,30,33] that for a vibrating system,
the vibration frequencies could determine all dynamic behaviors of the system. The reason for occurrence of this situation is
that for a viscoelastic system, the resolvent of system operator is not compact anymore, which is in sharp contrast with that
discussed in [12,13,30,33]. Nevertheless, a viscoelastic system with constant coeﬃcients still shows the valid of Riesz basis
property due to the fact that the continuous spectrum is the limit set of point spectrum [14]. But for the viscoelastic systems
with variable coeﬃcients, the situation is quite different even in one-dimensional cases. In [32], the asymptotic behavior
for a one-dimensional wave equation with local Kelvin–Voigt damping was developed. In [34], the essential spectrum of
a system operator arising in viscoelastic system with local Kelvin–Voigt damping was analyzed. In [18], the spectrum of a
general second order system was discussed. Recently, we analyzed the spectrum of a one-dimensional wave equation with
Kelvin–Voigt damping in [15]. It was shown that the essential spectrum is an interval on the left real axis, and under the
analytical assumptions on the coeﬃcients, the essential spectrum contains only continuous spectrum.
In this paper, we shall generalize the results of [15] to an Euler–Bernoulli beam equation with clamped boundary con-
ditions and internal Kelvin–Voigt damping, which was initiated in [34]. Unfortunately, there is a mistake in [34]. We show
rigorously that the essential spectrum of the system operator is identiﬁed to be an interval on the left real axis. More-
over, under some assumptions on the coeﬃcients, we show that the essential spectrum also contains continuous spectrum
only, and the point spectrum consists of isolated eigenvalues of ﬁnite algebraic multiplicity. The asymptotic behavior of
eigenvalues is presented.
The system that we are concerned with is the following Euler–Bernoulli beam equation clamped at two boundaries with
internal Kelvin–Voigt damping:⎧⎪⎨⎪⎩
ρ(x)ytt(x, t) +
(
a(x)yxx(x, t) + b(x)yxxt(x, t)
)
xx = 0, 0 < x < 1, t > 0,
y(0, t) = yx(0, t) = y(1, t) = yx(1, t) = 0,
y(x,0) = y0(x), yt(x,0) = y1(x),
(1.1)
where the continuous function b(·)  0 is the damping function, and the continuous functions ρ(·),a(·) > 0 are system
parameter functions in spacial variable. The system energy is given by
E(t) = 1
2
1∫
0
[
a(x)
∣∣yxx(x, t)∣∣2 + ρ(x)∣∣yt(x, t)∣∣2]dx. (1.2)
Let H20(0,1) be the usual Sobolev space equipped with the inner product:
〈 f , g〉 :=
1∫
0
a(x) f ′′(x)g′′(x)dx, ∀ f , g ∈ H20(0,1).
For any positive continuous function ρ , denote by L2ρ(0,1) the Hilbert space equipped with the inner product:
〈 f , g〉 :=
1∫
0
ρ(x) f (x)g(x)dx, ∀ f , g ∈ L2ρ(0,1).
We consider system (1.1) in the energy state Hilbert space H = H20(0,1) × L2ρ(0,1) with the inner product:
〈
( f1, g1), ( f2, g2)
〉= 1∫
0
[
a(x) f ′′1 (x) f ′′2 (x) + ρ(x)g1(x)g2(x)
]
dx, ∀( f i, gi) ∈ H, i = 1,2. (1.3)
Deﬁne the system operator A : D(A)(⊂ H) → H as follows:⎧⎪⎨⎪⎩A( f , g) =
(
g,− 1
ρ
(
af ′′ + bg′′)′′),
D(A) = {( f , g) ∈ H20(0,1) × H20(0,1) ∣∣ af ′′ + bg′′ ∈ H2(0,1)}. (1.4)
With the operator A at hand, we can write system (1.1) into an evolutionary equation in H:
d
dt
Y (t) = AY (t), Y (0) = Y0, (1.5)
where Y (t) = (y(·, t), yt(·, t)) is the state variable and Y0 = (y0(·), y1(·)) is the initial value.
The following Lemma 1.1 and Proposition 1.1 are straightforward.
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∗( f , g) =
(
−g, 1
ρ
(
af ′′ − bg′′)′′),
D
(A∗)= {( f , g) ∈ H20(0,1) × H20(0,1) ∣∣ af ′′ − bg′′ ∈ H2(0,1)}. (1.6)
Proposition 1.1. Let A and A∗ be given by (1.4) and (1.6) respectively. Then A and A∗ are dissipative, and hence A generates a
C0-semigroup of contractions on H.
In the next section, we show that the operator A has no residual spectrum. A mistake in identifying essential spectrum
of A in [34] is corrected. The continuous spectrum is discussed under the analyticity of coeﬃcient functions. Finally, in
Section 3, we develop the asymptotic property of the eigenvalues when the damping is global.
2. Essential and continuous spectrum
In this section, we consider the spectrum of A. Firstly, let us formulate the eigenvalue problem. Suppose that A( f , g) =
λ( f , g) with ( f , g) ∈ D(A) and ( f , g) 
= 0. Then g = λ f and f ∈ H20(0,1) satisﬁes{
λ2ρ(x) f (x) + ((a(x) + λb(x)) f ′′(x))′′ = 0,
f (0) = f (1) = f ′(0) = f ′(1) = 0.
(2.1)
The following Theorem 2.1 shows that σr(A), the set of residual spectrum of A, is empty.
Theorem 2.1. σr(A) = ∅.
Proof. Since λ ∈ σr(A) implies λ ∈ σp(A∗), it suﬃces to show that σp(A) = σp(A∗). Suppose that A∗( f , g) = λ( f , g) for
some ( f , g) ∈ D(A∗) and ( f , g) 
= 0. Then g = −λ f and f satisﬁes{
λ2ρ(x) f (x) + (a(x) f ′′(x) + λb(x) f ′′(x))′′ = 0,
f (0) = f (1) = f ′(0) = f ′(1) = 0.
(2.2)
It is seen that (2.2) is the same as (2.1). Hence, λ ∈ σp(A∗) if and only if λ ∈ σp(A), and consequently σr(A) = ∅. 
The following Deﬁnition 2.1 comes from [11, p. 373].
Deﬁnition 2.1. Let T be a closed linear operator in a Hilbert space. The set of complex numbers λ is called the essential
spectrum of T , and is denoted by σess(T ), if one of the following three conditions is satisﬁed:
(i) R(λI − T ), the range of λI − T , is not closed.
(ii) dimN (λI − T ) = ∞, here N (λI − T ) denotes the null space of λI − T .
(iii) dim(R(λI − T ))⊥ = ∞, here (R(λI − T ))⊥ is the orthogonal complement space of range R(λI − T ) of λI − T .
Notice that if T is densely deﬁned, then (iii) of Deﬁnition 2.1 can be replaced by dimN (λI − T ∗) = ∞.
The following Theorem 2.2 about the essential spectrum of A is from [34].
Theorem 2.2. Let A be deﬁned by (1.4). Then following assertions hold:
(i) The essential spectrum of operator A is given by
σess(A) =
{
λ ∈ C ∣∣ a(ξ) + λb(ξ) = 0 for some ξ ∈ [0,1]}. (2.3)
(ii) σ(A) \ σess(A) consists of all isolated eigenvalues of ﬁnite multiplicity.
Proof. The (ii) of Theorem 2.2 was claimed in [34] without proof. Here we give a simple explanation. Suppose that (i) is
valid. Then σ(A) \ σess(A) is an open connected subset of C \ σess(A), (ii) is then a direct consequence of Theorem 2.1 of
[11, p. 373].
(i) of Theorem 2.2 was also claimed in [34] but the proof there is incomplete. Actually, in [34], the authors deﬁned a
bounded operator B on H1 = L2E(0,1) × L2ρ(0,1), L2E(0,1) := { f ∈ L2a(0,1) | 〈 f , xa 〉L2a = 0, 〈 f , 1a 〉L2a = 0}, as follows:
B
(
f
g
)
(x) =
(− b(x)a(x) f (x) + xG1( f )+G2( f )a(x) ) , ∀( f
g
)
∈ H1, (2.4)0
G.-D. Zhang, B.-Z. Guo / J. Math. Anal. Appl. 374 (2011) 210–229 213where
G1( f ) =
∫ 1
0
b(τ )
a(τ ) f (τ )dτ
∫ 1
0
1−τ
a(τ ) dτ −
∫ 1
0 (1− τ ) b(τ )a(τ ) f (τ )dτ
∫ 1
0
1
a(τ ) dτ∫ 1
0
τ 2
a(τ ) dτ
∫ 1
0
1
a(τ ) dτ − [
∫ 1
0
τ
a(τ ) dτ ]2
and
G2( f ) = −
∫ 1
0
b(τ )
a(τ ) f (τ )dτ
∫ 1
0
(1−τ )τ
a(τ ) dτ −
∫ 1
0 (1− τ ) b(τ )a(τ ) f (τ )dτ
∫ 1
0
τ
a(τ ) dτ∫ 1
0
τ 2
a(τ ) dτ
∫ 1
0
1
a(τ ) dτ − [
∫ 1
0
τ
a(τ ) dτ ]2
.
It was proved in [34] that B is self-adjoint and its essential spectrum is given by
σess(B) = {0} ∪
{
λ ∈ C ∣∣ λa(ξ) + b(ξ) = 0 for some ξ ∈ [0,1]}. (2.5)
However, in the proof of
σess(B) ⊃
{
λ ∈ C \ {0} ∣∣ λa(ξ) + b(ξ) = 0 for some ξ ∈ [0,1]} (2.6)
in [34], the authors claimed unfoundedly that when λ 
= 0 and λa(ξ) + b(ξ) = 0 for some ξ ∈ [0,1], the rang of operator
λI − B satisﬁes
R(λI − B) ⊃
{
y ∈ L2(0,1)
∣∣∣ y(ξ) = c1ξ + c2
a(ξ)
, c1, c2 ∈ C
}
.
Here we give a correct proof for (2.6). First, we show that
σ(B) ⊃ {λ ∈ C \ {0} ∣∣ λa(ξ) + b(ξ) = 0 for some ξ ∈ [0,1]}. (2.7)
Let λ ∈ C \ {0} and λa(ξ) + b(ξ) = 0 for some ξ ∈ [0,1]. Deﬁne
Eλ =
{
x ∈ [0,1] ∣∣ λa(x) + b(x) = 0}.
For any (u, v) ∈ H1, consider the equation
(λI − B)( f , g) = (u, v),
which is equivalent to λg(x) = v(x), and f satisfying
λ f (x) + b(x)
a(x)
f (x) − xG1( f ) + G2( f )
a(x)
= u(x). (2.8)
If the measure of Eλ is nonzero and (2.8) admits a solution, it must have
u(x) = C1x+ C2
a(x)
in Eλ for some constants C1,C2.
Obviously, such functions cannot represent all functions of L2E(0,1) on Eλ , that is R(λI − B) 
= H1. So λ ∈ σ(B). Now
suppose that the measure of Eλ is zero and (2.8) has solution f ∈ L2E (0,1) for any u ∈ L2E(0,1). In this case, it follows from
(2.8) that f must be of the form:
f (x) = 1
λa(x) + b(x)
[
a(x)u(x) + xG1( f ) + G2( f )
]
, ∀x ∈ [0,1] \ Eλ. (2.9)
Take special u ∈ L2E (0,1) in (2.9):
u(x) =
{
1
3√x−ξ , x ∈ E1,
c1 + c2x, x ∈ E0 = [0,1] \ E1,
where c1, c2 are constants to be chosen such that u ∈ L2E(0,1), E1 ⊂ [0,1] is a given small closed interval containing ξ , and
mes(E1) is the measure of E1, 0 < mes(E1) < 1. A simple computation shows that the suﬃcient condition for the existence
of c1, c2 is [
∫
E0
xdx]2−∫E0 x2 dx ∫E0 1dx 
= 0 which is obviously true. Now for this special u, choose a closed interval E2 ⊂ E1,
ξ ∈ E2, such that the associated f with this u through (2.9) satisﬁes∣∣a(x)u(x) + xG1( f ) + G2( f )∣∣> 1, x ∈ E2,
and hence by (2.9),∥∥∥∥ 1λa+ b
∥∥∥∥
2
 ‖ f ‖L2(E2) < ∞,
L (E2)
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λa+b ∈ L2(E2). This fact together with (2.9) shows that
au˜
λa+ b ∈ L
2(E2), ∀u˜ ∈ L2(E2).
Deﬁne the multiplication operator F : L2(E2) → L2(E2) by
(F u˜)(x) = a(x)
λa(x) + b(x) u˜(x), ∀u˜ ∈ L
2(E2).
Then F is a closed operator on L2(E2). By the closed graph theorem, F is bounded on L2(E2), which implies that
a
λa+ b ∈ L
∞(E2).
This contradicts to λa(ξ) + b(ξ) = 0 and continuity of a,b. Hence R(λI − B) 
= H1, λ ∈ σ(B). Therefore (2.7) holds.
Next, we show (2.6). Let
m = min
0x1
{
λ
∣∣ λa(x) + b(x) = 0}, M = max
0x1
{
λ
∣∣ λa(x) + b(x) = 0}.
It suﬃces to show that [m,M] ⊂ σess(B). There are two cases:
Case I: m = M . In this case, b(x)/a(x) = −m is a constant, and a simple computation shows that
G1( f ) = G2( f ) = 0, ∀ f ∈ L2E(0,1).
By the deﬁnition of B,
(mI − B)( f , g)(x) =
(
− xG1( f ) + G2( f )
a(x)
,mg(x)
)
= (0,mg(x)).
Hence,
L2E(0,1) × {0} ⊂ N (mI − B),
which means, by Deﬁnition 2.1, that
λ =m ∈ σess(B).
Case II: m < M . In this case, λ can be taken as any point of interval [m,M] by the continuity of b(x)/a(x). So by (2.7),
[m,M] ⊆ σ(B). Since B is self-adjoint, [m,M] ⊆ σess(B) follows from Theorem 5 of [8, p. 1395] which says that for a self-
adjoint operator, all non-isolated spectrum must be essential spectrum (note that in [8, p. 1393], the essential spectrum of
a closed operator is deﬁned as only those that (i) of our Deﬁnition 3.1 is satisﬁed). 
Next, we consider the continuous spectrum of A. To do this, we need additional conditions of the following⎧⎨⎩
a(x), b(x) and ρ(x) are analytic in [0,1];
for any λ ∈ R and ξ ∈ [0,1], (x− ξ)
4
a(x) + λb(x) is analytic in a neighboorhood of ξ.
(2.10)
Remark 2.1. For analytic functions a,b, it can be easily shown that at the nonzero point of b, the second condition of (2.10)
is equivalent to the following conditions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a′(x) − a(x)
b(x)
b′(x) 
= 0
or a′′(x) − a(x)
b(x)
b′′(x) 
= 0
or a′′′(x) − a(x)
b(x)
b′′′(x) 
= 0
or a(4)(x) − a(x)
b(x)
b(4)(x) 
= 0
at the point x ∈ [0,1] where b(x) 
= 0. (2.11)
Actually, for any ξ ∈ [0,1] with b(ξ) 
= 0, ﬁnd λ ∈ R such that a(ξ) + λb(ξ) = 0. So λ = −a(ξ)/b(ξ). Let a(x) + λb(x) =
(x − ξ)kϕ(x) with ϕ(ξ) 
= 0. By (2.10), k ∈ {1,2,3,4}. If k = 1, (a + λb)′(ξ) = ϕ(ξ) 
= 0 which is equivalent to a′(ξ) −
a(ξ)
b(ξ)b
′(ξ) = ϕ(ξ) 
= 0. This is the ﬁrst case of (2.11). When k ∈ {2,3,4}, the similar arguments lead to the other cases
of (2.11). The condition (2.11) is easier to check for given functions a,b. For instance, the functions b(x) = x and any func-
tion a with a′′ 
= 0 satisfy (2.11).
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σc(A) = σess(A) =
{
λ ∈ C ∣∣ a(ξ) + λb(ξ) = 0 for some ξ ∈ [0,1]}.
Proof. Suppose that a(ξ)+λb(ξ) = 0 for some ξ ∈ [0,1], λ ∈ R. If λ ∈ σp(A), then there is a nonzero f ∈ H20(0,1) satisfying
the characteristic equation (2.1). The proof will be accomplished if we can show that f ≡ 0 because σr(A) = ∅ claimed by
Theorem 2.1. This will be split into three steps:
Step 1: We claim that the solution f of the ﬁrst equation in (2.1) that is rewritten speciﬁcally in following
λ2ρ(x) f (x) + ((a(x) + λb(x)) f ′′(x))′′ = 0 (2.12)
is either analytic in a neighborhood of ξ with f (ξ) = 0, or f (ξ) = f ′(ξ) = 0.
We consider f in a neighborhood of ξ . By (2.10), we assume that
a(x) + λb(x) = (x− ξ)kϕ(x),
where k ∈ {1,2,3,4} and ϕ is analytic in [0,1], ϕ(ξ) 
= 0. Then ξ is the regular singular point of Eq. (2.12) [4, p. 62]. Set
P0(x) = λ
2ρ(x)
a(x) + λb(x) =
1
(x− ξ)k
[
c +
∞∑
i=1
p0,i(x− ξ)i
]
,
P2(x) = a
′′(x) + λb′′(x)
a(x) + λb(x) =
1
(x− ξ)2
[
k(k − 1) +
∞∑
i=1
p2,i(x− ξ)i
]
,
P3(x) = 2(a
′(x) + λb′(x))
a(x) + λb(x) =
1
(x− ξ)
[
2k +
∞∑
i=1
p3,i(x− ξ)i
]
,
where the three series on the right side above are the Taylor series and by assumption c = λ2ρ(ξ)ϕ(ξ) 
= 0. The indicial equation
of (2.12) is (see e.g., [4, p. 76])
F (r) = r(r − 1)(r − 2)(r − 3) + 2kr(r − 1)(r − 2) + k(k − 1)r(r − 1) + c˜ = 0, (2.13)
where c˜ = 0 for k < 4 and c˜ = c 
= 0 for k = 4. If the four roots r do not differ by integers, then there will be four linearly
independent solutions of Eq. (2.12) of the form (see e.g., [4, pp. 63, 76]):
f (x) = (x− ξ)r A(x). (2.14)
Otherwise, the form of the solution of Eq. (2.12) must be generalized to
f (x) = (x− ξ)r A(x) ln |x− ξ | + C(x)(x− ξ)r2 , (2.15)
or
f (x) = (x− ξ)r A2(x)
[
ln |x− ξ |]2 + (x− ξ)r2 A1(x) ln |x− ξ | + (x− ξ)r3 A0(x), (2.16)
or
f (x) = (x− ξ)α
3∑
j=0
[
ln |x− ξ |] j B j(x). (2.17)
Here r, r2, r3,α are roots of (2.13), A(x), Ai(x), B j(x),C(x) are analytic functions at ξ that have Taylor series whose radius
of convergence are at least as large as the distance to the nearest singular point of the coeﬃcient functions in Eq. (2.12).
A direct calculation shows that
F (r) =
⎧⎪⎪⎨⎪⎪⎩
r(r − 1)2(r − 2), k = 1,
r2(r − 1)2, k = 2,
r2(r − 1)(r + 1), k = 3,
r(r − 1)(r + 1)(r + 2) + c, k = 4.
We have now two cases:
Case I: k < 4. In this case, we claim that f must be analytic in a neighborhood of ξ and f (ξ) = 0.
We only give a proof for the case of k = 1 since other cases can be treated similarly. Now, the roots of (2.13) are
r = 0,1,1,2. By (2.14), (2.15), (2.16) and (2.17), in a neighborhood of ξ , the solution of (2.12) must be
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[
(x− ξ)2A1(x) ln |x− ξ | + (x− ξ)A2(x)
]
+ C3
[
(x− ξ)2A1(x)
[
ln |x− ξ |]2 + (x− ξ)A2(x) ln |x− ξ | + (x− ξ)A3(x)]
+ C4
[
(x− ξ)2A1(x)
[
ln |x− ξ |]3 + (x− ξ)A2(x)[ln |x− ξ |]2 + (x− ξ)A3(x) ln |x− ξ | + A4(x)],
where Ai(x), i = 1,2,3,4 are analytic at ξ , Ai(ξ) 
= 0, and have Taylor series whose radius of convergence are at least as
large as the distance to the nearest singular point of the coeﬃcient functions in Eq. (2.12). Then
f ′(x) = C4
[
2(x− ξ)A1(x) + (x− ξ)2A′1(x)
][
ln |x− ξ |]3
+ C4
[
3(x− ξ)A1(x) + A2(x) + (x− ξ)A′2(x)
][
ln |x− ξ |]2
+ C3
[
2(x− ξ)A1(x) + (x− ξ)2A′1(x)
][
ln |x− ξ |]2
+ C4
[
2A2(x) + A3(x) + (x− ξ)A′3(x)
]
ln |x− ξ |
+ C3
[
2(x− ξ)A1(x) + A2(x) + (x− ξ)A′2(x)
]
ln |x− ξ |
+ C2
[
2(x− ξ)A1(x) + (x− ξ)2A′1(x)
]
ln |x− ξ | + C4
[
A3(x) + A′4(x)
]
+ C3
[
A2(x) + A3(x) + (x− ξ)A′3(x)
]
+ C2
[
(x− ξ)A1(x) + A2(x) + (x− ξ)A′2(x)
]
+ C1
[
2(x− ξ)A1(x) + (x− ξ)2A′1(x)
]
.
Since f ′ is continuous, it must have C3 = C4 = 0. Thus,
f (x) = C1(x− ξ)2A1(x) + C2
[
(x− ξ)2A1(x) ln |x− ξ | + (x− ξ)A2(x)
]
and
f ′′(x) = [2C2A1(x) + (x− ξ)B1(x)] ln |x− ξ | + B2(x),
where
B1(x) = 4A′1(x) + (x− ξ)A′′1(x),
B2(x) = C1
[
2A1(x) + 4(x− ξ)A′1(x) + (x− ξ)2A′′1(x)
]+ C2[3A1(x) + 2(x− ξ)A′1(x) + 2A′2(x) + (x− ξ)A′′2(x)].
So, (
a(x) + λb(x)) f ′′(x) = [2C2(x− ξ)A1(x) + (x− ξ)2B1(x)]ϕ(x) ln |x− ξ | + B2(x)(x− ξ)ϕ(x).
By the continuity of ((a + λb) f ′′)′ , we have C2 = 0. Hence,
f (x) = C1(x− ξ)2A1(x),
which implies that f must be analytic in a neighborhood of ξ and f (ξ) = 0.
Case II: k = 4. In this case, 0,1 are not roots of (2.13). By the continuity of f and f ′ , it follows from (2.14), (2.15), (2.16),
and (2.17) that f (ξ) = f ′(ξ) = 0.
Step 2: We claim that for any [α1,α2] ⊂ [0,1] with ξ ∈ [α1,α2], if f (α1) = f (α2) = f ′(α1) = f ′(α2) = 0, and f is analytic
in (α1,α2), then there are inﬁnitely many x˜i ∈ (α1,α2) such that
f (x˜i) = 0, x˜i 
= x˜ j, i 
= j, i, j = 1,2, . . . . (2.18)
In fact, since there are at most ﬁnitely many regular singular points of (2.12) in [0,1], by the boundary conditions and
Step 1, such interval [α1,α2] exits. We will use the mathematical induction to prove the result.
First, we claim that there is an xˆ ∈ (α1,α2) such that f (xˆ) = 0. In fact, by f (α1) = f (α2) = 0 and Rolle’s theorem, there
is an η ∈ (α1,α2) such that f ′(η) = 0. By f ′(α1) = f ′(α2) = 0 and Rolle’s theorem, there are γ1, γ2 ∈ (α1,α2) such that
γ1 < γ2 and
f ′′(γ1) = f ′′(γ2) = 0.
If ξ = γ1 or ξ = γ2, take xˆ = ξ . Then
f (xˆ) = 0.
If ξ 
= γ1 and ξ 
= γ2, suppose that ξ < γ1 < γ2 without loss of generality. By(
(a+ λb) f ′′)(ξ) = ((a + λb) f ′′)(γ1) = ((a + λb) f ′′)(γ2) = 0,
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(a+ λb) f ′′)′(ξi) = 0, i = 1,2.
So there is an xˆ1 ∈ (ξ1, ξ2) such that(
(a+ λb) f ′′)′′(xˆ1) = 0,
which, together with (2.1) implies that
f (xˆ1) = 0.
Next, we assume ξ 
= α1 (otherwise, we may assume ξ 
= α2). Suppose generally that
f (xi) = 0, i = 1,2, . . . ,n, α1 < x1 < x2 < · · · < xn < α2.
We will show that there are n + 1 number of different zeros {xi1}n+1i=1 of f in (α1,α2). Set x0 = α1, xn+1 = α2. Assume
ξ ∈ (x j, x j+1] for some j ∈ {0,1, . . . ,n}. By Rolle’s theorem, for each i ∈ {1,2, . . . ,n+ 1}, there is an xi1 ∈ (xi−1, xi) such that
f ′(xi1) = 0.
Obviously,
α1 < x11 < x21 < · · · < xn1 < x(n+1)1 < α2.
Set x01 = α1 and x(n+2)1 = α2. Then ξ ∈ (x j1, x( j+2)1) or ξ = α2. By Rolle’s theorem again, for each i ∈ {1,2, . . . ,n+ 2}, there
is an xi2 ∈ (x(i−1)1, xi1) such that
f ′′(xi2) = 0. (2.19)
Obviously,
α1 < x12 < x22 < · · · < x(n+1)2 < x(n+2)2 < α2.
Set x(n+3)2 = α2. Then ξ ∈ (x j2, x( j+3)2) or ξ = α2. Now we have two cases:
Case I: ξ = x( j+1)2 or ξ = x( j+2)2 . In this case, by (a + λb)(ξ) = 0, we have(
(a+ λb) f ′′)′(ξ) = 0. (2.20)
Moreover, from (2.19), we have(
(a+ λb) f ′′)(xi2) = 0, i = 1,2, . . . ,n + 2.
By Rolle’s theorem, for each i ∈ {1,2, . . . ,n + 1}, there is an xi3 ∈ (xi2, x(i+1)2) such that(
(a+ λb) f ′′)′(xi3) = 0.
This together with (2.20) shows that there is a sequence {xi}n+2i=1 ⊂ (α1,α2) such that(
(a+ λb) f ′′)′(xi) = 0, i = 1,2, . . . ,n + 2, α1 < x1 < x2 < · · · < xn+1 < xn+2 < α2. (2.21)
Case II: ξ = x( j+1)2 and ξ = x( j+2)2 . In this case,(
(a+ λb) f ′′)(ξ) = ((a + λb) f ′′)(xi2) = 0, i = 1,2, . . . ,n + 2.
By Rolle’s theorem, we can get (2.21) also for some different {xi}n+2i=1 ⊂ (α1,α2).
Since (2.21), by Rolle’s theorem, for each i ∈ {1,2, . . . ,n + 1}, we can ﬁnd an xi1 ∈ (xi, xi+1) such that(
(a+ λb) f ′′)′′(xi1) = 0.
This is equivalent to, by (2.1), that
f (xi1) = 0, i = 1,2, . . . ,n + 1, α1 < x11 < x21 < · · · < x(n+1)1 < α2.
By mathematical induction, we get (2.18) eventually.
Step 3: Let τ be an accumulation point of {x˜i} satisfy (2.18). If τ is a zero of a + λb, by (2.14), (2.15), (2.16), and (2.17),
there is a neighborhood Oτ of τ such that
f ≡ 0 in Oτ . (2.22)
If τ is not a zero of a + λb, then it must be an ordinary point of (2.12). By the uniqueness theorem of the regular ordinary
differential equations, we get (2.22) again. By the same arguments as in Step 2, it follows that there is a neighborhood Oξ
of ξ such that
f ≡ 0 in Oξ .
Since f is identical to zero in a neighborhood of any singular point ξ , f must be identical to zero everywhere by the
uniqueness theorem of the regular ordinary differential equations. The proof is complete. 
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3. Asymptotic behavior of eigenvalues
In this section, we consider the asymptotic behavior of eigenvalues of A. To do this, we assume further that
ρ(x),a(x),b(x) ∈ C3[0,1] and ρ(x),a(x),b(x) > 0 for all x ∈ [0,1]. (3.1)
Suppose that λ is an eigenvalue with large modulus. Then
a(x) + λb(x) 
= 0 for any x ∈ [0,1] (3.2)
and we rewrite the characteristic equation (2.1) as{(
a(x) + λb(x)) f (4)(x) + 2(a′(x) + λb′(x)) f ′′′(x) + (a′′(x) + λb′′(x)) f ′′(x) + λ2ρ(x) f (x) = 0,
f (0) = f (1) = f ′(0) = f ′(1) = 0. (3.3)
The following Lemma 3.1 is direct.
Lemma 3.1. Let λ ∈ C. Then as |λ| → ∞, it has
1
a(x) + λb(x) =
1
λb(x)
· 1
1+ a(x)
λb(x)
= 1
λb(x)
− a(x)
λ2b2(x)
+ a
2(x)
λ3b3(x)
+ O(|λ|−4)
and the ﬁrst equation of (3.3) has the following asymptotic expression:
f (4)(x) + 2(a′(x) + λb′(x))[ 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3)] f ′′′(x)
+ (a′′(x) + λb′′(x))[ 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3)] f ′′(x)
+ λ
[
1− a(x)
λb(x)
+ a
2(x)
λ2b2(x)
+ O(|λ|−3)]ρ40 (x) f (x) = 0, (3.4)
where
ρ0(x) =
[
ρ(x)
b(x)
]1/4
. (3.5)
In order to ﬁnd the asymptotic fundamental solutions of (3.3), we introduce the following space-scaling transformation:
ϕ(z) = f (x), z = 1
h
x∫
0
ρ0(τ )dτ , h =
1∫
0
ρ0(τ )dτ . (3.6)
Under this transformation, (3.4) becomes
ϕ(4)(z) + h
ρ40 (x)
[
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
(
a′(x) + λb′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′′′(z)
+ h
2
ρ40 (x)
[
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)(a′(x) + λb′(x))( 1λb(x) − a(x)λ2b2(x) + O(|λ|−3)
)
+ ρ20 (x)
(
a′′(x) + λb′′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′′(z)
+ h
3
ρ40 (x)
[
ρ ′′′0 (x) + 2ρ ′′0 (x)
(
a′(x) + λb′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))
+ ρ ′0(x)
(
a′′(x) + λb′′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′(z)
+ λh4
[
1− a(x) + a
2(x)
2 2
+ O(|λ|−3)]ϕ(z) = 0 (3.7)
λb(x) λ b (x)
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ϕ(0) = ϕ(1) = ϕ′(0) = ϕ′(1) = 0. (3.8)
With this transformation, we have the following Proposition 3.1.
Proposition 3.1. Eq. (3.4) with boundary condition (3.3) is equivalent to (3.7) and (3.8). That is, (λ, f ), f 
= 0, satisﬁes (3.4) and
boundary condition (3.3) if and only if (λ,ϕ), ϕ 
= 0, satisﬁes (3.7) and (3.8).
Now we consider (3.7) with the boundary condition (3.8). Since the eigenvalues are symmetric about the real axis and
Re(λ) 0 for any λ ∈ σ(A), we only consider those eigenvalues λ with π2  argλ π . Let λ = μ4. Since π2  argλ π , we
consider μ located on the following sector:
S =
{
μ ∈ C
∣∣∣ π
8
 argμ π
4
}
. (3.9)
Let
ω1 = e 34π i, ω2 = e 54π i, ω3 = −ω2, ω4 = −ω1. (3.10)
Then we have
Re(μω1) Re(μω2) Re(μω3) Re(μω4) (3.11)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Re(μω1) = |μ| cos
(
argμ + 3
4
π
)
= −|μ| sin
(
argμ + π4
)
−
√
2
2
|μ| < 0,
Re(μω2) = |μ| cos
(
argμ + d 54π
)
 0.
(3.12)
The following Lemma 3.2 gives the form of the asymptotic fundamental solutions of (3.7).
Lemma 3.2. Suppose λ = μ4 
= 0. Then for z ∈ [0,1] and μ ∈ S ,
eμhωkz, k = 1,2,3,4,
are linearly independent fundamental solutions of
ϕ(4)(z) + μ4h4ϕ(z) = 0,
and when |μ| large enough, (3.7) has the following asymptotic fundamental solutions: for k = 1,2,3,4,
ϕk(z) = eμhωkz
[
ϕ0(z) + 1
ωk
ϕ1(z)μ
−1 + 1
ω2k
ϕ2(z)μ
−2 + 1
ω3k
ϕ3(z)μ
−3 + O(μ−4)], (3.13)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ0(z) = exp
{
−h
2
z∫
0
ρ1
(
x(τ )
)
dτ
}
= exp
{
−1
2
z∫
0
ρ1(x)ρ0(x)dx
}
,
ϕ1(z) = −1
4
z∫
0
exp
{
−1
2
z−ζ∫
0
ρ1(x)ρ0(x)dx
}
ρ2(ζ )dζ,
ϕ2(z) = −1
4
z∫
0
exp
{
−1
2
z−ζ∫
0
ρ1(x)ρ0(x)dx
}
ρ3(ζ )dζ,
ϕ3(z) = −1
4
z∫
exp
{
−1
2
z−ζ∫
ρ1(x)ρ0(x)dx
}
ρ4(ζ )dζ,
(3.14)0 0
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ρ1(x) = 3ρ
′
0(x)
ρ20 (x)
+ 1
ρ0(x)
b′(x)
b(x)
,
ρ2(z) = 6
h
ϕ′′0 (z) +
(
18ρ ′0(x(z))
ρ20 (x(z))
+ 6
ρ0(x(z))
b′(x(z))
b(x(z))
)
ϕ′0(z)
+ hϕ0(z)
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z)) + ρ20 (x(z))b′′(x(z))b(x(z))
)
,
ρ3(z) = 1
h2
[
6hϕ′′1 (z) + 4ϕ′′′0 (z) + h
(
6ρ ′0(x(z))
ρ20 (x(z))
+ 2
ρ0(x(z))
b′(x(z))
b(x(z))
)(
3hϕ′1(z) + 3ϕ′′0 (z)
)
+ h
2
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z))
+ ρ20
(
x(z)
)b′′(x(z))
b(x(z))
)(
hϕ1(z) + 2ϕ′0(z)
)
+ h
3ϕ0(z)
ρ40 (x(z))
(
ρ ′′′0
(
x(z)
)+ 2ρ ′′0 (x(z))b′(x(z))b(x(z)) + ρ ′0(x(z))b′′(x(z))b(x(z))
)]
,
ρ4(z) = 1
h3
[
6h2ϕ′′2 (z) + 4hϕ′′′1 (z) + ϕ(4)0 (z) − h4
a(x(z))
b(x(z))
ϕ0(z)
+ h
(
6ρ ′0(x(z))
ρ20 (x(z))
+ 2
ρ0(x(z))
b′(x(z))
b(x(z))
)(
3h2ϕ′2(z) + 3hϕ′′1 (z) + ϕ′′′0 (z)
)
+ h
2
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z))
+ ρ20
(
x(z)
)b′′(x(z))
b(x(z))
)(
h2ϕ2(z) + 2hϕ′1(z) + ϕ′′0 (z)
)
+ h
3(hϕ1(z) + ϕ′0(z))
ρ40 (x(z))
(
ρ ′′′0
(
x(z)
)+ 2ρ ′′0 (x(z))b′(x(z))b(x(z)) + ρ ′0(x(z))b′′(x(z))b(x(z))
)]
.
(3.15)
Proof. The ﬁrst claim is trivial. We only need to show that (3.13) are the asymptotic fundamental solutions of (3.7). This
can be done along the same way of [5] and [31, Section 4]. Here we present brieﬂy a simple calculation to (3.13), (3.14)
and (3.15).
Let
ϕ˜k(z,μ) := eμhωkz
[
ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3
]
,
where ϕkj(z), j = 0,1,2,3 are some functions to be determined, and
D(ϕ) := ϕ(4)(z) + h
ρ40 (x)
[
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
(
a′(x) + λb′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′′′(z)
+ h
2
ρ40 (x)
[
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)(a′(x) + λb′(x))( 1λb(x) − a(x)λ2b2(x) + O(|λ|−3)
)
+ ρ20 (x)
(
a′′(x) + λb′′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′′(z)
+ h
3
ρ40 (x)
[
ρ ′′′0 (x) + 2ρ ′′0 (x)
(
a′(x) + λb′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))
+ ρ ′0(x)
(
a′′(x) + λb′′(x))( 1
λb(x)
− a(x)
λ2b2(x)
+ O(|λ|−3))]ϕ′(z)
+ λh4
[
1− a(x)
λb(x)
+ a
2(x)
λ2b2(x)
+ O(|λ|−3)]ϕ(z).
Substitute ϕ˜k(z,μ), k = 1,2,3,4, into D(ϕ) respectively, to yield
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(
ϕ˜k(z,μ)
)
= μ4h4ω4k
[
ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3
]
+ 4μ3h3ω3k
[
ϕ′k0(z) + ϕ′k1(z)μ−1 + ϕ′k2(z)μ−2 + ϕ′k3(z)μ−3
]
+ 6μ2h2ω2k
[
ϕ′′k0(z) + ϕ′′k1(z)μ−1 + ϕ′′k2(z)μ−2 + ϕ′′k3(z)μ−3
]
+ 4μhωk
[
ϕ′′′k0(z) + ϕ′′′k1(z)μ−1 + ϕ′′′k2(z)μ−2 + ϕ′′′k3(z)μ−3
]
+ [ϕ(4)k0 (z) + ϕ(4)k1 (z)μ−1 + ϕ(4)k2 (z)μ−2 + ϕ(4)k3 (z)μ−3]
+ h
ρ40 (x)
[
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
(
a′(x) + μ4b′(x))( 1
μ4b(x)
− a(x)
μ8b2(x)
+ O(|μ|−12))]
· {μ3h3ω3k [ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3]
+ 3μ2h2ω2k
[
ϕ′k0(z) + ϕ′k1(z)μ−1 + ϕ′k2(z)μ−2 + ϕ′k3(z)μ−3
]
+ 3μhωk
[
ϕ′′k0(z) + ϕ′′k1(z)μ−1 + ϕ′′k2(z)μ−2 + ϕ′′k3(z)μ−3
]
+ [ϕ′′′k0(z) + ϕ′′′k1(z)μ−1 + ϕ′′′k2(z)μ−2 + ϕ′′′k3(z)μ−3]}
+ h
2
ρ40 (x)
[
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)(a′(x) + μ4b′(x))( 1μ4b(x) − a(x)μ8b2(x) + O(|μ|−12)
)
+ ρ20 (x)
(
a′′(x) + μ4b′′(x))( 1
μ4b(x)
− a(x)
μ8b2(x)
+ O(|μ|−12))]
· {μ2h2ω2k [ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3]
+ 2μhωk
[
ϕ′k0(z) + ϕ′k1(z)μ−1 + ϕ′k2(z)μ−2 + ϕ′k3(z)μ−3
]
+ [ϕ′′k0(z) + ϕ′′k1(z)μ−1 + ϕ′′k2(z)μ−2 + ϕ′′k3(z)μ−3]}
+ h
3
ρ40 (x)
[
ρ ′′′0 (x) + 2ρ ′′0 (x)
(
a′(x) + μ4b′(x))( 1
μ4b(x)
− a(x)
μ8b2(x)
+ O(|μ|−12))
+ ρ ′0(x)
(
a′′(x) + μ4b′′(x))( 1
μ4b(x)
− a(x)
μ8b2(x)
+ O(|μ|−12))]
· {μhωk[ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3]
+ [ϕ′k0(z) + ϕ′k1(z)μ−1 + ϕ′k2(z)μ−2 + ϕ′k3(z)μ−3]}
+ μ4h4
[
1− a(x)
μ4b(x)
+ a
2(x)
μ8b2(x)
+ O(|μ|−12)][ϕk0(z) + ϕk1(z)μ−1 + ϕk2(z)μ−2 + ϕk3(z)μ−3]
= μ3
[
4h3ω3kϕ
′
k0(z) +
h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)
h3ω3kϕk0(z)
]
+ μ2
[
4h3ω3kϕ
′
k1(z) + 6h2ω2kϕ′′k0(z) +
h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk1(z) + 3h2ω2kϕ′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)
h2ω2kϕk0(z)
]
+ μ
[
4h3ω3kϕ
′
k2(z) + 6h2ω2kϕ′′k1(z) + 4hωkϕ′′′k0(z)
+ h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk2(z) + 3h2ω2kϕ′k1(z) + 3hωkϕ′′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)(
h2ω2kϕk1(z) + 2hωkϕ′k0(z)
)
+ h
3
ρ40 (x)
(
ρ ′′′0 (x) + 2ρ ′′0 (x)
b′(x)
b(x)
+ ρ ′0(x)
b′′(x)
b(x)
)
hωkϕk0(z)
]
+
[
4h3ω3kϕ
′
k3(z) + 6h2ω2kϕ′′k2(z) + 4hωkϕ′′′k1(z) + ϕ(4)k0 (z) − h4
a(x)
ϕk0(z)b(x)
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ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk3(z) + 3h2ω2kϕ′k2(z) + 3hωkϕ′′k1(z) + ϕ′′′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)(
h2ω2kϕk2(z) + 2hωkϕ′k1(z) + ϕ′′k0(z)
)
+ h
3
ρ40 (x)
[
ρ ′′′0 (x) + 2ρ ′′0 (x)
b′(x)
b(x)
+ ρ ′0(x)
b′′(x)
b(x)
](
hωkϕk1(z) + ϕ′k0(z)
)]
+ O(|μ|−1).
Setting the coeﬃcients of μ j , j = 0,1,2,3 to be zero gives
4h3ω3kϕ
′
k0(z) +
h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)
h3ω3kϕk0(z) = 0,
4h3ω3kϕ
′
k1(z) + 6h2ω2kϕ′′k0(z)
+ h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk1(z) + 3h2ω2kϕ′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)
h2ω2kϕk0(z) = 0,
4h3ω3kϕ
′
k2(z) + 6h2ω2kϕ′′k1(z) + 4hωkϕ′′′k0(z)
+ h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk2(z) + 3h2ω2kϕ′k1(z) + 3hωkϕ′′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)(
h2ω2kϕk1(z) + 2hωkϕ′k0(z)
)
+ h
3
ρ40 (x)
(
ρ ′′′0 (x) + 2ρ ′′0 (x)
b′(x)
b(x)
+ ρ ′0(x)
b′′(x)
b(x)
)
hωkϕk0(z) = 0
and
4h3ω3kϕ
′
k3(z) + 6h2ω2kϕ′′k2(z) + 4hωkϕ′′′k1(z) + ϕ(4)k0 (z) − h4
a(x)
b(x)
ϕk0(z)
+ h
ρ40 (x)
(
6ρ20 (x)ρ
′
0(x) + 2ρ30 (x)
b′(x)
b(x)
)(
h3ω3kϕk3(z) + 3h2ω2kϕ′k2(z) + 3hωkϕ′′k1(z) + ϕ′′′k0(z)
)
+ h
2
ρ40 (x)
(
3
(
ρ ′0(x)
)2 + 4ρ0(x)ρ ′′0 (x) + 6ρ0(x)ρ ′0(x)b′(x)b(x) + ρ20 (x)b′′(x)b(x)
)(
h2ω2kϕk2(z) + 2hωkϕ′k1(z) + ϕ′′k0(z)
)
+ h
3
ρ40 (x)
[
ρ ′′′0 (x) + 2ρ ′′0 (x)
b′(x)
b(x)
+ ρ ′0(x)
b′′(x)
b(x)
](
hωkϕk1(z) + ϕ′k0(z)
)= 0.
Use the conditions ϕk0(0) = 1 and ϕki(0) = 0, i = 1,2,3 to obtain
ϕk0(z) = exp
{
−h
2
z∫
0
ρ1
(
x(τ )
)
dτ
}
,
ϕk1(z) = 1
ωk
[
−1
4
z∫
0
exp
{
−h
2
z−ζ∫
0
ρ1
(
x(τ )
)
dτ
}
ρk2(ζ )dζ
]
,
ϕk2(z) = 1
ω2k
[
−1
4
z∫
0
exp
{
−h
2
z−ζ∫
0
ρ1
(
x(τ )
)
dτ
}
ρk3(ζ )dζ
]
,
ϕk3(z) = 1
ω3k
[
−1
4
z∫
exp
{
−h
2
z−ζ∫
ρ1
(
x(τ )
)
dτ
}
ρk4(ζ )dζ
]
,0 0
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ρ1(x) = 3ρ
′
0(x)
ρ20 (x)
+ 1
ρ0(x)
b′(x)
b(x)
,
ρk2(z) = 6hϕ
′′
k0(z) +
(
18ρ ′0(x(z))
ρ20 (x(z))
+ 6
ρ0(x(z))
b′(x(z))
b(x(z))
)
ϕ′k0(z)
+ hϕk0(z)
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z)) + ρ20 (x(z))b′′(x(z))b(x(z))
)
,
ρk3(z) = 1h2
[
6hωkϕ
′′
k1(z) + 4ϕ′′′k0(z) + h
(
6ρ ′0(x(z))
ρ20 (x(z))
+ 2
ρ0(x(z))
b′(x(z))
b(x(z))
)(
3hωkϕ
′
k1(z) + 3ϕ′′k0(z)
)
+ h
2
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z))
+ ρ20
(
x(z)
)b′′(x(z))
b(x(z))
)(
hωkϕk1(z) + 2ϕ′k0(z)
)
+ h
3ϕk0(z)
ρ40 (x(z))
(
ρ ′′′0 (x(z)) + 2ρ ′′0
(
x(z)
)b′(x(z))
b(x(z))
+ ρ ′0
(
x(z)
)b′′(x(z))
b(x(z))
)]
,
ρk4(z) = 1
h3
[
6h2ω2kϕ
′′
k2(z) + 4hωkϕ′′′k1(z) + ϕ(4)k0 (z) − h4
a(x(z))
b(x(z))
ϕk0(z)
+ h
(
6ρ ′0(x(z))
ρ20 (x(z))
+ 2
ρ0(x(z))
b′(x(z))
b(x(z))
)(
3h2ω2kϕ
′
k2(z) + 3hωkϕ′′k1(z) + ϕ′′′k0(z)
)
+ h
2
ρ40 (x(z))
(
3
(
ρ ′0
(
x(z)
))2 + 4ρ0(x(z))ρ ′′0 (x(z))+ 6ρ0(x(z))ρ ′0(x(z))b′(x(z))b(x(z))
+ ρ20
(
x(z)
)b′′(x(z))
b(x(z))
)(
h2ω2kϕk2(z) + 2hωkϕ′k1(z) + ϕ′′k0(z)
)
+ h
3(hωkϕk1(z) + ϕ′k0(z))
ρ40 (x(z))
(
ρ ′′′0
(
x(z)
)+ 2ρ ′′0 (x(z))b′(x(z))b(x(z)) + ρ ′0(x(z))b′′(x(z))b(x(z))
)]
.
From (3.6), we have
dx
dz
= h
ρ0(x)
.
Hence
z∫
0
ρ1
(
x(τ )
)
dτ = 1
h
z∫
0
ρ1
(
x(τ )
)
ρ0
(
x(τ )
) dx
dτ
dτ = 1
h
z∫
0
ρ1(x)ρ0(x)dx.
Therefore
ϕkj(z) = 1
ω
j
k
ϕ j(z), j = 0,1,2,3,
where ϕ j(z), j = 0,1,2,3 are given by (3.14) and (3.15). The proof is complete. 
Next, we consider the asymptotic behavior of eigenvalues λ of A. Let λ = μ4 and μ ∈ S deﬁned by (3.9). Let ϕ be a
solution of (3.7). There are constants ck , k = 1,2,3,4, such that
ϕ(z) = c1ϕ1(z) + c2ϕ2(z) + c3ϕ3(z) + c4ϕ4(z), (3.16)
where ϕk(z), k = 1,2,3,4 are fundamental solutions given by (3.13), (3.14), (3.15), and (3.5). By the boundary conditions
of (3.8), we have
(μ)[c1, c2, c3, c4] = 0,
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(μ) =
⎡⎢⎢⎣
ϕ1(0) ϕ2(0) ϕ3(0) ϕ4(0)
ϕ′1(0) ϕ′2(0) ϕ′3(0) ϕ′4(0)
ϕ1(1) ϕ2(1) ϕ3(1) ϕ4(1)
ϕ′1(1) ϕ′2(1) ϕ′3(1) ϕ′4(1)
⎤⎥⎥⎦ . (3.17)
Hence, ϕ(z) has a nontrivial solution if and only if det((μ)) = 0, that is, μ ∈ S satisﬁes the characteristic equation
det
(
(μ)
)= det[1(μ),2(μ),3(μ),4(μ)]= 0,
where
k(μ) :=
⎡⎢⎢⎢⎢⎣
[1]4
μh[ωk + 1hϕ′0(0)μ−1 + 1h 1ωk ϕ′1(0)μ−2 + 1h 1ω2k ϕ
′
2(0)μ
−3]4
eμhωk [ϕ0(1) + 1ωk ϕ1(1)μ−1 + 1ω2k ϕ2(1)μ
−2 + 1
ω3k
ϕ3(1)μ−3]4
μheμhωk [Φk(1)]4
⎤⎥⎥⎥⎥⎦ ,
Φk(1) = ωkϕ0(1) +
[
ϕ1(1) + 1
h
ϕ′0(1)
]
μ−1 + 1
ωk
[
ϕ2(1) + 1
h
ϕ′1(1)
]
μ−2 + 1
ω2k
[
ϕ3(1) + 1
h
ϕ′2(1)
]
μ−3,
k = 1,2,3,4, and
[a]4 = a+ O
(
μ−4
)
.
Now we compute the high eigenvalues. A simple computation gives that
det
(
(μ)
)= μ2h2eμh(ω3+ω4){det(˜(μ))+ O(μ−4)},
where
˜(μ) = [˜1(μ), ˜2(μ), ˜3(μ), ˜4(μ)],
˜1(μ) :=
⎡⎢⎢⎣
1
ω1 + 1hϕ′0(0)μ−1 + 1h 1ω1 ϕ′1(0)μ−2 + 1h 1ω21 ϕ
′
2(0)μ
−3
0
0
⎤⎥⎥⎦ ,
˜2(μ) :=
⎡⎢⎢⎢⎢⎣
1
ω2 + 1hϕ′0(0)μ−1 + 1h 1ω2 ϕ′1(0)μ−2 + 1h 1ω22 ϕ
′
2(0)μ
−3
eμhω2 [ϕ0(1) + 1ω2 ϕ1(1)μ−1 + 1ω22 ϕ2(1)μ
−2 + 1
ω32
ϕ3(1)μ−3]
eμhω2Φ2(1)
⎤⎥⎥⎥⎥⎦ ,
˜3(μ) :=
⎡⎢⎢⎢⎢⎣
eμhω2
eμhω2 [ω3 + 1hϕ′0(0)μ−1 + 1h 1ω3 ϕ′1(0)μ−2 + 1h 1ω23 ϕ
′
2(0)μ
−3]
ϕ0(1) + 1ω3 ϕ1(1)μ−1 + 1ω23 ϕ2(1)μ
−2 + 1
ω33
ϕ3(1)μ−3
Φ3(1)
⎤⎥⎥⎥⎥⎦ ,
˜4(μ) :=
⎡⎢⎢⎣
0
0
ϕ0(1) + 1ω4 ϕ1(1)μ−1 + 1ω24 ϕ2(1)μ
−2 + 1
ω34
ϕ3(1)μ−3
Φ4(1)
⎤⎥⎥⎦ .
Notice that
det
(
˜(μ)
)= det[̂1(μ), ̂2(μ), ̂3(μ)],
where
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⎡⎢⎢⎣
(ω2 − ω1) + 1hϕ′1(0)[ 1ω2 − 1ω1 ]μ−2 + 1hϕ′2(0)[ 1ω22 −
1
ω21
]μ−3
eμhω2 [ϕ0(1) + 1ω2 ϕ1(1)μ−1 + 1ω22 ϕ2(1)μ
−2 + 1
ω32
ϕ3(1)μ−3]
eμhω2Φ2(1)
⎤⎥⎥⎦ ,
̂2(μ) :=
⎡⎢⎢⎣
eμhω2 [−(ω2 + ω1) + 1hϕ′1(0)[ 1ω3 − 1ω1 ]μ−2 + 1hϕ′2(0)[ 1ω23 −
1
ω21
]μ−3]
ϕ0(1) + 1ω3 ϕ1(1)μ−1 + 1ω23 ϕ2(1)μ
−2 + 1
ω33
ϕ3(1)μ−3
Φ3(1)
⎤⎥⎥⎦
and
̂3(μ) :=
⎡⎢⎣ 0ϕ0(1) + 1ω4 ϕ1(1)μ−1 + 1ω24 ϕ2(1)μ−2 + 1ω34 ϕ3(1)μ−3
Φ4(1)
⎤⎥⎦ .
Thus
det
(
˜(μ)
)= [(ω2 − ω1) + 1
h
ϕ′1(0)
[
1
ω2
− 1
ω1
]
μ−2 + 1
h
ϕ′2(0)
[
1
ω22
− 1
ω21
]
μ−3
]
·
[(
ϕ0(1) + 1
ω3
ϕ1(1)μ
−1 + 1
ω23
ϕ2(1)μ
−2 + 1
ω33
ϕ3(1)μ
−3
)
Φ4(1)
−
(
ϕ0(1) + 1
ω4
ϕ1(1)μ
−1 + 1
ω24
ϕ2(1)μ
−2 + 1
ω34
ϕ3(1)μ
−3
)
Φ3(1)
]
− e2μhω2
[
−(ω2 + ω1) + 1
h
ϕ′1(0)
[
1
ω3
− 1
ω1
]
μ−2 + 1
h
ϕ′2(0)
[
1
ω23
− 1
ω21
]
μ−3
]
·
[(
ϕ0(1) + 1
ω2
ϕ1(1)μ
−1 + 1
ω22
ϕ2(1)μ
−2 + 1
ω32
ϕ3(1)μ
−3
)
Φ4(1)
−
(
ϕ0(1) + 1
ω4
ϕ1(1)μ
−1 + 1
ω24
ϕ2(1)μ
−2 + 1
ω34
ϕ3(1)μ
−3
)
Φ2(1)
]
= (ω2 − ω1)
[
1− 1
h
ϕ′1(0)μ−2 −
1
h
ϕ′2(0)(ω2 + ω1)μ−3
]
·
[(
ϕ0(1) + 1
ω3
ϕ1(1)μ
−1 + 1
ω23
ϕ2(1)μ
−2 + 1
ω33
ϕ3(1)μ
−3
)
Φ4(1)
−
(
ϕ0(1) + 1
ω4
ϕ1(1)μ
−1 + 1
ω24
ϕ2(1)μ
−2 + 1
ω34
ϕ3(1)μ
−3
)
Φ3(1)
]
+ (ω2 + ω1)e2μhω2
[
1+ 1
h
ϕ′1(0)μ−2 +
1
h
ϕ′2(0)(ω2 − ω1)μ−3
]
·
[(
ϕ0(1) + 1
ω2
ϕ1(1)μ
−1 + 1
ω22
ϕ2(1)μ
−2 + 1
ω32
ϕ3(1)μ
−3
)
Φ4(1)
−
(
ϕ0(1) + 1
ω4
ϕ1(1)μ
−1 + 1
ω24
ϕ2(1)μ
−2 + 1
ω34
ϕ3(1)μ
−3
)
Φ2(1)
]
= (ω2 − ω1)2
[
ϕ20(1) − (ω2 + ω1)ϕ0(1)ϕ1(1)μ−1
+
[
−1
h
ϕ20(1)ϕ
′
1(0) − ϕ0(1)
[
ϕ2(1) + 1
h
ϕ′1(1)
]
+ ϕ1(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]
+ ϕ0(1)ϕ2(1)
]
μ−2
+ (ω2 + ω1)
[
1
h
ϕ0(1)ϕ1(1)ϕ
′
1(0) −
1
h
ϕ20(1)ϕ
′
2(0)
+ ϕ0(1)
[
ϕ3(1) + 1
h
ϕ′2(1)
]
− ϕ2(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]]
μ−3
]
− (ω2 + ω1)2e2μhω2
[
ϕ20(1) − (ω2 − ω1)ϕ0(1)ϕ1(1)μ−1
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[
1
h
ϕ20(1)ϕ
′
1(0) + ϕ0(1)
[
ϕ2(1) + 1
h
ϕ′1(1)
]
− ϕ1(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]
− ϕ0(1)ϕ2(1)
]
μ−2
− (ω2 − ω1)
[
1
h
ϕ0(1)ϕ1(1)ϕ
′
1(0) −
1
h
ϕ20(1)ϕ
′
2(0)
+ ϕ0(1)
[
ϕ3(1) + 1
h
ϕ′2(1)
]
− ϕ2(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]]
μ−3
]
.
By the facts ω2 − ω1 = −
√
2i, ω2 + ω1 = −
√
2, we get the following Lemma 3.3.
Lemma 3.3. Let (μ) be given by (3.17). Then the characteristic determinant det((μ)) has the following asymptotic expression:
det
(
(μ)
)= −2ϕ20(1)μ2h2e√2μh{[1+ √2A0μ−1 − A1μ−2 − √2A2μ−3]
+ e2μhω2[1+ √2i A0μ−1 + A1μ−2 + √2i A2μ−3]+ O(μ−4)}, (3.18)
where
A0 = ϕ1(1)
ϕ0(1)
,
A1 = 1
ϕ20(1)
{
1
h
ϕ20(1)ϕ
′
1(0) + ϕ0(1)
[
ϕ2(1) + 1
h
ϕ′1(1)
]
− ϕ1(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]
− ϕ0(1)ϕ2(1)
}
,
A2 = 1
ϕ20(1)
{
1
h
ϕ0(1)ϕ1(1)ϕ
′
1(0) −
1
h
ϕ20(1)ϕ
′
2(0) + ϕ0(1)
[
ϕ3(1) + 1
h
ϕ′2(1)
]
− ϕ2(1)
[
ϕ1(1) + 1
h
ϕ′0(1)
]}
. (3.19)
Theorem 3.1. Let λ = μ4 satisfy (3.3) with μ ∈ S deﬁned by (3.9). Then λ has the following asymptotic expansion:
λn =
(
μ˜n + k0μ˜−1n + k1μ˜−2n + k2μ˜−3n + O
(
n−4
))4
= − 1
h4
(
n + 1
2
)4
π4 − 1
h3
(2n+ 1)2π2A0 + 2
h2
(2n+ 1)π(A20 + A1)
+ 4
h
A2 − 4
h
A0A1 − 2
h2
A20 −
8
3h
A30 + O
(
n−1
)
, n → ∞, (3.20)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
μ˜n = − (2n + 1)π i
2hω2
,
k0 =
√
2(1− i)
2hω2
A0,
k1 = − 1
hω2
(
A20 + A1
)
,
k2 = −
√
2(1+ i)
2hω2
A2 + 1
2hω2
[√
2(1+ i)A0A1 + 2i
hω2
A20 +
2
√
2(1+ i)
3
A30
]
(3.21)
and Ak, k = 0,1,2 are given by (3.19), (3.5), (3.14), and (3.15).
Proof. Since in sector S , det((μ)) has the asymptotic form given by (3.18), det((μ)) = 0 yields[
1+ √2A0μ−1 − A1μ−2 −
√
2A2μ
−3]+ e2μhω2[1+ √2i A0μ−1 + A1μ−2 + √2i A2μ−3]+ O(μ−4)= 0, (3.22)
which can also be rewritten as[
1+ √2A0μ−1
]+ e2μhω2[1+ √2i A0μ−1]+ O(μ−2)= 0 (3.23)
or
1+ e2μhω2 + O(μ−1)= 0. (3.24)
Since in sector S , the solutions of 1+ e2μhω2 = 0 are given by
μ˜n = − (2n + 1)π i , n = 0,1,2, . . . ,
2hω2
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μˆn = μ˜n + αn, αn = O
(
n−1
)
, n → ∞.
Substitute μˆn into (3.23) and use the fact e2μ˜nhω2 = −1 to obtain[
1+ √2A0μˆ−1n
]− e2αnhω2[1+ √2i A0μˆ−1n ]+ O(μˆ−2n )= 0. (3.25)
Since
μˆ−1n = (μ˜n + αn)−1 = μ˜−1n + O
(
n−3
)
,
expand the exponential function in (3.25) according to its Taylor series, to give
2αnhω2 =
√
2A0μ˜
−1
n −
√
2i A0μ˜
−1
n + O
(
n−2
)
.
Hence
αn = k0μ˜−1n + O
(
n−2
)
and
μˆn = μ˜n + k0μ˜−1n + O
(
n−2
)
, n → ∞.
By Rouché’s theorem again, the solutions of Eq. (3.23) have the form of
μ˘n = μ˜n + k0μ˜−1n + βn, βn = O
(
n−2
)
, n → ∞.
Substitute μ˘n into (3.26) below[
1+ √2A0μ−1 − A1μ−2
]+ e2μhω2[1+ √2i A0μ−1 + A1μ−2]+ O(μ−3)= 0 (3.26)
and use the fact e2μ˜nhω2 = −1, μ˘−1n = μ˜−1n + O(n−3) to obtain[
1+ √2A0μ˜−1n − A1μ˜−2n
]− exp{√2(1− i)A0μ˜−1n + 2hω2βn}[1+ √2i A0μ˜−1n + A1μ˜−2n ]+ O(n−3)= 0.
Similarly, we have
βn = k1μ˜−2n + O
(
n−3
)
and
μ˘n = μ˜n + k0μ˜−1n + k1μ˜−2n + O
(
n−3
)
, n → ∞.
By Rouché’s theorem again, the solutions of Eq. (3.26) have the form of
μn = μ˜n + k0μ˜−1n + k1μ˜−2n + γn, γn = O
(
n−3
)
, n → ∞.
Substitute μn into (3.22), and notice
μ−1n = μ˜−1n − k0μ˜−3n + O
(
n−4
)
,
to obtain that[−2hω2k0 + √2A0(1− i)]μ˜−1n − [2hω2k1 + 2hω2k0√2i A0 + 2A1 + 2h2ω22k20]μ˜−2n
−
{
2hω2k2 +
√
2
[
A0k0 + A2
]+ √2i[−A0k0 + A2] + 2hω2k0A1
+ √2i A0
[
2hω2k1 + 2h2ω22k20
]+ 4h2ω22k0k1 + 43h3ω32k30
}
μ˜−3n
+ O(n−4)= 0.
So, we have
γn = k2μ˜−3n + O
(
n−4
)
and
μn = μ˜n + k0μ˜−1n + k1μ˜−2n + k2μ˜−3n + O
(
n−4
)
, n → ∞.
We then get (3.20) eventually by λn = μ4n . The proof is complete. 
Theorem 3.1 is about the asymptotic expression for high eigenfrequencies. To end this section, we indicate that the high
eigenfrequencies are actually real.
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Λ0 =
{
λ ∈ σ(A) ∣∣ Imλ 
= 0}. (3.27)
Then Λ0 is a bounded set of C. Moreover, there is no spectrum on the imaginary axis and hence Reλ  −α for some α > 0 for all
λ ∈ σ(A).
Proof. By Theorems 2.1 and 2.2, Λ0 ⊂ σp(A). For any λ = τ + iω ∈ Λ0, we may take ( f , λ f ), f 
= 0 to be an eigenfunction
corresponding to λ. Multiply the ﬁrst equation of (2.1) by f and then integrate over [0,1] with respect to x, to obtain, after
separating real part and imaginary part, that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
τ 2 − ω2) 1∫
0
ρ(x)
∣∣ f (x)∣∣2 dx+ 1∫
0
[
a(x) + τb(x)]∣∣ f ′′(x)∣∣2 dx = 0,
2τω
1∫
0
ρ(x)
∣∣ f (x)∣∣2 dx+ ω 1∫
0
b(x)
∣∣ f ′′(x)∣∣2 dx = 0,
which are equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
|λ|2
1∫
0
ρ(x)
∣∣ f (x)∣∣2 dx = 1∫
0
a(x)
∣∣ f ′′(x)∣∣2 dx,
−2Reλ
1∫
0
ρ(x)
∣∣ f (x)∣∣2 dx = 1∫
0
b(x)
∣∣ f ′′(x)∣∣2 dx.
(3.28)
Thus Reλ 
= 0, and
|λ| |λ|
2
|Reλ| = 2
∫ 1
0 a(x)| f ′′(x)|2 dx∫ 1
0 b(x)| f ′′(x)|2 dx
 2 max
0x1
a(x)
b(x)
. (3.29)
So Λ0 is a bounded set of C and there is no eigenvalue on the imaginary axis. These together with (i) of Theorem 2.2 show
that Reλ−α for some α > 0 for all λ ∈ σ(A). 
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