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ASYMPTOTICALLY OPTIMAL FEEDBACK CONTROL
FOR A SYSTEM OF LINEAR OSCILLATORS
ALEXANDER OVSEEVICH AND ALEKSEY FEDOROV
Abstract. Problem of damping of an arbitrary number of linear oscillators
under common bounded control is considered. We are looking for a feedback
control steering the system to the equilibrium. The obtained control is asymp-
totically optimal: the ratio of motion time to zero with this control to the
minimum one is close to unity, if the initial energy of the system is large.
Some of the results based on the new lemma about sustainable observability
autonomous linear systems.
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1. Introduction
One of the classical achievements in control theory is the explicit construction of
the minimum time damping for a single linear oscillator. In this paper, we consider
the next in complexity problem of damping of an arbitrary number of oscillators
under a common bounded control. Probably, in this case an explicit construction
of the optimal feedback control is impossible, and even the numerical solution is a
hard problem. We are looking for a non-optimal feedback control which brings the
system to the equilibrium point. The control obtained is asymptotically optimal:
the ratio of the duration of steering to zero under our control to the minimum one
is close to unity, if the initial energy is large.
2. The problem statement
Equation of motion for the control system of N linear oscillators with eigenfre-
quencies ωi has the following form:
x˙ = Ax+Bu, x = (x1, y1, . . . , xN , yN)
∗ ∈ R2N , u ∈ R, |u| ≤ 1,(1)
A =

0 1
−ω21 0
. . .
0 1
−ω2N 0
 , B =

0
1
...
0
1
 .(2)
Solution of the linear minimum time problem is completely equivalent to the
boundary value problem for the Pontryagin maximum principle corresponding to
the Hamiltonian h(x, ψ) = (Ax, ψ) + |B∗ψ| − 1 = max{(Ax, ψ) + (Bu, ψ) − 1},
where ψ ∈ R2N is the vector of adjoint variable (momentum), u = sign(B∗ψ). In
particular, knowledge of the momenta defines the control uniquely.
Geometrically, the maximum principle says that the momentum (the vector of
adjoint variables) ψ is the inner normal to the reachable set D(T (x)) (T (x) is the
time of steering x from zero point). We would like to use the inner normal to
approximation of the reachable set as the momentum.
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There are other possible methods of feedback control design, based, e.g., upon
the Kalman approach to the feedforward control for linear systems [1, 2].
3. The proposed method
Three strategies are used coherently in our method. At high energy zone, normal
to an approximation of the reachable set, which is close to the real one in the long
run [3, 4], is used as a momentum. The control obtained can be applied within the
small energy zone as well, but then its quasioptimal properties are lost. Moreover,
the control affect the system like a dry friction, so that in some states it does
not allow moving at all. There are another scenarios of more general character:
the motion might occur in a vicinity of a limit set (attractor) not containing the
equilibrium state. By applying the control with a reduced upper limit (second type
of control) allows to delay undesirable pulling in the attractor. This allows the
system to reach a sufficiently small vicinity of zero point, where the final stage of
the control should be applied.
At the terminal, third stage an approach to local feedback control of [5,6], based
on common Lyapunov functions, is used. This method works in a sufficiently small
vicinity of zero. In order to get to this immediate vicinity, it is necessary that it
contains the entire zone of pulling into attractor for the preceding type of control.
The reduction of the zone achieved at the second stage is sufficient for this purpose.
4. Control in high energy zone
One of the main results of [3], applicable to the system of N oscillators is this:
the reachable set D(T ) equals asymptotically as T → ∞ to the set TΩ, where Ω
is a fixed convex body. More precisely, suppose that the momentum p is written in
the form p = (pi), where pi = (ξi, ηi), i = 1, . . . , N , ξi is the dual variable for xi,
ηi is the dual variable for yi, and zi = (η
2
i + ω
−2
i ξ
2
i )
1/2. In the non-resonant case
(there are no nontrivial relations
∑
miωi = 0, mi ∈ Z), the support function HT
of the reachable set D(T ) has as T →∞ the asymptotic form:
(3) HT (p) =
T
(2π)N
∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ1 . . . dϕN+o(T ) = TH(z)+o(T ),
the support function of the compact Ω is given by the main term H(z). If N = 1
we get H(z) = 2pi |z|, if N = 2 the function H can be expressed via elliptic integrals.
The basic idea of our control design is to substitute the set TΩ for D(T ), and the
normal to this set for momentum. If the phase vector x belongs to the boundary of
TΩ, then
(4) T−1x =
∂HΩ
∂p
(p)
for a momentum p = p(x). Note that the support function HΩ is differentiable, and
Eq. (4) has a unique solution, because of the smoothness of the boundary of Ω [4].
Our feedback control is given by
(5) u(x) = − sign(B, p(x)).
4.1. Asymptotic optimality of control (5). We define a polar-like coordinate
system (if N = 1 we get the canonical polar coordinate system in a plane), well
suited for representation of motion under the control u. Write the phase vector x
in the form x = ρφ, where ρ > 0 and φ ∈ ω = ∂Ω. In terms of Eq. (5), ρ = T and
φ = ∂HΩ(p)∂p . In these coordinates equations of the motion have the form
(6) ρ˙ = −
∣∣∣∣(∂ρ∂x,B
)∣∣∣∣ , φ˙ = Aφ+ 1ρ
(
Bu+ φ
∣∣∣∣(∂ρ∂x,B
)∣∣∣∣) .
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An eikonal-type equation holds for the function ρ = ρ(x)
(7) HΩ (p) = 1, p =
∂ρ
∂x
.
It is “dual” to the equation ρ(∂HΩ/∂p) = 1 of the surface ω. Eq. (7) can be used
for averaging the right-hand side of the first equality (6) in time, and is the basis
of the proof of the following statement on the asymptotic optimality of control (5):
Theorem 1. Consider evolution (6) of ρ under control (5). PutM = min{ρ(0), ρ(T ), T }.
Then as M → +∞ we have
(8) (ρ(0)− ρ(T ))/T = 1 + o(1).
Under any other admissible control
(9) (ρ(0)− ρ(T ))/T ≤ 1 + o(1).
4.2. Comparison with the maximum principle. One can approach the issue of
asymptotic optimality of control (5) by comparison of the differential equations of
the motion under the control with equations of the Pontryagin maximum principle.
This requires understanding the time-evolution of the momentum p(x), involved in
(5). A description is given by the following equation:
(10) p˙ = −A∗p+ B˜u, where B˜ = ∂
2ρ
∂x2
B.
note that if the latter equation would not contain the second term B˜u, then the
equation for ψ = −p would coincide with with the maximum principle equation for
adjoint variables. However, the matrix ∂
2ρ
∂x2 is a homogeneous function of x of degree
−1, therefore the said second term has order O( 1|x|) for x large, and, therefore, is
small. Note that the maximum condition u = sign(B,ψ) = − sign(B, p) holds
for control (5). It remains to find out to what extent the condition h(x, ψ) =
(Ax, ψ) + |B∗ψ| − 1 = 0 holds. In fact, the arguments of the previous section imply
that h(x, ψ) = 0 “on the average” in the non-resonant case. Indeed, (Ax, ψ) =
−(Ax, ∂ρ/∂x) = 0, and the average value of |B∗ψ| = |B∗p| is close to 1 for x
sufficiently large, according to Theorem 1.
Thus, the maximum principle equation for the vector (x, ψ), where ψ = − ∂ρ∂x ,
holds “on the average” with a small error as x is large.
4.3. Efficiency of control (5) in the near zone. In accordance with Theorem
1 the time of motion from the level set ρ = M to the level set ρ = N under
control (5) is asymptotically (M − N)(1 + o(1)), if M,N, and M − N are very
large. Now we show that a nonasymptotical estimate holds: the time of motion T
is O(M −N), if M,N and M −N are greater than a constant C(A,B), depending
only on parameters of our system of oscillators. Relation (6) reduces the required
estimate to the inequality
(11)
∫ T
0
|(p,B)|dt ≥ cT,
where c = c(A,B) is a positive constant. To prove (11), we use the following im-
portant lemma on completely controllable time-invariant linear systems.
Lemma 1. Suppose that x˙ = αx, y = βx is a completely controllable time-invariant
linear system. Then, a solution z of equation z˙ = αz + f in the interval I of an
integer length T ≥ 1 satisfies a priori estimate ∫I |z|dt≪ ∫I |βz|dt+∫I |f |dt (here,
≪ is the Vinogradov symbol).
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We apply the Lemma to Eq. (10) with the phase vector p, observation y = (p,B),
and the right-hand side f = B˜u. Assume, that in the entire time interval I of
integer length T the motion governed by x˙ = Ax + Bu takes place within the
domain ρ(x) ≥ C. Then |f | = O(1/C) in the entire interval. In addition, Eq. (7)
holds for p and therefore T ≪ ∫I |p|dt. The estimate of Lemma and the eikonal
Eq. (7) gives that T ≪ ∫I |p|dt≪ ∫I |(p,B)|dt+ 1CT . By taking a sufficiently large
constant C = C(A,B), we obtain that T ≪ ∫
I
|(p,B)|dt, and this is inequality (11)
in another notation. Thus, we have:
Theorem 2. Suppose that the motion from the level set ρ =M to the level set ρ =
N under control (5) goes within the domain ρ(x) ≥ C(A,B), in the time interval
of integer length T , where C(A,B) is a (sufficiently large) constant, depending on
our system of oscillators only. Then T ≤ c(M −N), where c = c(A,B) is a strictly
positive constant.
For the reduced control
(12) uU (x) = Uu(x), |U | ≤ 1.
we obtain the following result.
Theorem 3. Suppose that the motion from the level set ρ = M to the level set
ρ = N under control (5) goes within the domain ρ(x) ≥ UC(A,B), in the time
integer of integer length T , where C(A,B) is a (sufficiently large) constant from
Theorem 2. Then, T ≤ cU (M − N), where c = c(A,B) is another constant from
Theorem 2.
4.4. Singular motion. According to Eqs. (6) the value of ρ under control (5)
does not increase, but might stay constant if the condition (∂ρ/∂x,B) = (p,B) = 0
holds in a time interval. In particular, this condition is fulfilled along any ω-limit
set (attractor) not containing the equilibrium.
Consider the “dual” dynamic system describing the motion of the vector p =
∂ρ
∂x (φ). Put B˜ =
∂2ρ
∂x2B. We obtain, according to formula (10), that
(13) p˙ = −A∗p+ B˜u, (p,B) = 0,
from which we can get the value u = (p,AB)/(B˜, B) for the singular control.
The expression B˜ = ∂
2ρ
∂x2B can also be written as a function of momentum p:
B˜ =
(
∂2H
∂p2
)−1
B. Therefore, the motion along the attractor is described by the
dynamical system
(14) p˙ = −A∗p+ B˜f(p), (p,B) = 0, where f(p) = (p,AB)/(B˜, B)
on the topological sphere σ˜ = {H(p) = 1, (p,B) = 0} of dimension 2N−2. Namely,
the phase trajectory of system (14) is contained in an attractor, iff the inequality
|f(p)| ≤ 1 holds within the trajectory.
Theorem 4. The number µ, defined as the minimum over trajectories of 14 of the
maximum of the function |f | on a trajectory, is strictly positive.
Importance of µ is due to the fact that it gives an exact bound for the efficiency
zone of control (5):
Theorem 5. Suppose that ǫ > 0, and the motion under control (5) in a sufficiently
long time interval [a, b] of length T goes within the domain ρ ≥ µ−1 + ǫ. Then
ρ(a) − ρ(b) ≥ c(ǫ)T , where c(ǫ) is a positive constant. On the other hand, there
are infinitely long motions within the domain µ−1 − ǫ ≤ ρ ≤ µ−1, where ρ stays
constant.
In notations of Theorem 2 this means that C(A,B) = µ−1 + ǫ.
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5. The feedback nearby the terminal point
The design of our local feedback control goes back to [6], and it uses a preliminary
reduction of the system (1)–(2) to a canonical form by means of transformations
(15) A 7→ A+BC, u 7→ u− Cx, A 7→ D−1AD, B 7→ D−1B,
corresponding to adding a linear feedback control, and to coordinate changes (gauge
transformations). We state the result as follows:
Lemma 2. By transformations (15), the system (1)–(2) can be reduced to the form
x˙ = Ax+Bu, where
(16) A =

0
−1 0
−2 0
. . .
. . .
−2N + 1 0
 , B =

1
0
0
...
0
 .
To do this, the matrix of the linear feedback should have the form
(17) C = (c1 0 c2 0 . . . cN 0), ck = (−1)N+1ω2Nk
∏
i6=k
(ω2i − ω2k)−1.
The gauge matrix D transforms the standard basis ei = (δij) of R
2N into the basis
(18) ei =
(−1)i−1
(i − 1)! (A+BC)
i−1B, i = 1, . . . , 2N,
and has the following form: Define 2× 2 matrices
(19) dij = (−1)j−1λj−1i
(
0 − 1(2j−1)!
1
(2(j−1))! 0
)
, where λk =
∑
i6=k
ω2i .
Then
(20) D is the N ×N matrix (dij) of 2× 2 blocks dij .
When regarded as an existence theorem of a canonical form, without explicit
formulas for matrices C and D, Lemma 2 is a particular case of the Brunovsky
theorem [7]. By following [5], introduce a matrix function of time, related to system
(16):
(21) δ(T ) = diag(T 1, T 2, . . . , T 2N)−1.
In what follows the parameter T will be a function T = T (x) of the phase vector.
Define, in accordance with [5, 6], the matrices
(22)
q = (qij), qij =
∫ 1
0 x
i+j−2(1 − x)dx = [(i+ j)(i + j − 1)]−1,
Q = q−1, C = − 12B∗Q, M = diag(1, 2, . . . , 2N)
and the feedback control by
(23) u(x) = Cδ(T (x))x,
where the function T = T (x) is given implicitly by
(24) (Qδ(T )x, δ(T )x) = κ2 =
1
2N(2N + 1).
The basic result on steering the canonical system (16) to zero is as follows:
Theorem 6. A) The matrix Q defines a common quadratic Lyapunov’s func-
tion for the matrices −M and A+BC.
B) Eq. (24) defines T = T (x) uniquely.
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C) Control (23) is bounded: |u| ≤ κ2
√
Q11.
D) Control (23) brings the point x to 0 in time T (x).
E) The matrix Q is an even integer one.
The assertions (A)–(D) of Theorem 6 were obtained in [6] in a less precise form.
6. The control matching.
In Sec. 5, we designed a local feedback control, which works in a vicinity of
zero. The switching to this control should happen at the boundary of an invariant
domain with respect to the phase flow such that the local feedback control can be
applied within the interior. We confine ourselves with the invariant domains of the
form
(25) GΘ = {x : T (x) ≤ Θ} = {x : (Qδ(Θ)x, δ(Θ)x) ≤ 1}.
The invariant domain GΘ should satisfy two conditions:
A: The domain GΘ contain the inefficiency domain {ρ(x) ≤ UC(ω)} of the
preceding control.
B: The domain GΘ is contained in the strip {|Cx| ≤ 1/2}, where C is the
matrix (17).
The condition B allows to use at the terminal stage controls u which are less than 1/2
in absolute value. Therefore, the constant κ2 in (24) should be equal to 12N(2N+1) .
If we applied at the preceding stage control (12), the condition A says that the set
UC(A,B)Ω is contained in GΘ. Here, C(A,B) is the estimate found in Section 4.3
for the “radius” of the attractor free domain. In other words, the inequality should
be fulfilled for the support functions
(26) UC(A,B)HΩ(D
∗p) ≤ (δ(Θ)−1qδ(Θ)−1p, p)1/2,
where D is matrix (20). It is clear that the inequality holds, provided that U is
sufficiently small.
The condition B says, that the value of the support function of ellipsoid GΘ at
the vector D∗−1C does not exceed 1/2 in absolute value. In other words,
(27) (δ(Θ)−1qδ(Θ)−1D∗−1C,D∗−1C)1/2 ≤ 1/2.
Certainly, the inequality holds for sufficiently small Θ. After choice of Θ we have to
choose the bound U for the control at the second stage in accordance with inequality
(26). Then, condition A and B are met. The switching to the third, terminal stage
should happen upon arriving at the boundary {(Qδ(Θ)x, δ(Θ)x) = 1} of GΘ.
7. The final asymptotic result
Theorem 7. Let T = T (x) be the motion time from the initial point x to the
equilibrium under our three-stage control, and let τ = τ(x) be the minimum time.
Then, as ρ(x)→ +∞ we have asymptotic equalities
(28) ρ(x)/T (x) = 1 + o(1), τ(x)/T (x) = 1 + o(1).
Note that the equality ρ(x)/T (x) = 1 + o(1) follows from the asymptotic theory
of reachable sets [3].
Thus, we designed an asymptotically optimal and, at the same time, constructive
feedback control for arbitrarily large system of oscillators. The design reduces to
solution of Eq. (4), which is essentially the same as the well-studied problem of
maximization of a linear form on a convex hypersurface in RN .
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