Abstract-This paper presents a machine learning based handover management scheme for LTE to improve the Quality of Experience (QoE) of the user in the presence of obstacles. We show that, in this scenario, a state-of-the-art handover algorithm is unable to select the appropriate target cell for handover, since it always selects the target cell with the strongest signal without taking into account the perceived QoE of the user after the handover. In contrast, our scheme learns from past experience how the QoE of the user is affected when the handover was done to a certain eNB. Our performance evaluation shows that the proposed scheme substantially improves the number of completed downloads and the average download time compared to stateof-the-art. Furthermore, its performance is close to an optimal approach in the coverage region affected by an obstacle.
I. INTRODUCTION
Due to the growing end-user demand for bandwidth and high expectations for quality of experience, current cellular network deployments are based on the emerging paradigm of heterogeneous networks. This paradigm consists of multiple layers of conventional macro and small cells in order to increase the network coverage and capacity. This comes at a cost of a complex network architecture, which is expected to become even more complicated with the advent of 5G mobile networks. These networks will be characterized by extremely dense deployments and high diversity of mobile devices (e.g., Internet of Things paradigm), which will pose multiple network management challenges [1] . In this context, current 4G mobile networks generate a massive amount of measurements, control and management information and this is expected to further increase in 5G due to the above mentioned complexity. In particular, this huge amount of information could be efficiently utilized to address the network management challenges. In this context, solutions based on Machine Learning appear particularly promising, since they can leverage this heterogeneous information and infer the future state of the network to achieve the global network optimization.
We focus in this paper on the particular use case of handover management. In the literature state-of-the-art (SOTA) handover algorithms are usually based on standard events, e.g., the A3 event, and are mainly focused on the optimization of event trigger parameters, e.g., Hysteresis, Time-to-Trigger and Cell individual Offset [2] . This approach presents the shortcoming that it considers the strongest signal for target cell selection before the handover, but not the actual perceived Quality of Experience (QoE) after the handover. For example, in scenarios where the handover to the strongest neighbour cell is successful but, a while after the handover, the transmission is deeply affected, e.g., by the presence of an obstacle, SOTA handover algorithms are likely to lead to a severe degradation of QoE, due to the unpredicted cell outage.
In this paper, first we provide some interesting simulation results, which make evident that the SOTA handover algorithms are not sufficient to tackle challenging propagation scenarios induced by obstacles. To solve this problem, we present a smart handover management solution, which could enhance the target cell selection capability of a handover algorithm taking into account the user's perceived QoE. In particular, the handover algorithm learns from its past experience by using machine learning techniques how the handover decision to a particular cell influences the QoE of the user. According to our approach, the serving eNB gathers some measurements reported by the UE, which provide information about the radio link conditions of the serving and neighbour eNBs, as well as the QoE of the UE resulted from the past handover decisions. We use a supervised learning approach based on a neural network, to predict the most appropriate cell for handover. After training has been accomplished, the handover algorithm is able to select a target cell for handover that could provide a better QoE in spite of an initially weaker signal upon handover decision.
The rest of the paper is organized as follows: Section II presents the system description and the technical specification of the proposed scheme. In Section III, performance evaluation setup illustrating the simulation scenario and neural network setup is presented. Section IV presents some motivational results and the performance evaluation of the proposed scheme and finally in Section V conclusion and future work is presented.
II. PROPOSED SCHEME
A. System description
As we stated in the introduction, our primary objective is to design a scheme which can enable the handover algorithm to understand whether the target eNB for handover would be able to provide a consistent QoE to the user or not. As a result, the handover algorithm could identify those eNBs which are affected by the undesirable radio propagation scenarios in the Our proposed scheme, which is depicted in Fig. 1 , consists in the following: the source eNB gathers the time series of UE measurement reports before the handover, which contains the Reference Signal Received Power (RSRP) and Reference Signal Received Quality (RSRQ) of the source and neighbour eNBs. The eNB also collects the information on the QoE of the user as a result of past handover decisions. In our scheme, this QoE is quantified by two metrics, 1) the probability of successfully downloading a file and 2) the file download time for completed downloads. Therefore, we propose to use a two level neural network model to estimate these metrics, as shown in Fig 1. At level 1, first neural network (NN1) is trained using UE measurements as input, and the past QoE in terms of download complete/not complete as output. On the other hand, at level 2, second neural network (NN2) is trained using only those UE measurements as input, for which the file download was completed, and the file download time as output. We propose to use two single-output neural network instead of multiple output neural network, as it is proven that this leads to better results [3] . Once the training is completed the handover algorithm of the source eNB uses these two trained NNs to determine the expected QoE to be achieved through all the potential target eNBs. The handover algorithm then triggers the handover to the target eNB for which the file download is expected to finish successfully, and in case, there are two or more potential target eNBs, it handover to the eNB with the lowest value of the estimated file download time.
B. Technical Specification
In this subsection, we provide a brief overview on important technical specifications of our neural network. For a more detailed description, the reader is referred to the vast available literature on neural networks (for instance, [3] , [4] , [5] ).
For the implementation of our proposed scheme we use a Feed-forward Neural Network (FFNN) with single-hidden layer [4] , also known as two-layer FFNN, where the number of layers refers to the number of layers with adaptive weights. We choose FFNN because of its ability to model both linear and non-linear functions between inputs and outputs. Additionally, the model obtained with FFNN is more compact and fast to evaluate than other machine learning techniques such as, support vector machines, with the same generalization performance [5] . In general, when working with FFNN with supervised learning [4] , such as in our case, one has to build a training database of input and output vectors stored in rows and columns, also known as dataset. This dataset can be represented as,
where X and Y are the input and output vectors of FFNN and M is the total number of rows in a dataset. Let the index r denote the row number of our dataset and let t denote the time at which the UE measurement report was received. The input vector X can be written as,
where L is the memory of the Neural Network. In Eq. 2, x r (t) is one UE measurement report received at time t, which can be formulated as follows,
P i (t) and Q i (t) are the RSRP and RSRQ of cell i, respectively, and i = 1, . . . ,N, where N is the total number of cells (i.e, serving cell plus the number of neighbour cells). Finally, the output vector Y for NN1 and NN2 contain the values of the QoE metric. For NN1, these values are stored in the form of logical values of 0 and 1, where 0 indicates "download not complete" and 1 indicates "download complete". While for NN2, these values are the download time in seconds for the completed downloads. The task faced by NN1 is a classification problem where the FFNN estimates to which class (0 or 1) the given input belongs. Therefore, we choose the softmax function [5] , as an activation function of the output layer of NN1. By using softmax activation function, we force the coupled output of the FFNN to sum to 1, so that they represent a probability distribution across discrete mutually exclusive alternatives. On the other hand, the task faced by NN2 is a regression problem, to estimate the file download time. In this case, we use a logistic function also known as logistic sigmoid activation function [5] .
The purpose of using the UE measurements as input is due to the fact that, these timely reported UE measurements change according to the UE position. So, if the UE is moving towards any of the available target eNBs they can provide the information about the possible UE trajectory. Therefore, by training the FFNN with these measurements as input and the QoE metric as output, the FFNN will learn about those mobility patterns which caused the degradation of QoE after the handover is executed. We note that 3GPP standards already contemplate the upload of these UE measurements, as specified for the Minimization of Drive Test (MDT) [6] .
III. PERFORMANCE EVALUATION SETUP

A. Simulation Scenario
The simulation scenario implementation has been done using the LENA LTE-EPC simulator [7] . A macro cell outdoor scenario has been considered with a network consisting of three macro eNBs, 3 UEs and an obstacle partially obstructing the coverage by eNB2, as shown in Fig. 2 . The simulation parameters are described in Table I . Each eNB is serving one UE performing a TCP file download from the remote host, where UE1 (initially attached to eNB1) is moving around and the other 2 UEs are stationary. For the purpose of gathering the UE measurements, all the UEs are configured to report these measurements every 200 ms to their serving eNB. Additionally, to overcome the effects of inter-cell interference on the handover procedure at this initial stage of the study, we have considered hard frequency reuse which enables each cell to transmit on different sub-bands. The simulation consists of 200 runs of a deterministic handover. Each run is repeated twice, first targeting eNB2 and then eNB3 to measure the QoE. For every simulation run UE1 picks a fixed starting point close to eNB1 and a random angle in the range of [+X, −2X] to move away from the source eNB following the straight line, where X is the angle from eNB1 to eNB3. The data obtained from these deterministic handover campaigns of UE1 is stored in the the form of a dataset D and used for the training and testing of the FFNN, according to the format described in Sec. II-B.
B. Implementation of the Neural Network
For the implementation of FFNN, we used publicly available nnet package of R [8] , which is a single hidden layer FFNN. The dataset D, containing the UE measurements, is randomly divided into a training set (containing 75 % of the data) and a testing set (containing 25% of the data). All the input and output values are normalized in the range [0, 1] . This normalization allows for a faster training process and more accurate estimations [9] . Fig. 3 shows the implemented FFNN. The structure is based on a single hidden layer of 4 neurons and 12 neurons in the input layer. Referring to Eq. 2 and 3, here we consider N=3 and L=2. We fix the maximum number of iterations to 1000 for the training phase. We note that, depending on the complexity of the FFNN one should choose a maximum number of iterations to avoid the early stop of the training process before the algorithm converges. The weight decay parameter in our case is set to 0.0001, to prevent overfitting, i.e. when FFNN achieves the ideal minimization of the error between the estimated and the actual output of the training set. In this situation, the FFNN loses its generalization property and fails to predict the output of the testing dataset. Another important factor to keep in mind while using FFNN with R, is the randomness. For every new seed, the weights of the FFNN take random initial values, so that the performances may vary. Additionally, every seed results in different partitions of the dataset into training and testing sets. To take into account this randomness, we average the obtain results over 100 seed values, with the purpose to attain a statistically significant evaluation.
IV. RESULTS
We first present some preliminary quantitative results obtained from the deterministic handover campaign as described in Sec. III-A. The reason for providing these results is to support our argument for the need of a smarter handover algorithm with respect to SOTA approaches in challenging propagation scenarios. To evaluate the performance of the handover algorithm, as a function of the angle with which the UE crosses the affected outage region, the simulation area is divided into three range of angles as shown in Fig. 2 . Fig. 4 (a) and (b) , respectively, show the results of the average download time for completed downloads and the number of completed/uncompleted downloads, for complete range of angles. Here we assume that the download time of unfinished downloads is equal to the maximum simulation time, i.e, 100 sec. From Fig. 4(a) , it can be observed that for the range [+30
• , 0 • ], none of the downloads get completed when the handover is done to eNB2, as the UE experiences poor channel quality due to its distance from the source cell and the high exposure to the affected coverage zone. On the other hand, in the range of [−30
• , −60 • ], none of the downloads is completed when handover is done to eNB3, as in this case as well, the UE experiences poor channel quality due to its distance from the source cell and the small coverage outage area due to the obstacle between eNB3 and UE. As we can notice, the angle range [0
• ] is the range where the handover decision has a very high impact, as SOTA handover algorithms based on the A3 event would provide eNB2 as the strongest candidate for handover, and doing so may cause an increase in average download time and number of incomplete downloads. On the other hand, a handover to eNB3 would not only decrease the average download time but would also decrease the number of incomplete downloads.
We present now the performance evaluation of our machine learning based handover scheme, in comparison to the SOTA approach and to an optimal handover scheme, which always selects the best eNB to download the file successfully, with the lowest possible delay. In this way, we can see how close is the performance of our handover algorithm to the optimal one, and how much improvement has been achieved by our scheme over SOTA handover algorithm. As it is shown in Fig. 5 , the performance of all the schemes in terms of file download time follow the same trend till angle −24
• . After this angle, the download time for the SOTA handover scheme starts increasing, as it keeps seeing eNB2 as the strongest neighbour. The UE, though, gets more exposed to the affected coverage zone and experiences loss of data and huge delays, due to long TCP timeouts, which finally leads to a high percentage of incomplete downloads. On the other hand, the machine learning based scheme has very good performance in the same range of angles, with similar trends to those shown by the optimal handover scheme. We only appreciate sporadic incomplete downloads due to some loss in accuracy of the FFNN. From Fig. 5 , we can also observe that the divergence in the performance between the handover schemes occurs in the range of [−30 Table II , we show results in terms of completed downloads and average download time, only for this range of angles. From the results, we can observe that using the Machine Learning based handover scheme we achieve a 75% increment in the number of completed downloads, and a decrease of 84.16% in file download time, with respect to the SOTA handover scheme. To summarize, the performance of our handover scheme is better than the SOTA handover scheme in the challenging propagation scenario presented in this study, thanks to its ability of learning all the UE mobility patterns that affect the QoE of the user.
V. CONCLUSION
In this paper, we have proposed a machine learning based handover scheme for improved QoE in LTE scenarios with challenging propagation conditions, e.g., in presence of obstacles in the coverage area of eNB. Our scheme uses a two level Feed-Forward Neural Network for the implementation of learning capabilities. Using our scheme, the handover algorithm is able to select the eNB that is expected to yield better QoE, based on the experience gained from past handover decisions. Our performance study showed that our scheme is able to achieve performance close to the optimal one in challenging scenarios. Therefore, it substantially improves QoE in terms of number of successful downloads and average download time with respect to SOTA handover schemes, which take decisions based on signal strength, e.g, A3 event based handover algorithms. The future work of this study will be focused on evaluating the performance of the proposed scheme by simulating more heterogeneous network environments, i.e, large number of macro and small cells with more obstacles and more UEs.
