We study some speech enhancement algorithms based on the iterative Wiener filtering method due to Lim-Oppenheim [ 
INTRODUCTION
It is well known, that many applications of speech processing that show very high perfomance in laboratory conditions degrade dramatically when working in real environments because of low robustness. The solution we propose here concerns to a preprocessing front-end in order to enhance the speech quality by means of a speech parametric modelling insensitive to the noise. The use of HO cumulants for speech AR modelling calculation provides the desirable uncoupling between noise and speech. It is based on the property that for Gaussian processes only, all cumulants of order greater than two are identically zero [ 13. Moreover, the non-Gaussian processes presenting a symmetric p.d.f. have null odd-order cumulants. Considering a Gaussian or a symmetric p.d.f. noise (a good approximation of very real environments) and the non-Gaussian characteristic of the speech (principally for the voiced frames) it would be possible to obtain an spectral AR modelling of the speech more independent of the noise by using, e.g., 3rd-order cumulants of noisy speech instead of common 2nd-order cumulant
ITERATIVE WIENER ALGORITHMS
In the original Lim-Oppcnhcim Method 121, noisy speech is enhanced by means of an itcrativc Wicncr filtcring that is dcfined as:
Ps
This work was suppormd by TIC where Pr is the spectrum of the noise signal r(n), estimated in non-speech frames, and Ps is a spectrum estimation of the unavailable clean speech signal. So, both speech and noise spectra estimation must be available to design the Wiener filter at every frame (see fig.1 ). We talk over signal estimation because both signals are not available and only noisy speech signal can be processed.
An iterative Wiener filtering is used to obtain a better estimation of the AR speech modelling: 1) segment the noisy speech by using a 50% overlapping and a frame length of N=256 samples (32ms at 8kHz sampling frequency).
2) window every frame by Hanning windowing.
3) estimate the noise spectrum inside of non-speech frames by means of a smoothing periodogram.
4) estimate clean speech coefficients of the 10th-order AR
modelling from the noisy speech signal. 5) dessign the non-causal Wiener filter from the above estimation of the speech and noise spectra. 6) filler the noisy speech frame through the previously designed Wiener filter. We consider a suitable FFT length in ordcr to avoid aliasing effects caused by circular convolution (L=512 points F'FF). 7) itcrate until maximum numbcr of iterations: GO TO stcp 4, by using the filtered specch signal inncad of thc noisy speech signal to estimate thc clean speech spectrum.
At first sight an improvement of performance can be expected after every iteration since this current AR speech estimation is carried out from a cleaner speech signal than the filter estimation of the preceding iteration. But other factors sidetrack this iterative algorithm and a limitation in the number of iterations must be taken in account. Clearly the filtered speech signal contains a smaller residual noise but it presents a larger spectral distortion. Therefore, increasing the number of iterations doesn't always involve a better speech estimation. It is well known that this algorithm leads to a narrowness and a shifting of the speech formants [31, providing an unnatural sounding speech. In [4] a detailed convergence analysis of this algorithm is carried out. It is proved that this estimated Wiener filter tends to cancel all signal frequencies with SNR lower than 4.77dB, and an additional attenuation, proporcionally to the noise level, affects signal frequencies with higher S N R , in comparison to the optimum Wiener filter. Only the non-contaminated speech frequencies undergo a null attenuation.
THE PARAMETERIZED ALGORITHM
A parametenied Wiener filtering has been considered to have a better control over noise suppression, intelligibility loss and computational complexity, by adding two parameters a and I3 in the Wiener filter computation (1). AR modelling ( fig.1 ) of the speech spectrum estimation is computed from 3rd-order cumulants that are calculated using the covariance case:
where p=10 is the order of the filter. Then speech AR modelling coefficients ak are computed by solving the following equations [l]:
As discussed in preceding works due to the authors [5],[6], we obtain a twofold benefit by considering this 3rd-order AR modelling: Firstly, an accelerated convergence of the iterative algorithm and so a reduction of both computational complexity and intelligibility loss:
Secondly, achievement of a non polluted AFt speech parameterization. In comparison to 2nd-order statistics estimation we obtain a good improvement but the price we pay for these advantages is a higher distortion. Thus a higher "peaking" or "narrowness" effect of the speech formants is brought about [4] .
When the additive noise is AWGN at SNR= OdB the improvement over second-order algorithm is very appreciated for any number of iterations (see Table 1 ).
While the improvement of second-order approach increases ~ iter.! 7.94 I 6.10 I 4.76 I 7.33 I 7.93 Table. 1: Distance mcasurcs using algorithms based on: a ) sccond ordcr statistic; b) third ordcr cumulants; C) third ordcr with interframe factor IF=0.6. considcring 5th iteration of prcvious framc (PFI=5); d) four* ordcr cumulants at Sh'R=OdB.
gradually, but slowly, iteration by iteration, 3rd-order one gets a very good improvement, about 3dB, after only two iterations and thus it obtains a faster convergence. Furthermore, in comparison to 4th-order algorithm, thirdorder one also obtains better results and its computational complexity is much lower. Therefore, 3rd-order cumulants lead to a faster noise reduction because of its higher aggressiveness with respect to both 4th-order cumulants and autocorrelation function.
THE INTERFRAME FACTOR
In table 1, we may appreciate an improvement that increases gradually iteration by iteration. Most part of noise suppression is obtained after processing two iterations. Third-order cumulants obtain an appreciable noise suppression (about 2dB in Cepst" distance) after first iteration and then this speech modelling is enhanced a lot in the second iteration because it estimates Wiener filter from cleaner speech signal. At first iteration. speech AR modelling is computed from noisy signal without any initial information about the features of speech signal corresponding to the current frame. However, we know some information of the current speech frame by considering that speech signal features don't vary a lot between two consecutive overlapped frames. Therefore, we propose to obtain the first iteration AR coefficients as a combination between current frame AR estimation (step 4) and previous frame AR coefficients. Thus, we dessign the non-causal Wiener filter (step 5) as a linear combination of coefficients ak, belonging to two consecutive frames, calculated as follows:
where n is the current frame, PFI is the Previous Frame Iteration that we consider to help first iteration of the current frame and IF is the Interframe Factor. We write ak when coefficients are estimated directly from a noisy speech frame and we note capital letter Ak when coefficients are coming from a linear combination of ak .
At the beginning of every speech activity we set parameter IF=l because the information of last speech frame is not related to the current speech frame. It must be noted that it represents different frame lengths weather we are at the beginning of every speech activity or not. Wiener filter designs corresponding to the remaining iterations of the algorithm are estimated ovcr a cleaner speech signal coming from Wiener filtering Output of prcvious iteration of the same frame:
Ak(n,iter) = ak(n,itcr) ,, 2 I itcr 5 MAXITER (6)
We have two paramctcrs to control this lincar combination. First paramctcr is the Intcrframc Factor IF that represents the amount of current speech AR estimation ak(n,l) we put in the AR modelling Ak(n,l) of the filter. The interframe factor is the main parameter to control linear combination (5) because parameter IF=1 represents that only current AR estimation is considered to dessign Wiener filter at first iteration of current frame and then parameter PFI has no sense to be considered. Thus, parameter IF=1 refers to a situation where no interframe factor is defined. If we decide to consider previous frame information (IFcl) we must consider parameter PFI to answer the following question : Which iteration number (PFI) of preceding frame must we take to obtain a reliable speech AR modelling? Preceding works [5],[61 have shown that it has no sense to process more than 5 iterations when third-order statistics are considered. Therefore, parameter MAXITER=5 has been fixed in all our tests.
On the other hand, parameter IF=O represents that the coming noisy speech frame is filtered by means of a filter estimation coming from previous speech frames. Two different situations may be distinguished: PFI=l and PFb1 . When information proceeding from first iteration of previous speech frame (PFI=l) is considered, no better results than before (IF=l) are expected, because the speech AR estimator is looking at the same noisy speech, but in a previous frame and performance therefore decreases when parameter IF decreases to 0 (see 1st iteration line in fig.3 ). However, a good improvement (about 1.5dB in Cepstrum distance) is obtained when parameter PFb1 but distortion effect increases more than 2dB in Cepstrum distance (see fig.2 ) because current Wiener filter is designed with speech AR estimation proceeding from the preceding frame over a cleaner speech signal.
In fig.2 , Cepstrum distance corresponding to first iteration of current frame has been represented and some different iteration numbers of preceding frame have been evaluated. Clean speech has been processed by this system and so distortion effect corresponding to the iterative algorithm has been depicted. To avoid an appreciable increase of distortion effect all values of parameter IF lower than 0.6 must be discarded. In fig.3 . first iteration of current frame corresponding lo speech signal disturbed by AWGN at SNR=OdB has been processed and some different speech AR estimations of previous frame have been evaluated. We may come lo the conclusion that values of parameter IF ranging from 0.6 to 0.8 represent a good uadeoff between distortion and noise suppression. Therefore, we may achieve an improvement of 2db in Cepsuum distance by introducing parameter IF (PFI=3) LO estimate current speech AR modelling without any noticeable increase of distonion. Thus, we may obtain an improvement higher than 4 dB in Cepstrum distance after proccssing only first iteration of the itcrativc Wicncr filtering. In this way a good reduction of convergcncc spccd is achicvcd and so a reduction of compuCiitional complcxity and processing dclay are obtaincd by introducing the interframe factor IF and the previous frame iteration parameter PFI. [ 6]J.M.Salavedra,E.Masgrau,A.Moreno,J.Estarcllas,~.Jov~.
CONCLUSIONS

