We introduce a simplified model of ecosystem for which we are able to map out all assembly pathways generated by external invasions in an exact manner. It reproduces all features found for previous models: increasing resistance to invasion, increasing biodiversity, and a trend to increase (but not necessarily optimise) ecosystem biomass. Our approach is based on an assembly graph and provides results which are unique in two ways. First, the model allows to ascertain the robustness of the previously found results against variations in the external parameters (direct competition, resource abundance, consumption rate, etc.). Second, we are able to prove that the endstate is always unique, so it does not depend on the assembly history. This ecosystem endstate can be either a single community or a closed set of them connected through invasions.
Introduction
The dynamic process by which communities are assembled has profound application for ecology, conservation, and evolutionary biology. Among others, it can shed light on how biodiversity may recover after major crisis.
Although community assembly has been studied experimentally (Law et al., 2000; Warren et al., 2003) , the bulk of studies are theoretical (Post and Pimm, 1983; Drake, 1990; Case, 1990; Law and Morton, 1993, 1996; Morton and Law, 1997) Overall, these papers have provided a theoretical framework to understand how communities are assembled (Law, 1999) . These assembly models try to mimic the natural process that forms ecosystems: the sequential arrival of rare species (invaders) that colonise the ecosystem and that may be established, possibly causing a global reconfiguration of the community in the long term. Obviously, these models are but idealisations of the complex processes taking place in real ecosystem assembly, but one hopes that the same mechanisms acting in this simplified models are responsible for the formation of real ecosystems (Law, 1999) . The approach is not novel, and has been successfully applied over and over in the field of statistical mechanics -where, for instance, using such an idealisation as the Ising model provides the clues to understanding ferromagnetism in real materials (Huang, 1987) .
Previous assembly models tend all to rely on the Lotka-Volterra model, although varied in the criterion to accept an invasion. While Post and Pimm's (1983) assumed that new species were created ad hoc, according to certain stochastic rules, subsequent approaches (Drake, 1990; Law and Morton, 1996) introduced the concept of "species pool". A regional species pool is a set of possible invaders whose trophic interactions have been determined in advance (Law and Morton, 1996) . Regardless of these differences, all previous papers have arrived at several conclusions that may be summarised in three central points: (i) at the end of the process, a final endstate resistant to invasions by the remaining species in the pool is reached, and this endstate can be either a single ecosystem or a set involving more than one community connected by invasions with one another (Morton and Law, 1997) ; (ii) the average resistance of an ecosystem to be colonised increases in time, and (iii) biodiversity, measured as the number of species of the resident community, also increases in time. Hence the assembly of communities favours increasing biodiversity as well as stability understood as resistance to invasions. What remains unanswered, however, is whether the endstate of an assembly process depends on its history. Despite that the conclusion reached so far seems to be that in general it does not, one must bear in mind that not all assembly pathways have been explored in these models. Secondly, the number of species in the pools employed is always relatively small, so the question remains as to whether larger pools lead to qualitatively different results. In this respect, it has been pointed out (Case, 1991; Levine and D'Antonio, 1999) that the exhaustion of good invaders in the early assembly might be just an artifact of the finiteness of the pool.
Our aim here is to propose a minimalistic model of ecosystem assembly able to analyse all assembly pathways, thus characterising the full assembly process. In spite of its simplicity, we recover the main conclusions discussed above. Besides, as the model includes interactions in a parametric way, we can study how the ecosystem features depend on parameters such as e.g. the resource abundance or the interspecies competition. As in previous models we also work with a pool of species and a niche variable (the trophic level) that determines their interactions. In contrast, however, our pool is infinite. In spite of that, within the assumptions of the model, we find a finite number of communities linked by colonisation. This defines an assembly graph for our model -much as in the experiments of Warren et al. (2003) . By assigning transition probabilities to the links of this graph the assembly process becomes a Markov chain (Karlin and Taylor, 1975) , which is tantamount to saying that we have a statistical mechanics on the set of viable ecosystems (microstates) or, in other words, that we can specify the probability distribution of all these microstates at any time. This will allow us to characterise both transient and equilibrium states, as well as to compute the time evolution of any observable of the community in an exact manner.
Model and methods

Population dynamics
Our population dynamics model is similar to one used before to study coexistence in competing communities and describe trophic level organisation in food webs (Lässig et al., 2001; Bastolla et al., 2005a,b) . In this model, food-webs are arranged in trophic levels. This means that a species at level ℓ feeds only on species at level ℓ − 1 and is predated only by species at level ℓ + 1. To determine which species are predated at each level, a probability distribution of preys should be given (this is analog to defining a species pool based on a niche variable, as in Law and Morton (1996) ). Our simplifying assumption is that any species at level ℓ feeds from all species at level ℓ − 1. We will discuss later on the consequences of this assumption.
The population dynamics is modelled by Lotka-Volterra equations, including both predator-prey interactions as well as intra-and interspecific competition. Thus, in order to keep the model minimalistic we have chosen not to include other interaction types such as mutualism. Let N (ℓ)
i be the population density of a given species i at trophic level ℓ. Following Lässig et al. (2001) we propose the mean-field dynamicṡ
This model parametrises the predator-prey interaction by the constant γ + , which controls the amount of energy available to reproduction for each predation event, and γ − , which takes into account the mean damage caused by predation. According to the standard rule of efficiency on upwards energy transport to the next trophic level (Pimm, 1982) , we assume that these two constants are related by γ + = 0.1γ − . Interspecific competition due to prey sharing is measured by ρ < 1, while intraspecific competition is normalised to unity. We regard all these species as consumers, and so they have a death rate, α, which again for simplicity is assumed to be the same for all species. Finally, all species at the first level predate on a single resource whose evolution is modelled byṄ
The constant R is the maximum amount of resource in the absence of its consumers. The model is supplemented by an extinction threshold, N c > 0, independent of the species. If a population falls below this value it is considered extinct (real populations can not be arbitrarily small). This viability condition has been previously used in similar models (Kokkoris et al., 1999) , and accounts for the vulnerability of low density communities against external environmental variations or adverse mutations (Pimm, 1991) .
All calculations have been carried out with α = 1, N c = 1 and γ − = 5 (hence γ + = 0.5). In most cases we have taken ρ = 0.3, although we have used other values to check the effect of interspecific competition (see section 4). Finally we have varied R in the range 0 < R ≤ 1700.
Dynamic stability
Suppose we have an ecosystem of this kind with L trophic levels and with s ℓ species at each level, ℓ = 0, . . . , L (s 0 = 1). Equations (1), (2) have several equilibria. Among them, the main one is obtained by equating the right-hand side of these equations to zero. This is the so-called interior equilibrium. It is easy to show that in this equilibrium all species of level ℓ have the same population N * ℓ . These are thus obtained as the solution of the linear system
with the constraints s 0 = 1, s L+1 = 0. The remaining equilibria are obtained by setting to zero any subset of the populations and solving the linear system resulting from eliminating those variables. The equations for this latter system are the same as (3) but with s ℓ replaced by s 
is a Lyapunov function (Hofbauer and Sigmund, 1998 ) -which guarantees that any positive initial condition evolves towards the interior equilibrium. It then follows that, given the set of species numbers {s 1 , s 2 , . . . , s L }, the corresponding ecosystem is viable and stable if, and only if, N * ℓ > N c for all ℓ = 1, . . . , L. Thus by solving (3) for all choices of species numbers {s ℓ } L ℓ=1 we can determine all viable and stable ecosystems that are compatible with a given set of parameters {R, γ + , γ − , α, ρ}. Although in principle there are infinite choices for the species numbers, it turns out that the set of such ecosystem is finite. This is a consequence of the existence of an extinction threshold N c > 0, which precludes the existence of arbitrarily small populations. We denote this set as F .
Invasions
Equilibrium communities will undergo invasions. They take place at a uniform rate ξ. We will assume that the typical dynamical time is much smaller than ξ −1 , the mean time between invasions, so that communities are always at equilibrium when invasions occur, and the probability that a second invasion takes place before the equilibrium is restored is negligible.
Consider a community E ∈ F , with L trophic levels, at its equilibrium point. Potential invaders are species of level ℓ = 1, . . . , L + 1 (species of higher levels can not feed from the existing levels). We choose ℓ and introduce a new species with initial population N c at level ℓ of the community E. Because of the global stability of our model, the extended community evolves to the equilibrium given by (3) with s ℓ replaced by s ℓ + 1. If this equilibrium is viable, then we will have a new community E ′ consisting of E plus the invader, and a transition will have occurred from E to E ′ . If there is one level in this equilibrium in which the species have a population below N c , then the new equilibrium is not viable. Due to the trophic equivalence of all species of the same level, this strictly means that the whole level would become extinct. This is clearly unrealistic and should be avoided. If one thinks of what happens in reality, if many species are threatened, by chance one of them will be the first to become extinct, even though their population levels are similar. This fact may help the remaining species to survive. Thus we have added this feature to the model by extinguishing species in an inviable level through the following process. We move in time from the reached equilibrium back to the moment when the first trophic level crossed N c . At that point we remove one species from that level and restart the evolution from that point. We repeat this procedure species by species until the obtained equilibrium becomes viable. Two things can thus happen: either the first level to fall below N c is the invaded level, or it is another one. In the former case the invader is simply rejected and no transition occurs; in the latter the community will undergo a rearrangement that will lead to a new community E ′′ , and thus a transition will take place from E to E ′′ . The assembly graph, G, is defined as the connected component containing the empty ecosystem, ∅, of the directed graph whose nodes are the elements of F and whose links are the transitions obtained by the invasion process just described. Obviously, the way to construct G is to start off from ∅, and proceed by attempting all possible invasions for every ecosystem reached along the process.
Numerical integration of the equations (1), (2) can be greatly simplified by taking into account the fact that if N (ℓ)
for all t > 0. As the initial condition is an equilibrium plus an invader, and at equilibrium all populations of equal level are the same, we can just replace the sum over species of level ℓ by simply s ℓ N ℓ (t), and keep the population of the invader separated.
Markov chain
The assembly process can be formulated as a Markov chain on the graph G if we assign probabilities to its links. Thus, if E and E ′ are two nodes of G connected by the link E → E ′ , we assign it the transition probability
where δ EE ′ = 1 if E = E ′ and 0 otherwise. The matrix elements Q EE ′ , for E = E ′ , are given by
where k EE ′ is the number of different invasions of E that lead to E ′ and L + 1 is the number of different invasions of E, provided it has L trophic levels. The diagonal of Q is chosen so that P = (P EE ′ ) is a stochastic matrix, i.e.
As the set of viable ecosystems F is finite and no periodicity is to be expected in the assembly process, P defines the transition matrix of a finite, aperiodic, Markov chain. The states of one such chain are either transient or recurrent. There can be one or several subsets of recurrent states, the chain being ergodic in each of them. Every recurrent subset is a different endstate of the assembly process, which will be history-dependent only if there are at least two recurrent subsets. Ergodicity implies that there is a stationary probability distribution on the states of these subsets which determines the frequency with which the process visits each of them. (For a full account on Markov chains see e.g. Karlin and Taylor (1975).) This concludes the definition of our assembly model. It is worth mentioning that, as we are able to compute the whole transition matrix P , we have a complete and exact characterisation of the assembly process. In particular, by selecting an initial state (in our case the process will start off from ∅), we can obtain the evolution of any observable in an exact -albeit numericmanner, without resorting to taking averages over realisations of the process. Figure 1 represents the assembly graph obtained for R = 140. Nearly all the communities of this graph are transient: there is a single recurrent state (an absorbing state, in Markov chain terminology). This endstate is thus invasion proof. The assembly process develops, in this case, robustness against colonisation. A remarkable fact of this community is that despite being uninvadable, all populations are rather close to the extinction threshold.
Results
Assembly graph
A single state as in the previous example is not the typical case, though. Very often there are many recurrent states forming a single closed set connected by invasions. This kind of more Figure 2: Subgraph of the (unique) set of recurrent states obtained for R = 430. It contains 68 communities, while the whole assembly graph contains 3060 communities. Black arrows represent accepted invasions, while gray arrows represent transitions in which the community undergoes a species loss (width is proportional to the number of extinctions). The diameter of the nodes is proportional to the stationary probability that the process is in each community. Labels mean the same as in figure 1.
complex endstates reminds the endcycles found by Morton and Law (1997) . The whole set is stable in the sense that no invasion leads outside it. Figure 2 represents one of these endstates, obtained for R = 430. It contains 68 communities, each with three levels. Invasions move the process across the whole set. We can also see in the figure that only a few communities (which are in fact rather similar to each other) have a high stationary probability. These are the communities in which it is more likely to find the ecosystem. Nonetheless, ergodicity implies that all communities in the endstate are visited with non-zero probability. The ecosystem is thus in a complex state, with some invasions being accepted and some others causing avalanches of extinctions.
We have obtained all assembly graphs in a range of resource saturations that goes from R = 10 up to R = 1700 with increments ∆R = 5. No viable ecosystem is found below R = 10. Roughly speaking R determines the energy input into the community. As it increases the viability at the next trophic level increases as well, so more species -and eventually more levels-can be added. Thus the larger the energy input the larger the ecosystem complexity. As a matter of fact, the number of communities in these graphs goes from just one (for R = 10) up to about 10 6 . We have found empirically that this number grows roughly as e κ √ R . The In nearly all cases the set of communities in the assembly graph is F , but we have found a few instances -all of them near the values of R for which a new level arises-in which F contains communities not reachable through the assembly process, just like in the experiment of Warren et al. (2003) .
For each R we have determined the set of recurrent states of the Markov chain. This set always forms a single connected graph, what implies that the endstate of the assembly process does not depend on history for this model (Drake, 1990) . This is consistent with the results of Morton and Law (1997) as well as the experiments of Warren et al. (2003) . Figure 3a represents the number of communities in this recurrent set for the whole range of R. There are values of R for which this set consists of a unique absorbing state (or just a few, sometimes forming a cycle), but when R is reaching the values at which a new trophic level appears, the size of this set increases considerably (the largest set found contains around 1800 communities; a tiny fraction of the whole assembly graph, anyway). After crossing these values the size of the recurrent set drops again to just one absorbing state. Morton and Law (1997) also obtain complex endstates in 6 out of the 80 pools they explore, with a number of communities ranging from 6 to 138.
Averages
Once identified the recurrent set, computing the stationary probability distribution is a straightforward task (Karlin and Taylor, 1975) . This way we can obtain averages of several magnitudes in the stationary state. For example, figure 3b represents the mean number of species (biodiversity) as a function of R. The dependence is basically linear, except near the onset of a new level, where we observe a lowering of the linear behaviour, followed by a discontinuous jump once the new level is established. We can explain this behaviour as a top-predator effect: the presence of a top predator controls the population of the species at the level immediately below, in such a way that if the predator disappears, the population of these species grows so much that the overconsumption of their resources causes the extinction of some of them (Crooks and Soulé, 1999) . The results show indeed that, when the new level appears, it contains a single top predator and the number of species at lower levels rises.
To compute the time evolution of averages is also very simple, given the transition matrix P and some initial probability distribution (Karlin and Taylor, 1975 ) -which in our case is simply the vector (δ E∅ ). Thus we can obtain the probability of rejecting the invader as
and that of accepting the invader as
where the inner sum runs over transitions from E in which the invader is accepted. Obviously, the probability that the community undergoes a reconfiguration because of the invasion is obtained as P a (t) = 1 − P r (t) − P i (t). Figure 4 represents the evolution of two of these probabilities in two cases: one with a single community as endstate, and another one with a complex endstate. Notice that all curves collapse, for small ξ, when divided by ξ and plotted against ξt (mean number of invasions). Another important magnitude is biodiversity. Figure 5a represents the evolution of the average number of species. In all cases it grows monotonically until reaching the stationary state, so biodiversity and resistance to invasion are positively correlated, in agreement with previous assembly models (Law and Morton, 1996; Morton and Law, 1997) . Figure 5b represents the evolution of biomass, which in our model is just the total population of the ecosystem (assuming the same mass per individual for all species is a further simplification of the model). Although there is a clear trend for biomass to increase, it is not always at its optimum in the 
Discussion
In this work we have proposed a minimalistic model of the assembly process that builds up ecological communities. In spite of its simplification, our model exhibits the same behaviour as all other assembly models reported in the literature. This indicates that this behaviour is very robust, and probably shared by real systems and simple models alike.
Thanks to these oversimplifications the model provides important advantages on previous assembly models. The main one is that we can trace all pathways of the assembly process. This allows us to compute exactly all the observables of a community and to characterise in a very precise manner the stationary state of the ecosystem. Our model also has a pool, but because we allow for an arbitrary number of trophically equivalent species, the pool is infinite and the model does not suffer from the problem of exhaustion of good invaders that may trap the community in a transient state (Case, 1991; Levine and D'Antonio, 1999) . This has permitted us to build communities with hundreds of species and explore the influence of different elements on the behaviour of the assembly process.
There is, of course, a concern about having trophically equivalent -hence indistinguishable-species. The grouping of trophically equivalent species is a common practice in studying food webs, so it is tempting to do so in this model. If we do it, the model becomes equivalent to a chain, for which Lotka-Volterra dynamics is well characterised (Hofbauer and Sigmund, 1998) , and the invasion process seems to become trivial. This is not true, though: if ρ = 1, i.e. if direct competition between species of the same level is smaller than intraspecific competition. In this case, the 'effective' intraspecific competition in the equivalent chain explicitly depends on s ℓ (c.f. eq. 3), so invasions modify the parameters of the chain and the invasion process becomes non-trivial. Thus, it is because of the direct interspecific competition ρ < 1 that this equivalence breaks down and the model makes sense. A second criticism one can make to this model is the choice of the Lotka-Volterra equations. The choice of population dynamics has been reported to have a strong influence in the final shape of ecological communities (Drossel et al., 2004; Lewis and Law, 2007) . Introducing non-linear equations leads to more complex stability patterns than simply rest points. How to account for them is not yet clear to us, but neither is whether this will really affect the qualitative behaviour of the assembly process. Thus, this remains an important open question that deserves further analysis.
It can be argued that parameters should depend on the trophic level rather than being uniform for all species. It is very easy to show that this does not change the dynamic stability patterns because in that case one can also construct a Lyapunov function, which is just a modification of (4). We have not attempted any test in this respect, but it is hard to believe that such a variant of the model will produce any qualitative difference. The assembly graphs will certainly be different, but similar to the ones found for the present model. A bit more can be said about the invasion rate. We have presently assumed that the invasion probability is the same for all trophic levels, but notice that the assembly graph is utterly independent on this choice, so certainly choosing a different invasion probability will change the numerical value of the nonzero entries of the transition matrix P , but only them. The graph, as well as the structure of transient and recurrent states of a finite Markov chain, only depends on which elements of P are zero (Karlin and Taylor, 1975) , so not just the graph but the set of communities in the endstate will be exactly the same as those reported here (the probability distribution in the steady state will, of course, be different).
The question as to whether the endstate depends on the history of the ecosystem has a clearcut answer in this model because we can trace all pathways of the community assembly. It turns out that this endstate is always unique, and this is consistent with previous assembly models ( Morton and Law, 1997) . However, there is a caveat that should be made on this point related to the indistinguishability of species of the same trophic level: the endstate is unique as long as we consider only the number of species at each level. Whether two communities with the same numbers have the same or different species is meaningless for this model, so uniqueness must be understood in this sense. Some relatively recent experiments on aquatic microbial communities point in the opposite direction, though (Fukami and Morin, 2003) . In order to check whether this is an artifact of the extreme simplifications of the model we have made some runs introducing one functional trait that makes species trophically different even at the same level: we have introduced species with two different body sizes (say, "large" and "small"), and trophic links are adjusted accordingly (e.g. small never eats large). Our preliminary results confirm that if R is large enough to sustain at least one predator level, then the recurrent endstate is again unique. This seems to confirm our conclusion on the independence on the history.
Currently we are facing a major biodiversity crisis where the invasion by alien species is a major threat. In this regard our results suggest that regardless of the order of the invasion, one could predict a single final endstate. This can provide a window of predictability in assessing the consequences of global change for biodiversity.
