Introduction
The Atlantic Packet Satellite Network (SATNET) [12, 17 ] is an Internet [16] component that connects networks in Europe and the United States by two fully-interconnected satellite channels. Although SATNET has been operational for many years, opinions have varied on how well the network performs and on the effect of SATNET on Internet communication.
In particular, questions have been raised as to the source of delay experienced by people using TELNET and FTP over SATNET. There have been several studies of SATNET performance in previous years (2,9,18]. However, since these earlier measurements were taken, SATNET has undergone a number of modifications, e.g., the packet switches, gateways, and satellite transponder have changed.
As a result, in early 1985, the SATNET Measurement Taskforce was formed to study the problem and isolate its causes. The members have included people from the University This research was partially supported by DARPA under Contract MDA903-83-C-0131. This paper has been approved for public release and unlimited distribution.
Permission to copy without fee all or part of this material is granted provided that the copies are not made or.distributed for direct commercial advantage, the ACM copyright notice and thC title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/ or specific permission. SATNET and other camp+ nents of the end-to-end path, measuring the corresponding TCP performance obtainable given this IP service, and analyzing the interaction between the two layers. As part of our investigation, we isolated and corrected several problems in SATNET relating to throughput and packet loss. This work is described in a final report to the SATNET communitiy [15] However, in this paper, we focus on the aspects of our work that we feel have relevance to the Internet in general. We begin by describing the objectives of the taskforce, the SATNET environment, and the methodology and tools used to separate out the effects of the different network components.
We then present the results of the taskforce 's measurements. The tests centered on the protocol layers (IP and TCP) that we felt provided the clearest picture of the network performance.
Objectives of the Measurements
The primary aim of the taskforce was to examine user-level performance over SATNET.
However, we wanted to do these measurements in a way that would be independent of the applicationlevel process (e.g., TELNET or FTP) and would provide a more general understanding of the behavior of the underlying network. To accomplish this, we chose to focus on measurements at lower protocol layers. TCP/IP is the common element under most applications in the DARPA Internet. So, we decided to concentrate on first characterizing SATNET's IP-level performance (delays, throughput, and packet loss) under different offered loads, and then on analyzing how the TCP parameters and algorithms interacted with this IP service. This approach allowed us to avoid being biased by the details of particular application protocols, but still look at end-to-end performance and see the effects of the network path. It also meant that the results would be relevant on a more general basis in other network settings.
Accordingly, we decided on the following goals for our measurement plan. 
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Characterize the IP performance of the Internet path followed by a packet going between a source host and a destination host on different networks connected by SATNET Characterize the TCP performance of a packet going between a source host and a destination host on different networks connected by SATNET Explain, and where possible, improve TCP performance.
In particular, examine the relationship between TCP performance and the underlying IP service in order to gain insight into the factors limiting end-to-end performance.
The SATNET Environment SATNET is an interesting testbed for measuring performance because it differs from other long haul networks.
Data is broadcast over a shared satellite channel rather than sent from one packet-switching node to another via land lines. PODA makes efficient use of a channel by rapidly adapting the allocation of bandwidth to the SIMPs. It assumes that the load they offer will be highly dynamic and unpredictable.
PODA also provides robustness by distributing the scheduling.
To achieve these goals, PODA requires a SIMP to broadcast a "reservation"
for channel space to all the SIMPs in SATNET for each packet accepted from an attached host. The reserve tion describes the packet's size, priority, and transmitting SIMP. Assuming no downlink errors, the SIMPs all execute the same ordering algorithm on an identical sequence of reservations, and reach the same packet transmission schedule. When a packet's transmission time arrives, the SIMP that transmitted the reservation transmits the packet; all other SIMPs remain quiet for the duration of the packet transmission.
Time on each satellite channel is divided into "PODA frames" of approximately .3 seconds, each containing two subframes. The "data subframe"
represents the channel bandwidth that is scheduled by the PODA algorithm; during this time, data packets are transmitted.
A data subframe can contain up to 20 minimumsized packets or up to 5 maximum-sized packets. The "reservation subframe" contains a time slot for each SIMP during which it can send up to two reservations.
In addition, two reservations can also be "piggybacked" on each data packet. 
3.2.4
Bit error rate
In SATNET, in addition to any packet loss that might occur because of congestion, there is inherent packet loss from bit errors. This error rate is a function of the up-and downlink signal-tonoise ratio, the adjustment of the modems, and the forward error, correction code in use. The resulting bit error rate is lo-', which produces a packet drop rate of approximately .3% for maximum size packets. Smaller packets have a lower drop rate since they have fewer bits and hence a lower probability of error per packet.
Methodology
A major accomplishment of our work is the experimental approach and the measurement tools we developed. In order to reach our goals, we had to solve a variety of problems that ap- In general, we looked at delay, throughput, and packet loss. Measurements were done for a range of packet rates and for a range of packet sizes going from the minimum II' packet size to the maximum SATNET packet size. These were typically done by generating traffic at the source and sending it to an echoer at the destination.
Some of the key paths used are shown in By comparing results from these tests, we were able to isolate the effects on delay and throughput from packet size, offered load, and each part of the network path seen by a packet traveling from one host to another.
Also, by comparing results from tests 1, 2, and 3 with those from 4, we were able to examine the interactions of TCP with the underlying IP service. We were also able to look at the effects of packet loss, time of day, and backiground traffic.
As mentioned previously, the taskforce then performed independent and coordinated measurements to characterize SATNET performance.
This-was an iterative process with each round of results helping to de&e the next round of tests. In particular, it was necessary to obtain benchmarks for use in selecting values for independent variables such aa background traffic, time of day, and rate of packet generation.
Where possible, all tests were done using paths involving only SIMPs, gateways attached directly to SATNET and hosts on networks connected to SATNET. Although the problems encountered by the SATNET community were for traffic over more complicated paths, e. In other cases, periodic benchmark tests were run throughout the time the measurements were being performed.
Tools
A variety of tools were needed to do the tests and analyze the results [20] . In addition to tools for measuring performance parameters, tools were required that could give a picture of exactly what was happening to packets that was leading to the observed performance, e.g., retransmissions.
The following paragraphs provide a brief overview of the tools we used. Specific tools are described in more detail in some of the later results sections.
Existing tools
Each SIMP implements echo hosts that return packets to the source and message generators and sinks that can be used to compile statistics.
The SIMPs also collect and report status and information on error rates, traffic loads and channel quality. The Internet gateways (LSI-11, PDP-11, Butterfly) provide ICMP/IP traffic generators. Van Jacobson provided a'tool for observing packets on a TCP connection, which allowed us to observe a TCP's behavior without altering the actual implementation.
This program runs on a machine on the same LAN as either the source or sink of a connection. It filters all the packets for a given connection for later analysis of the timing of packet transmissions, acknowledgments, retransmissions and so on.
Tools developed by the taskforce
In order to be able to generate controlled traffic, including high enough traffic loads to stress SATNET, UCL developed a program which attempts to drive random data from memory as quickly as possible over a TCP connection.
The source and sink machines were originally LSI/lls. Later they were high speed workstations easily capable of reaching the limitations of the 64 Kbits/sec SATNET.
UCL developed an instrumented version of TCP which allowed a traffic generator to set parameters such as maximum segment size (MSS), maximum window sizes, retransmission timeout estimators, and so on. This ran on LSI/ll's under a local real-time operating system. The traffic generator was integrated with the TCP. (See section 7 for more explanation of TCP parameters, also see [5] .] UCL similarly instrumented the 4.3BSD TCP by providing a control path for a user to access all the state variables for any given connection, and access them on a network or timer event basis.
NTA-RE/NCC developed an ICMP/IP tool that runs on a Vax or SUN (lo] . The measurement tool consists of three processes -an interactive, command-driven interface for setting up experimental parameters; a probe process that measures round-trip delay at a low rate and which is used to detect changes in the network environment and to facilitate comparisons between tests; and a traffic generator/sink/logger process that generates ICMP packets of a specified type (echo request or echo reply) and size and transmits the packets to a list of specified destinations.
(See section 6.2 for more detail.)
IP Performance -SATNET
The first step in our measurement plan was to measure and characterize the IP level service provided by SATNET itself. This included the SIMP backbone and attached gateways.
Measurement plan
The performance characteristics of the SIMP to SIMP link and the Gateway to SIMP link were measured in order to understand their contribution to the end-to-end performance experienced by hosts.
The important parameters were throughput, delay, and packet loss. We made measurements for each of these parameters for the SIMP to SIMP links, but the Gateway tools only permitted measurements of throughput and packet loss for Gateway to SIMP links.
Subnet Measurement Tools
The tools [2,9] that were used were already present within the SIMPs and Gateways.
Some modifications were made to them to gain more information for particular tests. The tools included message generators, sinks, and echo hosts in the SIMPs; and message generators and sinks in the gateways (al1 IP-datagram based).
Each SIMP has both a local echo host and a satellite echo host. The local echo host simply returns the packet. The satellite echo host first sends the datagram up on the channel to the satellite and then returns it. Monitoring information from the SIMPs and gateways is reported to a Network Monitoring Host located at BBN. The monitoring reports included traffic information, link status, exception reports, and CPU utilization. These reports were used as a source of data and as a check for abnormal behavior of the SIMPs during tests.
Measurement Results
The following sections describe SATNET's IP characteristics that bound the performance of higher level protocols, e.g., TCP. This IP performance also defines the environment which higher level protocols have to handle, e.g., bit error rate.
Short Term, Peak Throughput (SIMP to SIMP link) -To determine how closely the SIMP approached the theoretical maximum throughput, we measured the maximum number of packets that could be sent during a monitoring period irrespective of delay and packet loss. We ran tests from the Roaring Creek SIMP to the satellite echoer using the SIMP message generator, which was turned on full, offering 1 packet per virtual slot or 1 packet every 10.25 msec. The test was run for 3 packet sizes; 52 bytes, 148 bytes, and 256 bytes (IP packet lengths including IP header). Monitoring reports gathered from the SIMP every 84 seconds reported the number of packets actually sent over each channel.
There were no monitoring reports generated from the other SIMPs, thus no interference between measurement traffic and monitoring traffic on the satellite channel. were made to find the maximum throughput where less than 1% of the packets were dropped.
A problem with these tests was the granularity of the SIMP message generator.
The steady state maximum throughput was found by measuring the highest load the SIMP message generator could offer that did not exceed the maximum measured peak throughput. The usable throughput of the SIMP is therefore between our measured values and the values for maximum peak throughput. The throughput for the 1% drop rates are therefore artificially low. by packets as offered load increases gives a good picture of how a network degrades with increased load. To determine the shape of the graph for the SIMP-to-SIMP link, we measured delay from the Roaring Creek SIMP to the Goonhilly SIMP echoer for three packet sizes. The minimum, maximum, and average delays were graphed for offered loads above, below, and near the maximum channel throughput. The resulting graphs [15] showed the knee of the curves occurring very close to the maximum measured throughput of the channel. Average delay decreased as throughput increased until the knee was reached, as expected of the PODA access method (21. Table 2 shows the maximum throughput point as a percentage of peak throughput. Throughput (Gateway to local SIMP link) -To find the throughput for the link from a gateway to SATNET, we measured the maximum number of packets received and sent between a gateway and a local SIMP echoer. We used the message generator in the CSS gateway to send traffic to the local echo host in the Roaring Creek SlMP. The message generator was turned on full (its output queue was kept full) and the number of packets transmitted was measured for an 84 second period. We investigated the cause of the throughput limit shown below, but did not have time to complete this effort.
This limit is not due to the inability of the SIMP to process higher packet rates. A test using two gateways sending traffic through the same SIMP measured throughput rates approximately Throughput (Gateway to local SIMP to remote SIMP) When a satellite hop was included in the gateway to SIMP throughput measurements, there was no appreciable change in the gateway to SIMP throughput.
The limiting throughput is therefore the gateway to SIMP link with the maximum available bandwidth given in the table above.
Delay distribution (SIMP to SIMP liuk) -The PODA channel access method used in SATNET 1171 yields relatively large variations in the network delay. This is caused by the variable time a packet has to wait both for a reservation opportunity and, after its reservation has been received, for a data transmission opportunity. At low packet rates (reservations are not piggybacked onto data packets), the variability is primarily a function of the arrival time of a packet relative to the next reservation opportunity.
The PODA protocol provides an opportunity for each site to send a reservation with at most about .38 set delay, with a mean delay of about .16 set [15) . At higher packet rates, piggybacking decreases the average delay for a reservation opportunity. Average delay therefore decreases with increased load until queueing delays increase.
The propagation time from an earth station to the satellite and back (hop) is about .26 sec. Since PODA requires two hops for a packet to be successfully transmitted and received, the propagation time adds .52 seconds of delay. Tests run in the SIMP show an internal processing time of .08 set per packet. The transmission time to send a packet out on the channel ranges from 0 to .03 set depending on packet length. At light loads, the wait to send ranges from 0 to .09 sec. Therefore, the minimum possible transmission time is (.52 + .08) = .6 sec. If you add the average time to wait for a reservation opportunity, .16 set, plus the average time to wait to send, ,045 set, plus the average time to clock a 52 byte packet onto the channel, ,006 see, you get an average transmission time of about (.6 +-.I6 + ,045 + .006) = .81 set for a 52 byte packet.
Measurements of actual delay for a 52 byte packet from the Roaring Creek SIMP to the Sat.ellite echoer found a minimum of .60 set and a maximum of 1.67 seconds. The average RTT was .82 seconds, which is in good agreement with the prediction above. Out of 2,633 packets, only two packets experienced anomalous delays, one at 1.2 seconds and one at 1.67 seconds. The delay distribution did not vary significantly with packet size.
Packet loss -The bit error rate on the channels is a function of the up and downlink signal to noise ratio, the adjustment of the modems, and the forward error correction. The resulting predicted bit error rate is 10m6, which produces a packet drop rate of approximately .3% for maximum size packets. The actual measured packet drop rates ranged from 0 to .4% for a600 packet sample. The measured gateway to SIMP packet drop rates due to noise are negligible. In addition to characterizing the IP performance of the SAT-NET subnet, we measured the IP performance over the end-t* end path. This is the path followed by user traffic going from hosts on local area networks interconnected by SATNET.
Measurement Plan
The IP datagram is the basic vehicle for the transportation of information in the Internet between network access points. Thus the behavior of this network-layer transport mechanism defines the baseline performance upon which the end-to-end transport layer and applications are built. It is therefore of importance to characterize this performance and understand its behavior, in order to interpret the results of higher-level measurements.
The most important parameters characterizing the behavior of the IP transport system are network throughput and delay, packet loss rate, and the degree of packet sequence disorder as packets traverse the network. All these should be measured as function of packet size and traffic load in the network.
6-2 IP Measurement Tool
An IP measurement package [lo] was developed to run under Berkeley Unix on a VAX or a Sun workstation. It makes use of the 1CMP echo.request/echo.reply facility to have packets looped back from specified remote hosts. This mechanism is part of the lP/lCMP protocol implemented in all hosts and gateways in the Internet system. In addition, echo hosts are available in the SIMPs for general looping of IP traffic.
The measurement facility consists of three parts: an interactive, command-driven interface for setting up experimental parameters and starting the experiments; a traffic generator and traffic sink; and a logger process. This facility can generate echo.request and echo.reply packets and send them to one or a specified set of destination hosts. The echo.reply packets are used when the packets are sent to the echo hosts built into the SIMPs. Packet size and frequency are selectable with either constant or random values with specified means. The destination host, packet size, packet frequency, TCP transmit sequence number and time of departure are recorded in an experiment file. The traffic sink absorbs the returning packets and records their sequence number and time of arrival in the experiment file. At the end of each experimental run a summary of the run is produced, but the main processing of the logged data is performed off-line. The traffic generator can either be set up manually or driven from a prepared command fife. There is also a probe process that generates echo.request packets at a low rate and sends them to a specified reference host. The traffic load caused by the probe process is low enough that it does not contribute measurably to the traffic load on SATNET. The calculated round-trip time for the probe traffic can be used as a reference to verify that the network condition remained reasonably constant during the measuring period. Different sets of measurements can also be compared to each other more reliably.
6.3
Network Configuration Figure 1 shows the network configuration relevant to the IP round-trip time measurements. The measurement host is a VAX-750 located at one of the Ethernets at NTA-RE. This network is interconnected with another Ethernet which in turn is connected via the NTA-RE Butterfly Gateway and a 48 Kbits/sec line to the SIMP at the Tanum ground station. This is a typical situation for hosts and workstations at NTA-RE.
Measurement Results
Throughput -The end-to-end throughput over SATNET was determined from the measured round trip time (RTT) as a func- As shown in Figure 2 , the sharp increase in RTT indicates the approximate throughput limit for each packet size. As a reference, the throughput for the 48 Kbit/sec line from NTA-RE to the Tanum SIMP was measured to verify that it did not represent a bottleneck.
For a packet size of 246 bytes (close to the SATNET maximum packet size of 256 bytes), the throughput from NTA-RE to the Tanum SIMP and looped back is about 39 Kbits/sec or about 81% of the line capacity. This is consistent with the gateway to SIMP link throughput reported in section 5.3, and shows that for large packets this link does not limit the available throughput across SATNET. The capacity across SATNET is represented by the knee in the RTT curve of packets that were sent from NTA-RE through the Tanum SIMP, across SATNET to the Roaring Creek SIMP, and looped back. It should be noted that this traffic is traversing the shared channels twice. For 246 byte packets, this knee occurs somewhere between 60 Kbits/sec and 70 Kbits/sec on the channel. This is consistent with the long term steady state throughput and short term peak throughput reported in the previous chapter.
For 125 byte packets, the for moderate traffic loads, as one progresses further and further away from the measurement host. As expected, the distribution broadens and the tail of packets experiencing higher delay increases as one moves away from the measurement host. This tail is difficult to explain, but is in part due to queueing delays at the transmission side of SATNET.
It cannot be explained by loss of reservation packets because of noise. The observed loss rate of data packets is very small, and the effect of noise on the reservation packets should be substantially smaller. A few packets out of a thousand traversing SATNET experience a delay greater than 5 to 10 sec.
Disordering of packet sequence -Due to SATNET's two channel operation, the sequence of packets traversing SATNET can be permuted.
The loss of reservations due to channel noise is considered to be too small to contribute significantly. The
Tanum-echo Assuming that the probability for permutations adds quadratically, the ratio between the two Packet loss -At low to moderate traffic loads, the main contributor to loss of packets is channel noise. At higher loads, the main contributor is the limited number of buffers available at the transmission side of the SIMPs and the decision to drop packets rather than use some other strategy for handling the overload. Table 5 shows the observed losses of packets for two packet sizes at moderate traffic loads. As expected, the loss rate increases with packet size. Using this data we calculate a bit error rate of .7 * 10-6, which is in good agreement with other observations. Some more recent studies have looked at fairness in sharing [14] . In measuring the performance of a given TCP implementation, we need to examine all of these factors.
Parameters and Algorithms
When measuring a TCP implementation, we need to systematically characterize the algorithms and parameters used by the protocol so that comparison between implementations or parameter settings is possible.
The parameters considered to be most critical for the performance of TCP are as follows:
Packet sizes -TCP negotiates a maximum segment size (MSS) on opening a connection. This is usually a simple choice between local net MSS and the standard Internet MSS of 576
bytes additional overhead = 210 bytes user data). A TCP MSS that is larger than a network's maximum IP packet size leads to a savings of one II' header size for all but the first IP fragment. However, loss of a fragment leads to loss of the whole TCP segment and subsequent retransmission of the segment. There is therefore a tradeoff between reducing packet overhead and increasing retransrnissions, which depends on the SATNET packet loss rate. Another consequence of setting TCP's MSS higher than the SATNET II' MSS is that the lack of flow control between one IP fragment and the next may affect performance.
We measured the performance of bulk transfers for a variety of MSS's to see if the optimum was as IP level measurements and theory would predict.
Timers -We examined two adaptive retransmission timer methods.
The RSRE algorithm [2I] uses the simplest possible feedback mechanism.
Simple feedback from the mean measured round trip delay is used to update an estimate of the actual delay. This mechanism does not take into account the errors in the estimation method or the underlying delay due to transmission technology.
Several papers ]lg,i',l] in the literature suggested that the mean together with the variance of the round trip time should be used as a better estimator.
We compared the two algorithms.
Windows -Many early TCP implementations use the minimum of the receiver's advertised window, and the estimated "pipesize" between the transmitter and receiver. However, the receiver cannot tell the transmitter anything about network conditions, and so cannot use the same mechanism for both congestion control and end-to-end flow control. On the other hand, a transmitter can use the loss of acknowledgements as an indication of when to reduce transmissions.
Unfortunately, many TCPs simply compound network congestion by retransmitting the entire window after a loss which may have been of only a single segment.
Recent developments suggest a "slow start" algorithm is useful for opening the window after loss 111. This algorithm increases exponentially with each acknowledgement until reaching some threshold level such as the previous problem window size. Then it uses a linear increase to try and find the optimum "congestion window" without causing the window size to oscillate around the right value. The exponential to linear switch is designed to be stable in situations where the network is quick to fail and slow to recover.
We compared the throughput and number of unnecessary retransmissions for a conventional windowing TCP to those of a TCP using the slow start and congestion controlled window mechanisms.
7.3
Topology and Measurement Paths Figure 4 shows the relevant network topology for the TCP measurement work.
Tests were run for the paths listed below. The same experiments were also repeated for multiple simultaneous connections from TCP sources at UCL to sinks at one other remote site, and for differing remote sinks. 
Results
The following sections contain the results of the tests done to measure the effect of the parameters described in the previous sections.
RTT Estimation -These experiments
were done between a Sun on the UCL LAN and the satellite echo host. We used XTCP [13] , (an experimental It is higher than it should be due to the high basic delay over SAT-NET, which causes errors in estimation to be exaggerated.
The addition of variance to the calculation of SRTT produced a marked improvement.
The SRTT much more closely follows the RTT curve. The peak near the beginning of each sequence plot corresponds with the initial high load as TCP finds a correct window (see below). In the steady state, the mean and variance of the round trio time fit closelv with those seen directlv at the IP level.
MSS:
x 210 0 420
Time (sets) The TCP MSS sizes chosen were one and two times the IP MSS, minus the TCP header size. In the graph, X's indicate the 1X size (210 octets), and O's indicate the 2X size (420 octets).
It was hypothesized that for the larger MSS, there might be more retransmissions due to loss of IP fragments than there would be for the smaller MSS, but that there would be more header overhead for the smaller MSS. However, the effect on throughput of MSS (at least at one times and two times the SAT-NET IP MSS) did not seem to be very large in these tests. One effect seen here is the more catastrophic collapse of the connection &on after startup for the caSe when the TCP MSS exceeds the IP MSS.
Retransmission -These experiments
were done between a Sun on the NTA-RE LAN and one on the UCL LAN, using XTCP with MSS = 420 octets, and a maximum receive window of 16 Kbytes. Figure 7 shows retransmissions after loss/congestion for two retransmission strategies with Kbytes transmitted plotted against time. Dots indicate 'Standard' TCP which retransmits whole windows, and +'s indicate 'Slow Start' TCP which opens up the window slowly after packet loss.
The figure shows that'for 'Standard' TCP, after a packet loss, there are a significant number of retransmissions. It also shows that for 'Slow Start' TCP there are far fewer retransm&sions as the window is opened first exponentially and then linearly. Basically only the packet that was lost gets retransmitted. In SATNET, packet loss is typically due to bit errors rather than congestion, so losing one pacitet does not imply the loss of any of the following packets. For packet loss due to congestion, the retransmissions incurred in the first case might not turn out to be as "unnecessary". Kbytes transmitted is plotted against time to show the differences between 'Standard' and 'Congestion Window' TCPs. The figure (dots) shows the effects of retransmitting the whole window after a start or packet loss. If there were congestion, this strategy only makes matters worse. If there is random packet loss, as in SATNET, this causes unnecessary retransmission of packets that were not lost and lowers throughput.
The figure (X's) also shows that the use of a congestion window avoids the problem of "unnecessary" retransmissions. However, when the packet loss is due to random bit errors rather than congestion, there is unnecessary throttling of transmissions and there-fore lower throughput.
Each glitch in the line is a lost, packet. Counting through these we can see around a I% packet loss rate. (Since TCP is using an MSS of two IP maximum fragments, this represents closer to 2% TCP packet loss). At this level, the exponential/linear congestion algorithm can never find the right bandwidth.
Analysis shows that we can expect less than half the bandwidth that IP might achieve. These results point to the problem in interpreting packet loss as an indication of congestion in an environment where packet loss is actually caused by bit errors.
SATNET and ARPANET -This experiment was a run of XTCP over a path involving both SATNET and ARPANET, with an MSS of 512 octets, and an advertised receive window of 4 Kbytes. The path went from the UCL LAN to EDN-VAX.ARPA. 
Analysis of Results
A good transport protocol implementation in a connectionless Internet must adapt to loss, delay, load variations, and congestion.
Some initial TCP implementations had fixed timeouts and simplistic adaptive windows.
Usually these were intended for a low delay, low error rate, uncongested LAN. However, these implementations were ill-suited to the SATNET environment. Current measurements over SATNET, either by itself or further on into ARPANET, show that the combination of changes made to the 4.3BSD TCP have vastly improved TCP performance, from a previous throughput of 3-4 Kbits/sec, to greater than 12 Kbits/sec.
The most significant improvement is the reduction of the number of unnecessary retransmissions, which has effectively dropped to zero.
Recently, it has been observed that the characteristics of SAT-NET in terms of delay-bandwidth product match those of the Although SATNET is not identical to these networks, it should be an excellent starting place for investigating protocol behavior over such paths, since the actual data rates are slow enough that the quantity of data that must be collected to characterize such behavior is much lower than that required for a high speed, lower delay network.
It is also easier to timestamp events accurately without the requirement for special clock hardware.
Future work might include the addition of a possible selective acknowledgement/retransmission option to TCP [I] to deal with SATNET's random loss characteristics. The TCP implementa tion that uses "slow start" and "congestion avoidance" waits for one RTT after loss before retransmitting, and one RTT further for a possible acknowledgement before opening the whole window or starting the slow start. Selective acknowledgements could be used to decouple detection of random loss from detection and avoidance of congestion so that packet loss due to errors did not result in unnecessary throttling of throughput. 
