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Abstract: A damped oscillating convergence to a correct solution sometimes observed in decomposition method 
solutions of differential and partial differential equations is investigated. 
In solving algebraic, differential, or partial differential equations, using the decomposition 
method [1,2], we sometimes observe a damped oscillating convergence to the correct solution 
(i.e., ‘noisy’ convergence) in which successive approximants add and subtract ‘noise’ terms which 
do not contribute to the final solution. This paper demonstrates the above phenomena and 
provides some insight using a simple partial differential equation as an example. Consider the 
equation 
au/ax + au/ay = g(x, y), U(0, y) = U(X, 0) = 0, 
which is written as L,,,,u = g or 
L,u + L,u = g 
with L, = a/ax and L,, = a/i3y. Thus 
L,u = g - LYU, LYU = g - L,u. 
The inverse operators are LJ1 = /,-f[ -1 dx and LT1 = /,f[ -1 d y. Then 
L;‘L,u = L,‘g - L,‘L,u, L,-‘L,u = L;Ig - LilL,u, 
so that 
u = u(0, y) + L;‘g - L,-‘L,u, u = u(x, 0) + LJ’g - L,-‘L,u; 
adding and dividing by two gives 
u=i(u(o, y)+u(x,O)+[L;‘+L;‘]g-[L;‘L,+L;‘L,]u). 
Define 
u() = $( u(0, y) + u(x, 0) + [L;’ + L;‘] g). 
With the given conditions, ~(0, y) = u(x, 0) = 0, we have 
Uo=f[L;‘+L;‘]g. 
Letting u = Cr_,,u,,. Now 
u = 240 -+[L;‘L +L-* 
Y Y Lx] E un 
tl=O 
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where u,, has been defined and other components of u can be found from preceding compo- 
nents. Thus 
u*= -:[L;‘L,+L,‘L,]u,, 
u*= -4 
1 L,‘L, + L;‘Lx] u,, 
us= -$ 
1 L;‘L, + L;‘Lx] u2, 
etc. 
Thus 
u(xy) = f (-l)“($yL;‘Ly+ LV’Lx)“+(L;l + L;‘)g 
n=O 
= f (-l)“(f)“+l[L;‘L,+L,-‘L,]“.[L;*+L,-’]g, 
n=O 
as the complete solution. To look at this more closely, define g( x, y) = x + y. The solution is 
now u = xy, L,u =y and L,,u = x, ~(0, y) = u(x, 0) = 0. The equation is L,u + L,u = g = x + y. 
Now u. = i[L;’ + L;‘]g= f[L;’ + L;‘](x +y), hence 
uo=xy++(x2+y2), u,= -jxy-+(x2+y2), u2=fxy+i(x2+y2), 
u3 = -$xy- +(x2 +y’), uq = sxy + &(x2 +y’), 
u5= -ixy-&(x2+y2), . . . . etc. 
The first term of u. is already the correct solution. We observe terms adding and subtracting in 
pairs and we can guess xy is the solution. However, let us write the even and odd terms 
separately 
u= u, + U2 
where ur = Cz_o~2n and u2 = C~_o~2n+l. We now have 
u*= c - $[XY + a(x2+y2)], cc 
PI-0 
u2= c -2” 
n-o 
l [y + gx2+y2$ 
and 
u=E$ 
n-0 
[xy+i(x2+u2)] -n~o+[fxY+!(x2+Y2)l 
m 1 
=xyE $-fxyC 
n-0 n=O 
2” + +(x2 +y2) 2 $ - i(x’ +y2) f + 
n=O n=O 
= XY, 
and we see the ‘noise’ terms vanish in the summation. Consider the approximants to the solution 
given by t#~,, = CyIJui: 
+t = xy + :(x2 +y2), +z = GY, c#+ = xy + i(X2 +y’), 
+a = hY, $5 = xy + $(x2 +_Y’>, $J6 = QXY 9 
+, = xy + &(x2 +r’>, & = +by, +g = xy + &4(x2 +y2), 
&J= #XY, a-*, +2m = (1 - 1/2”)xy, &+t = xy + (1/2”+2)(x2 +y2); 
G. Adomian, R. Rach / Decomposition method solu~~ons 381 
and we see lim, _mq&, = lim, _.,+ Zm+, = xy. We can see the ‘noisy’ convergence or damped 
oscillation convergence as follows: Let x = y = 1, then u = 1, then 
+i = 1.5, +* = 0.5, r#BJ = 1.25, $Q = 0.75, 
$5 = 1.125, q& = 0.875, $, = 1.0625, & = 0.9375, 
& = 1.03125, &,=0.96875, . . . . +,=u=l. 
Let us look at add and even terms separately. For +dd the sequence is 1.5, 1.25, 1.125, 1.0625, 
1.03125 . . . --, 1. For &,, we have 0.5, 0.75, 0.875, 0.9375, 0.96875, . . . ---, 1. 
This behavior can arise also in differential and algebraic equations. Consider the equation 
du/dx + u* = 2x+x4. Write L= d/dx and g= 2x + x4. Then, u = L-‘g + L-’ E~coA, is the 
solution where the A, are Adomian’s [1,2] polynomials for u’. We get u,, = x2 + +,x5, U, = 
-L-IA,, = - L-‘[x4 + . . . ] = - fx’ + * . * . The solution is x2 and successive terms add and 
subtract extraneous or ‘noise’ terms. 
In the equation y’ = y - x with y(0) = 1, write Ly = -x + y. Then y = y(O) - L-lx + 
L-’ CF__boy,,. Then y0 = 1 - x2/2!, y, = x - x3/3!, y2 = x2/2! - x4/4!, y3 = x3/3! - x5/5!, etc., 
so that 
y = 1 - x2/2! + x - x3/3! + x2/2! - x4/4! + x3/3! 
and we see the successive cancellations. 
The solution is y = 1 + x. However, here the correct solution is not just in the y0 term. but in 
the first two terms of the decomposition, i.e. y0 + yi; the two-term approximant. and the 
cancellations occur in every other term. The very similar equation y’ = x +y with y(O) = 1, on 
the other hand, converges smoothly to 
2x3 
y=1+x+x*+- + 2x4 + _ 
3! 4! 
. . . =2e”-x-1. 
Similarly the equation u, + u,, + uz + u, =Owithu(O, y, z, t)= -x+y+z--t, u(x.0, 2, t)= 
x+z-r, u(x, y,O, t)=x-y-t, u(x, y, z,O)=x-y+z converges smoothly to u=k(x-y 
+z- t) with k rapidly approaching 1. The sum of the first five terms has k = 0.9990 and for six 
terms k = 0.9998. We observe that the anomalous behavior appears to arise where there is a 
certain relationship between the forcing function, the operator, and the correct solution. In the 
first ‘noisy’ case, the correct solution is already present in the y,, term with an added ‘noise’ 
term. In the second, the correct solution is present in the two-term approximant y,, + y1 with an 
added ‘noise’. In the equation y’ = x + y which converged smoothly to y = 2 ex - x - 1, the 
correct solution is not present in the y0 term or a low-order approximant. While this noisy 
convergence really causes no problems since the first few terms show the behavior and the 
solution is generally obvious, it would nevertheless be desirable to know in a complicated partial 
differential equation in four dimensions that the u0 term, for example, was already the solution 
and other terms would vanish in the sum without any more differentiations and integrations. In a 
computer program, this behavior would be very quickly verified. 
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