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A supplement to the laws of large numbers and the large deviations
Deli Li1 · Yu Miao2 ∗
Abstract Let 0 < p < 2. Let {X,Xn;n ≥ 1} be a sequence of independent and identically
distributed B-valued random variables and set Sn =
∑n
i=1Xi, n ≥ 1. In this paper, a supplement
to the classical laws of large numbers and the classical large deviations is provided. We show that
if Sn/n
1/p →P 0, then, for all s > 0,
lim sup
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
= −(β¯ − p)/p
and
lim inf
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
= −(β − p)/p,
where
β¯ = − lim sup
t→∞
log P(log ‖X‖ > t)
t
and β = − lim inf
t→∞
log P(log ‖X‖ > t)
t
.
The main tools employed in proving this result are the symmetrization technique and three pow-
erful inequalities established by Hoffmann-Jørgensen (1974), de Acosta (1981), and Ledoux and
Talagrand (1991), respectively. As a special case of this result, the main results of Hu and Nyrhinen
(2004) are not only improved, but also extended.
Keywords Laws of large numbers · Large deviations · Heavy-tailed random variables · Loga-
rithmic asymptotic behaviors · Sums of i.i.d. random variables
Mathematics Subject Classification (2010) Primary 60F10 · Secondary 60B12 · 60F05 ·
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1 Introduction
Throughout this paper, let (B, ‖ · ‖) be a real separable Banach space equipped with its Borel
σ-algebra B (= the σ-algebra generated by the class of open subsets of B determined by ‖ · ‖).
Let {X,Xn; n ≥ 1} be a sequence of independent and identically distributed (i.i.d.) B-valued
random variables defined on a probability space (Ω,F ,P). As usual, let Sn =
∑n
k=1Xk, n ≥ 1
denote their partial sums.
Many questions in probability theory can be formulated as a law of large numbers. To bring
into focus of essence of this paper, we begin the statements of the classical laws of large numbers.
If 0 < p < 2 and if {X,Xn; n ≥ 1} is a sequence of i.i.d. real-valued random variables (that is, if
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B = R), then
lim
n→∞
Sn
n1/p
= 0 almost surely (a.s.) if and only if E|X|p <∞ where EX = 0 whenever p ≥ 1
(1.1)
and
Sn
n1/p
→P 0 if and only if


lim
n→∞
nP
(
|X| > n1/p
)
= 0 if 0 < p < 1,
lim
n→∞
(EXI(|X| ≤ n) + nP (|X| > n)) = 0 if p = 1,
EX = 0 and lim
n→∞
nP
(
|X| > n1/p
)
= 0 if 1 < p < 2,
(1.2)
where “→P” stands for convergence in probability. Statement (1.1) is the famous Kolmogorov-
Marcinkiewicz-Zygmund strong law of large numbers (SLLN) (see Kolmogoroff (1930) for p =
1 and Marcinkiewicz and Zygmund (1937) for p 6= 1) and statement (1.2) is the celebrated
Kolmogorov-Feller weak law of large numbers (WLLN) (see the books by Gnedenko and Kol-
mogorov (1968) and Feller (1971)).
The classical Kolmogorov SLLN in real separable Banach spaces was established by Mourier
(1953). The extension of the Kolmogorov-Marcinkiewicz-Zygmund SLLN to B-valued random
variables is independently due to Azlarov and Volodin (1981, Theorem) and de Acosta (1981,
Theorem 3.1) who showed that, if 0 < p < 2 and if {X,Xn; n ≥ 1} is a sequence of i.i.d. B-valued
random variables, then
lim
n→∞
Sn
n1/p
= 0 a.s. if and only if E‖X‖p <∞ and
Sn
n1/p
→P 0.
In addition, de Acosta (1981, Theorem 4.1) provided a remarkable characterization of Rademacher
type p (1 ≤ p < 2) Banach spaces via the SLLN by showing that the following two statements are
equivalent:
(i) The Banach space B is of Rademacher type p.
(ii) For every sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables,
lim
n→∞
Sn
n1/p
= 0 a.s. if and only if E‖X‖p <∞ and EX = 0.
We refer to Ledoux and Talagrand (1991) for the definitions of Rademacher type p and stable type
p Banach spaces. Marcus and Woyczyn´ski (1979, Theorem 5.1) provided a remarkable character-
ization of stable type p (1 ≤ p < 2) Banach spaces via the WLLN by showing that the following
two statements are equivalent:
(i) The Banach space B is of stable type p.
(ii) For every sequence {X,Xn; n ≥ 1} of i.i.d. symmetric B-valued random variables,
Sn
n1/p
→P 0 if and only if lim
n→∞
nP
(
‖X‖ > n1/p
)
= 0.
Obviously, the SLLN and WLLN results say little or nothing about the rate of convergence,
however, which is often important for many applications of probability theory.
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Let {X,Xn;n ≥ 1} be a sequence of i.i.d. real-valued random variables. Crame´r (1938) and
Chernoff (1952) showed that if
M(t) ≡ E
(
etX
)
<∞ ∀ t ∈ R, (1.3)
then
(i) for every closed set A ⊆ R,
lim sup
n→∞
1
n
log P (Sn/n ∈ A) ≤ −Λ(A),
(ii) for every open set A ⊆ R,
lim inf
n→∞
1
n
logP (Sn/n ∈ A) ≥ −Λ(A),
where, for x ∈ R and A ⊆ R, λ(x) = supt∈R (tx− logM(t)), Λ(A) = infx∈A λ(x). This funda-
mental result is what we call the large deviation principle (LDP) for partial sums {Sn, n ≥ 1}.
Clearly, under condition (1.3), the LDP characterizes the exponential concentration behavior, as
n → ∞, of a sequence of probabilities {P (Sn/n ∈ A) ; n ≥ 1} in terms of a rate function Λ(A),
A ⊆ R. Donsker and Varadhan (1976) and Bahadur and Zabell (1979) established a LDP for
sums of i.i.d. B-valued random variables. The large deviations theory has applications in many
different scientific fields, ranging from queuing theory to statistics and from finance to engineering.
Note that (1.3) is the moment generating function ofX which is a very strong moment condition
of X . Thus, one may ask, naturally, whether there is some LDP analog under Sn/n
1/p →P 0 (i.e.,
WLLN condtion) only. This paper will provide a positive answer; see Theorem 2.1 in Section 2.
The second motivation of this paper comes from the following logarithmic asymptotic behaviors
obtained by Gantert (2000) for the partial sums of i.i.d. non-negative random variables.
Theorem 1.1. (Gantert (2000, Theorem 2)) Let {X,Xn;n ≥ 1} be a sequence of non-negative
i.i.d. random variables and set Sn =
∑n
i=1Xi, n ≥ 1. Let α > 1. Then the following holds.
(a) If EXα = ∞ and P(X > t) ≥ L(t)/tα for some slowly varying function L, then for every
m > 0 and x ≥ 1,
lim inf
n→∞
1
logn
log P (Sn ≥ n
xm) ≥ −αx+ 1.
(b) If EXp <∞ for each p < α, then for every m > EX and x ≥ 1,
lim sup
n→∞
1
log n
logP (Sn ≥ n
xm) ≤ −αx+ 1.
To further investigate the logarithmic asymptotic behaviors for the partial sums Sn, Hu and
Nyrhinen (2004) introduced the following two parameters for non-negative random variable X ,
namely
α¯ = − lim sup
t→∞
1
t
logP(logX > t) ∈ [0,∞]
and
α = − lim inf
t→∞
1
t
logP(logX > t) ∈ [0,∞].
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Clearly, α¯ ≤ α. As pointed out by Hu and Nyrhinen (2004), a useful fact is that
α¯ = sup
{
λ ≥ 0; EXλ <∞
}
,
and hence, if α¯ <∞, then X is heavy tailed, namely, EeλX =∞ for every λ > 0.
Write x¯ = max{1, 1/α¯} if α¯ > 0 and x = max{1, 1/α}. Hu and Nyrhinen (2004) established
the following large deviations for the partial sums of non-negative i.i.d. random variables.
Theorem 1.2. (Hu and Nyrhinen (2004, Theorems 2.1 and 2.2)) Let {X,Xn;n ≥ 1} be a sequence
of non-negative i.i.d. random variables. We have:
(i) Assume that α¯ ∈ (0,∞). Then for every x > x¯,
lim sup
n→∞
1
logn
log P (Sn > n
x) = −α¯x+ 1.
If in addition α <∞, then for every x > x¯,
lim inf
n→∞
1
log n
logP (Sn > n
x) = −αx+ 1.
(ii) If α¯ = 0, then for every x > 1,
lim sup
n→∞
P (Sn > n
x) = 1.
(iii) If α¯ =∞, then for every x > 1,
lim
n→∞
1
logn
log P (Sn > n
x) = −∞.
Motivated the above-mentioned results, Miao, Xue, Wang, and Zhao (2012) established the
logarithmic asymptotic behaviors for the cases of m-stationary sequences and stationary negatively
associated sequences. Recently, Wang (2017) not only improved the logarithmic asymptotic results
obtained by Miao, Xue, Wang, and Zhao (2012) for the partial sums of stationary sequences, but
also generalized the results to classes of acceptable random variables and widely acceptable random
variables.
Inspired by the above discovery by Gantert (2000) and Hu and Nyrhinen (2004), in the current
work a supplement to the classical laws of large numbers and the classical large deviations will be
provided. We will establish the large deviations for the tail probabilities P
(
‖Sn‖ > sn
1/p
)
for all
s > 0 by giving the exact values for
lim sup
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
and lim inf
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
,
where {X,Xn; n ≥ 1} is a sequence of i.i.d. B-valued random variables and 0 < p < 2.
The plan of the paper is as follows. The main results are stated in Section 2. Our main results,
Theorems 2.1, 2.2, and 2.3 are stated in Section 2. For the case 1 ≤ p < 2, our results are new
even in the case where the Banach space is the real line. Some preliminary lemmas are presented
in Section 3 and the proofs of our main results are given in Section 4. The main tools employed
in proving the main results are the remarkable Hoffmann-Jørgensen (1974) inequality, de Acosta
(1981) inequality, the symmetrization technique, and an inequality of Ledoux and Talagrand
(1991), etc.
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2 Statement of the main results
Let X be a B-valued random variable. Write
β¯ = − lim sup
t→∞
1
t
log P(log ‖X‖ > t) ∈ [0,∞] (2.1)
and
β = − lim inf
t→∞
1
t
log P(log ‖X‖ > t) ∈ [0,∞]. (2.2)
For any real numbers x ∈ (0,∞) and y ∈ (−∞,∞), by convention, (±∞+ y)/x = ±∞.
We now state our main results.
Theorem 2.1. Let 0 < p < 2. Let {X,Xn;n ≥ 1} be a sequence of i.i.d. B-valued random
variables and set Sn =
∑n
i=1Xi, n ≥ 1. If
Sn
n1/p
→P 0, (2.3)
then, for all s > 0,
lim sup
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
= −
(
β¯ − p
)
/p (2.4)
and
lim inf
n→∞
1
log n
logP
(
‖Sn‖ > sn
1/p
)
= −
(
β − p
)
/p. (2.5)
Hence, under condition (2.3), for all s > 0,
lim
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
= −
(
βˆ − p
)
/p if and only if β¯ = β = βˆ. (2.6)
Remark 2.1. Clearly, condition (2.3) is the weak law of large numbers for partial sums Sn, n ≥ 1.
For given 0 < p < 1, it is well known that (2.3) is equivalent to
lim
n→∞
nP
(
‖X‖ > n1/p
)
= 0.
Remark 2.2. Let 1 ≤ p < 2 and let {bn;n ≥ 1} be an increasing sequences of positive real numbers
such that {
bn/n
1/p; n ≥ 1
}
is a nondecreasing sequence.
Using a remarkable characterization of stable type p Banach spaces provided by Marcus and Woy-
czyn´ski (1979), Li, Liang, and Rosalsky (2018, Corollary 3.2) showed that, if B is of stable type
p, then for every sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables,
Sn − γn
bn
→P 0 or lim sup
n→∞
P
(
‖Sn − γn‖
bn
> λ
)
> 0 ∀ λ > 0 (2.7)
according as
lim
n→∞
nP(‖X‖ > bn) = 0 or lim sup
n→∞
nP(‖X‖ > bn) > 0, (2.8)
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where γn = nE (XI{‖X‖ ≤ bn}), n ≥ 1. For the special case bn = n
1/p, it can be easily deduced
from the equivalence between (2.7) and (2.8) that, if B is of stable type p, then for every sequence
{X,Xn; n ≥ 1} of i.i.d. B-valued random variables, (2.3) holds if and only if

EX = 0 and lim
n→∞
nP
(
‖X‖ > n1/p
)
= 0 if 1 < p < 2,
lim
n→∞
(‖EXI(‖X‖ ≤ n)‖+ nP (‖X‖ > n)) = 0 if p = 1.
It is well known that all real separable Hilbert spaces, Lp spaces (p ≥ 2), and real separable
finite-dimensional Banach spaces are of stable type p for all 0 < p ≤ 2. It now follows from
Theorem 2.1 and Remarks 2.1 and 2.2 that the following theorem provides large deviations for
sums of heavy-tailed i.i.d. real-valued random variables.
Theorem 2.2. Let 0 < p < 2. Let {X,Xn;n ≥ 1} be a sequence of i.i.d. real-valued random
variables such that

lim
n→∞
nP
(
|X| > n1/p
)
= 0 if 0 < p < 1,
lim
n→∞
(EXI(|X| ≤ n) + nP (|X| > n)) = 0 if p = 1,
EX = 0 and lim
n→∞
nP
(
|X| > n1/p
)
= 0 if 1 < p < 2.
(2.9)
Then, for all s > 0,
lim sup
n→∞
1
log n
logP
(
|Sn| > sn
1/p
)
= −
(
β¯ − p
)
/p
and
lim inf
n→∞
1
log n
logP
(
|Sn| > sn
1/p
)
= −
(
β − p
)
/p,
where β¯ and β are defined by (2.1) and (2.2) respectively when ‖X‖ is replaced by |X|. Hence,
under condition (2.9), for all s > 0,
lim
n→∞
1
log n
log P
(
|Sn| > sn
1/p
)
= −
(
βˆ − p
)
/p if and only if β¯ = β = βˆ. (2.10)
Using Theorem 2.2, we can establish large deviations for sums of heavy-tailed i.i.d. non-
negative random variables.
Theorem 2.3. Let {X,Xn;n ≥ 1} be a sequence of non-negative i.i.d. random variables. Write
α¯ = − lim sup
t→∞
1
t
logP(logX > t) and α = − lim inf
t→∞
1
t
logP(logX > t).
(i) If 0 < p < 1 and
lim
n→∞
nP
(
X > n1/p
)
= 0, (2.11)
then, for all s > 0,
lim sup
n→∞
1
logn
log P
(
Sn > sn
1/p
)
= − (α¯− p) /p
6
and
lim inf
n→∞
1
logn
log P
(
Sn > sn
1/p
)
= − (α− p) /p.
Hence, under condition (2.11), for all s > 0,
lim
n→∞
1
logn
log P
(
Sn > sn
1/p
)
= − (αˆ− p) /p if and only if α¯ = α = αˆ.
(ii) If 1 ≤ p < 2,
EX = µ ∈ (0,∞), and lim
n→∞
nP
(
X > n1/p
)
= 0, (2.12)
then, for all s > 0,
lim sup
n→∞
1
log n
logP
(
Sn > nµ+ sn
1/p
)
= − (α¯− p) /p (2.13)
and
lim inf
n→∞
1
log n
logP
(
Sn > nµ+ sn
1/p
)
= − (α− p) /p. (2.14)
Hence, under condition (2.12), for all s > 0,
lim
n→∞
1
log n
logP
(
Sn > nµ+ sn
1/p
)
= − (αˆ− p) /p if and only if α¯ = α = αˆ.
Remark 2.3. Theorem 2.3 (ii) is new.
Theorem 2.3 (i) improves Theorem 1.2 (i.e., Theorems 2.1 and 2.2 of Hu and Nyrhinen (2004)).
Note that, by Remark 3.1,
α¯ = − lim sup
t→∞
1
t
log P(logX > t) = sup
{
r ≥ 0; lim
n→∞
nP
(
X > n1/r
)
= 0
}
.
If α¯ > 0, then for every x > max{1, 1/α¯}, we have 0 < 1/x < min{1, α¯} and hence (2.11)
holds with p = 1/x. Hence, by Theorem 2.3 (i), Theorem 1.2 (i) and Theorem 1.2 (iii) follow if
0 < α¯ <∞ and α¯ =∞ respectively.
Obviously, the case where α¯ ∈ (0,∞) and α =∞ is not covered by Theorem 1.2. However, for
this case, by Theorem 2.3 (i), for all x > max{1, 1/α¯},
lim sup
n→∞
1
logn
log P (Sn > sn
x) = lim sup
n→∞
1
logn
log P
(
Sn > sn
1/p
)
= − (α¯− p) /p = −α¯x+ 1
and
lim inf
n→∞
1
log n
logP (Sn > sn
x) = lim inf
n→∞
1
logn
log P
(
Sn > sn
1/p
)
= −∞.
The assertion of Theorem 1.2 (ii) is simple. In fact, since {X,Xn;n ≥ 1} is a sequence of
non-negative i.i.d. random variables, for all s > 0,
P (Sn > sn
x) ≥ P
(
max
1≤k≤n
Xk > sn
x
)
= 1− (1− P (X > snx))n .
If α¯ = 0, then, by Remark 3.1, for all x > 0 and all s > 0,
lim sup
n→∞
nP (X > snx) =∞
7
which ensures
lim inf
n→∞
(1− P (X > snx))n = 0,
and hence,
lim sup
n→∞
P (Sn > sn
x) = 1,
i.e., Theorem 1.2 (ii) follows.
3 Preliminary lemmas
To prove our main results, we use the following preliminary lemmas.
Lemma 3.1. Let X be a B-valued random variable. Then
β¯ = − lim sup
t→∞
1
t
logP(log ‖X‖ > t) = sup
{
r ≥ 0; lim
t→∞
trP(‖X‖ > t) = 0
}
, (3.1)
β = − lim inf
t→∞
1
t
log P(log ‖X‖ > t) = sup
{
r ≥ 0; lim inf
t→∞
trP(‖X‖ > t) = 0
}
. (3.2)
Proof We will only give the proof of (3.1) since a proof of (3.2) can be culled from the proof of
(3.1) with obvious modifications.
Replacing t by log t, we have
β¯ = − lim sup
t→∞
1
t
logP(log ‖X‖ > t) = − lim sup
t→∞
1
log t
logP(‖X‖ > t).
If 0 ≤ β¯ <∞, then, for any given ǫ > 0,
P(‖X‖ > t) ≤ t−β¯+ǫ sufficiently large t (3.3)
and there exists a sequence {tn,ǫ; n ≥ 1} of increasing positive numbers such that
lim
n→∞
tn,ǫ =∞ and P (‖X‖ > tn,ǫ) ≥ t
−β¯−ǫ
n,ǫ , n ≥ 1. (3.4)
From (3.3) and (3.4), we have
β¯ − ǫ ≤ sup
{
r ≥ 0; lim
t→∞
trP(‖X‖ > t) = 0
}
≤ β¯ + ǫ,
and hence, letting ǫց 0, (3.1) holds if 0 ≤ β¯ <∞.
If β¯ =∞, then, for any given M > 0,
P(‖X‖ > t) ≤ t−M sufficiently large t
which ensures
sup
{
r ≥ 0; lim
t→∞
trP(‖X‖ > t) = 0
}
≥M.
Hence, letting M →∞, (3.1) follows if β¯ =∞. 
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Remark 3.1. Let X be a B-valued random variable. Let β¯ and β be defined in Lemma 3.1. By
Lemma 3.1, it is easy to see that, for all s > 0,
β¯ = sup
{
r ≥ 0; lim
t→∞
trP(‖X‖ > t) = 0
}
= sup
{
r ≥ 0; lim
t→∞
trP(‖X‖ > st) = 0
}
and
β = sup
{
r ≥ 0; lim inf
t→∞
trP(‖X‖ > t) = 0
}
= sup
{
r ≥ 0; lim inf
t→∞
trP(‖X‖ > st) = 0
}
,
and hence,
β¯ = sup
{
r ≥ 0; lim
t→∞
tP
(
‖X‖ > st1/r
)
= 0
}
= sup
{
r ≥ 0; lim
n→∞
nP
(
‖X‖ > sn1/r
)
= 0
}
and
β = sup
{
r ≥ 0; lim inf
t→∞
tP
(
‖X‖ > st1/r
)
= 0
}
= sup
{
r ≥ 0; lim inf
n→∞
nP
(
‖X‖ > sn1/r
)
= 0
}
.
Remark 3.2. Let X be a B-valued random variable. Let X ′ be an independent copy of X. Write
t0 = inf {t ≥ 0; P(‖X‖ > t) ≤ 1/2}. Then t0 <∞. Hence, for t > t0, as
{‖X‖ > 2t, ‖X ′‖ ≤ t} ⊆ {‖X −X ′‖ > t} ⊆ {‖X‖ > t/2} ,
we have
P(‖X‖ > 2t) ≤ 2P (‖X −X ′‖ > t) .
Then, for r ≥ 0,
lim
t→∞
trP(‖X‖ > t) = 0 if and only if lim
t→∞
trP (‖X −X ′‖ > t) = 0
and
lim inf
t→∞
trP(‖X‖ > t) = 0 if and only if lim inf
t→∞
trP (‖X −X ′‖ > t) = 0.
Thus, by Lemma 3.1, we have
β¯ = − lim sup
t→∞
1
t
logP(log ‖X‖ > t) = − lim sup
t→∞
1
t
logP(log ‖X −X ′‖ > t)
and
β = − lim inf
t→∞
1
t
log P(log ‖X‖ > t) = − lim inf
t→∞
1
t
log P(log ‖X −X ′‖ > t).
The following lemma, which provides a symmetrization procedure for the large deviation for
B-valued random variables, may be of independent interest.
Lemma 3.2. Let {Yn; n ≥ 1} be a sequence of B-valued random variables such that
Yn →P 0. (3.5)
Let {Y ′n; n ≥ 1} be an independent copy of {Yn;n ≥ 1}. Write Yˆn = Yn − Y
′
n, n ≥ 1. Let
{an; n ≥ 1} be a sequence of positive numbers such that limn→∞ an = ∞. If there exist two
constants 0 ≤ γ¯ ≤ γ ≤ ∞ such that, for all s > 0,
lim sup
n→∞
1
an
logP
(
‖Yˆn‖ > s
)
= −γ¯ and lim inf
n→∞
1
an
logP
(
‖Yˆn‖ > s
)
= −γ, (3.6)
then, for all s > 0,
lim sup
n→∞
1
an
logP (‖Yn‖ > s) = −γ¯ and lim inf
n→∞
1
an
logP (‖Yn‖ > s) = −γ. (3.7)
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Proof For any given s > 0, it follows from (3.5) that there exists a positive integer n0 (which
depends on s only) such that, for all n ≥ n0,
P (‖Yn‖ > s/2) ≤ 1/2.
Then, for all n ≥ n0,
{‖Yn‖ > s, ‖Y
′
n‖ ≤ s/2} ⊆
{
‖Yˆn‖ > s/2
}
and
{
‖Yˆn‖ > 2s
}
⊆ {‖Yn‖ > s} ∪ {‖Y
′
n‖ > s} .
Then, for all n ≥ n0,
1
2
P
(
‖Yˆn‖ > 2s
)
≤ P (‖Yn‖ > s) ≤ 2P
(
‖Yˆn‖ > s/2
)
,
and hence,
1
an
log
(
1
2
P
(
‖Yˆn‖ > 2s
))
≤
1
an
log P (‖Yn‖ > s) ≤
1
an
log
(
2P
(
‖Yˆn‖ > s/2
))
. (3.8)
Since limn→∞ an =∞, (3.7) follows from (3.8) and (3.6). 
The first part of the following lemma is one of Le´vy’s inequalities (see, e.g., Ledoux and
Talagrand (1991, p.47)), the second part is a version of the Hoffmann-Jørgensen inequality due to
Li, Rao, Jiang, and Wang (1995, Lemma 2.2), and the third part is the second part of Proposition
6.8 of Ledoux and Talagrand (1991, p.156).
Lemma 3.3. Let {Vk; 1 ≤ k ≤ n} be a finite sequence of independent symmetric B-valued random
variables, and set Tn = V1 + ...+ Vn. We have
(i) For any t > 0,
P
(
max
1≤k≤n
‖Vk‖ > t
)
≤ 2P (‖Tn‖ > t) ;
(ii) For each integer j ≥ 1, there exist positive numbers Cj and Dj, depending only on j, such
that
P (‖Tn‖ > 2jt) ≤ CjP
(
max
1≤k≤n
‖Vk‖ > t
)
+Dj (P(‖Tn‖ > t))
j ;
(iii) If, for some 0 < r <∞, E ‖Vk‖
r <∞, 1 ≤ k ≤ n, then
E ‖Tn‖
r ≤ 2 · 3rE
(
max
1≤k≤n
‖Vk‖
r
)
+ 2 (3tn)
r ,
where tn = inf
{
t > 0; P (‖Tn‖ > t) ≤ (8 · 3
r)−1
}
.
The following lemma improves Corollary 2.3 of Hu and Nyrhinen (2004).
Lemma 3.4. Let {X,Xn;n ≥ 1} be a sequence of i.i.d. B-valued random variables. Let p > 0.
Then, for any s > 0,
lim sup
n→∞
1
logn
log P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= 0 ∧
(
−(β¯ − p)/p
)
(3.9)
and
lim inf
n→∞
1
logn
log P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= 0 ∧
(
−(β − p)/p
)
. (3.10)
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Proof For n ≥ 1, let hn(x) = 1− (1− x)
n, 0 ≤ x ≤ 1. Clearly, hn(x) is an increasing function on
[0, 1]. Then, for 1/n ≤ x ≤ 1, we have
1
2
≤ 1−
(
1−
1
n
)n
= hn(1/n) ≤ 1− (1− x)
n ≤ hn(1) = 1.
For 0 ≤ x ≤ 1/n, using the second-degree Taylor polynomial of hn(x) at x = 0 with remainder,
we have
nx
2
≤ nx−
(nx)2
2
≤ nx−
n(n− 1)x2
2
≤ 1− (1− x)n ≤ nx.
Hence, for all 0 ≤ x ≤ 1, we have
1 ∧ (nx)
2
≤ 1− (1− x)n ≤ 1 ∧ (nx). (3.11)
Note that
P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= 1−
(
1− P
(
‖X‖ > sn1/p
))n
, n ≥ 1.
Thus it follows from (3.11) that
1 ∧
(
nP
(
‖X‖ > sn1/p
))
2
≤ P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
≤ 1 ∧
(
nP
(
‖X‖ > sn1/p
))
, n ≥ 1,
and hence,
lim sup
n→∞
1
log n
log P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= lim sup
n→∞
1
logn
log
(
1 ∧
(
nP
(
‖X‖ > sn1/p
)))
= 0 ∧
(
lim sup
n→∞
1
log n
log
(
nP
(
‖X‖ > sn1/p
)))
= 0 ∧
(
1 + lim sup
n→∞
1
log n
logP
(
‖X‖ > sn1/p
))
= 0 ∧
(
1 + lim sup
n→∞
(
log
(
sn1/p
)
logn
×
1
log (sn1/p)
log P
(
‖X‖ > sn1/p
)))
= 0 ∧
(
1 +
1
p
lim sup
t→∞
1
log t
log P(‖X‖ > t)
)
= 0 ∧
(
1 +
1
p
(
−β¯
))
= 0 ∧
(
−(β¯ − p)/p
)
,
proving (3.9). Similary (3.10) follows when lim sup
n→∞
is replaced by lim inf
n→∞
. 
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Lemma 3.5. Let 0 < p < 2. Let {X,Xn;n ≥ 1} be a sequence of i.i.d. B-valued random variables
such that (2.3) holds. Then
lim
t→∞
tpP(‖X‖ > t) = 0 and p ≤ β¯. (3.12)
Proof Let {X ′, X ′n; n ≥ 1} be an independent copy of {X,Xn;n ≥ 1}. Let Xˆ = X − X
′ and
Xˆn = Xn −X
′
n, n ≥ 1. Then {Xˆ, Xˆn;n ≥ 1} is a sequence of i.i.d. symmetric B-valued random
variables. Note that (2.3) implies
Sˆn
n1/p
→P 0,
where Sˆn =
∑n
k=1 Xˆk, n ≥ 1. Thus, applying Lemma 3.3 (i), we have
P
(
max
1≤k≤n
‖Xˆk‖ > n
1/p
)
≤ 2P
(
‖Sˆn‖ > n
1/p
)
→ 0 as n→∞,
and hence,
P
(
max
1≤k≤n
‖Xˆk‖ > n
1/p
)
= 1−
(
1− P
(
‖Xˆ‖ > n1/p
))n
→ 0 as n→∞
which is equivalent to
nP
(
‖Xˆ‖ > n1/p
)
→ 0 as n→∞.
Thus, by Remarks 3.1 and 3.2, (3.12) follows. 
The following lemma is one of the de Acosta (1981) inequalities.
Lemma 3.6. For every 1 ≤ r ≤ 2 there exists a positive constant C(r) such that for any separable
Banach space B and any finite sequence {Vk; 1 ≤ k ≤ n} of independent B-valued random
variables with E‖Vk‖
r <∞, 1 ≤ k ≤ n, and Tn = V1 + ... + Vn,
E |‖Tn‖ − E‖Tn‖|
r ≤ C(r)
n∑
k=1
E‖Vk‖
r;
if r = 2 then it is possible to take C(2) = 4.
Let m(Y ) denote a median for a real-valued random variable Y . The following lemma is used
to prove Theorem 2.3. The first part was obtained by Li and Rosalsky (2004, Lemma 3.1) and
the second part was established by Petrov (1975) (also see Petrov (1995, Theorem 2.1)).
Lemma 3.7. Let {Vk; 1 ≤ k ≤ n} be a finite sequence of independent real-valued random variables
and set T0 = 0 and Tk = V1 + · · ·+ Vk, 1 ≤ k ≤ n. Then, for every real t,
P
(
max
1≤k≤n
(Vk +m (Tk−1)) > t
)
≤ 2P
(
max
1≤k≤n
Tk > t
)
, (3.13)
P
(
max
1≤k≤n
(Tk +m (Tn − Tk)) > t
)
≤ 2P (Tn > t) . (3.14)
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4 Proofs of the main results
With the preliminaries accounted for, Theorem 2.1 may be proved.
Proof of Theorem 2.1 Applying Remark 3.2 and Lemma 3.2, without loss of generality, we can
assume that {X,Xn;n ≥ 1} is a sequence of i.i.d. symmetric B-valued random variables. Thus,
by Lemma 3.3 (i), for all s > 0,
P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
≤ 2P
(
‖Sn‖ > sn
1/p
)
, n ≥ 1.
Hence, by Lemma 3.4, we have
lim sup
n→∞
1
logn
log P
(
‖Sn‖ > sn
1/p
)
≥ lim sup
n→∞
1
log n
log P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= 0∧
(
−(β¯ − p)/p
)
and
lim inf
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
≥ lim inf
n→∞
1
logn
log P
(
max
1≤k≤n
‖Xk‖ > sn
1/p
)
= 0 ∧
(
−(β − p)/p
)
.
By Lemma 3.5, it follows from (2.3) that p ≤ β¯ ≤ β. Thus,
lim sup
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
≥ −(β¯ − p)/p (4.1)
and
lim inf
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
≥ −(β − p)/p. (4.2)
For given p < q <∞, write
Vn,k = XkI
(
‖Xk‖ ≤ n
1/q
)
, 1 ≤ k ≤ n, Tn =
∑n
k=1 Vn,k
n1/p
, n ≥ 1.
Since, for each n ≥ 1, X1, ..., Xn are symmetric i.i.d. B-valued random variables, it is easy to see
that {
XkI
(
|Xk| ≤ n
1/q
)
−XkI
(
|Xk| > n
1/q
)
; 1 ≤ k ≤ n
}
and {Xk; 1 ≤ k ≤ n}
are identically distributed finite sequence of symmetric i.i.d. B-valued random variables. Note
that, for each n ≥ 1,
Tn =
1
2
(∑n
k=1
(
XkI
(
‖Xk‖ ≤ n
1/q
)
−XkI
(
‖Xk‖ > n
1/q
))
n1/p
+
Sn
n1/p
)
.
Thus it follows from (2.3) that, for any ǫ > 0,
P (‖Tn‖ > ǫ) ≤ P
(∥∥∥∥∥
∑n
k=1
(
XkI
(
‖Xk‖ ≤ n
1/q
)
−XkI
(
‖Xk‖ > n
1/q
))
n1/p
∥∥∥∥∥ > ǫ
)
+ P
(∥∥∥∥ Snn1/p
∥∥∥∥ > ǫ
)
= 2P
(∥∥∥∥ Snn1/p
∥∥∥∥ > ǫ
)
→ 0 as n→∞
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and hence,
tn = inf {t > 0; P (‖Tn‖ > t) ≤ 1/24} → 0 as n→∞.
By Lemma 3.3 (iii) with r = 1, we have
E ‖Tn‖ ≤ 6E
(
max
1≤k≤n
∥∥∥∥∥XkI
(
‖Xk‖ ≤ n
1/q
)
n1/p
∥∥∥∥∥
)
+ 6tn
≤ 6
(
n−(q−p)/(pq) + tn
)
→ 0 as n→∞.
(4.3)
Let δ = p
2
∧ (2−p)(q−p)
2p
> 0. Then
τ =
2
p
− 1−
2− p+ δ
q
=
2q − pq − 2p+ p2 − δp
pq
=
(q − p)(2− p)− δp
pq
≥
(q − p)(2− p)
2pq
> 0.
By Lemma 3.5, (2.3) implies that
E‖X‖p−δ <∞.
For given s > 0, it follows from (4.3), Markov’s inequality, and Lemma 3.6 (with r = 2) that, for
all sufficiently large n,
P (‖Tn‖ > s) ≤ P
(
|‖Tn‖ − E‖Tn‖| >
s
2
)
≤
E (‖Tn‖ − E‖Tn‖)
2
(s/2)2
≤
16
s2
n∑
k=1
E (‖Vn,k‖
2)
n2/p
=
(
16
s2
)
nE
(
‖X‖2I
(
‖X‖ ≤ n1/q
))
n2/p
≤
(
16
s2
) nE(‖X‖p−δ (n1/q)2−p+δ)
n2/p
=
(
16E‖X‖p−δ
s2
)
n−(
2
p
−1− 2−p+δ
q )
= O
(
n−τ
)
.
(4.4)
For given M > 0, let j = [M/τ ] + 1 and t =
s
2j
. Then, it follows from Lemma 3.3 (ii) and (4.4)
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that, for all sufficiently large n,
P (‖Tn‖ > s) = P (‖Tn‖ > 2jt)
≤ CjP
(
max
1≤k≤n
‖Vn,k‖ > t
)
+Dj (P(‖Tn‖ > t))
j
≤ CjP
(
n−
q−p
pq > t
)
+O
(
n−jτ
)
= O
(
n−M
)
,
and hence,
lim sup
n→∞
1
log n
logP (‖Tn‖ > s) ≤ −M.
Letting M →∞, we have, for all s > 0,
lim
n→∞
1
logn
log P (‖Tn‖ > s) = −∞. (4.5)
Since, for all s > 0,
P
(
‖Sn‖ > sn
1/p
)
≤ P (‖Tn‖ > s) + P
(
Sn
n1/p
− Tn 6= 0
)
= P (‖Tn‖ > s) + P
(∑n
k=1XkI
(
‖Xk‖ > n
1/q
)
n1/p
6= 0
)
≤ P (‖Tn‖ > s) + nP
(
‖X‖ > n1/q
)
≤ (2P (‖Tn‖ > s)) ∨
(
2nP
(
‖X‖ > n1/q
))
, n ≥ 1,
we have
logP
(
‖Sn‖ > sn
1/p
)
≤ log 2 + (logP (‖Tn‖ > s)) ∨
(
log
(
nP
(
‖X‖ > n1/q
)))
, n ≥ 1.
Note that
lim sup
n→∞
1
logn
log
(
nP
(
‖X‖ > n1/q
))
= 1 + lim sup
t→∞
1
log t
log
(
P
(
‖X‖ > t1/q
))
= 1 + lim sup
t→∞
(
log t1/q
log t
)
1
log t1/q
log
(
P
(
‖X‖ > t1/q
))
= −
(
β¯ − q
)
/q
and, similarly,
lim inf
n→∞
1
log n
log
(
nP
(
‖X‖ > n1/q
))
= −
(
β − q
)
/q.
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Thus, it follows from (4.5) that, for all s > 0,
lim sup
n→∞
1
logn
log P
(
‖Sn‖ > sn
1/p
)
≤ lim sup
n→∞
1
log n
(
log 2 + (logP (‖Tn‖ > s)) ∨
(
log
(
nP
(
‖X‖ > n1/q
))))
≤
(
lim
n→∞
1
log n
logP (‖Tn‖ > s)
)
∨
(
lim sup
n→∞
1
logn
log
(
nP
(
‖X‖ > n1/q
)))
= (−∞) ∨
(
(β¯ − q)/q
)
= −(β¯ − q)/q
and, similarly,
lim inf
n→∞
1
logn
log P
(
‖Sn‖ > sn
1/p
)
≤ −(β − q)/q.
Letting q ց p, we have, for all s > 0,
lim sup
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
≤ −(β¯ − p)/p (4.6)
and
lim inf
n→∞
1
log n
log P
(
‖Sn‖ > sn
1/p
)
≤ −(β − p)/p. (4.7)
Thus, (2.4) follows from (4.1) and (4.6) and, (2.5) follows from (4.2) and (4.7). The proof of
Theorem 2.1 is complete. 
Proof of Theorem 2.2 Since {X,Xn;n ≥ 1} is a sequence of i.i.d. real-valued random variables,
we have for 0 < p < 2, (2.3) and (2.9) are equivalent and hence, Theorem 2.2 follows from Theorem
2.1 immediately. 
Proof of Theorem 2.3 For 0 < p < 1, since {X,Xn;n ≥ 1} is a sequence of non-negative i.i.d.
random variables, we have, for all s > 0,
P
(
Sn > sn
1/p
)
= P
(
|Sn| > sn
1/p
)
, n ≥ 1,
and hence, the conclusions of Theorem 2.3 (i) follow from (2.11) and Theorem 2.2.
For 1 ≤ p < 2, since X is non-negative random variable, under condition (2.12), we have
Sn,µ
n1/p
→P 0, (4.8)
where Xµ = X − µ, Xn,µ = Xn − µ, and Sn,µ = X1,µ + · · ·+Xn,µ, n ≥ 1. It is easy to see that
lim sup
t→∞
1
t
logP(log |X − µ| > t) = lim sup
t→∞
1
t
logP(logX > t) = −α¯
and
lim inf
t→∞
1
t
log P(log |X − µ| > t) = lim inf
t→∞
1
t
log P(logX > t) = −α.
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Thus, it follows from (4.8) and Theorem 2.2 that, for all s > 0,
lim sup
n→∞
1
log n
log P
(
Sn > nµ+ sn
1/p
)
≤ lim sup
n→∞
1
log n
logP
(
|Sn,µ| > sn
1/p
)
= − (α¯− p) /p (4.9)
and
lim inf
n→∞
1
logn
log P
(
Sn > nµ+ sn
1/p
)
≤ lim inf
n→∞
1
logn
log P
(
|Sn,µ| > sn
1/p
)
= − (α− p) /p. (4.10)
Write S0,µ = 0 and
mn = max
0≤k≤n
m (Sk,µ) , n ≥ 1.
Since X1,µ, ..., Xn,µ are i.i.d. random variables, we have
max
0≤k≤n
m (Sn,µ − Sk,µ) = mn, n ≥ 1.
Hence, from (4.8), we have
lim
n→∞
mn
n1/p
= 0,
and furthermore, for given s > 0, by Lemma 3.7, for all sufficiently large n,
P
(
max
1≤k≤n
Xk > 3sn
1/p
)
≤ P
(
max
1≤k≤n
Xk,µ > 2sn
1/p
)
≤ P
(
max
1≤k≤n
Xk,µ > sn
1/p − 2mn
)
≤ P
(
max
1≤k≤n
(Xk,µ +m (Sk−1,µ)) > sn
1/p −mn
)
≤ 2P
(
max
1≤k≤n
Sk,µ > sn
1/p −mn
)
≤ 2P
(
max
1≤k≤n
(Sk,µ +m (Sn,µ − Sk,µ)) > sn
1/p
)
≤ 4P
(
Sn,µ > sn
1/p
)
.
(4.11)
Since, under condition (2.12), p ≤ α¯ ≤ α, by Lemma 3.4, (4.11) ensures that, for all s > 0,
lim sup
n→∞
1
logn
log P
(
Sn > nµ+ sn
1/p
)
= lim sup
n→∞
1
log n
logP
(
Sn,µ > sn
1/p
)
≥ lim sup
n→∞
1
log n
logP
(
max
1≤k≤n
Xk > 3sn
1/p
)
= − (α¯− p) /p
(4.12)
and, similarly,
lim inf
n→∞
1
logn
log P
(
Sn > nµ+ sn
1/p
)
≥ − (α− p) /p. (4.13)
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Thus, (2.13) follows from (4.9) and (4.12) and, (2.14) follows from (4.10) and (4.13). This com-
pletes the proof of Theorem 2.3. 
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