Given X ⊆ ZN , X is called a cyclic basis if (X + X) ∪ X = ZN , symmetric if x ∈ X implies −x ∈ X, and sum-free if (X + X) ∩ X = ∅. We ask, for which m, N ∈ Z + can the set of non-identity elements of ZN be partitioned into m symmetric sum-free cyclic bases? If, in addition, we require that distinct cyclic bases interact in a certain way, we get a proper relation algebra called a Ramsey algebra. Ramsey algebras (which have also been called Monk algebras) have been constructed previously for 2 ≤ m ≤ 7. In this manuscript, we provide constructions of Ramsey algebras for every positive integer m with 2 ≤ m ≤ 400, with the exception of m = 8 and m = 13.
Introduction and motivation
Let N be a positive integer,, and let Z N denote the ring of integers modulo N . For X ⊆ Z N , let X + X = {x 1 + x 2 : x 1 , x 2 ∈ X} .
A subset X ⊆ Z N is called a cyclic basis for Z N if (X + X) ∪ X = Z N . A cyclic basis X is called sum-free if (X + X) ∩ X = ∅.
One interesting question about cyclic bases is how small they can be. More precisely, let m(2, k) denote the largest N such that there is some A ⊆ Z N with |A| = k and A ∪ (A + A) = Z N (see [4] ). It is easy to see that m(2, k) = O(k 2 ); an interesting question is how large the coefficient α on k 2 can be made so that m(2, k) ≥ αk 2 . The largest α currently known is 1/3 − ε for any ε > 0 and for all sufficiently large k, due to Shen and Jia [5] . Jia's excellent manuscript [4] provides a great background on the topic of cyclic bases as well as a healthy list of references, and the authors wish to refer the interested reader to it.
For m ∈ Z + , a partition of Z N \ {0} into sets X 0 , X 1 , . . . , X m−1 is called a sum-free cyclic multi-basis if X i is a sum-free cyclic basis for i = 0, 1, . . . , m − 1.
A subset X ⊆ Z N is called symmetric if ∀x (x ∈ X → −x ∈ X); that is, X is closed under additive inverse. We take a moment to note that if X is symmetric, then X − X = X + X.
For ease, if a partition is a symmetric sum-free cyclic multi-basis, we shall call it an SSFCMB.
We also desire our partitions to have one more property:
If a partition has this property, we shall say that the partition satisfies the mandatory triangle condition. (The reason for this term is due to the connection to Ramsey algebras, which will be made clear shortly.)
The smallest example of a non-trivial SSFCMB which satisfies the mandatory triangle condition has parameters m = 2 and N = 5. The partition of Z 5 \ {0} that we use is X 0 = {1, 4} and X 1 = {2, 3}. We leave it to the reader to check that this partition is an SSFCMB possessing the mandatory triangle condition. The next smallest example has parameters m = 3 and N = 13. Here, the partition of Z 13 \ {0} is
X 1 = {2, 3, 10, 11} , and
In [1] , Comer constructs these previous two examples as well several others. The focus of this manuscript is to attack the following question: given m ∈ Z + , can we find N ∈ Z + and a partition of Z N \ {0} into m parts which is an SSFCMB that satisfies the mandatory triangle condition? Our main result is summarized below as Theorem 1. Theorem 1. For every positive integer m with 2 ≤ m ≤ 400, with the possible exception of m = 8 and m = 13, there exists a positive integer N and a partition of Z N \{0} which is an SSFCMB that satisfies the mandatory triangle condition.
The proof of Theorem 1 is based on an optimized computer search, whose inception was based in the ideas of Comer and Maddux. Section 2 describes our search algorithm. Section 3 describes how we have optimized the search. Appendix A contains the results of the search, summarized as a table of values of m and N , with enough information to recreate the partition (for the curious reader).
Before we get to the search algorithm, we wish to discuss the connection between SSFCMBs and the theory of relation algebras. A (proper) relation algebra is an algebra A, ∪, c , •, −1 , Id , where A is a subset of the power set of some equivalence relation E that forms a Boolean algebra A, ∪, c , the operator
• is composition of relations, the operator −1 is conversion of relations, and Id is the identity subrelation of E. A Ramsey algebra in m colors is a proper relation algebra where all of the atoms (i.e., minimal non-empty relations) A 0 , . . . , A m−1 distinct from Id satisfy
A cyclic Ramsey algebra in m colors is a Ramsey algebra where E = Z N ×Z N for some N ∈ Z + , and all of the atoms A i are defined by "difference sets" X i , so that A i = {(x, y) : x − y ∈ X i }, where −X i = X i . In this case, each X i ⊆ Z N is a symmetric sum-free cyclic basis, since it must satisfy X i + X i = Z N \ X i . Furthermore, the collection X 0 , . . . , X m−1 is an SSFCMB for Z N that has the additional property that each sum X i + X j is as large as it can possibly be; that is, ∀i,
Thus the existence of a cyclic Ramsey algebra in m colors is equivalent to the existence of an SSFCMB in m parts satisfying (1) and (2).
Our example above with m = 2 and N = 5 is a cyclic Ramsey algebra in 2 colors. Let X 0 = {1, 4} and X 1 = {2, 3}. Define two relations
Let R and B be the two atoms besides the identity Id = {(x, x) : x ∈ Z 5 }. They satisfy
Note that R • R = B ∪ Id follows from the fact that X 0 + X 0 = X 1 ∪ {0}. X 0 is sum-free, which means that R is "triangle-free," as in the graph depicted in Figure 1 . The graph depicts the relations R and B as sets of edges in K 5 colored red and blue, respectively.
Similarly, for m = 3 and N = 13 we can construct a cyclic Ramsey algebra in 3 colors. As above, let
, and
be a partition of the non-identity elements of Z 13 . Define three relations
See Figure 2 for a graph that depicts the relations R, B, and G as sets of edges in K 13 colored red, blue, and green, respectively. These examples illustrate the fact that the question of the existence of Ramsey algebras can be stated in purely graph-theoretical terms. This is where the name "Ramsey algebra" comes from -the atoms of a (cyclic) Ramsey algebra, interpreted as edge sets in a complete graph K N instead of as symmetric binary relations, yield an edge-coloring of K N in m colors that contains no monochromatic triangles. Note that under this interpretation, the mandatory triangle condition says that every edge participates in every possible type of triangle except for monochromatic triangles.
Let us pause briefly to discuss terminology further. The abstract-algebraic counterpart to Ramsey algebras has been used in the literature under various names for over 30 years. They were first mentioned by Maddux [9] but given no name. They have been called, variously, Monk algebras, Maddux algebras, and very recently, Ramsey algebras. In [3] , Hirsch and Hodkinson use the term "Monk algebra" to refer to a more general kind of algebra in which the colors can come in different "shades", but in their usage monochromatic triangles are still forbidden. In his 2011 talk at the AMS meeting in Iowa City [8] , Maddux defined (for the first time, it would seem) a Ramsey algebra as we did above. In [6] , Kowalski uses the term "Ramsey algebra" to refer to an abstract algebra, so that the Ramsey algebras of the present paper would be, in his terminology, representations of (Kowalski's) Ramsey algebras. We choose to adopt Maddux's terminology, since it allows the problem of existence of Ramsey algebras to be stated in purely combinatorial terms. See Kowalski's paper [6] for the abstractalgebraic treatment.
The question of the existence of Ramsey algebras in all numbers of colors was raised (though not in those terms) by Maddux in [9] , Problem 2.7. Sometime in the mid-80s, Erdős, Szemerédi, and Trotter gave a purported proof that Ramsey algebras exists for all sufficiently large m. Comer told Trotter about the problem sometime in the early-to-mid 80s. Trotter sent a version of the purported proof to Comer via e-mail, and Comer sent it to Maddux [7] . Unfortunately, their "proof" was in error, as their construction did not satisfy the mandatory triangle condition. Comer produced constructions of cyclic Ramsey algebras for m = 2, 3, 4, 5 in 1983 [1] . In 2011, Maddux produced constructions for m = 6, 7 using the same method as Comer but with a 2011 computer. Maddux failed to construct a Ramsey algebra for m = 8. In [6] , Kowalski simultaneously and independently derives results that match ours for 2 ≤ m ≤ 120. In addition, he finds different constructions over finite fields of prime-power order. The present authors independently rediscovered Comer's method of using so-called cyclotomic classes, and we show that Comer's method does not work for m = 8, but does work for all m between 9 and 400, except possibly for m = 13. Therefore, cyclic Ramsey algebras in m colors exist for all m between 2 and 400, except possibly 8 and 13. In addition, we found some SSFCMBs that failed to be Ramsey algebras (because they failed to satisfy the mandatory triangle condition).
Description of the search algorithm
To describe the algorithm we used to search for these SSFCMBs, we first bring the reader's attention to a property of the examples mentioned for m = 2 and m = 3. Recall that if m = 2, we may take N = 5, X 0 = {1, 4}, and X 1 = {2, 3}. Notice that 2 ∈ Z 5 is a generator of Z 
Again, 2 is a generator of Z × 13 , and we also have 10 , and
Based on these two constructions 1 , we tried to continue this pattern. That is, given m, we look at primes N = mk + 1 with k even. We find a generator x of Z × N , and construct the partition
For ease, if a partition constructed in this fashion is an SSFCMB, we shall call it a single-generator SSFCMB. We wish to make it clear that our algorithm searches only for single-generator SSFCMBs.
The search algorithm for single-generator SSFCMBs
Below we describe the search algorithm as a series of steps.
1. Use the Sieve of Eratosthenes to generate a list P of primes smaller than 2000000.
Fix a positive integer m.
3. Range over elements of P until we come across a prime N ≡ 1 (mod 2m). 8. Check that X 0 is sum-free and that |X 0 + X 0 | = N − k. If it is, proceed; otherwise, discard N and keep checking the elements of P .
Compute
To see that this collection of steps is sufficient for the constructed partition to form an SSFCMB, we turn our attention to Section 3, which provides the lemmas we used to complete some of the steps.
Efficiency lemmas
This section consists of a collection of lemmas which are used to improve the efficiency of the search algorithm. Together, they significantly reduce the number of checks that need to be made from what would be required in a naïve approach.
Lemma 1 states that for given m and prime N ≡ 1 (mod 2m), it suffices to check only a single generator. Lemma 2 states that we need only to check whether the element 1 is in X 0 + X 0 to determine if X 0 is sum-free. Lemma 3 states that if X 0 is a sum-free cyclic basis, then so is X i for i = 1, . . . , m − 1. Lemma 4 reduces the number of calculations required to check if an SSFCMB satisfies the mandatory triangle condition from O(N 2 ) to O(N ). Throughout this section, we let m ∈ Z + and let N = mk + 1 be a prime number. Note that a version of Lemma 1 appears in [1] .
Proof. Suppose x and y are generators of Z × N . We must show that every power of y m is some power of x m . To that end, fix a nonnegative integer . Since x is a generator of Z × N , there exists an integer α so that x α = y. Hence,
Proof. It is clear that if X 0 is sum-free, then 1 / ∈ (X 0 + X 0 ). For the other direction, suppose X 0 is not sum-free. This means there exist α, β, and γ so that
If min {α, β, γ} = α, we may factor out x mα from both sides of (3) 
Similarly, if min {α, β, γ} = γ, then we may factor out x mγ from both sides of (3), and get that 1 ∈ (X 0 + X 0 ).
Proof. First we check that each X i is sum-free. Every element of X i + X i is of the form
for some integers α and β. If there is an integer q so that x αm+i +x βm+i = x qm+i , then by factoring out x i , we have
which is a contradiction, as
Recall that x is a generator of Z × N , so there exists an integer k so that z = x k . Since x k / ∈ X i , we have x k−i / ∈ X 0 . This means there exist integers α and β so that
Multiplying both sides by x i achieves the desired result.
Proof. Fix i and j with i = j. Without loss of generality, say j > i. Given a nonnegative integer k, we need to show that there exist integers α and β so that
Since X 0 + X j−i = Z N \ {0}, there exist integers α and β so that
Multiplying both sides by x i gives the desired result.
Future directions
Although we have found constructions for many values of m, we have not gained any insight into any sort of pattern, as the sequence of successive moduli is not even monotonic. If there is a pattern, it currently eludes the authors. The recursive upper bound from [2, 10] gives R(3, 3, 3, 3, 3, 3, 3, 3) ≤ 109602. By checking every candidate prime up through this bound, we were able to determine that there is no single-generator SSFCMB for m = 8.
Theorem 2. Let N ∈ Z
+ . There does not exist a partition of Z N \ {0} into 8 parts that is a single-generator SSFCMB.
For the case of m = 13, the recursive bound is too large for the computing power available to the authors to rule out existence of a single-generator SS-FCMB. (The recursive upper bound is ≈ 1.69 · 10 10 .) However, if there is such a construction for m = 13, the modulus N must exceed 190997. Since this value is more than 100 times the size of those moduli for other similarly small values of m, we conjecture that there is no such partition for m = 13. Conjecture 1. Let N ∈ Z + . There does not exist a partition of Z N \ {0} into 13 parts that is a single-generator SSFCMB.
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A Table of m and corresponding moduli
As mentioned in Section 4, the values m = 8 and m = 13 are missing from the table.
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