In this paper we give deterministic competitive kserver algorithms for all k and all metric spaces. This settles the k-server conjecture ([MMS]) up to the competitive ratio. The best previous result for general metric spaces was a 3-server randomized competitive algorithm ([BKT]) and a non-constructive proof that a deterministic 3-server competitive algorithm exists ([BBKTW]). The competitive ratio we can prove is exponential in the number of servers. Thus, the question of the minimal competitive ratio for arbitrary metric spaces is still open.
Introduction
Competitive algorithms were introduced by Sleator and Tarjan ([ST] ) in the context of searching a linked list of elements and the paging problem.
[ST] sought a worst case complexity measure for on-line algorithms that have t o make decisions based upon current events without knowing what the future holds. The immediate problem is that on-line algorithms are incomparable, on-line algorithm A may be better than on-line algorithm B for one sequence of events and algorithm B may be better than A for another sequence of events.
The conceptual breakthrough in [ST] was to compare the algorithms, not t o each other, but to a globally optimal algorithm that knows the request sequence in advance. The competitive ratio of an on-line algorithm A is defined as the supremum, over all sequences of events and ad possible algorithms ADV, of the ratio between the cost of A and the cost of ADV. An algorithm that achieves a competitive ratio of c is called ccompetitive. If the competitive ratio is constant then the on-line algorithm may simply be called competitive. Borodin, Linial and Saks ([BLS] ) generalize the concept t o arbitrary task systems. Task systems capture a very large set of on-line problems but the generality of task systems implies that task systems cannot perform very well relative t o an optimal off-line (prescient) algorithm. [BLS] give an upper bound on the competitive ratio of any task system and show that some task systems have a matching lower bound. The competitive ratio upper bound for task systems depends on the number of states of the system. For a limited set of task systems, Manasse, McGeoch and Sleator ([MMS] ) later gave a decision procedure to determine if a given on-line algorithm is c-competitive. [MMS] generalize the paging problem to the k-server problem. The on-line k-server problem may be defined as follows: We are given a metric space M and k servers which move among the points of M. Repeatedly, a request, a point x in the metric space, is given. In response to this request, we must choose one of the k servers and move it from its current location to x, incurring a cost equal t o the distance from its current location t o x. Note that the paging problem with k page slots in memory and n pages overall is isomorphic to the k-server problem on a finite metric space with n points and a uniform distance matrix. A k-server algorithm is called competitive if the competitive ratio exists and depends solely on k. Considered as a task system and using the [BLS] upper bound, the competitive ratio depends on the number of points in the metric space.
The k-taxicab problem is a natural generalization of the k-server problem where requests are really pairs of points (3, t ) . The taxicab has t o "pick up" a passenger at s and then travel to t . When a request arrives only s is known, the destination t becomes known only when the taxicab arrives at s. The k-taxicab problem is not a task system. Karloff has shown a competitive 2-taxicab algorithm. Another version of the k-server problem is to charge for "time" rather than "transport". If we assume that all servers move at some common speed and allow all servers to move simultaneously then the off-line problem becomes one of minimizing the total time spent to serve the requests, subject to the limitation that requests are served in order of arrival. The on-line algorithm may position its servers to deal with future events but gets the next request only when the current event is dealt with. We call this version of the problem the min-time server problem. A min-time taxicab problem can be similarly defined. [MMS] give a lower bound for the competitive ratio of any on-line k-server algorithm: for any deterministic k-server algorithm and any metric space with more than k points there exists a sequence of requests such that the cost of the on-line algorithm is no less than k times the cost of an optimal off-line algorithm.
[MMS] also conjectured that this lower bound is tight, up to an additive term. This conjecture is known as the k-server conjecture. They proved the k-server conjecture for k = 2 and for a finite metric space of n points when k = n -1. (Other competitive 2-server algorithms were later given by Irani and Rubinfeld ([IR] ), by Chrobak and Larmore ([CL2] ), by Turpin [Tur] , and by the authors).
Prior to this paper, only the additional case k = 3 was solved for general metric spaces. This is due to Berman, Karloff and Tfirdos ([BKT) ). The competitive ratio is 3l7Oo0 ([Rag] ), and the algorithm is randomized. The competitive ratio for randomized on-line algorithms is described as an expectation. It is important to make precise the definition of the worst case competitive ratio for randomized algorithms. This can be done in terms of an adversial game with various assumptions on the strength of the adversary. The ( [BKT] ) algorithm uses randomization rather weakly; the randomization is used to select the next move but is'not used to "hide" the on-line configuration from the adversary designing the sequence. The lower bound of [MMS] holds for such randomized algorithms.
A general result of Ben-David et al. ([BBKTW])
gives a non-constructive proof that any randomized on-line algorithm of the form used in [BKT] implies a deterministic on-line algorithm, at the cost of squaring the competitive ratio. Randomized algorithms that use randomization t o hide the on-line configuration from the adversary are dealt with by Fiat et al. ([FKLMSY) , McGeoch and Sleator ([MS] ), and Karlin et al. ([KMMO] ).
Competitive k-server algorithms were discovered for specific metric spaces. Specifically, k-competitive deterministic on-line algorithms for points on a line (Chrobak et al. -[CKPV] ) and for points on a tree (Chrobak and Larmore -[CLl] ). Randomized on-line algorithms were discovered for resistive graphs (Coppersmith et al. -[CDRS] ) and points on a circle ([CDRS] and Karp - [Karl ) . A deterministic competitive k-server algorithm for the circle was recently discovered (Fiat et al. [FRRS] ). [CKPV] also prove that the optimal off-line k-server problem is equivalent to network flow problems and thus has a polynomial time solution.
The [MMS] definition of the competitive ratio allows an additive term in addition to the ratio; i.e., the online algorithm is allowed to perform some (constant) amount of work for free. The analysis of the line and tree algorithms above ( [CKPV] , [CLl] ) require this additive term. The analysis gives an additive term if the initial configuration does not have all servers starting at one common point. This term depends on the initial distances between the servers. While the analysis is clearly overly pessimistic, neither of these algorithms (or lazy variants) is k-competitive if one discards the additive term.
[FKLMSY] introduce the concept of an on-line algorithm competitive against a set of on-line algorithms. The idea is to combine two on-line algorithms to obtain a third algorithm which has the advantages of both, at least to within some ratio. The new algorithm can be viewed as some kind of MIN operator on the two input algorithms. For the paging problem, [FKLMSY] show that the MIN operation is possible and give tight bounds on what is realizable and what is not. Performing a MIN operation for other metric spaces was left as an open problem.
Our main result is a competitive k-server algorithm for any metric space called the Expand-Contract algorithm (denoted EC). We give a recursive construction for the k-server algorithm using &server algorithms, < k. The base case is the optimal greedy algorithm for one server. Our algorithm is deterministic and polynomial time. It requires no additive term in the definition of the competitive ratio, irrespective of the initial configuration.
Our construction also gives competitive algorithms for the k-taxicab problem, and for the min-time server/taxicab problems.
Extending the results in [FKLMSY], we describe a MIN operator for on-line k-server algorithms on any metric space. Viewed properly, the MIN operator follows immediately from a result of Baeza-Yates, Culberson and Rawlins on the m-lane cow problem ( [BCR] ) 455 or from Papadimitriou and Yannakakis on traversing a dynamically revealed layered graph ([PyI).
Our competitive k-server algorithm is simply the MIN operator applied to a large set of (noncompetitive) k-server algorithms. The basic observation we make is that one of our non-competitive kserver algorithms is competitive if the optimal off-line algorithm does little work. If the MIN operator is applied t o a set of algorithms, one of which is competitive, then the MIN algorithm must also be competitive. Thus, we relate the work done by the optimal offline algorithm t o the competitiveness of our MIN algorithm. If the optimal algorithm did perform a great deal of work then we perform a reorganization step, the cost of which is charged against the work that the optimal algorithm already did.
Basic Definitions
We define and describe k-server algorithms that work on any metric space. The underlying metric space M = (X,dist) will usually be omitted from the definitions. Definitions of k-server algorithms below are equivalent t o the definitions in [MMS] . The definition of competitiveness against other algorithms follows [FKLMSYJ. Note that this definition is similar t o the definition in [MMS] excluding the additive term that we disallow. Any algorithm that is competitive by this definition is also competitive according to [MMS] . 
The MIN Operator
In this section, we show how t o construct an online k-server algorithm, which is competitive against We remark that our MIN operator is noncommutative. Thus, MIN(A, B } may be different from MIN(B, A}.
MIN is equivalent to the strategy shown in [BCR] for the m-lane cow problem. The m-lane cow problem is to traverse m paths of unknown lengths and reach the end of one of them, and while doing so, traveling at most some constant times the length of the minimal path. [BCR] give a strategy for which the distance traveled during the traversal is at most 2em + 1 times the length of the shortest path. For any A;, define a path that traverses A;% configurations. The length of the path between two adjacent configurations is the minimal match between them, so the total length of a path is equal to Ai's total work. By [BCR] We note that a similar result can be reached using a layered graph traversal algorithm given by [Pyl. 4 The Expand Contract Algorit hm
In this section we show how to construct a competitive on-line k-server algorithm using competitive on-line algorithms for less than k servers. Our algorithm, EC (expand-contract algorithm), maintains a sphere with a center at z and a radius of I', which represents the current "region of activity". Initially, the radius of this sphere is twice the maximal distance between servers in the initial configuration, and the center is one of the servers participating in the maximal distance, EC partitions this sphere using a set of 2k concentric spheres with radii 1'/(4k + 2), 2r/(4k t 2), . . . , 2kr/(4k t 2).
EC simulates algorithms that partition their servers and requests depending on the request location relative to this set of spheres. EC computes MIN for these algorithms and follows the resulting k-server algorithm. Additionally, EC computes the minimal cost to serve subsequences of requests by an off-line algorithm whose initial configuration includes a server at the center point of the concentric spheres. When this cost exceeds a constant fraction of the radius of the "region of activity", EC moves all servers to the new request and restarts its computations. We call this a contract step. Requests not in the "region of activity" maintained by EC also cause EC to restart its computations, after adjusting the set of spheres. This is called an expand step. The adjustment is performed by computing a new radius I' to be twice the distance between the center z and the new request. Interestingly, EC may collapse to the Flush-WhenFull on-line algorithm for paging which is known to be k-competitive ([ST]). EC uses the MIN operator described in the previous section and this operator is not commutative. EC will collapse to FWF for some order of the arguments to MIN. For other orders, EC collapses to other competitive algorithms for paging.
We formally define the components used by EC:
Definition 8 Given a metric space M = (X,dist), for x E X and r E IR we define the sphere B ( z , r ) as the set of points { y E Xldist(z, y ) 5 r } . Definition 10 We define the optimal cost of a request sequence a, costopT(a), as
where A runs over all k-server algorithms and C runs over all k-server initial configurations.
We examine optimal algorithms on request sequences a = al . . .q,l of at least two requests, where a k-server algorithm and CO be a k-server initial configuration such that COStA(C0, a) = costopT(a). In Lemma 1 we show that if the optimal cost of a is less than r / 6 then A maintains a non-trivial partitioning of its servers with respect to some B; E B = B(a1, r, 2k). 
Competitive Analysis
Given a request sequence U and an initial configuration CO, EC divides o into subsequences T~, .
. . , T~ called phases. Each contract step performed by EC ends a phase, the request that caused the contract included in the phase. The end of U also ends a phase. We use the term complete to refer to a phase that ends with a contract step. The last phase might be incomplete. We use a slightly different analysis for request sequences that end with a complete phase and for request sequences that end with an incomplete phase. A phase ~j is further divided by EC into subsequences T; , . . . , ~j~ called sub-phases of T J . An expand step performed by EC ends a sub-phase, the request that caused the expand not included in the sub-phase. The end of a phase also ends a sub-phase. We use the term complete to refer to a sub-phase that ends with a contract step. All sub-phases in a complete phase, except the last sub-phase, are incomplete. Our proof that EC is competitive follows these steps:
(a) We show that the cost of EC to serve an incomplete sub-phase is bounded from above by some value proportional to the optimal cost computed during that sub-phase plus the radius of the sphere maintained by EC during that sub-phase. By Lemma 1, an algorithm achieving the optimal cost satisfies the conditions of Lemma 2 with respect to at least one f?;.
(b) We prove that the optimal cost computed during the complete sub-phase in a complete phase is an upper bound to the sum of optimal costs on all the incomplete sub-phases in that phase. Every expand step doubles, at least, the radius of the sphere maintained by EC. Therefore, the last radius bounds the sum of all previous radii in a phase. These radii bound the optimal costs computed during the respective sub-phases.
( c ) We show that the cost of EC to serve a complete phase is bounded from above by some value proportional to the optimal cost computed during the complete sub-phase of that phase. The cost of EC during all incomplete sub-phases of a complete phase is bounded by some value proportional to 459 the sum of optimal costs computed during these sub-phases plus the sum of radii of the spheres maintained by EC during these sub-phases. This sum of radii is bounded by the last radius. The complete sub-phase can be treated as an incomplete sub-phase, except for the last request, which causes a contract step. The cost of the contract step is proportional to the last radius. A lower bound for the optimal cost computed during the last sub-phase is proportional to the last radius.
We prove that the optimal cost computed during the complete sub-phase in a complete phase is a lower bound to the cost of any k-server algorithm to serve the entire phase. The sequence of requests for which the optimal cost is computed during the complete sub-phase begins with one or two request locations that must be occupied by adversary servers at the start of the phase, the remainder is a subsequence of the requests served during the entire phase. This proves EC's competitiveness for request sequences that end with a complete phase.
We conclude the proof by showing that EC is competitive for request sequences that end with an incomplete phase. We show that EC's cost during the last phase can be amortized against the adversary's cost during the entire sequence.
The claims' above have the following consequence:
Theorem 2 EC is a competitive k-server algorithm.
Full proofs of the steps above are given in Section 7
of this paper.
The k-Taxicab Problem
The k-taxicab problem is a natural generalization of the k-server problem where requests are really pairs of points ( s , t ) . The taxicab has to take a passenger from the pickup location s to the destination t . When a taxicab is ordered, only s is known. The destina tion t becomes known only when the taxicab arrives at s. The distance charged is the sum of the distance traveled to arrive at s plus the distance between s and t .
We need make only minor modifications to our kserver algorithm to obtain a competitive k-taxicab algorithm. Generally, expands are caused either by the pickup location s or by the destination t. The OPT algorithm solves an optimal taxicab problem, not a server problem. The algorithms Bi split the request sequence to the two recursively defined on-line taxicab algorithms by the location of s, not t (t is unknown when a request arrives). The contract operation is performed about the last destination t, not the pickup location s.
Theorem 3 The modification to EC described above is a competitive k-taxicab algorithm.
An alternate version of the taxicab problem is to charge nothing for the distance between s and t. Karloff's 2-taxicab algorithm works for this variant. We do not know a competitive k-taxicab algorithm for this version of the problem.
Detailed Proofs
We use Cj to denote EC's configuration just before serving requests from rj. We use x j to denote the center of all spheres maintained by EC during rj. We use C i to denote EC's configuration just before serving requests from T / . We use rf to denote the radius of the sphere maintained by EC during ri.
During a sub-phase r:, EC computes the minimal cost of an accumulated sequence e (see Fig. 2, line   11 ). We use to denote the value of e at the end of ri. At the end of rf, unless t = j = 1, pi = zjrj (see Fig. 2, lines 4,9) . At the end of r;, e: = xlyr,', where y is the point defining the radius of the initial sphere (see Fig. 2, line 1,4) Lemma 3 If r/ is an incomplete sub-phase then, for .Proof: We assume at first that ri is not the first sub-phase of U . Let B = B ( z j 7 4 , 2 k ) be the partition set during q'. Let A be a k-server algorithm and c an initid configuration such that COStA(C,d) = COStopT(@-j). From EC, 4 is twice the distance between the first two requests in d (see Fig. 2 ,, line 6).
r: is an incomplete sub-phase, so costopT(d) < r / 6 . Therefore, by Lemma 1, there exist i, 1 5 i _< 2k7 a fixed numbering of A's servers and e, 1 5 5 k -1, such that while A serves e:, points labeled 1, . . . , are in B; and points labeled 1 + 1,. . . , k are not in B;.
A's cost is minimal, so we may assume that A is lazy and that xi E C. Therefore, without loss of generality, we may assume that A given rj and C computes the same configurations as A given and C. Therefore, the conditions required by Lemma 2 hold for A given $ and C , so, for A = max{ce,ck-t}, COStB;(cj', T i ) 5 h(COStA (C, rJ')+M&(C, c i 
) ) . ( l )
If ri started after a contract step then EC has all servers at xj E B(d,r:) (see Fig. 2, line 13) . If .i' started after an expand step then, by induction over t, EC has all servers in B(Z:-~,T:-~) initially. In both cases, ~j ' c ~( x j , r b ) .
A'S cost is minimal, so we may assume that C c B ( z j , r { ) . Therefore,
MMt(C, Ci) 5 k -2~:.
EC given rj and C i follows MIN of 2k(k -1) algorithms including Bj (see Fig. 2, line 14) . Therefore, by Theorem 1,
By Equations 1, 2 and 3 the lemma holds, except for
To prove the correctness of the lemma for r;, we can use the same proof with the following modifications:
The first two requests in pi are in C; (see Fig. 2 , line l), so costBt(C:, e:) = cost,i(C:, r;). Proof: Observe the first pj -1 sub-phases. They are all incomplete. We use Lemma 3 and Lemma 4 to bound EC's cost on these sub-phases. By Lemma 3, Now we handle the last sub-phase, ri3, which is a complete sub-phase. Observe that without the last request, this sub-phase is incomplete. We use T to denote the sequence of requests derived from rjj by removing the last request. The cost of EC to serve T can be bounded by the optimal cost computed during T (denoted by e, equals e$, without the last request) using Lemma 3. The additional cost of EC to serve the last request of rjJ is the cost of a contract step. This cost is bounded by the maximal distance of k servers from the request causing the contract. More formally, costopT(e) < r i J / 6 (see Fig. 2, line l l ) , so by Lemma
3,
The cost of the contract step performed by EC to serve the last request in r j is at most 2kr$,, because EC holds all of its servers in B ( z j , r i j ) while performing the contract step. The request sequence e is a prefix of the request sequence gj, so costopT(e) I cos top*( gJ ) . Therefore, -
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From Equations 7 and 9, EC's cost over all subphases in 7 j is = 2 -A costopT(dp,) + (2 -A + 1) 2kri,.
To complete the proof we must get rid of the additive term (2 -A + 1) -2kr$,. The last sub-phase ends with a contract step, so riJ 5 6 * costOpT(&,J). Thus, (2 A + 1) -2kriJ 5 12k(2 -A + 1) * costopT(8pJ).
It follows that p3
COStEC(Cj, T i ) = costEc(cj, T j ) t = l I 2 -A costopy-(dp) + (2 -A + 1) -2kri, I 2 * A -costOPT(dp) 4- where CADV is A D V's configuration just before serving requests from r j .
Proof:
We assume at first that if j = 1 then pj # 1.
If j = 1 then z1 is a point in the initial configuration CO = CADV. If not, zj is the request that ended ~j -' .
In either case, CADV must have a server located at d . Let A be a k-server algorithm that given the sequence z j~j and the initial configuration CADV, computes CADV for serving d and ADV's configurations for the rest of the sequence. CostA(cADV,zjTJ) = complete sub-phases. As x j r j = x j r r j J , it follows that COStopT(@J) 5 costopT(zjrj) (note that 4J = z~T ;~) .
Therefore, costADV(CADV,Tj). Let 7 = T{ . . . T i J -l be T J ' S incostOpT(~,) 5 costopT(zjTj) 5 COstA(CADv, ZJTj) = COStADV(CADV, 7').
To complete the proof for the case where j = pj = 1, note that e: = d y~; , where y is the point defining the radius during T; (see Fig. 2, line 1 
