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I only ask information [Dic95] 
Recent developments have awakened the Information Retrieval (IR) community from its 
slumber. Among these developments we can distinguish the appearance of new media 
like CD-ROM. Even more recent is the rapid rise of the World Wide Web and its various 
browsers. Both of these developments have two things in common: the huge amount of 
information which is offered to a searcher, and the aspect of direct access to this informa-
tion. 
This is but a new step in the development of the science of Information Retrieval. From 
its early days when it developed out of the Library Studies to the present day innovations 
named above, IR has changed enormously. For instance, each year has shown yet another 
increase in storage capacity of the media which are used to carry the information. As 
another example of change in IR one only has to compare the medium of the 1940's, 
paper, to the medium of the 1990's and beyond, computers. 
In 1945, just before computers came into use, Vannevar Bush [Bus45] envisioned a proto-
type hypertext retrieval system avant la lettre, called memex, short for memory extender. 
Long thought to remain a prop in science fiction productions, constructing a memex now 
seems only a matter of combining existing hardware and software in the right configuration. 
Having direct access to large quantities of information is not always as attractive as it 
sounds. The volume and diversity of the information available on the World Wide Web for 
instance can quickly lead one away from the topic about which documents were sought in 
the first place. Searching for information in such large collections of documents typically 
takes the form of switching between searching for a specific subject and browsing of docu-
ments, perhaps for finding related subjects. After this browsing the searcher might return 
to a subject search, etcetera. The added feature of browsing could potentially be harmful 
because it tends to lead one away from the original train of thought. 
A searcher wishes to query a set of documents in order to satisfy a certain need for infor-
mation, hereafter called the Information Need. The most crucial part in searching the set 
of documents, irrespective of its size, is the step of translating the perception of the Infor-
mation Need into a more concrete representation, euphemistically called the query. Even 
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if the retrieval engine is the best one available, it still has to work with the query provided 
and if it is not the best representation of the Information Need, the retrieval result will 
be disappointing to the searcher. The front-end to a retrieval system should support the 
searcher in determining the Information Need . 
As the searcher refines the description of the Information Need to some final form, it 
would seem that an educated guess can be made concerning this form based on the actions 
taken by the searcher, description. The process of continuously working towards an end 
description is not unlike a train traveler who travels towards some end destination. At 
each station where the traveler changes trains, the train schedule offers the traveler certain 
directions to continue the journey. If we imagine an observer who watches the traveler, 
each new train boarded gives another clue to the final destination. For instance, if our 
traveler boards the Orient Express in Paris, the observer can be pretty certain that the 
final destination will noi be Amsterdam. 
Suppose that the observer is able to determine the end station where the traveler will 
stop the journey before the traveler is even sure that that station is where he wants to 
go. In that case, at each station where the traveler has to change trains, the observer can 
suggest to the traveler the next train which would be needed to reach the presumed end 
destination. The traveler is free to either accept the suggestion, or reject it. In the latter 
case the observer may need to adjust the end destination. 
The changing IR context 
The context within which IR is applied has increased significantly. Traditionally limited 
to libraries, it is now also applied in for instance business environments and the legal 
system. Accordingly, IR should evolve as well. It would seem that researchers in the field 
of Information Retrieval face a number of challenging topics: 
Information flux 
To illustrate the huge volume of information, in a recent estimate [Mur95] it is stated 
that about 20 million words of technical information are recorded each day. Digesting this 
information at a reasonable rate would take the average person about 1.5 months. However, 
by the time this amount of information has been read, the reader would have accumulated 
a backlog of 5.5 years. Clearly, keeping track of all information which is offered is a hopeless 
task. It is more rewarding to sift this wealth of information for interesting tidbits. 
Not only the volume of the information is a challenging factor, also the volatility of the 
information. This aspect is missing from the so-called test collections for IR. These can be 
used to test the performance of a particular relevance derivation mechanism. All documents 
in the test collection are presumed to be correct and not subject to change. In the frantic 
information world of today this is not always the case. Some information might be missing 
(even though the index suggests it is there), or no longer valid. For instance, stock quotes 
lose their information value, once a day or so has gone by. 
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Information Distribution 
There is definitely a trend towards distributed information disclosure: documents may 
reside in a location different from the location of the searcher. This gives rise to a number 
of problems, for instance keeping one site informed of changes in the documents which are 
maintained at another site. 
Direct Access 
Traditionally, searchers had to state their Information Need to a librarian, who then for-
mulated a query and retrieved the documents. With the advent of the World Wide Web, 
searchers are able to access the information without the librarian as a middle person. Fur-
thermore, the information (traditionally restricted to textual form) today also includes 
images and sound. As a consequence, a tool for disclosing a set of documents could be a 
hypermedia-based Information Retrieval system. 
The appearance of searchers of varying level of experience is another new phenomenon. 
The highly experienced librarian used a large amount of experience, accumulated over the 
years, to find cross-references. But today, both novice and experienced searchers have 
direct access to the information base, with no need whatsoever for a librarian. 
Background and purpose 
Another problem in Information Retrieval is the increasing variety in background and 
intention of searchers. As a striking example we can look at the field of jurisprudence 
law. Recently [PS96], the use of hypertext techniques in the field of legal practice has 
been growing. The documents are previously tried cases, each of which is made up of the 
evidence, the arguments of both defense and prosecution, and the court decision. Given 
this corpus of information and the body of evidence which exists for a new trial, the 
prosecution looks for similar cases in which a guilty verdict has been given. The defense 
counsel on the other hand looks for similar cases in which a not guilty verdict has been 
given. So we have two conflicting views on a common information base. This illustrates 
the aspects of: 
1. background: 
2. purpose: the defense seeks arguments for an aquittal; the prosecution seeks arguments 
for a conviction 
1.1 Intention of this thesis 
This section describes the problem which the thesis addresses. An outline of how we aim 
to treat this problem is given, as well as some aspects which will not be treated. 
1.1.1 Context 
Although the performance of a retrieval system can technically be measured by looking 
at the precision and recall ratios, this appears to be unsuited to truly evaluate the effect 
of various forms of support during the search process. To quantify the amount of effort 
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which a searcher has to expend to state a query, we take the cost which it takes to read 
and digest the number of irrelevant items which have been encountered during the process 
of Information Need determination (abbreviated as IND hereafter). Evidently, helping the 
searcher to avoid having to digest irrelevant items is a key element in search processes. 
Any search process can be characterized by three parameters: 
1. the starting point 
2. the ending point 
3. the number of decisions which bring the searcher from the starting point to the ending 
point, better known as the search length. 
If the structure of the search space is known, then it can be determined what the least effort 
is to reach the ending point from the starting point. Most of the time the actual search 
length exceeds this minimal search length. A reason for this could be that the searcher is 
unfamiliar with the content and the structure of the search space. The level of experience 
has no influence on this aspect. People who make use of for instance Web browsers are 
likely to be hindered by the way in which the search has to be performed. As described 
in [Nor94], they have to learn to navigate before they can learn by navigating. Especially 
new searchers are likely to fall victim to this phenomenon. 
1.1.2 Problem statement 
Traditionally, the performance of an IR system has been measured in terms of precision 
and recall. These measures are adequate when the documents which are to be disclosed 
are stable and can be accessed in a linear way. The advent of hypertext has changed this 
aspect somewhat. For many years a librarian had to act as a middle person, formulating a 
query based on a searcher's Information Need. This librarian had an intimate knowledge 
of the documents in the library and the terms which are used to describe their contents. 
Nowadays, the trend is that searchers can directly access the documents. This means that 
they have to construct a query themselves, without the knowledge of the librarian. 
Unfortunately, precision and recall do not take into account the effort which a searcher has 
to put into drawing up this query. The most wonderful precision and recall are meaningless 
if the query takes a long time to construct. A searcher is more likely to turn to an IR system 
which does support the difficult process of query construction than to one which merely 
processes a query and shows the results. It is our feeling that the process of constructing 
a query needs more attention. 
In this thesis we will describe how searchers in a hypertext environment can be 
supported during construction of a query. 
We impose the following requirements on a framework for query formulation support in 
IR: 
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efficient disclosure: The amount of information which searchers wish to access is be­
coming extremely large An efficient means of disclosure should be a key part of any 
Information Retrieval system 
interaction: Based on existing information disclosure architectures, attention should be 
paid to the interaction process between IR system and searcher Due to the size of 
the information, searchers should be informed of information which has not yet been 
encountered 
support: The framework should offer different kinds of search support, where the user 
can select the appropriate ones Since different users may have different interests, 
search support should have some mechanism for personalization 
presentation: An appropriate format should be given for 
1 constructing a query 
2 exploring the information 
3 offering search support 
1.1.3 Approach 
Next we describe how the requirements presented are reflected in this thesis 
efficient disclosure: The disclosure of a set of documents can be made efficient by of­
fering multiple views Also the ability to find related subjects and variations on the 
constructs used in a query could improve a searcher's insight into the contents of the 
documents Therefore we will study a layered approach to document disclosure 
interaction: The interaction process between IR system and searcher will be considered 
from different points of view This thesis applies Situation Theory and Probabilistic 
IR Current research indicates that the interaction can be divided into searching 
and browsing The interaction language which we will propose will adhere to this 
principle Due to the sheer size of the information which has to be disclosed, searchers 
are unlikely to grasp the relevance of previously unread documents Therefore we 
ought to provide a means to derive global interests from local actions 
support: A key feature of support should be that a searcher is constantly aware of where 
in the search space he or she is Losing track of one's position is a source of frustration 
with and distrust in the retrieval system One of the mam causes for a searcher to 
lose track of the current position in a hypertext system is the abundance of links 
which one can traverse from a given node Clearly links which are irrelevant to the 
current interests of the searcher must be given low importance Therefore, support 
during query formulation is based on ranking and link inference Personalization is 
achieved by examining search behavior This personalization is based on semantic 
relations (e g building on linguistics) 
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presentation: The techniques concerning the interaction process and support structures 
will be embedded in guidelines for user interface design. 
1.1.4 Scope of the thesis 
The topic treated in this thesis lies somewhere between Information Retrieval and hypertext 
research, and will hence be of interest to researchers from both fields. Interested readers 
from these fields will expect certain topics to be addressed in this thesis. Of necessity, we 
have to limit ourself to a number of topics. Some topics which will not be covered in this 
thesis are: 
Multi-media indexing. We describe how the characterization process yields a charac-
terization network, and describe the properties of this network. In this thesis we 
will mainly consider a title-based characterization. Although we use the word doc-
ument in a general sense, methods for characterization of audio or video will not be 
discussed. More information on multi-media indexing can be found in [RS92]. 
Relevance judgments. We assume that in order to indicate a document's relevance to 
a user's Information Need only three possibilities exist: relevant, neutral or non-
relevant. Relevance or non-relevance are in most cases the easiest to determine. 
Grading the relevance of a document can only be done reliably if the entire set of 
retrieved documents is known in advance. So if for instance a number of documents 
are to be judged, assigning the grade relevant to document D could cause problems 
when a later document E is even more relevant. What then has the status of D 
become? 
Hypertext design. This is sometimes also called hypertext authoring. There are nu-
merous ways in which a hypertext Information Retrieval System can be constructed. 
Designing a hypertext system is not an easy task. Especially the creation and man-
agement of structural links is difficult and time-consuming. A more in-depth treat-
ment of this subject can be found in [AMC95]. 
Intelligent agents. Although Information Retrieval and Information Filtering have been 
called two sides of the same coin by Belkin & Croft in [BC92], we do not concern 
ourselves with research into intelligent agents which scour the Internet for interesting 
documents. 
Aspects of query evaluation. In this thesis we do consider how a query is evaluated. 
Given the large amount of information at hand any gain in evaluating a query is 
significant. This aspect is not fundamental to the main ideas presented in this thesis. 
1.2 Related work 
The field of Information Retrieval could potentially benefit greatly by incorporating hy-
pertext techniques. Hypertext, a term coined by Nelson in [Nel65] means 'non-sequential 
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writing', as opposed to for instance a book which is inherently sequential. The concepts 
and techniques used in hypertext seem ideally suited to capture the sometimes hard to 
understand relations which searchers place between documents. With the rising influence 
of information in media other than text, we could refer to hypermedia based Information 
Retrieval [Luc90, ACG91]. This thesis adopts and to a certain extent broadens the layered 
approach to IR proposed by Bruza in [Bru93], where the concept of indexing languages is 
explored in depth. 
A major source of concern is the often complex jungle of links which are present in a 
hypertext. In [TM92] the authors discuss two approaches for reducing the problem of 
selecting the right link. 
The first approach is called filtering. This is done by examining the user profile, which is 
a representation of a user's preferences, or it is done by incorporating a limited form of 
previously exhibited search behavior, in that the nodes which have been visited earlier are 
not shown as options which can be used to continue the search. Finally, it is mentioned 
that filtering options based on characteristics of nodes can be employed as well. With this 
it is meant that for instance only trains leading to a certain direction are to be shown. 
The second approach is called ranking. This should be seen as an additional reduction 
on top of the filtering described earlier. Ranking options could be done at random or by 
frequency of previous access by other users. Tomek and Maurer [TM92] propose a ranking 
of options by assigning each option a measure which indicates the amount of knowledge 
gained when choosing that option. In this way, searching in a hypertext system is viewed 
as a constant pursuit of knowledge gaining. Ranking by examining individual users gets a 
passing mention. In this thesis we propose a more personalized approach to ranking. 
Our view on document indexing is a somewhat simple one in that it does not provide a 
probabilistic indexing. A document's characterization is considered to be a binary decidable 
characterization, i.e. given a specific index entry, it can be decided whether or not it indexes 
a certain document. The field of probabilistic indexing has been explored in depth by Fuhr 
et al in for instance [FPB+94]. 
In [Nor94] the author discusses the various types of navigation which are possible. Not 
only information is important, just as important is learning the path to that information. 
In order to support navigation, certain principles are mentioned. Among these are the 
need for 
i: a homing function 
ii: anchor points and 
iii: the use of indices. 
Providing the user with feedback as to where in the navigation space he or she is, is also 
essential to good retrieval results. Furthermore, a clear distinction should be made between 
searching and browsing. In this thesis we adopt this distinction and propose a navigational 
query construction language which deals with both the aspects of searching and browsing. 
There is a fundamental difference between constructing a query for data stored in a tradi-
tional database and constructing a query for an Information Retrieval system. The reason 
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for this difference lies in the fact that the information in traditional databases is highly 
structured, whereas information retrieval is hampered by objects which appear in many 
guises with little or no common structuring Despite this difference, a look at support 
systems for traditional databases might provide a starting point for offering support 
Basically, an interface to a database system is either based on forms, or on graphs An 
example of a form-based interface is SQL An interface based on graphs uses a database 
schema diagram as a departure ground for constructing a query In schema querying 
[HPW95] a searcher navigates over the conceptual schema The main advantage of querying 
is that a searcher need not know the structure of all the tables in the database The fields 
used in each table are presented in a menu Conceptual schemata have a tendency to 
become rather large for business applications It would therefore seem that this style of 
support is not very well suited to large conceptual schemata As we will show later in 
this thesis, the schema for an Information Retrieval system is not too complex, so schema 
querying could be an attractive alternative 
For a subject search the traditional method of boolean retrieval is the most suited Adding 
related terms to the terms used in the boolean query has been shown to improve recall 
Lattice-based searching offers an alternative to traditional search methods like for instance 
boolean retrieval, as reported in [GMA93] There, a Galois lattice was proposed to allow 
the searcher to perform browsing retrieval The reason for this proposal is that lattices 
offer better opportunities for browsing than term-based searching 
The effects of searching in a hypertext environment can be modeled in a number of ways 
We have chosen to apply Markov theory and Situation Theory to the field of hypertext 
searching Another example of the use of Markov theory in Information Retrieval can be 
found in the work of Mittendorf and Schäuble [MS94] An extensive overview of the use of 
probabilistic models in Information Retrieval can be found in the work of Fuhr [Fuh92] 
The use of Situation Theory for Information Retrieval has been explored by for instance 
Lalmas and Van Rijsbergen in [LR96], where the prime objective of Situation Theory (the 
development of a mathematical framework for information) is applied to IR This could be 
seen as a further step in the fusion of the fields of Information Retrieval and logic 
1.3 Structure of the thesis 
The field of Information Retrieval has benefited greatly from the advent of hypertext 
systems We therefore turn our eye to supporting searchers in hypertext based Information 
Retrieval systems For the casual reader we suggest reading only the introduction and the 
conclusions 
At the end of this chapter an argumentation for new and improved measures of performance 
evaluation of an Information Retrieval system will be given 
A chapter which could be of interest for e g the administrator of large collections of (on-
line) information is Chapter 2, where a discussion concerning the effective disclosure of 
information is given Those readers who want to gain insight into the field of hypertext 
query construction can find ample information in chapters 3 (where the process of searching 
is formalized), and 4 (where the effect of searching is modeled) 
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The hypertext environment for Information Retrieval as we envision it is not a static one, 
but subject to constant change. Chapters 5 and 6 describe how we envision support during 
the construction of the Information Need. 
For those readers who wish to skip the scientific discussion but would be interested in how 









Figure 1.1: Structure of the thesis 
1.4 Quality Measures 
This section describes a number of measures with which the quality of retrieval can be 
expressed. We start by looking at the classic measures. These have their roots in the field 
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of library science Given a set of documents О (the library) and a query q The result 
which the retrieval engine returns is the set Res It is assumed that the set of relevant 
documents which satisfies q is the set R 
Definition 1.1 (Precision) 
The precision of Res given q is 
Definition 1.2 (Recall) 





Precision is the fraction of retrieved documents which are also relevant Recall is the 
fraction of all relevant documents which are retrieved The precision and recall measures 
can be combined to yield the so-called Ε-measure [RC75] 
Definition 1.3 (E-measure) 
Given precision Ρ and recall R Let 0 < β < co Then 
(l+ß*)PR 
L - l ~ PP+R 
For classical IR the precision and recall measures are not affected by time submit query 
q tomorrow and you will get the same answer Res which you would also get the day after, 
or the next week This would then also yield the same precision and recall values 
The reason for this is two-fold First, the set of documents О is considered to be stable 
Second, the relevance of a document is considered to be stable 
Regarding the first question, the set of documents can no longer be considered to be stable 
and unchanging Modern retrieval engines are faced libraries where new documents arrive 
very frequently Also, documents may be removed after a certain time simply because the 
information which they carry is no longer valid or usable 
In some domains the relevance of a document is limited in time, e g stock quotes which 
are in most cases only relevant for a few hours 
Another drawback to precision and recall is that they do not take into account the time 
it takes to construct a query In our view, a searcher would accept sub-optimal precision 
and recall if the query could be constructed faster If optimal precision and recall would 
require a construction time for the query of maybe a few minutes, then the retrieval system 
may be useless 
We therefore feel that a performance measure should be introduced for this Especially 
in the light of the recent trend towards hypertext based Information Retrieval, a query is 
ш many cases merely a starting point for a browsing session The search result therefore 
need not have very good precision and recall, if the result offers a reasonably good entry 
into a set of hypertext documents, the searcher is likely to be satisfied 
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Besides disregarding the effort needed by the searcher in constructing the query, precision 
and recall tend to neglect the time the system has to spend in evaluating the query. 
It is questionable whether optimal values can be found at all, because ([BM85]) no searcher 
can be expected to reproduce all possible ways of expressing the Information Need. Some­
times the query needed to achieve optimal precision and recall values is very complex. In 
that case, the query which the searcher submits will most likely be imprecise and search 
results (viz. recall) will be less than optimal. 
When the cost needed for constructing a query is included in the performance measures we 
could look at the cost which the searcher has to spend in order to achieve value e for the 
Ε-measure. A so-called search cycle [WBF93] consists of entering a query and examining 
the retrieval results in order to calculate the Ε-measure. The cost for getting value e as 





Layered Information Disclosure 
2.1 Introduction 
This chapter1 deals with the structuring of a set of documents in such a way that a 
description of the Information Need can be constructed in an efficient way. We start by 
looking at the processes behind Information Retrieval and Information Need specification. 
The classic Information Retrieval problem [Rij75] (IRP) can be described as follows: 
Given an Information Need N and a collection of documents Ö, 
how to find the set of documents S which best satisfies the Information Need ? 
The Information Retrieval Problem is depicted in Figure 2.1. From a retrieval system's 
point of view, the Information Need is unknown, but it can be satisfied by returning a set 
of documents. From a searcher's point of view, the Information Need is known but has not 
yet been specified explicitly. 
For many years, the set of documents О was considered to be stable or at most increasing 
in size at predictable intervals. In the light of the ever-growing amount of information as 
we witness today, this paradigm is no longer valid. The set of documents can be seen as 
highly volatile. New documents are added continuously, while documents are removed as 
well. A reason for removing a document is that the information it contains is no longer 
valid. An example of this is when a document's content has been edited. The edited 
content is then saved as a new document. This renders the original document obsolete. 
The solution S to the Information Retrieval Problem is drawn from the solution space (see 
e.g. [AW87]) which is the power set of the set of documents: <S \S Ç 0\. The quality 
of a solution S to the problem can be measured by for instance the precision and recall 
values. If the focus of the searcher is on maximizing recall, the set S = О is always a 
solution, whatever the keys. Alas, it is a solution of very poor quality when the precision 
is examined. When the emphasis of the searcher is on maximizing precision, the set S = a 
is the best solution from the system's point of view, albeit a very poor one from the point 
of view of recall. This (trivial) solution has a zero recall value. 
'This chapter is mainly based on ideas presented in [BB96a]. 
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Figure 2.1: The Information Retrieval Problem. 
Generally speaking, different solutions to the IRP are likely to be of different quality. The 
precision and recall measures do not take into account the effort which it took to specify the 
Information Need. In this thesis the specification effort will be a major point of concern. 
In order to solve Information Retrieval Problem numerous techniques have been proposed, 
e.g. Boolean retrieval and the vector space model. These techniques assume that a well-
defined specification of the Information Need is available. However limitations of such 
techniques seem to arise from this very assumption. As explained in Chapter 1, this thesis 
is about supporting the searcher in specifying the Information Need. 
Very important is that the results of a search are only as good as the description of the items 
being sought (see e.g. [TC89]). When the keys do not sufficiently describe the Information 
Need the solution S will most likely be of poor quality. Hence, finding these keys can be 
considered a problem in itself. 
Next we focus on the language to specify the Information Need. The sentences from this 
language are referred to as descriptors. Many choices can be made regarding the domain 
from which descriptors are selected. A common approach is to use terms as descriptors. 
However, other choices for the specification language may be employed as well. For in­
stance, we can take as a specification language the set of all natural language sentences. 
From a retrieval system's point of view, the most comfortable approach would be to take 
documents as descriptors. If we adopt this choice, the task for the searcher is to find a 
typical document which describes the Information Need. If documents can not be used as 
descriptors, a special descriptor language is required (see Figure 2.2). 
The Information Need determination Problem (INP) is described as follows: 
Given an Information Need N and a collection of descriptors V, 
how to find the query Q which best describe(s) N? 
The solution to the INP is drawn from the solution space (see e.g. [AW87]) which is the 
power set of the set of descriptors: Ш \Q С v\. The quality of solution Q to the problem 
can be measured by for instance the precision and recall values. Central to the INP is that 
we ask the searcher to specify a set of keys which he or she thinks are characteristic of N. 
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Figure 2.3: The Information Need Determination Problem. 
In stead of letting a searcher form a description of the Information Need from the set of 
documents, we can now let the searcher construct a description of the Information Need 
with elements from X>. 
This shift in search space brings with it a whole range of problems. For instance, what 
happens if no characterization can be found for a document, or what happens if a charac­
terization has no document associated with it. Another question concerns whether there 
is a one-to-one, many-to-one or one-to-many relation between documents and characteri­










Figure 2.4: The IRP and the INP. 
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Information Retrieval can benefit considerably from the use of hypertext approaches [CT93, 
CE89, SF89, BW90b, Luc90, ACG91, LZ93, KC95]. This is especially true for the INP, as 
it allows a navigational approach to the specification problem. The searcher does not have 
to know the specification language. The system provides a guided tour mechanism to lead 
the searcher through the search space. 
The search space is seen as a connected space of descriptors. Some connections may 
stem from the syntactic construction within the specification language, others will come 
from semantic properties of the specification elements. The human memory is also of an 
associative kind [GLR95], linking one piece of information with another in a complex way 
which is sometimes hard to fathom. What is relevant to a certain searcher can be of no 
interest to another. The concepts used by hypertext seem perfectly suited for representing 
these relations. 
Information Retrieval using a hypertext structure for both documents and characterization 
has been shown to improve both precision and recall [LZ93]. The effects of a hypertext 
structure on the effort are not clear. On the one hand, searchers have to put some effort 
into selecting documents during the traversal of the hypertext, thus contributing to the 
effort. On the other hand, offering direct ways to potentially relevant material could mean 
that first having to wade through reams of not relevant documents can be avoided and 
would thus reduce the effort. 
In stead of showing the library as consisting of a collection of singular information nodes, 
hypertext allows us to define relationships between such nodes and make the user aware 
of the existence of these relationships when he or she encounters them. These links may 
have either a permanent nature, or they may exist only for a short time, for instance in 
order to present query results to the searcher. 
The state of the art in information distribution demands that we make an effort to retrieve 
not only text (the classic realm of Information Retrieval), but also documents which are 
images or sound ([JFY96]). However, the great bulk of information is still in a text form. 
In section 2.2 we will introduce the notion of hyperlayers, and more specifically a strat-
ified architecture for Information Retrieval consisting of two levels. The two layers, one 
containing the documents, the other containing the index, will be described. The index 
layer is derived from the characterization process. Section 2.3 describes how documents 
can be characterized, thus yielding a structuring of the index. However, relations between 
elements of the index may also be based on semantic properties. A well-known example 
are synonyms. Finding such relations is discussed in Section 2.4. Adding such relations 
has certain consequences for the hypertext; these will be discussed in section 2.4. Finally, 
Section 2.5 gives a brief summary of the contents of this chapter. 
2.2 Layered Hypertext Systems 
Many approaches for solving the Information Retrieval Problem favor a layered approach, 
see e.g. [ACG91, Luc90]. The frame of reference in this thesis is based on the two-level 
hypertext architecture as presented in the work of Bruza [Bru93]. Bruza describes how 
a hypertext can be formed by creating two levels, the document level or hyperbase, and 
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the descriptor level or hypermdex. The work of Bruza employs a grammar to describe the 
relations between documents. In order to allow relations between documents which can 
not be expressed in such a grammar, we introduce another notation hereafter. 
Figure 2.5: Stratified Hypertext Architecture 
A central concept in a layered hypertext system is the hyperíayer, which is a hypertext 
representation of a set of nodes (as a generic term for documents and descriptors). 
Definition 2.1 (Hyperlayer) 
A hyperlayer L = (Σ,Λ) is a network over a set of nodes Σ. Connections between nodes 
are defined by the set links A C Σ χ Σ. We will use the expression Nodes(L) to denote the 
set of nodes in hyperlayer L, and Lmks(L) as its links. 
An important aspect in the introduction of hyperlayers is that the nodes in a hyperlayer 
all share some common characteristic. For instance in the two-level approach as proposed 
by Bruza, nodes in the hyperindex serve as an index to the nodes in the hyperbase. 
An alternative to the hyperlayer of the definition 2.1 are conceptual graphs [Sow84]. Such 
graphs use concept nodes and relation nodes. In this terminology, documents are concept 
nodes, and for each type of link a relation node is introduced. 
Definition 2.2 (Layered hypertext system) 
Let Li,...,Lk be layers, where L, = (Σ,,Λ,). The layers are m some way inter-related. 
The layers can be seen as a tuple ( f.L\, . . . , £ * } , Λ) where Λ contains links between nodes 
from different layers. A special name for such a construction is a layered hypertext system. 
We will assume that A does not contain mtra-layer links. 
Note that a (multi level) hypertext system f | L i , . . . , Ι ^ Ι , Λ ) can also be seen as the 
following single level hypertext system: 
/ΟΣ,,ΛυΐΙΛ,\ 
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For this reason, <{Li,.. . ,Lt} ,A) is also referred to as a composite layer. Note that 
composite layers can be used to compose new layers. 
Example 2.1 
In Figure 2.5 we show a layered hypertext system with two layers. One layer, the 
hyperbase, contains a set of documents. The other layer, the hyperindex, contains 
descriptors. The resulting combination of layers is a stratified hypertext architecture. 
The next section discusses how this layered hypertext system can be constructed. • 
Example 2.2 
Given a set of documents I A, B, C, D, E, F\. The following are examples of layers: 
1. ¿ ^ ( { A . B . C j . f H . B U A . C ) } ) 
2. L2 = ({D,E,F},{(D,E),(D,F)}) 
3. L3 = ({Ll,LI},{(A,D)}) 
Layers L\ and L2 are both simple layers. The last layer is a composite layer. О 
2.2.1 The nature of links 
The existence of composite layers allows for the movement from one layer to another. This 
is called inter-layer traffic. Following a link from the hyperindex to the hyperbase (i.e. from 
a descriptor to one of the documents which it describes) is called beaming down. Following 
a link from the hyperbase to the hyperindex (i.e. from a document to one of its descriptors) 
is called beaming up. Inter-layer traffic gives rise to the so called beaming problem which 
will be addressed later in this thesis. This has to do with the problem that 'surfacing' in 
a new layer can bring about disorientation in the searcher. This can in turn contribute to 
getting lost in hyperspace. 
The links Л between documents can be present due to a number of causes (see e.g. [CT93] 
for an overview): 
• structural links e.g. a link between a chapter and one of its sections, or between a 
descriptor and its describing element. 
• personal semantic links. These are links which have been created by the author of the 
hypertext, or by users of the hypertextif they perceive a strong association between 
two documents. Another term for such a link is a manually created link. A special 
subtype is the personal stack link which will be discussed later. 
• global semantic links. These links are derived automatically. This class is further 
subdivided into 
1. similarity link, e.g. a link between a document dealing with Humphrey Bogart 
and a document about the making of the movie Casablanca. 
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2. co-occurrence links, i.e. a link between two documents in which the same term 
or combination of terms occurs. 
A source for discussion in hypertext research is the nature of the link. One topic is whether 
links should be unidirectional or bidirectional. Based on the symmetric property of simi-
larity, we have: 
1. personal semantic links are symmetric 
2. global semantic links are symmetric 
3. co-occurrence links are symmetric 
Based on the asymmetric property of the structural relation, structural link are asymétrie. 
In this thesis we adopt the policy that links are unidirectional unless stated otherwise. 
Allowing bi-directional links is motivated by the concept of browing. In order to allow 
browsing of the layered hypertext system each item has to be reached from any other 
descriptor by following a finite number of links. 
This does not prevent the following case. Given a node E in the layered hypertext system 
which can be reached by following some link (D, E) e Λ. Problems arise when there is no 
link (E, F) G Λ with which to leave E. If we want a guarantee of reaching all other nodes 
from any node, we need to combine connectivity with symmetry. Symmetry means that if 
there is a link from D to E, then there should also be a link which takes one back from E 
to D, which is formalized as follows: 
{D,E)eh=>(E,D)eA (2.1) 
Note that adhering to this property is not the same as the backtrack feature available in 
for instance Web browsers. This feature merely takes one back to the previously visited 
node by maintaining a stack of visited nodes. 
When a hyperlayer adheres to 2.1, the previously visited node can be reached by following 
the link back. In this thesis we adopt the policy that a link is not symmetric. 
A searcher who follows a link from node D to node E obviously has some reason for making 
the transition. That'is, the link between D and E to that searcher becomes a personal 
semantic link. In our view, the searcher must be offered a way to return to D from E. 
We therefore propose to add to the set of links of the hyperlayer of which D and E are a 
member a temporary link from E to D. This link is added to the hyperlayer for purpose 
of navigating, i.e. we wish to offer the searcher a way to return to D. This link, albeit 
temporary, still needs to be assigned a type. During the traversal of the hypertext the 
searcher may have followed a number of links. This sequence can be viewed as a stack. 
Using the stack métaphore, we call the reverse link a personal stack ¡ink. The life span 
of such a link is very short. We could argue that the link ceases to exist the moment the 
transition back to D has been made. 
For certain types of links reflexivity (i.e. the source and the destination of a link is the 
same node) is not allowed. Structural links (which connect for instance a chapter to its 
sections) have a non-reflexive property. Global semantic links have a reflexive nature: 
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1. a document is always similar to itself, hence similarity is reflexive 
2. all terms used in.a document occur in that document itself, thus co-occurrence is 
reflexive 
In general, personal semantic links are unlikely to be reflexive because a searcher is not 
apt to feel a strong association between a document and that document itself. 
Now that we have identified the structure of a hyperlayer we examine in more detail the 
components of a link. Adopting the work of Frei & Stieger (see [FS95]), a link is a tuple 
(T,s,d,a,h) 
where 
Τ e Τ = the type of the link 
s e Σ = the source of the link 
d e Σ = the destination of the link 
a = the author of the link 
h = the history of the link 
A link is identified by its type, source, destination and author. We will use the following 






type of A 
source of A 
destination of A 
author of A 
history of A 
The type of the link is a means to inform the user of the layered hypertext system about 
the reason for having a link between nodes. Examples are: 
structure in order to describe the structural hierarchy of the layer we introduce the subdoc 
relation and its inverse, the superdoc relation 
association to indicate that one document is somehow relevant to another document, the 
see-also relation is introduced 
During the existence of the layered hypertext system it is quite natural for a link to appear 
in many guises, viz. different types. A link A can be a personal semantic link for a certain 
searcher. When the hypertext administrator notices that a particular sequence of links 
between the source and destination of A is traveled a lot, a decision might be made to add 
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a global semantic link A' to the layered hypertext system. This new link connects start 
and end of this sequence. The link λ' is then added to the global semantic links and could 
thus exist at the same time as the personal semantic link λ. Note that links λ and A' are 
different as A.author / A'.author. 
In some cases the layered hypertext system is accessed by a number of people who all share 
the same interests. Such a collaborate use of the hypertext means that a link created by 
person A from a group may also be of interest to person В from that same group. An 
example of such an approach is Computer-Supported Cooperative Work (see e.g. [Haw94]), 
or collaborative filtering (see e.g. [RIS+94]). 
2.2.2 Presentat ion of nodes 
A specific problem in the man-machine interaction is that some nodes must have a repre­
sentation to the searcher, e.g. via sound or text. We will call units of presentation ¡ramea. 
With the rapid rise of multimedia, IR can be expected to have to deal with information 
outside the traditional realm of text. In order to fully support this trend, a fragment is of 
a medium m taken from M. In order to enable full multimedia document retrieval we set 
M = {image, video, text, audio} 
Note that a medium is only required when a document has a presentation to the user. If 
document A consists of the simultaneous presentation of frame В (which is text) and fram 
eC (which is an image), then A has no medium assigned to it. 
An entirely different type of relation is the synchronization relation, which describes the 
order in which two frames are presented to the user. Allen (see [A1183]) introduced a number 
of synchronization relations. Seven of these relations are fundamental; other relations can 
be derived from them. Problems occur when the duration of the presentation of one frame 
is not known beforehand. One example of such a situation is a text frame. It is not possible 
to determine how long the searcher will take to read this frame. So if we have an audio 
frame A which is accompanied by a text frame D, specifying the relation between A and 
D with equa\(D,A) would mean that when A stops, the presentation of the text frame also 
stops. This causes problems when the user is not done with reading D. In Figure 2.6 we 
show the different synchronization relations which may exist between two frames D (^ет) 
and E ( І И І ) . These are described below. 
start the presentation of D and E starts at the same time 
equal the presentation of both D and E starts and ends at the same time 
before D is presented first, and after some interval S has passed after D has finished, E 
is presented 
meet immediately after D is finished E is presented 
during after D's presentation is started, E is presented. The presentation of E ends 
before D's presentation ends 
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overlap after D's presentation is started, E is presented. The presentation of D ends 
before E's presentation ends 
finish the presentation of D ends at the same time as the presentation of E 
Another means with which the synchronization between the presentations of two frames 


















Figure 2.6: Synchronization relations between frames. 
2.2.3 Events in the life of a hyperlayer 
A layered hypertext system is meant to operate over a long period. We therefore need to 
have some way of measuring the passage of time. For this reason we introduce a time axis 
θ which is discrete and totally ordered, see e.g. [PW95]. So if we have one link \ u created 
at time t, and another link A2 created at time t', it is possible to decide which of these two 
links has been created first. 
A node also has a history. A node can be inserted in the hyperlayer, after which is can be 
selected (viz. read) a number of times. After a node has been deleted, it can be re-inserted 
in the hyperlayer at some later time. 
The links in a layered hypertext system can be partitioned into a set of structural links and 
a set of global semantic and personal semantic links. The structural links and the global 
semantic links have been introduced by the layered hypertext management system. Each 
user shares these links with other users. Personal semantic links are private for each user. 
Therefore we propose that the structural links and the global semantic links have all been 
created at the same time ίο (the creation date of the layered hypertext system). Personal 
semantic links are created after ¿o· 
Over the course of time links and nodes can be added to the layered hypertext system. 
Also, links and nodes can be removed because the reason for having them is no longer 
valid. The first event which occurs in the history is the creation of a link or a node. During 
creation a decision should be made concerning the life span of the link or node. After 
creation, a link can be selected for navigation a number of times. During the time span in 
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which the link or node is present in the layered hypertext system a decision can be made 
to extend its life span. At some point on the time axis a link or node may be deleted. This 
deletion may be permanent, or at some moment the link or node may again be added to 
the hypertext. Each link has thus a history consisting of the events which occur in a link's 
life. Summarizing, the history of a link is the following: 
/ ι : ( Σ υ Λ ) - > θ - > {create, select, extend life, delete} 
A typical example of the history of link λ could be: (see Figure 2.7) 
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Figure 2.7: Events in the life of a lmk. 
From the history of a link or a node its status, such as its selection count, can be derived 
at any moment on the time axis. Also it can be determined how long ago the last selection 
occurred. When the last selection happened very long ago, the layered hypertext system 
administrator might decide to either remove the link right away, or to reduce the link's 
life span somewhat. On the other hand, when the last selection occurred recently and the 
link's life span has nearly finished, the decision might be taken to extend the life span. 
2.2.4 A conceptual model for the hyperlayer 
In this chapter we have introduced a model for a layered structuring of information. A 
number of concepts have been introduced. In order to give a terse overview of these 
concepts, Figure 2 8 shows a conceptual model for the hyperlayer. 
This conceptual model is drawn according to PSM[HW93]. Circles represent object types, 
which can play roles (represented by rectangles) in fact types. In this case we have for 
instance an object, Node. This object can play a number of roles, e.g. source-of and gomg-
to. The relation created by these two roles is called Link. 
The objectified fact type Link plays a number of roles as well. For instance it plays the 
role created-by in the fact type Authorization. 
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Figure 2.8: Conceptual model for the hyperlayer. 
As there is no link from any node to itself we need a constraint which excludes reflexive 
populations of the Link fact type. This is done with a so-called Lisa-D constraint (see e.g. 
[HPW93]): 
NO Node source-of Link having-type AND going-to THAT Node 
The conceptual model could be seen as the basis for the implementation of a layered 
hypertext Information Retrieval system. Such an implementation uses relational tables. 
A key element in providing efficient retrieval is the way in which these relational tables 
are constructed. With the aid of for instance EDO (Evolutionary Database Optimizer 
[Bom94]) such an efficient structure can be found. 
2.3 Stratified Hypertext Architecture 
The stratified hypertext architecture is a layered hypertext system consisting of two layers: 
1. hyperbase Η: a layer {ΣΗ, Л Я ) of documents (the information carrying objects which 
have to be disclosed) 
2. hyperindex I: a layer (Σ/, A;) of descriptors to describe the information objects from 
the hyperbase 
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Let the function χ assign to each document a characterization: 
χ : Σ „ -• Σ , 
Usually, documents are assigned a set of descriptors. For our purposes, it will be convenient 
to construct compound descriptors, leading to a single descriptor for each document. This 
composition operator is denoted as ©, and is assumed to be commutative and associative. 
Furthermore, we presume the existence of a universal descriptor Ω as a unit element of the 
operator ®. As a result, the tuple (Σ/,Θ, Ω) forms an Abelian group. 
The relation χ is used to construct the following composite layer: 
<{Μ,χ) 
where the inter layer relation χ is derived from the characterization relation χ as follows: 
(D,d)ex<*d®x(D)=x(D) 
The following property is clear. 
Lemma 2.1 Given a hyperbase Я and a hyperindex I. Then the tuple ( {#,/} ,χ\ is a 
layered hypertext system. 
In a later section we will provide the hyperthesaurus as a richer structure for the hyper-
index. 
2.3.1 Document Characterization 
A well-known approach to reduce the Information Retrieval problem stated earlier is to 
replace a document with its characterization (see e.g. [Sal89]). This characterization is a 
terse summary of a document's contents. As a drawback we can see a loss of information 
because it is impossible to preserve all the information which is present in a document in the 
characterization. On the other hand, the characterization may contain more information 
than (directly) contained within the document. This typically happens as a result of human 
characterization. 
Also there is the problem that a document's characterization is less unique than that docu­
ment. So if we have a characterization it is quite possible that a number of documents share 
this characterization. Indeed, this problem of weak identification is the main distinction 
between Information Retrieval and traditional database retrieval. This section discusses a 
particular instance of document characterization called title-based characterization. 
2.3.2 Some Approaches 
There are numerous approaches to characterizing a (text) document. One such approach 
is title-based characterization, where the basic assumption is that a document's title is 
a fair reflection of the document's content. Although this assumption is in most cases 
correct, one would expect that analyzing an entire document would yield a more precise 
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characterization because it contains more information on the subject of the document. 
However, in [HEM+92] it was signaled that a title or an abstract is a better source for 
characterization than the main body of the text. One reason for this is that when writing 
an abstract, the author has to comply with certain constraints. For instance, an abstract 
may not exceed a certain number of words. Hence the author needs to squeeze as much 
relevant information into the abstract as possible. When writing the body of a document, 
less pressing restrictions concerning length have to be taken into account and a tendency 
for using a more florid style of writing occurs. The converse holds for writing a title. 
Summarizing the above remarks, the basis for analyzing a document's entire content is the 
title of that document. However, we do not examine only the title as a whole, we also 
examine the components which make up the title. The reason for this decomposition of 
a title is that we want to know whether there are documents whose titles share common 
expressions. In order to analyze a document's title so-called index expressions can be 
employed. 
The idea of title-based characterization can also be employed to tackle the problem of 
characterizing a frame of type image. Many times such a frame is accompanied by a 
caption. We can use this caption to generate a characterization of the image fram. Another 
approach to the problem of image charcacterization is by examining the context in which 
the image is placed. 
Another approach to characterize a document would be to analyze its abstract. Each sen-
tence in the abstract is represented by an index expression. A problem is that we have to 
represent the relations between the index expressions for the sentences. The relations which 
occur between sentences have a syntax of their own. This is beyond the scope of this thesis. 
2.3.3 The language of index expressions 
Index expressions (see e.g. [Far80a, Far80b, BW91]) are well-structured phrases abstracted 
from a document in order to index this document. Stop words are disregarded during 
indexing. A stop word is a word which occurs so frequently throughout the collection of 
documents that it has little or no discriminative power. Classic examples of stop words are 
determiners such as 'a', 'an' and 'the'. These can be considered as domain-independent stop 
words. In a library which is dedicated to documents dealing with art, the noun 'painting' 
can be considered a domain-dependent stop word. Likewise, this thesis makes heavy use of 
the phrase 'Information Need'. Hence this phrase is also a domain-dependent stop word. 
Since such stop words perform badly for indexing purposes, they can be disregarded in the 
characterization process. 
From natural language theory, it is well known that the so-called noun phrase is an essential 
part of sentences. The entities shown in Table 2.1 play a role in noun phrases. Adopting 
the work presented in [Ben95, GKPS85], a syntax for basic noun phrases is given by: 
NP - f (Art) NG 
NG -¥ N G P P | A P N G | N 
PP -> PNP 
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NP noun phrase PP prepositional phrase 
Art article AP adjectival phrase 
NG noun group N noun 
Table 2.1: Abbreviations. 
Ρ —> ρ £ Prepositions 
N - + H 6 Nouns 
AP —• a € Adjectives 
Art —> 6 £ Articles U Determiners 
As the full syntax of noun-phrases is quite rich and articles and determiners are redundant 
for IR, the following simplification is a sufficiently rich subset of noun phrases. It yet covers 
most of the noun phrases in documents (see [Ben95]): 
IndExpr —• рте-modifier head post-modifier 
head - > N 
Such expressions form the basis of the approaches taken in the DORO project [Kos97] and 
the Profile project [HSB+96]. We will adopt yet another simplification of this structure, 
referred to as index expression. It should be noted that our approach is more powerful than 
in [BW91], as in our definition adjectives are also allowed. The index expression syntax 
is based on the sets of connectors C, terms Τ and adjectives A. Basically, connectors 
correspond to prepositions and gerunds. For instance 'by' and 'with' are prepositions, 
while 'traveling' and 'including' are both a gerund. Furthermore, terms correspond to 
nouns. The syntax is: 
IndexExpr —* б| Unit 
Unit —> TermPart {Connector Unit} 
TermPart —> Adjective* (Term) 
Connector —> С G С 
Term - ) · t e Τ 
Adjective —> α € A 
As a result, we have: 
Lemma 2.2 Let £(indexExpr) be the language of all index expressions and £(NounPhrase) be 
the language of all noun phrases. Then £(ind«Expr) с £(NounPhrase). 
The general form of an index expression I is I = p i . . . pnh ®ί=ι с,ƒ,. In this expression 
P\...Pn are the adjectives and h is the head. The connectors c,, 1 < г < к which join 
subexpressions I, to the head. This denotation also shows the relative position of a subex­
pression I, with respect to a subexpression I}. If г < j then I, appears earlier in sentence 
I than Ij. Figure 2.11a shows a graphic representation of this general form. 
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noun as pre-modifier 
noun 
Figure 2.9: Identifying the category of words in a sentence. 
Example 2.3 
Given a document with the title 
the use of hierarchic clustering in information retrieval. 
In the table of Figure 2.9 we identify the category to which each word of this title 
belongs. The parse tree for this sentence is shown m Figure 2.10 Figure 2.11b shows 
the index expression tree for the title. О 
Generally speaking, a leaf of an index expression tree consists of one or more nouns. This 
sequence is preceded by one or more adjectives and followed by one or more post modifiers. 
Example 2.4 
Consider the sentence hierarchic clustering in information retrieval. The noun 'clus­
tering' is the head, the adjective 'hierarchic' is the pre-modifier and the preposition 
part 'in information retrieval' is the post-modifier. Π 
2.3.4 Normalization of index expressions 
The extended format of index expressions is transformed into the format of index expres­
sions as introduced in [BW91] by writing adjectives as a post-modifier. Let a be an 
adjective and h a noun. The expression ah can be rewritten as 
h ((which | who) (is | are)) |being a 
This definition gives rise to five new connectors, viz. 'which is', 'which are', 'who is', 
'who are' and 'being'. When the noun following the adjectives indicates one or more 
persons the connector starts with 'who'; when that noun indicates one or more objects the 
connector starts with 'which'. When the noun following the adjectives is in the plural the 
connector ends with 'are', otherwise the connector ends with 'is'. For instance, the noun 
part 'hierarchic clustering' is rewritten as 'clustering which is hierarchic'. 
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Figure 2.10: Parse tree for example sentence. 
Index expressions are used as a knowledge representation mechanism. They are used for 
characterization of a document's contents and for describing the need of a searcher. In 
order to be suitable as a characterization mechanism, a universal descriptor Ω is required, 
together with a composition operator φ. 
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Definition 2.3 (Universal descriptor) 
Given hyperbase Ед The universal descriptor Ω is the descriptor which describes the 
content of any element of Σ« Regarding the composition operator φ for descriptors, the 
following properties hold 
n®D = D 
D®Q = D 
The universal descriptor Ω does not contribute to the meaning of the descriptor The 
universal descriptor is dependent on the set of documents in the hyperbase For instance 
if Е я is a set of text documents, then the descriptor text is the universal descriptor When 
the frames m the hyperbase are of diverse media, the domain of the information in the 
library can be used to derive a universal descriptor For instance, when the library deals 
with works of art, the descriptor an could be a suitable choice 
The empty index expression e can be used as universal descriptor The composition op­
erator is introduced by extending the grammar for index expressions with the production 
rule 
Descriptor —> Ω | IndexExpr, Descriptor 
With respect to the meaning of a descriptor, we assume that the order of index expressions 
in a descriptor has no meaning 
With respect to the meaning of index expressions, it should be stressed that no meaning 
is assigned to the order in which the subexpressions appear, ι e 
This enables us to interpret a descriptor 7 b 
t 
,1k as the following index expression 
h · · · h 
where t is a meaningless head This approach yields the simple form from [Bru93] The 
advantage of this approach is that meaningful combinations of descriptors can be provided 
m the characterization network 
With respect to the universal descriptor, some more similarities for index expressions can 
be recognized 
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Note that the similarity relation ~ is an equivalence relation for index expressions. If we 
assume a total order for connectors, then this order can be used to derive a normal form 
for expressions. We assume that the connectors appear in alphabetical order: 
where c\< ... <c¡¡ 
?or convenience, we assume that index expressions are presented in this normal form, and 
ire simplified as far as possible. Now that we have defined index expressions, we will 
xamine the situation where one index expression is part of another index expression. 
definition 2.4 (Subexpression) 
liven two index expressions I and J. We say that J is a subexpression of I if J is 
ontamed ml. We then write J S / . If J <*I and Ι φ J, J is a proper subexpression of I 
nd we write J &I. 
lext we focus at direct subexpressions. We call J a direct subexpression of I, denoted as 
3d ƒ if: 
J<älAVK[J<ZKAK<äI=*J~KvK~I] 
η immediate consequence is: 
emma 2.3 J 4^1 ^ J is obtained from I by removing from I: 
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i: the root, if this root has a single descendant 
ii: a leaf otherwise 
The set of terms Τ is defined as the set of index expressions which have only the empty 
index expression e as a subexpression. From a document characterization we can derive all 
partial descriptions, referred to as the power index expression set 
V(I) = \J J £ ƒ Λ J does not contain the and connector} 
which is the set of all subexpressions which can be formed from the index expression 
I. This power index expression set is turned into a partial order by creating a lattice 
L(I) = (V(I), £(/)) where S{I) is the set of edges defined by: 
Definition 2.5 (Edges) 
Given J, К € V{I). An edge from J to К ( J -• K) is in £(I) if J &d K. 
The concept of direct subexpressions is further elaborated in the next section. 
Example 2.5 
Given the index expression I = 'the use of hierarchic clustering m information re­
trieval' from FtgureSb, we see that I has two direct subexpressions: 
1. 'the use of clustering in information retrieval' 
2. 'the use of hierarchic clustering m retrieval' 
G 
2.3.5 Defoliating index expressions 
In Lemma 2.4 we stated that a direct subexpression of ƒ is obtained by removing a leaf 
from I. In this section we will formalize this process of defoliation. We will use the notation 
Δ(/,ι) for the defoliation of I in the rightmost leaf of the îth subtree of I. 
Example 2.6 
If I is the index expression as shown m Figure 2.11b, then 
• Δ(/, 1) = use of clustering in information retrieval (see Figure 2.11c) 
• Δ(Δ(/, 1),2) = use of clustering in retrieval (see Figure 2.1 Id) 
D 
A direct subexpression of I can be obtained by removing one leaf from I's index expression 
tree. Making the tree less specific requires the removal of one of the pre modifiers or post 
modifiers. When neither pre modifiers nor post modifiers accompany the noun, defoliation 
means that the index expression ceases to exist. 
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Figure 2.11: Index expression 
Removing a leaf from one of the subsentences ƒ, of I has no effect on the other subsentences 
of I. Therefore defoliation of subsentence I, of I can be recursively applied on subsentence 
Д. We then defoliate the rightmost subsentence of /,. Recursion halts when we have 
reached the situation where the index expression consists of a single unit. Defoliating such 
an index expression yields the empty index expression e. As we remove one leaf at a time 
problems occur when the leading term щ has only one descendant. In that case щ is a leaf 
in itself and hence subject to removal. Bearing this in mind, defoliation can be described 
by: 
Definition 2.6 (Defoliation) 
Given the index expression I = unCi(A) · · -с*С*)· The number of subsentences of I (6(1)) 
is k. Defoliation is performed in subsentence 0 < г < к. For к > 0 and í < i < к the 
defoliation of I in subexpression I, is defined as: 
Δ(7, г) = uoCl(Д)... с^/.-ОсДСЛ, í(/,))c+1(/,+1)c ... ck{h) 
Defoliation of I at the leading unit Un w only defined for к = 1 and i = 0: 
Δ(/,0) = Α 
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Due to the definition of an index expression one can verify that I is never a subexpression 
of itself. We can therefore be certain that defoliation of / never yields I itself. This is 
important because otherwise defoliation is a non-terminating process. 
Lemma 2.4 Д ( / , г ) з / 
In this way an index expression is stepwise broken down into its constituting parts, until 
the empty index expression has been reached As a result, we can define the set of edges 
which an index expression I gives rise to. Since the formula of definition 2.6 looks quite 
formidable, the following example serves as an illustration of this process of defoliation. 
Example 2.7 
Suppose ƒ = use of hierarchic clustering m information retrieval, then the following edges иге gen­
erated (see the index expression of Figure 2.11); edges from the empty wordt to terms 
have been omitted for brevity. 
ι /use of clustering in information retrieval, use of hierarchic clustering in information retrieval) 
2 /use of hierarchic clustering in retrieval, use of hierarchic clustering in information retrieval) 
3 /use of clustering in retrieval, use of clustering in information retrieval) 
4 /use in information retrieval, use of clustering in information retrieval) 
s f use of clustering, use of clustering in retrieval) 
β /use in retrieval, use of clustering in retrieval) 
7 /use, use of clustering) 
β /clustering, use of clustering) 
/use, use in retrieval) 
u /retrieval use in retrieval) 
12 /use in retrieval, use in information retrieval) 
is /information retrieval, use in information retrieval) 
14 /information information retrieval) 
is /retrieval, information retrieval) 
ie /use of clustering in retrieval, use of hierarchic clustering in retrieval) 
IT /use of hierarchic clustering use of hierarchic clustenng in retrieval) 
IB /use of clustering, use of hierarchic clustenng) 
і /hierarchic clustering, use of hierarchic clustering) 
20 /clustering hierarchic clustering) 
2i /hierarchic, hierarchic clustering) 
G 
Even though the effort of reading and evaluating a characterization of a document is less 
than the effort of reading and evaluating a document, it is not unusual for the hyperindex 
to be larger than the hyperbase when we look at the number of nodes and links. In order 
to determine the cognitive effort which the user has to put into searching we are interested 
in the average number of outgoing links. It is to be expected that a large index expression 
gives rise to more edges than a smaller one. The contribution of an index expression 
I = t0 ®f=1 c,7, to this size is determined by: 
Lemma 2.5 \£(I)\ = к + Ε |£(Δ(7,ι))| 
ι=1 
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Proof: 
For к = 0 we have an index expression consisting of a single term t. This generates 
only one edge, viz. (e,t). For A; > 0 the lemma can be proven with induction on the 
structure of index expressions. • 
Next we look at the number of links emanating from a descriptor. We do this by examining 
index expressions formed from η terms. 
Lemma 2.6 Given an index expression ƒ of η terms. A descriptor formed during defoli­
ation of I is the source of at least 2 and at most η edges. 
Proof: 
The assumption is that each term appears only once in expression I. From [BW90b] 
we learn that any index expression ƒ of η terms is dominated by the index expres­
sion J = i 0®r=i cA- With the definition of the process of defoliation we see that 
descriptor J has in that case к edges emanating from it. Any index expression ƒ of η 
terms in its turn dominates the index expression J = t0citi... Cntn. The process of 
defoliation in that case results in at least two edges emanating from each descriptor. 
D 
2.3.6 Example layered hypertext system 
Suppose we have a hyperbase which consists of five documents, as shown in Table 2.2. 






some questions concerning information need 
design and evaluation of information systems 
an information retrieval language for marc 
a methodology for test and evaluation of information retrieval systems 
the use of hierarchic clustering in information retrieval 
Table 2.2: Example hyperbase 
2.4 Enriching the hyperindex 
In the previous sections we introduced the stratified hypertext architecture as a layered 
hypertext system, consisting of a hyperbase containing the actual documents, and a hy­
perindex describing these documents. We introduced index expressions as a describing 
mechanism, and associated with each normalized index expression a lattice 
L(J) = (7>(J),£(J)> 
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Table 2.3: Example hyperindex 
The hyperindex can be seen as the union of all such lattices. In this section we enrich the 
hyperindex. The enriched hyperindex will be called the hyperthesaurus. 
Some descriptors occur as the characterization of one single document. Let d be such a 
descriptor, say, d = x{D) for one document D in the hyperbase. Then it is reasonable to 
assume that each descriptor e with e<*d also characterizes document D. This leads to 
Definition 2.7 (Base) 
Given a layered hypertext system L = (Σ, Λ) with hyperbase H = (Σ#, Ля) and hyperindex 
I = (Er,A¡) m Σ. Let de Σ/. 
Base(fi) = {D e ΣΗ | < Д е ) е Л л а « е } 
The base of a descriptor consists of all documents which it directly or via subexpressions 
characterizes. Regarding the composition operator, we have Base(d©e) = Base(d) DBase(e). 
The characterization relation is total, i.e. each document has a single characterization. For 
each document the set of descriptors is non-empty. The requirement that a characterization 
is non-empty is crucial, since a query is constructed from such characterizations. Should a 
document have an empty characterization it can never be retrieved. 
As the base relation is the inverse of the characterization relation, it is clear that the edges 
are related to the base as follows: 
Lemma 2.7 Given a hyperindex I = (Σ/,Λ;). Let d, e e Σ/. Then 
(d, e) 6 Λ; => Base(ri) Ç Base(e) 
If we look at all the refinements of a descriptor d (i.e. all descriptors which are more specific 
than d), then the following property holds: 
Lemma 2.8 Given a hyperindex I = (Σ/,Λ/). Let d,e 6 Σ/. Then: 
U Base(d) С Base(e) 
К«)€Л, 
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In Chapter 1 we introduced the precision and recall measures Next we re-examine these 
measures in the context of descriptors 
Definition 2.8 (Quality measures for descriptors) 
Given a set RQ E w of relevant documents Let d be a descriptor m Σ; Then 
% the precision of d is 
[Base(d) Π R\ 
IMO I 
it the recall of d is 
|Base((i) Π Д| 
¡ді 
A very important conclusion which can be drawn is that there are no descriptors which do 
not refer to any document This requirement is very important, because query results are 
derived from the base of the descriptors which appear in the query If ti is a descriptor with 
an empty base, both its precision and recall are zero If the query q = ld\ is submitted 
for evaluation, then no retrieval result can be determined 
The number of documents which are indexed by a descriptor can vary greatly Some 
descriptors will be used sparingly, while others have become a virtual stop word with 
regard to the particular document collection In fact, there is at least one descriptor which 
indexes all documents 
Lemma 2.9 Вам(П) = Е я 
Proof: 
Since for any descriptor d e E j w e have Base(d® Ω) = Base(d) Π Base(fi) equals Base(d), 
it is immediately clear that Base(fi) = Σ Η • 
The descriptor Ω with maximal base therefore has the characteristic that recall will be 
maximal (ι e 1) Precision on the other hand will be very low, but greater than zero 
One very important feature in the characterization layer is that we can introduce a successor 
relation This relation is based on the base relation In this way it is possible to attribute 
a direction to travel in the characterization network If the user follows the links some 
transitions will have no effect on the precision and recall because the base of the destination 
is the same as the base of the source This is for instance the case when two linked 
descriptors only appear in a single document's characterization For instance going from 
information to information retrieval does not change the base In order to avoid such meaningless 
transitions, we define the hyperindex as a restricted version of the characterization layer 
The links of the hyperthesaurus will be defined in such a way that each transition will 
either narrow down or broaden the set of documents referred to Such a step will be called 
a refinement step 
A descriptor d is said to refine another descriptor e if d offers a more narrow descrip­
tion than e Every document which carries d in its characterization also carries e in its 
characterization The concept of refinement is defined as follows 
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Définition 2.9 (Refinement) 
We say that d refines e if 
ι a (transitive) link from d to e is present (d, e) € Λ} 
t» the base of d is a proper subset of the base of e Base(d) С Base(e) 
Using this notion of refinement we now introduce an enrichment of the hyperindex called 
the hyperthesaurus 
Definition 2.10 (Hyperthesaurus) 
Given a hyperindex (Σ/, Л;) A hyperthesaurus is a hyperlayer (Στ, AT), where the set of 
nodes is defined by 
Στ = \d e Σ/ 3egE, [d refines e V e refines d] \ 
and the set of links Λχ is defined by 
Αχ = {(structural, d, e) \d refines e } 
The hyperthesaurus is intended to be a richer structure than the hyperindex Concerning 
the stratified hypertext architecture, we could choose to 
ι remove the hyperindex and let the hyperthesaurus take over its role 
n create a layered hypertext system (ΐΗ,Ι,Τ\,χ) where the inter-layer links need to 
be extended to include links between Η and Τ 
In this thesis we will adopt the first option 
The condition that no descriptor may refine itself is a direct effect of the irrefiexivity of 
the characterization links 
Corollary 2.1 Given a hyperthesaurus Τ = ( Σ τ , Л г ) Let d G Σ τ Then 
(structural, d, d) $ Λχ 
After characterization there is only one type of link, the structural link Following a 
structural link means that we arrive at a descriptor which characterizes a subset of the 
base of the source of the link A second type of link is the (global) semantic link This 
type is not based on the base of source and destination In stead this relation is solely 
based on linguistic properties of the descriptors themselves 
Next, the hyperthesaurus will be augmented with global semantic links, based on certain 
semantic relations which will be described in the following section In that section we will 
describe how the characterization network can be extended 
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2.4.1 Noun-based relations 
In the previous section we have described the construction of a hyperthesaurus. In this 
layer links between descriptors are based on a structural decomposition. Could there be 
relations outside this structural context as well? If we consider this question we step into 
the realm of linguistics. We discuss a number of linguistic relations which can exist between 
descriptors. Also the application of these relations in the field of query expansion, and the 
result in terms of precision and recall is shown. For this we assume that a query q is a 
subset of Σχ· 
First we discuss the types of relations which can occur between words, and between descrip­
tors in particular. We have chosen to restrict ourselves to the elementary case: noun-based 
relationships. These relationships are semantic relationships, because they are based only 
on the meanings of the descriptors, see e.g. [MK60]. Another class of relationship is the sta­
tistical relationship, i.e. co-occurrence. For instance 'Mona Lisa' and 'Leonardo da Vinci' 
are strongly statistically related but not semantically related. Documents dealing with 
'Mona Lisa' are apt to mention the painter 'Da Vinci'. This kind of relation is not treated 
here. As a foundation for the lexicographical extension of our basic hyperthesaurus, we 
turned our eye to WordNet [MBF+90]. Building on WordNet we distinguish the following 
relations between nouns: 
Synonym 
The synonym relation holds between two descriptors d and e iff. d and e express equivalent 
Concepts. This is written as d synonym e. Example: holland synonym the netherlands. In this 
thesis we view a synonym as expressing true equivalence. When a query is expanded with 
synonyms, it is to be expected that the class of documents retrieved solely on the basis of 
these synonyms is highly relevant. As a result recall will increase at almost no negative 
effects to the precision. 
Antonym 
The second relation is the antonym relation. A word w is an antonym to d when it expresses 
the opposite concept of d. This is written as e antonym d. For instance suppose we have 
a hyperindex dedicated to art. Part of this hyperindex deals with the various degrees of 
brightness. Then we have light antonym darkness. Expanding a query with antonyms is most 
likely to be successful if the query is expanded by stating that the antonym is not wanted. 
E.g. we could have a query 
monotheism Λ - ' polytheism 
Hypernym 
The hypernym and hyponym relations allow us to define broader and narrower terms, 
thus creating a sort of ¡sa hierarchy. The relation hypernym holds between two descriptors 
d and e iff. d is a hypernym of e. Example: car hypernym means of transportation. The rela-
tion hyponym holds between two descriptors d and e iff. d is a hyponym of e. Example: 
means of transportation hyponym car. Expanding a query with broader terms is very risky, because 
in most cases these terms turn out to be not very relevant. As a result, recall could decrease 
as well as precision. 
Meronym 
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In order to indicate a relation which gives a breakdown of a concept into its constituting 
parts, we have the meronym relation. This relation is mainly used to describe relations 
between physical objects. For instance, (part of) the WordNet breakdown of the concept 
bicycle is: 
bicycle meronym saddle 
bicycle meronym chain 
bicycle meronym pedal 
Given a concept d, the encompassing concept can be expressed with the holonym relation. 
For instance the subject chain has the following (partial) holonym set: 
chain holonym bicycle 
chain holonym molecule 
As was the case with hyponyms, expanding a query with holonyms could result in lower 
precision with little or no increase in recall. 
Stemming 
Another relation which we will regard is the 'same stem' relation (see e.g. [Por80] [Pai94]). 
The stem of a word w is the part of w that remains unchanged throughout an inflection. 
For instance, the stem of the word 'cars' is 'car'. The difference with the previously 
mentioned relations is that the 'same stem' relation holds between a noun and its stem, 
instead of between two nouns. This necessitates the creation of descriptors which represent 
stems. A word w has only one unique stem, whereas a stem a has one or more extensions. 
The problem with stemming is that the stem of a word is not always a meaningful word. 
Furthermore stemming does not leave the meaning of a word unchanged. We have chosen to 
include this relation because it has been shown [Kri93] that stem based retrieval improves 
recall. 
Homonym 
One relation which will remain outside our discussion is the homonym relation. A homonym 
h of a word w is spelled and pronounced identical to w but has a different meaning. A 
good example of this is the word 'trunk' which has multiple meanings. The only way to 
determine the meaning of a homonym is by examining the context in which it occurs. If 
we would decide to include this type of relation we would have to create a node for every 
possible context. 
The meronym/holonym and hypernym/hyponym relations define a hierarchy. The syn-
onym relation and the antonym relation do not define a hierarchy. The 'same stem' relation 
defines a hierarchy between a noun (more specific) and its stem (less specific). 
We have now described the various relations which can exist between nouns. Ideally one 
would like to have the situation where at most one relation exists between any two nouns. 
This would be of great benefit to the searcher because there would be absolute clarity about 
the reason for having a semantic link. For instance, suppose we have a synonym relation 
between two nouns while these two nouns also play a role in a hyponym relation. Clearly, 
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to the searcher such a definition would seem to be puzzling at the least. At first glance, 
the linguistic relations introduced previously adhere to the following integrity constraint: 
dR\e and dR^e => Ді = Д2 
Example 2.8 
Given two nouns d and e. Let d and e be synonyms. The integrity constraint would 
prevent the existence of f or instance an antonym relation between d and е. О 
Natural language does not always adhere to these strict rules. This is mainly due to the 
various senses in which a word can appear. This is a form of homonymy and as such limits 
the use of the synonym relation. Tackling this problem would require an in-depth study and 
is therefore not solved in this thesis. Therefore if two relations Ri and R2 hold between 
two nouns, we could make a decision which relation is included in the hyperthesaurus. 
Choosing either Ri or R^ would restrict the vocabulary, whereas choosing both Ді and Л 2 
would violate the integrity constraint of having at most one linguistic relation between any 
two descriptors. 
2.4.2 Processing semantic relations 
This section is devoted to explaining the actions which have to be performed after a se­
mantic relation between two words has been detected. First we discuss the case where a 
relation exists between two existing descriptors. Secondly we show what has to be done 
when a relation exists between an existing descriptor, i.e. one which has been derived from 
characterization, and a word which has not been used in characterization but could be 
used for that purpose. 
2.4.2.1 Relations between descriptors 
In this section we formulate the effects of detecting a relation between two nouns. These 
effects are divided into two classes: 
i: define new inter-layer links 
ii: define new intra-layer links 
All these links are created at the same time; their author will be the layered hypertext 
system administrator. We assume that there is a layered hypertext system L = (Σ, Л) 
with hyperbase Я = ( Σ Η , Λ Η ) and hyperthesaurus I = (Σ/,Λ;) layers in Σ. Let Τ be a 
subset of Σ/, the so-called terms or keywords defined by 
T = { < i e E / | - . 3 * E , [ < e , d > 6 A / ] } 
These are the descriptors which are no refinement of any other descriptor. We assume that 
an element of Τ is a noun. 
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Synonym 
First we treat the synonym relation In this situation there are two terms ¿i and t2 in Τ 
which are synonyms E g we might have the terms 'Ares' and 'Mars' which are synonyms 
in the context of deities In most cases the base of t\ and t 2 will not be the same Especially 
m the case of title-based characterization, Base(ti) and Base(i2) will have nearly always an 
empty intersection The reason for this is that it is very uncommon for two synonyms to 
appear together in a document's title As ii and t 2 can be interchanged, the following 
actions need to be performed for the documents which are characterized by t\ or t 2 
Definition 2.11 (Identifying synonyms) 
Given a set of synonym relations synonym Ç Λ/" χ λί For each tuple (¿i, ¿2) € synonym, the 
following actions have to be performed Let D be a member of Bix(ti) U Base(t2) Then 
1 Λ = AU J (structural, D,tx), (structural, D,t2)\ 
л Лг = Лг U {(structural, Ω, t i ) , (structural, Ω, ί 2 ) , (global semantic, ti, t 2 ) } 
Antonym 
Secondly let us consider what happens if a term ¿i has an antonym t2 For instance the 
term 'monotheism' which has the antonym 'polytheism' Note that it is possible (though 
probably rare) for both tj and t2 to appear in the characterization of the same document 
Therefore, the base of t2 and ti need not necessarily have an empty intersection The 
existence of an antonym relation between ii and t2 does not allow us to draw any con-
clusions for the characterization network For instance if document D is characterized by 
'polytheism' we can say that D is not characterized by 'monotheism' As yet we are not 
capable of capturing the notion of un-charactenzation If we presume the existence of 
negative descriptors, we could partition x(D) into x+{D) (the positive characterization) 
and X~(D) (the negative characterization) This is outside the field of this thesis and will 
not be discussed further Antonyms will therefore have no effect on the inter-layer links 
Definition 2.12 (Identifying antonyms) 
Given a set of antonym relations antonym Ç Μ χ Λ/- For each tuple (ti,t 2) 6 antonym the 
following action has to be performed 
AT = AT U {(global semantic, 11, t2) j 
Hypernym and hyponym 
As a third possibility we have the case where a term ti plays a role in a hypernym/hyponym 
hierarchy with a broader term t 2 E g f̂  ='Ares' and t 2 ='Greek God' On the level 
of document characterization, any document characterized by ti is characterized by the 
broader term t 2 Note that the reverse can not always be said a document characterized by 
t 2 need not be characterized by ti A document dealing with 'Greek Gods of transportation' 
could for instance discuss 'Ares' and 'Zeus' Therefore if t 2 is a broader term of ti then 
the following actions need to be performed ((t',t) means that t describes more documents 
than t*) 
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Definition 2.13 (Identifying hypernyms) 
Given a set of hypernym relations hypernym Ç Α/ χ Ai. For each tuple ( ί ι, ί 2 ) € hypernym the 
following actions have to be performed. Let D be a member of Base(ti). Then: 
i: A := Л и {(structural,D,t2)\ 
li: AT '•= Лт U {(structural,ti, t 2 ) , (structural,Ω,f2) (global semantic,ii, t 2 )J 
Meronym and holonym 
Next we have the case where terms t\ and i 2 are involved in a meronym/holonym hierarchy. 
An example for this case is 'mythology' (which is the holonym) and 'myth' (which is the 
meronym). This situation compares to the previous case. Again we have i 2 which represents 
a broader subject than t\. A document characterized by t\ is characterized by i2. The 
reverse statement is again not always true. 
Definition 2.14 (Identifying meronyms) 
Given a set of meronym relations meronym СДСх Af. For each tuple (ti, Í2) € meronym, the 
following actions have to be performed. Let D be a member of Base(ti). Then: 
i: Л := Л U {(structural, D, t2)\ 
ii: Αχ '•= Αχ U {(structural, t\, t 2 ) , (structural,Ω, t 2 ) , (global semantic,fi, i 2 ) | 
Stem 
Finally, suppose we have a term t which has a stem σ. An example could be 'periodical' 
which has the stem 'period'. If the stem of a term is not a meaningful word it can be 
expected that there is not yet a node for this stem. If this is the case a node has to be 
created. If the stem is a word with a meaning, the following actions need to be performed: 
Definition 2.15 (Identifying stems) 
Given a set of stem relations stem Ç AT χ Af. For each tuple (íi, Í2) 6 stem, the following 
actions have to be performed. Let D be a member of Base(i) 
t: Λ := Λ U I (structural, D, ί2)} 
ii: AT := Лг U {(structural, ti, ί 2 ) , (structural, Ω, ί 2 ) . (global semantic, ίι, ί 2)} 
2.4.2.2 Introducing new descriptors 
In this section we discuss what happens if semantic relations result in new descriptors. In 
this case we would have a term t and a noun η 6 Af—Τ such that (t, n) e R. Under certain 
circumstances η could be added to T, and hence the hyperthesaurus would be extended. 
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Hyponym and hypernym 
When a searcher is constructing a query concerning the subject of computer science, he 
or she might also be interested in the narrower term information retrieval. However there 
might not actually be a document characterized as such. If we would like to add such 
a descriptor to the network, then we would be hard put to say which documents are 
characterized by it. The only statement that we can make is that such documents must 
be drawn from the set of documents characterized by a broader term. Without further 
information it is therefore difficult to add nodes for narrower terms. Broader terms however 
look more promising. 
Suppose we have a term fi for which there is some noun η such that η is a hypemym of 
¿i. A very interesting situation occurs when there is a term t2 which is also a hyponym of 
n. Imagine the situation where a searcher is in descriptor 'Ares'. In this case it would be 
very interesting to know that there are other descriptors which along with 'Ares' form a 
(partial) breakdown of the subject represented by 'Deity'. This could be a reason for the 
searcher to rephrase the query by substituting 'Ares' with 'Deity'. 
We can hence extend the vocabulary with the hypernym n. 
Definition 2.16 
Given a term t and a noun n. If (i, n) e hypemym and 3t>¿t [(f/, η) € hypernym] then the set of 
nodes in the hyperthesaurus may be extended as follows: 
Σ τ := Σ τ U {η} 
Holonym and meronym 
As the holonym and meronym have the same properties as the hyponym and hypernym 
relations, the same train of thought as used with these relations applies here. Again we 
add a holonym node to the set of descriptors if some of its meronyms already occur as 
descriptors. 
Definition 2.17 
Given a term t and a noun n. If (t, n) € meronym and Э ^ [(f, η) € meronym] then the set of 
nodes in the hyperthesaurus may be extended as follows: 
Σ Γ := Σ τ U {η} 
Stem 
Suppose we have a term t with a stem a. A document which is characterized by t can thus 
also be characterized by σ. In a way, σ is a broader term than t. If Stem(t) = a and t φ σ, 
then the following actions need to be performed. 
Definition 2.18 
Given a term t with stem σ. Let D be a member of Base(t). 
• Λ := Λ U {(structural, D, σ)} 
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Figure 2.12: Deriving relations between descriptors 
• Л/ := Л/ U [ (structural, σ, ί ) , (structural, σ, Ω), (global semantic, t, σ)} 
Extending a layer with global semantic links has certain consequences. First, since terms 
are only a small subset of the set of documents in a layer we would like to propagate 
links between terms into global semantic links between more complex documents. Second, 
adding more links to a layer could result in a situation where the cognitive load on the 
searcher becomes too great. These questions will be addressed next. 
2.4.3 Determining semantic relations between descriptors 
In the previous sections we have only discussed relations between terms. However, the 
terms are but a subset of the set of descriptors. Suppose we have a descriptor d which 
consists of a number of terms t\,... , t* and a descriptor e which consists of a number of 
terms u i , . . . , U{. If none of the i,'s has a relation with any of the u,'s, then obviously no 
reason exists to derive a relation between d and e. On the other end of the scale, if each 
i, is related with some u,'s then there is definitely a reason to derive a relation between 
d and e. Figure 2.12 shows a graphic view of this problem. The decision of adding a link 
between the two index expressions I and J has to do with the number of terms which each 
uses, the height of the index expression trees for I and J, the number of terms which are 
related and the type of relation which exists between terms. As an example of this case, 
suppose we have d which contains the term holland, while descriptor e contains the term 
the netheriands. Although d and e are likely to be relevant to each other, the exact value of 
this relevance depends on the other terms used by d and e. For instance if d also uses 
the term bicycles while e uses the term fuel, then d and e are unlikely to be relevant to each 
other. One way to determine the similarity between two descriptors d and e is by matching 
the index expression trees. Since the index expression trees can be viewed as a kind of 
conceptual graph, this would boil down to expressing the similarity between such graphs 
(see e.g. [Mah93]). 
Another way to obtain a measure of similarity between two descriptors is by using the 
vector space model (see e.g. [BM96]). This would however not make use of the way in which 
the descriptors d and e are built up from the terms. A less precise but computationally 
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n i s a ( d - e ) 
attractive way to determine the similarity between two descriptors is by examining the 
terms which are related. Determining the similarity between two descriptors d and e in 
this manner can done in a multi-stage way. The most direct way in which two descriptors 
can be related is when they share a number of terms in their respective term sets. The 
similarity based on this overlap is 
._ |Terms(d) Π Terms(e)| 
*"overhp№ c ) - | T e r m s ( d ) U T e r m s ( e ) | 
The same strategy can be used in order to determine the strength of the relation between 
d and e when we look at the synonyms which are present in their term sets. This measure 
will be named the synonym-similarity. 
, . ч _ К/ € Σ/ I 3 9 6 S f [(synonym, ƒ, g) € Λ,]}| 
- s y n o n y m i e ) - |Terms(d) UTerms(e)| 
Apart from equality, the synonym relation is the strongest relation which could bind d 
and e. The next strongest relation would be the union of the smaller term/ larger term 
relations ( 5 = {hyponym, hypernym, meronym, holonym}). 
_ |{/ £ Terms(ri) | Бдет„т{е) [(isa., f,g) e C}}\ 
|Terms(d) UTerms(e)| 
When d and e use terms which are each other's antonyms the similarity between them will 
decrease. Hence, the dissimilarity between d and e can be expressed with 
_ |{/ e Terms(d) | 39ет.,го(в) [(antonym, ƒ,g) € £ ]} | 
¿ " a n t o n y m ^ ) - |Terms(c/) U Terms(e)| 
The overall similarity between d and e can be derived from the similarity measures intro-
duced above. As each of these measures is based on a different relation, we need to weigh 
each of these measures. If we assign the weight we, w„ w, and wa to the corresponding 
measures, we get the following definition for the overall similarity: 
Definition 2.19 
The overall similarity between descriptors d and e is 
w0 simover]ap +ws simsynonym +Щ simjsa -Шв ¿^antonym simnvpl.„ii (α, e) = о е г ы 1 ' w0 + w, + w, + wa 
This similarity measure has a value in the interval [—1,1]. We could call d and e similar 
if the similarity measure sm>0verall exceeds some threshold KS. In that case we add a link 
between d and e. 
A more advanced mechanism to compute the similarity between index expressions is in­
troduced in [Wou97]. Rather than focusing on the terms within an index expression, the 
term-connector-term pairs from the index expressions are used. Note that in this way most 
of the structure of an index expression is saved, especially when all terms in the expression 
are different. 
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Definition 2.20 (Head) 
Given an index expression I = ho ®f=1 c,/,. The head of I (head(/)) is the term hg. 
Let Paire(J) be the set of all such subexpressions. Formally, 
Definition 2.21 (Pairs) 
Pairs(Q) = 0 
Pairs(í) = 0 
Pairs(/loCÍ) = | (c , / lo , í> ] 
* f ι ι * 
Pairs(/ = Λο ® C,It) = {(c,, h0t head(7,)) 1 < i < к J U (J Pairs(/,) 
1 = 1 , = 1 
Given two pairs ρ = (с, ίι, h) and g = (d, Ui, 1*2), the comparison between ρ and q is given 
by 
relatediiblii)+related(<2,U2) compare^, gj = η(0, d) 
In this expression, η(ο, d) expresses the strength of the relation between connectors с and 
d. Formally, 
η : С χ С -> [0,1] 
The value reiated(i, и) holds the degree in which terms t and и are related. Formally, 
related : Τ Χ Τ -4 [0,1] 
For instance, if ί and и are synonyms, we would expect that reiated(i, u) = 1. Furthermore, 
if ί and и are antonyms, it would seem natural to have reiated(i,ti) = 0. 
A similarity measure for index expressions can now be introduced as follows: 
Definition 2.22 (Pair-wise similarity) 
Given index expressions I and J. The similarity simpairs(/, J) is given by 
¿•"Pairslf, J) = • , n , ι . , n, Σ Σ compare(p,g) 
|Pa, r e ( / ) | |Pa, r e (J) |p e P a i r e ( 0 ç 6p^ ( J ) 
Definition 2.23 (Descriptor similarity) 
If two descriptors d and e have been derived as semantically related, then the hyperthesaurus 
links may be extended as follows: 
\ T := Лт U I (global semantic, d, e) \ 
Starting from similarity between descriptors, we would like to make statements concerning 
those descriptors which are maximal descriptors. In other words we would like to be able 
to translate relations between descriptors into relations between documents. If d and e are 
descriptors which are some document's root descriptors, and d and e are related based on 
their respective terms, then we introduce document links. These links run from elements 
of Base(ri) to elements of Base(e) in the following fashion: 
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Definition 2.24 (Global semantic document links) 
Given d, e e Σ/ such that d = x{D) and e = χ(Ε). Let d, e such that (global semantic, d, e) 6 
Λ/. The document links in the hyperbase A¡¡ may be extended as follows: 
An := Ля U ((global semantic,D,E)\ 
2.4.4 Cognitive load 
Although the notion of adding links based on semantic properties is an interesting way to 
achieve greater insight in the structure of the hyperindex, there is certainly a price which 
the searcher has to pay. Since the average number of outgoing links has increased, the 
searcher most likely has to put more effort into making a selection. The relevance to the 
information need of the destination of each outgoing link has to be determined, and simply 
because there are more outgoing links means that more descriptors have to be judged. For 
instance, we might have a descriptor d with say 3 links to synonyms. The cognitive burden 
can be reduced by creating an intermediate node called 'synonyms of d'. The links to the 
synonyms remain hidden from the searcher until the intermediate node is accessed. 
It is to be expected that most searchers are interested in variations on descriptors which 
have been visited thus far. For instance, we might have a searcher whose train of thought 
goes like this: 
I've just clicked this particular item. Wonder if there's anything else m here which looks 
a bit like it. 
In this light the relations which are most likely to be of use to the searcher are the synonym 
relation and the stemming relation. 
2.5 Reflections 
Finding a set of relevant documents which satisfy a certain Information Need is a very 
difficult problem. The quality of the solution to this problem can only be as good as the 
description of the Information Need. Given the enormous size of the number of documents, 
we clearly need to lessen the burden of information confronting the searcher. 
The science of Information Retrieval could potentially benefit greatly from the advances 
in hypertext research. We have adopted this hypertext approach and shown how the 
information offered by a set of documents can be made more accessible by creating two 
layers. One contains the documents, and the other contains the characterizations of these 
documents. 
The process of constructing such a two-tiered layered hypertext system has been explained 
in some detail. We have shown how semantic relations can be introduced and propagated 
throughout the layered hypertext system. 
In the remainder of this thesis we will show how the process of Information Need deter­




Hypertext Query Construction 
3.1 Introduction 
In the previous chapter we introduced a layered approach to information disclosure. The 
advantage of having the documents in the hyperbase, and a number of layers connected 
to it is that a searcher can use these additional layers to gain a better overview of the 
contents of the hyperbase. Even though the items in the additional layers could describe 
the contents of more than document, such a level of abstraction is likely to offer a good 
insight into the contents of the hyperbase. The aim of this chapter l is to describe how 
the hypertext can be used to construct a query. 
In order to solve the Information Need Determination Problem introduced in the previous 
chapter, we aim to use the layered hypertext system to its full potential. The ability to 
roam around the hypertext system by following links allows a searcher to find and collect 
relevant information in different regions of the hypertext. A searcher can inspect a node, 
and if it is relevant to the Information Need it may be selected. In the case where the node 
is not relevant to the Information Need it may be rejected. 
As the set of collected relevant information grows, the problem is that in the light of items 
collected later in the process, items collected early in the process turn out to be not relevant 
after all. This is a well-known problem, commonly described as belief revision [BLJ94]. 
Each piece of information which is encountered during the trail through the hypertext 
changes a searcher's perception of the Information Need. 
Due to the sheer size of the hypertext system it is likely that the searcher will visit only a 
small portion of the nodes. The risk in this is that potentially relevant information is not 
found. Only those items which have been encountered will be graded as relevant. In order 
to allow a searcher to get the most of the information stored in the hyperbase, we can 
view the collection of visited items which have been graded as a profile of the interest of 
the searcher. That is, the items which have been selected are a profile of the Information 
Need. This type of search is called berry picking (see e.g. [Bat89]). With this metaphor we 
liken a searcher to a person who is in a field of berry bushes, selecting promising berries as 
'This chapter is based on [BHW96] 
49 
Hypertext Query Construction Ch 3 
he or she moves through the field An important aspect in this is the problem that if the 
field is very large, some berries might be too far away for the searcher to notice, or they 
might be on the other side of a barrier which needs some effort in taking, e g a hillside 
Having a guide who is familiar with the folds of the field and the distribution of berries of 
a specific size, color and flavor would be an enormous benefit to the searcher This aspect 
is the subject of the next chapter The way in which a searcher traverses the hypertext 
and grades nodes (the interaction language) is of concern to this chapter 
Basically, there are two types of usage of an Information Retrieval system searching and 
browsing [LZ93] In this thesis we adopt this principle and define the interaction language 
such that it reflects these types of usage 
To illustrate the process of searching with this example, consider a traveler who wants to 
travel by tram from Amsterdam to Athens At each intermediate station, the traveler has 
to determine whether or not he or she is in Athens If so, the final destination has been 
reached If not, the trip continues or possibly another train has to be boarded, if a tram 
which takes the traveler closer to the final destination departs from the current station 
The process of browsing can be translated as a traveler who departs from Amsterdam but 
has no final destination in mind At each station all departing trains are inspected and if 
a train has an interesting destination that tram is boarded Each new leg of the tour is 
chosen with no particular strategy in mind 
This idyllic picture of traveling by train is far removed from reality One problem which 
a traveler encounters is how to find out from which platform a particular train departs 
Also the route from Amsterdam to Athens would take one across perhaps five countries, 
in each of which a different language is spoken 
The hypertext reflects this problem each node has a number of outgoing links, and it 
is very hard to determine where a link takes the searcher Also, different regions in the 
hypertext could deal with very different topics each with their own taxonomy A world 
where all stations are built according to one plan and where only one language is spoken 
would be very nice 
Very important is how the hypertext is presented to the searcher, and how the interaction 
between system and user is achieved These aspects are an integral part of the user 
interface In interactive database applications, an average of 50% of the code concerns 
the user interface The design of a user interface is often undertaken as an afterthought 
although it should be an integrated part of the project plan and the budget At present, 
analysis of human-computer interaction is becoming more and more important Features 
concerning the interaction between humans and computer have been extensively studied 
in [PK90] A more theoretical treatise on searching is offered by [AW87] In this chapter 
we study how user behavior can be integrated into a user interface 
The behavior of the user can be monitored by examining the choices that were made by the 
user during the interaction with the machine A choice taken by the user has the following 
components 
1 the positive aspect 
This aspect takes into account what has been selected by the user This selection is 
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used to get an idea of the interest of the user. 
2. the negative aspect 
Another interpretation of a choice is as a rejection of the options that were not 
selected. This provides an idea of the user's non-interest. 
In this chapter we will discuss how the hypertext can be used to construct a query. The 
interaction between searcher and system is formalized in Section 3.2, and a measure of 
document relevance resulting from the search process is discussed in Section 3.3. 
3.2 Query by Navigation 
In this section we describe how the hypertext structure can be utilized to construct a query. 
3.2.1 Constructing a Query 
A query can be constructed in a number of ways. Prom a searcher's point of view the most 
user-friendly query construction mechanism would be to phrase it in natural language. In 
this case the searcher would be allowed to describe the Information Need in any number 
of natural language sentences. For example: 
Show me all documents dealing with environmental friendly means of trans­
portation. They must not be longer than 2,000 words. 
This illustrates the problems which arise when the searcher introduces phrases like 'en­
vironmental friendly', which are likely to defeat most retrieval systems. Choosing for a 
user-friendly query language hence carries the cost of complex natural language parsing 
and natural language understanding algorithms. 
From a system's point of view, the best way to state a query is by using the characterization 
language. This would make the problem of matching a relatively easy task. Such a language 
is however rather stilted and far removed from natural language. Hence the searcher is 
forced to spend considerable effort in trying to mold the Information Need into constructs 
which conform to the characterization language syntax. 
For instance the searcher could enter a boolean query representation of the Information 
Need: 
means of transportation Λ environmental friendly Λ length<2,000 
The problem with this is that it requires an intimate knowledge of the terms which have 
been used during characterization. When the searcher enters the keyword 'car' in a query, 
whereas only the term 'automobile' exists, advanced techniques are needed to avoid a 
disappointing search result. 
Another way to query the hypertext system is by employing a query language like SQL. 
For instance the SQL query 
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SELECT document 
FROM Characterization 
WHERE (descriptor = 'car') AND (length < 2,000) 
would retrieve from the hyperbase all documents which are characterized by the term 'car'. 
The results of this query would have to be assessed on their relevance, and if these are not 
satisfactory the query would have to be rephrased. It could be possible that the searcher 
has to go through the process a number of times before a satisfying search result has been 
obtained. 
Yet another way to query the hypertext in a more natural language style is by employing 
the query language features offered by Lisa-D. For instance the SQL query presented above 
can be written in Lisa-D as 
Document charactenzed-by Descriptor c a r 
Alas, both of these approaches again require the searcher to have at least an inkling con­
cerning the contents of the hyperindex. 
However, one cannot detach the problem of query formulation from the problem of docu­
ment content analysis. The reason for this is that ultimately the retrieval system has to 
compare the formulated query with the description of each document, to see which doc­
uments most closely match the query. An interaction language with features from both 
solutions would seem to satisfy the searcher and the system. 
As a compromise between the two extremes for the query language, we could exploit 
the structuring of the layered hypertext system. The searcher may refer in the query 
to only those elements which are resident in the layered hypertext system. This would 
free the searcher from knowing the contents of the layered hypertext system. Also, the 
system knows beforehand which constructs the searcher is going to use in specifying the 
Information Need. First we define the search environment. 
Definition 3.1 (Environment) 
Given a layered hypertext system (\L\,... ,L*},A) where L, = (Σ,,Λ,). The entrance 
layer E ts defined аз the hyperlayer ({start,stop}, {(start,stop)}V The search environment is 
the layered hypertext system (Σ, Л') where 
• Z = {E,Lu...,Lk} 
• Л ' = Л и U {(«art, D),(D, stop)} U {(start, stop)} 
D6E, 
The node start is the node in which all searchers start searching in the layered hypertext 
system. In that node no information concerning a searcher's Information Need is known. 
When a searcher has collected an adequate description of the Information Need, the link 
to the node stop is followed. 
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3.2.2 Search Paths 
In order to let the searcher construct a description of the Information Need we allow 
navigation through the layered hypertext system. The searcher meanders through the 
layered hypertext system, selecting relevant and non relevant items as the trail is built. In 
this way, only items which are present in the hypertext can be used to construct a query. 
This section deals with formalizing the interaction between the searcher and the layered 
hypertext system. 
In order to describe the behavior of a searcher in the layered hypertext system we consider 
a number of basic search actions. These actions are closely linked to the concept of berry 
picking [Bat89]. We have chosen to follow a three-valued berry picking scheme. Nodes of 
a hyperlayer can be selected, rejected, or no judgment can be given. We could have chosen 
to allow a searcher more freedom in assigning relevance measures. For instance we could 
allow a searcher to choose a value from the set 
{highly relevant, relevant, slightly relevant, not relevant] 
in order to describe an item's relevance to the Information Need. Although experienced 
searchers can be expected to be able to make very finely grained judgments in establishing 
an item's relevance, novice searchers on the other hand can be expected to only distinguish 
between 'relevant' and 'not relevant'. Hence, the granularity of relevance assessments could 
be made dependent on a searcher's level of experience. In the remainder of this thesis we 
adopt the three-valued berry picking scheme discussed earlier. 
Each search action is performed in one of the nodes of the hypertext. Also each search 
action is performed on a node of the hypertext. Possible search actions are: 
select grade a node as relevant to the Information Need. This selection is abbreviated as 
D+. 
reject grade a node as noi relevant to the Information Need. The abbreviation for rejecting 
a node D is D—. 
navigate select a new node by following an inter layer link. Following a link to node D 
is abbreviated as -* D. 
beam down go from a node in one layer to a node in another layer. The abbreviation for 
a beam down action to node D is v ^ · A special beam down action is the one where 
a link to stop is followed. 
From these basic search actions, more complex structures (so-called search paths) can be 
formed through concatenation. 
Definition 3.2 (Search Path) 
Let L be a search environment L = (Σ,Λ). A search path ρ is a sentence generated by the 
following syntax: 
Path —> start act-seq V stop 
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actseq —> e | { + | —} { —v| V f "Ode artsen 
node -> D e E 
Typically, a search path consists of a navigation action in which the searcher moves to a 
new node in the hypertext This is then followed by an action which graded that node, 
after which a new node is selected, etcetera 
The syntax of Definition 3 2 generates an infinite number of search paths because it allows 
any number of selections and rejections on the same node Since the syntax did not make 
use of the links in the hypertext in defining navigations, next we introduce the set IsPath of 
valid search paths In this thesis we only examine valid search paths 
Definition 3.3 (Valid search path) 
IsPath (start) = true 
IsPath ( p + ) = IsPath (p) 
IsPath(p-) = IsPath(p) 
lsPath(p -> D) = IsPath(p) Л Эі<,<* [(Focus(p), D) 6 Л,] 
lsPath(p V Ö ) = IsPath(p) Л <Focus(p), D) 6 Л 
Example 3.1 
Given the layered hypertext system of Table 2 3, then 
start —> information + —> information retrieval — 
%s a valid search path The path 
—> information —V information retrieval — —> information 
ta a valid search path too D 
Definition 3.4 (Subject) 
Given a focus f and a search action a, the node on which a is performed is called the 
subject of that action 
An important characteristic of a search path is its length The length of a search path could 
be used to measure the effort of constructing a query For instance, if two searchers with 
identical Information Need construct paths of differing lengths, this might be an indication 
that perhaps one searcher is more experienced than the other 
Definition 3.5 (Path length) 
Given a search path ρ 6 IsPath The length of ρ is given as 
length IsPath -* К 
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length (start) = 0 
length (p+) = length (p) + 1 
length(p-) = length(p) + 1 
length(p -• D) = length(p) + 1 
length(p V D) = length(p) + 1 
Each search path ends in a certain node of the hypertext. This node is called the focus. 
Definition 3.6 (Focus) 
Given the search environment L = (Σ,Λ) where Σ = {(Σχ,Λι),. . . , (Σ*, Λ*)}. Then: 
к 
Focus : Path —• U Σ , 
«=ι 
is given by 
Focus(e) = start 
Focus(p+) = Focus(p) 
Focus(p—) — Focus(p) 
Focus(p —> a) = α provided 3i<,<)fe [(Focus(p),a) e Λ,] 
Focus(ƒ V a ) = a provided (Focus(p),o) e Λ 
Determining the focus of a search path is necessary in order to inform the searcher about 
the current location in the layered hypertext system. 
Example 3.2 
Given the search path start —• information+. Using Definition 3.6 we have 
Focus(start —> information + ) = Focus(start —> information) 
= information 
Within a hyperlayer a node may be the source of a number of links. In the context of 
searching in hypertext, the destinations of these links are called options. The options 
need not all be from the same layer as the current focus. For instance, if the searcher 
is navigating in the hyperindex, it might be well worth the effort to include a number of 
documents in the options. If the process of navigation indicates that a certain document 
is highly relevant, making this document an option is a very wise decision. Still, in most 
cases the majority of elements of the options will be from the same layer of the hypertext 
as the focus. So if the current focus is a descriptor, most options will be descriptors as 
well. 
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Definition 3.7 (Options) 
Given a search environment L = (Σ, Λ) where Σ = < (Σι, Λ ι ) , . . . , {Σ&, Λ») J. Let ρ be α 
search path. The options m Focus(p) are given by: 
Opt : Σ -¥ 2 E 
Opt(Focus(p)) = | D € U Σ, I E^.^KFoeusÍp),!)) € Λ,] V (Focus(p), D) € Λ J 
Regarding the entrance layer, we have: 
к 
Corollary 3.1 Given a search environment L = (Ε, Σ ι , . . . , Σ*, Λ). Let De (J Σ,. Then 
ι=1 
stop e Opt(D) Λ start φ Opt(D) 
When we take as an example the hyperindex of Table 2.3, then the options in the focus of 
the path start —> information is the set 
< information science, information retrieval, information system >. 
Within a layer we are able to give a measure of distance between nodes, based on the set 
of links. 
Definition 3.8 (Distance) 
Given a hyperlayer (Σ, Λ). Then a distance measure 
dist : Σ χ Σ -> К 
can be introduced as follows: 
dist(AD) = 0 
ΛΛ(Ε,Ώ) = 1 + min d.st(F,D) 
FeOptions(E) 
The distance between a node d and a search path ρ is defined as the distance between the 
current focus of ρ and d. This means that the distance between d and a search path does 
not change when for instance an option is rejected. The distance can only change when 
an option is selected as the new focus. When the searcher moves consistently in a certain 
direction, some nodes move constantly closer to the search path. 
Definition 3.Θ (Distance to path) 
Given a hyperlayer L = (Σ, Λ). Let ρ G isPath. Then the set of all nodes which come closer 
due to the last search action on ρ is given by 
[D e Σ I dist(£, D) < dist(Focus(p), D)} 
The following property holds for the focus of a path: 
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Lemma 3.1 Given a hyperlayer L = (Σ, Λ). Let ρ € isPath and E e Opt p. Then 
Focus(p) ^ towards(p —> .E) 
Proof: 
From Definition 3.8 we have 
dist(Focus(p),Focus(p)) = 0 
Hence dist(Focus(p),Focus(p)) < dist^, Focus(p)) for all nodes E. Hence Focus(p) £ 
towards(p -» E). О 
Many times a user will need to construct a number of unconnected search paths in different 
parts of the hypertext system in order to assemble a satisfying description of the Infor­
mation Need. Each path in its turn may spawn several branches. Each of these branches 
is explored. The resulting trail through the layered hypertext system is coined the search 
tree. In Figure 3.1 we have shown an example of such a threaded search path. A search 
1 9 
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Figure 3.1: Threaded Query by Navigation 
tree is a two-dimensional trail through the layered hypertext system. It can still be seen as 
a search path because the actions needed to construct the tree are performed sequentially. 
In order to define search trees, the grammar of Definition 3.2 is extended with a backtrack 
operation. Intuitively, this operation brings the searcher back to the root of the current 
branch in the search tree. As a result of the extension of the grammar, the focus function 
should be extended as well. This is not discussed here. 
The more one knows about a specific item, the more importance has to be awarded to an 
action which concerns this item. For instance, selecting the current focus about which a 
certain amount of information is already known to the searcher can be considered more 
important than selecting any of its options, about which the searcher has very little infor­
mation. 
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3.2.3 The cost of a search path 
After a searcher has performed a number of search actions it is possible that the resulting 
search path is a correct representation of the Information Need For some searchers this 
process would be longer (viz more search actions) than for other searchers In order to 
compare two search processes, we define 
Definition 3.10 (Search length) 
Given an Information Need N The effort which a searcher has to spend to get a description 
of N is called the search length 
Novice searchers can be expected to have a relatively large search length More experienced 
searchers most likely require far less actions to construct a representation of the Informa­
tion Need Note that experience comes in two varieties experience with the process of 
navigation, and experience with the contents of the hyperindex in which the navigation is 
done (see e g [Nor94]) All users of a hypertext Information Retrieval System first have 
to learn how to navigate, before they can explore the contents of the hypertext 
One factor which determines the search length is the number of actions which occur on the 
search path Not only the number of actions which have been taken determine the search 
length Also the time which is consumed by each of these actions is a major contributor 
to the search length For instance, choosing a new focus requires the following tasks of the 
searcher 
leaxn read an option e 
judge weigh the value of e compared to the current search path and the previously read 
options 
select when all options have been read, select that options which will be the new focus 
The worst case would occur when there is only one option relevant to the Information 
Need, and that option happens to be the last one which is read The best case occurs 
when all of the read options are relevant 
This 'cost' of a selection rises as the number of options increases Such a cost function 
means that whenever documents appear in the set of options a sharp increase in the cost 
ensues It can safely be assumed that the cost of reading a document greatly exceeds the 
cost of reading a node Presenting the options in such a way that the most promising ones 
are at the top of the list relieves the searcher from having to 'wade' through a large number 
of not relevant nodes before encountering a relevant one 
Definition 3.11 (Search path cost) 
Let С be a domain closed under the operation + Then 
ξ lsPathxE->C 
denotes the cost of selecting a node given a search path The cost of a search path is given 
by the function 
cost IsPath —> С 
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which is defined as 
сол(б) = 0 
cost(p+) = cost(p) + £(p,Focus(p)) 
cost(p-) = cost(p) + ξ{ρ, Focus(p)) 
cost(p -¥ D) — cost(p) + ξ(ρ, Focus(p)) 
cost(p V D) = cost(p) + ξ(ρ, Focus(p)) 
3.3 Navigation results 
The result of the process of Query by Navigation are two sets which together describe the 
Information Need. First we present a decision process for determining whether a node has 
been selected on a search path. 
Definition 3.12 (Select) 
Given a search path ρ (Ξ isPath. Let D be a node. Then: 
S(e,D) = false 
S(p+, D) = Focus(p) = 
S(p-,D) = S(p,D) 
S(p-•£,£>) = S(p,D) 
S(pvE,D) = S(p,D) 
--D 
Second we present a decision process for determining whether a node has been rejected on 
a search path. 
Definition 3.13 (Reject) 
Given a search path ρ e IsPath. Let D be a node. Then: 
R(e,D) = false 
R(p+,£>) = R(p,D) 
R(p-,D) = Focus(p) = D 
R(p^E,D) = R(p) 
R ( P V £ , £ > ) = R(p) 
It is not unusual for searchers to contradict themselves by first making a node part of S, 
followed later by making that node part of R. As this signals an important event we define: 
Definition 3.14 (Contradicting search path) 
Given a hyperlayer L = (Σ, Λ). Let ρ £ IsPath. This path may be called a contradicting 
search path if there is a node D 6 Σ such that S(p, D) Λ R(p, D) holds. 
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Such a search path would result in the situation where a node D would be an element 
of both S and R There could be a number of reasons why a searcher would show this 
behavior 
First of all, he or she might have forgotten that the rejected (or selected) item has been the 
subject of a selection (or rejection) of some previous search action Secondly the searcher 
may have redefined the Information Need This might go so far that m the light of this 
redefinition, a previously not relevant item suddenly becomes relevant Or a previously 
relevant item has lost its relevance due to the redefinition Whatever the polarity of such 
an item's relevance, when it is visited again the contradicting action is performed on it 
One way to make certain that S and R are disjunct is by deciding membership on the 
basis of the most current action The most current action is the one to which we have 
to assign the greatest belief So if d has been selected (making it a member of S), and 
subsequently the searcher decides to reject it (thus making it a member of R) the select 
action is presumed to be an erroneous action and hence d is removed from S One could 
even go so far as to make the searcher aware that a contradiction has occurred and ask 
confirmation before removing an item from either S or R 
Example 3.3 
The following search path is an example of a contradicting search path 
—• information —r information retrieval + — 
D 
Although the nodes which have been selected or rejected are a reflection of the Information 
Need, also the nodes which have been visited during the search path are important This 
information is reflected with the relation ν С tsPath χ Σ given hyperlayer L = (Σ, Λ) 
Definition 3.15 (Visit) 
v{e, D) = false 
v(p+,D) = v{p,D) 
v(p-,D) = w{p,D) 
v(p^E,D) = v(p,D)VD = E 
The relation between the relations S, R and υ is given by the following 
Lemma 3.2 Given a hyperlayer L = (Σ, Λ) Let ρ € isPath Then 
S(p,D)VR{p,D)=>u(p,D) 
Proof: 
By induction on the construction of a search path D 
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After the search process has been terminated the searcher could ask the retrieval system 
which set of documents satisfies the constructed query. If the retrieval engine uses boolean 
retrieval, the query which will be submitted for evaluation consists of the following formula: 
9=1 Λ D)A^( Λ D) 
\S(p,D) / \R(p,D) / 
Or, if the vector space model is used, the set S could be transformed to a vector q where 
q, = 1 if q, 6 S and q, = 0 otherwise. 
3.3.1 Propagating graded nodes 
The set of graded hypertext nodes is the most important reflection of a searcher's pref­
erence. The nodes which are (directly) linked to these graded ones also are interesting. 
However these non-graded nodes are less important than the graded ones. In order to 
indicate that a node has been indirectly graded we introduce the set 
S Ç IsPath Χ Σ Χ Ϊ Ι 
where natural number η denotes the distance from the set of graded nodes. This process 
of propagating a search path through the set of nodes is called spreading. Similar work in 
this area is offered by for instance [LZ93]. 
Definition 3.16 (Propagation) 
Given a hyperlayer L = (Σ, Λ). Let S be a set of selected nodes. The propagation of these 
selected nodes over distance η is given by: 
S(p,D,0) = S{p,D) 
S(p,D,n) = \J(S{p,E,n-l)A{E,D)e\) 
Let R be the set of rejected nodes. The propagation of these rejected nodes over distance η 
is given by: 
R(p,D,0) = R(p,D) 
R(p,D,n) = \f(R{p,E,n-l)A(E,D)<=A) 
ΕζΣ 
Example 3.4 
Consider the example hyperlayer 
L = ({a,b,c,d}, {(a,b), (a,c), (b,c), {b,d}}) 
of Figure 3.2. Given a search path ρ such that S(p, a). Then: 
S(0) = {a} 
S(l) = {b,c} 
S(2) = {d} 
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Figure 3.2: Example hyperlayer 
Let q be a search path such that S(q,b), then: 
S(0) = {6} 
8(1) = {a,c,d} 
• 
As any node can be reached from any other node, there is а к such that (J S' = Σ. This 
1=0 
reflects the fact that all nodes are related to each other. Some are related strongly, others 
are related very distantly. 
If our wish is to reach all nodes from a certain set of marked nodes, it is important to know 
the maximum number of iterations which have to be performed. The following lemma 
gives the upper bound of this number. 
Lemma 3.3 Given a hyperlayer L = (Σ,Λ) and the propagation scheme for selected 
nodes of Definition 3.16. Then there is а к < | Σ | such that Σ = U S(i) 
Proof: 
With a connected graph with η nodes (τι = |Σ |), it takes at most n— 1 steps to reach 
any node e from a given node d.. This worst case occurs for instance when the layer 
is a chain, i.e. when each a\ has as only two neighbors, viz. d,_i and a\+\, and d = d\ 
and e = d„ who have only one neighbor.. 
Therefore η - 1 is the highest value which к has to assume such that all nodes are 
element of some Sfc. • 
The theorem proves that it is possible to reach each node from a set of graded nodes. In 
practice however the retrieval system looks only a few links away from the search path. 
Items in the set S are considered to be true reflections of the Information Need. The belief 
in these items is maximal. Each iteration of Definition 3.16 yields a set of items, the belief 
in which is less than the belief in the previous set. 
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Example 3.5 
Consider again the example hyperlayer of Figure 3.2. With the first search path of 
Example 4.1, к = 2 would suffice, while for the second search path к = 1 is enough 
to mark all nodes. • 
The process of propagation of Definition 3.16 disregards the type of the links. A more 
accurate kind of spreading should take this into account. The set of links Л has been 
partitioned into: 
• structural links 
• global/personal semantic links 
First we look at an example which uses the linguistic relations which were introduced in 
Chapter 2. 
If a node Ares has been selected on a search path, then nodes which are related to Ares are 
to be considered important as well. For instance, if Mars is a node, then obviously this node 
is relevant to the searcher as well2, albeit less important because its relevance has been 
derived. On the other hand, when a node monotheism has been selected, then polytheism (which 
is an antonym) is most likely not relevant at all, although it is but one transition away 
from monotheism. Preferably we would like to put this node into the least favored set S n _ 1 
where η = |Σ | . 
Next we return to the situation where a link is either structural or global/personal semantic. 
When a subdocument E of D has been selected, then some evidence exists for deriving 
S'+1(p, D) from S'(p, E). A more strict derivation would require that we can not derive 
S'(p, D) until S^p, E) holds for all subdocuments E where j < i. When a document D has 
been selected, then we could conclude that for any subdocument E of D, S 1 ^, E) holds. 
The global/personal semantic links are treated in the way described in Definition 3.16. 
The reason for this is that we have introduced such links as indicating equivalence. Hence 
we do not require that all sources of semantic links leading to node D have to be selected 
before we may conclude that D can be selected. 
3.4 A measure of document relevance 
After the searcher has traveled a search path ρ we would like to make a statement con­
cerning the relevance of documents. In this section we introduce a qualitative measure of 
document relevance. 
3.4.1 Intuitive example 
Each search action has an effect on the results which would be obtained if documents had 
to be retrieved. Next we show how these results can be expressed in terms of the base of 
the node involved in a search action. Let ρ be a search path and D and E be nodes such 
that Bise(D) Ç Bise(E), i.e. E retrieves at least the same documents as D. Then we have 
the retrieval results as shown in Table 3.1. 
'Mars and Ares are the Greek andGreek names for the God of War, respectively 
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Table 3.1: Boolean retrieval result of search path 
search path describes a certain interest. These interests are described below: 
subject E is refined to subject D 
subject D is the only refinement 
subject E is the only refinement 
there axe no refinements 
subject D is a refinement, but broader subject E is rejected 
subject D is the only refinement 
there is no interest in subject E 
there are no preferences 
subject E is of interest, but refinement D of E is not of interest 
there is no interest in subject D 
the searcher is only interested in subject E 
there are no preferences 
















Sec. 3 4 A measure of document relevance 
xiv: the searcher is not itnerested in subject D 
xv: there is no interest in subject E 
xvi: there are no preferences 
3.4.2 Retrieval Status Value 
Obviously, if none of the nodes which describe a document D have been visited on the 
search path, then D's relevance will be very low. On the other hand, if all the nodes which 
describe D have been selected as relevant then D's relevance will be very high. It would 
seem that the relevance of a document is proportional to the number of its nodes which 
have been marked. Given a search path p, the relevance of a document d can be derived 
with the following definition: 
Definition 3.17 (Forgetful relevance) 
ití(D,s) = false 
rel(D,p+) = rel(D,p)VFocus(p) = D V D G Base(Focus(p)) 
rel(D,p-) = rel(D,p) Λ Focus(p) φ D AD £ Base(Focus(p)) 
rel(D,p->E) = rel(D,p) 
r e l ( D , p V S ) = <o(D,p) 
This definition of relevance disregards any earlier rejection of D. The reasoning behind 
this approach is that latter search actions are considered more indicative of the searcher's 
intentions than earlier search actions. 
A qualitative measure of relevance can be introduced by defining the following préférence 
relation: 
Definition 3.18 (Document Preference) 
Given a hyperbase В - ( Σ Β , Λ Β ) . Let D,E e Σ β . The preference of D over E (D Ç E) 
is given as: 
D Ç £ = rd(D,p) Λ -i ni(E,p) 
True preference (D с E) is defined by: 
DnE = DQD/\ - a F 6 E s [D Ç F Λ F С. E] 
Definition 3.19 (Berry relevance) 
Given a layered hypertext L = (Σ, Л), document D in the hyperbase and a search path p. 
Let x(D) = {E e Σ, I (D,E) e Λ}. The berry relevance of D is given by: 
«, [ n u i - l x ( f l ) n s l 
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This definition assigns a positive measure of relevance to all documents for which at least 
one node has been selected. Therefore a document is rewarded when one of its nodes has 
been selected. In order to punish a document when one of its nodes has been rejected, we 
can redefine definition 3.20 as follows: 
Definition 3.20 (Graded relevance) 
Given a layered hypertext L = (Σ, Λ). Given a document D in the hyperbase and a search 
path p. Letx(D) = iE € Σ, (D,E) e Λ | . The graded relevance (or: the Retrieval Status 
Value) of D with respect to ρ is defined as: 
\x(D)ns\ |x(P)nn| 
niDlP)=-MD)T--bm-
As a result, we have: 
Corollary 3.2 Given a document D and search path p, n\(D | p) is assigned a value in 
the interval [-1,1]. 
Corollary 3.3 If S(p, D) then ™i(D | p) = 1. 
Definition 3.20 favors documents whose nodes have all been marked. However, suppose we 
have a document e, none of whose nodes have been marked. Yet, all of e's nodes are in the 
immediate vicinity of the search path. One possible reason for this proximity is that these 
nodes are strongly related to nodes on the search path. While according to definition 3.20 
e'd relevance is zero, arguably e has at least some relevance. 
Definition 3.21 (Total relevance) 
Git/en a document D and a search path p, the total relevance of D with respect to ρ is given 
by: 
, n . л г |x(i5)nS(0| |х(0)ПЕ(і)| 
In order to give preference to nodes which lie closest to the search path, ID, could be 
proportional to the distance i between a node and the search path, i.e. w, ~ ^ . 
Based on the Retrieval Status Values of documents it is possible to create a walk. This 
walk starts at the document with the highest RSV, and is followed by the next relevant 
document. Clearly it is necessary to define some threshold for the RSV. When a document's 
RSV rises above this threshold it is important enough to be incorporated into this walk. 
The threshold can be determined by setting an upper bound (say, o:) on the probability 
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of labeling a non relevant document as relevant with the relevance measure defined in 
Definition 3.21. Since most likely the documents in a walk are not connected in the 
Hyperbase, we need to create temporary links between these documents. After the walk 
has been finished these links are removed. The searcher must still be allowed to follow the 
links from a document on the walk. 
3.5 Summary 
The previous chapter introduced an efficient means to disclose a set of documents. A 
major problem during query construction could be that the searcher has no precise idea 
concerning the contents of the hypertext. Hence, trying to mold the perception of the 
Information Need into a query becomes difficult because the searcher does not know which 
expressions are the most suited. 
In this chapter we have described how a query can be constructed by navigating through 
the hypertext. When a searcher encounters a relevant or non relevant node, he or she may 
convey this to the system by performing a search action on that node. Prom the sets of 
selected and rejected nodes it is possible to define a measure of relevance for documents in 
the hyperbase. 
The next chapter offers a way to derive global interests by analyzing a search path. 
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Chapter 4 
Modeling Search Paths 
4.1 Introduction 
In the previous chapter we modeled the interaction between a searcher and a layered Infor-
mation Retrieval system The interaction, called Query By Navigation, allows a searcher 
to navigate though the layers and grade nodes for their relevance to the Information Need 
Although the set of selected and rejected items offers a description of a searcher's intentions, 
this description is not detailed enough The reason for this is that we have not distinguished 
between actions taken early on the search path, and decisions which appear later on the 
search path Especially when the search path is very long such early decisions might be of 
little consequence 
Also, the way we treated a search path does not make it possible to predict in which 
direction the searcher might be headed Determining a sketch of the global interests from 
a few local actions could be a major benefit to the retrieval system When the system 
is able to make an educated guess in which sections of the layered hypertext system the 
searcher could be interested, the system might be able to help the searcher in finding such 
global interests 
For these reasons we wish to translate a search path into a model of a searcher's behavior 
In this chapter1 we will look at two ways in which a model can be constructed The 
first way is by using probabilistic methods, and more specifically we will look at Markov 
theory The second way views a search path as a description of a particular situation 
It uses concepts from Situation Theory, an information theory, in order to make such a 
description 
Both modeling techniques have their advantages and disadvantages An advantage of 
probabilistic theory is that it uses simple algebraic operators to create a probabilistic 
model of a search path starting from a probabilistic model of nodes A disadvantage is 
that it is very hard to translate a probability into a decision of relevance or non relevance 
This is usually done by introducing some threshold for a probability above which relevance 
might be said to exist The problem is how to find such a threshold, and how to justify a 
'This chapter is based on material presented m [BW95] and [BH95a] 
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particular value for the threshold 
An advantage of Situation Theory is that it enables the use of logic proof systems A 
disadvantage of using such formal proof systems is that determining the rules and axioms 
which govern the system could be very difficult 
In this chapter we will only model the effects of a search path which lies wholly within 
one layer of the layered hypertext system We will sketch how the model of a search path 
within one layer can be propagated to other layers of the layered hypertext system 
The structure of this chapter is as follows In Section 4 2 we will introduce a probabilistic 
model for Query by Navigation The constmcts of Markov Theory are discussed and we 
will show how they can be employed for modeling search paths Section 4 3 gives an 
introduction to Situation Theory The concepts used in Situation Theory will be applied 
m order to obtain a model of a search path Finally Section 4 4 gives a summary of this 
chapter 
4.2 A Probabilistic model for QBN 
Given the size and complexity of the layered hypertext system, it is unlikely that a searcher 
will intuitively grasp the relevance of a node which is far removed from the current focus 
For instance if the node could only be reached by traveling through a less interesting part 
of the hypertext, the searcher would be less inclined to expend the effort when it is not 
clear that there is a considerable benefit in doing so 
This could be avoided by offering a shortcut, ι e by adding a link between the focus and 
the potential berry Besides this we could also choose to highlight this option because of 
its special role (the link has been created due to previous actions) 
The problem then is how to determine the relevance of a node Relevance of a node comes 
in two flavors This is a direct result of the fact that a search path contains aspects of both 
searching and browsing Relevance of a node is therefore a combination of the relevance of 
that node to the search process and the relevance of that node to the browsing process 
Even though a searcher's actions may strongly indicate a certain node as highly relevant to 
the Information Need, it is up to the searcher to truly confirm this node's special status If 
he or she goes along with this suggestion we could have a reason to continue the inference 
process with the current parameters Should the searcher ignore the suggestion we have a 
strong motivation to perhaps update certain parameters in the inference process 
4.2.1 Interpretation of a search path 
In the previous chapter we introduced the concept of Query by Navigation There we 
likened a user of an Information Retrieval system to a traveler who travels through Europe 
by train Suppose a traveler departs by train from Amsterdam One could ask what the 
probability is that the searcher's final destination is Rome We shall call this probability 
the destination probability 
Consider the situation where the searcher has traveled to Munich Moving toward Vienna 
next can be seen as having the effect of increasing Rome's destination probability Moving 
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in another direction, e.g. Brussels, can be translated to a decrease in Rome's destination 
probability. 
In our interpretation a search path not only forms a partial description of the Information 
Need, but also gives an impression of the searcher's determination and experience. For 
instance, a straight search path indicates a determined and experienced user, while a 
seemingly random walk points to a novice user who might need extra support. 
Our task is to predict the destination of the traveler from the route traversed. On top of 
that, we want to derive the degree of familiarity of the traveler with Europe. Predicting the 
destination can be achieved by assigning probabilities to destinations, depending on the 
route traversed. These probabilities will change as the route progresses. After traversing 
route p, the probability that the traveler's destination is city С is denoted as P(p,C). 
In order to make statements concerning a complete train journey, we start by looking at 
elementary cases, i.e. traveling from city A to city B. This could for instance be derived 
through statistics. From these elementary probabilities we can derive probabilities for more 
complex train journeys. 
We assume that travelers tend to prefer a short trip over a long one. The probabil­
ity P(Amsterdam, Athens) is very small, in view of the number of directions in which 
one can travel and the distance between these two cities (see Figure 4.1). Given Brus-
Figure 4.1: A Railway Map of Europe 
sels' relative proximity to Amsterdam, it can be argued that ^(Amsterdam, Brussels) > 
P(Amsterdam, Athens). 
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The first leg takes the traveler to Munich; since this is in the (admittedly very) general 
direction of Athens, the probability P(Amsterdam; Munich, Athens) has increased. In the 
same manner, P(Amsterdam; Munich, Brussels) has decreased. But now, the whimsical 
traveler suddenly decides to change trains and takes off to Paris, which is a deviation from 
the path to Athens. Consequently, the probability of Athens being the destination for the 
traveler has decreased. In addition, the probability of Brussels being the final destination 
has increased. Furthermore, we notice that the searcher apparently either has no clear 
destination, or is unaware of the structure of the European railway system. 
In Paris, the train to Rome is taken, which brings the person closer to Athens, leading to 
an increased probability P(Amsterdam;... ; Rome, Athens). Finally, in Rome the traveler 
boards the train to Greece, increasing Athen's destination probability, while decreasing 
Brussels' destination probability, after which the traveler leaves the train in Athens. 
We now return to the search space of the layered hypertext system. In contrast with 
the railway system, the search space of hyperlayers generally contains several types of 
transitions. Each type of transition has its own consequences with respect to the estimated 
probability: 
• Performing a refinement step from d to e decreases the relevance of the siblings of e, 
as well as their descendants. Furthermore, the relevance of the nodes that are more 
general than d decreases, as these nodes are obviously too general. 
• Performing an enlargement step from d to e indicates that node d is too narrow. 
Consequently, the relevance of d and its predecessors decreases. The more general 
nodes become more relevant. 
With every decision taken by the searcher more information is gained about the searcher's 
intentions and background. Each transition from d to e involves a conscious choice by 
the searcher by preferring e over the other options in d. The example suggests that the 
probability of a node d describing the Information Need is related to the distance fluc­
tuations while traveling the search path. Recent fluctuations have more impact than past 
fluctuations. In terms of the previous example, at some point in time a possible interest in 
Paris may be concluded from the move to Brussels. Since the traveler opted to go to Rome 
from Munich, the probability of the traveler ever stopping the tour in Brussels decreases 
as the path progresses. 
In the previous chapter we signaled that a search action on a search path is either a naviga­
tion action or a grading action. This leads quite naturally to two probability distributions. 
Regarding the navigation actions, we wish to speculate on whether a certain path ρ will be 
extended in such a way that eventually node d is visited, where the search is terminated. 
Regarding grading actions, we wish to speculate on the consequences of a selection or 
rejection of the focus. 
Typically, the farther removed a node is from the path, the less likely that it will describe 
the Information Need. Another way to model the effects of Query by Navigation is by 
assigning to each node a value which expresses its probability of being relevant to the 
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Information Need. Translated to our train traveler analogy, this would express the proba­
bility of for instance Paris being a station where the traveler temporarily leaves the train 
for a scenic tour of the city, given the evidence that in Brussels the traveler left the train. 
We would then have to determine the characteristics which Brussels and Paris share, for 
instance the language which is spoken there, i.e. French. 
Definition 4.1 (Probability) 
Given a search path ρ and node d in layer L = (Σ, Λ). Then: 
Ρ : IsPath -+ Σ ->• [0,1] 
В : IsPath -+ Σ -> [0,1] 
i: The destination probability P(p, d) expresses the probability that the extension of the 
current search path ρ will terminate in d. 
ii: The berry probability B(p, d) expresses the probability ofd describing the Information 
Need given the evidence of search path p. 
The berry probability will be treated in Section 4.2.3. First we will derive the destination 
probabilities. In order to approximate these probabilities we look at processes which take 
place in networks. For this purpose we will transform the search space into a transition 
network, allowing the use of Markov chains theory. 
4.2.2 Markov Networks 
The theory of Markov Networks can be used to study the effects of random walks through 
a state space. The use of Markov theory is not new to the field of Information Retrieval. 
Recently, Mittendorf and Schäuble [MS94] applied so-called Hidden Markov Models to 
Information Retrieval. 
Definition 4.2 (Markov network) 
Given a set of states 5 and a transition matrix T. The pair (S, T) is a Markov network. 
The matrix Τ defines the transition from a state s to another state t. A transition from a 
state s to a state t occurs under a probability T(s, t). Next we translate a hyperlayer into 
a Markov Network. The set of states is defined as the set of nodes augmented with the 
nodes of the entrance layer. The transitions between states are defined as follows: if nodes 
α and b are connected in the hyperlayer via a link then they are related in the transition 
network. Regarding the special states, we introduce the following conventions: 
stop state in each node it is possible for the searcher to decide to terminate the search 
process. Hence, from each state there should be a transition to stop. 
start state the searcher may start searching in any node of the layered hypertext system. 
Therefore from start there is a transition to each state. 
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Figure 4.2: Derivation of the transition net 
Figure 4.2 shows the construction of the transition network from the 'information retrieval' 
subgraph of the example hyperindex of Table 2.3. 
For all possible transitions (including the ones from start and to stop) we have the matrix T. 
The transition matrix Τ is defined for nodes as (see [GS92]). 
Definition 4.3 (Transition matrix) 
Given hyperlayer L = (Σ, Λ). Let d and e be nodes m Σ. Then: 
T(d,e) = { 9 A i f A = ( 4 e ) € A 
0 otherwise 
The start state is a state which can only be left; there is no return to this state possible, 
so for each state d other than start, T(x, start) = 0. The transition from start to start occurs 
under probability T(start, start) = 1. The transition from the start state to a node d occurs 
under probability s,¡. 
Since the state stop is the final state, T(stop, d) = 0 for each state d other than stop. The 
transition from stop to stop occurs under probability T(stop, stop) = 1. Going from a state 
d to the stop state is done with probability h¿ = T(d,stop); in each state d, stopping is 
possible: /i¿ > 0. 
The value Tfa, t) is the probability of reaching t starting from s in i > 0 transitions. For 
a transition in zero steps, T° = I, the identity matrix, i.e. all entries are zero except the 
diagonal ones which are all one. Thus, the sum J2tioT*(e,d) is the probability of reaching 
d from e in any number of steps. 
An important characteristic of Τ is that for each row the sum of its elements equals 1: 
Σ T(M) = 1 (4.1) 
dSEUE E 
In a Markov network it is sometimes possible to create a path from state s to itself. This 
path could be short or long; there could even be more than one such path. The length of 
such a path is called the period of state s. 
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Definition 4.4 (Properties of states) 
Given a set of states S and a transition matrix T. Then: 
t: The period of a state s is the greatest common divisor of the set of integers ι such 
thatT(s,s) > 0. 
it: A state s is a recurrent state if an ι exists such that T^s, s) > 0. 
Ht: A recurrent state s ts aperiodic if its period is 1. 
iv: If every state s can be reached from every state t m a finite number of steps, then the 
Markov network (S, T) is called an irreducible chain. 
With the above definition each state in our Markov network can now be tested for each 
property. 
Theorem 4.1 Given a hypertext Markov network. Then: 
i: The stop state stop is a recurrent state, 
ii: The stop state is the only recurrent state. 
iii: The stop state is an aperiodic state. 
iv: The network is not an irreducible chain. 
Proof: 
i- Since T(stop, stop) = 1, in the stop state the only possible transition is to the stop 
state itself. 
ii: Trivial 
iii: In Theorem 4.1 we showed that the stop state is a recurrent state. Since 
T^stop, stop) = 1 for all t > 0, the period of the stop state is 1. 
iv: Once the stop state has been reached, no transitions to other states are possible. 
Hence, this absorbing property of the stop state prevents the Markov network 
from being an irreducible chain. 
Π 
Example 4.1 
Consider the Markov network of Figure 4-2. Suppose the probability of a refine­
ment occurring is a, whereas the probability of an enlargement occurring w b < | . 
This upper bound on b is necessary because the node information retrieval has two enlarge­
ments: one to information and one to retrieval. Hence, the node information retrieval has three 
transitions (the two enlargements plus the one to the stop state) which requires the 
constraint that b < | OS T(mformation retrieval, stop) > 0. 
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In that case we would have the following transition matrix (note that s, is short for 
«information, «r " short for «retrieval and S„ IS short for «information retrieval)'• 
T = 
0 s, «r ««· 0 
0 0 0 o h, 
О 0 0 о hr 
О b Ь 0 h„ 
The vector h of halting probabilities is given as h = (h,, hr, h,r) = (1 — a, 1 — a, 1 — 26). 
4.2.3 P a t h s between nodes 
In the previous section we have derived from a hyperlayer a Markov network. Next we 
apply this network to examine paths between nodes. 
Between two nodes many paths could be made. Some could be short, whereas others could 
be very long. However, they all have in common that no path between two nodes runs via 
the stop state or the start state. Hence, to derive the probability of a path between two 
nodes we only need to look at transitions between nodes from the hyperlayer. Therefore 
we define: 
Definition 4.5 (Path probability) 
Given a hyperlayer L = (Σ, Л). Let Q be the submatrtx of Τ containing only the probabilities 
oo oo 
of transitions between nodes m Σ. Then for nodes d and e m Σ, Σ 'Pie, d) = Σ Q1(e, d) 
The appearance of an infinite sum in this formula could cause problems when we wish to 
implement this formula. However, since \Q\ < 1, the sum converges to 
(I-Q)-l(e,d)^M(e,d) 
(see [Tri82]). The proof of this is not unlike the one for proving £)j_0 τ* = y ^ . 
Thus, obtaining the path probabilities requires the calculation of the inverse matrix of 
an | Σ | ж | Σ | matrix. The consequences of this calculation will be discussed later in this 
chapter. 
Example 4.2 
The matrix of Example 4.1 holds the probabilities of all state transitions. The sub-
matrix Q describing transitions between nodes и given by 
Q = 
0 0 a' 
0 0a 
b b 0 
, | Q | = 0 , / - Q = 
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The matrix M is given by 
1 — ab ab a 
ab 1 — ab a 
b b 1 
Π 
Between any two states there are an infinite number of paths possible. The probability of 
reaching d from e, followed by a transition from d to the stop state is called the continuation 
probability C(e,d). This probability disregards all previous search actions. Later in this 
section we will include previous behavior. 
Definition 4.6 (Continuation) 
Given a Markov network (S, T) and nodes d and e. The continuation probability of d given 
e is expressed as 
С : Σ -»• (Σ -+ [0,1]) 
C(e,d) = f^T(e,d)hd 
i=0 
Corollary 4.1 C(e, d) = M (e, d)hd 
An important property of the matrix M is that the diagonal element of a column is the 
maximum of that column. In other words, the probability of a path of any length between 
two nodes d and e is maximal when such a path both starts and ends in the same node, 
or: e = d. 
Theorem 4.2 Given a hyperlayer L = (Σ, Л), transition matrix Τ and matrix M = 
{J-Τ)'1. Then: 
V e e E [Ai( e ,d)<M(d,d)] 
Proof: 
2 Let M be the inverse of (I - Τ). M can be written as 
M = I + T + T2 + ... 
Therefore, we have 
M = I + TM (4.2) 
2With kind regards to Dominique Bernardi of the Fbcultyof Number Theory, Pierre & Marie Curie 
University, Paris, France.for pointing us in the right direction 
M: 
1 
l - 2 a ò 
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Let m,, be the maximum of column j , and suppose that j Φ г. The equation (4.2) 
gives: 
тч = Σ Ъьткз ( 4 · 3 ) 
* 
mit} is less than m,,, so the right hand side of (4.3) is less than mt) Σ t,*. This latter 
sum is < 1. Hence τη,} = 0 or there is a contradiction. If mtJ = 0 then m,, is also a 
maximum. О 
Example 4.3 
Consider the matrix M of Example 4-2- For column 1, both ab and b are smaller 
than 1 — ab. When we look at column 2, it can easily be seen that a is smaller than 
1 because the halting probability 1 - о must be positive. О 
Lemma 4.1 
M(x,y) if хф у 
M(x,x) — 1 if χ = у 
^M(x,d)T(d,y) = l 
Proof: 
Trivial Ü 
Theorem 4.2 has shown that the probability of a path of any length between nodes d and e 
is maximal when e = d. This lemma can be used to prove that the continuation probability 
C(e, d) is maximal when e = d. So, when the searcher is in a node e he or she is most 
likely to stop searching in that node, if (as explained earlier) previous behavior is ignored. 
Corollary 4.2 Given a hyperlayer L = (Σ, Λ). Then 
Vi#x[C[e,d)<C{d,d)] 
The equality occurs only when e = d. 
Prom any node in the hyperlayer it is to be expected that we always continue to another 
node. This is formalized in the following lemma: 
Lemma 4.2 VdgE 
Proof: 
Σ C(d,x) = l 
ζ έ ε 
Let χ = (xi,...,xn)
T = Mh, where h = (hdl,... ,/idJ
T· 
Left-multiplying this by M leads to 
χ=h+Tx 
This equation is obviously satisfied by χ = ( 1 , . . . , 1)T, due to property (4.1). This 
is the only solution, since if both xl = h + Txi and x-i = h + Γ f2, then Si — £2 = 
Τ (Si — χ2), which implies χχ = χ2, as | |Τ| | < 1. D 
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Example 4.4 
Consider the matrix M of Example 4.2. For row one, the summation would yield 
((1 — ab)h, + abhr + ahxr) l-2ab 
= Yz^iU-^U-eJ + ^ i - ^ + ei1-26)) 
= —г f 1 - α - ab + аЧ + ab - аЧ + a - 2ab) 
1 - 2ab v ' 
- ( l - 2 a ò ) = l 
1-2α6 ν 
The second row yields a similar calculation. Row number three results in: 
1 
(6Л, + bhr + lh„ 
l-2ab 
r - L _ ( 6 ( 1 - a ) + 6 ( 1 - a ) + (1-20)) 
- — — (6 - ab + b - ab + 1 - 26) 
1 — 2ab 
4.2.4 Destination probability of a search path 
In the previous section we examined the destination probability of a node d given a focus e. 
In this section we will look in detail at the probability P(p, d) of a node d being the search 
destination of a path p. First we will investigate this probability for the case of the empty 
path, i.e. the searcher is in the universal node start. What then is the value of P(start, d). 
When there is no indication as to what the Information Need is, then we have to consider 
the case where the searcher may start in any node, before continuing to d. The a priori 
probability of d being the destination can be expressed as: 
Definition 4.7 (A priori distribution) 
Given a hyperlayer L = (Σ, Л). Let Σ' = Σ U {stop}. Let s be the vector containing starting 
probabilities. Given node d and start node start. The probability P(start, d) = 53 sxC(x, d) 
íes 
is called the a priori probability of d. 
Note that in general the initial probability is not a flat distribution. Since a searcher always 
makes a transition from start to another node, we immediately have 
Corollary 4.3 Σ *i = 1 
ζζΣ 
As all nodes together describe the Information Need (as a result of Lemma 2.?), we have: 
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Σ Σ «.c(i, 
<ί€Σ χ € Σ 





. < * ) 
The α priori destination probability for a node falls in a certain interval. An upper bound 
for this interval is: 





cor.4.2 -—ч Λ , , ,. 
< Σ3Χο{ά,ά) 
= c(d, d) Σ «χ 
χ € Σ 
1 е ш = 4 · 3 C(d,d) 
The a priori destination probability defines the destination probability when the searcher 
is still in the start node. The searcher will not remain in this node. If the searcher moves 
away from this node by choosing a new focus, the destination probability for the nodes 
will fluctuate. Next we will include information from previous actions in calculating the 
destination probability of a search path. 
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In general, after traveling a path ρ through the hyperlayer, the searcher will extend the 
search path with a node e from the options available at the end of p, thus yielding path 
ρ -> e, which will be abbreviated as pe. After traveling path ρ the destination probability 
will be P(p, d) for a node d. Extending the search path will change the distribution. It 
can be argued that the previous history (i.e. the path p) can be ignored and that only the 
effect of moving to e has to be looked at. 
However, while traveling ρ certain decisions have been made by preferring one node over 
the other available options. Hence we propose to let P(p,d) play a role in determining 
P(pe,d). 
The second component in determining the new destination probability is formed by the 
move towards node e. Since the past already is taken into account by looking at P(p, d) 
we aim to ignore the past in the case of this second component. This past includes the 
decision of preferring e over the other options. These other options are thus implicitly 
rejected. The second component will look at the probability of continuing from e to d and 
stopping in d. 
The past carries a certain weight when a new destination probability has to be calculated. 
This influence is captured by assigning a weight 1 to the continuation probability and a 
weight φ to P(p,d). The forgetfulness coefficient φ indicates the influence past decisions 
have on the destination probability after a new step. If φ = 0, then the past is completely 
forgotten. Prior decisions can be made more important than later decisions by choosing 
φ > 1. For novice searchers we could suggest that the past carries less weight than the 
present, which is reflected by setting φ < 1. 
First we will investigate this probability for the case of a singleton path, i.e. P(e, d) for 
nodes d and e. 
The destination probability after traversing a singleton search path is defined as follows: 
P(e,d) = Σ Г (e,d)T(d, stop) 
»=o 
Next, we introduce the probability function P(p, d) for a composed search path p. This is 
done recursively as follows: 
Definition 4.8 (Composition) 
Given search path ρ and node d. The composite destination probability of d given the 
extension of ρ xvith action -¥ e is given by: 
РІр^=Ф_рт±см ( 4 4 ) 
with P(start, d) as defined in Definition 4-7. 
The components which play a part in determining the destination probability are shown 
in Figure 4.3. This figure shows within the oval the search space of nodes, Σ. The searcher 
has traveled a path ρ = p\.. .p*. Time progresses as nodes are added to the search path. 
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start 
Figure 4.3: T h e components 
Each node d has at any point on the path a probability that the search will end in d (i.e. 
a transition to d followed by a transition to stop). 
The property that each path has an ultimate destination is captured by: 
L e m m a 4.5 Given a hyperlayer L = (Σ, Λ). Let ρ be a search path. Then 
de Σ 
Proof: 
By induction on the construction of the search path. 
des 
= ^ïE((*^(p.O + c(e,«o) 
= ¿kpfeJl + EW 
4>+1 \ ΛΤτ. dkt ) 
= 1 
D 
After the searcher has traversed a certain path ρ each node will have a destination proba­
bility P(p,d). It is possible to define an interval for this destination probability. First we 
look at the upper bound of this interval: 
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Proof: 
Given ρ € isPath. Let Length(p) = n. Then 3: 
™ - (ΪΤΪ)"'Ρ (·"·*+|(*ΤΤ)' 
C(Focus(RollBack(p, η - i)),d) 
0+1 
lem. 4.4 ( 0 V / ^ J J I , V"V ^ У C(Focus(RollBack(p, П - l)), d) 
0 + 1 
,η+1 
Using ¿ г ' = ¿_ when |г| < 1 we have: 
>=о 
= c(d,d) h r r r + 
* У L ι i-U)" 
+ U 0 + 1 ι Ф+1 
= C(d, d) 
Returning to the train traveler analogy, consider someone who decides to travel in the 
general direction of Paris. It is to be expected that the destination probability of Paris 
increases after this decision. The concept of in the general direction of is somewhat vague 
and is difficult to capture. Therefore we start by looking at the situation where the searcher 
is in the start state start. No decision has been taken yet, and each node d has a destination 
probability P(start,d). If the searcher now decides to perform a transition to a particular 
node d, the expectation is that the destination probability for d has increased: 
Theorem 4.3 Given hyperlayer L = (Σ, Л). Then: 
VdeE [P(start d, d) > P(start, d)] 
Proof: 
p(^d,d) = — 
lem. 4.6 0P(start, d) + P(start, d) 
> + l 
d e f = 4 · 8 P(p,d) 
Note that the forgetfulness coefficient does not appear anymore. The theorem is 
hence valid for any value of the forgetfulness coefficient. D 
3For the rollback function see Definition 5.20 
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This theorem can be generalized to the situation where an arbitrary path ρ is extended 
with a node d. Again, the expectation is that the destination probability for d has increased 
after this move has been made. 
Theorem 4.4 Given a hyperlayer L = (Σ,Λ). Let ρ € isPath. Then: 
P(pd,d)>P(p,d) 
Proof: 
p{pdd) = ФРЪ,4 + СМ 
ф + 1 
lem 4 6 фР(р, d) + P(p, d) 
> ф+1 
d e f = 4 8 P(p,d) 
Now that the effect of extending a path with a node d on the destination probability for d 
has been studied, we next look at the effect of moving away from a node. 
Once again we refer to the train traveler analogy. If the traveler moves away from Paris, it 
is to be expected that the destination probability for Paris decreases. As with the previous 
discussion, we first examine the effect of moving one step away from a node. 
This penalty for moving away from a node is captured in the following theorem: 
Theorem 4.5 Given a hyperlayer L = (Σ,Λ). Let ρ e IsPath and d,e G Σ. Then: 
P{p de,d)< P(p d, d) 
Proof: 
Let iength(p) = π, then: 
P(pde,d) = ^ L ^ P(start,d) + 
.«+2 
| , •• „ • C(FocuS(RollBack(p,n-t)),(í) [ 
№(d,d) C(e,d) 
(Φ + ιγ φ+ί 
•%ш~ 
C(Focus(RollBack(p, П - i)),d) 
0 + 1 
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cor. 
éC{d,d) C(e,d) 




1 + 1 C(Focus(RollBack(p, η - i)),d) 





+l C(Focus(RollBack(p, η - i)), d) C(d, d) 
Ф + 1 + φ+1 
- ' У 8 P(pd,d) 
As some node must eventually be the destination of the search process, we have: 
Lemma 4.7 Given a hyperlayer L = (Σ,Λ) with Σ = idi, ...,<£„}. Let e be a node in 
Σ. Then 
de Σ 
Χι \ ί T(di,stop) 
: = (J - Q)-1 h, where h =\ 
Xn ) \ Tidn.stop) 
Left-multiplying this by (ƒ — Q) leads to 
χ= h + Qx 
This equation is obviously satisfied by χ = (1 1) , due to property (4.1). This 
is the only solution, since if both S\ = h + Q S\ and 22 = Я + Q x2t then 
f ι — x2 = Q (Si — хг), which implies fj = î2 i as ||Q|| < 1. D 
Next we consider the effect of performing cycles through the search space. A cycle occurs 
on a search path ρ when the current focus has been visited before. 
Definition 4.9 (Cyclic search path) 
kCyciic(e) = false 
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lsCyclic(p+) = IsCyclic(p) 
lsCydic(p-) = IsCyclic(p) 
lsCylcic(p ->£>) = lsCydic(p) V 3,>0 [Focus(RollBack(p, ¿)) = D\ 
We start with a decomposition lemma, generalizing Definition 4.4: 
Lemma 4.8 
P(jx},d) = P(p,d) + P{-to«q,d) 
As a result, P((pq)r,d) = P(p(qT),d). 
From mathematics, it is well known that, since тЛш < 1, 
&S((^)errèzi 
As a consequence, we have: 
Lemma 4.9 
¿«.tíU*+l)V 2^+1 
In the case where a search path ρ is extended with a cycle cf, we would expect that 




к,а) = 2 ^ C M ) + £±СиЛ 
lim P(p(cf)k,d) 
it-МО 
def.4.8 , : _ Φ
2" „ , ^ , 1 , , , . ^ / ¿2 \ ' + 
» + i f / ¿2 ν 
+-
lem. 4.9 Φ nt_ ,-, , Ф_±]_г</ f A\ 
In this section we have defined a probability function to model the navigational actions on 
a search path. Next, we will examine the effect of grading actions on the berry probability. 
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4.2.5 Berry probability of a search path 
This section concerns itself with modeling the effects of grading nodes on their relevance. 
In section 4.2 we introduced a number of basic search actions. These actions are of a 
varying complexity and meaning, and hence their response to the passage of time should 
differ as well. Similar work has been described by Campbell and Van Rijsbergen in [CR96]. 
When we look at search actions outside the navigational realm the aspect of encountering 
new, hitherto unexplored nodes complicates the matter. In the light of finding such new 
nodes previously selected nodes might become less relevant. When a certain node has been 
marked as relevant or not relevant, then this is a very strong feedback from the searcher as 
to this node's status. Therefore we feel that such a search action should have a long-lasting 
effect on the node. When compared to these actions, purely navigational actions should 
have an effect which evaporates more quickly. 
If the a priori berry probability of d is given as B(start, d), e.g. |Σ |~ , and d is confirmed as 
being a berry, then d should see an increase in its berry probability. As time passes and 
more actions are added to the search path, the berry probability of d should see a slow 
return to its a priori value. As the current focus of the search path is likely to move away 
from d rather than stay close to it, the likelihood of encountering a more important item 
than d increases. It can be argued that d could not see a return to its a priori value, but 
in stead may find an equilibrium at some value above B(start,d). 
When d is considered by the searcher as not relevant to the Information Need, then d 
should see a drop in its berry probability. Again, as the search path is extended and the 
focus of the search path moves away from d the importance which we may attach to the 
rejection decreases and d's berry probability may see a slow increase back towards its a 
priori value. 
As was the case for the selection operation, d could not see a return to its a priori value, 
but in stead come to rest at some value below В (start, d). 
For a node which has been neither marked nor rejected the case is less clear cut. We propose 
that the destination probability for such a node rises when it is visited. However this rise 
quickly dissipates. The speed of this dissipation depends on the amount of history which 
the searcher wishes to incorporate. This can be changed by the searcher at will. One way 
to achieve this is by making certain that, should a node d be assigned a lower destination 
probability due to, for instance, a rejection, its destination probability returns to f?(start, d) 
after an interval t has passed. Similarly, if d is marked and hence its destination probability 
increases, after some time its berry probability settles back to В (start, d). 
Definition 4.10 
Given a search path p. Then the berry probability of d is expressed as: 
i. 
( ί±ΕψΛ Focus(p) = d 
B(p+,d) = | B ( s t a r t ) d ) _ _i_ (! _ i+B^facKp») o t h e r w i s e 
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Figure 4.4: Effect of search actions on berry probability 
tt. 
B(p { B(start.d) 2 В(лл,«0 + ^ і ( і - B(start,Focus(p)) \ 2 ) Focus(p) = d otherwise 
Analogous to the destination probabilities we can assign a weight to previous actions when 
we wish to derive a berry probability for a search path. 
Definition 4.11 
Given a search path p, the berry probability ofdis expressed as 
B(pa,d) = 
φΒ(ρ, d) + B{a, d) 
ф+\ 
4.2.6 Probability based document relevance 
In the previous section we have modeled a search path in layer L = (Σ, Л) by assigning 
each node ci in Σ a probability P(p,d). In this section we will discuss how a measure of 
relevance for nodes (the documents) in the hyperbase Η can be derived. 
After traversing a search path p, certain nodes will have a higher destination probability 
than others. Documents characterized by such nodes are more likely to be relevant to 
the query than documents which do not have these nodes in their characterization. If we 
assume that the content of a document D is adequately described by its nodes x(D) the 
relevance of D is defined with: 
Definition 4.12 (Document relevance) 
Given a hypertext system with hyperbase Η = {Ец, Ля) and a search path ρ in layer 
L = (Σ, Λ). Let x(D) С Л. The relevance of a document D e Σ Η given search path ρ is 
written as nl(D \ p). 
Lemma 4.10 rei(D | ρ) = Σ B(p,d) 
d£x(D) 
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Corollary 4.4 
І. 0 < rel(I> | p) < 1 
ii. rel(£> | p) = 1 «* x ( D ) = Σ 
ІІІ. геі(£> | ρ) = О <Ф x{D) = 0 
Proof: 




The destination probability gives rise to a relevance measure for the documents. Clearly, 
it is necessary to define a cut-off value nx for a document. Otherwise, all documents would 
be presented. 
This cut-off value has to meet certain demands. First, each document has to be able to 
be retrieved. Therefore, it's relevance measure has to be able to become greater than the 
cut-off value. This means then that there has to exist a path such that rei(Z? | p) is greater 
than the cut-off value. If there is a document for which this demand is not met, this 
document will not be retrieved and hence recall can never become maximal (i.e 1). 
Second, the cut-off value should not be so low that a number of documents are always 
retrieved no matter what path is traveled. As a result we would have a system where 
precision could never become maximal (i.e. 1) since there would always be a query for 
which there are retrieved a number of documents which are not relevant to that query. 
Obviously, кх has to be a value in the interval 
[mitipgispath rel(L> | p ) , maxpgisPath « ' ( ^ I P)\ 
in order to be able to fulfill these demands. A first suggestion might be to take 
_ """pelsPath rcl(£> I P) + "»«pelsPath n*(D \ p) 
« x - 2 
which is the average of the two bounds. Calculating these two bounds is a very hard task. 
Therefore we propose a value for кх which lies in this interval. This threshold could be 
found by looking at the situation where no information about a searcher's Information Need 
is available, i.e. the empty path start. This gives rise to the initial destination probability 
P(start,Z)). In its turn, this gives for a document a measure of relevance to the empty 
query: rei(D | start). This could be a threshold for document D. 
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4.2.7 Quantifying a user's uncertainty 
In the previous section a search path has been translated into the destination probability 
function for nodes. This section is devoted to the quantification of the uncertainty about 
the searcher's intentions. 
4.2.7.1 Entropy measure 
Our assumption is that the behavior of a novice leads to a random walk through the search 
space, resulting in a more or less homogeneous destination distribution. Such a distribution 
leaves us most uncertain about the searcher's intentions. This is in contrast with a more 
experienced searcher, whose search path will give rise to a destination distribution function 
which consequently will show very distinct areas of higher probability. From this assump­
tion we conclude that the entropy of the distribution function is a reasonable measure for 
the searcher's uncertainty [Wil92]. 
The entropy after having traversed path ρ is defined as the entropy of the resulting desti­
nation probability function P(p). Thus we have: 
tf(P(p)) = - £ P ( p , d ) l o g ( P ( p , d ) ) 
The empty path, which reflects that a searcher has not yet revealed any indication about 
the area of interest, leads to the maximal entropy (i.e., maximal uncertainty). 
Lemma 4.11 
tf(P(*»t)) = - j : i l o g ¿ ) = log(n) 
Application of entropy theory yields (see [Gra90]): 
Lemma 4.12 H(P[p)) < #(P(start)) for each search path ρ e isPath. 
The uncertainty is minimal if a single node describes the Information Need, i.e. P(p, d) = 1, 
and (thus) all other nodes have probability 0. In that case, H(P(p)) = 0, i.e. no uncertainty 
about the intentions of the searcher. Note that our construction of the transition network 
excludes this possibility, as P(p,d) < 1 for each node d, due to its positive stopping 
probability. 
As a consequence of a flat distribution it will most likely be impossible to indicate a set 
of documents as being relevant. If this is the case and the search path has in some way 
been stored, then it would be possible to again walk this path and calculate the berry 
probabilities. This time however the forgetfulness coefficient could be lowered. 
4.2.7.2 Mutual Information Measure 
The a priori berry distribution assigns to each node a probability of being relevant to the 
Information Need. Likewise, a search path ρ gives rise to a berry distribution. An interest­
ing comparison would be how much these two distributions resemble each other. In order 
to study this we turn our eye to the so-called mutual information measure. This measure 
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is an information theoretic measure of the distance between the probability measures. The 
measure is given by 
ΡίηΛ 
(4.5) G = E ^ ) l o g S
a ) 
•P'(a) 
In this equation Ρ could stand for the a priori berry distribution, whereas P1 could stand 
for the search path based distribution. 
Example 4.5 




In other words, the two distributions agree on each node. In thi3 case, equation 4-5 
evaluates as: 
о = Ef("H°isl?'*) 
l ì l i l ì = 5bgí + -logf + -logf 
¿ 2 * 4 4 4 
= 0+0+0 
= o 
Now suppose we have the following probabilities: 
a-prion 4- i +• search path 
Now only one node (viz. d) is assigned the same berry probability, η this case, equa­
tion 4-5 evaluates as (we take the base-2 log): 
1 i 1 i 1 i 
= 5 l o g i + - l o g | + - l o g A 
¿ 2 Ч Ϊ Ч β 
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„ 1, 2 1 , „ 
= 0 + - l o g - + - log2 
4 3 4 
= 0 -0 .16 + 
= 0.09 
1 
Finally, let us assume we have yet another distribution in which none of the nodes 











' P'(e) • P'(f) 
- log | + ¿log f + log I 
2 ^ 8 
1, 4 . 1 1, „ 
2 l 0 g 3 + 4 l 0 g 2 + 4 1 O g 2 
°·2-4- + 4-4  
0.2 
The only way in which the measure can obtain the value zero is when the two distributions 
agree on each item. For all other case the value is positive. The less agreement between 
the distribution the larger the measure G becomes. 
4.2.8 Approximating the path probabilities 
In Section 4.2.1 we were faced with the problem of an infinite summation Σ™ο^*(^ιβ)· As 
it turned out, this could be rewritten as (/ — Q)~l(d, e). Such an approach requires the 
inverse of an | Σ | χ | Σ | matrix. For relatively small hyperlayers this can be done. However 
for a particularly large hyperlayer, e.g. one with say 1,000 nodes this becomes infeasible. 
In order to tackle this problem we go back to the fundamental cause of the problem. 
This was the express wish to regard paths of any length between two nodes. Such a view 
on the matter of navigation, albeit theoretically sound is not practical. In most cases, 
path of length ν may be regarded where ν is small, say 20. Thus, the matrix M would 
be approximated by the sum Y,"i=aT
l{d,e). The gain which we achieve by avoiding the 
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calculation of an inverse matrix must be weighed against the effort which has to be put 
into calculating T*. 
By doing this we would most certainly introduce an error in the resulting matrix M. How do 
we quantify this error? For entry M(d, e) we would be faced with an error M(d, e) — M(d, e). 
Example 4.6 
Consider the matrix M of Example 4-2- Let us assume that we wish to approxi­
mate M by examining paths of maximum length 5. We would then have M(d, e) = 
Ef=o^*(^i e)· " * M would yteld the following matrix: 
M = 
1 + ο6 + 2α262 ab + 2a2b2 a + 2 a?b + 4 αψ 
ab + 2a2b2 l+ab + 2a2b2 a + 2 a2b + 4 a3&2 
b + 2a&2 + 4a2&3 6 + 2a&2 + 4a 26 3 l + 2aò + 4a2ft2 
If we look at M (cars, theft) and compare it to M (cars, theft) we see that the error is 
eft) — M (cars, tl 
\-ab-2a2b2 




1 - 2 ab 
For instance, if a = 0.5 and b = 0.25, then the relative error we make would be less 
than one percent. In Figure 4-5 we show a plot of the error function. 
Without going into details, if we examine paths of at most length 3, then the error 
would be η^;, which for the chosen values of a and b would yield о relative error of 
three percent. G 
Intuitively, the error we make by approximating M depends on a number of characteristics. 
The size of the hyperlayer is of major influence, as is the connectivity which the set of links 
offers. With this we mean the number of steps which it takes to reach one node from 
another decreases as the size of the set Л increases. This can be seen as the average 
number of outgoing links for a node. The more of such ways to leave a node there are, the 
more connected the hyperlayer becomes. 
The larger the size of the hyperlayer is, the larger the maximum size of the paths which 
we consider becomes. 
4.2.9 Conclusions 
In this section we have presented a probabilistic model for searching in a hyperlayer. The 
next section will present a situation theoretical model for searching. The effect of moving 
through the index space is translated to a distribution function over the set of indices. 
There is a strong conjecture that the entropy of this distribution is a suitable measure for 
the uncertainty of the searcher. 
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Figure 4.5: A plot of the approximation error 
4.3 A model for QBN based on situation theory 
The previous section gave a quantitative model for a search path. The difficulty with a 
quantitative model is that it is very hard to reason about a searcher's behavior in a formal 
way. Questions about deriving relevance of a document based on the relevance of one of 
its subdocuments can only be answered by imposing thresholds on the probabilities. 
In this section we will discuss a qualitative model for a search path. An advantage of this 
approach is that we are capable of making qualitative statements about the decision-making 
aspects of the search-process. Moreover, it delivers a formalization of the intuition upon 
which the search-process is founded. This could be helpful in designing new or improving 
existing hypertext models. 
The decisions taken on the search path allow us to build up a knowledge base dealing with 
the intentions of the searcher. Consider the situation when the knowledge base contains a 
statement that the searcher bears a 'disinterest in the subject information retrieval. Should the 
searcher however later select a node dealing with information filtering, we could have a clash 
with the statements in the knowledge base, and hence we could argue that the searcher has 
apparently become lost in hyperspace. In order to make a qualitative statement concerning 
a searcher's perception of the Information Need we propose a logic-based model for Query 
by Navigation. 
Usually, it is hard to express what the intuition is behind a certain search decision. For 
example, if a searcher rejects a node which was selected as relevant before during the search, 
does this imply that the searcher is lost in hyperspace? Or, has there been a revision of the 
perception of the Information Need and is the rejection done to correct an earlier action? 
In such cases a framework is useful to express what kind of decisions are built in the 
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hypertext model Recent investigations for a framework suitable to model Information 
Retrieval decisions have centered around formalizing the notion of pure aboutness decisions 
and their consequences [HB96, BH94, HvLB94, BH95b] 
By examining a user's behavior we could make a statement concerning the areas of the 
document base in which the user might be interested 
A user's behavior is but one half of the process of interaction between a searcher and a 
retrieval system The other half is the system's behavior In this section we will give rules 
which a system could use to infer information from a search path 
We aim to model such rules and their consequences in terms of a framework This frame­
work is based on an information theoretical approach, namely Situation Theory [BE87], 
[Bar89], [BE90], [Dev91] The motivation for this is that information is a fundamental as­
pect of the ontology of Situation Theory (instead of truth in classical logic) The concept 
of information plays also a fundamental role m hypertext systems Therefore, a theory of 
information (more precisely, Situation Theory) could be used to build a theoretical hyper­
text framework Key elements in the framework are the representation of information and 
the rules which govern the deduction of information 
The framework allows us to formalize the decision-making aspects of the search-process 
In this section we shall present a formalization of search paths based on logic With this 
framework we can deduce what the consequences are for adopting some definitions 
4.3.1 Basic definitions 
The hyperlayers introduced in Chapter 2 can be viewed as the representation of the infor­
mation contained in a set of nodes We will therefore examine hyperlayers in the context 
of information theory This will be explained in more detail 
First, the concept of information Each node can be seen as containing a certain amount of 
information This information can be derived m many ways Generally, different searchers 
will derive different information from the same node Also, the degree of usability (see 
Chapter 1) of the information may differ between two searchers Second, based on the 
notion that nodes contain information, some nodes may be linked to other nodes based on 
an informational link Such aspects play a pivotal role in Situation Theory [Hui96, BE87, 
Ваг89, BE90, Dev91] 
Within this novel theory, the concept of information, information links, and information 
containment are treated as basic notions In classical logic truth is assumed to be a 
universal notion However as we have pointed out earlier, certain relationships which to 
one searcher are quite logical, are not logical at all to another searcher The notion of 
hyperlayers seems perfectly suited to capture these fleeting relations 
Situation Theory has been applied successfully as an underlying theory for studying Infor­
mation Retrieval models in e g Huibers [Hui96] Other researchers [LR92, LR93, HLR96] 
already made clear the merits of Situation Theory in Information Retrieval Our approach 
differs to theirs as we view Situation Theory not as a tool to drive Information Retrieval 
but as a means to model a searcher's perception of the Information Need 
The starting point for our situated framework can be found in Huibers & Bruza [HB96] 
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The authors showed the close resemblance between relational indexing (see for instance 
[Far80a, Far80b]) and the fundamental information carriers of Situation Theory, the infona 
[Dev91]. 
Definition 4.13 (Infon) 
An infon φ is α structure ((%,a.i,... ,a„; i)) that represents the information that the relation 
TL holds (if i = 1) or does not hold (if i = 0) between the objects Oi,... ,a„. A situation is 
a set of infons {φι,..., φΛ· The relation supports fc) between situations and infons is 
defined by 
S (= ip&ípe S 
When we have two infons φ and ф, we can discuss whether the information described by 
φ is also described by ф. If this is the case, we say that φ is contained in ф and write 
φ —» ф 
In the case where φ and ф describe the same information, we say that φ and ф are equivalent 
and write 
φ -Η- ф 
Infons are elementary information particles which describe situations. From a situation 
of one or more infons {<¿>i,... ,φιλ it may follow that another infon ф can hold (or not 
hold) as well. We then say that Up\, ...,ψΛ supports φ and write yp\,..., ψΛ \=φ. For 
instance, for all infons φ we have that 
[ψ] \=Ψ 
When we have two situations S and T, S might describe the same situation as T. If this 
is the case, we say that 5 is about Τ and write 
In order to express that the combination of two infons can be build, information composi­
tion can be used. This is given as 
if S \= ψ and S \= φ then S \= φ Θ ф 
If the information present in infons φ and ф is contradicting, we say that φ and ф preclude 
each other and write 
φ J. φ 
Our approach is based on the notion of hyperlayers as introduced in Chapter 2. In a 
model for Information Retrieval based on Situation Theory, documents in the hyperbase 
correspond to situations, whereas indices in the hyperindex correspond to infons. Links 
between documents can then be seen as aboutness links, and links in the hyperindex as 
information containment links. The 'first-class-citizens' of a hyperlayer are the keywords 
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which were identified in Chapter 2. These are the basic constructs from which more 
complex entities can be formed. 
Using only keywords to model information results in very simple infons. In a sense these 
keyword based infons can be considered 'sub-informational' particles, and will be referred 
to as pro/ons[Hui96]. 
4.3.2 Modeling search paths 
In our view, the Information Need is a situation. The search path is only a partial descrip-
tion of this situation. Our task is then to derive from the description a possible Information 
Need. This is done by using a number of postulates which can be used to determine which 
infons could be part of the Information Need. For instance, if we include a measure of 
forgetfulness, some infons might be removed from the Information Need situation as time 
goes by. 
Any node of the hypertext could describe the Information Need. In order to express the 
information that a document is part of the description of the Information Need, a special 
infon is introduced: 
Definition 4.14 (Information Need) 
Given a node D and an Information Need N. The tnfon ((€, D, N;t}) captures the infor-
mation that D describes the Information Need (when ι = 1) or that D does not describe 
the Information Need (when ι = 0). 
Definition 4.15 (Infon language) 
Given a hyperlayer L = (Σ, Λ). The infon language X is defined by: 
v D e E l , e { o , i } [ « e . A t f ; » » € i ] 
Because situations have been defined as sets of infons, we can now also speak of a situation 
language. 
Definition 4.16 
Given an tnfon language X. The situation language S (I) w defined as the powerset of I. 
The relations about holds between two situations. Hence, an infon language leads to an 
aboutness language. 
Definition 4.17 (Aboutness language) 
Given the infon language I of Definition 4.15. The aboutness language A(T) is given by: 
i: if ψ, φ € X, then φ -¥ ф, φ <-• φψ ± φ, φ -/уф, φ ψψ, φ ¿.φ G Α(Τ) 
it: if S, Τ e S(T) then S ~» TyS^T,S = T and S£T e Λ{Τ) 
When we wish to model a search path in a situation theoretical way we need to interpret 
a search path as a situation. Hence we can speak of a model of a search path. This model 
M(p) is a sentence from <S(X). 
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Next, we focus on determining which infons are supported by a search path. The selection 
of a node as a berry corresponds with the information that the node is part of the Infor­
mation Need. When a node is rejected this corresponds with the information that it is 
not part of the Information Need. Our approach that searchers may contradict themselves 
therefore means that infons ((e,D,N;l)) and {(e,D,N;Q)) might be created during the 
construction of a search path. In classical logic at any moment either ((e, Д ./V;l)) or 
{{e,D,N;0)) should hold, but not both at the same time. However, the great advantage 
of Situation Theory is that situations might be possible which support the simultaneous 
existence of both ((e, D, N; 1)) and «6, D, N\ 0». 
The selection or rejection of a node corresponds with a situation which supports certain 
infons. Such an action is a simple search path. Using these singleton search paths more 
complex traversais can be modeled as well. 
Postulate 4.1 (Path support) 
Μ{ε) (=((€,D,N;i)) = false 
Л < ( Р + ) Н < е , А Л Г ; 1 » = M(p)\=((e,D,N;l))Vfa»{p) = D (4.6) 
M(p-)\=((S,D,N;0)) = M(p)\={(e,D,N;0))VFOCUs(p) = D (4.7) 
M(p^D)\={(e,D,N;i)) = Л * ( р ) Н ( е , Д Л Г ; і » 
Navigational actions are of no immediate concern to deriving a description of the Infor­
mation Need. The searcher can use such actions to explore and digest the information 
contained in the hypertext. Consequently, navigational actions have no influence on deci­
sions concerning modeling. Thus, extending a search path with a navigational action does 
not yield new information. 
As an alternative we could model navigation in such a way that the polarity of ((€, D, N; i)} 
does not change when the searcher further pursues that document (г = 1) or does not 
explore the document further (г = 0). 
Postulate 4.1 describes how a search path can be modeled with a set of infons. This set 
only concerns a small part of the hypertext system. Given the size of the hypertext, it is 
likely that most documents will correspond to negative infons ((e,Z3,iV; 0)). 
We would very much like to know whether any other infons can be instantiated. Thus, given 
a model of a search path, can we make a statement about the polarity of {(ç.,D,N;i)) 
when D has not been visited on the search path? We propose to use the links in the 
hypertext system for this purpose. 
First we will examine the links within a hyperlayer. When the model of a search path sup-
ports an infon {(€, D, N; 1)), all infons corresponding to subdocuments of D are supported 
by the model of the search path as well. When the model of ρ supports the rejection of D, 
all infons corresponding to subdocuments of D are supported by the model of ρ as well. 
In Postulate 4.1, expressions 4.6 and 4.7 therefore become 
M(p+) ]=((€, D,N;1)) = A * t ( p ) H ( e , A t f ; l » V F b « ( p ) = Z> 
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( ( Д E) e Λ -> Μ(ρ+) \= ((e, Ε, Ν; 1))) 
M(p-)\={(e,D,N-Q)) = M(p)\={{e,D,N;0))VFocM(p) = D 
( ( Д E) e Λ -> M(p+) h «G, £ , ЛГ; 0))) 
respectively. 
When a search path supports an infon ({e,D,N;l)) we can not make a statement con­
cerning the polarity of {{£,E,N;i)} when D is a subdocument of E. That is, no out-
right decision concerning either ({€,E, N;l)) or ({€, Д N;0)) can be made. Only when 
more evidence becomes available on the search path could we possibly know more about 
{(€,E,N;t)). 
In some cases, the Information Retrieval system might allow for weak inference, i.e. if a 
situation supports a subdocument, the situation also may support the father document. 
For instance, the support for a chapter might be carried over into support for the entire 
document. This process of inference makes use of the information links and aboutness 
links. 
Postulate 4.2 (weak inference) 
M(p+)\=((e,D,N;l)) = M(p)|=«e,AJV;l))VFocus(p) = D 
V(M(p+) H < e , E, JV; 1)> Л E -> D) 
M(p-)\={{€,D,N;0)) = A*(p)H(e,AW;0))VFocus(p) = .DV 
(M(p-)\={(€,E,N;0))AE^D) 
The drawback of weak inference is that it could generate a large amount of infons without 
any hard evidence. However, when a situation supports all subdocuments of a document 
D, the system could employ strong inference to derive that the situation also supports D. 
For instance, if all chapter of a document are supported, the enveloping document could 
be supported as well. 
Postulate 4.3 (strong inference) 
Given a hyperJa,ver (Σ,Λ). Then: 
M(p+)\=((<E,D,N;1)) = A1(p)h«G,D,iV;l))VFocUs(p) = D 
( я е Е [(E, D) e Λ => M(p+) И ((€, E, Ν; 1))]) 
M(p-)\={(€,D,N;0)) = A<(p)H<e,D,JV;0))VFocus(p) = L> 
V(VE6E [(E, D) e Л => M(p-) h ((€, E, N; 0))]) 
M(p->D)\={(<E,D,N;i)) = M(p) И « e , D,N;i)) 
Lemma 4.13 Given a hyperlayer (Σ,Λ).Then: 
VD € E[X(*3 r t+) (= « € , Д Ν;1))ΛΜ(Μ-) Ν ((€,D,Ν·,0))\ 
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Given a search path ρ we can now derive a situation which describes the Information Need 
as follows: 
Lemma 4.14 Given a search path ρ with model M(p). The description of the Information 
Need N is the set Q = [DU ..., At} such that 4^<к [Μ(ρ) \= ((e, Д , Ν; i))}. 
4.3.3 Similarity of search paths 
A description of an Information Need can be constructed in many ways. Two search paths 
might describe the same Information Need. As a trivial example, suppose a search path 
ρ describes Information Need N. Since navigational actions do not have any effect in 
the situation theoretical model, inserting a navigational action in ρ would not result in a 
different description as derived through Lemma 4.14. 
Definition 4.18 ( P a t h similarity) 
Given two search paths ρ and q. These paths may be called similar (ρ ~ q) if they both 
describe Information Need N. 
Regarding general situations, if two situations support the same infons then they can be 
viewed as similar. 
Lemma 4.15 Given two search paths ρ and q. If M(p) ~> M(q) and M(q) ~> M(p) 
then ρ ~ q. 
4.3.4 The role of history in situations 
Previously we translated an entire search path into a situation (i.e. a set of infons). As 
was signaled earlier in this chapter, it is very questionable to use the whole search path for 
obtaining a description of the Information Need. 
When the situation arises where a model of a search path is such that both 
M(p) \= ((€, D, N; 1)) and M(p) \= ((e, D, N; 0)) 
hold, we could argue that the first action which was performed on D can no longer be 
trusted. The reason for this is that the latter action can be trusted to reflect more accu-
rately the intentions of the searcher because it was made later and hence the searcher had 
available more information when it was made. 
When we take the aspect of time into consideration, a situation is valid at a certain moment 
in time. In order to reflect this, we could extend the definition of an infon with the time 
at which it was introduced. 
Definition 4.19 
Given a document D and Information Need N. The information that D describes the 
Information Need at time θ is conveyed with the infon ((e, D, Ν, Θ; i)). 
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After a certain amount of time has elapsed after a certain infon has been created, we might 
decide that the information is no longer actual (or usable) and the infon could be removed. 
Given a model of a search path, we would like to now the set of infons which describe the 
Information Need at a certain time t. Also of interest is the status of a model during a 
certain time interval. 
Definition 4.20 
Given a model ΛΊ(ρ) of search path p. The model of ρ at time t is written as ΛΊ(ρ)4. The 
model of ρ during interval [t\, h] is written as A1(p)[tbt2]. 
We can now determine the status of a model at time t: 
Lemma 4.16 M{p)t = {«€ ,ΑΝ,θ; ι ) ) e M(p) \0<t} 
The status of a model during interval [іі,іг] can be derived as well: 
Lemma 4.17 М{р\хМ] = M(p)h - M{p)tl 
4.3.5 A Document Ranking Based on Situation Theory 
Besides links within a layer, inter layer links may exist as well. If L and L' are hyperlayers 
in a hypertext system, selection (or rejection) of a node in layer L can be propagated to 
nodes in layer L'. Because a node D of L identifies nodes χ(Ό) of L', to our view the 
rejection of D corresponds to a rejection of x(D). 
Postulate 4.4 (Inter-layer selection) 
Given a layered hypertext system L = (ÍH,l\,A) with Η = {ΣΗ, AH) and I = (Σ/,Λ/). 
Let D 6 ΣΗ. Then: 
Μ(ρ) И ((e, D, Ν; ι)) Ο 3 Ε ε ε , [(D, E)eA^M(p)\= ((e, D, Ν; ι))] 
Given a search path ρ we are able to infer a ranking. This is achieved by introducing a 
preference relation Prp С Ед χ Σ» χ K. This relation is transitive, non-reflexive, and 
asymmetric. 
Following step by step every search action we can partition on first hand the documents 
in two classes, relevant and non-relevant Within a class all documents are considered to 
be equally important to the Information Need 
Definition 4.21 (Preference relation) 
A document D is preferred regarding о search path ρ with amount of history /ι > 0 over 
document E (denotated as Prp(D, E)) if 
Рг р (Д£,0) = M(p)\=DAM(p)V=E 
Prp(D, E, h) = Prp(D, E, h - 1) V X(RollBack(p, /l)) |= D Л A<(RollBack(p, h)) ψΕ 
From this definition it becomes clear that adding the aspect of an amount of history, the 
ranking will change. 
For an experienced searcher we could have a large window for determining relevance; per­
haps the entire model could be used. Novice searchers could perhaps be better off with a 
small window, e.g. the last few search actions. 
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4.4 Summary 
In this chapter we have proposed two models for modeling search behavior The first model 
is based on probabilities and can be used to assign quantitative measures of relevance to 
documents The second model is based on situation theory and can be used to assign 
qualitative measures of relevance to documents 
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Support During Query by Navigation 
The previous chapters have shown how information can be made more accessible by creating 
a layered structure. Furthermore we have shown how a searcher can construct a query 
by navigating through the hypermedia and selecting or rejecting nodes. This chapter ' 
discusses how we can help the searcher by creating some order in the jumble of links. 
Support during searching is crucial, because the amount of links which are offered to a 
searcher could result in losing track of the information which is being sought. 
5.1 Introduction 
The introduction of mass storage devices like CD-ROM has been a mixed blessing. True, 
we can offer large amounts of information, be it sound, video or text. However, the task 
of finding the right information has become increasingly difficult. Although indexing the 
information with for instance a hyperindex somewhat reduces the complexity, the user 
may not have a clear overview of the indices in the hyperindex. Such insights can only be 
achieved by long-time use of a hyperindex. Therefore novice searchers need a large amount 
of support in order to make full use of the hyperindex. At each item in the hyperindex, 
numerous links to related items can be traveled. This amount of possible roads to travel 
may cause the user to diverge from the original train of thought unintentionally. 
As explained earlier, a major contributor to the effort needed by a searcher to construct a 
query is the way in which these options are presented. If the option which in the light of 
the search path created so far is the most obvious one to add to the search path and this 
option happens to be the one 'at the bottom of the list', a lot of possibly not relevant and 
uninteresting options have to be interpreted and judged on their relevance. Moreover, these 
interfering options could cause the user to diverge from the intentional search trajectory, 
thus contributing to the well-known problem of being lost in hyperspace. (see e.g. [Nie90]). 
In order to keep the user on the right track, it could be necessary to introduce an ordering 
between the different trajectories which are available. The first approach would be to 
present the options available in a manner which does not take the previous decisions into 
'This chapter is based on material presented in [BB96b] 
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Figure 5.1: Search support 
account. An example would be that the current user has a strong preference for links which 
lead to textual information. Then, we could imagine that the supporting system creates a 
list of options where the links to textual information are mentioned first, or where links to 
non-textual information are not mentioned. 
An entirely different approach would be that the previous steps on the trajectory are 
examined and used to order the different options for continuing the trajectory. So we 
could have the supporting system create a window which mentions something like "Based 
on previous decisions we suggest option X for continuing the search. " The basis for the 
ordering is that, should the user select an option which occurs high in the ranking, he or 
she will move towards a hyperindex item which is relevant to the Information Need by the 
Information Retrieval system. This relevance is derived from the actions which have been 
performed on the hyperindex nodes which have been presented to the user so far. 
Within the context of hyperlayers which were introduced in Chapter 2 the concept of rank­
ing is defined in Section 5.2. A number of ranking strategies are discussed in Section 5.3. 
The aim of that section is to fit such ranking strategies into the layered hypertext envi­
ronment. However, these do not take into account the current fields of interest which a 
searcher exhibits during the search session. In order to cater for adaptive ranking meth­
ods, in Section 5.4 we propose two strategies which analyze the searcher's trajectory. The 
results of this analysis can be used to rank the different trajectories. 
In Section 5.3 first an overview is given of various methods of ranking a node's neighbors. 
Following this, two new methods which take the behavior of the searcher during the current 
session into account are introduced in section 5.4. 
At any point on the search path, the searcher may ask for support. If we focus on support 
in the form of ranking, a search path like the one in Figure 5.1 might ensue. 
5.2 A formalization of ranking 
In this section we start with some basic concepts which play a role in the problem of 
ranking. The concepts of ranking is placed within the context of hyperlayers which was 
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given in Chapter 2. 
5.2.1 Basic definitions of ranking 
We start by providing a means to determine whether a node D of the hypertext is visited 
by a search path p. We may then speak that D is on p. 
Definition 5.1 (Path membership) 
Given a hypertext L. A node D of L is visited by ρ (Donρ) if: 
Done = false 
D on p+ = Don ρ 
D on p— = Don ρ 
Donp->E = (D = E)V Donp 
Donp\jE = [D = E)y Donp 
Next we give a formalization of the concept of ranking. The intuition behind this definition 
is that we wish to establish some order over a set of nodes. A ranking of a set of nodes can 
be done according to some criterion. As a result, a ranking is produced by a generating 
function. 
Definition 5.2 (Generator) 
Given a set of nodes Δ. Let f be a function over Δ, the so-called order function. A 
generator is a function G defined by: 
G(0,f,i) = 0 
Let D € Δ such that f(D) w a maximum. Then: 
^-^HVÏÏÎÛ 
1) f(D) is the only maximum 
) otherwise 
Definition 5.3 (Ranking) 
Given a set of nodes Δ = i Di,..., ДЛ. Let f be a function over Δ and G be a generator. 
A ranking ρ of A is defined as 
ρ:Δ->{ΐ,...,*} 
p = G(AJ,l) 
A ranking is called a strict ranking if 
p(D) = p{E) =*D = E 
A ranking is called a partial ranking if 
SDÏE^MD) = p(E)) 
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Each option is assigned only one rank. However it is possible that a rank is assigned 
more than once. This could happen when the criterion used for ranking is insufficient 
to distinguish between a set of documents. For instance, in the focus information, both 
information retrieval and information science could be assigned rank 1. In order to further examine 
rankings we need a way to address the set of options which have been assigned a specific 
rank. 
Definition 5.4 (Partition) 
Given a ranking ρ of a set of nodes Δ. Then the rank partition p[i] is the set of nodes 
which are assigned rank i. 
With this definition we can decide whether any gaps occur in a ranking. 
Definition 5.5 
Given a ranking ρ of a set of nodes Δ. This ranking is a monotonous ranking if 
p[t]¿0=>V}<1[p[j]¿0] 
The first ranked node min(p) is the node D such that p{D) = 1; it has a high relevance to 
the searcher. The last ranked node max(p) is the node D such that 
Dep[t]=*Vt<1<k[p\j] = e>] 
This node has the lowest relevance to the searcher. 
As each node is assigned a rank, the union of all rank partitions should result in the set of 
documents which have been ranked. 
к 
Lemma 5.1 U p[i] = Δ 
»=i 
A set of options Δ can be ranked according to multiple strategies, thus yielding different 
rankings. An interesting study would be to determine the similarity between these two 
rankings. As a basis for this similarity we look at the number of times that the two 
strategies render the same rank for the same node. For instance, if two strategies both 
assign rank 2 to option Dy then we have reason to believe that some similarity exists 
between the two rankings. In contrast, when two strategies assign different ranks for all 
options, then we may conclude that no similarity exists between the rankings. As a high 
ranking indicates an option which is important to the searcher, it is necessary to attach 
more importance to agreement between high rankings than to agreement between low 
rankings. If we have A; ranks, each with a weight w, where w, > w3 if г < j , then 
Definition 5.6 (Ranking Similarity) 
Given two rankings p\ and pi of a set of nodes Δ. The ranking similarity sim is defined as 
Σ ».ІЛ И Π ft [i] | 
s™(Pi.p2) = ! ¡j 
Σ » . 
·=ι 
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The similarity between two rankings is minimal (i.e. ят(рі,р2) = 0) if each option is as­
signed a different rank by both rankings. A maximal similarity occurs when both rankings 
decide on the same rank for each option. Similarity between rankings has a close resem­
blance to the concept of Hamming distance (see e.g. [Ham80]). 
A necessary condition for a maximal similarity is that both rankings have the same cardi­
nality for each rank partition. 
Lemma 5.2 Let p\ and рг be two rankings of a set of nodes Δ. Then 
sm((0i,p2) = 1 => V, [fa M| = |PJ [г]|] 
In order to illustrate the concept of similarity between rankings we next present an example. 
Example 5.1 
Suppose we have a set of options Α = {α,6,с} and three rankings of this set, as 
















The similarity between p\ and рг is w2, since both agree only on the ranbng of option 
b. Stnce ranbngs p\ and рз both assign the same rankings to b and с their similarity 
is W2 + W3. Finally, the similarity between рг and p$ is w2. D 
The main reason why we wish to introduce a ranking is that the searcher no longer has 
to wade through a number of an irrelevant options before stumbling onto some relevant 
option by chance. In stead, options which are likely to be highly relevant are presented 
first. As a result, the effort which a searcher has to put into constructing a search path 
should be reduced when ranking is done according to previous behavior. Given a set of 
nodes, the order in which these nodes are presented to the searcher is crucial. 
Definition 5.7 (Presentation) 
Given a set of nodes A. Let ρ(Δ) be a ranbng. A presentation π of A is a sequence 
[Dtl... Dlk] such that Vi<j</t [Д, € Δ ] . The presentation is given by 
π(0) = D 
π(Δ) = ιηιη(ρ)++π(Δ — min(p)) 
The concatenation operator ++ is defined as 
[D]++[E] = [DE] 
[D]++Ö = Ö++[D] = [D] 
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The intuition behind this definition is that the presentation starts with the node which is 
ranked first. Next comes the node which is ranked second, etcetera. 
The presentation of a set of options is defined as the sequence in which the options are 
presented to the searcher. This order is dictated by the ranking which has been calculated. 
When we examine a set of nodes, then some of these nodes are relevant to the search path, 
whereas others are not. The set of not rejevant nodes among the options is coined the 
noise. 
Definition 5.8 (Noise) 
Given a layer L = (Σ,Λ) and a set of nodes Δ Ç Σ. Let ρ be a search path. Then the 
noise in Δ u defined by: 
ηο«(Δ | p) = [D e Δ I -> rei(D I p)} 
Relevance of a document with respect to a search path could for instance be decided by 
examining the target probabilities, or by using Situation Theory. 
A potential benefit of a ranking could be that the amount of irrelevant options which have 
to be digested during the presentation before encountering a relevant one decreases when 
compared to a random ranking. The noise is inherent to the set of options. It is determined 
by the set of selected and rejected nodes which have been labeled as such by the time the 
searcher is in the current focus. On the whole, different behavior leads to a different set 
of noise. Noise is not a by-product of ranking. Neither does noise mysteriously disappear 
after a ranking has been done. 
Whatever the strategy used for ranking, the noise is not reduced or increased. The strategy 
used for ranking could, however, have an effect on the distribution of the noise. A smart 
ranking strategy could try to concentrate the noise 'on the bottom of the list' so to speak; 
they would be assigned very low ranks. Hence, a second criterion (besides what rank is 
assigned to the previous focus) for comparing two rankings strategies is on their difference 
concerning the distribution of the noise over the ranking. 
In Figure 5.2 we show two noise distributions. The horizontal axis represents the rank 
of an option. The vertical axis represents the probability of an option being relevant to 
the searcher. The first distribution shows a ranking where the noise is concentrated in 
the lower ranks. The second distribution shows a ranking where the noise is concentrated 
in the higher ranks. Needless to say, the second situation is one which would frustrate a 
searcher very much, because numerous not relevant options might have to be examined 
before encountering a relevant one. The first situation would present the options in a more 
efficient way. 
A very important factor is that the searcher is actively aware that once a not relevant item 
has been encountered, the award in continuing down the list is very small. 
In order to express the similarity between two rankings when the distribution of the noise is 
of concern, we propose to use the mutual information measure as introduced in Chapter 4. 
This chapter describes a number of ranking strategies. Each of these strategies to some 
extent pushes the relevant options to the head of the list. In order to compare strategies 
we will discuss the effect of a strategy on the distribution of the noise. When a strategy's 
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Figure 5.2: Noise distribution of rankings. 
performance on the noise suppression aspect is very good, this strategy could have profound 
influence on the search length. 
In [TM92] the author reported that in many cases searchers are not interested in previously 
visited nodes. This seems to imply that in any ranking, the previously visited node should 
receive the lowest ranking. An interesting question therefore is the rank which a strategy 
assigns to the previous focus. This will also be discusses for each strategy. 
5.3 Overview of existing ranking strategies 
In [TM92] an overview was given of various possibilities for ranking the options from which 
a searcher may choose. These are summarized and formalized in this section. 
Given a set of options, the following strategies may be utilized to achieve a ranking of these 
options. 
random: the options are ranked in a random way. 
frequency: based on previous access by other users, each option is assigned a rank. Since 
it is quite possible that some links have been equally frequented, the ranking is not 
always a permutation of the options. 
time s t amp: if a link to an option has been created recently, it will be assigned a higher 
ranking than 'older' ones. 
medium: links leading to non-textual information are assigned a higher ranking. Since 
it is quite possible that multiple options are of medium m, in most cases ranking 
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according to this strategy will result in a partial order. 
knowledge gain: rank the options in such a way that choosing a link will maximize a 
searcher's gain in knowledge. 
During the construction of a search path the same ranking strategy need not be applied 
always. It could be that a different strategy is used during different stages of the search 
process. Moreover, at each stage it should be possible that more than one strategy is used. 
For instance, if we have η options, the first 4 could be ranked according to strategy Si, 
the next 4 could be ranked according to strategy S2, etcetera. Also we could choose to 
partially rank these η options based on strategy Si, and within each partition rank the 
options based on strategy S2. 
Notice that the strategies introduced so far (except for the knowledge gain based ranking) 
work with a static criterion. Each time the set of options has to be ranked the same set 
of rules is used. An other drawback is that for instance with a frequency-based approach, 
the searcher is made part of a faceless group of users who are presumed to all have the 
same interests. Even though such a collaborative approach has its benefits, we woujd like 
to add a personal touch to ranking. 
5.3.1 Random ranking 
When the searcher has not specified a strategy for ranking, the random ranking is an 
alternative. Although this is not a meaningful ranking, it does give the user a feeling that 
the system is doing something as a result of his or her actions. 
In general, the previous focus is not assigned a low rank, and neither is the noise in the 
options assigned a low rank. 
Let Δ be a set of nodes. The order function ƒ is given by 
/ : Л и { 1 t} 
Using this, a random ranking of a set of nodes is defined by 
P = G(A,/,1) 
5.3.2 Frequency-based ranking 
A layered hypertext system may be used by multiple searchers over a period of time. 
The statistics of this traffic could be used for ranking. With frequency based ranking, 
options which have been chosen more often by previous users of the hypertext receive a 
high ranking. This approach can be made more detailed by examining all the links which 
lead to an option, and assign a ranking based on the frequency of all these incoming links. 
The reason for this is that it gives a clearer view of the importance of an option. In stead 
of concentrating on how the option can be reached from the current search path, this new 
definition takes into account the fact that the option could be reached via different paths 
as well. 
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Let (Σ, Λ) be a hyperlayer. With our definition of a link from Chapter 2, the frequency 
ƒ (λ) of a link A is given as: 
ƒ : Λ χ θ - > Μ 
t 
/ ( V ) = Σ (Μλ> θ) = select) 
9=to 
When the set of options is empty, the only ranking which can be determined is the empty 
set. If rank i has to be assigned, we search the set of options for a link with the highest 
frequency, assign that link rank i, discard it from the set of options and next assign rank 
i +1 to the remainder. The ranking of a set of options can therefore be achieved as follows: 
р = С(Д,Л,1) 
As an alternative we could look at the number of times which the destination of λ has been 
selected. Let (Σ, Λ) be a hyperlayer. Then: 
ƒ : Σ χ θ - + 1 Μ 
t 
f{D,t)= Σ ( М Д Ö) = select) 
e=i0 
The ranking of a set of options can now be determined as follows: 
р = С(Д,Л,1) (5.1) 
Yet another alternative is by looking at how popular a destination a node in the hyperlayer 
is, i.e. by looking at how many times links leading to node D are selected. We then have 
for the frequency: 
/ : Е х ч Ю 
t 
ƒ (D, t) = Σ Σ Μλ·θ) = s e l e c t 
A e Λ «=«. 
source(A) = D 
р = С(Д,Л,1) 
The ranking algorithm is given by Formula 5.1. 
The noise is not pushed to the lower ranks with this strategy. Neither does the previous 
focus receive a low rank. 
5.3.3 Time-based ranking 
Links and nodes are created at a certain time. As a possible strategy for ranking, the 
system could look at the time of creation. When ranking occurs according to the time 
when a link has been created, we assign rank one to that link which has been created 
most recently. This is done because such a link can be considered to have a 'novelty' value 
to the searcher. The older a link is (with the links which have been introduced during 
characterization as the oldest ones), the less value such a link has to the searcher. 
I l l 
Support During Query by Navigation Ch 5 
Definition 5.9 (Age of link) 
Given two links X and X' At time Θ, link X is older than A' (X ¡ig X') if 
(t', create) e h{X', Θ) -> 3t<í< [(i, create) e h(X, θ)] 
The order function ƒ is defined by 
ƒ Δ ^ Θ , / ( Ι » ) = ί 
where t such that 
1 λ = (Focus(p),I>) e Λ 
n (t, create) € h\ 
ni (Л create) e /ід => t' < t 
A ranking of a set of nodes based on the time of creation of a link leading to them is 
therefore 
p = G(AJ,l) 
The rank of the previous focus does not receive a low ranking The noise in the set of 
options is not distributed better 
Analogous to links we can also speak of one node being older than another node 
Definition 5.10 (Age of node) 
Given two nodes D and E At time Θ, node D is older than E (D ce D) if 
(t', create) e h{D,9) -> 3 t < f- [(i, create) € h{E,9)] 
f Δ-+Θ 
f{D) = θ (θ, create) e hD A Sff<e<ihD [(#', create)] 
With this definition we can now rank a set of nodes based on the time of creation by 
p = G(AJ,l) 
5.3.4 Medium based ranking 
The frames of a hyperlayer have a presentation via a medium In most cases, searchers 
have a clear preference for information of a specific medium Links to information of a 
different medium can, in most cases, be assigned a low rank, or left out of the ranking 
Definition 5.11 (Media preference) 
Given a set of media M. Then the medium of frame D w written as D medium Let 
m,m' G M The preference of m over m' is written as m >M m' 
When ranking is done according to the medium of the option, the previous option is not 
ranked last automatically The noise distribution is not affected positively as well 
p = G(A,f,l) 
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5.3.5 Knowledge gain-based ranking 
When a searcher uses a layered hypertext system, he or she will acquire certain knowledge 
This knowledge can be viewed as a collection of facts and relations between them The 
knowledge graph ([TM92]) is the graphical representation of this collection In terms of 
our hyperlayer environment, each node D is assigned an tntnnsic value Vß This value 
represents its intrinsic knowledge Beyond that, each node has a value which reflects the 
value of its relationship to other nodes (1 e the options) More precisely, the links to these 
nodes receive a value This value is called the context value CD The combination of Vp 
and Co is the so-called derived value Vß 
In the context of Query by Navigation, the current knowledge of the searcher can be 
expressed as the sum of the derived values of all selected nodes What then is the rank of 
an option7 Clearly, the rank of an option which leads to a great increase m knowledge is 
high, whereas an option which only slightly increases the searcher's knowledge is very low 
One way to view knowledge is by examining the subset of the documents which have been 
read thus far Reading can be direct, ι e by reading a document in the hyperbase, or 
indirect (1 e by selecting a node in a layer other than the hyperbase) 
Definition 5.12 (Base) 
Gtven a hypertext system L = (Σ, Λ) with hyperbase В = (Ед, Лд) 6 Σ 
Base(D) = D if D e Σ Β 
вм.(£>) = {E€EB\(D,E)e\} 
The knowledge of a searcher ω given as К С Ев 
Definition 5.13 (Knowledge gain) 
Given a hypertext system (Σ,Λ) with hyperbase Β = ( Σ Β , Λ Β ) G Σ Let К Ç Σ Β be the 
current knowledge Then the gam m knowledge 7 offered by node Ё б Е м expressed as 
Ί(Ε) = | в»(Д) - K\ 
When we use this definition for ranking options, then an option which characterizes a 
large number of previously unread documents will get a high ranking On the other hand, 
since the previous focus is already part of the knowledge this option will have a very low 
knowledge gain value Hence the previous focus gets a very low rank 
Lemma 5.3 Given a hyperbase В = (Σ, Λ) Then E e Σ => η{Ε) G {θ,ΐ} 
The current knowledge does not make use of the fact whether a read document has been 
judged relevant or not relevant In order to incorporate these relevancy judgments, we 
present a partition (K+, K~, K°) of К 
Definition 5.14 (Knowledge partition) 
Gtven a path ρ m hyperlayer L Then 
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i: The positive knowledge K+ is the set of documents which has been marked as relevant: 
K+= U Base(D) 
D S ( D J ) 
it: The negative knowledge K~ is the set of documents which has been marked as not 
relevant: K~ = U Base(D) 
D:K(Dj>) 
iii: The undecided knowledge K° is the set of documents which has not yet been labeled 
as either relevant or not relevant. 
An option which shares a large number of documents with the negative knowledge is not 
a very interesting one. Its rank should therefore be very low. However an option which 
shares no documents with K~ is a very interesting one. So an option which shares a 
large number of documents with the positive knowledge could be hampered by sharing a 
large number of documents with the negative knowledge. This leads us to the following 
definition for the total knowledge gain value 
Definition 5.15 
Given a hyperlayer L = (Σ, Л). Let K+, K~ be the current knowledge. Then for E 6 Σ, 
7, : Σ -• TL ,ъ(Е) = |ва*(£) - К + \ - |вз*(£) Π / Г | 
Note that it is quite possible for an option to have a negative knowledge gain. 
Lemma 5.4 Given a hyperbase В = (Σ,Л). Then E e Σ =>• ft(E) e {-1,0, l} 
This measure of knowledge gained only looks one step ahead. Since it is not inconceivable 
that an option E offers no gain in knowledge, but that one of E's options in turn offers 
a wealth of information, a more advanced measure would look multiple steps ahead. For 
instance, just as the table of contents of for instance this thesis is but a structuring of 
the contents, a home page on the World Wide Web usually has little content. Such nodes 
however do give access to a large amount of information. 
The measure of knowledge gain would also take into account the effort needed (viz. the 
number of steps) to reach a node. This increase in knowledge is based on how large a 
portion of the hypertext can be reached from a node. If an option discloses a large part 
of the hypertext, hitherto unexplored, then that option will have a high ranking. Options 
which do not have any neighbors will receive a low rank. 
When we want to extend definition 5.13 to cater for nodes which lie beyond an option, 
we need to define a 'sphere' with radius s. This is the set of nodes which lie close enough 
to option E to be of interest to the searcher. Nodes which lie close to E are favored over 
nodes which lie on the edge of the sphere. 
When a node F close to E shares documents with the negative knowledge, this influences 
the knowledge gain in a very negative way. If F lies further away from E, say on the edge 
of the sphere, then any documents shared with the negative knowledge do not cause a very 
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negative influence on the knowledge gain. This effect of distance ι on the common positive 
knowledge is expressed by the coefficient μ,; the effect of distance on the common negative 
knowledge is expressed by the coefficient vt. 
Definition 5.16 
Given a hyperlayer L = (Σ, Λ). Let K+, K~ be the current knowledge. Then for Ε ε Ε , 
7 j : E ^ R , 7 j ( S ) = è Σ (ß,\*™(F)-K
+\-v,\*MF)nK-\) 
•=0 /,dist(E,F)=» 
The ranking of a set of options based on the gain in knowledge is therefore: 
P = G(A,f,l) 
5.4 Personalized ranking strategies 
The layered hypertext system consisting of nodes and links as described in Chapter 2 allows 
for a number of strategies specifically aimed at this structure. These strategies are: 
author: in many cases, links created by users from a certain set of persons are highly 
interesting to a particular searcher. 
effort: each option requires a certain effort for the searcher to read and assess. Hence, 
options could be ranked in order of increasing effort. 
Some of the ranking strategies introduced up to now section have in common that they do 
not reflect the current interests of the searcher. E.g. the frequency-based ranking works 
with data gathered during previous trajectories. This section presents strategies which take 
the current interest of the searcher into account. Previous actions taken by the searcher, 
which reflect the current interest, are taken into account. We propose to add a sense of 
dynamic behavior in ranking. In this paper we introduce two different kinds of ranking: 
search target: rank the options based on how much they bring the searcher closer to a 
node which is, unknown to the user, highly important. 
history based: rank the options based on previously exhibited behavior. 
profile based: the search path belongs to a certain profile. 
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5.4.1 Author of the link 
Sometimes a hypertext retrieval system is accessed by a group of persons with the same 
background. Such approaches could be viewed as being an integral part of Computer 
Supported Collaborative Work. For instance, if the Reuters' collection is accessed by a 
number of people with different backgrounds (e.g. economic, sports, science), links created 
by a person from for instance the economics group will be interesting to a searcher with 
the same background. 
Definition 5.17 (Author ranking) 
Let A be a set of names. The order function fA is given by 
, . fn ,1 * /i-.\ I 1 A. authored 
fA:A^{0,l},fA(D) = [0 otheTwise 
where λ = (Focus(p), D) e Λ. The ranking ρ is given by 
p = G{A,fAtl) 
The distribution of noise is affected in a positive way. As the searcher has specified an 
interested in links created by persons mentioned in set A, these links are assigned high 
ranks. Since it is likely that the previous focus was also reached via a link created by 
a person from set A, this link will again be given a high rank. The previous focus will 
therefore be assigned a high rank. 
5.4.2 Effort 
As was explained in Chapter 1, the reading of each node in the hypertext demands a 
certain effort from the searcher. Let С be the totally ordered domain from which the effort 
is taken. Given a hyperlayer L = (Σ,Λ), the cost associated with each node is given by 
the function cost: 
cost : Σ -> С 
Assuming each element с of С has an inverse c _ 1 , the order function ƒ is given by 
ƒ : A ^ C , / ( D ) = c o s t ( D ) - 1 
The ranking of a set of nodes Δ can now be derived by 
/3(0, i) = 0 
p(A,i) = />(Δ —{і>},г + 1 ) и { ( Д і ) } where £» such that Е е Д [cost(D) < « * ( £ ) ] 
Ranking based on effort does not contribute to a better distribution of noise. Since the 
previous focus has already been read, we might argue that the cost of reading this node 
is reduced considerable. Indeed, it could be stated that this previous focus has the lowest 
cost. If this policy is adopted, the previous focus would be given the highest rank. 
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5.4.3 Search target based ranking 
In principle, each search action has the effect of labeling certain regions of the hypertext 
as less likely to be of interest to the searcher. For instance, suppose we have a hypertext 
where the subject of 'means of transportation' is subdivided into 'motorized' and 'non 
motorized'. Then when 'motorized' is marked as relevant, it is unlikely the searcher will 
at some time in the future mark 'bicycle' as relevant. When a sequence of search actions 
is regarded, then it could be possible to hypothesize on the most likely node in which the 
searcher is interested. 
If we are able to find such a search target , then if the searcher continues moving toward 
this region, the belief in the hypothesis will increase. When the searcher moves away from 
the region, the belief in the hypothesis will decrease. It could even be possible that the 
hypothesis has to be restated, viz. a new search target has to be derived. 
Every decision causes the target probability of a node to fluctuate. Some decisions will 
increase the target probability; these deal mainly with moving towards such a node. Other 
decisions will decrease a node's target probability; an example of such a decision is for 
instance when the searcher moves away from a node. 
Suppose we have a node, say F, which has a marked increase in target probability, i.e. 
P(p, F) has increased very much by the last action on p. For example we might have the 
case that the searcher has moved into a part of the hyperindex which terminates in a node 
without branching off in between. Such a hyperindex might be called a hairy hyperindex 
(see e.g. [KW95]). 
In order to compare a node's increase in target probability we could look at the relative 
increase in target probability. For instance, if node D's target probability rises from 0.1 
to 0.15, whereas node E's target probability rises from 0.05 to 0.1, then E has the largest 
relative increase, even though the absolute increase is equal. 
When we look at the set of nodes Σ in layer L = (Σ, Λ) we have 
Definition 5.18 (Search target) 
A search target of search path ρ —t E is a node F which maximizes 
P(p^E,F)-P(p,F) 
When we are able to point out a certain node as being the search target, the distance 
function between nodes allows us to define a ranking of the options. The rule of thumb for 
ranking is hence a question of 'which option offers the shortest route to the search target'. 
That option which is closest to the search target therefore receives the highest rank. 
Definition 5.19 (Search target ranking) 
Given search target F, the order function f is given by 
f : A - * E , / ( D ) = -dist(D,F) 
and a ranking ρ is given by: 
p=G(AJ,l) 
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A special property of the target probability is that leaving a node results in a lower target 
probability for that node (see Theorem 4.5). Hence the previous focus will definitely not 
be able to become the search target. Consequently, the previous focus will never be ranked 
first. 
Regarding the question of noise suppression, there is no absolute guarantee that this strat­
egy results in relevant options 'at the top of the list'. The reason for this is that in order 
to reach the search target (which can be considered a global maximum), first a number of 
not relevant nodes have to be visited. 
An interesting situation arises if there are a number of nodes which lay claim to the title 
of 'search target'. In that case we choose that node which lies closest to the current focus. 
Another course of action would be to find a node с which serves as a common ancestor of 
the candidate search targets, and label this node as the search target. 
When a search path ρ is constructed twice, first with history w, and then with history w', 
one would expect that the target probabilities, and hence the radiation coefficients, differ. 
So, in order to construct the same search path in both cases, the user would have to select 
different ranked options. E.g. if option e in node d is ranked first if history w is used, it 
might be ranked second, or third, or anything but first if history w' is used. This would 
lead us to expect that if different weights on history have been used, different rankings 
result. 
Another question which can be asked is what the effect would be of consistently selecting 
the highest ranked node for extending the search path. When in stead a node further 
down the list is chosen, it is likely that the search target as derived by the system will not 
be neared. Hence, the target probability will not be able to concentrate in a small set of 
nodes and the distribution will be a flat one. A searcher who does take the suggestions of 
the supporting system at heart is more likely to approach the search target, and hence the 
distribution will be inclined to peak in the area around the search target. 
5.4.4 History based ranking 
The search path ρ already constructed reflects the interest of the searcher. During this 
search path the searcher has shown a certain pattern of behavior. We distinguish two types 
of behavior: consistent behavior and inconsistent behavior. 
In order to guide the searcher in a way which would maintain this exhibited behavior, an 
interesting strategy for ranking is one where nodes are ranked according to the degree in 
which they uphold the behavior. 
Let E be an option of the current focus Focus(p). If option E is relevant to the Information 
Need, then ρ would be extended to 
p->E+ 
This path is then analyzed in order to determine whether it is consistent or inconsistent. 
If an inconsistency can be derived, then this option is ranked low. In contrast, when no 
inconsistency can be derived, then the option gets a high ranking. 
In order for a search path ρ to be inconsistent, there have to occur two search actions a< 
on ρ and Uj on ρ which contradict each other. Each option can be expected to change 
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the previously shown interest, either by narrowing it down or deviating from it The need 
exists to assign a measure to each option, expressing how much it disturbs the behavior 
In order to decide contradiction, we assume the availability of a similarity function ~ This 
can be used to conclude whether two nodes of a hyperlayer are similar 
Similarity between nodes can be decided in a number of ways One such approach is 
proposed in [Mah93], where a similarity measure for conceptual graphs is derived 
Let L = (Σ, Λ) be a hyperlayer Then 
σ Σ χ Σ -• [0,1] 
is a similarity function between nodes Furthermore we have two thresholds ка and K¿ < к, 
If the similarity between two nodes falls below K¿ we call these nodes dissimilar, whereas 
when the similarity exceeds к, we call them similar 
D ~ E & σ ( Д E) > Ks 
D¿E & a(D,E)<Kd 
Next, we introduce an operator with which we can 'roll back' a search path 
Definition 5.20 (Rollback) 
RoiiBack(e, ι ) = ε 
RollBack(p, 0) = ρ 
RoiiBack(pa, t) = RoiiBack(p, ι — 1) where о is a search action 
With the above tools, we can decide a conflict on ρ inductively as follows 
Definition 5.21 (Conflict) 
Confli«(£,t) = false 
Conflict(p, length(p)) = Conflict(RollBack(p, 1), 1) 
Conflict(p+, l ) = (FOCUS(P) ^Focus(RollBack(p, г)) Л 3 , e h P a a , [RollBack(p, г) = q+\) 
V(Focus(p) ~ Focus(RollBack(p, г)) Л 3 t e № l t h [RollBack(p, t) = q—\) 
V Conflict ( p + , t + l ) 
Conflirt(p-,l) = (Focus(p)/'Focus(RollBack(p,i)))A3,eiJpa,i,[RollBack(p,t) = Ç - ] ) 
V(Focus(p) ~ Focus(RollBack(p, г)) Л 3 , e № a t h [RollBack(p, l) = q—]) 
V Conflict ( p - , г + 1) 
Conflict(p —>· D, г) = ConRict(p, г) 
Conflict(p V D, t) = Conflict(p, l) 
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Example 5.2 
Suppose a searcher has constructed a search path 
—¥ europe —¥ low countries ¥ europe —> western europe 
In this focus /western europê , information on all countries m Western Europe is avail­
able, e.g. France, Belgium. If the searcher asks for a ranking of these countries, since 
low countries has been rejected countries like for instance Belgium receive a low ranking. 
D 
We can now decide whether extending ρ to ρ —)· E+ results in a conflict by evaluating 
Conflict(p -> Ε+,ί). 
The introduction of the concept of conflict given in Definition 5.21 does not incorporate a 
measure of forgetfulness. A conflict may occur between search actions which are far apart 
or close together. As an alternative, the conflicting search actions could be constrained to 
occur within a window w. This window can be used to support users with different levels 
of experience. Novice users may select a small window value, whereas expert searchers 
may select a large window value. 
Let w be the amount of previous steps which we take into account, with W the size of the 
window. Note that the previous definition of conflict used a window with size W = length (p). 
A conflict on a search path can now be determined by slightly adjusting Definition 5.21: 
Definition 5.22 (Conflict with history window) 
Conflict̂ , г) = false 
Conflict(p, W + 1) = Conflict(RollBacl((p, 1),1) 
Conflict(p+, г) = (FOCUS(P) /'Focus(RollBack(p, г)) Λ 3 ϊ ε № „ ι , [RollBack(p, l) = Ç+]) 
V(FOCUS(P) ~ Focus(RollBack(p, г)) Л 3 , e № , „ , [RollBack(p, г) = q—]) 
V Conflict(p+, г + 1) 
Conrlict(p—, г) = (FOCUS(P) ^Focus(RollBack(p, г))) Л 3 , e № a U l [RollBack(p, t) = q—]) 
V(FOCUS(P) ~ Focus(RollBack(p, г)) Л 3 , e № a , h [RollBack(p, l) = q—]) 
V Confl ict(p-,t+l) 
Conflict(p —¥ D,l) = Conflict(p, г) 
Conflict(p V D, l ) = Conflict(p, г) 
Given a search path p, a set of nodes can now be ranked as follows: 
Definition 5.23 (Consistency ranking) 
ƒ :Δ-+{0, !},ƒ(£>) = | J 
0 Conflict(p, 1) 
otherwise 
120 
Sec. 5.4 Personalized ranking strategies 
With this order function, a ranking is given by 
р = С(Д,/,1) 
5.4.5 Profile based ranking 
Earlier in the thesis we argued the case that a layered hypertext system could be used by 
a number of searchers. Each search path which is constructed can be said to represent a 
certain pattern of behavior. To a certain extent, it is likely that sets of search paths could 
represent an overall profile of behavior. 
In the case where a searcher's path closely matches profile P, it would be possible to rank 
options based on the previously constructed paths which adhere to profile P. This principle 
of 'when in Rome, do like the Romans do', has its roots in the k-nearest neighbor method 
(see e.g. [SF80, Her96]) in order to derive a set of paths which form a profile. 
For this purpose, we propose a strategy where each search path ρ is stored. The set of 
all stored search paths V is partitioned into (РъРі, • • • ,Pi¡)- Each of these clusters or 
profiles P, has a leader Γ(Ρ,), i. e. a search path which for that cluster is the measure 
against which future paths are compared. The leader is the identification of the profile, its 
greatest common denominator. In order to control the homogeneity of a profile Ρ we allow 
each member of Ρ to have a maximum dissimilarity e(P) from the leader. The dissimilarity 
between a leader and a member of the profile is written as σ(ρ, Γ(Ρ)). 
Each profile can be said to represent a certain pattern of behavior. In for instance machine 
learning, a set of profiles would be created during the training period. After this, during 
the application period the profiles could be utilized for guiding a searcher who exhibits the 
same profile of behavior as one of the profiles. 
Definition 5.24 (Total error) 
Let Ρ be a profile. Then the total error of Ρ is given by Ί2Ρζρσ(ρ,Τ(Ρ)) 
This definition can be used to determine what the effect is of adding ρ to a profile. For 
instance, ρ might be added to the profile with the least total error. 
In Figure 5.3 we show a schematic drawing of the situation. The leader of a profile is shown 
as a black dot. Other elements of a profile are shown as gray dots. Figure 5.4 shows the 
conceptual model for the notion of profiles. 
η ft Pt 
Figure 5.3: Profiles of search paths 
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Figure 5.4: Conceptual model for profiles. 
When a new search path ρ has been constructed and it has to be added to a profile 
in the set V\P\,...,Pk\, ρ is compared with T(Pi) and ρ is added to that profile if 
σ(ρ, Γ(Ρ,)) < f (Ρ,). If the situation arises where no profile P, can be found for ρ (i.e. 
Vi p{p, Γ(Ρ,)) > e(P,)]), we create a new profile Ρ*+ι = | p | , with ρ the leader of P* + 1 . 
Definition 5.25 (Inserting a path) 
Let ρ be a search path. Then: 
Í (V \ {P}) U {Ρ U {ρ}} Fit(p,P) 
Add(p, 0 ) 
A d ' ~ ^ {p}ÙAdd((P\{p}) |p) otherwise 
The predicate Fit(p, P) can be decided in many ways: 
first fit ρ is stored in the first profile which fits 
best fit ρ is stored in the profile the leader of which has most in common with ρ 
least error ρ is stored in the profile which would have the least trouble of this insertion 
in terms of the total error 
It can be expected that a profile which has as its leader a large search path will be inclined 
to attract a large proportion of the constructed search paths. In order to prevent this from 
happening, we could impose a restriction that each profile may contain at most 6 paths. 
The situation might arise where q could fit into profile P, but Ρ is 'full'. We would then 
have a number of choices to put q into a profile. 
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1 create a new profile for q 
2 discard one item ρ from Ρ and insert q, where ρ such that there is more discord 
between ρ and the leader T(P) than between q and Γ(Ρ) 
When a searcher constructs a search path ρ and expresses a wish for support, the system 
decides into which profile ρ falls Ideally, this profile should contain a path ρ which visits 
the same focus as the focus of ρ If such a path exists, the option which has been selected 
from Focus(p) to continue q is given the highest ranking Since it can be expected that more 
than one path visits Focus(p), the ranking of an option should depend on the proportion of 
search paths in the profile which continue with that option 
Within a profile some nodes of the hypertext may be visited by many paths, whereas other 
nodes are visited by no path at all In order to compare the usage of one node to another, 
we define 
Definition 5.26 (Node use) 
Given a profile Ρ and a hyperlayer (Σ, Λ) The use of node D e Σ m Ρ (use(D, Ρ))is given 
by 
use(Z),P) = | { p e P | ö o n p } | 
With this definition of the use of a hypertext node, we can now define a ranking of a set 
of nodes by looking at how many times a certain choice was made m the current focus 
Focus(p) 
Definition 5.27 
Given search path ρ m profile Ρ Let Ρ1 be the set of paths in Ρ which visit the focus of ρ 
Ρ1 = {ρ' e Ρ |Focus(p)onp'} 
The order function f is given by 
f Ρ Е-^Ю,/р(о) = и»(ДР) 
The гапЫпд of the set of options Δ is given by 
Ρ = σ(Δ,/ρ,ΐ) 
5.4.6 Properties of profile 
Choosing a low value for the error of a profile results in a larger number of profiles The 
question is of course which most benefits a searcher a large number of profiles, or a small 
number of profiles For the ranking strategy to work, the profile into which q falls must 
have at least one search path which has the same focus as q Increasing the error would 
mean that a profile would contain paths which are more likely to differ from the leader, 
thus making it more likely that q (which resembles the leader) does not share a focus with 
any of the paths in the profile Since a lower error value results m more profiles, that would 
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also mean that we have to compare q against more leaders before finding an appropriate 
profile. If we do find a profile however, it is likely that a path which shares q's current 
focus is in that profile. 
In order to adopt this strategy we need to define a measure of similarity between two search 
paths ρ and q. For this we turn our eye to the vector-space model, and adapt it for Query 
by Navigation. 
For this we transform a search path ρ into three vectors: 
Definition 5.28 (Vector) 
Given a hyperlayer (Σ, Λ) and search path p. 
ñ = ( m , . . . , Пк) is the vector which describes the navigational component of ρ 
s = (si,..., s/,) is the vector which describes the selections made on ρ 
f = ( r i , . . . , г») is the vector which describes the rejections made on ρ 
Lemma 5.5 Given a hyperlayer (Σ, Λ) and search path p. Then: 






With this translation the similarity between two search paths ρ and q can be expressed 
as The cosine of the angle between np and n^. is often expressed as the (normalized) 
in-product. With this observation we are able to give a measure for similarity by: 
Definition 5.29 (Similarity) 
Given two search paths ρ and q σ(ρ, q) = ρ · q — ^ ΣΓ=ι ІРг ~ 9ι| · 
In Figure 5.5 we show a sketch of the vector-space model. 
When the searcher has shown no uncertainty by both selecting and rejecting a node, then 
the following property can be observed concerning the distance: 
Lemma 5.6 Given a search path p. If §(p, D) => -iR(p, D), then s · r = 0 
Proof: 
Trivial. D 
Since we have chosen to allow only gradings on the focus of a search path, we immediately 
have: 
Lemma 5.7 Given search path p. Then: 
--{i 
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/ 
P4 
Figure 5.5: Similarity between ρ and q is the cosine of angle a 
i) ñ· s φ О 
ii) η·τ φ 0 
Proof: 
As S(p, £>) V K(p, D) =>· Don ρ, both tj and гг̂  follow immediately. Π 
The similarity between ρ and q increased when a number of visited nodes have been selected 
or rejected. Since these three search actions are of different categories, we believe that this 
should be taken into account when determining the difference between two search paths. 
When all of these factors are brought together, the similarity between ρ and q can be 
written as 
Definition 5.30 (Vector similarity) 
σ(ρ> Я) = " " Ρ ·η4 + ßsp · s"q + 7Гр · fq 
Corollary 5.1 Let ρ and q be two search paths. Then 
σ(ρ,5) = σ(<7,ρ) 
As is the case with any measure based on the vector space model, the similarity between 
ρ and q added to the similarity between g and г is greater than or equal to the similarity 
between ρ and r. 
Corollary 5.2 σ(ρ, q) + a(q, r) > σ(ρ, г) 
If we adopt this measure of similarity and look at search paths made of navigation actions, 
then what can be said concerning the size of a particular profile? 
We would like each element of a profile to resemble the leader as much as possible. This 
has some consequences for the chosen error. When e(P) >| | Г(Р) || the situation could 
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arise where Ρ contains search paths which do not share any node with the leader. Hence, 
an upper bound for the error could be || Γ(Ρ) ||. 
Since the leader of a profile is known upon creation of that profile, this means that we have 
the situation where the error increases as more profiles are created. 
As all elements of a profile differ from the leader, the following corollary holds: 
Corollary 5.3 Let Ρ be a profile and ρ 6 P. Then 
ρ ^ Γ ( Ρ ) = * σ ( ρ , Γ ( Ρ ) ) > 0 
If we consider search paths, the question is what (if anything) needs to be done about 
cycles appearing on the search path. In our view, cycles are not really indicative of a 
searcher's behavior unless at least one node on that cycle has been selected or rejected. 
Answering the question about a profile's size becomes considerably easier when the paths 
we have to deal with do not contain cycles. 
To complicate matters, the vector space model is unable to distinguish between a path 
ρ = p i . . . Pk and the path p' which results by first traveling ρ and then going back to the 
beginning after reaching pk, i.e. ρ' =ρλ.. .pkpk-i ...ρχ. 
It would seem that the number of profiles is direct dependent on the error. Below (see 
Figure 5.6) we show a plot of the number of profiles for various values of the error. From 
this plot we see that the number of profiles decreases as the maximum error is increased. 
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Figure 5.6: The number of profiles as a function of the error 
Another factor which determines the number of profiles is the size of the search paths 
which are being constructed. If the leader of a profile is of length n, the probability of a 
search path being close to the leader decreases. Hence, one would expect that the number 
of profiles increases. 
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The plot of Figure 5.7 shows how the number of profiles varies as the length of the con­
structed search paths increases. Another plot (see Figure 5.8, |Σ | = 200, еггог=0.05) also 
shows the number of profiles as a function of the length of paths. 
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Figure 5.8: The number of profiles as a function of the path length 
When the length of the leader of a profile В is i, then any search path can differ from I in 
at least one element, and at most η — I elements. 
Lemma 5.8 A fixed profile size leads to a variable error value for different profiles 
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Lemma 5.9 A fixed error value leads to a variable profile size for different profiles 
Definition 5.31 
For any element τ of the real numbers, [r\ is the largest integer η such that η <r. 
Lemma 5.10 Given a profile Ρ with error t = e(P) and leader Γ(Ρ), the size of Ρ is 
upward bound by £,=o ( · I · 
Proof: 
Let the number of positions in which path ρ differs from the leader be r. Then, 
r < [ne\. Speaking in terms of vectors in which an element is either 0 or 1, this 
results in a total number of I ) search paths which differ from the leader in 
0 < г < τ places. Hence, the population of Ρ can be at most £ | ' 
-l«J ( n \ 
— { i J' 
The most important aspect in building up a set of reference profiles is that when a search 
path ρ falls into profile B, there is a high probability of a path q also in В which also visits 
Focus(p). Ideally, this reference path q should have a link from Focus(p) to an option which 
has not yet been visited on p. Should the searcher then request support, the system could 
assign the highest rank to this option. 
One interesting observation is that the probability of finding a path in a profile with the 
same focus as ρ rises as the length I = | | Γ(Ρ) || increases. 
Suppose we have a searcher who constructs search path ρ which falls in profile Ρ with 
leader Γ(Ρ). Then, there are two possibilities: 
Case 1. 
Node Focus(p) is on leader Г(Р) as well. Since any path in Ρ differs from Γ(Ρ) in at most 
[ne\ places, q shares at least η - [ne\ vector elements with Γ(Ρ). This means that there 
is a total of η — [ne] nodes which q either visits as well or does not visit. The leader visits 
I = | | Γ(Ρ) || nodes. The probability of q being one of these nodes is hence j . Hence, the 
probability that a random chosen q has the same focus as ρ is 
ι 
P(FOCUS(P) on q) < 
i(n-K|) 
Case 2. 
Node Focus(p) is not on leader Γ(Ρ). This means that Focus(p) is one of the η — I items not 
visited by Γ(Ρ), and hence ρ differs from Γ(Ρ) in at least one vector element, as does the 
path q which we are looking for. Hence, the probability that a random chosen q has the 
same focus as ρ is 
P(Focus(p)on9) > ———— (n-l)[ne\ 
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5.4.7 Ranking based on Situation Theory 
In Chapter 4 we proposed a model for a search path based on Situation Theory. A set of 
nodes can be ranked using the aboutness relation ~». If a node is about the current search 
path, then the rank of that node should be high. If a node is not about the current search 
path, then it should be assigned a low rank. 
Definition 5.32 
Let ρ be a set of nodes and ρ a search path. Then 
p(e>, i) — a 
ρ(Δ,ι) = P{A-{D},Ì + 1)L){(D,Ì)} where D such that Χ (ρ) ~» {«€ , ДЛГ; 1))} 
Theorem 5.1 Given profile P. Then 
peP^- M{p) ~> Λ4(Γ(ρ)) 
5.5 Reflections 
In this chapter we have given a formalization of the concept of ranking. With this formal­
ization, a number of existing ranking strategies have been formalized. It is our firm belief 
that ranking is a major contributor to reducing the danger of getting lost in hyperspace. 
Also, the effort which a user has to put into describing the information need can be reduced 
significantly by noise suppression. 
Furthermore we have presented two classes of strategies for ranking. Both take into ac­
count the behavior of the searcher exhibited during the current search session. The 'static' 
ranking strategies mentioned, e.g. medium-based ranking are attractive because they are 
very simple to implement and do not demand a prohibitive amount of computation. Al­
though the concept of personalized ranking is an attractive one, it carries the penalty of 
time-consuming calculations. For instance, finding a search target and maintaining target 
probabilities demands a large number of calculations. In fact, it could be argued that all 
the work put into computing a search target in order to rank options is like swatting a fly 
with a sledgehammer. Once a search target is known, the searcher could be brought there 
directly. 
Another approach is that, if the search target remains constant over a sufficient number 
of search actions (the so-called event window), the search target could be introduced as an 
additional option. It should then receive the highest ranking. The level of experience of a 
searcher again determines the time over which the search target should remain constant. 
With new searchers the event window should be large, whereas experienced searchers could 
benefit from a small event window. 
The concept of ranking based on the cluster into which the current search path falls is 
also interesting to the field of information filtering [BC92]. Information filtering frees 
users from actively having to search documents, which is particularly attractive when the 
hyperbase is subject to a great many new documents each day. Newly arrived documents 
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make themselves known to users for whom they will be relevant, based on the profile which 
a user has developed. 
In order to support information filtering we propose to introduce a new, third layer to the 
hypertext architecture introduced in Chapter 2. This layer could for instance be called the 
hyperprofile layer, and holds a hypertext presentation of the set of profiles. 
As a sketch of how filtering could be achieved, suppose a document D enters the hyperbase. 
This document is characterized by a set of descriptors x{D). Given the size of the hyper-
base, most likely many elements of x(D) already exist in the hyperindex. It can then be 
determined into which profile these descriptors could fit best. All users who adhere to this 
profile can then be sent an e-mail with a reference where in the hyperbase this document 
can be found. 
130 
Chapter 6 
Customizing the Hypertext 
6.1 Introduction 
When a searcher uses the hypertext retrieval system for the first time, only the structural 
links and the global semantic links can be used for navigation. The set of personal semantic 
links is still empty. However, it is to be expected that after a searcher has used the retrieval 
system for a period of time, a number of personal semantic links has been created. 
This chapter 1 offers support for determining personal semantic links. The chapter is 
organized as follows. We start by giving some basic definitions in Section 6.2. Section 
6.3 treats our view on access patterns, and how these can be used to detect potential 
semantic links. An important feature of this process of link detection is the feedback given 
by the user. This feedback could be used to fine tune the detection algorithm. The idea 
of detecting potential links is also the subject of section 6.4. However in that section we 
discuss adding links based on the way in which the searcher moved through the navigation 
network. We explain how inconsistent search behavior can be detected. Finally Section 6.5 
briefly highlights the contents of this chapter. Note that the subject treated in this chapter 
is closely related to the field of data mining and knowledge discovery (see e.g. [PSF91]). 
One way for a personal semantic link to appear in the hypertext is that the searcher 
explicitly states the need for one. The inference process behind this is not a straightforward 
one because the perception of the Information Need might evolve during a search process. 
Constructing a query via navigation is often an iterative and associative process. To the 
user, the initial focus of the search path and the final focus could be strongly related. 
These two foci could even be worthy of a personal semantic link between them. 
Requiring the searcher to keep track of all previous decisions on a search path contributes 
to the cognitive overhead. In order to relieve the searcher from this additional task, the 
support system could also be used to detect the possibility of adding a semantic link. 
Document retrieval becomes more and more important as the World Wide Web is fre-
quented by searchers from a multitude of backgrounds and with a full spectrum of experi-
ence. When a person has to formulate a query in the context of document retrieval, this 
'The contents of this chapter are mainly based on[BvB96]. 
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usually is an iterative process, where to an observer the final result very often only slightly 
resembles the original query To the user however these two items are strongly connected 
For instance, consider a user who uses a hypermdex for constructing a query, and whose 
search process has started in 'library' After a sequence of visiting index nodes, this searcher 
ends up m the node titled 'document retrieval system' When this final node is graded 
by the searcher as relevant, what then can we say about the relation between begin and 
end of the search process Although there is no direct relation between the two, from the 
searcher's point of view there could be a correspondence between them 
This chapter presents a method for deciding when a link between two nodes is justified 
The decision hinges on the way in which the user has moved from one to the other In 
order to allow for users with different levels of experience and different backgrounds, we 
propose a number of parameters with which the inference process can be controlled 
The inference process is far from trivial, since different aspects have to be considered For 
example, the experience level of the searcher plays an important role Experienced users 
tend to find too much interference by the system meddlesome, whereas novice users need 
strong support in order not to become disillusioned with the retrieval system 
A fundamental aspect in the link inference process is the way in which the searcher moved 
through the search space When he or she moved in a very erratic way, for instance by 
moving in circles, then the evidence for adding a link between beginning and end of the 
search path seems very flimsy indeed Or if contradictory decisions have been made, for 
instance by first showing a disinterest in the subject of 'information retrieval' while later on 
a definite interest in the subject of 'document retrieval' is expressed In this case inferring 
a link between beginning and end of the search path seems unwarranted 
6.2 Basic Definitions 
In this section concepts are introduced that are used throughout the remainder of the 
chapter 
6.2.1 Selection Count 
An important property of a link is the selection count, ι e the number of times a link λ 
has been selected After a searcher has used the hypertext for some time, certain links will 
be traveled quite heavily (corresponding to a high selection count), while others are less 
frequently traveled (corresponding to a low selection count) When viewed as a whole, the 
set of nodes being the destination of a link with a high selection count could be said to be 
a fair representation of the searcher's long-time interest 
The selection count of a link can be determined by taking a snapshot of the status of the 
hypertext system This assigns to each node and link in the hypertext the action which 
was performed on it at a specific time In this thesis we adopt the following set of possible 
actions 
{create, activate, delete, extend j 
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Definition 6.1 (Snap shot) 
Given a kyperlayer L = (Σ,Λ) A snapshot of L (^{L)) ts given by 
Φ : ( Σ υ Л) -У θ -> {create,activate,delete,extend} 
We can now determine the history of a link by examining its status at each time: 
Definition 6.2 (History) 
G%ven a hnk X or a node D. The history of X (h(X)) or D (h(D)) at time t is given by 
Λ(Λ)= U <0,Ψ(Α,6Ο) and h{D)= 6 (ί,Φ(ΰ,Ο)) 
í=to e=to 
respectively. 
When the layered hypertext system has not yet been used, the history of structural links 
and global semantic links only consists of a creation (at θ = ίο) and possibly a future 
deletion. Deleting a node means that any link emanating from or leading to that node 
should be deleted as well: 
(t, delete) 6 h{D) =¡- А = ( Е , 0 ) £ Л [(t, delete) e /ι(λ)] Λ ν λ = ( £ > ι Ε ) € Λ [(ί, delete) € /ι(λ)] 
The number of times a link or a node has been selected can now be derived by walking 
through a link's history: 
Definition 6.3 (Selection count) 
Given a hyperlayer L = (Σ,Λ). Let λ € Λ and D e Σ. The selection count of X (c{X)) or 
D (c{D)) at time t is given by 
с : ( Е и Л ) - > ч К 
t t 
c(A) = Σ ( φ ( Λ - θ ) = s e l e c t ) a n d c(°) = Σ WA θ) = select) 
0=to e=to 
respectively. 
In order to compare a link's usage to other links, the normalized selection count is intro­
duced: 
Definition 6.4 (Normalization) 
Given a hyperlayer L = (Σ, Λ). Let X e Λ. The normalized selection count of X is given 
by 
C[X> - Σ c(X') 
X' source(()A')=source(()A) 
This normalized selection count ranges from 0 up to 1. 
Next we look at the precedence of actions in the history of a link, and specifically at the 
selection of a link. We start with identifying selections in a history. 
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Definition 6.5 (Selection) 
Given a link A with history h(X) A selection of λ (ζ[\)) w a tuple (A, t) such that 
(t, select) € / ι (λ) . 
A link can be selected many times during its existence in the layered hypertext system. 
With the definition of a selection, we now wish to determine when a selection occurs before 
another selection. 
Definition 6.6 (Precedence) 
Given two selections ζ = (λ,ί) and ζ' = {У, t'). We can say that s has been performed 
before s' (s 4 s') ift<t'. The time which has elapsed between s and s' is written as s' — s. 
We are very much interested in connected sequences of selections. With the definition of a 
traversal of Chapter 4 and Definition 6 6 we can now introduce such sequences of selections. 
Definition 6.7 (Episode) 
Given a sequence of selections ζχ... ζ*. 27ÌÌS sequence may be called an episode if and only 
»/ 
t: a, <a-¡ when ι < ] and 
И.- source(A1+i) = dest(A,) 
An episode starts in the source of that episode's first selection; the episode ends in the 
destination of its last selection. This is formalized as follows: 
Definition 6.8 (Episode source and destination) 
Given a hyperlayer L = (Σ,Λ). 
source : Λ* -¥ Σ, dest : Λ" -> Σ 
source((A, t)) = source(A) 
sourct(E (λ,ί)) = source(l?) 
dest((A,i)) = dest(A) 
dest((A, f) E) = dest^) 
A node in the hypertext could be reached via more than one link. Also, a node could be 
left via more than one link. For instance, a node which is used in many characterizations 
would be involved in many inter-layer links. 
In order to make statements concerning the importance of a node when compared to other 
nodes, we need to derive how much traffic makes use of a certain node. 
Definition 6.9 (Traffic) 
Given a node D in hyperlayer (Σ, Λ). The arrivals at D is the number of times links which 
have D as destination have been selected; the departures from D is the number of times 
links which have D as source have been selected. 
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Lemma 6.1 Given a hyperlayer (Σ, Λ). Let D e Σ. Then: 
i: arrivais(D) = ΣλεΛ,Λ5ΐ(Α)=Β Σ β = ί ο Φ(λ, 0) = select 
ii: departures(D) = Σλ€Λ,504«*(λ)=Γ Σ«=(„ φ ( λ > f f ) = s e l e c t 
When we examine the traffic in D, the following can be derived easily: 
Corollary 6.1 Given node D in hyperlayer (Σ, Λ). Let D be a node such that D Φ Start. 
Then departures(D) < arrivals(D) 
The entrance layer of a hypertext retrieval system consists of the nodes stop and start. For 
these two nodes we have: 
Corollary 6.2 
i: departures(stop) = 0 
ii: arrivals(start) = 0 
6.2.2 Extending the Hypertext 
When a decision has been made to add a link to the hypertext, certain problems could 
arise. The extension might be made within one layer of the system (an intra-layer link), 
but it is also possible that new inter-layer links have been derived. Characterization is by 
and large an automated process. A searcher in the hypertext however might feel strong 
associations between a document D in the hyperbase and a descriptor d in the hyperindex 
which does not appear in that document's characterization. An example of an inter-layer 
link could therefore be that the beam links between hyperindex and the hyperbase are 
extended with a link between D and d. In this way, previously unconnected layers could 
become connected. 
Definition 6.10 (Equality of layers) 
Given two hyperlayers L = (Σί,,Λ^) and Μ = (ΣΜ,Α.Μ). These layers ore equal (L = M) 
if and only if T.L = Σ Μ and AL = AM. 
Layer equality needs to be established because a link need not always be between nodes 
from the same layer. 
Definition 6.11 (Extension) 
Given a layered hypertext system L = (Σ, Λ). Let D and E be nodes in layers Μ = (Σι,, A¿) 
and M' = (ΣΜ, Ajvf), respectively. The extension of L with a link between D and E of type 
R is written as L® (R,D,E) and is given by 
( Е \ М и { ( Е м , Л м и ( Д , Д £ ) ) } , Л ) 
ifM = M', and 
(Σ, Л U {(Я, A S)}) 
otherwise. 
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6.3 Mining access pat terns for semantic links 
In this section we address the problem of deriving new global semantic links from the use 
which is made of the hypertext system over a period of time. Given the size of a hyperlayer, 
it is not expected that a searcher is interested in all nodes. Most searchers will travel only 
a small part of the hyperlayer. Sometimes the travels of searchers may overlap in some 
way. 
6.3.1 Basic definitions 
A good indication of a particular searcher's preferences is the number of times certain links 
have been traveled. Uninteresting parts of the hyperlayer will correspond with links which 
have been traveled only a few times. In contrast, interesting parts will show links which 
have been activated quite often, with only a small interval between subsequent activations. 
In this section we wish to analyze the traffic which has occurred in the hypertext system 
over a period of time. The purpose of this analysis is to detect the need for creating 
new links. An example of such a situation is where a certain sequence of links is traveled 
frequently. This could imply that the beginning and end of this sequence are in some 
(complex) way relevant to each other. Therefore we could argue that a (global/personal) 
semantic link should be created. When we view the traffic of all users of the hypertext, 
the type of the new links should be a global semantic link. In the case where the behavior 
of one single searcher is analyzed the new link should be a personal semantic link. 
In Figure 6.1 we show a hyperlayer and a frequently traveled path (thick lines) which could 
give rise to a new semantic link (the dashed line). Clearly we need to have a measure for 
HYPERLAYER 
Figure 6.1: Inferring a semantic link. 
this concept of frequently traveled links. 
The analysis of the traffic in the hypertext bears a close resemblance to the mining of the 
access patterns. This field of research has made significant advances over the last few years. 
The main reason for this is that corporations such as supermarket chains are able to collect 
stupendous amounts of data about the behavior of customers. From this data relations 
can be inferred which are not (yet) reflected in the conceptual schema of the corporation, 
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but are extremely important to the core activities of such corporations. One example is 
the peculiar observation that buyers of beer are also likely to be buyers of potato chips. 
The set of search paths which have been constructed during a period of time could be an 
ideal source for finding semantic links. We therefore propose to analyze paths through the 
hypertext in order to derive new links. Several important questions must be answered: 
1. What is the role of the time which has elapsed? between two subsequent traveled 
links. When the interval is too large it is difficult to assign any meaning to such a 
transition 
2. What is the influence of selecting a node on a search path? 
3. Should there be any ordering on the sequence which we analyze? 
For more information on the field of data mining, see the overview given in [PSF91]. A 
paper relevant to the material presented in this chapter is the one on detecting frequent 
episodes by Mannila et al. [MTV95]. 
A very special class of nodes is formed by those nodes which are the destination of heavily 
traveled links, and the source of links which have been traveled very sparsely. This indicates 
that once a searcher reaches such a node, the motivation for continuing is almost absent. 
A reasonable cause for this phenomenon is that the node is so relevant that there is no 
need to continue searching. 
Definition 6.12 (target node) 
Given a node D in the hypertext system. This node may be called a target node fisTarget(D)) 
if arrivals(Z3) > departures(D). 
From the definition of a layered hypertext system we have: 
Lemma 6.2 Let start be the start node and stop be the stop node of a hypertext system. 
Then 
i: IsTarget(stop) 
ii: -> IsTarget(start) 
Obviously, the larger the difference between arrivais(D) and departures(-D) the more important 
D becomes. 
If the normalized activation count of a link Λ exceeds a certain significance threshold r we 
can say that this link is likely to be traveled. The question is what happens if a searcher 
decides to leave the usually traveled paths and starts to travel into a less-traveled part 
of the hypertext. In that case the threshold will not be met and these relatively fresh 
transitions will not be recognized as important. But they could well be very important. 
So a way has to be implemented to reward a searcher's investigativeness. 
Since an interesting node is selected by the searcher, the threshold may be lowered if the 
destination of the link has been marked as relevant to the Information Need. Lowering the 
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threshold is justified because a link may be rewarded for leading to a relevant node. So 
traveling a link λ = (α, 6) becomes more important if there is a selection ζ (6) in the history 
of 6. This can be seen as a way to assign a novelty value to a transition. 
For a given episode of selected links E, if each selection is reached by following a link with 
a normalized activation count which exceeds the threshold, we have cause for adding a link 
from source(E) to dest(£). In this case the threshold for following a link from λ, to λ1+ι is 
some function of the distance between Ai and λ,. This function is such that the threshold 
is raised. The reason for raising the threshold is that we need to demand stronger evidence 
before labeling an outgoing link as relevant. 
The time which has elapsed between two subsequent selections is important as well. If too 
much time has passed between two selections we might question the validity of assigning 
any importance to the episode. In order to control the influence of this aspect of time, the 
parameter 7 is introduced. This leads to the following: 
Definition 6.13 (Event) 
A selection ζ = (A, t) is called an event /isEvent(£)) if and only if: 
i: c(A) > τ, or 
ІІ: lsTarget(dest(A)), or 
Hi: (f, select) e /i(d«t(A)) with t' > t 
Definition 6.14 (Event episode) 
Given an episode E = e i . . . e*. This episode may be called an event episode |ísEventEp¡sode(.E)/j 
:: each selection e, is an event, and 
it: e,+i — e, < 7 where y is a parameter 
When a searcher has traveled an episode which is an event episode, then any part of this 
episode is an event episode as well. 
Lemma 6.3 Given an event episode E = e\... e*. Then, Vi<t<j<* [isE«ntEp¡sode(e,... e})\ 
The importance of Lemma 6.3 is that subepisodes of E\ and E^ could be combined to yield 
new episodes which can be tested for isEventEpisode as well. 
If a searcher has followed an event episode E\ and an event episode Ei, then the episode 
E\Ei is an event episode as well, on the condition that source(£2) = destination(£q). 
We now come to the point where, if an event sequence E has been traveled, a link between 
source and destination of E may be introduced. Such an inferred link is likely to be only 
interesting to the searcher who has constructed that sequence. The type of this link hence 
is a personal semantic link. 
Definition 6.15 (Cyclic episode) 
Given an episode E. This sequence may be called a cyclic episode if source(E) = dat(E). 
138 
Sec. 6.3 Mining access patterns for semantic links 
When we have detected an event sequence we may decide to add a global semantic link to 
the hypertext system. Since we do not allow reflexive links care needs to be taken not to 
introduce such links, hence the additional demand that soum(E) be unequal to dest(E). 
Definition 6.16 (Extension) 
Given a non-cyclic event sequence E in hyperlayer L. The extension of L is given by 
L © (global semantic, source(i5),dest(i£)) 
6.3.2 Threshold Value 
Previously we mentioned that the distance to the start of the sequence of links is a param­
eter to be used for determining the significance threshold. Another important parameter 
is the level of experience of the searcher. A novice searcher is most likely to benefit from a 
constant threshold, or a threshold which only rises slightly as time goes by. In contrast, an 
experienced searcher will benefit most from a threshold which either remains at a high level, 
or increases as time goes by, albeit more quickly than in the case of the novice searcher. 
In order to make a statement concerning the informativeness of the number of times a link 
has been traveled, the entropy (see e.g. [Gra90]) of the normalized activation count could 
be used. Given a value χ in the interval [0,1], the entropy E(x) is given by — χ log x. A 
low entropy corresponds with an event of high information value, while a high entropy 
corresponds with an event of low information value. 
As a relatively low traveled and a relatively high traveled link both have a low entropy, 
this measure allows for searchers who decide to travel less-frequently visited areas of the 
hypertext. Note that if e\ and e2 are two events and e2 has a higher information value than 
ei, then E(e\) > E(e2). Since the amount of needed evidence increases as we move further 
down the search path, the threshold actually has to be lowered since we now consider 
entropies. Therefore, τ,+ι < τ,. 
As we demand more evidence as the distance from the starting point increases, we need 
to make a statement concerning the maximum threshold value. When we assume that the 
threshold is based on entropies, we view the case where a link λ is the only one which 
has been traveled from source(()A). In that case, the normalized activation count is 1. This 
corresponds with entropy ϋ?(ε(λ)) = 0, i.e. an event which either always occurs or never 
occurs. Hence, we demand 1іт,_юоТ = 1. 
To briefly summarize this section, if the level of experience of a searcher is given by some 
parameter μ in [0,1], then 
τ : [0,1] x [0,1] x К -> [0,1], (το, μ, г) ь-»· т(т0, μ, i) 
6.3.3 Learning via User Feedback 
In order to gain knowledge on how good the link-inference process is, we aim to let the 
searcher decide whether a link between the first node and the last node of a sequence is 
needed. The information given by the searcher can be used to fine tune the algorithm. 
139 
Customizing the Hypertext Ch. 6 
Since the decisive parameter in the algorithm is the threshold for indicating a relevant link 
traversal, the information is used to either raise or lower the intrinsic threshold. 
If the algorithm decides a link is justified and the searcher indicates that a link is wanted, 
then the algorithm performs correctly and no adjustment is needed. Also, when the algo-
rithm decides against a link and the searcher agrees with this, no adjustment is needed. 
However, if the algorithm indicates the necessity of a link, while the searcher does not want 
a link, then the algorithm needs to be altered. As the algorithm advised an unwanted link, 
the threshold may have been too low and hence further refinement is necessary. Probably 
the threshold needs to be raised. This should however be confirmed in interaction with the 
searcher. In the case where the algorithm decides not to add a link, while the searcher asks 
for a link to be created, the algorithm worked with a too severe threshold and consequently 
the threshold may have to be lowered. Again this is done in close cooperation with the 










Table 6.1: Feedback and expected adjustments. 
6.4 Adding links based on consistency 
When a searcher uses the layered hypertext system for the first time, no activation counts 
are available. Hence we have to add links based on a different source of information. 
Suppose that the majority of searchers in a hyperindex always travels a path p. Now 
imagine a searcher who decides to travel a deviating path q. The question is when we 
can introduce a link between Focus(çi) and Focus(çit) for this searcher. When q has been 
constructed in a very erratic way, then clearly the answer is that we should not introduce 
such a link. On the other hand, when all decisions on q have been made in a consistent 
way, then adding a link is justified. In this section we establish a means for deciding when 
a search path is consistent. 
6.4.1 Consistency of Search Paths 
In order to make this concept of consistency more clear, suppose we have a searcher who 
starts searching at the node hobbies. During the search process the searcher selects the node 
martial arts as not relevant. At a later point in the search process the searcher encounters the 
node titled Okinawa karate. The searcher now decides to mark this node as relevant. 
Clearly, this is a contradiction, because Okinawa karate is a more specific form of karate, 
which in turn ÍS a martial art. The introduction of a link (inferred, hobbies, Okinawa karate) (and 
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of course its inverse) is now not justified because of the contradiction. On the other hand, 
suppose these two decisions occur in reverse order, i.e. first Okinawa karate is marked as not 
relevant, and some time later martial arts is marked relevant to the information need. In this 
case a link (personal semantic, hobbies, Okinawa karate) is justified. 
The effect of the conflicting search actions may be disregarded if sufficient time h > 0 has 
elapsed between them. This forgetfulness coefficient is a means to incorporate a searcher's 
level of experience. Novice searchers will benefit from a high forgetfulness (i.e. the contra­
diction must happen in the few previous actions). Experienced searchers on the other hand 
should benefit from a low forgetfulness (i.e. the contradiction may occur between search 
actions which are far apart). 
We will only discuss conflicts stemming from marking and rejecting nodes. In our view, 
changing focus is merely a way of browsing and hence can not be seen as a source for 
conflicts. In contrast, marking and rejecting are a way to describe the type of subject on 
which one wants information, and as such could be a source for conflict. 
Chapter 5 gave us the tools for deciding a conflicting search path. A sequence of search 
actions on a search path can now be checked for consistency as follows: 
Definition 6.17 (Consistency) 
Let pai... о* 6 isPath be a constructed search path. The sequence A = a ¡ . . . α* is consistent 
when: 
Consistent^) •** -i Conflict(pAg, 1) Λ -ι Conflict(p, Γ) 
A-iConflict(startg, 1) 
In this section we are not concerned with establishing the consistency of an entire search 
path. The reason for this is that we add links between the first focus and the last focus of 
a consistent sequence, i.e a subsequence of a search path. The first focus of a true search 
path ρ is the node start, which is linked to all other nodes in the hypertext system. Adding 
a link between the first focus of ρ and the last focus of ρ would hence have no effect because 
such a link is already present. First we look at the source and destination of a sequence of 
actions: 
source(e) 
source ( p + ) 
sou roe (p—) 
>urce(p -> D) 




dest(p -• D) 
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Definition 6.18 (Cyclic sequence) 
Given a sequence of search actions A. This sequence may be called a cyclic sequence if 
source^) = dest(A). 
The following lemma is obvious: 
Lemma 6.4 If the history h = 0, all search paths are consistent. 
Definition 6.17 guarantees consistency within a certain history h. We can also look at 
absolute consistency, i.e. consistency for any history h. 
Definition 6.19 (Absolute consistent) 
A sequence of search actions a\\... ¡a* is called absolute consistent if it can not be proven 
for any 0 < h < к that α ϊ ; . . . ; a* is inconsistent. 
When a sequence of search actions is consistent, any subsequence of these search actions 
is also consistent. 
Lemma 6.5 lsConsistent(oi;... ; a*) =^ Y«j>i [hConsstent(e,;... ; a3)] 
When we have two inconsistent sequences, we could be interested in which one is the most 
inconsistent one. Clearly if a search path is absolute consistent, there is no contradiction. 
A second component in determining this level of contradiction is how similar the nodes 
are which play a part in the conflicting actions. For instance, suppose σ(α,β) > ка. Then 
-¥ a+ ±—> β—, but this conflict is less severe then —> a+ ±—> a—. 
Definition 6.20 (Level of inconsistency) 
Let A = o i . . . a/t be an inconsistent sequence of search actions. Let a, and a} be the actions 
which cause the inconsistency. The level of inconsistency t of A is given by 
1 + h - b - l) , / ^ / чч 
I = CT(Subject(a,),Subject(a;)) 
This level of contradiction can be used in a number of ways. The first of these is in order 
to make the decision when to add links less severe. In stead of adding only links for 
consistent search actions, we could choose to add links for search paths up to a certain 
level of contradiction. The second use is to let the level of contradiction play a part during 
document retrieval. This is done by multiplying a document's Retrieval Status Value 
(RSV) with the level of contradiction of the search path on which the RSV's are based. 
Now we return to the crux of this section: when we have detected a consistent sequence of 
search actions we wish to add a link between beginning and end of this sequence. 
Definition 6.21 (Extension) 
Given a hyperlayer L and a consistent non-cyclic sequence of actions A. The extension of 
L with a personal semantic link is given by 
Λ ( £ ) Φ (personal semantic, source(i4),dest(i4)) 
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europe—• western europe • the n e t h e r l a n d s H — ^ tourist information 
Οι α 2 аз <ц a¡ α$ 
Figure 6.2: Sequence of actions. 
6.4.2 Examples 
In this section we present an example sequence of actions, and use the formalism introduced 
earlier t o decide on consistency of this sequence. 
Example 6.1 
Examine the sequence of search actions of Figure 6.2, which consists of 6 search 
actions. Since the Netherlands is a part of Western Europe, we have a conflict between 
search actions аз and a¡. This renders the sequence consistent with h = 0 and h = 1, 
but inconsistent with h = 2. Thus, the sequence is not absolutely consistent. О 
Example 6.2 
If we choose h = 3, the level of inconsistency for the sequence of Figure 6.2 is 
j (7(the netherlands, western europe). D 
Example 6.3 
The expectation is that the number of inconsistent paths increases as the history pa­
rameter h is raised. This increase depends on the topology of the hyperindex, viz. the 
degree in which the nodes are interconnected, and the number of nodes which are sim­
ilar with σ(α, β) > 0. Experimental results show that the proportion of inconsistent 













Figure 6.3: Inconsistent search paths 
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6.5 Summary 
In this chapter we have proposed a means to add new semantic links to the hypertext. 
This process of link inference can be performed in two ways: 
1. Analyze the access patterns which have been constructed over a certain period of 
time; this would result in global semantic links. 
2. Analyze a single search path based on consistency; this would result in personal 
semantic links. 
The link inference makes use of a number of parameters. Searchers with different levels of 
experience can be supported by adjusting the parameters accordingly. 
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7.1 Introduct ion 
In the previous chapters we have given our view on query construction in a hypertext 
environment Also, we explained how a searcher can be supported during query construc­
tion This chapter1 describes the form in which this support is offered to the searcher We 
will start with looking at the so-called test collections for Information Retrieval This is 
then followed by a discussion about the tasks which the interface has to perform We will 
describe the functionality of the Hypertext Navigator, and show the screens which form the 
interface between searcher and support system An elaborate example in which we discuss 
a sample session in a layered hypertext system is given as well Finally, we will look at an 
environment which can be used to generate and analyze hyperlayers 
7.2 Test collections for I R 
In the world of Information Retrieval the need exists for a way to compare query evaluation 
strategies For instance, if a researcher has developed retrieval strategy X and wishes to 
compare it to boolean retrieval, it is necessary to have a corpus of documents, along with 
a set of queries and for each query a set of documents which satisfy that query One way 
to do this is by using one of the test collections for IR Such a collection consists of the 
following 
• a set of documents О 
• a set of queries Q 
• for each query a subset of О which satisfies this query, this is the standard answer 
to the query 
Another name for such a collection is a scored collection 
'This chapter is mainly based on[Ber95] 
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When a researcher has developed a certain query evaluation strategy, the result returned 
by this evaluation for a certain query q G Q can be compared with the standard answer. 
Using this information the performance of the strategy (e.g. with the precision and recall 
values from Chapter 1) can be determined and compared with other strategies. 
A considerable number of test collections have been established in the history of IR. They 
differ in size and the subjects which are treated in the documents. To mention but a few 






















Table 7.1: Test collections for IR 
The CACM collection [CT93], CISI [SB88] collection and the Cranfield collection [CMK66] 
are both examples of classic test collection. The size of the corpus of documents runs into 
a few thousand. 
The size of these collections pales in comparison to the size of the Reuters and the TREC 
collections. The Reuters collection [San96] consists of documents dealing with news items. 
The TREC collection [Lew95] is one of the most recent test collections. The abbreviation 
TREC stands for Text REetrieval Conference. It is currently in its fourth version. 
Due to the topic of the corpus in the examples of this chapter we will use the CISI collection. 
Some queries from the CISI collection are: 
i: What is information science? Give definitions where possible. 
ii: Testing automated information systems. 
The CISI collection is dedicated to documents dealing with the Information Retrieval. 
Hence, terms like information are heavily used. Next, we will discuss some properties of 
the CISI collection. In order to determine the usage of descriptors by documents, in the 
graph of Figure 7.1 we can see the distribution of terms over characterizations. There are 
four pronounced peaks, each of which corresponds to a heavily used term. From left to 
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Figure 7 1 Term occurrences m the CISI collection 
In Chapter 2 we described the structure of the hyperbase Since the CISI collection does 
not have any structural links, we can only define semantic links In order to compute a 
similarity for documents we examine their characterizations Global semantic links will 
be determined by examining the similarity coefficient between two characterizations We 
have chosen to implement this coefficient by using the overlap measure [SM83] 
Definition 7.1 (Global semantic link) 
Given a hyperbase H = (ΣΗ, Л Я ) Let D and E be documents m Σ# A global semantic 
link between D and E is present m Ац if 
\χ(Ρ)ηχ(Ε)\ 
\X(D)UX(E)\-
where a w some threshold m the interval [0,1] 
In order to increase the probability of a non-empty intersection of two characterizations, 
we have replaced each term by its stem In the graph of Figure 7 2 we show for various 
values of a the degree (as a percentage) in which the hyperbase is interconnected When 
the percentage is 100 the hyperbase would be fully connected, ι e each document has a 
global semantic link to every other document The graph shows that very few documents 
are connected once a nses above 0 2 
7.3 Functionality of the user interface 
The user interface needs to perform certain functions which have been introduced m the 
course of this thesis In this section we will discuss how the user interface should implement 
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Figure 7.2: Percentage of document similarity links. 
these functions. For each function we will describe the possible contents of an appropriate 
interface. 
We start by focusing on two important aspects of hypertext Information Retrieval: 
i: how to visualize navigation 
ii: how to visualize relevance 
7.3.1 Visualizing Navigation 
A central notion in the work of Norman [Nor94] is that a user must always be able to 
determine the following information: 
1. where am I 
2. where am I going 
Regarding the first condition, the current node in the hypertext should be presented in 
another way than the other nodes. Regarding the second condition, when the searcher has 
selected an option for extending the search path, this new focus should have a different 
presentation than the other options as well. 
A list of bookmarks (i.e. a set of visited nodes which for some reason or other are very 
important) needs to be maintained. Such nodes represent long-time interests and can be 
considered as short-cuts for future access to the layered hypertext system. Since each user 
has his or her own associations with a node in the layered hypertext system, bookmarks 
could be considered private for each user. 
Other useful aids which could be offered to the user are a list of hot points and a list of 
landmarks. A hot point is a node which is visited more frequently and by more users than 
other nodes. A node could be called a landmark when for instance it forms the entry to a 
section of the layered hypertext system which deals with a specific topic. 
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During navigation, the options which can be manipulated by the searcher can be from both 
the hyperbase and the hyperindex layer. This freedom to move from one layer to another 
could quickly lead to disorientation, which should be avoided at all costs. In order to allow 
the searcher to distinguish between these two layers, a document and a descriptor could 
be given a different representation. Generalizing previous research [EH89], we can argue 
that navigation interfaces for hypertext should strive to offer a two or three dimensional 
view, in stead of only a list of previously visited nodes. 
1. visualizing a selected node 
2. visualizing a rejected node 
3. visualizing a beam down 
4. visualizing a beam up 
When a searcher initiates a beam down from a descriptor, a number of documents will be 
available for searching in the hyperbase. By clicking one of these, the new focus can be 
chosen and navigation in the new layer can commence. 
In Figure 7.3 we show the generic interface which is presented to the searcher for navigation. 
Next we discuss the contents of this screen. At the top of the screen the current focus in the 
Figure 7.3: Generic Navigation Interface 
layered hypertext system is presented after the string 'Focus:'. Beneath this is a rectangular 
area in which the options are listed. In the right upper corner of the screen the number 
of hits is shown, i.e. the number of documents characterized by the focus. Underneath the 
'hits'-field are five buttons: 
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i: clicking the Select button would add the focus to the set of selected nodes 
ii: in order to add the focus to the set of rejected nodes the searcher can click the Reject 
button 
iii: when the searcher wishes to view the previous selections and rejections, the Profile 
button can be used 
iv: based on this profile, a set of relevant documents can be retrieved by selecting the 
Retrieve button. 
v: clicking the Cancel button undoes a previous selection or rejection 
7.3.2 Visualizing Relevance 
When the searcher desires a ranking from the support system, the problem is how to 
visualize this ranking. A number of approaches are available for presenting this ranking to 
the user. With spatial visualization [HKW94] the set of hypertext nodes are used to create 
an information space. Within this space points represent both documents and descriptors. 
Distance between points is used to convey the relevance of one point to another, current 
focus would be placed in the origin of this space. Distance between a node and the focus 
can be interpreted in many ways. When a node is highly relevant to the current focus, 
the on-screen representation could be that this node is placed very close to the focus. In 
contrast, a node which is not very relevant could be placed further away from the focus. 
We can distinguish a number of axes in this information space. The most important axis 
is the one which represents an option's relevance to the search path. If the current focus 
is the origin of this axis, a far distance from the origin corresponds to an option which is 
highly relevant. Being close to the origin would mean that that option is not relevant. 
If we wish to give a two-dimensional representation, the second axis could be the cost axis. 
Nodes could be very relevant, but their cost could be very high, thus placing them far away 
from the origin. On the other hand, when a node's cost is low but its relevance is low as 
well, the distance between the origin and that node should be high. In general, documents 
would be placed on the cost axis further from the origin than descriptors. The relevance 
axis ranges from a low relevance to a high relevance, On the cost axis values range from 
a low cost to a high cost. In Figure 7.4 we show an example of a ranking. A number of 
low-cost options (most likely descriptors) are highly relevant, while a cluster of high-cost 
(most likely documents) are highly relevant as well. 
With this visualization method, the spatial metaphor would not be present because relevant 
options are placed far away from the origin. Inverting the horizontal axis so that it shows 
the inverse relevance is not good enough a solution, because it still would not place a highly 
relevant document close to the origin. Neither would inverting the vertical axis solve the 
problem. 
Next we look at the following aspects which are of concern in the design of the user interface: 
initial elicitation: Obtain an initial description of the Information Need, after which the 
user may start navigating the hypertext. 
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Figure 7.4: A two-dimensional relevance visualization 
navigation: The user may use all aspects of navigation in order to construct a query. 
parameter settings: In order to customize the behavior of the interface, the user may 
change certain parameters. One of the most important parameters which influence 
the support process is the forgetfulness parameter. 
ranking: In Chapter 5 we discussed how a searcher can be supported during the difficult 
process of navigation. This support was called ranking. A number of strategies are 
available for ranking options. The interface should present the options in such a way 
that the user can distinguish between relevant and not relevant nodes 
hits: The number of documents in the hyperbase is likely to be very large. In order to 
indicate how selecting or rejecting a certain node affects the number of hits, the 
number of relevant documents based on the current query could be shown. 
relevance feedback: Let the user grade the set of relevant documents as derived by the 
retrieval engine. 
link inference: Make the user aware of an inferred link and negotiate with the user 
whether the link should be added. 
link addition: When the user feels a strong association between two nodes, he or she 
may wish to add a personal semantic link to the layered hypertext system. 
In Figure 7.5 we show some of the classes which can be identified in the interface. 
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7.3.3 Initial Elicitation 
Before the searcher can start navigating the hypertext, first a starting point in the hypertext 
has to be determined. This initial focus is most likely a very crude description of the 
information sought after. With a QBN session this description can be further refined. 
Another method to obtain an initial description of the Information Need could be that the 
searcher enters a few keywords, or a natural language sentence. After that a number of 
descriptors which are semantically close to these keywords are offered as starting points. 
As a last option, the user may browse through the list of terms which occur in the hy-
perindex and select any of these as a starting point. Alternatively, the list of document 
titles may be searched for a starting point, but as explained in Chapter 2, the cost for in-
terpreting each document title is perhaps too high to make this an attractive option. The 
user may select one of the methods for obtaining an initial description of the Information 
Need. As a result of the initial elicitation process, a list of starting points is presented. By 
clicking one of these, the navigation process is started. 
7.3.4 Link Inference Screen 
When the searcher has constructed a search path in a consistent manner we might have 
reason to add a link between the first focus of this search path and the last focus. As 
we signaled in Chapter 6, it would not be appropriate to add this link without asking a 
confirmation from the searcher. In a link inference screen there should be a possibility for 
the user to cancel the adding of a (personal/global) semantic link. 
7.3.5 Link Addition Screen 
A very delicate part of a hypertext user interface concerns the screen which may be used by 
to add new links at the express wish of the searcher. These links are to be created between 
items which have been visited during the search process. We use the term 'delicate' because 
it might give rise to situations where users create a complex jungle of links which make 
access to the information in the hypertext very awkward. This awkwardness is due to 
the difficulties which occur when a selection has to be made from a very large number of 
outgoing links. 
However we feel that this way to extend the layered hypertext system should be offered 
to searchers. We thus accept that situations as described above might occur, but the 
advantages of a flexible hypertext should outweigh the disadvantages. One way to prevent 
the hypertext from becoming an unmanageable tangle of links is by making such links 
very short lived, i.e. their life span should be shorter than the life span of links created 
by inference. This is because the inferred links are more trustworthy. In the screen of 
Figure 7.6 we show an example of how a personal semantic link could be added. With the 
Browse button the source and destination of the link can be defined. Pushing the Select 
button adds the link to the set of personal semantic links; pushing the Cancel button would 
result in leaving the link addition screen. 
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7.3.6 Hot Points 
Especially during browsing of a layered hypertext system, it might be interesting for 
a searcher to have knowledge concerning topics which have been interesting to other 
searchers. At any point during the search process, a user may call up the hot points 
screen, where a list of hot points is shown. From these, a searcher may select a new focus. 
In the screen of Figure 7.7 we show an example of a list of hot points where the searcher 
decides to choose the document The User Interface in Interactive Systems as a new foCUS. 
7.3.7 Presentation of Search Results 
When the searcher has asked the system to retrieve a set of relevant documents based on 
the selected and rejected items, a walk through these documents is created. A walk (or a 
guided tour) through the hyperbase is a set of links connecting these relevant documents. 
This walk could, for instance, start with the most relevant document. The last node in 
the walk could be the least relevant document. The relevant documents are linked via 
temporary links. The type of these links is personal semantic, because the documents were 
retrieved on the basis of the sets of selected and rejected nodes. Either the system or the 
searcher could be called the author of the links. The life span of the links is very short. 
We propose that the links are deleted as soon as the walk through the relevant documents 
has been completed. 
In order to integrate the presentation of search results into our concept of search paths, 
Definition 3.2 (which gives a syntax for search paths) could be extended as follows: 
act-seq -+ б | Walk I { + I ~ } {~Η ν } "ode act-seq 
That is, at each node the decision to continue with the walk may be made. As a result 
of extending the syntax, the function which derives a focus for a search path needs to be 
extended as well. For example, performing the Walk action for the first time brings the 
searcher to the most relevant document. When the last document in the walk has been 
visited earlier, extending a search path with the Walk action does not change the focus. 
The interface which supports the retrieval result presentation is basically the same as the 
navigation screen. There are however some differences. Most notably, there is now an 
added button Walk which can be used to visit the next document in the presentation 
sequence. In Figure 7.8 we show an example of the interface which the searcher may use. 
7.3.8 Relevance Feedback 
Earlier we described how a searcher could grade the retrieval results as derived by the 
retrieval engine. This grading could be done in a straightforward relevant/not relevant 
fashion, or a more detailed relevance scale cquld be used, for instance the four-scale 
{relevant,slightly relevant,slightly irrelevant,not relevant}. 
which is used in for instance Amalthaea [Mou96]. As we indicated in Chapter 3, the 
granularity of the relevance scale depends mostly the level of experience of a searcher. 
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In the context of hyperlayers, the process of relevance feedback adheres to the syntax of 
search paths given in Definition 3.2. The set of nodes is the set of documents which the 
searcher has to judge. Let this be the set E R where R indicates Relevance Feedback. The 
set of links is then the set 
Ля = {(D,E) \D,EUZRADÍE) 
и{(ДйоР) | £>е Е я } 
In order to not burden the searcher with having to evaluate an entire document, we propose 
to only show the title of the document, or at most its abstract. The interface which is 
offered to the searcher for relevance feedback purposes is shown in Figure 7.9. In this 
screen there are two columns which the searcher can use to indicate the relevance of a 
document. Pushing the Reset button makes all judgments undone; pushing the Retrieve 
button results in the processing of the query which is updated to include the information 
derived from the relevance feedback process. 
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7.4 A Sample Session 
In this section we will show a sample session in which a searcher tries to find some docu­
ments in the CISI collection 
The first task which a searcher has to perform is finding an initial focus in the layered 
hypertext system In order to achieve this, the screen shown in Figure 7 10 may be used 
The searcher is presented with a list of all terms used in the collection The searcher is 
informed that 1,800 documents reside in the hyperbase By entering a string in the dialog 
box, the system shows all terms which start with that string After entering the string 
'mfor', a number of nodes are presented From these, the searcher decides to select the 
term information as a first focus The resulting navigation screen is shown in Figure 711 
In the first focus a large number of refinements of the focus are available There are 288 
documents which are characterized by this node The searcher decides to follow the link 
to the node information retrieval The resulting navigation screen is shown in Figure 7 12 
Here, the number of options from which to choose are less than for the previous focus (viz 
72) As no ranking has yet been done, the previous focus (information) is presented as the 
fifth option Next, the searcher decides to follow the link to the node information retrieval system 
The resulting navigation screen is shown in Figure 7 13 
This focus is not relevant to the searcher's Information Need Accordingly the searcher 
performs a reject action and returns to the previous focus information retrieval Next, the 
navigation screen of Figure 7 14 is presented to the searcher 
Note that because of the rejection the option information retrieval system has been assigned the 
lowest rank Moreover, the number of relevant documents has now become 52 out of 72 
which are characterized by information retrieval The search path is extended be moving to the 
descriptor information retrieval language This is shown in the screen of Figure 7 15 
The number of relevant documents has now dropped to only three The searcher decides 
that this is a correct description of the Information Need and asks that the relevant doc­
uments are retrieved by pushing the 'retrieve' button This is shown in the screen of 
Figure 7 16 
7.5 A Link Generator and Analyzer 
In previous chapters we introduced a number of methods to support a searcher in a hyper­
text environment Usually in IR such methods are validated using a test collection such 
as the CACM, the Cranfield or the Reuters collection These are however all 'plain' test 
collections in the sense that they are not hypertext based 
Since we wish to study the effect of the earlier mentioned support methods, we need to 
create an environment where, independent of the contents of the hypertext, these methods 
can be implemented For these reasons we implemented G AL AH 2 , a Generator And 
Link Analyzer for Hypertext With GALAH we can do a number of things 
2A showy Austraban cockatoo (Eolophus roseicapillus) that is a pest in wheat-growing areas and is 
often kept as a cage bird [Web95] 
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creation: a hyperindex can be generated; the input for this process is the number of 
nodes, and the probability of a link between two nodes 
trajectories: given a certain hyperindex, a number of paths of certain length η through 
this hyperindex can be generated. 
option selection: at each focus the creation algorithm can select either the highest ranked 
option, or one of the lower ranked ones. 
option ranking: the strategy for ranking a set of options can be chosen, e.g. random, 
medium, or based on the berry probabilities 
link inference: given a certain search path p, an algorithm decides whether the search 
path warrants a new link from the first focus of ρ to the last focus and vice versa. 
analysis: in order to compare inference processes with different parameters, we need to 
know the growth of the set of links 
The possibility of creating a number of search paths, together with selecting the strategy 
for ranking allows us to compare the effect of creating search paths with two different 
strategies. Next, we will analyze the effects of various ranking strategies on the destination 
probability. 
7.5.1 Random ranking vs. search target based ranking 
In this section we compare choosing an option at random with choosing an option based 
on how close this option is to the search target. If options are ranked at random and we 
choose the first option, the expectation is that in such case the destination probability will 
show no tendency to concentrate in a specific set of nodes. This would result in a 'flat' 
distribution and hence a high entropy. 
When the options are ranked based on the search target and the searcher selects the highest 
ranked node for continuing the path, it is to be expected that the destination probability 
will peak in the search target. As a result, the entropy will decrease as the searcher 
approaches the search target. The graph of Figure 7.17 shows that the entropy for the 
search target based ranked path decreases constantly. The search target where options are 
ranked at random shows an increase in entropy after an initial decrease in entropy. 
Next we look at the situation where ranking based on the search target is performed. An 
interesting test would be to compare the entropies of the distribution which would arise if 
the following two strategies for selecting a rank are used: 
1. select the option with the highest rank 
2. select the option with the lowest rank 
Selecting the highest ranked option would bring the searcher closer to the search target, 
whereas selecting the lowest ranked option would result in moving away from the search 
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target. Although there is nothing wrong in selecting a low-ranked option every now and 
then, doing this persistently would prevent the destination distribution from becoming 
markedly high for a specific node. The graph of Figure 7.18 shows the resulting entropy 
for a search path constructed by selecting the first ranked option (solid line) and the 
entropy for the search path constructed by selecting the last ranked option. As can be 
seen, selecting the first rank leads to a lower entropy, i.e. a descriptor with a markedly 
higher target probability ensues. 
Next, we study the effect of altering the value of the forgetfulness coefficient φ. We start 
by picking at random a search path ρ & isPath. This path is constructed twice: first with 
forgetfulness coefficient φι and then with forgetfulness coefficient φι Φ φ\. Due to the 
difference in treating previous decisions, we expect that: 
i: the resulting destination probabilities will differ 
ii: at each focus on p, the ranking of options will differ 
Since we construct ρ twice, the differing rankings would mean that sometimes we would 
have to select an option which has been assigned a different rank. 
When the previous decisions become more important, we would expect that moving in 
a certain direction would prevent the target probability from concentrating in a certain 
set of nodes. Consequently, the entropy would decrease less quickly. From the graph in 
Figure 7.19 we see that doubling the weight on previous decisions causes the entropy to 
decrease less rapidly. 
7.5.2 Validating Support Effect 
In this section we aim to measure the effect of support on the effort which a searcher has 
to spend in order to construct a query. 
7.5.3 Identifying Levels of Support 
The support which we offer during Information Need determination can take a number 
of forms. As a basis for this support hierarchy we assume that a searcher uses Query by 
Navigation. We can then distinguish the following levels of support, each of which adds 
more support to the underlying layer. 
Level 0 
When the searcher is only offered the navigation mechanism of QBN with no additional 
help, we speak of a level 0 support structure. In this case the hypertext can be navigated 
and items can be selected and rejected. Based on these items documents are retrieved. 
Each focus' status has to be judged with respect to previously graded foci. It is the 
responsibility of the searcher to remember which grade has been given to which node. This 
aspect of having to keep track of previous actions which is added on top of the process of 
navigation is called the cognitive overhead [Con87, Kah73]. An important factor in this is 
how much a user can· remember. Since we wish to cater for both experienced and novice 
users we adopt the policy of a certain maximum memory. 
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Definition 7.2 
The memory M. of a user is the set of at most m remembered selections and rejections. 
A user's memory can be small or large, but it can be expected that an experienced searcher's 
memory is larger than a novice searcher's memory. When M = 0, the search process 
becomes a random search. 
Each selected or rejected node is added to the memory. When M. is 'full' an addition 
means that one of the elements of M is discarded; its place is filled by the newly selected 
or rejected node. The node which is evicted from the memory can not be predicted. 
Level 1 
The next rung on the support ladder is the one where the searcher can request the system 
to list the set of selected and rejected items. This is a very useful feature, because it can 
help to jog a searcher's memory. Using the list of previous gradings, the searcher can 
compare these to the current focus and determine the relevance or non relevance of the 
focus. Based on the user's preference for the forgetfulness(i.e. the number of previous steps 
which are considered as relevant) the last h selections are shown. When a user receives 
level 1 support, it is likely that he or she is more able to determine a focus' relevance value 
than a user who receives level 0 support. Level 0 support is the same as level 1 support 
with /i = 0. 
Level 2 
Whenever a certain focus is either selected or rejected, the number of relevant documents 
could change. To the searcher, an increase or decrease in the number of hits could be a 
significant factor in deciding to submit the current query for evaluation. Also, the fact 
that adding a particular node to either Select or Reject has no effect on the number of hits 
tells the searcher that this focus is not really relevant to the current query. Showing the 
searcher the number of hits is called level 2 support. 
Level 3 
The next highest level of support occurs when the options from which a searcher can choose 
to select a new focus are ranked according to some ranking strategy. Level 2 support is 
level 3 support with random ranked options. 
Level 4 
The final degree of support is the one where at any time a searcher may give relevance 
feedback on a set of documents. 
In Figure 7.20 we show all the levels of support which can be offered to the user. Each layer 
may make use of the support features which the underlying layer(s) offer. So for instance 
on level 4 the searcher could choose to either allow ranking of options, or tell the system 
to refrain from ranking and present the rankings in alphabetical order. 
7.5.4 The processes behind search behavior 
In this section we describe the processes which lie behind the processes of searching and 
browsing. We start by giving a partition of a user's memorized actions. 
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Definition 7.3 (Memory Partition) 
Let M denote a user's memorized actions. Then M+HS denotes the memorized selections 
and M~ = M f l R denotes the memorized rejections. 
The first process which we will look at is the one where a searcher selects a refinement 
of a previously selected node. This could be seen as a consequent action because there 
is no conflict. The action could be seen as further narrowing down a field of interest. 
Furthermore, rejecting such a refinement is also a consequent action, because it would 
exclude certain topics from the field of interest. 
Postulate 7.1 (Refinement of a selection) 
Given a node i such that i £ ΛΊ+. Let j such that Base(j) С Base(t). Then selecting or 
rejecting j is a consequent action. 
An action where an enlargement of a previously selected node is selected is a valid action 
as well. However, rejecting such an enlargement would be inconsequent, because rejecting 
the larger subject would imply a rejection of the lesser subject as well. 
Postulate 7.2 (Enlargement of a selection) 
Given a node г such that i G M+. Let j such that Base(j) Э Base(i). Then selecting j is a 
consistent action and rejecting j is a inconsistent action. 
Next we look at nodes which have previously been rejected. When a searcher rejects a 
refinement of such a node, this can be seen as re-affirming this previous rejection and 
hence this is a consistent action. However, selecting the refinement could be regarded as 
an inconsistent action. 
Postulate 7.3 (Refinement of a rejection) 
Given a node г such that i € MT. Let j such that Base(j) Ç Base(i). Then selecting j is a 
consistent action and rejecting j is a inconsistent action. 
When an enlargement of a previously rejected node is selected we could have a searcher 
who perhaps realizes that the previous rejection was too restrictive. If the enlargment is 
rejected we could have a searcher who feels that the previous rejection was not restrictive 
enough. 
Postulate 7.4 (Refinement of a selection) 
Given a node i such that i e M+. Let j such that Base(j) С Base(i). Then selecting or 
rejecting j is a consequent action. 
The above postulates concern either a refinement or an enlargement. In the case where a 
node which is neither an enlargement nor a refinement is the subject of a search action, 
this search action is consistent. 
Postulate 7.5 (No conflict) 
Given a node i in M. Let j such that Base(j) Π Base(t) = a. Then both selecting j and 
rejecting j is a consistent action. 
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During navigation the searcher collects a number of selections and rejections. To a certain 
extent, some of these actions can be explained with the above postulates. When an action 
can not be explained with the postulates, a number of events might have occurred: 
i: the searcher is lost in hyperspace 
ii: the searcher has made a mistake 
iii: the searcher has redefined the Information Need 
Both events (i) and (ii) destroy the workings of the postulates. However, in the case 
where the searcher has redefined the Information Need, the postulates can still be used by 
discarding actions from M until an action is either consistent or inconsistent. 
7.6 Summary 
In this chapter we started by looking at the various test collections which can be used to 
compare query evaluation strategies. Next, we have given a validation of the techniques 
described in the thesis. A hierarchy between the different levels of support can be distin-
guished. The interface between searcher and hypertext retrieval system has been discussed, 
and example screens have shown how the interface could be implemented. 
The decisions searchers in a hypertext make can be described with a number of postulates. 
These postulates explain search actions in the light of previous search actions which a 
searcher remembers. 
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package qbn; 
public class Node 
{private int layer; 
private int id; 
public void Node О ; 
public Node beamdovnO ; 
public Node beamupO; 
>; 
public class Searchpath 
{ 
public Node focusO; 
public void Searchpath(); 
public Searchpath void extend(Node n ) ; 
public Searchpath select О ; 
public Searchpath rejectO; 
public Node beamdovnO 
{ 
/* no history taken into account */ 
return focus() .beamdovnO ; 
} 
public Node beamupO 
{ 
/* no history taken into account */ 
return focus0 .beamupO ; 
} 
}; 
public class Profile 
{ 
private Searchpath leader; 
public void Profile(); 
public Profile insert(searchpath p ) ; 
}; 
public class User 
{ 
private int uid; 
private Profile profile; 
public void UserО ; 
}; 
Figure 7.5: Java classes for the user interface 
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Figure 7.6: Link Addition Screen 
Hypeilndex Navigaloi 




word-word associations in document retrieval systems 
the user Interface in interactive systems 
retrieval 
interface 
Figure 7.7: Hot Points Screen 
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Hyperindex Navigaloi 
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Figure 7.13: Third Focus 
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Figure 7.15: Fifth Focus 
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Add personal semantic link 
from: Information 
to: Information retrieval language for MARC ^ш 




























Figure 7.17: Entropy for random vs. search target ranking 
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Figure 7.19: Entropy decrease for different weights 
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Figure 7.20: The support hierarchy. 
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Chapter 8 
Conclusions and future research 
This section gives a short overview of the contents of the thesis, describes the achievements 
and hints at possible avenues of future research. 
8.1 Summary 
Chapter 1 gave a general introduction into the problem area. Some measures for judging 
the performance of an Information Retrieval system were discussed. Next, Chapter 2 
showed how a set of documents can be disclosed more effectively by constructing a layered 
hypertext system. The elements of a hyperlayer have been discussed, and an example 
layered hypertext system has been described. The interaction between a searcher and 
the layered hypertext system has been formalized in Chapter 3. We have shown how a 
query can be constructed by navigating through the layered hypertext system. In order to 
derive global interests from a search path, Chapter 4 introduced two models for a search 
path: one based on probabilities, and one based on Situation Theory. The number of links 
which can be traveled in a layered hypertext system can be quite formidable. In order 
to introduce some order, Chapter 5 describes how a searcher can be supported during 
Query by Navigation. The layered hypertext system does not have a stable nature. Items 
can be relevant to each other in often complex, hard to fathom ways. This extension of 
a layered hypertext system has been the subject of Chapter 6. Having an easy to use 
interface between searcher and layered hypertext system is of critical importance. When 
the searcher is unable to access the supportive functions in an easy manner, he or she 
might not be able to use the layered hypertext system to its fullest profit. This aspect of 
user interfaces, and how to measure the effect of the supportive process has been discussed 
in Chapter 7. 
8.2 Achievements 
In order to summarize the achievements of this thesis, we focus on the requirements dis-
cussed in the Chapter 1. 
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efficient disclosure: The concept of hyperlayers has been introduced in Chapter 2. A 
layered hypertext system allows for multiple views on a hyperbase. Also, the idea 
of personal semantic links enables a searcher to establish a personalized version of 
the layered hypertext system. Information which is usable for only a short period of 
time can be removed when the expiry date is reached, thus avoiding the existence of 
documents which are no longer valid Establishing a hyperindex or a layer containing 
profiles allows for an overview of the' contents of the hyperbase. 
interaction: In Chapter 3, we recognized the two main uses of a retrieval system search-
ing and browsing Accordingly, we introduced search actions which can be used to 
combine these two uses Search actions can be concatenated to form search paths 
Prom such a search path a query can be constructed in terms of selected and rejected 
nodes. 
support: In Chapter 5 we described how a searcher might be supported during Query by 
Navigation A personalized approach is enabled: 
i: a searcher may indicate which ranking strategy is used. 
ii· for a particular ranking strategy, the searcher may change the parameters which 
this strategy uses For instance, in knowledge-gain based ranking, the searcher 
may specify the radius of the sphere s 
ili as a result of feedback from the user, we could decide to modify the parameters 
which a strategy uses 
presentation: In Chapter 7 we discussed various ways in which navigation through the 
layered hypertext system can be offered to the searcher In our view we have achieved 
the welding of both searching and browsing within one interface 
8.3 Future research 
In this section we look at those aspects of the thesis which have not been explored to their 
fullest extent 
8.3.1 Information Filtering 
It is our firm belief that the traditional IR approach of disclosing large but stable sets of 
documents is no longer valid New information appears in such large volumes and with such 
a short life span that we will see a gradual shift from Information Retrieval to Information 
Filtering. It is our hope that the techniques put forward in this thesis can also be used in 
this filtering environment. A key notion in Information Filtering is the concept of a profile, 
describing a searcher's preferences and dislikes In Chapter 5 we argued the case that a 
search path is a reasonable approximation of such a profile An approach to Information 
Filtering has been sketched in Chapter 5, but more work can still be done on this 
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8.3.2 Query by Example 
An interesting example of how to obtain a starting point could be that the searcher already 
has a document which is indicative of the Information Need. This document can be entered 
into the hyperbase and be subjected to characterization. Given the size of the hyperbase, 
it can be expected that at least some of the descriptors have already been used for earlier 
documents. Hence, these descriptors can be used as potential starting points for navigation. 
If this is not the case, then descriptors which are semantically close to the descriptors of 
the parsed document have to be found,· one of which then becomes the starting point. 
8.3.3 Search trees 
In Chapter 3 we hinted at the possibility of constructing search trees in the layered hyper-
text system. We mentioned that in order to allow such structures, a number of tasks have 
to be performed: 
i: extend the search path syntax with a backtrack operator and (possibly) a branch 
operator. 
ii: extend the focus function to properly handle the backtrack operator. 
The first task should not be too difficult to perform. The second task, particularly deciding 
when a previously visited node may be called a branch-off point when no explicit branch 
operator is present, seems considerably more difficult. 
8.3.4 Curiosity versus uncertainty 
The model for searching in a hypertext environment does not distinguish between actions 
which result from curiosity and actions which result from uncertainty. This would then 
mean that the path of someone who wishes to explore the layered hypertext system would 
have the same search path as someone who is uncertain. 
8.3.5 Cognitive aspects 
A major contributor to the overall cost of constructing a query is the effort needed to read 
a frame. In the case of a text frame, the number of words in the text is a reasonable 
measure of the cost. In this way, the cost for reading a document given a set of previously 
read documents could be equal to the number of new words in the document. For a sound 
or image frame it is less clear how to assign a cost for reading such a frame. 
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Waar kan ik dit vinden? Waar stond dit ook al weer? Dit zijn vaak gehoorde uitlatingen 
van frustratie tijdens het zoeken naar informatie. Alsof een gewone bibliotheek met boeken 
niet genoeg problemen oplevert, maakt de groei van de hoeveelheid beschikbare informatie 
gedurende de laatste jaren de zoektocht naar niet gemakkelijker. Encyclopedie, bibliotheek, 
CD-ROM, Internet: allemaal zijn het bronnen van informatie. Internet bemoeilijkt de 
kwestie nog extra doordat in tegenstelling tot encyclopedie en bibliotheek iedere vorm 
van gecontroleerde groei en systematische catalogisering ontbreekt. Naast deze groei in de 
hoeveelheid beschikbare informatie is er ook in steeds sterkere mate sprake van vluchtigheid 
van relevantie van informatie. Zo is informatie over beurskoersen vaak maar enkele dagen 
van belang. 
Ondanks deze groei van het informatie-aanbod enerzijds en het snel gedateerd zijn van in-
formatie anderzijds, zijn de basisbegrippen die een rol spelen bij het zoeken naar informatie 
onveranderd gebleven. Deze basisbegrippen zijn de informatiebehoefte, de vertaling van 
deze behoefte naar een vraagstelling of query, en het zoekresultaat dat het zoeksysteem 
geeft op deze vraagstelling. Hierbij kan worden gesteld dat zonder een goede afspiegeling 
van de informatiebehoefte op de vraagstelling, het zoekresultaat niet in staat zal zijn de 
informatiebehoefte te bevredigen. 
Hoewel de traditionele informatiedragers als boeken altijd een belangrijke rol zullen spelen 
in het zoeken naar informatie, is er voor gekozen om in dit proefschrift onderzoek te 
doen naar het zoeken naar informatie in een digitale omgeving. Hierbij zijn documenten in 
elektronische vorm opgeslagen. Naast een structurele relatie tussen documenten zijn er ook 
associatieve relaties tussen documenten. We spreken dan van een hypertekst omgeving. 
Zoeken in zo een systeem wordt ook wel bladeren genoemd. Traditionele informatiedragers 
als boeken moeten in een vaste volgorde worden gelezen. De structuur van een hypertekst 
maakt het mogelijk om documenten in een willekeurige, niet voorgeschreven volgorde te 
lezen. 
Information Retrieval is die tak van de informatica die zich richt op de vraag hoe, gegeven 
een informatiebehoefte, een verzameling documenten moet worden gevonden die aan deze 
informatiebehoefte beantwoordt. Traditioneel onderzoek in de Information Retrieval gaat 
uit van een systeem gerichte meting van de prestaties van het zoeksysteem. Dat wil zeggen: 
er wordt gemeten hoe goed het systeem is in het vinden van een verzameling documenten 
als antwoord op een vraagstelling. Deze wijze van meten gaat totaal voorbij aan de moeite 
die een gebruiker moet doen om die vraagstelling op te stellen. 
195 
Samenvatting 
Zoals gesteld is het transformeren van een informatiebehoefte in een vraagstelling een cru-
ciale stap in een zoekproces. In dit proefschrift wordt onderzocht hoe gebruikers kunnen 
worden ondersteund tijdens deze stap. Die ondersteuning is nodig om gebruikers beter in 
staat te stellen om hun informatiebehoefte adequaat om te zetten in een vraagstelling. Ten-
einde zowel ervaren als nieuwbakken zoekers te kunnen ondersteunen, zal de ondersteuning 
individueel gericht moeten zijn. Een zoeksysteem moet dus gebruikers ondersteunen met 
diverse achtergronden die uiteenlopende be'doelingen hebben met de gevonden informatie. 
Dit proefschrift stelt voor om meer aandacht te besteden aan de lengte van het proces dat 
tot de vraagstelling leidt, en hoe deze lengte verkort kan worden. Indien aan een perfect 
zoekresultaat een tijdrovend proces vooraf moet gaan, zal een gebruiker de voorkeur geven 
aan een korte vraagstelling die weinig tijd vergt maar een tevredenstellend zoekresultaat 
op zal leveren. 
Als eerste stap om een individueel gerichte begeleiding te verzorgen, geven we in hoofdstuk 
2 een methode om de te ontsluiten informatie (de documenten) te karakteriseren. Dit is 
een noodzakelijke stap, omdat een document te omvangrijk is om binnen aanvaardbare tijd 
een indruk te krijgen omtrent de informatie die het document bevat. Deze zogeheten ka-
rakterisatie is een korte omschrijving van de informatie in een document. Strikt gesproken 
is ene karakterisatie ook weer een document. De karakterisatie geschiedt door gebruik te 
maken van index expressies. 
Deze index expressies zijn de bouwstenen waarmee we een zoekomgeving creëeren. Hierin 
kan door stapsgewijze vernauwing c.q. verbreding van het onderwerp op een gestruc-
tureerde manier worden gezocht naar een passend onderwerp. Naast deze hiërarchische 
manier van zoeken is het ook mogelijk om op een associatieve manier te zoeken. Zo is het 
voor te stellen dat vanuit het onderwerp 'Humphrey Bogart' de gebruiker in staat is om 
naar het onderwerp 'Casablanca' te springen. 
In hoofdstuk 3 presenteren we een schrijfwijze om een vereenvoudigde manier van bla-
deren in een hypertekst systeem weer te geven. De omschrijving van bladeren die we 
zullen hanteren is te beschouwen als een vereenvoudiging omdat bijvoorbeeld het aspect 
van nieuwsgierigheid er niet in is gereflecteerd. Alleen het volgen van relaties tussen do-
cumenten en het beoordelen van een document spelen een rol in de modellering van het 
bladeren. 
Met deze schrijfwijze voor het bladeren in de hand, geeft hoofdstuk 4 een tweetal methodes 
om een betekenis aan het bladeren te geven. Van fundamenteel belang in dit hoofdstuk is de 
rol die de voorgeschiedenis speelt. Met deze term bedoelen we de stappen die de gebruiker 
tijdens de huidige sessie heeft gedaan. Voor ervaren gebruikers is het niet onredelijk om 
deze voorgeschiedenis zwaar mee te laten wegen. In het geval van een onervaren gebruiker 
is het daarentegen niet onverstandig om moeilijk te verklaren gedachtensprongen niet al 
te zwaar mee te laten wegen. Zoals eerder in deze samenvatting is aangegeven is het 
bieden van ondersteuning tijdens het bladeren wenselijk. Dit om de gebruiker beter in 
staat te stellen het uiterste uit de aangeboden informatie te halen. In hoofdstuk 5 geven 
wij aan hoe, met behulp van de eerder gegeven modellering van het bladeren, gebruikers 
daadwerkelijk kunnen worden ondersteund. Uit eerder genomen beslissingen tijdens het 
zoekproces kunnen eventuele einddoelen! worden afgeleid. 
196 
Samenvatting 
Het streven is om het gedrag van het hypertekst systeem te individualiseren. Teneinde de 
zoekomgeving aan te passen geeft hoofdstuk 6 aan hoe, aan de hand van het zoekgedrag 
van een gebruiker, nieuwe verbanden binnen de hypertekst kunnen worden afgeleid. Deze 
aanpassing maakt gebruik van de eerder geïntroduceerde modellering van het zoeken. De 
meeste algoritmen voor het vinden van associaties tussen twee documenten zijn gebaseerd 
op woorden die in beide documenten voorkomen. De theorie van data mining geeft ons 
mogelijkheden om associaties tussen documenten te leggen die niet strikt gebaseerd zijn 
op gemeenschappelijke woorden. 
Hoofdstuk 7 geeft aan hoe de in dit proefschrift naar voren geschoven technieken in de 
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