We introduce a new approach to absolute continuity of laws of Poisson functionals. It is based on the energy image density property for Dirichlet forms. The associated gradient is a local operator and gives rise to a nice formula called the lent particle method which consists in adding a particle and taking it back after some calculation.
Introduction
The aim of this article is to improve some tools provided by Dirichlet forms for studying the regularity of Poisson functionals. First, the energy image density property (EID) which guarantees the existence of a density for R d -valued random variables whose carré du champ matrix is almost surely regular. Second, the Lipschitz functional calculus for a local gradient satisfying the chain rule, which yields regularity results for functionals of Lévy processes.
For a local Dirichlet structure with carré du champ, the energy image density property is always true for real-valued functions in the domain of the form (Bouleau [5] , BouleauHirsch [10] Chap. I §7). It has been conjectured in 1986 (Bouleau-Hirsch [9] p251) that (EID) were true for any R d -valued function whose components are in the domain of the form for any local Dirichlet structure with carré du champ. This has been shown for the Wiener space equipped with the Ornstein-Uhlenbeck form and for some other structures by Bouleau-Hirsch (cf. [10] Chap. II §5 and Chap. V example 2.2.4) and also for the Poisson space by A. Coquio [12] when the intensity measure is the Lebesgue measure on an open set, but this conjecture being at present neither refuted nor proved in full generality, it has to be established in every particular setting. We will proceed in two steps : first (Part 2) we prove sufficient conditions for (EID) based mainly on a study of Shiqi Song [31] using a characterization of Albeverio-Röckner [2] , then (Part 4) we show that the Dirichlet structure on the Poisson space obtained from a Dirichlet structure on the states space inherits from that one the (EID) property.
If we think a local Dirichlet structure with carré du champ (X, X , ν, d, γ) as a description of the Markovian movement of a particle on the space (X, X ) whose transition semi-group p t is symmetric with respect to the measure ν and strongly continuous on L 2 (ν), the construction of the Poisson measure allows to associate to this structure a structure on the Poisson space (Ω, A, P, D, Γ) which describes similarly the movement of a family of independent identical particles whose initial law is the Poisson measure with intensity ν. This construction is ancient and may be performed in several ways.
The simplest one, from the point of view of Dirichlet forms, is based on products and follows faithfully the probabilistic construction (Bouleau [6] , Denis [14] , Bouleau [7] Chap. VI §3). The cuts that this method introduces are harmless for the functional calculus with the carré du champ Γ, but it does not clearly show what happens for the generator and its domain.
Another way consists in using the transition semi-groups (Martin-Löf [20] , Wu [33] , partially Bichteler-Gravereaux-Jacod [4] , Surgailis [32] ). It is supposed that there exists a Markov process x t with values in X whose transition semi-group π t is a version of p t (cf. Ma-Röckner [22] Chap. IV §3), the process starting at the point z is denoted by x t (z) and a probability space (W, W, Π) is considered where a family (x t (z)) z∈X of independent processes is realized. For a symmetric function F , the new semi-group P t is directly defined by (P t F )(z 1 , . . . , z n , . . .) = F (x t (z 1 ), . . . , x t (z n ), . . .) dΠ
Choosing as initial law the Poisson measure with intensity ν on (X, X ), it is possible to show the symmetry and the strong continuity of P t . This method, based on a deep physical intuition, often used in the study of infinite systems of particles, needs a careful formalization in order to prevent any drawback from the fact that the mapping X ∋ z → x t (z) is not measurable in general due to the independence. For extensions of this method see [19] .
In any case, the formulas involving the carré du champ and the gradient require computations and key results on the configuration space from which the construction may be performed as starting point. From this point of view the works are based either on the chaos decomposition (Nualart-Vives [25] ) and provide tools in analogy with the Malliavin calculus on Wiener space, but non-local (Picard [26] , Ishikawa-Kunita [17] , Picard [27] ) or on the expression of the generator on a sufficiently rich class and Friedrichs' argument (cf. what may be called the German school in spite of its cosmopolitanism, especially [1] and [23] ).
We will follow a way close to this last one. Several representations of the gradient are possible (Privault [28] ) and we will propose here a new one with the advantages of both locality (chain rule) and simplicity on usual functionals. It provides a new method of computing the carré du champ Γ -the lent particle method -whose efficiency is displayed on some examples. With respect to the announcement [8] we have introduced a clearer new notation, the operator ε − being shared from the integration by N . Applications to stochastic differential equations driven by Lévy processes will be gathered in an other article. 
Contents

The Energy Image Density property (EID)
In this part we give sufficient conditions for a Dirichlet structure to fulfill (EID) property. These conditions concern finite dimensional cases and will be extended to the infinite dimensional setting of Poisson measures in Part 4. For each positive integer d, we denote by B(R d ) the Borel σ-field on R d and by λ d the Lebesgue measure on (R d , B(R d )) and as usually when no confusion is possible, we shall denote it by dx. For f measurable f * ν denotes the image of the measure ν by f .
For a σ-finite measure Λ on some measurable space, a Dirichlet form on L 2 (Λ) with carré du champ γ is said to satisfy (EID) if for any d and for any R d -valued function U whose components are in the domain of the form
where det denotes the determinant.
A sufficient condition on
Given r ∈ N * , for any B(R r )-measurable function u : R r → R, all i ∈ {1, · · · , r} and all
where
Conversely if x = (x 1 , · · · , x r ) belongs to R r we set
Then following standard notation, for any B(R) measurable function ρ : R → R + , we denote by R(ρ) the largest open set on which ρ −1 is locally integrable. Finally, we are given k : R r → R + a Borel function and ξ = (ξ ij ) 1 i,j r an R r×r -valued and symmetric Borel function. We make the following assumptions which generalize Hamza's condition (cf. FukushimaOshima-Takeda [16] Chap. 3 §3.1 (3 • ), p105):
Hypotheses (HG):
1. For any i ∈ {1, · · · , r} and λ r−1 -almost allx ∈ {y ∈ R r−1 : R k
2. There exists an open set O ⊂ R r such that λ r (R r \ O) = 0 and ξ is locally elliptic on O in the sense that for any compact subset K, in O, there exists a positive constant c K such that
Following Albeverio-Röckner, Theorems 3.2 and 5.3 in [2] and also Röckner-Wielens Section 4 in [29] , we consider d the set of B(R r )-measurable functions u in L 2 (kdx), such that for any i ∈ {1, · · · , r}, and λ r−1 -almost allx ∈ R r−1 , u
x has an absolute continuous versionũ
x ) (defined λ 1 -a.e.) and such that i,j ξ ij ∂u ∂x i ∂u ∂x j ∈ L 1 (kdx), where
Sometimes, we will simply denote
by ∂ i . And we consider the following bilinear form on d:
As usual we shall simply denote e[u, u] by e [u] . We have
Proof. All is clear excepted the fact that e is a closed form on d. To prove it, let us consider a sequence (u n ) n∈N * of elements in d which converges to u in L 2 (kdx) and such that lim n,m→+∞ e[u n − u m ] = 0. Let W ⊂ O, an open subset which satisfiesW ⊂ O and such thatW is compact. Let d W be the set of B(R r )-measurable functions u in L 2 (1 W × k dx), such that for any i ∈ {1, · · · , r}, and λ r−1 -almost allx ∈ R r−1 , u (i)
x has an absolute continuous versioñ u
One can easily verify, since W is an open set, that for allx ∈ R r−1
where S ī x (W ) is the open set {s ∈ R : (x, s) i ∈ W }. Then it is clear that the function 1 W ×k satisfies property 1. of (HG) and as a consequence of Theorems 3.2 and 5. [2] , for all i ∈ {1, · · · , r}, and λ r−1 -almost allx ∈ R r−1 , u
has an absolute continuous version on
As λ r (R r \ O) = 0, we get that for almost allx ∈ R r−1 ,
x ) λ 1 -a.e. Moreover, by a diagonal extraction, we have that a subsequence of (∇u n ) converges kdx-a.e. to ∇u, so by Fatou's Lemma, we conclude that u ∈ d and then lim n→+∞ e[u n − u] = 0, which is the desired result.
Proof. Let us mention that a proof was given by S. Song in [31] We first introduce the subset A ⊂ R r :
As a consequence of property 1. of (HG), exist for i = 1, · · · , r and if we set:
, this is equal kdx a.e. to the determinant of the approximate Jacobian matrix of u. Then, by Theorem 3.1.4 in [15] , u is approximately differentiable at almost all points a in A. We denote by H r−d the (r − d)-dimensional Hausdorff measure on R r . As a consequence of Theorems 3.1.8, 3.1.16 and Lemma 3.1.7 in [15] , for all n ∈ N * , there exists a map u n :
Assume first that d r. Let B be a Borelian set in R d such that λ r (B) = 0 . Thanks to the co-area formula we have
where Du is the d × r matrix:
As ξ(x) is symmetric and positive definite on O and λ r (R r \ O) = 0, we have {x ∈ A; Ju(x) > 0} = {x ∈ A; det(γ(u)(x)) > 0} a.e., and this ends the proof in this case. Now, if d > r, det(γ(u)) = 0 and the result is trivial.
2.2
The case of a product structure
We consider a sequence of functions ξ i and k i , i ∈ N * , k i being non-negative Borel functions such that R r k i (x) dx = 1. We assume that for all i ∈ N * , ξ i and k i satisfy hypotheses (HG) so that, we can construct, as for k in the previous subsection, the Dirichlet form (d i , e i ) on L 2 (R r , k i dx) associated to the carré du champ operator γ i given by:
We now consider the product Dirichlet form (d,ẽ) = +∞ i=1 (d i , e i ) defined on the product space (R r ) N * , (B(R r )) N * equipped with the product probability Λ = +∞ i=1 k i dx. We denote by (X n ) n∈N * the coordinates maps on (R r ) N * . Let us recall that U = F (X 1 , X 2 , · · · , X n , · · · ) belongs tod if and only if :
Where as usual, the form e k acts only on the k-th coordinate.
It is also well known that (d,ẽ) admits a carr du champγ given bỹ
To prove that (EID) is satisfied by this structure, we first prove that it is satisfied for a finite product. So, for all n ∈ N * , we consider (
By restriction, we keep the same notation as the one introduced for the infinite product. We know that this structure admits a carré du champ operatorγ n given byγ n = n i=1 γ i .
Lemma 3. For all n ∈ N * , the Dirichlet structure (d n ,ẽ n ) satifies (EID):
Proof. The proof consists in remarking that this is nothing but a particular case of Theorem 2 on R nd , ξ being replaced by Ξ, the diagonal matrix of the ξ i , and the density being the product density. 
The case of structures obtained by injective images
The following result could be extended to more general images (see Bouleau-Hirsch [10] Chapter V §1.3 p 196 et seq.). We give the statement in the most useful form for Poisson measures and processes with independent increments. Let (R p \{0}, B(R p \{0}), ν, d, γ) be a Dirichlet structure on R p \{0} satisfying (EID). Thus ν is σ-finite, γ is the carré du champ operator and the Dirichlet form is
we have 
which proves (EID) for the image structure. 3 Dirichlet structure on the Poisson space related to a Dirichlet structure on the states space Let (X, X , ν, d, γ) be a local symmetric Dirichlet structure which admits a carré du champ operator i.e. (X, X , ν) is a measured space called the bottom space, ν is σ-finite and the bilinear form
is a local Dirichlet form with domain d ⊂ L 2 (ν) and carré du champ operator γ (see Bouleau-Hirsch [10] , Chap. I). We assume that for all x ∈ X, {x} belongs to X and that ν is diffuse (ν({x}) = 0 ∀x). The generator associated to this Dirichlet structure is denoted by a, its domain is D(a) ⊂ d and it generates the Markovian strongly continuous
Our aim is to study, thanks to Dirichlet forms methods, functionals of a Poisson measure N , associated to (X, X , ν). It is defined on the probability space (Ω, A, P) where Ω is the configuration space, the set of measures which are countable sum of Dirac measures on X, A is the sigma-field generated by N and P is the law of N (see Neveu [24] ). The probability space (Ω, A, P) is called the upper space.
Density lemmas
Let (F, F, µ) be a probability space such that for all x ∈ F , {x} belongs to F and µ is diffuse. Let n ∈ N * , we denote by x 1 , x 2 , · · · , x n the coordinates maps on (F n , F ⊗n , µ ×n ) and we consider the random measure m = n i=1 ε x i .
Lemma 6. Let S be the symmetric sub-sigma-field in
, · · · , x σ(n) ) for σ ∈ S the set of permutations on {1, · · · , n}, does not depend on σ and as a consequence is larger than the distance between F (x 1 , · · · , x n ) and the barycenter
We conclude by using the following property : if
Lemma 7. Let N 1 be a random Poisson measure on (F, F, µ 1 ) where µ 1 , the intensity of N 1 , is a finite and diffuse measure, defined on some probability space (Ω 1 , A 1 , P 1 ) where
Proof. Let us put P = N 1 (F ), it is an integer valued random variable. As {e iλP : λ ∈ R} is total in L p (N, P(N), P P ) where P P is the law of P , for any n ∈ N * and any g ∈ L ∞ (µ 1 ), one can approximate in L p (Ω 1 , A 1 , P 1 ; C) the random variable 1 {P =n} e iN 1 (g) by a sequence of variables of the form
But, as a consequence of the previous lemma, we know that
, which provides the result.
We now give the main lemma, with the notation introduced at the beginning of this section.
Proof. Assume that ν is non finite. Let (F k ) k∈N be a partition of Ω such that for all k, ν(F k ) be finite. By restriction of N to each set F k , we construct a sequence of independent Poisson measures (N k ) such that N = k N k . As any variable in L p is the limit of variables which depend only on a finite number of N k , we conclude thanks to the previous lemma.
3.2 Construction using the Friedrichs' argument 3.2.1. Basic formulas and pre-generator
yields:
Proof. Derivating in 0 the map t → E e iÑ (f +ta[h]) , we have thanks to (2) ,
then using the fact that function x → e ix − 1 is Lipschitz and vanishes in 0 and the functional calculus related to a local Dirichlet form (see Bouleau-Hirsch [10] Section I.6) we get that the member on the right hand side in (4) is equal to
We conclude by applying once more (4) with
The linear combinations of variables of the form e iÑ (f ) with f ∈ D(a) L 1 (ν) are dense in L 2 (Ω, A, P; C) thanks to Lemma 8. This is a natural choice for test functions, but, for technical reason, we need in addition that γ[f ] belongs to L 2 (ν). So we suppose : Bottom core hypothesis (BC). The bottom structure is such that there exists a subspace
This hypothesis will be fulfilled in all cases on R r where D(a) contains the C ∞ functions with compact support and γ operates on them.
This is a natural choice as candidate for the pregenerator of the upper structure, since, as easily seen using (5), it induces the relation Γ[N (f )] = N (γ[f ]) between the carré du champ operators of the upper and the bottom structures, which is satisfied in the case ν(X) < ∞. One has to note that for the moment, A 0 is not uniquely determined since a priori A 0 [U ] depends on the expression of U which is possibly non unique.
which is also equal to
where F and G are such that
and
Proof. We have
Thanks to Proposition 9,
which gives the statement.
It remains to prove that A 0 is uniquely determined and so is an operator acting on D 0 . To this end, thanks to the previous proposition, we just have to prove that the quantity
does not depend on the choice of representations for U and V . In the same spirit as Ma-Röckner (see [23] ), the introduction of a gradient will yield this non-dependence. Let us mention that the gradient we introduce is different from the one considered by these authors and is based on a notion that we present now.
Particle-wise product of a Poisson measure and a probability
We are still considering N the random Poisson measure on (X, X , ν) and we are given an auxiliary probability space (R, R, ρ). We construct a random Poisson measure N ⊙ ρ on (X × R, X ⊗ R, ν × ρ) such that if N = i ε x i then N ⊙ ρ = i ε (x i ,r i ) where (r i ) is a sequence of i.i.d. random variables independent of N whose common law is ρ. Such a random Poisson measure N ⊙ ρ is sometimes called a marked Poisson measure. The construction of N ⊙ ρ follows line by line the one of N . Let us recall it. We first study the case where ν is finite and we consider the probability space
where P ν(X) denotes the Poisson law with intensity ν(X) and we put where Y, x 1 , · · · , x n , · · · denote the coordinates maps. We introduce the probability space (Ω,Â,P) = (R, R, ρ) N * , and the coordinates are denoted by r 1 , · · · , r n , · · · . On the probability space (N, P(N), P ν(X) )× (X, X , ν ν(X) ) N * × (Ω,Â,P), we define the random measure
and if f ∈ L 2 (ν × ρ)
whereÊ stands for the expectation under the probabilityP. If ν is σ-finite, we extend this construction by a standard product argument. Eventually in all cases, we have constructed N on (Ω, A, P) and N ⊙ ρ on (Ω, A, P) × (Ω,Â,P), it is a random Poisson measure on X × R with intensity measure ν × ρ. We now are able to generalize identities (8) and (9): Proposition 11. Let F be an A ⊗ X ⊗ R measurable function such that E X×R F 2 dνdρ and E R ( X |F |dν) 2 dρ are both finite then the following relation holdŝ
Proof. Approximating first F by a sequence of elementary functions and then introducing a partition (B k ) of subsets of X of finite ν-measure, this identity is seen to be a consequence of (9).
We denote by P N the measure P N = P(dw)N w (dx) on (Ω × X, A ⊗ X ). Let us remark that P N and P × ν are singular because ν is diffuse. We will use the following consequence of the previous proposition :
Proof. If F satisfies hypotheses of Proposition 11 then the result is clear. The general case is obtained by approximation.
Gradient and welldefinedness
From now on, we assume that the Hilbert space d is separable so that (see Bouleau-Hirsch [10] , ex.5.9 p. 242) the bottom Dirichlet structure admits a gradient operator in the sense that there exist a separable Hilbert space H and a continuous linear map D from d into L 2 (X, ν; H) such that
• If F is C 1 (continuously differentiable) and Lipschitz from R d into R (with d ∈ N) then
As only the Hilbertian structure plays a role, we can choose for H the space L 2 (R, R, ρ) where (R, R, ρ) is a probability space such that the dimension of the vector space L 2 (R, R, ρ) is infinite. As usual, we identify L 2 (ν; H) and L 2 (X × R, X ⊗ R, ν × ρ) and we denote the gradient D by ♭:
Without loss of generality, we assume moreover that operator ♭ takes its values in the orthogonal space of 1 in L 2 (R, R, ρ), in other words we take for H the orthogonal of 1. So that we have
Let us emphasize that hypothesis (12) although restriction-free, is a key property here (as in many applications to error calculus cf [7] Chap. V p225 et seq.) Thanks to Corollary 12, it is the feature which will avoid non-local finite difference calculation on the upper space. Finally, although not necessary, we assume for simplicity that constants belong to 
We now introduce the creation and annihilation operators ε + and ε − well-known in quantum mechanics (see Meyer [21] , Nualart-Vives [25] , Picard [26] etc.) in the following way: 
We extend this operator to the functionals by setting:
). The next lemma shows that the image of P × ν by ε + is nothing but P N whose image by ε − is P × ν : Lemma 13. Let H be A ⊗ X -measurable and non negative, then E ε + Hdν = E HdN and E ε − HdN = E Hdν.
Proof. Let us assume first that H = e −N (f ) g where f and g are non negative and belong to L 1 (ν) ∩ L 2 (ν). We have:
and by standard calculations based on the properties of the Laplace functional we obtain that
We conclude using a monotone class argument and similarly for the second equation.
Let us also remark that if F ∈ L 2 (P N × ρ) satisfies F dρ = 0 P N -a.e. then if we put ε + F (w, x, r) = F (ε + x (w), x, r) we have
Indeed (ε + F − F ) 2 dN dρ = 0 P-a.e. because ε + x (w) = w for N w -almost all x.
Definition 14. For all F ∈ D 0 , we put
Thanks to hypothesis (13) we have the following representation of F ♯ :
Let us also remark that Definition 14 makes sense because for all F ∈ D 0 and P-almost all w ∈ Ω, the map y → F (ε + y (w)) − F (w) belongs to d. To see this, take
and we know that e if − 1 ∈ d. We now proceed and obtain
, as f ♭ p dρ = g ♭ q dρ = 0 and thanks to Corollary 12, we havê
But, by Definition 14, it is clear that F ♯ does not depend on the representation of F in D 0 so as a consequence of the previous identity p,q λ p µ q e iÑ (fp−gq) N (γ(f p , g q )) depends only on F and G and thanks to (6), we conclude that A 0 is well-defined and is a linear operator from D 0 into L 2 (P).
Upper structure and first properties
As a consequence of Proposition 10, it is clear that A 0 is symmetric, non positive on D 0 therefore (see p.4) it is closable and we can consider its Friedrichs extension (A, D(A)) which generates a closed Hermitian form E with domain
Moreover, thanks to Proposition 10, it is clear that contractions operate, so (see BouleauHirsch [10] ex. 3.6 p.16) (D, E) is a local Dirichlet form which admits a carr du champ operator Γ. The upper structure that we have obtained (Ω, A, P, D, Γ) satisfies the following properties :
moreover the map f →Ñ (f ) is an isometry from d into D.
• ∀f ∈ D(a), e iÑ (f ) ∈ D(A), and
• The operator ♯ (defined on D 0 ) admits an extension on D, still denoted ♯, it is a gradient associated to Γ and for all f ∈ d:
As a gradient for the Dirichlet structure (Ω, A, P, D, Γ), ♯ is a closed operator from L 2 (P) into L 2 (P ×P). It satisfies the chain rule and operates on the functionals of the form Φ(Ñ (f )), Φ Lipschitz f ∈ d, or more generally Ψ(Ñ (f 1 ), · · · ,Ñ (F n )) with Ψ Lipschitz and
Link with the Fock space
The aim of this subsection is to make the link with other existing works and to present another approach based on the Fock space. It is independent of the rest of this article.
As a consequence of the functional calculus
this yields
Thus by Lemma 8, we obtain
Let us recall that (p t ) is the semigroup associated to the bottom structure. If g satisfies the hypotheses of the previous proposition, p t g also satisfies them. The map Ψ : t → e N (log(1+ptg)) is differentiable and dΨ dt = AΨ with Ψ(0) = e N (log(1+g)) hence Ψ(t) = P t [e N (log(1+g)) ] where (P t ) is the strongly continuous semigroup generated by A. So, we have proved 
For any m ∈ N * , we denote by L 2 sym (X m , X ⊗m , ν ×m ) the set of symmetric functions in L 2 (X m , X ⊗m , ν ×m ) and we recall that ν is diffuse. For all F ∈ L 2 sym (X m , X ⊗m , ν ×m ), we put
One can easily verify that for all F, G ∈ L 2 sym (X m , X ⊗m , ν ×m ) and all n, m ∈ N * , E[I m (F )I n (G)] = 0 if n = m and
where ·, · L 2 sym (X n ,X ⊗n ,ν ×n ) denotes the scalar product in L 2 sym (X n , X ⊗n , ν ×n ). For all n ∈ N * , we consider C n , the Poisson chaos of order n, i.e. the sub-vector space of L 2 (Ω, A, P) generated by the variables
has been proved by K. Ito (see [18] ) in 1956. This proof is based on the fact that the set
Another approach, quite natural, consists in studying carefully, for g ∈ L 1 ∩ L ∞ (ν), what has to be subtracted from the integral with respect to the product measure
to obtain the Poisson stochastic integral
This can be done in an elegant way by the use of lattices of partitions and the Möbius inversion formula (see ). This leads to the following formula (observe the tilde on the first N only) :
where the B n,k are the exponential Bell polynomials given by
2 · · · the sum being taken over all the non-negative integers c 1 , c 2 , · · · such that
is a homogeneous function of order n with respect to g. If we express the Taylor expansion of e N (log(1+tg)) and compute the n-th derivate with respect to t thanks to the formula of the composed functions (see Comtet [11] ) we obtain
The density of the chaos is now a consequence of Lemma 8. Conversely, one can prove formula (24) thanks to the density of the chaos, see for instance Surgailis [32] . By transportation of structure, the density of the chaos has a short proof using stochastic calculus for the Poisson process on R + , cf Dellacherie, Maisonneuve and Meyer [13] p207, see also Applebaum [3] Theorems 4.1 and 4.3.
3.3 Extension of the representation of the gradient and the lent particle method
Extension of the representation of the gradient
The goal of this subsection is to extend formula of Definition 14 to any F ∈ D.
To this aim, we introduce an auxiliary vector space D which is the completion of the algebraic tensor product D 0 ⊗ d with respect to the norm D which is defined as follows.
Considering η, a fixed strictly positive function on X such that N (η) belongs to L 2 (P), we set for all H ∈ D 0 ⊗ d:
One has to note that if
by the construction of Proposition 10, this last term is nothing but
As a consequence, ε + − I admits a unique extension on D. It is a continuous linear map from D into D. Since by (13) 
this leads to the following theorem :
Theorem 17. The formula
is justified by the following decomposition:
where each operator is continuous on the range of the preceding one and where
Proof. Let H ∈ D, there exists a sequence (H n ) of elements in D 0 ⊗ d which converges to H in D and we have for all n ∈ N
This provides the assertion of the statement.
The functional calculus for ♯ and Γ involves mutually singular measures and may be followed step by step :
Let us first recall that by Lemma 13 the map (w, x) → (ε + x (w), x) applied to classes of functions P N -a.e. yields classes of functions P×ν-a.e. and also the map (w, x) → (ε − x (w), x) applied to classes of functions P × ν-a.e. yields classes of functions P N -a.e.
But product functionals of the form
where G is a class P-a.e. and g a class ν-a.e. belong necessarily to a single class P N -a.e. Hence, if we applied ε + to such a functional, this yields a unique class P × ν-a.e. In particular with F = e iÑ f g :
from this class the operator ε − yields a class P N -a.e.
and this result is the same as F P N -a.e. This applies to the case where F depends only on w and is defined P-a.e. then
Thus the functional calculus decomposes as follows :
Proposition 18. Let us consider the subset of D of functionals of the form H
. . , F n ) we have the following : 
The lent particle method: first application
The preceding theorem provides a new method to study the regularity of Poisson functionals, that we present on an example.
Let us consider, for instance, a real process Y t with independent increments and Lévy measure σ integrating x 2 , Y t being supposed centered without Gaussian part. We assume that σ has a density satisfying Hamza's condition (Fukushima-Oshima-Takeda [16] p105) so that a local Dirichlet structure may be constructed on R\{0} with carré du champ γ[f ] = x 2 f ′2 (x). We suppose also hypothesis (BC) (cf §3.2.1). If N is the random Poisson measure with intensity dt×σ we have
loc (dt). In order to study the regularity of the random variable V = 
− , a classical but rather tedious stochastic calculus yields
where 
o . We take back the particle we gave, in order to compute ε − γ[ε + V ]dN . That gives
and (26) . We remark that both operators
are local : taking back the lent particle gives the locality. We will deepen this example in dimension p in Part 5.
(EID) property on the upper space from (EID) property on the bottom space and the domain D loc
From now on, we make additional hypotheses on the bottom structure (X, X , ν, d, γ) which are stronger but satisfied in most of the examples. Hypothesis (H1): X admits a partition of the form: X = B ( +∞ k=1 A k ) where for all k, A k ∈ X with ν(A k ) < +∞ and ν(B) = 0, in such a way that for any k ∈ N * may be defined a local Dirichlet structure with carré du champ:
Hypothesis (H2): Any finite product of structures S k satisfies (EID). Proof. For all k ∈ N * , since ν(A k ) < +∞, we consider an upper structure
to S k as a direct application of the construction by product (see §3.3.2 above or Bouleau [7] Chap. VI.3). Let k ∈ N * , we denote by N k the corresponding random Poisson measure on A k with intensity ν |A k and we consider N * the random Poisson measure on X with intensity ν, defined on the product probability space
In a natural way, we consider the product Dirichlet structure
In the third Part, we have built using the Friedrichs argument, the Dirichlet structure 
belongs to D * and in the same way
Moreover, by hypothesis (H1):
Thus as D 0 is dense in D, we conclude that D ⊂ D * and Γ = Γ * on D.
As for all k, S k is a product structure, thanks to hypothesis (H2) and Proposition 2.2.3 in Bouleau-Hirsch [10] Chapter V, we conclude that S * satisfies (EID) hence S too.
Main case. Let N be a random Poisson measure on R d with intensity measure ν satisfying one of the following conditions : i) ν = k dx and a function ξ (the carré du champ coefficient matrix) may be chosen such that hypotheses (HG) hold (cf §2.1)
ii) ν is the image by a Lipschitz injective map of a measure satisfying (HG) on R q , q d, iii) ν is a product of measures like ii), then the associated Dirichlet structure (Ω, A, P, D, Γ) constructed (cf §3.2.4) with ν and the carré du champ obtained by the ξ of i) or induced by operations ii) or iii) satisfies (EID).
We end this section by a few remarks on the localization of this structure which permits to extend the functional calculus related to Γ or ♯ to bigger spaces than D, which is often convenient from a practical point of view. Following Bouleau-Hisrch (see [10] p. 44-45) we recall that D loc denotes the set of functions F : Ω → R such that there exists a sequence (E n ) n∈N * in A such that Ω = n E n and ∀n ∈ N * , ∃F n ∈ D F n = F on E n .
Moreover if F ∈ D loc , Γ[F ] is well-defined and satisfies (EID) in the sense that
More generally, if (Ω, A, P, D, Γ) satisfies (EID),
We can consider another space bigger than D loc by considering a partition of Ω consisting in a sequence of sets with negligible boundary. More precisely, we denote by D LOC the set of functions F : Ω → R such that there exists a sequence of disjoint sets (A n ) n∈N * in A such that P(Ω \ n A n ) = 0 and
One can easily verify that it contains the localized domain of any structure S * as considered in the proof of Proposition 19, that Γ is well-defined on D LOC , that the functional calculus related to Γ or ♯ remains valid and that it satisfies (EID) i.e. if (Ω, A, P, D, Γ) satisfies
Examples
Upper bound of a process on [0,t]
Let Y be a real process with stationary independent increments satisfying the hypotheses of example 3.3.2.
We consider a real càdlàg process K independent of Y and put Proof. a) We may suppose that K satisfies sup s t |K s | ∈ L 2 . Indeed, if random variables X n have densities and P[X n = X] → 0, then X has a density. Hence the assertion is obtained by considering (K s ∧ k) ∨ (−k). b) Let us put M = sup s t H s . Applying the lent particle method gives
where j is the identity map j(x) = x.
We take back the lent particle before integrating with respect to N and obtain, since It follows that any real Lévy process X starting at zero and immediately entering R * + , whose Lévy measure dominates a measure σ satisfying Hamza's condition and infinite, is such that sup s t X s has a density.
Regularizing properties of Lévy processes
Let Y be again a real process with stationary independent increments satisfying the hypotheses of example 3.3.2. By Hamza's condition, hypothesis (H1) is fulfilled and hypothesis (H2) ensues from Theorem 2, so that the upper structure verifies (EID).
Let S be an R p -valued semi-martingale independent of Y . We will say that S is pathwise p-dimensional on [0, t] if almost every sample path of S on [0, t] spans a pdimensional vector space.
We consider the R p -valued process Z whose components are given by Proof. We apply the lent particle method. Putting x = (x, 0, . . . , 0) and is hypoelliptic at order zero, in the sense that its semigroup P t has a density. No minoration is supposed of the growth of the Lévy measure near 0 as assumed by many authors.
This result implies that for any Lévy process Y satisfying the above hypotheses, even a subordinated one in the sense of Bochner, the process Z is never subordinated of the Markov process X solution of equation (28) .
