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Abstract—In the last two decades, unsupervised latent variable
models—blind source separation (BSS) especially—have enjoyed
a strong reputation for the interpretable features they produce.
Seldom do these models combine the rich diversity of information
available in multiple datasets. Multidatasets, on the other hand,
yield joint solutions otherwise unavailable in isolation, with a
potential for pivotal insights into complex systems.
To take advantage of the complex multidimensional subspace
structures that capture underlying modes of shared and unique
variability across and within datasets, we present a direct,
principled approach to multidataset combination. We design a
new method called multidataset independent subspace analysis
(MISA) that leverages joint information from multiple heteroge-
neous datasets in a flexible and synergistic fashion.
Methodological innovations exploiting the Kotz distribution
for subspace modeling in conjunction with a novel combinatorial
optimization for evasion of local minima enable MISA to produce
a robust generalization of independent component analysis (ICA),
independent vector analysis (IVA), and independent subspace
analysis (ISA) in a single unified model.
We highlight the utility of MISA for multimodal information
fusion, including sample-poor regimes and low signal-to-noise
ratio scenarios, promoting novel applications in both unimodal
and multimodal brain imaging data.
Index Terms—BSS, MISA, multidataset, fusion, ICA, ISA, IVA,
subspace, unimodal, multimodality, multiset data analysis, unify
I. INTRODUCTION
BLIND source separation (BSS) [1], [2] is widely adoptedacross multiple research areas in signal, image, and video
processing, including chemometrics [3], speech [4], multispec-
tral imaging [5], [6], medical imaging [7], [8], and video
processing [9], [10]. The “blind” property of BSS models
is highly advantageous, especially in applications lacking
a precise model of the measured system(s) and with data
confounded by noise of unknown or variable characteristics.
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Fig. 1. Subspace identification from multidatasets with MISA. We
consider the general case of M datasets (xm) jointly decomposed, without
loss of generality, into C sources ymi each, via linear transformations Wm.
Here, each xm would be either audio or video streams, indicating fusion
of different modalities via the joint analysis of all datasets. Sources are
combined into dk-dimensional subspaces yk and all-order statistics is utilized
to gauge their associations and pursue subspace independence. Only a single
correspondence “axis” is required to make these assessments, such as temporal
alignment in the case of audio/video (a/v) data fusion, although the method
is not limited to a/v, fusion, nor temporal alignment specifically. Subspaces
establish links among groups of sources across different datasets/modalities.
Therefore, multidataset independent subspace analysis (MISA) blindly recov-
ers hidden linked features of flexible dimensionality from multiple datasets
and modalities.
Its popularity has led to many formulations, methodologies,
and algorithmic variations, at times making it difficult to build
clear intuition about their connections and, thus, impeding
further development toward flexible, more general models.
In our recent review [1], we addressed this issue by intro-
ducing a novel multidataset multidiversity multidimensional
(MMM) unified modeling framework (UMF) for subspace
modeling. This helped us organize the BSS field while casting
new light on the relationships among BSS models, eventually
reconciling research conducted on both single-dataset multi-
dimensional (SDM) and multidataset unidimensional (MDU)
problems. The proposed framework revealed several develop-
ment directions emphasizing new ways to identify general
subspace correspondence across datasets, coined therein as
multidataset multidimensional (MDM) problems.
Owing to their inherent flexibility, models designed for
MDM problems are highly advantageous. With a single joint
model, it is possible to not only encode higher complexity
through features of flexible dimensionality (the subspaces
yk) but also accommodate arbitrary links among these fea-
tures over multiple datasets/modalities (xm). To illustrate,
(Fig. 1) we consider a multivariate information functional
c© 2019 Rogers Ferreira da Silva et al.. Personal use of this material is permitted.
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I(y) that operates simultaneously on the joint probability
density functions (pdfs) of all subspaces p(yk), capturing the
association modes underlying multidatasets while adaptively
learning multiple linear transformations Wm (dashed lines).
This directly leverages multidataset joint information and lets
it guide the decomposition naturally.
MDM problems constitute a largely undeveloped area of
research with great potential to impact many fields. In clas-
sification, short of instances affected by the curse of dimen-
sionality, multidimensional features are prone to yield better
results, often owing to the increased feature space size. The
association/dependence inherent to multimodal features yk
means that good separability in one dataset will promote
features with similar property in other datasets, and vice-versa.
In multimodal fusion of heterogeneous data (xm) [11], [12],
robust identification of joint features that originate from all
data modalities offers a one-of-a-kind view into the underlying
properties of the system at hand. It is a highly promising direc-
tion in mental health research, owing to its potential to identify
biological markers of disease for early diagnosis, as well as
to convey new strategies for disease severity assessment and
translation into personalized treatments [1]. Insights about the
organization and function of complex systems, including the
human brain, are indeed highly desirable.
The elevated flexibility of MDM models would also be
highly beneficial to various multiset analyses. In the case of
multisubject unimodal data (xm) [13]–[18], it would better
preserve subject specificity. In analyses that combine multi-site
datasets (xm) from different scanners/devices, it could natu-
rally mitigate harmonization issues [19], [20] since site/device-
variability would seldom explain multidataset associations. In
sensor fusion [5], [11], [21], [22], where noise characteristics
can be similar if multiple sensors (xm) share the same environ-
ment, it would allow better detection (and potential removal)
of noise. For hyperspectral imaging [23]–[25], hyperspectral
features (yk) of higher complexity could be identified in time-
lapse studies. For domain-adaptive image recognition [26]–
[30], enhanced common and unique representations (yk) could
be identified across image domains (xm). For multi-view
image and video processing [9], [31], [32], objects with
complex temporal patterns could be better characterized using
(unimodal) higher-dimensional yk, not to mention potential
fusion with audio features [33]–[36] via multimodal yk.
Therefore, aiming to tackle the more general case of MDM
models that pursue statistical independence among subspaces
yk to achieve joint BSS, we initially introduced a solution
called MISA in [37]–[39], demonstrating its feasibility, poten-
tial, and generalization. While novel, this preliminary version,
to which we now refer as α-MISA, lacked robustness and
performance across subspace configurations P (Fig. 2) due
to premature convergence to local minima, rigid hard-coded
subspace joint pdf parameters, and a restricted approach for
regularization of Wm.
Here, we propose to address these issues by utilizing com-
binatorial optimization to search over P, as well as all-order
statistics (i.e., both second- and higher-order statistics, SOS
and HOS, respectively) to model p(yk) and solve the MDM
problem while identifying statistically independent subspaces
yk, referring to this improved approach simply as MISA
(Fig. 1). Following Figs. 1 and 2, let p (y) represent the joint
pdf of all sources, and p(yk) the pdf of the k-th subspace.
Let I(y) be the Kullback-Leibler (KL) divergence, an
information functional useful for comparing two pdfs p(y) and
q(y), where, here, q (y) =
∏K
k=1 p(yk) is the desired factor
pdf of p(y). Then let h(·) be the joint differential entropy,
h(z) = −E [ln p(z)], for a random vector z with pdf p(z), E [·]
being the expected value operator, and let Pk be an incomplete
permutation matrix that assigns specific sources into subspace
k. Consequently, it follows that:
I(y) = −h(y) +
K∑
k=1
h(yk) (1)
= −h(Wx) +
K∑
k=1
h(PkWx).
We propose to estimate a collection of linear transformations
y = Wx simultaneously from all datasets by solving:
min
W,Pk∀k
I(y), (2)
for any W, subspace assignments Pk, and data streams x. This
convenient formulation, which gives mutual information (MI)
when the random vector y is two-dimensional, only attains its
lower bound of I(y) = 0 when p(y) = q(y), implying that
the identified subspaces are indeed statistically independent.
With MISA, direct study of the interactions and associations
among multiple datasets becomes feasible, in a truly synergis-
tic way. Consequently, joint sources yk emerge naturally as
a direct result of the shared variability estimated from all-
order statistical dependences among datasets, while breaking
from the limited, rigid paradigms of unidimensional models
in order to allow subspace associations and even absent
features in specific datasets. Furthermore, as a unifying toolkit
for independence-based MDM models, MISA not only takes
the form of a single algorithm capable of executing any of
the classical tasks as special cases, including independent
component analysis (ICA) [40], independent subspace analysis
(ISA) [41], and independent vector analysis (IVA) [42], in
addition to many others, but also outperforms several algo-
rithms in each of these tasks, successfully achieving gen-
eralized subspace identification from multidatasets. Having
this uniform implementation makes model connections very
intuitive and accessible, thanks to the umbrella formulation
and methodologies introduced in this work.
Multiple experiments obeying the principles outlined in [43]
demonstrate that MISA outperforms algorithms such as Info-
max [44], [45], IVA Laplace (IVA-L) [42], and IVA Gaussian
Laplace (IVA-GL) [46] in various challenging realistic sce-
narios, with remarkable performance and stability in certain
extremely noisy cases (SNR of 0.0043dB), highlighting the
benefit of careful multidataset subspace dependence modeling
with all-order statistics. Likewise, MISA with greedy permu-
tations (MISA-GP) clearly outperforms joint blind diagonal-
ization with SOS (JBD-SOS) [47] and EST ISA [48] even
at low signal-to-noise ratio (SNR) levels (SNR of 3dB), high-
lighting the benefit of the proposed combinatorial optimization
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approach to escape local minima in subspace analyses. Hybrid
data results further support the high estimation quality and
flexibility benefits of MISA for novel applications in high-
temporal-resolution functional MRI (fMRI) analysis, and mul-
timodal fusion of heterogenous neurobiological signals.
II. BACKGROUND
A. General MDM Problem Statement
BSS admits a hierarchical organization in accordance with
the number of datasets comprising x and the occurrence of
multidimensional sources (grouped subsets of y) within any
single dataset [1], [49, Ch. 8]. For example, MDU and SDM
problems contain the simpler single-dataset unidimensional
(SDU) case, and the most general MDM problem (see Fig. 2)
contains all others as special cases.
Formally, the MDM problem can be stated as follows. Given
N observations of M ≥ 1 datasets, identify an unobservable
latent source random vector (r.v.) y =
[
y>1 · · ·y>M
]>
, ym =
[ym1 · · · ymCm ]>, from an observed r.v. x =
[
x>1 · · ·x>M
]>
,
xm = [x1 · · ·xVm ]> via a mixture vector function f (y,θ)
with unknown parameters θ. The m-th Vm × N data matrix
containing N observations of xm along its columns is denoted
Xm, and the V¯ ×N matrix concatenating all Xm is denoted
simply as X (likewise for Y and Ym). Both y and the
transformation f (y,θ) have to be learned blindly, i.e., without
explicit knowledge of either of them. For tractability, assume:
1) the number of latent sources Cm, which may differ in
each dataset, is known to the experimenter;
2) f (y,θ) = Ay is a linear transformation, with θ = A;
3) A is a V¯ × C¯ block diagonal matrix with M blocks,
representing a separable layout structure [1] defined as
xm = Amym, m = 1 . . .M , where C¯ =
∑M
m=1 Cm,
V¯ =
∑M
m=1 Vm, each block Am is Vm × Cm, and Vm
is the intrinsic dimensionality of each dataset;
4) some latent sources ymi ∈ y are statistically related
to each other, and this dependence is undirected (non-
causal), occurring within and/or across datasets;
5) related sources establish dk-dimensional subspaces1 (or
source groups) yk, k = 1 . . .K, with K and the specific
subspace compositions known by the experimenter and
listed in a sparse assignment matrix P ∈ {0, 1}K×C¯
containing a single non-zero entry in each column;
6) subspaces do not relate to each other, i.e., either p (y) =∏K
k=1 p(yk) or the cross-correlations ρk,k′ = 0, k 6= k′.
Under these assumptions, recovering sources y amounts to
finding a linear transformation W for the unmixing vector
function y = Wx. This is accurate when W = A−,
the pseudo-inverse of A, which implies W is also block
diagonal, thus satisfying ym = Wmxm. As stated in [1], the
experimenter’s priors on the subspace structure within/between
one or more datasets, plus the type of statistics describing
within/between subspace relation, determines whether and
how the model simplifies to any of the special cases. In the
following, we focus on the more general case of a MDM
1The subspace terminology stems from [41] in which the columns of A
corresponding to yk form a linear (sub)space.
1 2 3 4 5 6 7 8 Subspaces: 
W1 W2
WM
x1 x2
xM
P
V1
C1
K
VM
CM
yM
Fig. 2. General decompositional representation of the linear MDM
problem. The lower layer corresponds to one Vm × 1 observation of each
input data stream xm. The middle layer represents the Cm sources. The top
layer establishes the K subspaces yk , which are collections of statistically
dependent sources (indicated by same-colored connections). They follow an
assignment matrix P, illustrating the different compositions permitted.
model driven by statistical independence among subspaces and
dependence within subspaces, namely MISA, in the case of an
overdetermined system with Vm ≥ Cm, without implying W
is square with the typical principal component analysis (PCA).
B. Current Challenges and Our Contributions
Premature convergence to local minima due to the mis-
assignment of sources to subspaces is a challenge for MDM
model fitting. It has roots in ICA’s permutation ambiguity
property that no particular ordering of the true independent
sources alters their independence, in effect, describing a class
of equivalent globally optimal solutions. While this property
extends trivially to independent subspaces, arbitrary source
permutations are no longer equivalent due to likely incorrect
assignments of those sources into the subspaces. Hence, this
is a key point that requires special attention.
To illustrate, assume Pk is a user-specified prior. Using
abbreviated notation, suppose P1 = [1 1 1 0 0] and P2 =
[0 0 0 1 1] defines a partitioning of five sources into two
subspaces: p(y) = p(yk=1)p(yk=2) = p(y1, y2, y3)p(y4, y5),
where p(·) is the joint pdf of a subspace. It would be
equally acceptable if the data supported either p(y) =
p(y4, y5)p(y1, y2, y3) (entire subspace permutation) or p(y) =
p(y1, y3, y2)p(y5, y4) (within-subspace permutation) or even
some combination of these two cases. However, if the data
supported p(y) = p(y1, y4)p(y2, y3, y5), then that would not
be equivalently acceptable. The latter characterizes a local
minimum, while the former two constitute global minima.
In practice, these are hard-to-escape local minima [50].
In MISA, we have observed that a drastically more intri-
cate joint interplay exists between within- and cross-dataset
subspace-to-subspace interactions, which yields a combinato-
rial increase in number of these non-optimal local minima.
Specifically, when subspaces span multiple datasets, very
high
∏K
k=1
(C¯−∑k−1l=0 dl
dk
)
number of possible local minima
(upwards of 6 · 1019 in Section IV-B4) cripples the numerical
optimization performance (here, d0 , 0). Thus, we propose
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combinatorial optimization algorithms to enable evasion of
local minima in the numerical optimization of (1).
While combinatorial issues are common in other research
areas [51]–[53], they have been largely neglected in the BSS
literature because of how simple (and often irrelevant) they
are for ICA. To our knowledge, this is the first attempt at
disentangling these permutation ambiguities in the general
MISA case. Inspired by a strategy proposed in [54] for ISA,
separate combinatorial optimization procedures to address
general SDM and MDM problems are presented in Sec-
tions III-C and III-D, respectively. In contrast to [54], however,
our approach does not rely on additional accessory objective
functions to determine residual source dependences. Moreover,
our approach leverages the structural subspace priors contained
in Pk to guide the combinatorial procedures. Ultimately, the
key difference is that our approach serves only to move a
particular solution out of a local minima so that the numerical
optimization may resume.
Another challenge stems from the distribution properties of
p(yk). The a priori selection/hard-coding of distribution p(·) is
common practice in BSS, often based on some domain knowl-
edge about source properties, e.g., sub- or super-Gaussian at-
tributes [44], [55]. Likewise, the subspace covariance structure
Σyk is often hard-coded to identity (i.e., uncorrelated) [16],
[56] or just iteratively substituted with data estimates [46], [57]
in MDU and SDM problems. While these practices facilitate
tractability (also the case in our previous work) they curb
generalization beyond the context of model conception and
can altogether fail to capture the subspace structure supported
by the data. Even objective function gradients can become
inconsistent in the case of simple iterative substitution, despite
its intent to encourage data-supported dependences.
In order to help counter the rigidity and immutability of
said choices, we pursue the use of a generalized pdf [42],
[58], [59] that includes additional parameters to better cater
for sources that the data supports, as suggested in [60, Sec.
3.3.2] and adopted in [61] for ICA. Following [57], we
introduce the Kotz distribution [58] for MISA due to its
generality, as it includes the multivariate power exponential
family as a special case. Contrary to approaches based on the
multivariate Gaussian [47], [62], [63], which incorporates only
SOS, and the multivariate Laplace (with uncorrelated subspace
covariance Σyk = I, incorporating only HOS) [16], [39], [56],
the Kotz distribution can account for both and enable all-
order statistics. Moreover, we extend [57] in two ways: 1) we
address the MDM case rather than just the MDU case, and
2) we improve performance considerably by casting Σyk as a
direct function of the linear transformation parameter being
optimized, namely W, into p(yk), rather than treating it as
constant with respect to W in spite of its iterative updates.
Finally, there is a challenge with source scale estimation.
The property of independence between sources is inherently
invariant to arbitrarily scaling each or any source, which is
why ICA sources have scale ambiguity. This has an important
implication on the geometry of the resulting objective function
we seek to optimize. First, visualize the elements of W into a
D¯-dimensional vector (D¯ = V¯ C¯) w = vec (W) as would be
done in a typical numerical optimization setting. Due to scale
 
 
w
aw
(a) Concentric
hyperspheres
w
I
(b) Contour lines
w w
I
(c) Tangent plane
Fig. 3. Geometry of the independence-driven objective function in SDU
problems. (a) The solution space of independence-driven SDU problems lies
on a hypersphere. (b) Scale invariance induces a “star” shape on the contour
lines. (c) Consequently, the gradient of a scale invariant function must lie on
the tangent hyperplane of the hypersphere associated with a given w.
invariance, evaluation of the objective function on either w or
aw, where a is a non-zero scalar, yields the same value.
Since the objective function evaluates to the same values
along the line2 spanned by w, only certain changes in the
direction of w incur changes in the objective function. Conse-
quently, it suffices to look for a solution on the surface of the
hypersphere associated with a given a, since the landscape of
objective function values would be identical across concentric
(hyper) shells (Fig. 3 (a)). Moreover, scale invariance induces
a “star” shape to the contour lines of the objective function
in this scenario (Fig. 3 (b)). Since gradients are orthogonal to
contour lines, they also ought to be orthogonal to w and lie on
the tangent hyperplane of any given hypersphere (Fig. 3 (c)).
The main implication is that stepping in the (negative)
direction of the gradient towards a local minimum will likely
inflate w and lead the search direction in an outward spiral
with respect to w. This can be a problem if the norm of
w grows indefinitely and eventually becomes numerically
unstable. More importantly, as the norm of w increases toward
outer shells, the landscape of the objective function starts to
stretch (because its values are kept the same while the surface
area of the hypersphere grows). Consequently, the gradient
grows shorter regardless of its proximity to any local minimum.
The smaller gradient will then lead to shorter step lengths,
likely yielding very little improvement at latter stages of the
numerical optimization and deterring convergence.
This issue is often disregarded in the SDU literature (the
Infomax algorithm [44] is an exception) and should be ad-
dressed prior to evaluation of the efficient relative gradient [2,
Ch. 4]. One simple approach to address it is to constrain the
norm of w. While direct, implementing this approach can be
quite inefficient. Rather, since any scale is equally acceptable
(at least in theory), we propose to control the estimated
source scales by fixing them in the model. Specifically, this is
accomplished by assigning the estimated subspace correlation
matrix Ryk as the model dispersion matrix Dk in the Kotz
distribution, effectively making the objective function scale
selective rather than scale invariant (Section III-A). Therefore,
whenever the source estimates from the data do not support
the model variances associated with this choice of Dk = R
y
k ,
2Strictly speaking, this line is only a portion of the entire hyper surface
(polyhedron) of ambiguity.
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the mismatch induces changes in W that lead their variances
towards the prescribed ones. In summary, the proposed scale
selective formulation eliminates scaling issues without the
need for a formal constraint.
We also introduce the pseudo-inverse reconstruction error
(PRE) as a nonlinear constraint for estimation of rectangular
non-invertible mixing matrices (also serving as a flexible alter-
native for data reduction), and utilize quasi-newton optimiza-
tion based on the relative gradient for efficient optimization.
III. METHODOLOGY
A. Objective Function
Equation (1) admits some simplifications following a few
manipulations. First, we note that h(y) = h(Wx) =
h(x) + ln |det(W)|, and h(x) can be discarded since it
is constant with respect to W. Second, ln |det(W)| =∑M
m=1 ln |det(Wm)| since W is block diagonal. Finally,
when Vm 6= Cm, for any m, the determinant of Wm is
undefined. In order to circumvent this issue, we propose to
substitute the determinant by the product of the singular values
of Wm, i.e.,
∏Cm
i=1 σmi, where σmi are the diagonal elements
of Λm = U
>
mWmVm originating from the singular value
decomposition Wm = UmΛmV
>
m. We note that |det W| =∏C
i=1 |σmi| when W is non-singular and square. Altogether,
the minimization problem can then be recast as:
min
W,Pk∀k
Iˇ(y), Iˇ(y) = −
M∑
m=1
JDm −
K∑
k=1
E [ln p(yk)] , (3)
where JDm =
∑Cm
i=1 ln |σmi|, and yk = PkWx.
This formulation is still incomplete because p(yk) is un-
defined. Here we choose to model each subspace pdf as a
multivariate Kotz distribution [58], [64]:
p(yk) =
βkλ
νk
k Γ
(
dk
2
) (
y>k D
−1
k yk
)ηk−1
pi
dk
2 (det Dk)
1
2 Γ (νk)
e−λk(y
>
k D
−1
k yk)
βk
(4)
where dk is the subspace dimensionality, βk > 0 controls
the shape of the pdf, λk > 0 the kurtosis (i.e., the de-
gree of peakedness), and ηk > 2−dk2 the hole size, while
νk , 2ηk+dk−22βk > 0 and αk ,
Γ(νk+β
−1
k )
λ
β
−1
k
k dkΓ(νk)
for brevity.
Γ (·) denotes the gamma function. The positive definite dis-
persion matrix Dk is related to the covariance matrix Σ
y
k
by Dk = α−1k Σ
y
k . This is a good choice of pdf since it
generalizes and includes other classical distributions such
as the multivariate Gaussian and the multivariate Laplace
distributions by setting the pdf parameter set ψk = [βk, λk, ηk]
to ψG = [1, 12 , 1] and ψL = [
1
2 , 1, 1], respectively. The second
term in (3) admits the following form:
ln p(yk) = ln
(
βkλ
νk
k Γ
(
dk
2
)
pi
dk
2 Γ (νk)
)
+
(ηk − 1)JFk
1
2JCk
− λkJEk (5)
where JCk = ln det Dk, JFk = ln
(
y>k D
−1
k yk
)
, and
JEk =
(
y>k D
−1
k yk
)βk .
The minimization problem in (3) is equivalent to maximiz-
ing the likelihood of yk. In the following, we estimate Σ
y
k
from the data. This is appealing because the sample average of
Σ¯x is readily available and can be conveniently combined with
W to produce an approximation of Σyk for substitution in Dk.
This simple choice permits the reparameterization of Σyk as a
function of W, specifically Σ¯yk =
1
N−1PkWXX
>W>P>k .
Two well-conceived dispersion matrix parameter choices are
proposed for the Kotz distribution, one emphasizing invariance
to source scales and the other not, resulting in two useful
objective functions. Accordingly, we present the two final
forms of (3), using Yk = PkWX and n to index each of
the N observations used in the sample mean approximation
of the expected value E[·]. For the standard scale invariant
case, we have:
Iˇ(y) =−
M∑
m=1
JDm +
1
2
K∑
k=1
JCk − f(K,βk,λk,ηk,dk,νk)
−
K∑
k=1
ηk − 1
N
N∑
n=1
JFkn +
K∑
k=1
λk
N
N∑
n=1
JEkn , (6)
where
f(K,βk,λk,ηk,dk,νk)=
K∑
k=1
[
lnβk + νk lnλk + ln Γ
(
dk
2
)
− dk
2
lnpi − ln Γ (νk)
]
,
with gradient given by:
∇Iˇ(W)mik =
[
Bk +
[
I −BkY>k
]
Ak
]
X>m −
(
W−m
)>
(7)
∀k ∈ {1,...,K}, ∀m ∈ {1,...,M}
where ik represents all source indices (rows of ∇Iˇ(W)m)
assigned to subspace k, ◦ is the Hadamard product, and
Ak =
[
Σ¯yk
]−1
Yk
Bk = Ak diag (tk)
tk =
(
2βkλk
N
zβkk +
2 (1− ηk)
N
)
◦ z−1k
zk = [zk1, zkn, . . . , zkN ]
zkn = y
>
kn
[
α−1k Σ
y
k
]−1
ykn.
We also propose a variant approach where Dk is the
correlation matrix Ryk , γ>k Σ
y
kγk, with γk , (Idk ◦Σyk)−
1
2 .
In this case, only correlations are estimated from the data while
variances are fixed at αk. The advantage of this choice is that
it controls the scale of the sources rather than letting them be
arbitrarily large/small. For this scale-controlled case, we have:
Iˇ(y) =−
M∑
m=1
JDm +
1
2
K∑
k=1
JCk − f(K,βk,λk,ηk,dk,νk)
−
K∑
k=1
ηk − 1
N
N∑
n=1
JFkn +
K∑
k=1
λk
N
N∑
n=1
JEkn , (8)
where all terms are defined as in (6), except
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JCk = ln det
(
γkΣ
y
kγ
>
k
)
, JFkn = ln(y
>
kn
[
γkΣ
y
kγ
>
k
]−1
ykn)
and JEkn =
(
y>kn
[
γkΣ
y
kγ
>
k
]−1
ykn
)βk
, with gradient:
∇Iˇ(W)mik =
[
γ¯−1k Bk +
[
γ¯kGk −BkA>k
+
[
Z−1Σ − γ¯2k
]]
Yk
]
X>m −
(
W−m
)>
(9)
∀k ∈ {1,...,K}, ∀m ∈ {1,...,M}
where
γ¯k = (I ◦ ZΣ)−
1
2
ZΣ = PkWXX
>W>P>k
Gk = I ◦
(
BkY
>
k
)
Bk = Ak diag (tk)
Ak = ZΣ
−1γ¯−1k Yk
tk =
(
2βkλk
N
zβkk +
2 (1− ηk)
N
)
◦ z−1k
zk = [zk1, . . . , zkn, . . . , zkN ]
zkn = y
>
kn
[
γkΣ¯
y
kγ
>
k
]−1
ykn.
While the equations presented above are general and support
any choice of subspace specific parameters ψk, in the exam-
ples presented here, we opted to use the same set ψk = ψL
for all subspaces, modeling subspaces as multivariate Laplace
distributions with correlation estimation. The derivation of the
gradients can be found in supplemental material along with a
description of the relative gradient update ∇Iˇ(W)W>W [2,
Ch. 4] [65] we used together with the L-BFGS algorithm
with bounds (L-BFGS-B) [66], [67] available in the non-
linear constraint optimization function fmincon of MATLAB’s
Optimization Toolbox. Nonlinear constraints such as those
shown next can be easily incorporated in fmincon’s interior-
point barrier method [68, Ch. 19] [69].
B. Pseudoinverse Reconstruction Error
In the overdetermined case, i.e., when Vm > Cm and
W is wide, it is necessary to constrain W in order to
evade ill-conditioned solutions. The error incurred by W
in reconstructing the data samples can indirectly guide and
constrain W. The mean squared error (MSE) between x and
xˆ gives the following formulation of the reconstruction error
(RE):
E = E
[
‖xˆ− x‖22
]
≈ 1
N
n=N∑
n=1
‖xˆn − xn‖22 . (10)
Firstly, the optimal linear estimator of x based on y for a
system with estimation error e’, such as y = Wx + e’, is
Aˆy, where Aˆ is the minimizer of MSE:
Aˆ = ΣxW>
(
WΣxW> + Σe’
)−1
, (11)
and Σx is the data covariance. In the high SNR regime,
diag
(
WΣxW>
) diag (Σe’) element-wise and, as dis-
cussed in [70], yields
Aˆ = ΣxW>
(
WΣxW>
)−1
= ΣxW>Σy−1. (12)
This choice of Aˆ always minimizes the error no matter how
far W is from the true W? and serves little as a constraint.
Assuming unit source variances and data whitened such that
Σx = E
[
xx>
]
= I, in ICA problems W? must be row or-
thonormal, i.e., W?W>? = I. Our previous work [38] utilized
Aˆ = W> to reconstruct x as xˆ = W>Wx instead. Under the
whitening assumption, this can be implemented in (10) as a
soft regularizer provably equivalent to regularization by either
the Frobenius norm
∥∥W>W − I∥∥2
F
or
∥∥WW> − I∥∥2
F
, when
the regularizer constant approaches infinity [71]. Therefore,
this approach effectively penalizes non-orthogonal W.
Here, our investigation of the singular value decomposition
(SVD) of W reveals that, if the matrix has orthonormal rows,
then its singular values are all 1 and W = USV > = UV >,
where S = I, U are the left singular vectors of W, and V
its right singular vectors. Therefore, W>W = V U>UV > =
V V >. Since W is wide, V is tall, which implies V V > 6= I,
in general. Thus, using xˆn = W>Wxn, the RE simplifies as:
E> ≈ 1
N
n=N∑
n=1
∥∥(V V > − I)xn∥∥22 . (13)
This clearly shows that RE with Aˆ = W> implicitly acts as a
constraint on the right singular vectors of W, selecting those
whose outer product approximates the identity matrix I.
If not orthonormal, W>W = V S2V > since S 6= I. Thus,
we propose to use the pseudoinverse W− = W>(WW>)−1
in lieu of W>, with xˆn = W−Wxn. Then, this pseudoin-
verse RE (PRE) (E−) also simplifies as (13). This result
follows from the SVD of the pseudoinverse W− = V S−1U>
and W−W = V S−1U>USV > = V V >. Unlike before, this
formulation effectively constrains V in the general case. Note
that since Σx = I in the case of white data, the optimal
estimator (12) simplifies to Aˆ = W>
(
WW>
)−1
= W−,
i.e., the pseudoinverse gives the least error when the data is
white (if the SNR is high), regardless of the values contained in
W. Thus, for white data, we conclude that the RE formulation
(E>) is more appropriate than PRE (E−). Our experience,
however, suggests that W is far more likely non-orthogonal
in real noisy, non-white data, justifying our preference for E−.
Furthermore, we introduce a normalization term, dividing
E− by xnorm, the average power in the data, and we get the
proportion of power missed:
E ≈ 1
xnorm
1
N
n=N∑
n=1
∥∥∥W> (WW>)−1 Wxn − xn∥∥∥2
2
, (14)
where xnorm ≈ 1N
∑n=N
n=1 ‖xn‖22. Its gradient has the form:
∇E(W) = C − CW−W (15)
where
C =
2
xnorm N
[
W−
]>
B
B = XZ> + ZX>
Z = W−WX−X.
Since X and W are block-diagonal, these operations can be
computed separately on each dataset by replacing X with Xm
and W with Wm. This can be used both as a data reduction
approach or a nonlinear constraint for optimization.
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Finally, in MDU problems, when there is prior knowl-
edge supporting linear dependence (i.e., correlation) within
subspaces, then one useful and popular approach is to use
group PCA projection to initialize all blocks of W [72]. It
works by performing a single data reduction step on datasets
concatenated along the V dimension. We have investigated this
approach in a separate work [73], offering efficient algorithms
to enable this procedure when the number of datasets is
very large (M > 10000). For comparison purposes, we also
considered the use of group PCA (gPCA) as an alternate
initialization approach for W in our experiments.
C. MISA with Greedy Permutations (SDM Case)
We present a greedy optimization approach to counter local
minima resulting from arbitrary source permutations. When
these occur, the numerical optimization in Section III-A stops
early, at the newly found local minimum. At that point, we pro-
pose to check whether another permutation of sources would
attain a lower objective value. This entails two challenges: 1)
given the combinatorial nature of the task, even mild numbers
of sources lead to huge numbers of candidate permutations,
and 2) when the optimization stops early, most sources are
still mixed and there is not enough refinement to establish
which sources are dependent and belong in the same subspace.
The low refinement precludes the combinatorial problem since
it hinders the ability to distinguish between dependent and
independent sources in the first place.
Firstly, therefore, we propose to transform the single-dataset
multidimensional (SDM) ISA task into single-dataset unidi-
mensional (SDU) ICA. We do that by temporarily voiding
and replacing all subspaces (dk ≥ 2) with multiple sources
(each dk = 1), and then restarting the numerical optimization
from the current W estimate (local minimum). This pushes all
sources towards being independent from each other. However,
dependent sources will only be as independent as possible
and will retain some of their dependence. Partly motivated
by [54], this approach secures enough refinement to distinguish
among subspaces. Thus, given sources that are as independent
as possible, we propose a greedy search for any residual depen-
dence among them. The greedy solution is valid because the
specific ordering within subspaces is irrelevant and it suffices
to simply identify which sources go together. Unlike [54],
our approach does not require accessory objective functions
to detect dependent sources. Instead, it uses the same scale
invariant objective defined in (6).
The procedure is 1) switch to the ICA model (effectively,
make P = I), 2) numerically optimize it, 3) reassign sources
into subspaces one at a time. In the latter, as indicated in
Algorithm 1 (GP), each source is assigned sequentially to each
subspace (if two or more are assigned to the same subspace,
they are reassigned together thereafter). Thus, the model
changes with every assignment, and simple evaluation of the
objective cost(·) (without numerical optimization) produces
a value for each particular assignment. The scale invariant
formulation ensures source variances do not influence the
estimation. The assignment minimizing the objective function
determines to which subspace a source belongs. Here, assume
Algorithm 1 Greedy Permutations GP
Require: dataset X ∈ RV×N , subspace assignment matrix P ∈
{0, 1}K×C , unmixing matrix W ∈ RC×V
1: K,C = dim(P)
2: for c = 1 to C do . loop over sources
3: kurrent = find(P[:, c]) . index of current subspace
4: p = find(P[kurrent, :]) . source indices
5: P[:, p] = 0 . erase source assignments to subspace
6: vals = [ ] . cost values array
7: for k = 1 to K + 1 do . loop over subspaces
8: if k > 1 then
9: P[k − 1, p] = 0 . undo previous assignment
10: end if
11: P[k, p] = 1 . assign sources to subspace k
12: Pnu = remove empty rows(P)
13: vals[k] = cost(X,Pnu,W, scale control = False)
. evaluate Equation (6)
14: end for
15: P[k, p] = 0 . undo previous assignment
16: k = argmin(vals) . assignment with lowest cost
17: if k 6= kurrent and
|vals[k]− vals[kurrent]| < √eps then
18: k = kurrent . ignore tiny change improvements
19: end if
20: P[k, p] = 1
21: P = remove empty rows(P)
22: end for
23: return P
that k = K + 1 inserts one more row in P for a new
subspace; [:, p] are the contents of columns indexed by p
(conversely for rows); find(·) recovers the indexes of all non-
zero elements; remove empty rows(P) removes rows from P
containing only zero entries; eps is the machine’s precision.
After repeating this procedure for all sources, in an attempt
to solve the original model, we order the identified subspaces
so as to match the original prescribed subspace structure P as
closely as possible. This final sorting (match(·)) defines a spe-
cific permutation of the sources, which we then use to reorder
the rows of the local minimum solution W for the original
ISA problem, effectively moving that solution out of the local
minimum. After that, we resume the numerical optimization
of the original ISA problem until another minimum is found.
In our experiments, repeating this procedure just twice in a
row (T = 2) and taking the best out of three solutions sufficed
to drastically improve results. In Algorithm 2 (MISA-GPSDM),
MISA(·) represents the numerical optimization (Section III-A).
A direct benefit of this approach is that more dependence
tends to be retained within subspaces as compared to [54],
which is a desirable property because it leaves room for further
post-processing and investigation. Another advantage of our
approach is that it can match source assignments to user-
prescribed subspace priors (P) when they are available.
D. MISA with Greedy Permutations (MDM Case)
The previous approach addresses cross-subspace interfer-
ence issues due to incorrect allocation of the sources and,
therefore is appropriate for SDM problems. However, it is not
sufficient to perform such procedure in MDM problems since
ambiguities may also occur at the subspace level, i.e., incorrect
allocation of the dataset-specific subspaces.
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Algorithm 2 MISA-GP for SDM Problems MISA-GPSDM
Require: dataset X ∈ RV×N , user-defined (UD) subspace as-
signment matrix PUD ∈ {0, 1}K×C , initial unmixing matrix
W0 ∈ RC×V , maximum number of greedy iterations T
1: W = MISA(X,PUD,W0, scale control = True)
. minimize Equation (8)
2: vals[0] = cost(X,PUD,W, scale control = True)
3: Wopt[0] =W; t = 1; vals[t] = Inf
4: while t ≤ T and vals[t] 6= vals[t− 1] do
5: P = I . switch to SDU model
6: WSDU = MISA(X,P,W, scale control = True)
. solve SDU
7: P = GP(X,P,WSDU) . Algorithm 1
8: ix = match(P,PUD) . find source ordering best
. matching prescribed PUD
9: W =W[ix, :] . reorder sources (escape local min)
10: W = MISA(X,PUD,W, scale control = True)
. restart SDM
11: vals[t] = cost(X,PUD,W, scale control = True)
12: Wopt[t] =W
13: t = t+ 1
14: end while
15: t = argmin(vals) . find best solution
16: return Wopt[t]
Consider the following example for a model with three
subspaces spanning two datasets, each dataset containing five
sources. Assume the correct assignment of sources is as fol-
lows: p1(y11, y21, y22)p2(y12, y13, y23)p3(y14, y15, y24, y25),
where the notation ymi refers to source i from dataset
m, and pk(·) is the joint pdf of subspace k. Since
MISA-GPSDM is designed for single datasets, at best, it
produces p1(y11)p2(y12, y13)p3(y14, y15) for m = 1 and
p1(y21, y22)p2(y23)p3(y24, y25) for m = 2. Then, from a
global perspective, these solutions would yield the correct
subspace assignment above, thus solving the MDM problem.
However, it is equally acceptable for SDM solvers to
produce either p1(y11)p2(y14, y15)p3(y12, y13) for m = 1 or
p1(y24, y25)p2(y23)p3(y21, y22) for m = 2 if the datasets are
evaluated separately (notice the bold subscripts). Together they
imply p1(y11, y24, y25)p2(y14, y15, y23)p3(y12, y13, y21, y22),
which does not match the correct assignment and, thus,
fails to produce a solution for the MDM problem. What we
have illustrated here is that within-dataset permutations of
equal-sized subspaces may induce mismatches across datasets
if the datasets are processed separately. Another complicating
factor are subspaces absent from a particular dataset.
Borrowing from the ideas in Section (III-C), we propose
three approaches to address these issues. The first, extends the
greedy search to all datasets by sequentially assigning each
source (in every dataset) to every subspace and accepting the
assignments that reduce the objective function. This would
yield a complexity of at least O(C¯K), and O(C¯2) in the
(unlikely) worst case of K = C¯. The second, processes
each dataset separately (as in the previous example) and then
applies the same greedy strategy at the level of subspaces
instead. Effectively, this approach cycles through each sub-
space sequentially, trying to determine which of them can be
combined to form a larger subspace. This yields a complexity
of O(CmKM) + O(K2M). The final approach is to test all
Algorithm 3 MISA-GP for MDM Problems MISA-GP
Require: dataset X = {Xm ∈ RVm×N : m ∈ M}, user-defined
subspace assignment matrices PUD = {PUD,m ∈ {0, 1}K×Cm :
m ∈M}, initial unmixing matrix W0 = {W0,m ∈ RCm×Vm :
m ∈M}, maximum number of greedy iterations T
1: W = MISA(X,PUD,W0, scale control = True)
. minimize Equation (8)
2: vals[0] = cost(X,PUD,W, scale control = True)
3: Wopt[0] =W; t = 1; vals[t] = Inf
4: while t ≤ T and vals[t] 6= vals[t− 1] do
5: for m = 1 to M do . For each dataset
6: Pm = I . switch to SDU model
7: WSDU = MISA(Xm,Pm,Wm, scale control = True)
. solve SDU
8: Pm = GP(Xm,Pm,WSDU) . Algorithm 1
9: ix = match(Pm,PUD,m) . find source ordering
. best matching prescribed PUD,m
10: Wm =Wm[ix, :] . reorder sources (escape local min)
11: end for
12: W = subspace perm(X,PUD,W, scale control = False)
13: W = MISA(X,PUD,W, scale control = True)
. restart MDM
14: vals[t] = cost(X,PUD,W, scale control = False)
15: Wopt[t] =W
16: t = t+ 1
17: end while
18: t = argmin(vals) . find best solution
19: return Wopt[t]
possible permutations of subspaces with the same size, after
processing each dataset separately, which yields O((K!)M ).
While this can quickly become computationally prohibitive, it
can also identify better solutions since it evaluates all subspace
permutations of interest. In this work, we elected to use the
third approach when the number of sources is small and the
second when that number becomes larger (subspace perm(·)).
Full procedures are indicated in Algorithm 3 (MISA-GP).
IV. RESULTS
We present results on multiple experiments that follow the
principles outlined in [43], including a summary of various
controlled simulations on carefully crafted synthetic data, as
well as hybrid data and comparisons with several algorithms.
A. General Simulation Setup and Evaluation
In the following, we consider the problem of identifying
statistically independent subspaces. Thus, in all experiments,
each subspace yk is a random sample with N observations
from Laplace distribution. Subspace observations are linearly
mixed via a random A as x = Ay + e, where e is additive
sensor white noise. The condition number cm of block Am
(the ratio between its largest and smallest singular values)
is prescribed as follows. First generate a Vm × Cm random
Gaussian sample Am with zero mean and unit variance.
By SVD, Am = USV >, with σmax = max(S) and
σmin = min(S). Finally, new singular values are defined as
S¯ = S + σmax−cmσmincm−1 , and the resulting A = US¯V
> will
have cond(A) = cm.
The white Gaussian noise e (zero mean and unit vari-
ance) is scaled by a value a in order to attain a pre-
scribed SNR. The SNR is the power ratio between the
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noisy signal x and the noise e. The average power of x
is Px = E
[
x>x
]
. Substituting x = Ay + ae, and using
the identities E
[
z>z
]
= E
[
tr
(
zz>
)]
= tr
(
E
[
zz>
])
,
E
[
ee>
]
= IVm , and E
[
yy>
]
= ICm , it is easy to show
that Pe = a2Vm, and Px = tr
(
AA>
)
+ a2Vm, where
tr(·) is the trace operator. Their ratio gives the SNR. Then,
a =
√
tr(AA>)
Vm(SNR−1) , which we use to prescribe a SNR to
synthetic data. The equality SNR = 10
SNRdB
10 permits decibel
(dB) specifications.
The quality of results is evaluated using the normalized mul-
tidataset Moreau-Amari intersymbol interference (MISI) (16),
which extends the ISI [74], [75] to multiple datasets.
MISI(H) =
0.5
K(K − 1)
 K∑
i=1
−1 + K∑
j=1
|hij |
max
k
|hik|

+
K∑
j=1
−1 + K∑
i=1
|hij |
max
k
|hkj |
 (16)
where H is a matrix with elements hij = 1>
∣∣∣PiWˆAP>j ∣∣∣1,
with (i, j) = 1 . . .K, i.e., the sum of absolute values from
all elements of the interference matrix WˆA corresponding to
subspaces i and j, and Wˆ is the solution being evaluated.
For fairness, all algorithms are initialized with the same
W0. See optimization parameters in supplemental material.
B. Summary of Synthetic Data Simulations
The performance MISA in a series of synthetic data experi-
ments with different properties is summarized below (Table I).
Complete details are available as supplemental material online.
1) ICA 1 (V¯ > N ): effects of additive noise (a) and
condition number (b) are assessed in a moderately large
ICA problem (C¯ = 75, M = 1) with rectangular mixing
matrix A (V¯ = 8000) at a fairly small sample size regime
(N = 3500). Under low SNR (b), MISA outperforms Infomax
when cond (A) 6= 1. At high SNR (a), MISA outperforms
Infomax more often than not.
2) IVA 1 (Vm < N , Vm = Cm): MISA performance
is assesed in an IVA problem, in which subspaces span all
of M = 10 datasets but all sources are unidimensional in
each dataset. Specifically, we study the case when no data
reduction is required (i.e., Vm = Cm = 16), noise is absent,
and observations are abundant (N = 32968) (c). The striking
feature observed here is that the performance of IVA-GL [46]
is much more variable than that from MISA, especially with
high correlation within the subspaces. MISA performs well
even at low within-subspace correlation levels and is highly
stable when these correlations are larger than 0.2.
3) IVA 2 (Vm < N ): Effects of additive noise (a) and con-
dition number (b) are assessed in a larger IVA problem (Cm =
75, M = 16) with rectangular mixing matrix A (Vm = 250)
and an abundant number of observations N = 32968. Data
reduction with either group PCA (gPCA) or pseudoinverse RE
(PRE) produced equivalent results in this large N scenario.
Under low SNR, increasing the condition number had a fairly
small detrimental effect on the performance of both IVA-L [42]
TABLE I
SUMMARY OF SIMULATION RESULTS. (a,b) MEDIAN (OVER 10 DATASET
INSTANCES) OF BEST MISI (OVER 10 INITIALIZATIONS PER DATASET).
(c,d) MEDIAN MISI (OVER 10 INITIALIZATIONS, 1 DATASET INSTANCE).
SNRdB 30 10 3 0.46 0.0043
ICA1 PRE+Infomax 0.0222 0.0292 0.0685 0.0928 0.2576
PRE+MISA 0.0145 0.0165 0.0261 0.1932 0.2743
IVA2 PRE+IVA-L 0.0111 0.0136 0.0197 0.0277 0.5158
PRE+MISA 0.0059 0.0088 0.0113 0.0151 0.0338
gPCA+IVA-L 0.0081 0.0090 0.0095 0.0094 0.1271
gPCA+MISA 0.0044 0.0045 0.0049 0.0065 0.0205
ISA3 PRE+JBD-SOS 0.2700 0.2804 0.2996 0.3255 0.3712
PRE+MISA 0.1153 0.1275 0.1320 0.1495 0.3404
PRE+MISA-GP 0.0366 0.0670 0.0794 0.1140 0.3404
(a) Varying SNRdB, Fixed cond(A) = 7
cond(A) 1 3 7 15
ICA1 PRE+Infomax 0.0804 0.0188 0.0216 0.0493
PRE+MISA 0.1934 0.0148 0.0161 0.0267
IVA2 PRE+IVA-L 0.1923 0.1013 0.0749 0.0505
PRE+MISA 0.0052 0.0045 0.0049 0.0078
gPCA+IVA-L 0.0090 0.0086 0.0092 0.0095
gPCA+MISA 0.0052 0.0045 0.0049 0.0067
ISA3 PRE+JBD-SOS 0.2905 0.2792 0.2815 0.2962
PRE+MISA 0.1008 0.1065 0.1202 0.1351
PRE+MISA-GP 0.0395 0.0330 0.0612 0.0743
(b) Fixed SNRdB = 3, Varying cond(A)
ρk,max 0 0.1 0.23 0.39 0.5 0.65
IVA-GL 0.4767 0.0361 0.0114 0.0199 0.0184 0.0186
MISA 0.0273 0.0098 0.0072 0.0062 0.0061 0.0049
(c) IVA1: Increasing max. subspace correlation ρk,max
ISA1 (ρk = 0) ISA2 (ρk > 0.2)
dk = k dk = 4 dk = k dk = 4
EST ISA – .0.7557 – 0.7766
JBD-SOS 0.2600 0.3496 0.2826 0.3739
MISA 0.0239 0.0162 0.0369 0.0326
(d) Varying vs Fixed subspace dimensionality dk
(modified for backtracking, see supplement) and MISA. More
importantly, while both IVA-L and MISA performed very well
at mild-to-high SNR levels, the performance of MISA on
extremely noisy scenarios (SNRdB = 0.0043) is remarkable
(0.1 < MISI < 0.01), irrespective of using PRE or gPCA.
4) ISA 1 and 2 (V¯ < N , V¯ = C¯): MISA performance
is assessed in ISA problems, in which subspaces are multi-
dimensional, with M = 1. Specifically, we study the case
when no data reduction is required (i.e., V¯ = C¯ = 28),
noise is absent, and the number of observations N is abundant
(d). Fixed and varying configurations of K = 7 subspaces
are considered, at two subspace correlation ρk settings. The
striking feature observed here is that the performance of both
JBD-SOS [47] and EST ISA [48] is very poor in all cases,
even when within-subspace correlations are present. MISA-GP
is the only method with good performance, highlighting the
large benefit of our approach for evasion of local minima.
5) ISA 3 (V¯ > N ): Effects of additive noise (a) and con-
dition number (b) are assessed in a mildly large ISA problem
(C¯ = 51, M = 1) with variable subspace dimensionalities
dk, rectangular mixing matrix A (V¯ = 8000) at a fairly small
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Fig. 4. Correlation with the ground-truth (hybrid temporal ICA). The
correlation between the spatial map estimates from MISA with PRE (RM)
and the ground-truth (GT) is very high with little residual similarity across
sources, suggesting the analysis was successful.
sample size regime (N = 5250). Under a challenging SNR,
JBD-SOS and MISA fail in virtually all cases (MISI > 0.1).
Inclusion of combinatorial optimization enables MISA-GP to
perform quite well at mild-to-high SNR levels (SNRdB ≥ 3).
C. Hybrid Data Experiments
We present three major results on novel applications of BSS
to brain image analysis, open sourcing realistic hybrid data
standards (https://github.com/rsilva8/MISA) that test estima-
tion limits at small sample size. The first pushes the conditions
of experiment ICA 1 and emulates a single-subject temporal
ICA of functional MRI (fMRI). The second investigates the
use of IVA with Vm > N for multimodal fusion of brain MRI-
derived data. Finally, the last experiment evaluates the value
of MDM models without data reduction for fusion of fMRI
and EEG neural signals.
1) Single-Subject Temporal ICA of fMRI: Here we consider
temporal ICA of fast acquisition fMRI. The dimensionality of
the data is V¯ = voxels ≈ 60k and N = time points ≈ 1300.
In order to better assess the performance of MISA in a realistic
scenario, we propose to set the mixing matrix A as the real
part of the data. First, we let C¯ = 20 sources. Then, A must
be a 60k × 20 matrix. In order to have it correspond to real
data, we assign to it the first twenty well-established aggregate
spatial maps (3D volumes) published in [76].
For the synthetic part of the data, we propose to simulate
a 20 × 1334 matrix of timecourses y by generating realistic
autocorrelated samples that mimic observed fMRI timecourses
to a good extent. Sampling 20 such timecourses that retain
independence with respect to each other is challenging because
independently sampled autocorrelated time series tend to be
correlated with one another. Building on the simulation prin-
ciples outlined in [43], we seek to avoid randomly correlated
timecourses (sources) in order to prevent mismatches to the
underlying ICA model we wish to test. In the same spirit, we
also wish to have sources sampled from the same distribution
used in the model, here a Laplace distribution. We developed
the following steps in order to meet all these requirements:
1) Design a joint autocorrelation matrix Ryy for all
sources. For the example above, this means a C¯N×C¯N
Ground-Truth (GT) vs PRE+MISA Estimate
Fig. 5. Side-by-side comparison with the ground-truth (hybrid temporal
ICA). The clear resemblance to the ground-truth maps suggests a successful
recovery of the mixing matrix A. The sample correlation r is shown below
each matched pair. Maps are sorted from highest to lowest correlation.
block-diagonal correlation matrix (C¯N = 26680) with
C¯ blocks of size N × N . Each block is designed with
an exponentially decaying autocorrelation function such
that the autocorrelation between timepoint n and n−1 is
in the order of 0.85, and between n and n−10 is in the
order of 0.2. This structure retains autocorrelation within
each N -long section of an observation while retaining
uncorrelation/independence among sections.
2) Generate 50k C¯N -dimensional observations using a
Gaussian copula [77] and the autocorrelation matrix
Ryy from step 1. Using copulas enables transforma-
tion of the marginal distributions while retaining their
correlation/dependence.
3) For each of the 50k copula-sampled observations, trans-
form the sample into a Laplace distribution.
4) For each of the 50k transformed C¯N -dimensional obser-
vations, reshape them into a C¯×N matrix and compute
the resulting C¯ × C¯ Ry correlation matrix.
5) Compute the median correlation matrix Rymed over the
50k observed Ry.
6) Retain the transformed observation whose Ry is closest
to Rymed and reject the rest.
This type of rejection sampling effectively produces the de-
sired outcome. Finally, Gaussian noise is added to the mixture
for a low SNRdB = 3. The condition number of A was 4.59.
In the results, the data was reduced using PRE and then
processed with MISA to obtain independent timecourses. The
correlation between ground-truth (GT) and PRE+MISA spatial
ROGERS F. SILVA et al.: MULTIDATASET INDEPENDENT SUBSPACE ANALYSIS WITH APPLICATION TO MULTIMODAL FUSION 11
C
or
re
la
tio
n,
 r
sMRI
RM
G
T
(a) Structural MRI
C
or
re
la
tio
n,
 r
fMRI
RM
(b) Functional MRI
C
or
re
la
tio
n,
 r
FA
RM
(c) Fractional Anisotropy
Fig. 6. Correlation with the ground-truth (multimodal IVA). The corre-
lation between the spatial map estimates from MISA with PRE (RM) and the
ground-truth (GT) is very high in all modalities, with little residual similarity
across sources, suggesting the analysis was successful.
map estimates (RM) is presented in Fig. 4, and the spatial maps
(estimating A from Wˆ−) in Fig. 5. MISI = 0.0365.
2) Multimodal IVA of sMRI, fMRI, and FA: In this multi-
modal fusion of structural MRI (sMRI), fMRI, and Fractional
Anisotropy (FA) diffusion MRI data, the dimensionalities are
V1 = voxels ≈ 300k, V2 = voxels ≈ 67k, V3 = voxels ≈
15k, respectively, and N = subjects = 600 (each modality
measured on the same subject). We pursue a hybrid setting
where only the mixing matrices Am are taken from real
datasets to overcome typically small N in patient population
studies. First, we let Cm = 20 sources in each dataset. Then,
A1, A2, and A3 must be 300k× 20, 67k× 20, and 15k× 20,
respectively. To each, we assign the first twenty aggregate 3D
spatial maps published in [78], [76], [79], respectively.
For the simulated part of the data, we generate three 20×600
matrices of subject expression levels y. K = 20 subspaces,
each with dk = 3 and N = 600 observations, were sampled
independently from a Gaussian copula, using an inverse ex-
ponential autocorrelation function with maximal correlation
varying from 0.65 to 0.85 for each subspace. These were
transformed to Laplace distribution marginals (not multivariate
Laplace) so as to induce a controlled mismatch between the
data (only SOS dependence) and the model subspace distri-
butions (multivariate Laplace—all-order dependence). Finally,
Gaussian noise was added separately in each dataset for a low
SNRdB = 3. The condition numbers of A1, A2, and A3 were
1.52, 4.59, 1.63, respectively.
In the results, the data was reduced using PRE and then
processed with MISA to obtain independent subject expres-
sion levels. Per-modality correlation between ground-truth and
PRE+MISA spatial maps are presented in Fig. 6, and spatial
maps (estimating A from Wˆ−) in Fig. 7. MISI = 0.0273.
3) Multimodal MISA of fMRI, and EEG: We show the value
of MDM models without data reduction for fusion of elec-
troencephalography (EEG) event-related potentials (ERP) and
fMRI datasets with dimensionality V1 = time points ≈ 600,
V2 = voxels ≈ 67k, respectively, and N = subjects = 1001.
Let C1 = 4 and C2 = 6 sources in the ERP and fMRI datasets,
respectively, organized into K = 4 subspaces (ymi represents
source i from dataset m):
k = 1: IVA-type, sources y11 and y21 (dk = 2);
k = 2: MISA-type, sources y12, y22 and y23 (dk = 3);
k = 3: MISA-type, sources y13, y14 and y24 (dk = 3);
k = 4: ISA-type, sources y25 and y26 (dk = 2).
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Fig. 7. Summary of multimodal IVA maps. In each panel, ground-truth
(GT) maps are presented on the left and maps estimated from MISA with PRE
(RM) on the right. Each subspace represents the multimodal set of maps (joint
features) with highest, median, and minimum correlation with the GT, from
top to bottom, respectively. No IVA-L comparison available since it failed to
converge, likely due to the small sample size (N = 600).
Utilizing real spatial maps and timecourses, A1 and A2 must
be 600× 4 and 67k× 6, respectively, this time ensuring they
form column-orthogonal mixings (with Gram-Schmidt).
For the simulated part of the data, we generate 4×1001 and
6 × 1001 matrices of subject expression levels for ERP and
fMRI datasets, respectively. A total of K = 4 dk-dimensional
subspaces with N = 600 observations each were sampled
from a multivariate Laplace distribution, using an inverse
exponential autocorrelation function with maximal correlation
of 0.65 for each subspace. Noise was absent in both datasets.
The condition number was 1.00 for both A1 and A2.
Fig. 8 shows the results obtained from constrained MISA-
GP, i.e., with Aˆ = W> RE constraint using (10). No
data reduction was performed on the data. The spatial fMRI
maps and ERP timecourses were produced by estimating A
from Wˆ>. Since subspace independence is invariant to linear
transformations (arbitrary basis) within any subspace [41], the
estimation yields timecourses (red) and maps (middle) that do
not match the GT exactly. In an attempt to correct for that, we
performed additional within-modality ICAs on the columns of
Am corresponding to subspaces. This effectively selected for
a particular basis within each subspace (right maps and cyan
timecourses). The ability to choose a particular representation
demonstrates the kinds of post-processing enabled by MDM
models. Overall, this result validates and illustrates the benefit
of a constrained optimization approach.
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Fig. 8. Multimodal MISA of fMRI and ERP. GT maps are presented on the
left of each panel, MISA-GP estimates in the middle, and corrected MISA-GP
estimates on the right. GT ERPs are presented in blue, MISA-GP ERPs in
dashed red, and corrected MISA-GP ERPs in dashed cyan.
V. CONCLUSION
We have presented MISA, an approach that solves multiple
BSS problems (including ICA, IVA, ISA, and more) under the
same framework, with remarkable performance and improved
robustness even at low SNR. In particular, we derived a
general formulation that controls for source scales, leverag-
ing the flexible Kotz distribution in an interior point non-
linear constraint optimization, with PRE as a general and
flexible formulation for either direct subspace estimation or
dimensionality reduction, in conjunction with combinatorial
optimization for evasion of local minima, permitting self-
correction to the closest subspace structures supported by the
data (MISA-GP). Altogether, the proposed methods permit all-
order statistics linkage across multidatasets as well as features
of higher complexity to be identified and fully exploited in a
direct, principled, and synergistic way, even at sample sizes
as low as N = 600. Flexible approaches like MISA are key
to meet the growing complexity of multidataset tasks. These
complexities are incorporated in the hybrid dataset standards
we open source here, built from relevant results published in
the brain imaging BSS literature. Generalizations building on
this work could be easily developed exploring other divergence
families. Future work will focus on compiling real multimodal
datasets to validate MISA’s ability to capture reliable modes
of shared and unique variability across and within modalities.
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Abstract
Here we present a series of supplemental material in support of our paper titled Multidataset Independent Subspace Analysis
with Application to Multimodal Fusion. The first part presents the results and complete details about our experiments on synthetic
data simulations. It also includes details about the optimization parameters used for each algorithm we tested. The second part
includes a guide to the derivation of the gradient for equation (9) (derivation for equations (7) and (18) are left as an exercise for
the reader and can be obtained using the material presented here).
I. OPTIMIZATION CONSIDERATIONS
In order to identify independent subspaces, we pursue the minimization (with respect to W) of an information functional
reflective of the shared information amongst subspaces, utilizing numerical optimization via either regular, relative, or natural
gradient descent approaches. The regular gradient ∇I(W) = vec-1 (∇I(w)) is simply the matrix of partial derivatives of
the objective function I(W) with respect to each element of W. It is an essential part of the typical textbook definition of
the directional derivative in an arbitrary direction U, a key concept at the core of multivariable numerical optimization. The
first order approximation of a continuously differentiable multivariable function f(w) associated with an update w + αu is
f(w + αu) ≈ f(w) +Duf(w), where the directional derivative is
Duf(w) = lim
h→0
f(w + hu)− f(w)
h
= ∇f(w)>u. (1)
In minimization problems with iterative updates of the form W ← W + αU, where α is either the step-length or the
learning rate, U should be a descent direction, i.e., the directional derivative along U should be negative. Thus, in steepest
descent algorithms, U = −∇I(W), i.e., the negative of the gradient at W, while in Newton or quasi-Newton algorithms,
U = − vec-1 (H−1∇I(w)), i.e., the negative of the vectorized gradient (∇I(w) = vec (∇I(W))) scaled by the inverse of
its Hessian H = ∇2I(w) at w (or by an approximation of it). The Hessian captures information about the local curvature
of the objective function and tends to produce results in fewer iterations than steepest descent, at the cost of heavy memory
requirements.
Based on the concept of relative variation, defined as y ← y + y, early work in the neural networks literature led to
the discovery of the relative gradient [1] and relative Hessian [2] for a multivariable function f(y). Here,  is a matrix of
infinitesimal change. Noting that f(Wx) = I(W), the relative gradient is defined as [3, Ch. 4]:
∇relf(y) , ∂f(y + y)
∂
∣∣∣∣
=0
, (2)
at y = Wx. The first order approximation of a relative variation then is f(y + y) ≈ f(y) + ∇relf(y)>. Letting  =
−α∇relf(y), the relative variation becomes y + y = y − α∇relf(y)y. From Equation (2), when I(W) = f(Wx) then
∇relf(y) = ∇I(W)W>, relating the relative gradient back to the regular gradient and giving the final form of the relative
gradient descent update: W←W − α∇I(W)W>W. Effectively, U = −∇I(W)W>W.
Lastly, the natural gradient [2] is simply the Newton version of the relative gradient. It uses the relative Hessian, defined as
∇2relf(y) =
∂2f(y + y)
∂2
∣∣∣∣
=0
. (3)
It approximates the relative Hessian with its mean value, leading to the method of Fisher scoring (the statistical variant of the
Newton approach), with the Fisher information matrix (FIM) being defined as
F , E
[∇relf(y)∇relf(y)>] = −E [∇2relf(y)] . (4)
?Corresponding author.
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Careful analysis [3, Ch. 4] shows that the Fisher matrix is sparse and decomposes into 2× 2 blocks in the case of independent
component analysis (ICA). As a result, it is separable and grants an update rule of the form:
W←W − αD(W)W[
D(W)ij
D(W)ji
]
= F−1ij
[∇relI(W)ij
∇relI(W)ji
]
. (5)
Effectively, U = F−1∇I(W)W>W. Note that F (C¯ × C¯) is considerably more memory efficient than H (V¯ C¯ × V¯ C¯). The
relative gradient has been shown to produce better and more efficient results than the regular gradient. It can also be shown
that the natural gradient converges to the relative gradient when the sources are highly non-Gaussian.
An attractive alternative for U which we consider here is the low-memory Broyden-Fletcher-Goldfarb-Shanno algorithm
(L-BFGS) [4, Ch. 7] to approximate H−1. This is a quasi-Newton method that approximates the Hessian efficiently as a
low-rank matrix directly derived from the past m gradient differences (U−Uprev) as well as the corresponding W differences
(W−Wprev). The low-memory aspect results from never directly evaluating the Hessian. Instead, a series of memory efficient
inner products and vector summations take place such that the result is implicitly equivalent to directly computing the matrix-
vector product B∇I(w), where B is the inverse Hessian-approximate.
In this work, we opt to use the relative gradient together with the L-BFGS algorithm with bounds (L-BFGS-B) [5], [6]
available in the non-linear constraint optimization function fmincon of MATLAB’s Optimization Toolbox. Its approach for non-
linear constraint optimization is very efficient and utilizes non-linear programing based on an interior-point barrier method [4,
Ch. 19] [7] that combines line search and trust region steps. The utility of non-linear constraint optimization for blind source
separation (BSS) is discussed and illustrated in the main paper.
II. RESULTS
In this section, we present a series of results on multiple experiments that follow the principles outlined in [8], including a
summary of various controlled simulations on carefully crafted synthetic data, as well as comparisons with several algorithms.
A. General Simulation Setup and Evaluation
In the following, we consider the problem of identifying statistically independent subspaces. Thus, in all experiments, each
subspace yk is a random sample with N observations, which are organized into a source matrix Y. A random mixing matrix
A is then used to linearly mix subspace observations as x = Ay + e, where e is additive sensor white noise and y is a
column (i.e., an observation) of Y. The condition number of the mixing matrix A is defined as the ratio between its largest
and smallest singular values. In order to generate a matrix with prescribed condition number cm, we first generate a Vm×Cm
random Gaussian sample A with zero mean and unit variance. The singular value decomposition (SVD) of A is then computed
as USV >, with σmax = max(S) and σmin = min(S). Finally, new singular values are defined as:
S¯ = S +
σmax − cmσmin
cm − 1 ,
and the resulting A = US¯V > will have the desired condition number cond(A) = cm.
The additive sensor white Gaussian noise e with zero mean and unit variance is scaled by a value a in order to attain a
prescribed signal-to-noise ratio (SNR). The SNR is defined as the power ratio between the noisy signal x and the noise e.
The power of x is defined as its expected squared L2-norm, i.e., Px = E
[
x>x
]
. Substituting x = Ay + ae, and using the
identities E
[
z>z
]
= E
[
tr
(
zz>
)]
= tr
(
E
[
zz>
])
, E
[
ee>
]
= IVm , and E
[
yy>
]
= ICm , it is easy to show that Pe = a
2Vm,
and Px = tr
(
AA>
)
+ a2Vm, where tr(·) is the trace operator. Their ratio gives the SNR. Then,
a =
√
tr (AA>)
Vm (SNR− 1) ,
which we use to prescribe a SNR to synthetic data. The equality SNR = 10
SNRdB
10 permits decibel (dB) specifications.
The presence of additive sensor noise e implies that A and y are recovered with different accuracies. The quality with
respect to A is evaluated using the normalized multidataset Moreau-Amari intersymbol interference (MISI) (6), which extends
the ISI [9], [10] to multiple datasets.
MISI(H) =
0.5
K(K − 1)
 K∑
i=1
−1 + K∑
j=1
|hij |
max
k
|hik|

+
K∑
j=1
−1 + K∑
i=1
|hij |
max
k
|hkj |
 (6)
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where H is a matrix with elements hij = 1>
∣∣∣PiWˆAP>j ∣∣∣1, with (i, j) = 1 . . .K, i.e., the sum of absolute values from
all elements of the interference matrix WˆA corresponding to subspaces i and j, where Wˆ is the solution being evaluated.
Likewise, the quality of the resulting y was evaluated using the multidataset MSE (MMSE), which extends the mean squared
error (MSE) [11]:
MMSE(Ryˆy) = 2− 2
K
tr
(∣∣TRyˆy∣∣) , (7)
where Ryˆy is the cross correlation between estimated and ground-truth sources, T = LSAP(B) is a permutation matrix
that solves the linear sum assignment problem (LSAP) [12], and B is the LSAP cost matrix with elements of the form
Bij =
∑K
k=1
(
Ijk −
∣∣∣Ryˆyik ∣∣∣). The LSAP is easily solved using the Hungarian algorithm [12].
B. Numerical Optimization Strategy
As discussed in the main paper, reconstruction error (RE) can be either used as a data reduction technique or a constraint
for the multidataset independent subspace analysis (MISA) optimization procedure. When, RE is used for data reduction, the
following optimization is performed:
min
B
E(B), (8)
where E could be either E = E>xnorm =
MSE(B>Bx−x)
xnorm
or E = E−xnorm =
MSE(B>(BB>)−1Bx−x)
xnorm
. In this instance, we reduce
the data as Z = B?X and follow with unconstrained optimization of equation (3) in the main paper, treating Z as the data
in order to estimate sources as Y = WredZ. The final model is then Y = WredB?X, and W = WredB?. The initial B0 is
random, while the initial Wred,0 = I. The precisions for the objective function and optimization variables (elements of W)
were set as TolFun = TolX = 10
blog10‖∇E(B0)‖c
b in MATLAB’s Optimization Toolbox, where b is a precision parameter.
When RE is used as a constraint, we formulate the optimization problem as:
min
W
Iˇ(W) (9)
s.t. E(W) ≤ ∆,
where ∆ is a user-specified threshold, and we initialize W0 = B? above to ensure W0 lies within the feasible region. For
fairness, all algorithms are initialized with the same B0.
Specific optimization parameters are described along with each experiment below.
All experiments were run on MATLAB R2014a.
C. External Code References
The numerical optimizer utilized to execute MISA is a barrier-type interior-point non-linear constraint optimizer that combines
line search and trust region steps as described in [4, Ch. 19] [7], and available in MATLAB’s Optimization Toolbox as a function
called fmincon.m.
The code for Infomax is described in [2], [13], and is available as a MATLAB function called icatb runica.m in [14].
The code for IVA-L is described in [15], [16], and is available as a MATLAB function called icatb iva laplace.m in [14].
The code for IVA-G is described in [16], [17], and is available as a MATLAB function called icatb iva second order.m
in [14].
The code for JBD-SOS is described in [18], and is available as a MATLAB function called jbd.m at https://www.irit.fr/
∼Dana.Lahat/jbd.zip.
The code for EST ISA was the same used in [19], which is available as a MATLAB function called isa est.m at http:
//ai.stanford.edu/∼quocle/video release.tar.gz. Here, we used the default function parameters.
D. Synthetic Data Simulations
Below we present a series of synthetic data experiments to investigate the performance of the proposed MISA algorithm in
different scenarios.
4 UNDER REVIEW
1) ICA 1 (V > N ): Here we assess the effect of additive sensor noise and condition number in a moderately large ICA
problem with rectangular mixing matrix A and fairly low number of observations N . The experiment was setup with M = 1
dataset containing C¯ = C1 = 75 sources organized into K = C¯ = 75 one-dimensional subspaces, and N = 3500 observations
sampled independently from a Laplace distribution. In each of the ten instances of this experiment, a new, unique (V × C)
rectangular mixing matrix A (V = 8000) was randomly generated. For each instance, ten runs were performed, each with a
different random row-orthogonal W0 initialization (thus, 100 runs per experimental condition). The experiments were broken
into two parts:
Part a) Gaussian white noise e was added to the mixtures to yield a SNRdB = 3, while varying the condition number:
cond(A) ∈ {1, 3, 7, 15}.
Part b) the condition number was fixed at cond(A) = 7, while Gaussian white noise e was added to the mixtures with
varying SNRdB ∈ {30, 10, 3, 0.4, 0.004}. These SNR values correspond to signal power : noise power ratios of
[999 : 1, 99 : 1, 1 : 1, 1 : 99, 1 : 999].
Here, pseudoinverse RE (PRE) was employed for data-reduction, followed by either Infomax or MISA for final separation
(Fig. 1).
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Fig. 1. ICA 1: V > N . Part (a): Under low SNR, MISA outperforms Infomax when 1 < cond (A) < 15. Part (b): At SNRdB > 3, MISA outperforms
Infomax more often than not. Each Instance and condition uses a different random mixing matrix A and source sample y for data generation. For each A,
the algorithms run ten times from different initial W0. MISI measures the quality of the mixing matrix estimate while MMSE measures the quality of the
source estimates (lower is better in both cases). Following [8], MISI values below 0.1 indicate good performance. NOTE: The stopping condition for the norm
of the PRE gradient was more strict (lower) in Part (a) than in Part (b), meaning Part (b) relied less on good PRE performance.
Optimization parameters: For the data reduction, we utilized MATLAB’s Optimization Toolbox function fmincon.m. The
bounds on the values taken by each element of W were set to -100 and 100, their typical value was set to TypicalX = 0.1, the
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maximal number of objective function evaluations was set to 50000, the maximum number of iterations was set to 10000, the
initial barrier parameter was set to 0.1, and the number of past gradients utilized for L-BFGS was set to 5. TolX and TolFun
were set as described in Section II-B above, with b = 80 for part a), and b = 4 for part b). For MISA, we utilized the same
parameters, except: TolFun = 10−4, TolX = 10−9, the initial barrier parameter was set to 1, and the number of past gradients
utilized for L-BFGS was set to 20. For Infomax, we utilized all the defaults in [14] and “sphering” was set to “on”.
The experiments in part a) were setup with a challenging low SNR (noise power on the same order as the signal power).
Under this condition, we notice that increasing the condition number above 7 significantly reduces the performance of both
Infomax (using relative gradient) [13] and MISA. Also, as predicted in Section III-B of the main paper, when cond(A) = 1 (i.e.,
it is column-orthogonal) and E[yy>] = I, W is expected to be row-orthogonal and, thus, the proposed PRE induces reduced
performance (MISI > 0.1). Otherwise, both Infomax and MISA perform very well (MISI < 0.1) when 1 < cond (A) < 15,
with MISA outperforming Infomax in this range.
For part b), the performance of PRE prior to Infomax/MISA was worse due to a less strict requirement in the gradient
norm stopping condition. As a result, more noise leaked into the Infomax/MISA stage, making the identification of the sources
harder. Overall, both Infomax and MISA performed well at high SNR, with MISA outperforming Infomax more often than
not. Altogether, the results from a) and b) suggest the performance of PRE as a data-reduction tool has a significant effect on
the ICA decomposition.
2) IVA 1 (V < N , V = C): In this experiment, we want to assess the performance in an independent vector analysis (IVA)
problem when no data reduction is required (i.e., V = C), noise is absent, and the number of observations N is abundant. The
experiment was setup with M = 10 datasets, each containing Cm = 16 sources for a total of K = Cm = 16 ten-dimensional
subspaces, and N = 32968 observations sampled independently from a multivariate Laplace distribution (ψL = [ 12 , 1, 1]).
The selected autocorrelation function within subspaces followed an inverse exponential, leading to a Toeplitz structure in the
subspace correlation matrix Ryk . The maximal correlation in a subspace varied from 0 to 0.65, and R
y
k was different for each
subspace in the same experimental run. In each of the ten runs for each of the six correlation cases considered, a new, unique
square mixing matrix A (V = C) with condition number cond(A) = 3 was randomly generated. Likewise, each run was
initialized with a different random row-orthogonal W0 (60 runs total). Finally, we compared the performance of IVA-GL (i.e.,
IVA-G with Newton step [17] as an initializer for IVA-L with relative gradient [15]) and MISA in each setting (Fig. 2).
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Fig. 2. IVA 1: V < N , V = C. MISA performs well even at low correlation levels and is highly stable when within subspace correlations are larger than
0.2. Each run uses a different random mixing matrix A and source sample y for data generation. For each A, the algorithms run once from a different
initial W0. MISI measures the quality of the mixing matrix estimate (lower is better). Following [8], MISI values below 0.1 (here, −20dB) indicate good
performance, and values below 0.01 (here, −40dB) indicate excellent performance.
Optimization parameters: No data reduction was employed. For MISA, we utilized MATLAB’s Optimization Toolbox
function fmincon.m. The bounds on the values taken by each element of W were set to -100 and 100, their typical value
was set to TypicalX = 0.1, the maximal number of objective function evaluations was set to 10000, the maximum number of
iterations was set to 10000, the initial barrier parameter was set to 0.1, and the number of past gradients utilized for L-BFGS
was set to 1. Also, TolX = 10−30 and TolFun = 10−4. For IVA-G, we utilized all the defaults in [14] and “opt approach” was
set to “newton”. For IVA-L, we utilized all the defaults in [14], “whiten” was set to “false”, and “maxIter” was set to 1024,
and “InitialW” was set WG (the unmixing matrix estimated with IVA-G).
The striking feature observed here is that the performance of IVA-GL is much more variable than that from MISA, especially
with high correlation within the subspaces. MISA performs well even at low within-subspace correlation levels and is highly
stable when these correlations are larger than 0.2.
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3) IVA 2 (V < N ): Here we assess the effect of additive sensor noise and condition number in a larger IVA problem with
rectangular mixing matrix A and an abundant number of observations N . The experiment was setup with M = 16 datasets, each
containing Cm = 75 sources for a total of K = Cm = 75 sixteen-dimensional subspaces, and N = 66000 observations sampled
independently from a multivariate Laplace distribution. Similarly to experiment IVA 1, an inverse exponential autocorrelation
function with maximal correlation varying from 0 to 0.5 was selected. In each of the ten instances of this experiment, a
new, unique (V × C) rectangular mixing matrix A (V = 250) was randomly generated. For each instance, ten runs were
performed, each with a different random row-orthogonal W0 initialization (thus, 100 runs per experimental condition). The
experiments were broken into two parts, a) and b), exactly as described in experiment ICA 1 (Section II-D1). We also evaluate
the performance of data-reduction by group PCA (gPCA) [20] or PRE, followed by either IVA-L [15] or MISA (Fig. 3).
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Fig. 3. IVA 2: V < N . Part (a): reducing the data with either gPCA or PRE produced equivalent results in this large N scenario. Overall, increasing the
condition number had a fairly small detrimental effect on the performance of both IVA-L and MISA. Part (b): Overall, both IVA-L and MISA performed very
well at mild SNR levels. The performance of MISA on extremely noisy scenarios is remarkable (0.1 < MISI < 0.01), irrespective of preprocessing with
PRE or gPCA. Each Instance and condition uses a different random mixing matrix A and source y for data generation. For each A, the algorithms run ten
times from different initial W0. MISI measures the quality of the mixing matrix estimate while MMSE measures the quality of the source estimates (lower
is better in both Following [8], MISI values below 0.1 indicate good performance. NOTE: The stopping condition for the norm of the PRE gradient was more
strict (lower) in Part (a) than in Part (b), meaning Part (b) relied less on good PRE performance.
Optimization parameters: For the data reduction, we utilized MATLAB’s Optimization Toolbox function fmincon.m. The
bounds on the values taken by each element of W were set to -100 and 100, their typical value was set to TypicalX = 0.1, the
maximal number of objective function evaluations was set to 50000, the maximum number of iterations was set to 10000, the
initial barrier parameter was set to 0.1, and the number of past gradients utilized for L-BFGS was set to 5. TolX and TolFun
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were set as described in Section II-B above, with b = 80 for part a), and b = 4 for part b). For MISA, we utilized the same
parameters, except: TolFun = 10−4, TolX = 10−9, the initial barrier parameter was set to 1, and the number of past gradients
utilized for L-BFGS was set to 10. For IVA-L, we utilized all the defaults in [14] and “whiten” was set to “false”, “alpha0”
was set to 1, “terminationCriterion” was set to “ChangeInW”, and “maxIter” was set to min (10000, 4 ·MISAiter), where
MISAiter is the number of iterations until convergence for MISA on the same problem, from the same starting point.
Under a challenging low SNR condition, the experiments in Part a) show that both gPCA and PRE provide good quality
data-reduction when observations are abundant and V < N . However, for PRE+IVA-L, the results were unsatisfactory because
we imposed a maximum number of iterations on IVA-L equal to four times that of MISA in order to compensate for its very
long convergence time. As a result, PRE+IVA-L stops prematurely before converging. Apart from that, reducing the data with
either gPCA or PRE produced equivalent results in this large N scenario. Note that this was not the case for gPCA on a
separate experiment with V > N (not shown). Overall, increasing the condition number had a fairly small detrimental effect on
the performance of both IVA-L and MISA. Also, as we predicted in Section III-B of the main paper, the proposed PRE induced
a reduction in performance when cond (A) = 1, although this was only noticeable in the MMSE measure. Consequently, while
the estimation quality of A was retained in this case, the same did not occur with the source estimates y. We believe this is
also in part due to the way MMSE is computed, which is an adaptation of the MSE measure for single-dataset unidimensional
(SDU) problems.
For part b), the performance of PRE is reduced due to a less strict requirement in the gradient norm stopping condition. As a
result, more noise leaked into the IVA-L/MISA stage, making the identification of the sources harder. Overall, both IVA-L and
MISA performed very well at mild SNR levels, with MISA outperforming IVA-L at extremely low SNR. The performance of
MISA on extremely noisy scenarios is remarkable (0.1 < MISI < 0.01), irrespective of preprocessing with PRE or gPCA. We
believe this is due to the fairly small number of datasets (M = 16). In experiments with larger number of datasets (not shown),
we observed an interaction between M and N on the performance. Those experiments have suggested that the performances
of IVA-L and MISA deteriorate with larger M and lower N . Further study is required to understand these performance limits.
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4) ISA 1 and 2 (V < N , V = C): In these experiments, we want to assess the performance in independent subspace
analysis (ISA) problems when no data reduction is required (i.e., V = C), noise is absent, and the number of observations N
is abundant. The ISA 1 experiment was setup with M = 1 dataset containing C¯ = C1 = 28 sources organized into K = 7
dk-dimensional subspaces (see dk values below), with N = 32968 observations sampled independently from a multivariate
Laplace distribution (ψL = [ 12 , 1, 1]). Correlation was absent within all subspaces (i.e., only higher-order statistics (HOS)
dependence was present). In each of the ten runs for each of the two cases below, a new, unique square mixing matrix A
(V = C) with condition number cond(A) = 3 was randomly generated. Likewise, each run was initialized with a different
random row-orthogonal W0 (20 runs total). The experiments were broken into two cases:
Case 1: subspace sizes dk = k, k = [1, 2, 3, 4, 5, 6, 7].
Case 2: subspace sizes dk = 4 for all subspaces.
The ISA 2 experiment was identical to experiment ISA 1, except with a within-subspace correlation structure like the one
described in experiment IVA 1, with maximal correlation varying from 0.2 to 0.75. We also evaluate the performance of
JBD-SOS [18], EST ISA (in Case 2 only) [19], [21] and MISA-GP in each setting (Fig. 4).
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(b) ISA 2: Correlated sources
Fig. 4. ISA 1 and ISA 2: V < N , V = C. Even when within-subspace correlations are present (panel (b)) MISA-GP is the only method with good
performance, which highlights the large benefit of the permutation approach we proposed to escape local minima. Each run uses a different random mixing
matrix A and source sample y for data generation. For each A, the algorithms run once from a different initial W0. MISI measures the quality of the mixing
matrix estimate (lower is better). Following [8], MISI values below 0.1 (here −20dB) indicate good performance. All algorithms are given the same initial
W0 except JBD-SOS, which always starts from W0 = I.
Optimization parameters: No data reduction was employed. For MISA-GP, we utilized MATLAB’s Optimization Toolbox
function fmincon.m. The bounds on the values taken by each element of W were set to -100 and 100, their typical value
was set to TypicalX = 0.1, the maximal number of objective function evaluations was set to 10000, the maximum number of
iterations was set to 10000, the initial barrier parameter was set to 0.1, and the number of past gradients utilized for L-BFGS
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was set to 1. Also, TolX = 10−30 and TolFun = 10−4. For JBD-SOS, we provided 500 data covariance matrices as input
(computed after PRE data reduction), “threshold” was set to 10−9, and “max sweep” was set to 512.
The striking feature observed here is that the performance of both JBD-SOS and EST ISA is very poor in all cases, even
when within-subspace correlations are present (ISA 2, panel (b)). MISA-GP is the only method with good performance, which
highlights the large benefit of the permutation approach we proposed to escape local minima.
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5) ISA 3 (V > N ): Here we assess the effect of additive sensor noise and condition number in a mildly large ISA problem
with rectangular mixing matrix A and a fairly low number of observations N . The experiment was setup with M = 1 dataset
containing C¯ = C1 = 51 sources organized into K = 18 dk-dimensional subspaces, with dk = [1 : 5, 5 : 1, 1 : 5, 2, 2, 2] (where
1 : 5 means “one through 5”) and N = 5250 observations sampled independently from a multivariate Laplace distribution.
Similarly to experiment IVA 1, an inverse exponential autocorrelation function with maximal correlation varying from 0 to 0.5
was selected. In each of the ten instances of this experiment, a new, unique (V ×C) rectangular mixing matrix A (V = 8000)
was randomly generated. For each instance, ten runs were performed, each with a different random row-orthogonal W0
initialization (thus, 100 runs per experimental condition). The experiments were broken into two parts, a) and b), exactly as
described in experiment ICA 1 (Section II-D1). We also evaluate the performance of JBD-SOS, MISA, and MISA-GP in each
setting (Fig. 5).
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Fig. 5. ISA 3: V > N . Part (a): JDB-SOS and MISA fail in virtually all cases (MISI > 0.1). Inclusion of greedy permutations (GP) enables MISA-GP
to perform well in terms of MISI. Part (b): MISA-GP performed well at mild-to-high SNR levels (SNRdB > 0.46). Each Instance and condition uses a
different random mixing matrix A and source y for data generation. For each A, the algorithms run ten times from different initial W0. MISI measures
the quality of the mixing matrix estimate while MMSE measures the quality of the source estimates (lower is better in both cases), though MMSE is an
unreliable measure because ISA problems are invariant to linear transformations within subspaces [22]. Following [8], MISI values below 0.1 indicate good
performance. NOTE: The stopping condition for the norm of the PRE gradient was more strict (lower) in Part (a) than in Part (b), meaning Part (b) relied
less on good PRE performance.
Optimization parameters: For the data reduction, we utilized MATLAB’s Optimization Toolbox function fmincon.m. The
bounds on the values taken by each element of W were set to -100 and 100, their typical value was set to TypicalX = 0.1, the
maximal number of objective function evaluations was set to 50000, the maximum number of iterations was set to 10000, the
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initial barrier parameter was set to 0.1, and the number of past gradients utilized for L-BFGS was set to 5. TolX and TolFun
were set as described in Section II-B above, with b = 80 for part a), and b = 4 for part b). For MISA-GP, we utilized the same
parameters, except: TolFun = 10−4, TolX = 10−9, the initial barrier parameter was set to 1, and the number of past gradients
utilized for L-BFGS was set to 15. For JBD-SOS, we provided 500 data covariance matrices as input (computed after PRE
data reduction), “threshold” was set to 10−6, and “max sweep” was set to 512.
Under a challenging low SNR condition, the experiments in Part a) show that both JDB-SOS and MISA fail in virtually
all cases (MISI > 0.1). Inclusion of greedy permutations (GP) enables MISA-GP to perform well in terms of MISI. Overall,
increasing the condition number had a fairly small detrimental effect on the performance of MISA-GP, but enough to cause a
few failing runs at cond (A) ≥ 7. Here, we note that the MMSE is an unreliable measure because ISA problems are invariant
to any linear transformation within subspaces [22], meaning that sources within subspaces are not uniquely identifiable even if
the subspaces are well separated. This also explains why the proposed PRE did not induce a reduction in performance when
cond (A) = 1 as it did in the previous ICA and IVA experiments.
For Part b), the performance of PRE is mostly unchanged by the less strict requirement in the gradient norm stopping
condition. Overall, MISA-GP performed well at mild-to-high SNR levels (SNRdB > 0.46). Again, the inclusion of greedy
permutations enabled a successful performance for MISA-GP.
E. Optimization parameters for Hybrid Data Experiments
1) Single-Subject Data and Multimodal IVA of sMRI, fMRI, and FA: For the data reduction with PRE, estimating A from
Wˆ−, we utilized MATLAB’s Optimization Toolbox function fmincon.m. The bounds on the values taken by each element
of W were set to -100 and 100, their typical value was set to TypicalX = 0.1, the maximal number of objective function
evaluations was set to 50000, the maximum number of iterations was set to 10000, the initial barrier parameter was set to 0.1,
and the number of past gradients utilized for L-BFGS was set to 5. TolX and TolFun were set as described in Section II-B
above, with b = 4, or as 10−8 (whichever was smallest). This optimization was performed on each dataset separately.
For MISA, we utilized the same parameters, except: TolFun = TolX = 10−9, the initial barrier parameter was set to 1, and
the number of past gradients utilized for L-BFGS was set to 10.
2) Multimodal MISA of fMRI, and EEG: For the initialization of W0 we used simple RE, estimating A from Wˆ> and
utilizing MATLAB’s Optimization Toolbox function fmincon.m. The bounds on the values taken by each element of W were
set to -100 and 100, their typical value was set to TypicalX = 0.1, the maximal number of objective function evaluations was
set to 50000, the maximum number of iterations was set to 10000, the initial barrier parameter was set to 0.1, and the number
of past gradients utilized for L-BFGS was set to 5. TolX and TolFun were set as described in Section II-B above, with b = 4,
or as 10−8 (whichever was smallest). This optimization was performed on each dataset separately.
For MISA-GP, we utilized the same parameters, except: TolFun = TolX = 10−9, the initial barrier parameter was set to 1,
and the number of past gradients utilized for L-BFGS was set to 10.
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III. AUTOMATIC DIFFERENTIATION
The automatic differentiation (AD) is a technique for automatically differentiating programs or algorithms without need for
analytical derivations nor finite differencing. It comprises two major approaches: forward and reverse differentiation. In the
forward mode, functions are compositions of a finite set of basic operations. The derivatives of each basic operation are known
and, thus, can be combined via chain rule to yield the final gradient. In the reverse mode, only the function is computed in
a forward fashion, not the derivatives. After that, a reverse traversal of the composite operations propagates the derivatives
backward from the output by supplementing the output with adjoint partial derivative terms in a compounding fashion. In
either case, the chain rule is the core engine for differentiation of function compositions. Here, we utilize the reverse mode as
it yields the gradient with respect to all variables (the elements of W) in a single reverse sweep.
Our use of AD in unconventional, however. Rather than applying AD to a program or algorithm that evaluates equation (9)
for a given W at every iteration of the numerical optimization, we apply it offline in order to obtain an analytical form of
the gradient with respect to W. This allows us to identify simplifications that lead to a more efficient implementation of the
gradient. This is also less susceptible to numerical instability.
A. Basic Reverse Mode Operations
In order to facilitate the understanding of how AD works in reverse mode, a few basic rules and examples are presented.
Firstly, consider the case of J(W) = x>Wx. The goal is to obtain ∂J∂W . Thus, forward evaluation of J follows standard
operation precedence, leading to the sequence: z1 = Wx, J = x>z1. Accordingly, the reverse sweep starts with
↼
J = ∂J∂J = 1,
which is supplemented with the adjoint partial derivative ∂J∂z1 = x, i.e.,
↼
z1 = x
↼
J . Following,
↼
z1 is supplemented with ∂z1∂W = x
>,
i.e.,
↼
W =
↼
z1x
> = xx>. This becomes very intuitive once we realize ∂J∂W =
∂J
∂z1
(
∂J
∂J
)
∂z1
∂W , i.e., the adjoint partial derivatives
appear around
↼
J in a compounding fashion. Whether an adjoint term appears to the left or right depends on a few basic rules.
These rules are summarized below:
1) The basic product rule for the matrix product z1 = z2z3 is twofold: if z2 is a function of the variable of differentiation
(W) then
↼
z2 =
↼
z1z
>
3 , and if z3 is a function of W then
↼
z3 = z
>
2
↼
z1. When both terms are function of W both rules
apply, causing the reverse sweep to branch and leading to more than one answer. In that case, the final answer is the
sum of the answers (leaves) from each branch.
2) The Hadamard (element-wise) product z1 = z2◦z3 leads to another product rule, specifically, ↼z2 = ↼z1◦z3 and ↼z3 = z2◦↼z1.
3) Other Hadamard operations simply apply standard derivation rules element-wise. For z1 = f (z2), it yields
↼
z2 =
∂f(z2)
∂z2
◦
↼
z1.
4) Matrix rearrangement operations such as the transpose, vecmn (·), or diag (·) have a form like z1 = f (z2), leading to
the rule
↼
z2 = f
−1(
↼
z1), where f−1(·) is the transpose, reshapemn(·), or diag−1(·), respectively, ignoring elements set
to zero by f(·). Thus, vecmn (·) stacks columns of a matrix and reshapemn(·) unstacks them back into a m×n matrix,
while diag (·) creates a diagonal matrix from a vector and diag−1(·) returns the diagonal elements of a matrix into a
vector.
5) Simple addition of the form z1 = z2 + z3 also yields a branch per term as
↼
z2 =
↼
z1 and
↼
z3 =
↼
z1.
6) Matrix inversion of the form z1 = z−12 yields the rule
↼
z2 = −z>1
↼
z1z
>
1 .
7) The determinant of a matrix z1 = det (z2) leads to the rule
↼
z2 =
↼
z1z1z
−>
2 .
8) The trace of a matrix z1 = tr(z2) yields the rule
↼
z2 =
↼
z1I.
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B. Derivation of the Gradient for MISA with Scale Control, Equation (9)
Let
Iˇ(y) =−
M∑
m=1
JDm +
1
2
K∑
k=1
JCk − f (K,βk, λk, ηk, dk, νk)
−
K∑
k=1
ηk − 1
N
N∑
n=1
JFkn +
K∑
k=1
λk
N
N∑
n=1
JEkn ,
where
JDm= ln |det Λm| =
Cm∑
i=1
ln |σmi| ,
with Λm = U
>
mWmVm and Wm
SVD
= UmΛmV
>
m
JCk= ln det
(
γkΣ
y
kγ
>
k
)
,
with γk =
(
(Idk ◦Σyk)−1
)◦ 12
and Σyk =
1
N − 1PkWXX
>W>P>k
JFkn= ln
(
y>kn
[
γkΣ
y
kγ
>
k
]−1
ykn
)
JEkn=
(
y>kn
[
γkΣ
y
kγ
>
k
]−1
ykn
)βk
f (K,βk, λk, ηk, dk, νk) =
K∑
k=1
[
lnβk + νk lnλk + ln Γ
(
dk
2
)
− dk
2
lnpi − ln Γ (νk)
]
.
Then, the gradient of J with respect to W is
∇Iˇ(W)m[k] =−
M∑
m=1
∇WJDm +
1
2
K∑
k=1
∇WJCk
−
K∑
k=1
ηk − 1
N
N∑
n=1
∇WJFkn +
K∑
k=1
λk
N
N∑
n=1
∇WJEkn .
In the following, ∇WJDm , ∇WJCk , ∇WJFkn , and ∇WJEkn terms are derived separately.
C. Derivation of ∇WJDm :
Here we show that
∇WJDm =
∂
∂W
ln |det Λm| = UmΛ−1m V>m = (W−m)> (10)
with Λm = U
>
mWmVm
JDm = ln |detΛm|
= ln z1, z1 =
∣∣∣det(U>mWmVm)∣∣∣
↼
z1 =
∂ ln z1
∂z1
↼
JDm ,
↼
JDm = 1
=
1
z1
z1 = |z2| , z2 = det(U>mWmVm)
↼
z2 =
∂ |z2|
∂z2
↼
z1
= sign(z2)
1
z1
=
sign(z2)
|z2|
=
1
z2
z2 = det z3, z3 = U
>
mWmVm = Λm
↼
z3 =
↼
z2z2z
−>
3
=
1
z2
z2
(
V>mWmUm
)−1
= Λ−1m
z3 = U
>
mz4, z4 = WmVm
↼
z4 = Um
↼
z3
= UmΛ
−1
m
z4 = WmVm
↼
Wm =
↼
z4V
>
m
= UmΛ
−1
m V
>
m
= (W−m)
>
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D. Derivation of ∇WJCk :
Here we show that
∇WJCk =
∂
∂W
ln det
(
γkΣ
y
kγ
>
k
)
= 2P>k
[
ZΣ
−1 − (Idk ◦ ZΣ)−1
]
PkWXX
> (11)
with γk =
(
(Idk ◦Σyk)−1
)◦ 12
and Σyk =
1
N − 1PkWXX
>W>P>k
JCk = ln det
(
γkΣ
y
kγ
>
k
)
,
= ln z1, z1 = det
(
γkΣ
y
kγ
>
k
)
↼
z1 =
∂ ln z1
∂z1
↼
JCk ,
↼
JCk = 1
=
1
z1
z1 = det z2, z2 = γkΣ
y
kγ
>
k
↼
z2 =
↼
z1z1z
−>
2
= γ
−1
k Σ
y
k
−1
γ
−1
k
z2 = γkz3, z3 = Σ
y
kγ
>
k
↼
z3 = γ
>
k
↼
z2
↼
γk =
↼
z2z
>
3
= γ
>
k γ
−1
k Σ
y
k
−1
γ
−1
k = γ
−1
k Σ
y
k
−1
γ
−1
k γkΣ
y
k
= Σ
y
k
−1
γ
−1
k = γ
−1
k
z3 = Σ
y
kz4, z4 = γ
>
k γk = z
1
2
9 , z9 =
(
Idk ◦Σ
y
k
)−1
= γ
2
k
↼
Σ
y
k =
↼
z3z
>
4
↼
z4 = Σ
y
k
↼
z3
↼
z9 =
∂z
1
2
9
∂z9
↼
γk
= Σ
y
k
−1
γ
−1
k γk = Σ
y
kΣ
y
k
−1
γ
−1
k =
1
2
z
− 1
2
9 γ
−1
k
= Σ
y
k
−1
= γ
−1
k =
1
2
γ
−2
k
Σ
y
k =
1
N − 1ZΣ, ZΣ = PkWXX
>
W
>
P
>
k z4 = γk z9 = z
−1
10 , z10 = Idk ◦Σ
y
k
↼
ZΣ =
1
N − 1
↼
Σ
y
k
↼
γk =
↼
z4
> ↼
z10 =−z>9
↼
z9z
>
9
ZΣ = Pkz5, z5 = WXX
>
W
>
P
>
k = γ
−1
k =−
1
2
γ
2
kγ
−2
k γ
2
k
↼
z5 = P
>
k
↼
ZΣ
... =− 1
2
γ
2
k
=
1
N − 1P
>
k
↼
Σ
y
k
↼
W =
2
N − 1P
>
k
↼
Σ
y
kPkWXX
>
z10 = Idk ◦Σ
y
k
z5 = Wz6, z6 = XX
>
W
>
P
>
k
↼
Σ
y
k = Idk ◦
↼
z10
↼
z6 = W
>↼
z5
↼
W =
↼
z5z
>
6 = Idk ◦
(
− 1
2
γ
2
k
)
=
1
N − 1W
>
P
>
k
↼
Σ
y
k =
1
N − 1P
>
k
↼
Σ
y
kPkWXX
>
=− 1
2
(
Idk ◦Σ
y
k
)−1
z6 = XX
>
z7, z7 = W
>
P
>
k
...
↼
z7 = XX
>↼
z6
↼
W =
2
N − 1P
>
k
↼
Σ
y
kPkWXX
>
=
1
N − 1XX
>
W
>
P
>
k
↼
Σ
y
k
z7 = z8P
>
k , z8 = W
>
↼
z8 =
↼
z7Pk
=
1
N − 1XX
>
W
>
P
>
k
↼
Σ
y
kPk
z8 = W
>
↼
W =
↼
z8
>
=
1
N − 1P
>
k
[
↼
Σ
y
k
]>
PkWXX
>
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Thus, collecting all
↼
W together we have the final form:
↼
W =
2
N − 1P
>
k
[
Σyk
−1 − (Idk ◦Σyk)−1
]
PkWXX
>
= 2P>k
[
ZΣ
−1 − (Idk ◦ ZΣ)−1
]
PkWXX
>
E. Derivation of ∇WJFkn :
Here we show that
∇WJFkn =
∂
∂W
ln
(
y>kn
[
γkΣ
y
kγ
>
k
]−1
ykn
)
= 2P>k
[
γkΣ
y
kγ
>
k
]−1
yknz
−1
knx
>
n +
2
N − 1P
>
k [T1 + T2] PkWXX
> (12)
with T1 = −Σyk−1γ−1k yknz−1kny>knγ−1k Σyk−1
T2 = Idk ◦
(
Σyk
−1
γ−1k yknz
−1
kny
>
knγk
)
ykn = PkWxn
γk =
(
(Idk ◦Σyk)−1
)◦ 12
and Σyk =
1
N − 1PkWXX
>W>P>k
JFkn = ln zkn, zkn = y
>
kn
[
γkΣ
y
kγ
>
k
]−1
ykn
↼
zkn = z
−1
kn
zkn = z1z2, z1 = y
>
kn, z2 = M
−1
ykn
↼
z1 =
↼
zknz
>
2
↼
z2 = z
>
1
↼
zkn
= z
−1
kny
>
knM
−1
= yknz
−1
kn
z1 = y
>
kn z2 = z4ykn, z4 = M
−1
↼
ykn =
↼
z1
> ↼
z4 =
↼
z2y
>
kn
↼
ykn = z
>
4
↼
z2
= M
−1
yknz
−1
kn = yknz
−1
kny
>
kn = M
−1
yknz
−1
kn
ykn = Pkz3, z3 = Wxn z4 = M
−1
...
↼
z3 = P
>
k
↼
ykn
↼
M =−z>4
↼
z4z
>
4
↼
W = P
>
k M
−1
yknz
−1
knx
>
n
= P
>
k M
−1
yknz
−1
kn =−M−1yknz−1kny>knM−1
z3 = Wxn
... using derivation in III-D
↼
W =
↼
z3x
>
n
↼
W =
2
N − 1P
>
k
= P
>
k M
−1
yknz
−1
knx
>
n
[
−γ>k M−1γk + Idk ◦
(
− 1
2
γ
>
k M
−1
γkΣ
y
kγ
2
k
)]
= P
>
k
[
γkΣ
y
kγ
>
k
]−1
yknz
−1
knx
>
n PkWXX
>
Thus, collecting all
↼
W together we have the final form:
↼
W = 2P>k
[
γkΣ
y
kγ
>
k
]−1
yknz
−1
knx
>
n
+
2
N − 1P
>
k
[
−Σyk−1γ−1k yknz−1kny>knγ−1k Σyk−1 + Idk ◦
(
Σyk
−1
γ−1k yknz
−1
kny
>
knγk
)]
PkWXX
>
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F. Derivation of ∇WJFkn :
Here we show that
∇WJFkn =
∂
∂W
(
y>kn
[
γkΣ
y
kγ
>
k
]−1
ykn
)βk
= 2βkP
>
k
[
γkΣ
y
kγ
>
k
]−1
yknz
βk−1
kn x
>
n +
2βk
N − 1P
>
k [T1 + T2] PkWXX
> (13)
with T1 = −Σyk−1γ−1k yknzβk−1kn y>knγ−1k Σyk−1
T2 = Idk ◦
(
Σyk
−1
γ−1k yknz
βk−1
kn y
>
knγk
)
ykn = PkWxn
γk =
(
(Idk ◦Σyk)−1
)◦ 12
and Σyk =
1
N − 1PkWXX
>W>P>k
JEkn = z
βk
kn , zkn = y
>
kn
[
γkΣ
y
kγ
>
k
]−1
ykn
↼
zkn = βkz
βk−1
kn
... using derivation in III-E
↼
W = 2βkP
>
k
[
γkΣ
y
kγ
>
k
]−1
yknz
βk−1
kn x
>
n
+
2βk
N − 1P
>
k
[
−Σyk−1γ−1k yknz
βk−1
kn y
>
knγ
−1
k Σ
y
k
−1
+ Idk ◦
(
Σ
y
k
−1
γ
−1
k yknz
βk−1
kn y
>
knγk
)]
PkWXX
>
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