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I. INTRODUCTION
Vector quantizer design is usually based on a collection of example vectors, called the training set or training data. In general, the objective of a design algorithm (such as the popular generalized Lloyd algorithm [1] ) is to find an empirically optimal quantizer, that is, a quantizer of a given codebook size whose distortion in quantizing the training data is minimum. The underlying principle of empirical design is that good performance inside the training set will imply good performance on other data produced by the source if the training set size is sufficiently large to represent well the source statistics. But training vectors may be costly to obtain and the computational cost of design may become prohibitive for large training sets. Therefore, it is of interest to quantify how the performance of the designed vector quantizer improves as the size of the training set increases.
Assume that the quantizer dimension and the codebook size are fixed. For any quantizer Qn trained on n vectors, let Dn(Qn) denote the training distortion of Q n (its average distortion inside the training set) and let D(Q n ) denote the test distortion of Q n (its distortion in coding independent test data). Note that both Dn(Qn) and D(Qn) are functions of the training set and therefore are random quantities. The quantity D(Q n ) is the "true" distortion of the designed quantizer; it is the performance figure one wants to be as close as possible to D(Q 3 ), the distortion of a truly optimal quantizer Q 3 . A design procedure is called consistent if the test distortion D(Q n ) of the resulting quantizer Manuscript received July 14, 1999 ; revised February 1, 2000 . This work was supported in part by Queen's University, Kingston, Ont., Canada, and by the Natural Sciences and Engineering Research Council (NSERC) of Canada.
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Qn converges (in some sense) to its lower bound D(Q 3 ) as n ! 1.
Of particular interest are the empirically optimal quantizers Q 3 n minimizing the training distortion: D n (Q 3 n ) = min Q D n (Q n ). The consistency of empirically optimal quantizers was first investigated by Pollard [2] , [3] for the case of mean-squared quantizer distortion. His results show, among other things, that for a stationary and ergodic training sequence, the test distortion D(Q 3 n ) of an empirically optimal quantizer converges to D(Q 3 ) with probability one as n ! 1.
Pollard's results imply that the performance of empirically optimal quantizers will approach the optimum performance as the training set size increases without bound. On the other hand, to determine the training set size sufficient for achieving a preassigned level of performance, one needs to study the dependence of D(Q 3 n ) on finite n. Assume that the training set consists of n independent sample vectors drawn from the source distribution and let E[D(Q 3 n )] denote the expected value (taken over the training sequence) of the mean-squared test distortion D(Q 3 n ). In [4] it was shown that for all source distributions supported by a given bounded region, the test distortion of the empirically optimal quantizer satisfies E [D(Q 3 n )]0D(Q 3 ) cn 01=2
for some positive constant c. This upper bound was shown to have the right order in a minimax sense in [5] , where it was demonstrated that for any quantizer design method, there exist "bad" source distributions for which the test distortion of the resulting quantizer class of smooth source densities was studied by Chou [6] , and upper
were developed by Zeevi [7] . The dependence of the test distortion on the training set size was also empirically investigated by Cosman et al. [8] and Cohn et al. [9] in the context of image coding.
In this correspondence, the focus of attention is the less studied training distortion D n (Q 3 n ). Since the value of D n (Q 3 n ) is obtained as a by-product of the design procedure without requiring additional test data, it can be considered an inexpensive estimate of D(Q 3 n ) or D(Q 3 ). For an empirically optimal quantizer minimizing Dn(Qn), one always has
The exact relationship between the training, test, and optimal distortions is only known in the special case of quantizers with codebook size k = 1. In this case, it is easy to see that the single unique codepoint of the empirically optimal quantizer is the arithmetic average of the n training vectors, and therefore, The problem becomes nontrivial when quantizers with more than one codepoint are considered, and in general little is known about the size of the difference D(Q 3 )0E[D n (Q 3 n )]. In this respect, Abaya and Wise [10] proved that under general conditions the expected training distortion is a consistent estimate of the optimal distortion in the sense After introducing the necessary definitions in Section II, three results concerning the mean-squared training distortion of an empirically optimal quantizer are given in Section III. Theorem 1 proves the existence of "badly behaved" distributions on a bounded support set for which
for a constant c > 0 which depends on the quantizer dimension, the codebook size (which is assumed to be at least 3) , and the diameter of the support set. Theorem 2 reformulates this bound in terms of the training ratio = n=k (where k 3 is the codebook size) by showing that there exist source distributions for which
where c 0 > 0 is a universal constant. Theorem 3 presents an improved, explicit form of an earlier result in [4] to show that the lower bound
holds for aĉ > 0, uniformly for all sources supported on a given bounded set. This shows that bound (2) is tight in the sense that only the constants may be improved. The proofs of these results are given in Section IV.
The bounds (2) and (3) immediately demonstrate that for larger values of n any bound in the form of (1) will be very loose for some source distributions. On the other hand, note that (1) holds for all source distributions while (2) and (3) are worst case bounds. Thus our results do not exclude the possibility that the n 01 term in (1) has the right order for a restricted class of "smooth" source distributions. Potential candidates are the source densities satisfying Pollard's central limit theorem [12] for empirical quantizer design.
II. PRELIMINARIES AND PROBLEM FORMULATION
A vector quantizer Q of dimension d and codebook size k is a (measurable) mapping of the d-dimensional Euclidean space d into a finite set of points fy 1 ; 11 1; y k g. The points y i 2 d , i = 1; 11 1; k are called the codepoints or codevectors and the collection fy1; 1 11; y k g is called the codebook.
For any x 2 d , let kxk denote its Euclidean norm. Given a d-dimensional random vector X with probability distribution X and finite second moment EkXk 2 < 1, the mean-squared distortion of a vector quantizer Q is
A vector quantizer Q with codebook fy 1 ; 11 1; y k g is called a nearest neighbor quantizer if for all x 2 d kx 0 Q(x)k 2 = min 1ik kx 0 yik 2 :
For any source distribution, a nearest neighbor quantizer has minimum distortion among all other quantizers with the same codebook. This fact allows us to consider only nearest neighbor quantizers in this correspondence without loss of generality. 
Let Q 3 n denote an empirically optimal quantizer inQ k , that is, Q 3
n is a k-point quantizer which has minimum average squared distortion
over the training set. The random quantity Dn(Q 3 n ) is called the training distortion of the empirically optimal quantizer. Note that the dependence of Q 3 n and D n (Q 3 n ) on the training data fX i g n i=1 is suppressed in the notation.
Our goal is to compare the expected training distortion
of an empirically optimal quantizer Q 3 n with the distortion D(Q 3 ) of an optimal quantizer Q 3 . Since
we always have
Moreover, it is easy to see that strict inequality holds whenever D(Q 3 ) > 0. Let P denote the collection of all source distributions which are supported by a given bounded set. Our results concern the maximum deviation over P of the expected training distortion from the optimal distortion, that is, the quantity
In order to be consistent with earlier work [13] , [5] on worst case bounds in vector quantization, we will formulate our results in terms of classes P(B) containing all source distributions which satisfy the peak power constraint P f(1=d)kXk 2 Bg = 1. In other words, for any B > 0, the class P(B) consists of all source distributions whose support is contained in the ball fx : kxk p dBg.
III. RESULTS
Our first result shows that for training data of size n, the difference
n )] of the minimum distortion of an optimal quantizer and the expected training distortion of the empirically optimal quantizer can be as large as constant times n 01=2 . 0:27:
Theorems 1 and 2 are proved by using a construction of "bad" distributions introduced in [5] . This method uses discrete distributions supported by a finite number of points, although a modified construction using distributions with smooth densities is possible at the expense of complicating an already somewhat involved argument. An important point is that in [5] the choice of these "bad" distributions depends on the training set size n. In our case, due apparently to the fact that we deal with the training distortion instead of the test distortion, we are able to construct one "bad" distribution which works for all large enough n. Therefore, Theorem 1 guarantees the existence of at least one fixed we note that for all X 2 P(B)
where Q k denotes the family of all k-point nearest neighbor quantizers with codepoints inside the sphere fx : kxk p dBg (see the proof of Theorem 3). Any uniform upper bound on the expectation on the right-hand side will result in a uniform lower bound on E[D n (Q 3 n )].
The existence of such an upper bound of order n 01=2 has been pointed out in [4] (see [4, the discussion following Corollary 1]) although in an asymptotic form and without explicit constants. Nevertheless, such a bound implies that the bound of Theorem 1 is essentially tight.
The following theorem presents a new form of this lower bound which is tighter than those given by existing results and has a more attractive, nonasymptotic form. At the core of the proof is a simple and elegant version of the classic "metric entropy" bound [14] , [15] of empirical process theory, recently proved by Cesa-Bianchi and Lugosi [16] , which allows us to provide an explicit form of the constantĉ(B; d; k):
In summary, Theorems 1 and 3 show that for independent training data of size n, the maximum difference D(Q 3 ) 0 E[D n (Q 3 n )] of the distortion of an optimal quantizer and the expected training distortion of the empirically optimal quantizer is of order n 01=2 . More formally, these results imply that for all k 3 and large enough n c p n sup
) ĉ p n for some constants c;ĉ > 0 depending on d, k, and B.
IV. PROOFS

Proof of Theorem 1:
We simplify the notation by assuming that B = 1 (that is, X has to satisfy P fkXk 2 p dg = 1). Since we consider mean-squared distortion, for arbitrary B > 0 the result follows by straightforward scaling.
To demonstrate the existence of a X satisfying the bound of the theorem, we will use a modified form of a construction introduced in [5, the proof of Theorem 1]. Just as in [5] , the basic idea is to construct a source distribution such that with constant positive probability, the empirically optimal quantizer is sufficiently "far" from the optimal quantizer. However, new techniques are needed to derive the desired bound since we consider the training distortion (the empirically optimal quantizer is a function of the data on which its distortion is evaluated), while in [5] the test distortion was considered (the distortion is evaluated on independent data).
Assume that k 3 is divisible by 3 (we will relax this assumption later) and let m = 2 3 k (note that m is even). Let 1 > 0 be a constant to be specified later and let z 1 ; 1 11; z m be m points in d satisfying kz i 0 z j k 31 for all i 6 = j. Let w denote the d-vector w = (1; 0; 11 1; 0). The proposed X is the uniform distribution concentrated on the 2m points fz i ; z i + w; i = 1; 1 11; mg, that is, X (fz i g) = X (fz i + wg) = 1 2m ; 1 i m: (6) The parameters of X are 1 and the points z 1 ; 11 1; z m . We assume that z 1 ; 111 ; z m and 1 are such that X 2 P(1), i.e., max 1im (kz i k; kz i + wk)
Clearly, if 1 is small enough this is always possible; the specific choice of 1 will be given later. A key feature of X is that an optimal quantizer Q 3 for X with k = 3 2 m codepoints has a very simple structure.
Lemma 1: Let X be defined by (6) and assume that kz i 0 z j k 31 for all i 6 = j. Let S be any subset of f1; 11 1; mg of cardinality jSj = m=2. Then the quantizer which has one codepoint at zi + 1 2 w for each i 2 S and has codepoints at both z i and z i + w for each i 2 f1; 11 1; mg n S is an optimal k-point quantizer for X .
The assertion of the lemma is intuitively clear; the proof is given in [5, the Appendix]. Note that the optimal quantizer is not unique, and in fact there are m m=2 optimal quantizers for X .
Let the training data X 1 ; X 2 ; 111; X n be drawn independently from X and let Ni be the number of training data points falling in the set fz i ; z i + wg, i.e., Ni = jfj: Xj = zi or Xj = zi + w; j = 1; 11 1; ngj: We now define a training-set-dependent quantizer Q n to approximate the empirically optimal k-point quantizer Q 3 n . Let 
Therefore, using (7) and (8), we can lower-bound the difference
In the rest of the proof we will demonstrate that the expectation on the right-hand side is of order n 01=2 . First note that for all i m=2 . 
To lower-bound the last expectation we will use the following useful inequality: for any random variable Z with finite fourth moment
(see [17, p. 194] Combine this with (11), (10), and (9) to obtain
To maximize this lower bound, we need to make 1 as large as possible under the constraint X 2 P(1 
which proves the statement of the theorem for all k 3 divisible by 3 and n 2 3 k.
The proof for the case when k is not a multiple of 3 involves a slightly modified construction. In this case, we let m be the unique even positive integer satisfying k = 3m=2 + p, where p is either 1 or 2. In the definition of the modified X the points z i , z i + w are assigned prob-
, and we augment the support of X by one additional point with probability The details of the derivation are omitted since these are almost identical to the case when k is divisible by 3. Instead of (13) , in this case we obtain the slightly weaker bound (k02) and k 4. n be defined by
so that by (16)
We will use a standard but effective technique of empirical process theory to upper-bound the expectation on the right-hand side. To apply the above result we need to show that when Q k is equipped with a suitable metric, the family of random variables fT (Q) n :Q2Q k g is subgaussian and sample continuous. Clearly, n is a metric on Q k . Also, for any Q; Q 0 2 Q k we have jT (Q) n 0 T (Q ) n j p n n (Q; Q 0 ) (18) with probability one, which implies that fT (Q) n : Q 2 Q k g is sample continuous. To show that fT (Q) n : Q 2 Q k g is subgaussian in n , we recall Hoeffding's inequality [19] which states that if Y1; 1 11; Yn are independent zero-mean random variables such that a Yi b, i = 1; 111 ; n with probability one, then for all > 0 E e Y e n(b0a) =8 : proving that fT (Q) n : Q 2 Q k g is subgaussian in n . Therefore, Lemma 2 gives
