In this paper, a new family of distributions called exponentiated T -X distribution is defined. Some of its properties and special cases are discussed. A member of the family, namely, the three-parameter exponentiated Weibullexponential distribution is defined and studied. Some of its properties including distribution shapes, limit behavior, hazard function, Shannon entropy, moments, skewness and kurtosis are discussed. The flexibility of the exponentiated Weibull-exponential distribution is assessed by applying it to three real data sets and comparing it with other distributions. The exponentiated Weibull-exponential distribution is found to adequately fit left-skewed and right-skewed data sets.
Introduction
Statistical distributions are very useful in describing and predicting real world phenomena. Although many distributions have been developed, there are always rooms for developing distributions which are either more flexible or for fitting specific real world scenarios. This has motivated researchers seeking and developing new and more flexible distributions. As a result, many new distributions have been developed and studied. Mudholkar and Srivastava (1993) proposed the exponentiated Weibull distribution to analyze bathtub failure data. Gupta et al. (1998) introduced the general class of exponentiated distributions. Given a random variable X with the cumulative distribution function (CDF) F(x), the class of exponentiated distributions is defined as Gupta et al. (1998) defined the exponentiated exponential distribution by taking F(x) to be the CDF of an exponential distribution. The exponentiated Weibull distribution in Mudholkar and Srivastava (1993) is a member of the class of exponentiated distributions by taking F(x) to be the CDF of a Weibull distribution. Many researchers utilized the class of exponentiated distributions to create new distributions. For example, Nadarajah and Kotz (2003) defined and studied the exponentiated Fréchet distribution, and Nadarajah (2005) defined and studied the exponentiated Gumbel distribution. Eugene et al. (2002) introduced a new class of distributions generated from the beta distribution. Given a random variable X with the CDF F(x), the class of beta-generated distributions is defined as
The corresponding probability density function (PDF) of the beta-generated distribution in (2) is given by g(x) = 1 B (α, β) f (x)F α−1 (x)(1 − F(x)) β−1 . Eugene et al. (2002) developed and studied the beta-normal distribution by taking F(x) to be the CDF of a normal distribution. Many new distributions utilizing this technique have been defined and studied. Some examples include the beta Gumbel distribution by Nadarajah and Kotz (2004) , the beta Fréchet distribution by Nadarajah and Gupta (2004) , the beta-Weibull distribution by Famoye et al. (2005) , the beta exponential distribution by Nadarajah and Kotz (2006) , the beta-gamma distribution by Kong et al. (2007) , the beta-Pareto distribution by Akinsete et al. (2008) , the beta generalized exponential distribution by Barreto-Souza et al. (2010) , the beta generalized Pareto distribution by Mahmoudi (2011) , and the beta-Cauchy distribution by Alshawarbeh et al. (2012) . For a review of beta-generated distributions and other generalizations, one may refer to Lee et al. (2013) .
An extension of the beta-generated method was proposed in Jones (2009) and Cordeiro and de Castro (2011) by using the Kumaraswamy distribution (Kumaraswamy, 1980) , as a generator instead of beta distribution. The PDF of the Kumaraswamy generalized distributions (KW-G) is given by g(x) = αβ f (x)F α−1 (x)(1 − F α (x)) β−1 .
Recently, extended the beta-generated family of distributions by using any non-negative continuous random variable T as the generator, in place of the beta random variable. The new class of distributions is defined as
where r(t) is the PDF of a non-negative continuous random variable T . The corresponding PDF to the CDF in (4) is given by
In this new class, the distribution of the random variable T is the generator. The new family of distributions generated from (5) is called "T -X distribution". defined the Weibull-Pareto distribution from (5) by taking r(t) to be the Weibull distribution and F(x) to be the Pareto distribution.
Note that the upper limit for generating the T -X distribution is − log(1 − F(x)). It is clear that one can define a different upper limit for generating different types of T -X distributions. In this article, we define the upper limit to be − log(1 − F c (x)), which leads to a new family of exponentiated T -X distributions. By including the additional parameter c, the exponentiated T -X family provides more flexible distributions for fitting real data.
The rest of this article is organized as follows. In section 2, we define the exponentiated T -X family and provide some of its properties. Some members of exponentiated T -X distributions are discussed in section 3. In section 4, we define the exponentiated Weibull-exponential distribution, provide some special cases of the distribution, and discuss some properties of the distribution, including distribution shapes, limit behavior, hazard function, quantile function, and Shannon entropy. Section 4 also contains expression for the moment generating function and the results of investigating the skewness of the exponentiated Weibull-exponential distribution. The applications of the exponentiated Weibull-exponential distribution to three real data sets are presented in section 5.
The Exponentiated T -X Family
Let r(t) be the PDF of a non-negative continuous random variable T defined on [0, ∞), and let F(x) denote the CDF of a random variable X. We define the CDF for the exponentiated T -X class of distributions for a random variable X as
where R(t) is the CDF of the random variable T . The corresponding PDF of the generalized distribution in (6) is given by
By using a similar naming convention as "T -X distribution", we call each member of the new family of distributions generated from (7) as "exponentiated T -X distribution".
Some remarks on the exponentiated T -X distribution:
(a) The CDF and the PDF of exponentiated T -X distribution given in Equations (6) and (7), can be expressed
, where h(x) and H(x) are the hazard and cumulative hazard functions of the random variable X with CDF F c (x). Hence, the exponentiated T -X distribution can be considered as a family of distributions arising from the hazard functions.
(b) The relationship between the random variable X that follows the family of distribution in (7) and the random variable T that follows the PDF r(t) is given by X = F −1 {(1 − e −T ) 1/c }, which provides an easy way to simulate the random variable X by first simulating the random variable T and then computing X = F −1 {(1 − e −T ) 1/c }, which has the CDF G(x). Therefore, E(X) can be obtained by using
(c) We can generate new families of discrete distributions by taking the random variable X to be discrete. The probability mass function of the exponentiated T -X family of discrete distributions can be written as
Alzaatreh, defined and studied the family of discrete analogues of continuous distributions namely T -geometric family using (4) by taking X to be a geometric random variable. This article will discuss the case when X is a continuous random variable.
(d) When c = 1, an exponentiated T -X distribution reduces to T -X distribution. If in addition X follows the exponential distribution, an exponentiated T -X distribution reduces to T distribution.
The hazard function of exponentiated T -X family is given by
The quantile function for exponentiated T -X distribution, Q(λ), 0 < λ < 1, is obtained by solving G(Q(λ)) = λ, which is given by
The quantile function depends on the exponentiated parameter c. Since 0 < 1 − e −R −1 (λ) < 1 and F is monotonically non-decreasing, then Q(λ|c < 1) ≤ Q(λ|c = 1) and Q(λ|c > 1) ≥ Q(λ|c = 1).
The entropy of a random variable X is a measure of variation of uncertainty. Entropy has several applications in physics, chemistry, engineering, and economics. The Shannon entropy of a continuous random variable with PDF g(x) is defined as E − log g(X) (Shannon, 1948) . The relationship between the Shannon entropy for a random variable X that has the PDF g(x) and the Shannon entropy of a random variable T with PDF r(t) is given by the following theorem. (7), then the Shannon entropy of X, η x , is given by
Theorem 1 If T has a PDF r(t) and X follows the exponentiated T -X distribution in
where μ T and η T are the mean and the Shannon entropy for the random variable T .
Proof. See the Appendix. 2
Some Members of Exponentiated T -X Family with Different T -Distributions
There are two sub-families in the exponentiated T -X family. In the first sub-family, the X distribution is the same but the T distributions are different. In the other sub-family, the T distribution is the same but the X distributions are different. Table 1 lists the exponentiated T -X families for different T distributions. 
Beta exponential
Half normal
Log logistic
Inverted beta
In the rest of this section, we will discuss some properties of the exponentiated T -X family for different T distributions.
Exponentiated Gamma-X Family
If the random variable T follows the gamma distribution with parameters α and β, then r(t) = (Γ(α)β α ) −1 t α−1 e −t/β , t > 0. The PDF of exponentiated gamma-X family using (7) is defined as
Using the incomplete gamma function δ(α, t)
Hence, the CDF of exponentiated gamma-X family from (11) is given by
The Shannon entropy of the exponentiated gamma-X family of distributions is given by
where ψ(·) is the digamma function. The result follows from Theorem 1 by using the mean μ T = αβ and the Shannon entropy η T = α + log β Γ(α) + (1 − α)ψ(α) for the gamma distribution, which is given by Song (2001) .
Some special cases of exponentiated gamma-X family:
(1) When α = 1, the exponentiated gamma-X family reduces to
By using γ = 1/β in (12), the exponentiated gamma-X family reduces to the KW-G family in (3).
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which is named exponentiated standard gamma-X family.
(3) When β = α = 1, the exponentiated gamma-X family reduces to the exponentiated family in (1). Hence, all distributions that belong to the exponentiated family in (1) can be generated by using the family of distributions in (11).
Exponentiated Weibull-X Family
If the random variable T follows the Weibull distribution with parameters α and γ, then r(
The PDF of exponentiated Weibull-X family using (7) is defined as
By using the CDF of Weibull distribution and (6), the CDF of exponentiated Weibull-X family is given by
The Shannon entropy of the exponentiated Weibull-X family of distributions is given by
where υ is the Euler's constant. The result follows from Theorem 1 by using the mean μ T = γ Γ(1 + 1/α) and the Shannon entropy η T = υ(1 − 1/α) − log(α/γ) + 1 for the Weibull distribution (Song, 2001 ).
Some special cases of exponentiated Weibull-X family:
(1) When α = 1, the exponentiated Weibull-X family reduces to
By using λ = 1/γ in (14), the exponentiated Weibull-X family reduces to the KW-G family in (3).
(2) When α = γ = 1, the exponentiated Weibull-X family reduces to the exponentiated family in (1).
In the remaining sections, we will study the properties of a new distribution named the exponentiated Weibullexponential distribution by taking the random variable X to be the standard exponential distribution in the exponentiated Weibull-X family.
The Exponentiated Weibull-Exponential Distribution
The CDF of the exponentiated Weibull-exponential distribution (EWED) when X follows the standard exponential distribution in Equation (13) is given by
and the corresponding PDF of the exponentiated Weibull-exponential distribution is given by
Some special cases of the EWED:
(1) When c = 1, the EWED reduces to the Weibull distribution with parameters α and γ.
(2) When c = α = 1, the EWED reduces to the exponential distribution with parameter γ.
International Journal of Statistics and Probability Vol. 2, No. 3; (3) When α = 1, the EWED reduces to KW-standard exponential distribution defined by Cordeiro and de Castro (2011) .
(4) When α = γ = 1, the EWED reduces to the standard exponentiated exponential distribution.
(5) When c = 1 and α = −k, the EWED reduces to type 2 extreme value distribution defined by Johnson et al. (1995) .
Some Properties of EWED
Transformation: The relationship between the exponentiated Weibull-exponential distribution and the uniform, Weibull and exponential distributions is given by the following theorem.
Theorem 2 (a) If a random variable Y follows the uniform distribution, then the random variable
f ollows EWED.
(b) If a random variable Y follows the Weibull distribution with parameters α and γ, then the random variable
(c) If a random variable Y follows the standard exponential distribution, then the random variable
Proof. Using transformation technique, it is easy to show that the random variable X has exponentiated Weibullexponential density function as given in Equation (16).
Limit behavior: The following lemma is on the limit behavior of the PDF in Equation (16).
Lemma 1 The limit of exponentiated Weibull-exponential density as x → ∞ is 0, and the limit as x → 0 is given by
Proof. When x → ∞, the exponentiated Weibull-exponential density in (16) goes to 0. The limit of g(x) as x → 0 may be written as
By using the series representation of the logarithm function when |z| ≤ 1
the limit in Equation (17) can be expressed as
The limit of the square brackets in Equation (19) as x goes to 0 is 1. Hence, we have
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The graphs of exponentiated Weibull-exponential distribution for various values of α, γ and c are given in Figure 1 . The figure shows that the density function can take different shapes such as left-skewed, right-skewed, symmetric or reversed J-shape. Hazard function: The hazard function of EWED using Equations (15), (16) and (8) is given by
By setting c = 1, the hazard function in (21) reduces to the hazard function of the Weibull distribution. The following lemma addresses the limit behaviors of the hazard function in (21).
Lemma 2 The limit of exponentiated Weibull-exponential hazard function as x → 0 is given by
and the limit as x → ∞ is given by
Proof. The proof of the limit as x → 0 follows from Lemma 1 and it is straight forward to show the result as x → ∞ by taking the limit of exponentiated Weibull-exponential hazard function. 2, No. 3; Figure 2 displays the graph of the hazard function of the EWED for various values of α, γ and c. When α = c = 1, the EWED has a constant failure rate (= γ −1 ). For cα < 1 and α < 1, the EWED has a decreasing failure rate and when cα < 1 and α > 1, the EWED has a bathtub failure rate. When cα > 1 and α > 1, the EWED has an increasing failure rate. When cα > 1 and α < 1, the EWED has an upside down bathtub (or unimodal) failure rate. The exponent c gives the hazard function of the EWED more shapes than the hazard function of the Weibull distribution.
Quantile function: The quantile function for EWED is given by
The result follows by using (9) with R(t) and F(x) being the CDF of Weibull distribution and standard exponential distribution, respectively.
Shannon entropy: The Shannon entropy for the exponentiated Weibull-exponential variable X with density g(x) is given by the following lemma.
Lemma 3 If a random variable X follows EWED, then the Shannon entropy of X, η x , is given by
where μ x is the mean of EWED.
Proof. By using Theorem 1 and the fact that T follows a Weibull distribution with parameters α and γ, and f (x) = e −x , Equation (10) can be written as
So, to complete the proof we need to evaluate
By using the series representation for the exponential function
the integral in (24) can be simplified to
By using the series representation of the logarithm function in Equation (18), Equation (26) can be expressed as
Therefore, Equation (23) reduces to
which completes the proof.
Moment Generating Function
The moment generating function of EWED is given by where u 0 = − log 1 − (1 − e −x ) c /γ. On using the substitution u = u α 0 , the integral in (27) can be simplified as
By using the series expansion
Equation (28) reduces to
where (t) k = t (t + 1) · · · (t + k − 1) is the ascending factorial. By using the series expansion
Equation (29) reduces to
By using the series representation for the exponential function given in Equation (25), the integral in (30) can be simplified to
Thus, the moment generating function of EWED is given by
Therefore, by taking the n th derivative of the moment generating function and evaluating it at t = 0, the n th moment of the EWED can be obtained as
where the n th derivative of the ascending factorial is defined recursively as
Therefore, the mean and the variance of EWED are respectively given by
The mean and the variance of EWED are reported in Table 2 for some values of α, γ and c. For fixed values of c and α, the mean and the variance of EWED increase as γ increases. When the values of α and γ are fixed, the mean and the variance of EWED increase as c increases. For fixed values of γ and c, the variance of EWED decreases as α increases while the mean of EWED first decreases and then increases as α increases. 
Skewness and Kurtosis Based on Moments
The skewness of Weibull distribution is approximately equal to zero, when the shape parameter α is approximately equal to 3.60. Also, the skewness of the Weibull distribution is a decreasing function of the shape parameter (e.g., see Johnson et al., 1994) . In this sub-section, we will investigate the skewness of the exponentiated Weibullexponential distribution. The skewness of the EWED is computed by using
The skewness in (31) depends on the three parameters α, γ and c. In order to examine when the skewness is equal to zero, the expression in (31) is set to zero and numerical solutions are obtained for α and c for fixed values of γ.
Note that equating (31) to zero is equivalent to equating μ 3 to zero. In this analysis, we first select a fixed value of γ and consider values of c from 1.0 to 5.0 at an increment of 0.01. For each value of c, we solve for α for which μ 3 is equal to zero. Thus, we obtain a set of (c, α) for fixed γ. Figure 3 shows the curve where the EWED is symmetric for two different values of γ. Regression lines are drawn to estimate each curve.
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Thus, if the ordered pair (ln(c), α) is on the curve (32), then the EWED is symmetric. If the ordered pair (ln(c), α) lies above (or below) the curve (32), then the distribution is skewed to the left (or right). When γ = 3 and c is in the interval [1, 5] , we obtain the equation The skewness and kurtosis of EWED are given in Table 3 for some values of α, γ and c. When the values of γ and c are fixed, the skewness of EWED decreases as α increases, and the distribution changes from right skewed to left skewed; while the kurtosis of EWED first decreases and then increases as α increases. For fixed values of γ and α, the skewness of EWED decreases as c increases. When the values of α and c < 1 are fixed, the skewness of EWED decreases as γ increases. Also, when the values of α and c > 1 are fixed, the skewness of EWED increases as γ increases. From Table 3 , EWED can be left or right skewed and it can be leptokurtic (cone headed) or platykurtic (flat headed). From Table 3 , all the three parameters seem to affect the shape of EWED. This behavior is observed from the graphs of EWED PDFs (not included to save space) for various values of the parameters. 
Skewness and Kurtosis Based on Quantiles
Another way to study the relationships of the shape parameters α, γ and c and the skewness and kurtosis is by using Galton's skewness (Galton, 1883) and Moors' kurtosis (Moors, 1988) , both of which are based on the quantile function. By using the quantile function Q(·) in Equation (22), Galton's skewness and Moors' kurtosis, respectively, are given by We created a table for Galton's skewness and Moors' kurtosis for the same combination of parameters in Table 3 (not included to save space). The observations made from that table are identical to the observations made from Table 3 .
Applications of EWED
This section presents three applications of the exponentiated Weibull-exponential distribution using real data sets. The data sets are chosen to illustrate the ability of the EWED to fit skewed (left or right) and heavy-tailed data. In these applications the maximum likelihood method is applied to estimate the parameters of fitted distributions. The maximized log-likelihood, the Kolmogorov-Smirnov test (K-S) along with the corresponding p-value, the Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC) are reported in order to compare the EWED with the other distributions. For graphical illustration of the goodness of fit, the plot of fitted density functions along with the histogram of the data is presented.
Strengths of 1.5 cm Glass Fibers
The data set (n = 63) is on the strengths of 1.5 cm glass fibers and it is obtained from Smith and Naylor (1987) . Barreto-Souza et al. (2010) applied the beta generalized exponential distribution to fit the data and Barreto-Souza et al. (2011) fitted the beta Fréchet distribution to the data. The MLEs of EWED parameters and the goodness of fit statistics are reported in Table 4 . The MLEs of the beta exponential distribution and beta generalized exponential distribution (BGED) are taken from Barreto-Souza et al. (2010) , and the MLEs of beta Fréchet distribution (BFD) are from Barreto-Souza et al. (2011) . From Table 4 , Both the beta generalized exponential distribution and the EWED provide adequate fit to the data with EWED providing the best fit based on every criterion. The distribution of the data is skewed to the left (skewness = −0.92). By using the Wald statistic to test the null hypothesis c = 1 against the alternative c 1, we obtain a p-value that is less than 0.0001, which shows that the parameter c is significant for fitting the data. Hence,
International Journal of Statistics and Probability Vol. 2, No. 3; the EWED is superior to using the Weibull distribution to fit the data. This application suggests that the EWED has the ability to fit left-skewed data sets. The exponentiated parameter plays an important role in capturing the left skewness. Figure 5 displays the estimated densities of the EWED, beta Fréchet and beta generalized exponential distributions. The plots show that the EWED fits better than the beta generalized exponential distribution. Figure 5 . PDFs for glass fibers data
Depressive Condition Data
The depressive condition data is obtained from a study conducted by Leiva et al. (2010) in a city located at the south part of Chile. The data corresponds to a scale that measures the behavioral and emotional problems of children. The score was based on a study of 19 items from a random sample of 134 children. Each item was scored on a scale of 1 to 3, with 3 being a higher tendency towards depressiveness.
The depressive condition data was analyzed by Leiva et al. (2010) , using a mixture of two skewed distributions. Balakrishnan et al. (2011) analyzed the depressive condition data using three mixture models based on the Birnbaum Saunders distribution. We apply the EWED to fit the depressive condition data and compare the results with the three mixture models in Table 5 . The MLEs and the goodness of fit for the three mixture models are from Balakrishnan et al. (2011) . provides a good fit; it has the highest log likelihood and lowest AIC among the four models in Table 5 . The EWED with three parameters and model 3 with five parameters both provide adequate fit to the data.
The estimated PDFs of the EWED, Model 2, and Model 3 are given in Figure 6 , which show that the EWED fits the depressive condition data very well. Based on the plots in Figure 6 , one can see that the depressive condition data is skewed to the right (skewness = 1.13) indicating that the EWED has the ability to fit right-skewed data and capture long tails very well. The Wald statistic for testing the null hypothesis c = 1 against the alternative c 1 has a p-value of 0.008. Hence, we reject the null hypothesis in favor of the EWED. This indicates that the exponentiated parameter plays a critical role in capturing the right skewness. 
Airborne Data
The data set in this application represents the repair times (in hours) for an airborne communication transceiver and was originally analyzed by Von Alven (1964) by fitting a two-parameter log-normal distribution. Recently, Cordeiro et al. (2013) analyzed the data by using the beta generalized Raleigh distribution. We also apply the EWED to fit the airborne data and the results are given in Table 6 . The parameter estimates, the K-S, AIC, and BIC values (in Table 6 ) for the beta generalized Raleigh (BGR), exponentiated generalized Rayleigh (EGR), and generalized Rayleigh distributions are taken from Cordeiro et al. (2013) .
The results from Table 6 indicate that the BGR distribution provides a better fit than the EGR distribution, while the EWED provides the best fit with the lowest K-S statistic and highest corresponding p-value. The distribution of the data is highly skewed to the right (skewness = 2.99). The Wald statistic for testing the null hypothesis c = 1 against the alternative c 1 has a p-value of 0.078 and this is significant at 10% level. This suggests that the parameter c is critical for the EWED to be flexible for fitting long-tailed and highly skewed data. Figure 7 displays the estimated densities of the EWED, BGR distribution, and EGR distribution fitted to the airborne data. 
Summary and Conclusion
In this article, we introduce the exponentiated T -X family, which is an extension of the T -X family proposed by Alzaatreh, Lee and Famoye (2013) . The exponentiated parameter c provides additional flexibility for fitting diverse shapes of data. Some of its properties are derived and some members of the family are defined. A member of the exponentiated Weibull-X family, namely, the three-parameter exponentiated Weibull-exponential distribution is defined and studied. Various properties of the exponentiated Weibull-exponential distribution including, limiting behavior, hazard function, moments, and Shannon entropy are derived. The EWED is applied to fit three real data sets. These applications show that the EWED has the ability to fit skewed (left or right) and heavy-tailed data due to its flexibility. The need for the exponentiated parameter c can be tested using the Wald statistic. Among the three data analyzed, the parameter c is very critical for two data sets, and the third one is significant at 10% level. Figure 8 provides the various families that can be obtained from the exponentiated T -X distributions. Figure 8 . Families of exponentiated T -X distributions
