Some oscillation properties of solutions of certain hyperbolic equations of neutral type are studied and sufficient conditions for the oscillation of the solutions of a boundary value problem in a cylindrical domain are given.
I. Introduction
The oscillation theory for partial differential equations with deviating arguments has been investigated by many authors. We refer the reader to [1, 2, 3, 5] for parabolic equations of neutral type and to [4] for hyperbolic equations of neutral type.
Preliminary notes
In this paper we are concerned with the forced oscillations of solutions of the hyperbolic equation of neutral type,
U + •i(t)u(x, t --~i) = a(t)Au ÷ ~ aj(t)Au(x, pj(t))
i=1 j=l
--c(x,t,u(x,t),u(x, tr(t))) + f(x,t), (x,t) E g2 X (O, cx~)--G,
where O is a bounded domain in R" with a piecewise smooth boundary ~f2 and A is the Laplacian in the Euclidean n-space ~". We consider three kinds of boundary conditions:
~u ~--~ = ~, on dr2 x ~+, 
where ~+ = [0, c~), n is the unit exterior normal vector to aO. Introduce the following assumptions:
limt_.o~pj(t)= c~, j = 1,...,k; zi = const > 0, i= 1 .... ,m.
H3. c(x, t, ~1, 4) E C(G x R × ~, ~) and c(x, t, -~, -4) : -c(x, t, ~, 4)
for all (x, t, r/, 4) E G × ~ × ~.
H4. c(x, t, ~1, 4) >>-p(t)h(~)
for all (x, t, r/, 4) E G × (0, c~) × (0, c~) where p is continuous and positive in (0,c~) and h is continuous, positive and convex function in (0, c~).
H7. ~, E C(c912 x ~+, R). H8. # E C(c312 × I~+, R+). (1) , (B1) 
Main results

Oscillation of solutions of problem
Proofl Suppose that the conclusion of the theorem is not true and let u E C2(G)N CI(G) is a solution of problem (1), (B1) which has no zero in f2 x [t0,c~) for some to > 0.
Let u(x,t) > 0 in f2 × [t0,cc). It follows from H2 that there exists tl t> to such that
i= 1,...,m; j= 1 .... ,k.
Assumption H4 and (4) imply that c(x, t, u(x, t), u(x, a(t))) >1 p(t)h(u(x, a(t))), (x, t) E [2 x [tl, c~).
Thus, we have
Multiplying (5) by q~ and integrating over f2, we obtain
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From condition (B1), Green's formula and Jensen's inequality it follows that f uCdx--L,0. onjdS+fuA dx
Thus, by (7)- (9) and (6) we 
zi) + eoa(t)V(t) + c~o ~_aj(t)V(pj(t)) + p(t)h(V(~(t)))
j=l k j=l t /> tl, where V(t) = fa u(x, t)q~(x) dx, t >>. to.
F(t) -a(t) J¢fe = ~O~n dS-Z aj(t)f ~o(x, pj(t)) n dS + J~ f(x,t)~(x)dx,
j=l we obtain from (10) that
dt 2 V(t) + 2i(t)V(t-zi) <~ F(t), t >~ tl.
i=l Integrating the inequality (11 ) twice over the interval [tl, t], we get
V(t) + ~--~ 2i(t)V(t-zt) <<. Co + Cl(t-tl) + F(s)ds drl
i=1 I'
=Co+Cl(t-t~)+ (t-s)F(s)ds, t >~ tl,
where Co and C1 are constants.
(8)
Moreover,
V(t) t V(t) + ~iml 2i(t)V(t -ri) --<<
Conditions (2) and (12) 
liminf [t (1-~) (f f(x,s)~(x)dx)ds =-c~ t----~ ,I tO
,imsuPf0 ' (1
Then every solution u E C2(G)fq CI(-G) of the problem ~t 2 u + 2i(t)u(x, t -"ri) = a(t)Au + ~ aj(t)Au(x, pj(t))
-e(x,t,u(x,t),u(x,a(t))) + f(x,t), (x,t) C f2 × (O, cc),
which is positive in 12 x [t0,cx~). Proceeding as in the case u > 0 and using condition (3) we are led to a contradiction. [] Then every solution u E C2(G) Yl Cl(a) of problem (1) , (B2) oscillates in G.
Oscillation of solutions of problem (1), (B2)
Proof. Assume to the contrary that u E C2(G)f')CI(G) is a nonoscillating solution of problem (1) 
.,m) u(x,a(t)) > 0 and u(x, pj(t)) > 0 (j = 1 ..... k) for (x,t) E f2 x [tl,C~). Thus, from (1) and H4 we have
Ot ---5 u + Z 2i(t)u(x,t -zi) <<. a(t)du + Zaj(t)Au(x, pj(t))
-p(t)h(u(x, tr(t))) + f(x,t), (x,t) E I2 × [h,o~). (15)
Green's formula yields
3u dS LAudx=Lo n --L~ dS, and fa Au(x, pj( t ) ) dx t >/ tl = f~o Ou ~n(X, py(t)) dS
= f~a ~b(x, pj(t)) dS, t >/ tl, j= l,...,k.
Therefore, integrating (15) over f2, we obtain dt 2
<<. a(t) L Au dx + ~ aj(t) fo Au(x, pj(t)) dx -p(t) fa h(u(x, a(t))) dx + L f (x, t) dx j=l k <<. a(t) fo ~dS + Z aj(t) fo ~k(x, pj( t ) ) dS
where IOl = f~ dx. Set 1£
W(t) = -~] u(x, t) dx.
It follows from (16) that at E w(t) + Z 2i(t)w(t -zi) + p(t)h(W(a(t)))
i=l
<. a(t)~k(x, t) + ~ aj(t)O(x , pj(t)) dS + ~ f(x, t) dx j=l dcf'H(t), (x,t) E O× [tl,C~), and therefore dt 2 W(t) + 2i(t)W(t-zi) <. H(t), t >>. tl.
Integrating inequality (17) 
Then every solution u E C2(G)N CI(G) of problem (1) , (B3) oscillates in G.
Proof. Suppose that the problem (1), (B3) has a solution u E C2(G)A CI(G) which has no zero in f2 x [to, cxD) for some to > 0. Therefore, from (1) and (B3) we obtain 
Assume that u(x,t) > 0 in (2 × [t0,cx~). Then there exists tl I> to such that u(x,t -zi) > O, u(x,~r(t)) > O, u(x, pj(t))
dt 2 udx + ~ 2i(t) u(x,t -ri)dx i=1 k <~ a(t) ~ Audx+ ~ aj(t) ~ Au(x, pj(t))dx-p(t) ~ h(u(x,~(t)))dx+ f~ f(x,t)dx j=l k
<<.a(t)L(-I~u)dS+Zaj(t) ~ j=l (-p(x, pj(t))u(x, pj(t))) dS -p(t)lOlh (~01 fau(x'a(t))dx) + f~ f(x,t)dx
dt 2 W(t) + ,~i(t)W(t --"Ci) "~-p(t)h(W(a(t))) ~ ~ f(x,t)dx, t >1 tl.
i=1
The next parts of the proof are similar to the proof of Theorem 3.3 and we omit them. [] Here n = 1, m = 2, f2 = (0, n),/~(x, t) = 1 (x = 0, n; t >t 0), and f(x, t) = cos t-et(sinx+ 1 ) cos t + (2 sin x + 1 ) sin t.
We have
f(x,t)dx= f(x,t)dx=rccost-(~+2)etcost+(~+4)sint,
£ (1 e'sin,+ Co
Hence, the hypotheses of Theorem 3.4 are satisfied and it follows that every solution of (20) which is of class C2 (G) N CI(G) , where G = (0,~) x (0,o~), is oscillatory in G. For instance, u(x, t) = (sinx + 1 ) sin t is one such solution.
