Abstract-We introduce a new family of space-time trellis codes that extends the powerful characteristics of super-orthogonal space-time trellis codes to four transmit antennas. We consider a family of quasi-orthogonal space-time block codes as building blocks in our new trellis codes. These codes combine set partitioning and a super set of quasi-orthogonal space-time block codes in a systematic way to provide full diversity and improved coding gain. The result is a powerful code that provides full rate, full diversity, and high coding gain. It is also possible to maintain a tradeoff between coding gain and rate. Simulation results demonstrate the good performance of our new super-quasi-orthogonal space-time trellis codes.
I. INTRODUCTION
S PACE-TIME trellis codes have been introduced in [1] to provide improved error performance for wireless systems using multiple transmit antennas. The authors have shown that such codes can provide full diversity gain, as well as additional signal-to-noise ratio (SNR) advantage that they call the coding gain. Code design rules for achieving full diversity for two transmit antennas are also provided. Using these design rules, examples of codes, for two transmit antennas, with full diversity, as well as some coding gain were constructed that are not necessarily optimal.
In [2] , Alamouti introduced a simple code to provide full diversity for two transmit antennas. In [3] , the scheme is generalized to an arbitrary number of antennas and is named space-time block coding. Also, the theory of orthogonal designs has been generalized in [3] to show when it is possible to achieve full diversity. Although a space-time block code provides full diversity and a very simple decoding scheme, despite the name, its main goal is not to provide additional coding gain [3] , [4] . This is in contrast to space-time trellis codes that provide full diversity, as well as coding gain but at a cost of higher decoding complexity.
A new class of space-time codes called super-orthogonal space-time trellis codes (SOSTTCs) was introduced in [5] . A similar independent work was done in [6] . These codes combine set partitioning and a super set of orthogonal space-time block codes in a systematic way to provide full diversity and improved coding gain over earlier space-time trellis code constructions. The super-orthogonal set is derived by a constellation rotation. While providing full-diversity and full-rate, the structure of the new codes allows an increase in the coding gain. One shortcoming of the orthogonal space-time block codes is the fact that full-rate codes do not exist for more than two transmit antennas [3] . To combat this problem, quasi-orthogonal space-time block codes (QOSTBCs) have been proposed in the literature [7] , [8] that provide full rate. One can rotate some of the signals in a quasi-orthogonal space-time block code to derive a code that provides full-diversity and full-rate.
Independent examples of such a rotation are given in [9] - [11] . The result is powerful codes with simple pairwise decoding strategies. Some related work in the literature can be found in [12] - [14] . In this paper, first, we study the conditions for which a rotated QOSTBC provides full diversity, and then we combine the constellation rotations of SOSTTCs with that of QOSTBCs to systematically design a new class of space-time codes that provide full-rate, full-diversity, and very high coding gains for four transmit antennas. We call codes derived from this new structure super-quasi-orthogonal space-time trellis codes. We also provide a class of non-full-rate codes to tradeoff rate with coding gain. Not only do we show how to design a space-time trellis code for a given rate and number of states, but also our general set partitioning results provide the maximum coding gain for the proposed structure. In Section II, first we provide a parameterized class of quasiorthogonal space-time block codes and study the conditions to provide full diversity. Then, we study the set partitioning using phase shift keyed (PSK) constellation symbols in Section III. We provide coding gain analysis in Section IV. Using the new parameterized class of space-time block codes and our set partitioning, we show how to design optimal super-quasi-orthogonal space-time trellis codes for four transmit antennas in Section V. Non-full-rate codes that provide a tradeoff between rate and coding gain are designed in Section VI. We present simulation results in Section VII and provide some concluding remarks in Section VIII.
II. FULL-DIVERSITY QUASI-ORTHOGONAL SPACE-TIME BLOCK CODES
Consider a space-time code using the transmission matrix . Let us denote the difference of the transmission matrices for codewords and by and its Hermetian, complex conjugate and transpose by . Following the definitions in [1] , the diversity of such a code is defined by the minimum rank of the matrix . For the case of transmit antennas and one receive antenna, the maximum diversity is . When is full-rank for every pair of codewords, the code is a full-diversity code and the minimum of the determinant of the matrix over all possible pairs of distinct codewords and corresponds to the coding gain. We define the coding gain distance (CGD) between codewords and as , where is the determinant of matrix . In general, if we have a code with diversity less than , the distance can be defined as the harmonic mean of the nonzero eigenvalues of . Full-rate orthogonal designs with complex elements in its transmission matrix are impossible for more than two transmit antennas [3] . The only example of a full-rate full-diversity complex space-time block code using orthogonal designs is the Alamouti scheme [2] , which is defined by the following transmission matrix:
Here, we use the subscript 12 to represent the indeterminate variables and in the transmission matrix. Now, let us consider the following QOSTBC [7] : (2) where a matrix is the complex conjugate of . It has been shown in [7] that this is a full-rate code and symbols can be decoded in pairs. There are other examples in [7] with the same properties. Also, a similar quasi-orthogonal code is proposed in [8] (3)
It is easy to see that the minimum rank of the difference matrix is 2. Therefore, for receive antennas, a diversity of is achieved, while the rate of the code is one. Note that it has been proved in [3] that the maximum diversity of for a rate one complex orthogonal code is impossible in this case if all signals are chosen from the same constellation. The maximum-likelihood decision metric can be calculated as the sum of two terms such that one can decode pairs of symbols independently [7] . For and from the original constellation, let us denote and as the rotated symbols (with respect to and ). One can show that it is possible to provide full-diversity QOSTBCs by replacing with . Independent examples of such full-diversity QOSTBCs are provided in [9] - [11] . The resulting code is very powerful since it provides full diversity, full rate, and simple (pairwise) decoding with good performance.
In what follows, first, we derive the general conditions to achieve full diversity for this code.
Lemma 2.1: Consider two possible codewords and . Then CGD
for the QOSTBC in (3). The same formula holds for the code in (2) if we arrange the codewords as and . Proof: For the code in (3), the proof is given in [10] . For the code in (2), we have (5) signals from the rotated constellation, the resulting QOSTBC provides full diversity.
Proof: First, we show that if belongs to an -PSK constellation point and is even, is also a point of the constellation. For -PSK constellation points, we have for some value of . Calculating shows that belongs to the same -PSK constellation.
To prove the theorem, using Lemma 2.2, we need to show that it is impossible for any values of , from the original constellation and , from the rotated constellation to have . We know that is a vector which is placed on the bisector of and . Suppose that and from the rotated constellation can have a sum equal to . Then, we assume (7) Therefore, results in , or equivalently, . This results in one of the following two equalities
Neither of these equations can be true because results in and that is impossible and results in another set of impossible equations and .
For odd , we prove the following theorem.
Theorem 2.2:
For an -PSK constellation, odd, if the rotation , the code is not full diversity. Otherwise, the code provides full diversity.
Proof: For -PSK constellation points, we have for some value of . Then, . Since is odd, there is an such that
. which results in . Therefore, if belongs to an -PSK constellation with odd , then is in the constellation resulting from the rotation of the initial -PSK constellation by
. In other words, every point of the initial -PSK constellation is an edge of a diameter of the circle that passes through all -PSK points and if it is replaced by the other edge of the diameter, the result is another -PSK constellation rotated by . Using the above result, for any pair and , one can write , where and are from the rotated constellation. Therefore, for every difference between two signals of the original -PSK constellation, there is an equal difference term between two signals from the rotated constellation. If these four signals are part of the two codewords, the resulting coding gain is zero which shows the code does not provide full diversity. For other rotations, the proof of full diversity is similar to that of Theorem 2.1.
Theorems 2.1 and 2.2 show that the proposed rotated QOSTBC provides full diversity and full rate unless we use an -PSK constellation with odd and a rotation . In [10] , the authors provide a list of rotations that achieve the maximum coding gains for different examples of popular constellations.
III. SET PARTITIONING
To design a super quasi-orthogonal space-time trellis code, we follow the general method in [5] . First, we need to do set partitioning. The number of signals to be partitioned varies with the fourth power of the constellation cardinality, e.g., 8 for 8-PSK. We provide a complete study of set partitioning for binary phase-shift keying (BPSK) and quadrature phase-shift keying (QPSK) for four transmit antennas and present a general algorithm for obtaining the set partitioning of an arbitrary -PSK from the set partitioning of an -PSK ( is even). Our set partitioning is similar to the schemes proposed for multiple trellis coded modulation (MTCM) in [15] although the case of four components is not considered there.
In this section, we assume that , , , and are symbols from an -PSK constellation (even ) and and are rotated by to derive and . The resulting quasi-orthogonal code is full diversity due to Theorem 2.1. Note that rotating instead of results in similar properties and Theorem 2.1 is still valid. The index assignment for an -PSK constellation is such that an index represents a symbol . We provide the indices for , , , and in all tables and figures. The resulting symbols and are derived by applying the corresponding rotations. Fig. 1 shows an example of set partitioning for BPSK. In Fig. 1 , the rotation is and 0, 1 represent 1, , respectively. Note that is the optimum rotation in that it provides the maximum coding gain for a quasi-orthogonal space-time block code using BPSK. Also, clearly 0, 1, respectively, represent , after applying the rotation for the third or fourth symbols. Table I presents a similar set partitioning for QPSK. Similarly, we have picked a rotation of for QPSK since it is the optimum rotation, i.e., it provides the maximum coding gain for a quasi-orthogonal space-time block code. The resulting constellation is very similar to a -QPSK constellation [16] .
One can find the best set partitioning for a given constellation by an exhaustive search. The minimum CGD at each layer of such an optimal set partitioning is maximum among those of all possible set partitioning trees. Such an exhaustive search may be time consuming for large constellations. However, since it is done once and only to design the codes, the high complexity may be acceptable. In this paper, we present an inductive algorithm for the set partitioning of -PSK using the set partitioning of -PSK when is even and the rotation is . Our algorithm reduces the complexity of the exhaustive search dramatically. The number of quadruplets for -PSK is 16 times that of -PSK. Therefore, when we go from -PSK to -PSK, the same level of the tree from the top includes 16 times more members and the tree includes more layers of subsets. The way we handle this 16-fold increase in the number of elements in each set is as follows. Note that the index in the -PSK and the index in the -PSK represent the same symbol. To increase the number of elements in a set by a factor of 16, we add all 2 combinations of 0 and to the elements of the original set in a quadruplet, as in Fig. 2 . It gives us eight new subsets for -PSK under each subset of -PSK. The three binary indices after letter in Fig. 2 are added to the index of the subset in the -PSK set partitioning. Then, one may need to move some of the new subsets to maximize CGD at each level of set partitioning. For example, we consider the derivation of the set partitioning for QPSK from that of BPSK. In this case, and a set partitioning for QPSK is derived by adding the new subsets using Fig. 2 . To maximize CGD, we need to switch subsets and (derived from Fig. 2 ), as we have done in Table I . Similarly, we have switched with , with , and with to increase the CGD. Corresponding subsets rooted in set have been switched to achieve the set partitioning in Table I . Fig. 3 demonstrates the details of one example of such a switching. Using the splitting in Fig. 2 for results in the partitioning in Fig. 3(a) . As can be seen from this figure, the minimum CGD for subsets , , , and is 256. By switching and (also with ), as in Fig. 3(b) , the minimum CGD for subsets , , , and is 1024 which is higher than 256. We study the details of CGD analysis for different subsets in the next section. 
IV. CGD ANALYSIS
In this section, we study how to calculate the CGD of each subset in our set partitioning. To calculate the CGD of different subsets one needs to calculate the CGD between each possible codeword pair in the set and find the minimum CGD. There are two approaches to calculate the CGD between a pair of codewords. The first approach is to calculate the CGD by computer simulation. The second approach is to calculate it analytically using closed-form formulas. In this section, we consider the second approach since the first approach is straightforward. Let us consider the following pair of four -PSK signals as codewords: (10) We also define and and are multiplied by a phase shift , to generate and . In other words, , , , and . Therefore, we can write the difference matrix in terms of these new parameters, as shown in (11) at the bottom of the next page. As it is evident from (5) and the corresponding formula for the code in (3), the CGD, which is only depends on , ,
instead of , ), and not the 's themselves. One of the important factors in calculating the CGD is the number of zeros that we have in the error matrix . The number of zeros in the matrix is directly related to the number of symbols that are the same in and . Since we have a quadruplet to work with, in general, there are four cases.
Case 1) Two codewords and differ in only one symbol for example quadruplets 0000 and 1000.
Case 2) Two codewords and differ in two symbols. This case is divided into two categories. a) When the different symbols belong to constellations with different rotations, for example, quadruplets 0000 and 1001. b) When the different symbols belong to constellations with the same rotations, for example, quadruplets 0000 and 1100. Case 3) Two codewords and differ in three symbols. As we will show later, the CGD is never dominated by this case. As an example, quadruplets 0000 and 0111 differ in three symbols. Case 4) Two codewords and differ in four symbols for example quadruplets 0000 and 1111. The CGD of different subsets is dominated by different cases. To see how different cases dominate the calculation of the CGD, we consider different layers of set partitioning in Fig. 1 . The CGD of subset in Fig. 1 is dominated by Case 1). The CGD of subset is dominated by Case 2a). The CGD of subset is dominated by Case 2b). The CGD of subset is dominated by Case 4). Note that the structure of our set partitioning is such that the CGD is never dominated by Case 3) .
In what follows, we calculate the CGD of different cases separately. We consider an -PSK constellation and rotation for the third and fourth symbols. Note that similar results are valid if we rotate the first and second symbols instead of the third and fourth symbols.
A. Only One Difference
If there is only one difference between the symbols of and , then assuming a phase difference of between the different symbols, the CGD can be calculated using (11) as follows: (12) Using (12) 
B. Two Differences
Two codewords and can differ in two positions in different ways. In our set partitioning, the magnitude of the phase difference between the two pairs of the symbols that differ is the same, for example, for quadruplets 1001 and 0101. As discussed earlier, we have two categories that need to be considered separately.
The first category is when the different symbols belong to constellations with different rotations, for example, quadruplets 1001 and 2011. The CGD depends on the phase difference and the difference between the phase of the two symbols. For example, if the different symbols are and , the CGD is (13) If instead of and , the different symbols are and , then (13) The second category is any other pair with two differences. In this case, the two symbols are from constellations with the same rotations, for example, quadruplets 1001 and 0101. The CGD depends on the phase difference and can be simplified as follows: (14) For QPSK, if , for example quadruplets 0101 and 1001, then . On the other hand, , for example, quadruplets 3201 and 1001, results in .
C. Three Differences
In this section, we show that we do not need to calculate the CGD in this case (when only one of the symbols is identical between the two quadruplets) in order to calculate the CGD of our set partitioning. The final format of the CGD formula is very similar for different possibilities in this case. Therefore, we only consider the case that the fourth symbols are identical. The resulting CGD is calculated by (15) Since , the CGD in (15) is always greater than the one in (12) . The structure of our set partitioning is such that the first time that the case of three differences appears it always coincides with the case of only one difference. Therefore, the CGD in (15) is always dominated by the smaller value of (12) and there is no need to calculate it in order to find the minimum CGD.
D. Four Differences
Again, due to the structure of our set partitioning, the magnitude of the phase difference between corresponding symbols of (11) the quadruplet is the same. The CGD in this case is calculated as follows: (16) where and . For QPSK, if , for example quadruplets 2112 and 1001, then . On the other hand, , for example, quadruplets 3223 and 1001, results in . In this section, we showed how to calculate the CGD in different cases. The derived formulas and the corresponding minimum CGDs match with the direct calculation of CGDs, using the original definition, and a full search to find the minimum CGD. The results are used in the following section to design space-time trellis codes and calculate the coding gain of the designed codes.
V. DESIGNING FULL-RATE, FULL-RIVERSITY CODES
In this section, we design trellis codes for four transmit antennas and obtain the coding gain for these codes. Using the quasi-orthogonal space-time block codes that we have studied so far as building blocks to design trellis codes would result in rates lower than full rates. To design trellis codes without sacrificing the rate, one should add new elements in the code design as follows. So far, we have assumed that the constellation points and belong to a rotated -PSK constellation. Obviously, due to the symmetry, similar results are valid if we rotate and instead of and . This will give us a new degree of freedom and additional constellation matrices to pick from. Using these two codes, we still need more constellation matrices to design full-rate trellis codes. The notion of adding constituent block matrices to the design of an STTC based on phase rotation of one or more columns of the block is analogous to the conversion of an orthogonal code into a super-orthogonal code. Here, we convert a quasi-orthogonal code into a super-quasi-orthogonal code.
Multiplying the th column of a quasi-orthogonal code by when is a multiple of , preserves all the characteristics of the code without expanding the constellation. This provides four additional degrees of freedom. In what follows, we show that we only need to use two of these four rotations.
We use to represent a quasiorthogonal code in which symbols are from an -PSK constellation; symbols and are rotated with rotation and symbols and are rotated with rotation . Also, the first column is multiplied by and the second column is multiplied by as follows:
(17) Equation (17) provides a class of quasi-orthogonal space-time block codes with four parameters that provide enough constellation matrices to design a full-rate trellis code, when , ,
, and belong to an -PSK constellation. There are many other choices that provide similar properties although it is important to make sure that the used rotations do not change the diversity of the code. For example, instead of rotating the first column, one may rotate the third column to achieve a similar code with exactly the same properties. Or as we mentioned before, the codes in (2), (3) , and other examples in [7] all provide similar properties after incorporating the proposed rotations. It is easy to show that the above class of codes always provide a full-rate, full-diversity code for which the symbols can be decoded in pairs. Maximum-likelihood decoding for the code in (17) results in finding the pairs and separately. The corresponding formulas are provided in the appendix as a reference.
A. Two-State Codes
We introduce two-state codes for BPSK and QPSK constellations in Fig. 4 . It is possible in a two-state code that a path diverging from state zero remerges to state zero in transitions. To find the minimum CGD of a code, one should consider all possible paths with transitions and calculate the corresponding CGD. Then, the minimum CGD among these paths is compared with the minimum CGD of the parallel paths calculated in Section IV. For the rate bit/s/Hz code in Fig. 4 using BPSK, the minimum CGD for paths with transitions is more than the minimum CGD for parallel transitions ( ). Therefore, the minimum CGD of the code is 4096. For the rate bits/s/Hz code in Fig. 4 using QPSK, the minimum CGD of the code is 64 which is dominated by parallel transitions.
Note that one has different choices in selecting the rotations; however, not every possible rotation provides full diversity. For example, in the code presented in Fig. 4(a) , picking for the first state will result in losing the full diversity. Therefore, it is important to adopt the rotations that preserve the full diversity of the resulting trellis code. 
B. Four-State Codes
We demonstrate four-state codes in Fig. 5 . It is impossible in these codes to diverge from a state and remerge to the same state after transitions. For the BPSK code in Fig. 5 , the minimum CGD for the paths with transitions is larger than the CGD of parallel transitions which is 4096. Therefore, the minimum CGD of the code is 4096. For the QPSK code in Fig. 5 , the minimum CGD of the code is 64 which is also dominated by parallel transitions.
We also present two more four-state codes in Fig. 6 . The minimum CGD of the BPSK and QPSK codes in Fig. 6 is 1792 and 256, respectively. The BPSK code in Fig. 6 is more complex than the BPSK code in Fig. 5 , while providing a lower coding gain. Therefore, there is no use for this code. On the other hand, the QPSK code in Fig. 6 compared with the QPSK code in Fig. 5 provides a higher coding gain with a slight increase in complexity.
Using our new method, one can design codes for four transmit antennas using any given trellis and at any given rate. Usually, there are a few degrees of freedom in terms of picking the rotations to maximize the coding gain for the given structure.
VI. NON-FULL-RATE CODES
In this section, we provide a framework that allows a tradeoff between rate and coding gain. The main idea is to use the structure of a super-orthogonal space-time trellis code designed for two transmit antennas [5] to design space-time trellis codes for four transmit antennas. First, we present the following formula for calculating the CGD of a quasi-orthogonal code from [10] : (18) where (19) In this section, we use instead of CGD to emphasis the use of four transmit antennas in the code. We derive a closedform formula for in terms of , the coding gain of a code for two transmit antennas. For the sake of simplicity, we explain the details for QPSK although a similar approach works for any other -PSK constellation.
A. QPSK Codes With Rate bit/s/Hz
First, we design a half-rate code, 1 bit/s/Hz for QPSK, as follows. Four input bits select symbols and from the QPSK constellation in a similar way that we pick them in a full-rate code. Then, and are assigned as and . The following lemma shows how to calculate the coding gain of this code from that of an Alamouti code. This provides a remarkable increase in the coding gain by sacrificing half the rate. Note that since is a function of and is a function of , the maximum-likelihood decoding only needs to provide and . Therefore, similar to orthogonal space-time block codes, different symbols are decoded separately and the decoding is very simple. This is unlike the quasi-orthogonal codes for which the decoding is done in pairs using (26) and (27) .
The map that we have used to define from is not unique. In fact, one can use different possibilities with similar properties in order to increase the rate. We consider such an approach in what follows.
B. QPSK Codes With Rate bits/s/Hz
Let us assume that for any constellation pair , we pick one of the eight possible constellation pairs from the following list: Then, there are total possible quadruplets if the constellation is QPSK. Therefore, the rate of the code is bits/s/Hz. To calculate the CGD of this code, we use the following parameters to summarize different cases Therefore, CGD is calculated as follows: (25) which is identical to (21) and is a high increase in the coding gain. 
C. Trellis Diagrams
In this section, we design space-time trellis codes that are not full-rate. Note that using (25), there is a one-to-one mapping between the CGD of our non-full-rate codes and the full-rate super-orthogonal space-time trellis codes for two transmit antennas in [5] . Therefore, we use the optimal set partitioning and codes from [5] and add the above structure to design codes for four transmit antennas. Fig. 7 shows two examples of such codes where with a slight abuse of the notation, represents a quasi-orthogonal code in which the first column is multiplied by and the second column is multiplied by . The set partitioning for is the same as the set partitioning in [5] for a space-time block code using orthogonal designs and two transmit antennas and is shown in Fig. 8 . Symbols and are selected as we discussed in Sections VI-A and VI-B. For the codes with rate bits/s/Hz, each trellis transition represents eight different possibilities for from (22) . By using four of the eight cases in (22), one can design a rate bits/s/Hz code using the same trellis. It can be shown that after multiplying the th column by , the CGD is still calculated by (25). Also, for a path with transitions, the CGD is calculated by replacing the in (25) with the sum of the corresponding 's for each transition, i.e.,
. Considering a super-orthogonal space-time trellis code for two transmit antennas and a path with transitions , where is the same as before, i.e., . Therefore, (25) holds for any path with transitions. Since the set partitioning is taken from [5] , and we have (25) for the CGD, all optimality results from [5] hold in this case as well. Since the minimum CGD of the two-state and four-state super-orthogonal space-time codes for two transmit antennas is 16 [5] , using (25), the minimum CGD of the codes in Fig. 7 is 1024. This is much more than 64, the minimum CGD of the QPSK code in Fig. 5 , although the rate of the QPSK code in Fig. 5 is 2 bits/s/Hz. Note that in general a higher CGD is expected for a lower rate code. Therefore, there is a tradeoff between rate and coding gain using non-full-rate codes versus full-rate codes.
Given any super-orthogonal space-time trellis code designed for two transmit antennas in [5] , the structure in this section allows us to design space-time trellis codes for four transmit antennas and therefore provides a tradeoff between rate and coding gain.
VII. SIMULATION RESULTS
In this section, we provide the simulation results of the codes that we designed in Sections V and VI for four transmit antennas and one receive antenna. In all simulations, a frame consists of 132 transmissions out of each transmit antenna. We consider a quasi-static Rayleigh-fading channel in which the fades are constant over a frame and change independently for each frame. Fig. 9 shows the frame error probability results versus SNR for different codes. The two-state codes in Fig. 4 are denoted by SQOSTTC ( ) and SQOSTTC ( ). The set partitioning in Fig. 1 is used for BPSK ( bit/s/Hz). For bits/s/Hz, we use QPSK and the corresponding set partitioning in Table I . We also include the non-full-rate codes in Section VI for , 1.75 bits/s/Hz. While the CGD of these two codes are the same and equal to 1024, the non-full-rate code may not be a good candidate because a higher CGD is possible using BPSK in a SOSTTC or SQOSTTC structure. On the other hand, the code is a very good candidate. Note that in general the CGD is higher for a lower rate code and there is a tradeoff between coding gain and the rate of a code. At rate bit/s/Hz, we provide two other codes for comparison. The second code is an eight-state space-time code from [17] . In addition, we include outage probabilities from [18] (independently derived in [19] ). The results show that the slope of the curve for SQOSTTCs is the same as that of the outage probability. This is in agreement with the fact that SQOSTTCs provide full diversity. Also, using only two states, the performance of SQOSTTCs is about 3.5-4 dB away from the outage capacity. The gap can be decreased by using a trellis with more states.
As can be seen from the simulation results, the rate bits/s/Hz full-rate code and the rate bits/s/Hz non-full-rate code using four transmit antennas provide all good properties of SOSTTCs using two transmit antennas. Therefore, one can think of SQOSTTCs as generalization of SOSTTCs to more than two transmit antennas. As can be seen from the figure, our two-state SQOSTTC outperforms an eight-state code from [17] at high SNRs, while providing a lower complexity. It also outperforms a two-state SOSTTC. Since the gap between SQOSTTCs and outage probabilities is similar at rates ,2, we expect a similar comparison and the superiority of SQOSTTCs at bits/s/Hz although it is not shown in the figure due to the lack of access to the simulation results of other codes.
VIII. CONCLUSION
In this paper, we have presented and analyzed new codes named super-quasi-orthogonal space-time trellis codes for four transmit antennas. First, we provided the necessary and sufficient condition for full diversity in quasi-orthogonal codes. Then, we used these results to present full-diversity, full-rate super-quasi-orthogonal codes. These codes combine set partitioning and a super set of quasi-orthogonal space-time block codes in a systematic way to provide full diversity and improved coding gain. The result is a powerful code that provides full rate, full diversity, and high coding gain for different number of states and at different rates. Then, we introduced non-full-rate codes that provide higher coding gains compare with full-rate codes. It is also possible to maintain a tradeoff between coding gain and rate. Simulation results demonstrate the good performance of our new super-quasi-orthogonal space-time trellis codes. We have provided a complete study of CGD analysis and different code examples. There are few examples of codes for more than two transmit antennas in the literature. The existing space-time codes in the literature are usually designed manually or by computer search, while our proposed codes are designed systematically. Also, simulation results show that our codes provide very good performance with only two states.
In this paper, we only consider four transmit antennas. quasi-orthogonal space-time block codes have been designed for more than four transmit antennas as well [7] , [8] . Our proposed space-time trellis codes are general enough such that one can design codes for more than four transmit antennas following similar methods. The details and performance results can be considered as future work.
APPENDIX
In this Appendix, we provide the decoding formulas for the quasi-orthogonal space-time block code in (17) and one receive antenna. Maximum-likelihood decoding for the code in (17) results in finding the pair that minimizes in the following equation: (26) where , , 2, 3, 4 is the path gain from the transmit antenna to the receive antenna and , , 2, 3, 4 is the received signal at time . Note that if , there is no cross term and independent decoding of and is possible. One such an example is when and are real numbers, while and . Similarly, maximum-likelihood decoding results in finding the pair that minimizes in the following equation:
(27) Again, and can be decoded independently if . In general, the pairs and are decoded separately. If , all symbols can be decoded independently and the resulting code is a pseudo-orthogonal space-time block code [20] .
