Abstract: In this paper we propose an automatic selection of the bandwidth of the semi-recursive kernel estimators of a regression function defined by the stochastic approximation algorithm. We showed that, using the selected bandwidth and some special stepsizes, the proposed semi-recursive estimators will be very competitive to the nonrecursive one in terms of estimation error but much better in terms of computational costs. We corroborated these theoretical results through simulation study and a real dataset.
Introduction
In recent years, there has been a lot of interest in big data. In such a large sample data context, building a semi-recursive estimator which does not require to store all the data in memory and can be updated easily in order to deal with online data is of great interest. In the framework of the nonparametric kernel estimators, the bandwidth selection methods studied in the literature can be divided into three broad classes: the cross-validation techniques, the plug-in ideas and the bootstrap. A detailed comparison of the three practical bandwidth selection can be found in Delaigle and Gijbels (2004) . They concluded that chosen appropriately plug-in and bootstrap selectors both outperform the cross-validation bandwidth, and that neither of the two can be claimed to be better in all cases. Recently, plug-in bandwidth selection method for recursive kernel density estimators defined by stochastic approximation method have been done by Slaoui (2014a) and for recursive kernel distribution estimators have been done by Slaoui (2014b) . In this paper, we developed a specific plug-in bandwidth selection method of the semi-recursive kernel estimators of a regression function defined by stochastic approximation method.
Let (X 1 , Y 1 ) , . . . , (X n , Y n ) be independent, identically distributed pairs of random variables with joint density function g (x, y), and let f denote the probability density of X. In order to construct a stochastic algorithm for the estimation of the regression function a : x → E(Y |X = x)f (x) at a point x, we define an algorithm of search of the zero of the function h : y → a(x) − y. Following Robbins-Monro's procedure, this algorithm is defined by setting a 0 (x) ∈ R, and, for all n ≥ 1, a n (x) = a n−1 (x) + β n W n , where W n (x) is an "observation" of the function h at the point a n−1 (x), and the stepsize (β n ) is a sequence of positive real numbers that goes to zero. To define W n (x), we follow the approach of Révész (1973 Révész ( , 1977 , Tsybakov (1990) and of Mokkadem et al. (2009a,b) and introduces a kernel K (that is, a function satisfying R K(x)dx = 1), and a bandwidth (h n ) (that is, a sequence of positive real numbers that goes to zero), and sets W n (x) = h −1 n Y n K (h −1 n (x − X n )) − a n−1 (x). Then, the estimator a n to recursively estimate the function a at the point x can be written as a n (x) = (1 − β n ) a n−1 (x) + β n h −1
This estimator was proposed by Slaoui (2015c) to estimate recursively the regression function with a fixed design setting. The recursive property (1) is particularly useful in large sample size since a n can be easily updated with each additional observation. Let us underline that, we consider a 0 (x) = 0 and we let Q n = n j=1 (1 − β j ), then it follows from (1) that, one can estimate a recursively at the point x by a n (x) = Q n n k=1 Q −1
Moreover, we use the estimator introduced in Mokkadem et al. (2009a) to estimate recursively the density f at the point x f n (x) = (1 − γ n ) f n−1 (x) + γ n h −1
where the stepsize (γ n ) is a sequence of positive real numbers that goes to zero. Let us underline that we consider f 0 (x) = 0, and we let Π n = n j=1 (1 − γ j ), then it follows from (2) that, one can estimate f recursively at the point x by
Then, we consider the semi-recursive estimator for the regression function r at the point x
Moreover, we show that the optimal bandwidth which minimize the E R [r n (x) − r (x)] 2 dx of r n depends on the choice of the stepsizes (γ n ) and (β n ); we show in particular that under some conditions of regularity of r and using the stepsizes (γ n , β n ) = (n −1 , n −1 ), the bandwidth (h n ) must equal   3 10
The first aim of this paper is to propose an automatic selection of such bandwidth through a plug-in method, and the second aim is to give the conditions under which the semirecursive estimator r n will be approximately similar to the nonrecursive kernel regression estimators introduced by Nadaraya (1964) and Watson (1964) , and defined as
with
The applications results given in Section 3 corroborate these theoretical results. The remainder of the paper is organized as follows. In Section 2, we state our main results. Section 3 is devoted to our application results, first by simulation (subsection 3.1) and second using a real dataset (subsection 3.2). We conclude the article in Section 4. Appendix A gives the proof of our theoretical results.
Assumptions and main results
We define the following class of regularly varying sequences.
Definition 1. Let γ ∈ R and (v n ) n≥1 be a nonrandom positive sequence. We say that
Condition (5) was introduced by Galambos and Seneta (1973) to define regularly varying sequences (see also Bojanic and Seneta (1995) ) and by Mokkadem and Pelletier (2007) in the context of stochastic approximation algorithms. Noting that the acronym GS stand for (Galambos and Seneta) . Typical sequences in GS (γ) are, for b ∈ R, n γ (log n) b , n γ (log log n) b , and so on. In this section, we investigate asymptotic properties of the proposed estimators (3). The assumptions to which we shall refer are the following: (A1) K : R → R is a continuous, bounded function satisfying R K (z) dz = 1, and,
Assumption (A2) (iii) on the limit of (nβ n ) as n goes to infinity is standard in the framework of stochastic approximation algorithms. It implies in particular that the limit of [nβ n ] −1 is finite. For simplicity, we introduce the following notations:
where L (2) (x) is the second derivative of the function L at a point x. In this section, we explicit the choice of (h n ) through a plug-in method, which minimize the Mean Weighted Integrated Squared Error MW ISE of the semi-recursive estimators (3), in order to provide a comparison with the nonrecursive estimator (4). Moreover, it was shown in Mokkadem et al. (2009a) and considered in Slaoui (2013) 
2 dx), the stepsize (γ n ) must be chosen in GS (−1) and must satisfy lim n→∞ nγ n = 1. We consider here the case (γ n ) = (n −1 ). Our first result is the following proposition, which gives the bias and the variance of r n in the special case of (γ n ) = (n −1 ).
Proposition 1 (Bias and variance of r n ). Let Assumptions (A1) − (A3) hold, and suppose that the stepsize (γ n ) = (n −1 )
If
3. If lim n→∞ (nβ n ) > max {2a, (a − β) /2}, then (7) and (9) hold simultaneously.
The bias and the variance of the estimator r n defined by the stochastic approximation algorithm (3) then heavily depend on the choice of the stepsizes (γ n ) and (β n ). Let us first state the following theorem, which gives the weak convergence rate of the estimator r n defined in (3) in the case of (γ n ) = (n −1 ).
Theorem 1 (Weak pointwise convergence rate). Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = (n −1 ).
If there exists
where D → denotes the convergence in distribution, N the Gaussian-distribution and P → the convergence in probability.
The following corollary gives the weak convergence rate of r n in the two special cases;
Corollary 1 (Weak pointwise convergence rate). Let Assumptions (A1) − (A3) hold.
1. If we suppose that the stepsizes (γ n , β n ) = (n −1 , n −1 ) and if there exists c ≥ 0 such that nh
a,1,1 (x) .
2. If we suppose that the stepsizes (γ n , β n ) = (n −1 , (1 − a) n −1 ), and if there exists c ≥ 0 such that nh 5 n → c, then
In order to measure the quality of our semi-recursive estimator (3) in the case when the stepsize (γ n ) is chosen to minimize the MISE of f n , we use the following quantity,
The following proposition gives the MW ISE of the semi-recursive estimators defined in (3) in the case when (γ n ) is chosen to minimize the MISE of f n .
Proposition 2 (MW ISE of r n ). Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = (n −1 ).
The following corollary indicates that the bandwidth which minimizes the MW ISE of r n depends on the stepsize (β n ) and then the corresponding MW ISE depends also on the stepsize (β n ). Corollary 2. Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = (n −1 ). To minimize the MW ISE of r n , the stepsize (β n ) must be chosen in GS (−1), the bandwidth
Then, we have
The following corollary shows that, for a special choice of the stepsize (β n ) = (β 0 n −1 ), which fulfilleds that lim n→∞ nβ n = β 0 and that (β n ) ∈ GS (−1), the optimal value for h n depends on β 0 and then the corresponding MW ISE depend on β 0 . Corollary 3. Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = (n −1 ). To minimize the MW ISE of r n , the stepsize (β n ) must be chosen in GS (−1), lim n→∞ nβ n = β 0 , the bandwidth
and we then have
Moreover, the minimum of β 2 0 (β 0 − 2/5) −6/5 is reached at β 0 = 1, then the bandwidth (h n ) must equal 3 10
In order to estimate the optimal bandwidth (13), we must estimate I 1 , I 2 , I 3 , I 4 and I 5 . We followed the approach of Altman and Leger (1995) and Slaoui (2014a,b) , which is called the plug-in estimate, and we use the following kernel estimators of I 1 , I 2 , I 3 , I 4 and I 5 :
where K b is a kernel and b n is the associated bandwidth. In practice, we take
(see Silverman (1986) ) where s the sample standard deviation, and Q 1 , Q 3 denoting the first and third quartiles, respectively. We followed the same steps as in Slaoui (2014a) and we showed that in order to minimize the MISE of I 1 respectively of I 2 , I 3 , I 4 and I 5 , the pilot bandwidth (b n ) must belong to GS (−3/14), respectively to GS (−3/14), GS (−3/14), GS (−2/5) and GS (−2/5).
Finally, the plug-in estimator of the bandwidth (h n ) using the semi-recursive estimators defined in (3) with the stepsizes (γ n , β n ) = (n −1 , n −1 ).   3 10 Let us now consider the stepsize (β n ) = ((1 − a) n −1 ), the case which minimize the variance of a n (x) combined with the stepsize (γ n ) = (n −1 ), the case which minimize the MISE of f n , it follows from (12) 
and from (11), that the plug-in estimator of the bandwidth (h n ) using the semi-recursive estimators defined in (3) 
and it follows from (12), that the plug-in MW ISE of the proposed estimator (3) using the stepsizes
Let us now provide the case when the stepsize (γ n ) is chosen to minimize the variance of f n . It was shown in Mokkadem et al. (2009a) and considered in Slaoui (2013) that to minimize the variance of f n , the stepsize (γ n ) must be chosen in GS (−1) and must satisfy lim n→∞ nγ n = 1 − a. We consider here the case (γ n ) = ((1 − a) n −1 ). Our first result is the following proposition, which gives the bias and the variance of r n in the special case of (γ n ) = ((1 − a) n −1 ).
Proposition 3 (Bias and variance of r n ). Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = ((1 − a) n −1 ).
3. If lim n→∞ (nβ n ) > max {2a, (a − β) /2}, then (24) and (26) hold simultaneously.
The bias and the variance of the estimator r n defined by the stochastic approximation algorithm (3) then heavily depend on the choice of the stepsizes (γ n ) and (β n ). Let us first state the following theorem, which gives the weak convergence rate of the estimator r n defined in (3).
Theorem 2 (Weak pointwise convergence rate). Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = ((1 − a) n −1 ).
c ≥ 0 such that β −1 n h 5 n → c, then β −1 n h n (r n (x) − r (x)) D → N √ cB (2) a,ξ (x) , V (2) a,ξ,β (x) , where B (2) a,ξ (x) = 1 2f (x) a (2) (x) (1 − 2aξ) − (1 − a) (1 − 3a) r (x) f (2) (x) µ 2 (K) , V (2) a,ξ,β (x) = E [Y 2 |X = x] (2 − (β − a) ξ) f (x) − (1 − a) ξ r 2 (x) f (x) R (K) .
If nh
Corollary 4 (Weak pointwise convergence rate). Let Assumptions (A1) − (A3) hold.
1. If we suppose that the stepsizes (γ n , β n ) = ((1 − a) n −1 , n −1 ), and if there exists c ≥ 0 such that nh 5 n → c, then
2. If we suppose that the stepsizes (γ n , β n ) = ((1 − a) n −1 , (1 − a) n −1 ), and if there exists c ≥ 0 such that nh 5 n → c, then
The following proposition gives the MW ISE of r n in the case when (γ n ) is chosen to minimize the variance of f n .
Proposition 4 (MW ISE of r n ). Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = ((1 − a) n −1 ).
The following corollary ensures that the bandwidth which minimize the MW ISE depend on the stepsize (β n ) and then the corresponding MW ISE depend also on the stepsize (β n ).
Corollary 5. Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = ((1 − a) n −1 ). To minimize the MW ISE of r n , the stepsize (β n ) must be chosen in GS (−1), the band-
The following corollary shows that, for a special choice of the stepsize (β n ) = (β 0 n −1 ), which fulfilled that lim n→∞ nβ n = β 0 and that (β n ) ∈ GS (−1), the optimal value for h n depend on β 0 and then the corresponding MW ISE depend on β 0 .
Corollary 6. Let Assumptions (A1) − (A3) hold, and suppose that (γ n ) = ((1 − a) n −1 ). To minimize the MW ISE of r n , the stepsize (β n ) must be chosen in GS (−1), lim n→∞ nβ n = β 0 , the bandwidth (h n ) must equal  
Moreover, the minimum of β 2 0 (β 0 − 2/5) −6/5 is reached at β 0 = 1, then the bandwidth (h n ) must equal 
In order to estimate the optimal bandwidth (13), we must estimate I 1 , I 2 , I 3 , I 4 and I 5 . We use the kernel estimators defined in (15), (16), (17), (18) and (19). We showed that in order to minimize the MISE of I 1 respectively of I 2 , I 3 , I 4 and I 5 , the pilot bandwidth (b n ) must belong to GS (−3/14), respectively to GS (−3/14), GS (−3/14), GS (−2/5) and GS (−2/5). Finally, the plug-in estimator of the bandwidth (h n ) using the semi-recursive estimators defined in (3) with the stepsizes (γ n , β n ) = ((1 − a) n −1 , n −1 ).  Let us now consider the stepsize (β n ) = ((1 − a) n −1 ), the case which minimize the variance of a n (x) combined with the stepsize (γ n ) = ((1 − a) n −1 ), the case which minimize the variance of f n , it follows from (29), that
and from (28), that the plug-in estimator of the bandwidth (h n ) using the semi-recursive estimators defined in (3) is given by   1 5
and it follows from (29), that the plug-in MW ISE of the proposed estimator (3) using the stepsizes (γ n , β n ) = ((1 − a) n −1 , (1 − a) n −1 ), is given by
Now, let us recall that the bias and variance of Nadaraya-Watson's estimator r n are given by
It follows that,
Then, to minimize the MW ISE of r n , the bandwidth (h n ) must equal to
and we have
To estimate the optimal bandwidth (34), we must estimate I 1 , I 2 , I 3 , I 4 and I 5 . We use the following kernel estimator of I 1 , I 2 , I 3 , I 4 and I 5 :
where K b is a kernel and b n is the associated bandwidth given in (20). We showed that in order to minimize the MISE of I 1 respectively of I 2 , I 3 , I 4 and I 5 , the pilot bandwidth (b n ) must belong to GS (−3/14), respectively to GS (−3/14), GS (−3/14), GS (−2/5) and GS (−2/5).
Then the plug-in estimator of the bandwidth (h n ) using the nonrecursive estimator (4), is given by   I 4 − I 5
and the plug-in of the MW ISE of the nonrecursive estimator (4), is given by
Finally, it follows from (14), (22), (30), (32) and (35), that:
The MW ISE of the proposed estimator (3) with the choice of the stepsizes (γ n , β n ) = (n −1 , n −1 ) is 1.06 larger than the nonrecursive estimator (4).
The MW ISE of the proposed estimator (3) with the choice of the stepsizes (γ n , β n ) = ((1 − a) n −1 , (1 − a) n −1 ) is 1.1 larger than the nonrecursive estimator (4).
We can't compare the MW ISE of the proposed estimator (3) with the choice of the stepsizes (γ n , β n ) = (n −1 , (1 − a) n −1 ) (respectively, the MW ISE of the proposed estimator (3) with the choice of the stepsizes (γ n , β n ) = ((1 − a) n −1 , n −1 )) neither to the MW ISE of the others proposed estimators nor to the MW ISE of the nonrecursive estimator (4).
Applications
The aim of our applications is to compare the performance of the semi-recursive estimators defined in (3) with that of the nonrecursive Nadaraya-Watson's estimator defined in (4).
When applying r n one need to choose three quantities:
• The function K, we choose the Normal kernel.
• The stepsizes (γ n , β n ) equal respectively to (n
. These four choices are referred to as Recursive 1, 2, 3 and 4 respectively.
• The bandwidth (h n ) is chosen to be equal respectively to (21) for (Recursive 1), (23) for (Recursive 2), (33) for (Recursive 3) and (31) for (Recursive 4).
When applying r n one need to choose two quantities:
• The function K, as in the semi-recursive framework, we use the Normal kernel.
• The bandwidth (h n ) is chosen to be equal to (36).
Simulations
Througthout this subsection, we consider the regression model
where X is N (0, 1)-distributed and ε is N (0, σ)-distributed, with σ is chosen in the interval [0.1, 2]. In order to investigate the comparison between the proposed estimators, we consider two regression functions : cosine function r (x) = cos (x) (see Table 1 ) and the following function r (x) = (1 + exp (x)) −1 (see Table 2 ). For each fixed σ ∈ [0.1, 2], the number of simulations is 500. We denote by r * i the true regression function, and by r i the considered regression estimators, and then we compute the Mean Squared Error
Computational cost The advantage of recursive estimators on their nonrecursive version is that their update, from a sample of size n to one of size n + 1, require less computations. Performing all the proposed methods, we report the total CPU time values for each considered regression function and for each fixed σ and for each sample size in Tables 1 and 2 . For the two tables we give the CPU time in seconds.
Real Dataset
The CO2 dataset was available in the R package Stat2Data and contained 237 observations on the following two variables; Day and CO2, for more details see the station information system (GAWSIS). Scientists at a research station in Brotjacklriegel, Germany recorded CO2 levels, in parts per million, in the atmosphere for each day from the start of April through November in 2001. Figure 1 and Tables 1 and 2 indicate that
• The Recursive 1 is very close to the nonrecursive estimator (4).
• The two estimators Recursive 2 and Recursive 3 can be better than the others estimators in many situations.
• The CPU time are always faster using the proposed semi-recursive estimators and the reduction of CPU time goes from a minimum of 22.3% to a maximum of 60% compared to the nonrecursive estimator.
Conclusion
This paper propose an automatic selection of the bandwidth of the semi-recursive kernel estimators of a regression function defined by the stochastic approximation algorithm (3). The proposed estimators asymptotically follows normal distribution. The estimators are compared to the nonrecursive Nadaraya-Watson's regression estimator. We showed that, using some selected bandwidth and some particularly stepsizes, the proposed semi-recursive estimators will be very competitive to the nonrecursive one. The Nadaraya Recursive 1 Recursive 2 Recursive 3 Recursive 4 n = 100 σ = 0. Table 1 : Quantitative comparison between the nonrecursive estimator (4) and four recursive estimators; recursive 1 correspond to the estimator (3) with the choice (γ n , β n ) = (n −1 , n −1 ), recursive 2 correspond to the estimator (3) with the choice (γ n , β n ) = (n −1 , (1 − a) n −1 ), recursive 3 correspond to the estimator (3) with the choice (γ n , β n ) = ((1 − a) n −1 , n −1 ) and recursive 4 correspond to the estimator (3) with the choice (γ n , β n ) = ((1 − a) n −1 , (1 − a) n −1 ). Here we consider the regression function r (x) = cos (x), X ∼ N (0, 1) and ε ∼ N (0, σ) with σ = 0.1 in the first block, σ = 0.5 in the second block and σ = 1 in the last block, we consider three sample sizes n = 100, n = 200 and n = 500, the number of simulations is 500, and we compute the Mean squared error (MSE) and the CPU time in seconds. simulation study confirms the nice features of our proposed semi-recursive estimators and statisfactory improvement in the CPU time in comparison to the nonrecursive estimator.
In conclusion, the proposed method allowed us to obtain quite similar results as the nonrecursive estimator proposed by Nadaraya (1964) and Watson (1964) . Moreover, we plan to make an extensions of our method in future and to consider the case of the averaged Révész's regression estimators (see Mokkadem et al. (2009b) and Slaoui (2015a,b Table 2 : Quantitative comparison between the nonrecursive estimator (4) and four recursive estimators; recursive 1 correspond to the estimator (3) with the choice (γ n , β n ) = (n −1 , n −1 ), recursive 2 correspond to the estimator (3) with the choice (γ n , β n ) = (n −1 , (1 − a) n −1 ), recursive 3 correspond to the estimator (3) with the choice (γ n , β n ) = ((1 − a) n −1 , n −1 ) and recursive 4 correspond to the estimator (3) with the choice (γ n , β n ) = ((1 − a) n −1 , (1 − a) n −1 ). Here we consider the regression function r (x) = (1 + exp (x)) −1 , X ∼ N (0, 1) and ε ∼ N (0, σ) with σ = 0.1 in the first block, σ = 0.5 in the second block and σ = 2 in the last block, we consider three sample sizes n = 100, n = 200 and n = 500, the number of simulations is 500, and we compute the Mean squared error (MSE) and the CPU time in seconds. and the case of time series as in Hart and Vieu (1990) in recursive way (see Huang et al. (2014) ). Figure 1: The daily carbon dioxide measurements data with automatically bandwidth selection using the nonrecursive Nadaraya's estimator (4) and two semi-recursive estimators (3) (Recursive 1 and Recursive 4).
A Proofs
Throughout this section we use the following notation:
Let us first state the following technical lemma.
, and m > 0 such that m − v * ξ > 0 where ξ is defined in (6). We have
Moreover, for all positive sequence (α n ) such that lim n→+∞ α n = 0, and all δ ∈ R,
Lemma 1 is widely applied throughout the proofs. Let us underline that it is its application, which requires Assumption (A2)(iii) on the limit of (nγ n ) as n goes to infinity.
Our proofs are organized as follows. Propositions 1 and 2 in Sections A.1 and A.2 respectively, Theorem 1 in Section A.3. Propositions 3 and 4 in Sections A.4 and A.5 respectively, Theorem 2 in Section A.6.
A.1 Proof of Proposition 1
Let us first note that, for x such that f n (x) = 0, we have
It follows from (41), that the asymptotic behaviour of r n (x) − r (x) can be deduced from the one of B n (x). Moreover, the following Lemma follows from the Proposition 1 of Mokkadem et al. (2009a) .
Lemma 2 (Bias and variance of f n ). Let Assumptions (A1) − (A3) and suppose that the stepsize (γ n ) = (n −1 ).
Following similar steps as the proof of the Proposition 1 of Mokkadem et al. (2009a) , we show that Lemma 3 (Bias and variance of a n ). Let Assumptions (A1) − (A3) hold.
Then, (7) follows from (43), (47) and (41) and (8) follows from (44), (48) and (41). Now, it follows from (42) that
In view of (A3), and with the choice of the stepsize (γ n ) = (n −1 ) and using Lemma 1, classical computations gives
Then, the combination of (41), (51), (45), (49) and (52), gives (9), and the combination of (41), (51), (46), (50) and (52), gives (10).
A.2 Proof of Proposition 2
Following similar steps as the proof of the Proposition 2 of Mokkadem et al. (2009a) , we proof the Propostion 2.
A.3 Proof of Theorem 1
Let us at first assume that, if a ≥ β/5, then
In the case when a > β/5, Part 1 of Theorem 1 follows from the combination of (8) and (53). In the case when a = β/5, Parts 1 and 2 of Theorem 1 follow from the combination of (7) and (53). In the case a < β/5, (10) implies that
n (r n (x) − E (r n (x))) P → 0, and the application of (7) gives Part 2 of Theorem 1.
We now prove (53). In view of (42), we have
In the case when (γ n ) = (n −1 ), we have ζ n = (nQ n ) −1 et ζ −1
Moreover, we have
Moreover, in view of (A3), classical computations give
The application of Lemma 1 ensures that
a,ξ,β + o (1) .
On the other hand, we have, for all p > 0,
and, since lim n→∞ (nβ n ) > (β − a) /2, there exists p > 0 such that lim n→∞ (nβ n ) > The convergence in (53) then follows from the application of Lyapounov's Theorem.
A.4 Proof of Proposition 3
The following Lemma follows from the Proposition 1 of Mokkadem et al. (2009a) . Lemma 4 (Bias and variance of f n ). Let Assumptions (A1) − (A3) and suppose that the stepsize (γ n ) = ([1 − a] n −1 ).
If a
If a ∈]1/5, 1[, then
2. If a ∈ [1/5, 1[, then 
Then, (24) follows from (57), (47) and (41) and (25) follows from (58), (48) and (41). Moreover, in view of (A3), and using the choice of the stepsize (γ n ) = ([1 − a] n −1 ) and using Lemma 1, classical computations gives Cov (a n (x) , f n (x)) = (1 − a) ξ β n h n r (x) f (x) R (K) + o β n h n .
Then, the combination of (41), (51), (45), (49) and (61), gives (26), and the combination of (41), (51), (60), (50) and (61), gives (27).
A.5 Proof of Proposition 4
Following similar steps as the proof of the Proposition 2 of Mokkadem et al. (2009a) , we proof the Propostion 4.
A.6 Proof of Theorem 2
Following similar steps as the proof of the Theorem 1 and using the fact that in the case when (γ n ) = ([1 − a] n −1 ), we have Q −1 k ζ n ζ −1 k γ k = (1 − a) h k /(nh n Q n ), and then it follows from (55), that
we prove Theorem 2.
