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Abstract
A dynamical coupled-channel model is presented for investigating the nucleon resonances (N∗)
in the meson production reactions induced by pions and photons. Our objective is to extract the
N∗ parameters and to investigate the meson production reaction mechanisms for mapping out the
quark-gluon substructure of N∗ from the data. The model is based on an energy-independent
Hamiltonian which is derived from a set of Lagrangians by using a unitary transformation method.
The constructed model Hamiltonian consists of (a) ΓV for describing the vertex interactions
N∗ ↔ MB,ππN with MB = γN, πN, ηN, π∆, ρN, σN , and ρ ↔ ππ and σ ↔ ππ, (b) v22 for
the non-resonant MB → M ′B′ and ππ → ππ interactions, (3) vMB,ππN for the non-resonant
MB → ππN transitions, and (4) vππN,ππN for the non-resonant ππN → ππN interactions. By
applying the projection operator techniques, we derive a set of coupled-channel equations which
satisfy the unitarity conditions within the channel space spanned by the considered two-particle
MB states and the three-particle ππN state. The resulting amplitudes are written as a sum of
non-resonant and resonant amplitudes such that the meson cloud effects on the N∗ decay can be
explicitly calculated for interpreting the extracted N∗ parameters in terms of hadron structure
calculations. We present and explain in detail a numerical method based on a spline-function ex-
pansion for solving the resulting coupled-channel equations which contain logarithmically divergent
one-particle-exchange driving terms Z
(E)
MB,M ′B′ resulted from the ππN unitarity cut. This method
is convenient, and perhaps more practical and accurate than the commonly employed methods of
contour rotation/deformation, for calculating the two-pion production observables. For complete-
ness in explaining our numerical procedures, we also present explicitly the formula for efficient
calculations of a very large number of partial-wave matrix elements which are the input to the
coupled-channel equations. Results for two pion photo-production are presented to illustrate the
dynamical consequence of the one-particle-exchange driving term Z
(E)
MB,M ′B′ of the coupled-channel
equations. We show that this mechanism, which contains the effects due to ππN unitarity cut, can
generate rapidly varying structure in the reaction amplitudes associated with the unstable particle
channels π∆, ρN , and σN , in agreement with the analysis of Aaron and Amado [Phys. Rev. D13,
2581 (1976)]. It also has large effects in determining the two-pion production cross sections. Our
results indicate that cautions must be taken to interpret the N∗ parameters extracted from using
models which do not include ππN cut effects. Strategies for performing a complete dynamical
coupled-channel analysis of all of available data of meson photo-production and electro-production
are discussed.
PACS numbers: 13.60.Le, 13.60.-r, 14.20.Gk
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I. INTRODUCTION
With the very intense experimental efforts at Jefferson Laboratory (JLab), Mainz, Bonn,
GRAAL, and Spring-8, extensive data of photo-production and electro-production of π,
η, K, ω, φ, and two pions have now become available[1]. Many approaches have been
developed accordingly to investigate how the excitations of nucleon resonances (N∗) can be
identified from these data. The objective is to extract theN∗ parameters for investigating the
dynamical structure of Quantum Chromodynamics (QCD) in the non-perturbative region.
The outstanding questions which can be addressed are, for example, how the spontaneously
broken chiral symmetry is realized, and how the constituent quarks emerge as effective
degrees of freedom and how they are confined. In this work, we are similarly motivated and
have developed a dynamical coupled-channel model for analyzing these data.
The πN and γN reaction data in the N∗ region are most often analyzed by using two
different kinds of approaches. The first kind is to apply the models which are mainly the
continuations and/or extensions of the earlier works. These include the analyses by us-
ing the Virginia Polytechnic Institute-George Washington University (VPI-GWU) Model
(SAID)[2], the Carnegie-Mellon-Berkeley (CMB) model[3], and the Kent State University
(KSU) model[4]. Apart from imposing the unitarity condition, these models are very phe-
nomenological in treating the reaction mechanisms. In particular, they assume that the
non-resonant amplitudes, which are often comparable to or even much larger than the reso-
nant amplitudes, can be parameterized in terms of separable or polynomial forms in fitting
the data. Furthermore, their isobar model parameterizations do not fully account for the an-
alytical properties due to the ππN unitarity condition, as discussed, for example, by Aaron
and Amado[5]. We will address this important question later in this paper.
The second kind of analyses account for the reasonably understood meson-exchange mech-
anisms. For numerical simplicity in solving the scattering equations, they however neglect
the off-shell multiple-scattering dynamics which determines the meson-baryon scattering
wavefunctions in the short range region where we want to map out the quark-gluon substruc-
ture of N∗. The ππN unitarity condition is also not satisfied rigorously in these analyses.
The most well-developed along this line are the Unitary Isobar Models (UIM) developed
by the Mainz group (MAID)[6] and the Jlab-Yeveran collaboration[7], K-matrix coupled-
channel models developed by the Giessen group[8] and KVI group[9], and the JLab-Moscow
State University (MSU) model of two-pion production. More details of these approaches
have been reviewed recently in Ref.[1].
As we have learned recently in the ∆ region, the results from the approaches described
above are useful, but certainly not sufficient for making real progress in understanding the
structure of N∗ states. For example, the empirical values of N -∆ transitions extracted by
using SAID and MAID are understood within the constituent quark model only when the
very large pion cloud effects are identified in the analyses based on dynamical models[10,
11, 12]. The essence of a dynamical model is to separate the reaction mechanisms from
the internal structure of hadrons in interpreting the data. To make similar progress in
investigating the higher mass N∗, it is highly desirable to extend such a dynamical approach
to analyze the meson production data up to the energy with invariant massW ∼ 2 GeV. This
is the objective of this work. Our goal is not only to extract the resonance parameters, but
also to interpret them in terms of the current hadron structure calculations. The achievable
goal at the present time is to test the predictions from various QCD-based models of baryon
structure. It is also important to make connections with Lattice QCD calculations. The
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FIG. 1: The total cross section data of meson production in γp reaction. Left: 1 − π and 2 − π
production are compared. Right: KY ( K+Λ, K+Σ0, K0Σ+), ηp, and ωp production are compared
with some of the 1− π and 2− π production
Lattice QCD calculations are now being carried out[13] to give a deeper understanding of the
N -∆ transition. A systematic Lattice QCD program on N∗ is also under development[14].
The main challenge of developing dynamical reaction models of meson production reac-
tions in the N∗ region can be seen in Fig.1. We see that two-pion photo-production cross
sections shown in the left-hand-side become larger than the one-pion photo-production as
the γp invariant mass exceeds W ∼ 1.4 GeV. In the right-hand-side, KY ( K+Λ, K+Σ0,
K0Σ+), ηp, and ωp production cross sections are a factor of about 10 weaker than the
dominant π+π−p production. From the unitarity condition, we have for any single meson
production process γN →MB with MB = πN, ηN, ωN,KΛ, KΣ
i(TγN,MB − T ∗MB,γN ) =
∑
M ′B′
TγN,M ′B′ρM ′B′T
∗
MB,M ′B′
+TγN,ππNρππNT
∗
MB,ππN , (1)
where ρα denotes an appropriate phase space factor for the channel α. The large two-pion
production cross sections seen in Fig.1 indicate that the second term in the right-hand-
side of Eq.(1) is significant and hence the single meson production reactions above the ∆
region must be influenced strongly by the coupling with the two-pion channels. Similarly,
the two-pion production γN → ππN is also influenced by the transition to two-body MB
channel
i(TγN,ππN − T ∗ππN,γN) =
∑
M ′B′
TγN,M ′B′ρM ′B′T
∗
ππN,M ′B′
+TγN,ππNρππNT
∗
ππN,ππN . (2)
Clearly, a sound dynamical reaction model must be able to describe the two pion production
and to account for the above unitarity conditions.
The development of meson-baryon reaction models including two-pion production channel
has a long history. It was already recognized in 1960’s, as discussed by Blankenbecler and
Sugar[15], that the dispersion-relation approach, which has been very successful in analyzing
the data of πN elastic scattering[16] and γN → πN reactions[17, 18], can not be used
to analyze the data of two-pion production. The reason is that apart from the πN and
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ππN unitarity cuts, it is rather impossible to even guess the analytic structure of two-
pion production amplitudes. Furthermore, the dispersion relation models are difficult to
solve because of their bi-linear structure which is the price of only dealing with the on-shell
amplitudes.
Ideally, one would like to find alternatives to analyze the πN and γN reaction data
completely within the framework of relativistic quantum field theory. The Bethe-Salpeter
(BS) equation has been taken historically as the starting point of such an ambitious approach.
The complications involved in solving the BS equation have been known for long time. For
example, its singularity structure and the associated numerical problems were very well
discussed in Refs.[19, 20, 21]. The BS equation contains serious singularities arising from
the pinching of the integration over the time component. In addition to the two-body
unitarity cut, it has a selected set of n-body unitarity cuts, as explained in great detail in
Ref.[21]. Considerable numerical efforts are already needed to solve the Ladder BS equation
for πN elastic scattering, as can be seen in the work of Lahiff and Afnan[22]. Using the Wick
rotation, they can solve the Ladder BS equation below two-pion production threshold with
very restricted choices of form factors. It is not clear how to extend their work to higher
energies.
The first main progress in finding an alternative to the dispersion-relation approach
was perhaps also made by Blankenbecler and Sugar[15]. By imposing the unitarity con-
dition, they show that the Bethe-Salpeter equation can be reduced into a covariant three-
dimensional equation which is linear and can be managed in practice. Compared with the
dispersion relation approach, the challenge here is account for the off-shell dynamics. This
approach was later further developed by Aaron, Amado, and Young (AAY)[23]. With the
assumption that all interactions are due to the formation and decay of isobars, they de-
veloped a set of covariant three-dimensional equations for describing both the πN elastic
scattering and πN → ππN reaction. They however had only obtained[23, 24, 25, 26] a very
qualitative description of the πN data and only investigated very briefly the electromagnetic
meson production reactions. Their results suggested the limitation of the isobar model and
the need of additional mechanisms. For example, the N∗ excitation mechanisms are not
included in their formulation. They then proposed[5] an approach to include the additional
mechanisms phenomenologically in fitting the data by using the ”minimal” equations which
are rigorously constrained by the πN and ππN unitarity conditions and have the correct an-
alyticity of the isobar model. The AAY approach was later applied mainly in the studies of
πNN systems, such as those by Afnan and Thomas[27] and by Matsuyama and Yazaki[28].
Development in this direction was well reviewed in Ref.[29].
The dynamical study of πN scattering was pursued further in 1980’s by Pearce and
Afnan[30, 31, 32]. They derived the πN scattering equations by using a diagrammatic
method, originally developed for investigating the πNN problem[29], to sum the perturba-
tion diagrams which are selected by imposing the unitarity condition. Furthermore, they
relate the πN scattering to the cloudy bag model by extending the work of Thieberg, Thomas
and Miller[33, 34, 35] to include the ππN unitarity condition.
Since 1990 the πN and γN reactions have been investigated mainly by using ei-
ther the three-dimensional reductions[36] of the Bethe-Salpeter equation or the unitary
transformation methods[10, 37]. These efforts were motivated mainly by the success of
the meson-exchange models of NN scattering[38], and have yielded the meson-exchange
models developed by Pearce and Jennings[39], National Taiwan University-Argonne Na-
tional Laboratory (NTU-ANL) collaboration [40, 41], Gross and Surya[42], Sato and
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Lee[10, 11], Julich Group[43, 44, 45, 46], Fuda and his collaborators[37, 47], and Utretch-
Ohio collaboration[48, 49]. All of these dynamical models can describe well the data in
the ∆ region, but have not been fully developed in the higher mass N∗ region. The main
challenge is to include correctly the coupling with the ππN channels.
We now return to discussing the two-pion production channel which is an essential part
of our formulation. Most of the recent two-pion production calculations are the extensions
of the isobar model of Lu¨ke and So¨ding[50]. The production mechanisms are calculated from
tree-diagrams of appropriately chosen Lagrangians. The calculations of Valencia Group[51]
included the tree diagrams calculated from Lagrangians with γ, N , π, ρ, ∆(1232), N∗(1440),
and N∗(1520) fields. To describe the total cross section data in all charged ππN channels,
they also included[52] the production of ∆(1700) and ρ effect arising from N∗(1520).
The model developed by Ochi, Hirata, Katagiri, and Takaki[53, 54, 55] contains the
tree diagrams calculated from Lagrangians with γ, π, ρ, ω, N , ∆ and N∗(1520) fields.
An important feature of this model is to describe the excitation of N∗(1520) within an
isobar model with three channels πN , ρN , and π∆. They found that the invariant mass
distributions of all charged channels of γp → ππN can be better described if the pseudo-
scalar πNN coupling is used. They also found that the N∗(1520) → ρN decay is the
essential mechanism to explain the differences between the invariant mass distributions of
π+π0 and π0π0. Similar tree-diagram calculations of two pion photo-production have also
been performed by Murphy and Laget[56].
The analyses[57, 58, 59] of two pion production by using the JLab-Moscow State Uni-
versity (JLAB-MSU) isobar model considered only the minimum set of the tree diagrams
proposed in the original work of Lu¨ke and So¨ding[50]. However, they made two improve-
ments. They included all 3-star and 4-star resonances listed by the Particle Data Group
and used the absorptive model developed by Gottfried and Jackson[60] to account for the
initial and final state interactions. They found that the πN∆ form factor is needed to get
agreement with the data of γp → π−∆++, while the initial and final state interactions are
not so large. In analyzing the two-pion electro-production data, they further included a
ππN phase-space term with its magnitude adjusted to fit the data. This term was later
replaced by a phenomenological particle-exchange amplitude which improves significantly
the fits to the data. With this model, they had identified[59] a new N∗(3
2
+
, 1720) and the
production of the isobar channel π+D13(1520) which has never been considered before.
The common feature of all of the two-pion production calculations described above is that
the coupled-channel effects due to the unitarity condition, such as that given in Eqs.(1)-(2),
are not included. The problems arise from this simplification were very well studied by
Aaron and Amado[5], and will be discussed later in this paper. While the results from these
tree-diagram models are very useful for identifying the reaction mechanisms, their findings
concerning N∗ properties must be further examined. To make progress, it is necessary to
develop a coupled-channel formulation within which the ππN channel is explicitly included.
In this paper, we report our effort in this direction.
We have developed a dynamical coupled-channel model by extending the model developed
in Refs.[10, 11] to include the higher mass N∗ and all relevant reaction channels seen in Fig.1.
Our presentations will only include two-particle channels MB = γN , πN , ηN and three-
particle channel ππN which has resonant components π∆, ρN , and σN . But the formulation
can be easily extended to include other two-particle channels such as ωN , KΛ and KΣ and
three-particle channels such as πηN and KK¯N .
Our main purpose here is to give a complete and detailed presentation of our model and
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the numerical methods needed to solve the resulting coupled-channel equations. A complete
coupled-channel analysis requires a simultaneous fit to all of the meson production data
from πN and γN reactions, such as the total cross section data illustrated in Fig.1 and
the very extensive data from recent high precision experiments on photo-production and
electro-production reactions. Obviously, this is a rather complex problem which can not
be accomplished in this paper. Instead, we will apply our approach only to address the
theoretical questions concerning the effects due to ππN unitarity cuts. For this very limited
purpose, we present results from our first calculations of γN → ππN reactions.
In section II, we present the model Hamiltonian of our formulation. It is derived from a
set of Lagrangians, given explicitly in Appendix A, by applying the unitary transformation
method which was explained in detail in Refs.[10, 61]. The coupled-channel equations are
then derived from the model Hamiltonian in section III with details explained in Appendix
B. In section IV, we explain the procedures for performing numerical calculations within
our formulation. The numerical methods for solving the coupled-channel equations with
ππN cut are explained in section V. Results of γp → ππN are presented and discussed in
section VI. A summary and the plans for future developments are given in section VII. For
the completeness in explaining our numerical procedures, several appendices are given to
present explicitly the formula for efficient calculations of a very large number of partial-wave
matrix elements which are the input to the coupled-channel equations, and to explain how
the constructed resonant amplitudes are related to the information listed by the Particle
Data Group (PDG)[62].
II. MODEL HAMILTONIAN
In this section we present a model Hamiltonian for constructing a coupled-channel re-
action model with γN , πN , ηN and ππN channels. Since significant parts of the ππN
production are known experimentally to be through the unstable states π∆, ρN , and per-
haps also σN , we will also include bare ∆, ρ and σ degrees of freedom in our formulation.
Furthermore, we introduce bare N∗ states to represent the quark-core components of the
nucleon resonances. The model is expected to be valid up to W = 2 GeV below which three
pion production is very weak.
Similar to the model of Refs.[10, 11](commonly called the SL model), our starting point is
a set of Lagrangians describing the interactions between mesons (M = γ, π, η, ρ, ω, σ · ··) and
baryons (B = N,∆, N∗ · ··). These Lagrangian are constrained by various well-established
symmetry properties, such as the invariance under isospin, parity, and gauge transformation.
The chiral symmetry is also implemented as much as we can. The considered Lagrangians
are given in Appendix A. By applying the standard canonical quantization, we obtain a
Hamiltonian of the following form
H =
∫
h(~x , t = 0 )d~x
= H0 +HI , (3)
where h(~x , t) is the Hamiltonian density constructed from the starting Lagrangians and the
conjugate momentum field operators. In Eq.(3), H0 is the free Hamiltonian and
HI =
∑
M,B,B′
ΓMB↔B′ +
∑
M,M ′,M ′′
hM ′M ′′↔M , (4)
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where ΓMB↔B′ describes the absorption and emission of a meson(M) by a baryon(B) such
as πN ↔ N and πN ↔ ∆, and hM ′M ′′↔M describes the vertex interactions between mesons
such as ππ ↔ ρ and γπ ↔ π. Clearly, it is a non-trivial many body problem to calculate
meson-baryon scattering and meson production reaction amplitudes from the Hamiltonian
defined by Eqs.(3)-(4). To obtain a manageable reaction model, we apply a unitary trans-
formation method[10, 61] to derive an effective Hamiltonian from Eqs.(3)-(4). The essential
idea of the employed unitary transformation method is to eliminate the unphysical vertex
interactions MB → B′ with masses mM + mB < mB′ from the Hamiltonian and absorb
their effects into MB →M ′B′ two-body interactions. The resulting effective Hamiltonian is
energy independent and hence is easy to be used in developing reaction models and perform-
ing many-particle calculations. The details of this method have been explained in section II
and the appendix of Ref.[10].
Our main step is to derive from Eqs.(3)-(4) an effective Hamiltonian which contains inter-
actions involving ππN three-particle states. This is accomplished by applying the unitary
transformation method up to the third order in interaction HI of Eq.(4). The resulting
effective Hamiltonian is of the following form
Heff = H0 + V , (5)
with
H0 =
∑
α
Kα , (6)
where Kα =
√
m2α + ~pα
2 is the free energy operator of particle α with a mass mα, and the
interaction Hamiltonian is
V = ΓV + v22 + v
′ , (7)
where
ΓV = {
∑
N∗
(
∑
MB
ΓN∗→MB + ΓN∗→ππN) +
∑
M∗
hM∗→ππ}+ {c.c.} , (8)
v22 =
∑
MB,M ′B′
vMB,M ′B′ + vππ . (9)
Here c.c. denotes the complex conjugate of the terms on its left-hand-side. In the above
equations, MB = γN, πN, ηN, π∆, ρN, σN represent the considered meson-baryon states.
The resonance associated with the bare baryon state N∗ is induced by the vertex interactions
ΓN∗→MB and ΓN∗→ππN . Similarly, the bare meson states M∗ = ρ, σ can develop into
resonances through the vertex interaction hM∗→ππ. These vertex interactions are illustrated
in Fig.2(a). Note that the masses M0N∗ and m
0
M∗ of the bare states N
∗ and M∗ are the
parameters of the model which will be determined by fitting the πN and ππ scattering data.
They differ from the empirically determined resonance positions by mass shifts which are
due to the coupling of the bare states with the meson-baryon scattering states. It is thus
reasonable to speculate that these bare masses can be identified with the mass spectrum
predicted by the hadron structure calculations which do not account for the meson-baryon
continuum scattering states, such as the calculations based on the constituent quark models
which do not have meson-exchange quark-quark interactions. It is however much more
difficult, but more interesting, to relate these bare masses to the current Lattice QCD
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FIG. 3: Mechanisms for vMB,M ′B′ of Eq.(9): (a) direct s-channel, (b) crossed u-channel, (c) one-
particle-exchange t-channel, (d) contact interactions.
calculations which can not account for the scattering states rigorously mainly because of the
limitation of the lattice spacing.
In Eq.(9), vMB,M ′B′ is the non-resonant meson-baryon interaction and vππ is the non-
resonant ππ interaction. They are illustrated in Fig.2(b). The third term in Eq.(7) describes
the non-resonant interactions involving ππN states
v′ = v23 + v33 (10)
with
v23 =
∑
MB
[(vMB,ππN ) + (c.c.)]
v33 = vππN,ππN .
They are illustrated in Fig.2(c). All of these interactions are defined by the tree-diagrams
generated from the considered Lagrangians. They are illustrated in Fig.3 for two-body in-
teractions vMB,M ′B′ and in Fig.4 for vMB,ππN . Some leading mechanisms of vππ and vππN,ππN
are illustrated in Fig.5. The calculations of the matrix elements of these interactions will
be discussed later in the section on our calculations and detailed in appendices. Here we
only mention that the matrix elements of these interactions are calculated from the usual
Feynman amplitudes with their time components in the propagators of intermediate states
defined by the three momenta of the initial and final states, as specified by the unitary
transformation methods. Thus they are independent of the collision energy E.
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FIG. 4: Examples of non-resonant mechanisms of vMN,ππN with M = π or γ (denoted by long-
dashed lines). MI denotes the intermediate mesons (π, ρ, ω).
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FIG. 5: Examples of non-resonant mechanisms of vππ and vππN,ππN
III. DYNAMICAL COUPLED-CHANNEL EQUATIONS
With the Hamiltonian defined by Eqs.(5)-(10) , we follow the formulation of Ref.[63] to
define the scattering S-matrix as
Sab(E) = δab − (2π)iTab(E) , (11)
where the scattering T-matrix is defined by
Tab(E) =< a|T (E)|b >
with
T (E) = V + V
1
E −H0 + iǫT (E) . (12)
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FIG. 6: Graphical representations of Eqs.(14)-(19).
Since the interaction V , defined by Eqs.(7)-(10), is energy independent, it is rather straight-
forward to follow the formal scattering theory given in Ref.[63] to show that Eq.(12) leads
to the following unitarity condition
(T (E)− T †(E))ab = −2πi
∑
c
T †ac(E)δ(Ec − E)Tcb(E) , (13)
where a, b, c are the reaction channels in the considered energy region.
Our task is to derive from Eq.(12) a set of dynamical coupled-channel equations for
practical calculations within the model space N∗ ⊕ MB ⊕ ππN . In the derivations, the
unitarity condition Eq.(13) must be maintained exactly. We achieve this rather complex
task by applying the standard projection operator techniques[64], similar to that employed
in a study[65] of πNN scattering. The details of our derivations are given in Appendix B. To
explain our coupled-channel equations, it is sufficient to present the formula obtained from
setting ΓN∗→ππN = 0 in our derivations. The resulting model is defined by Eqs.(B74)-(B96)
of appendix B. Here we explain these equations and discuss their dynamical content.
The resulting MB → M ′B′ amplitude TMB→M ′B′ in each partial wave is illustrated in
Fig.6. It can be written as
TMB,M ′B′(E) = tMB,M ′B′(E) + t
R
MB,M ′B′(E) , (14)
The second term in the right-hand-side of Eq.(14) is the resonant term defined by
tRMB,M ′B′(E) =
∑
N∗
i
,N∗
j
Γ¯MB→N∗
i
(E)[D(E)]i,jΓ¯N∗
j
→M ′B′(E) , (15)
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with
[D(E)−1]i,j(E) = (E −M0N∗
i
)δi,j − Σ¯i,j(E) , (16)
where M0N∗ is the bare mass of the resonant state N
∗, and the self-energies are
Σ¯i,j(E) =
∑
MB
ΓN∗
i
→MBGMB(E)Γ¯MB→N∗
j
(E) . (17)
The dressed vertex interactions in Eq.(15) and Eq.(17) are (defining ΓMB→N∗ = Γ
†
N∗→MB)
Γ¯MB→N∗(E) = ΓMB→N∗ +
∑
M ′B′
tMB,M ′B′(E)GM ′B′(E)ΓM ′B′→N∗ , (18)
Γ¯N∗→MB(E) = ΓN∗→MB +
∑
M ′B′
ΓN∗→M ′B′GM ′B′(E)tM ′B′,MB(E) . (19)
The meson-baryon propagator GMB in the above equations takes the following form
GMB(E) =
1
E −KB −KM − ΣMB(E) + iǫ , (20)
where the mass shift ΣMB(E) depends on the considered MB channel. It is ΣMB(E) = 0 for
the stable particle channels MB = πN, ηN . For channels containing an unstable particle,
such as MB = π∆, ρN, σN , we have
ΣMB(E) = [< MB|gV PππN
E −Kπ −Kπ −KN + iǫg
†
V |MB >]un−connected (21)
with
gV = Γ∆→πN + hρ→ππ + hσ→ππ . (22)
In Eq.(21) ”un− connected” means that the stable particle, π or N , of the MB state is a
spectator in the ππN propagation. Thus ΣMB(E) is just the mass renormalization of the
unstable particle in the MB state.
It is important to note that the resonant amplitude tRM ′B′,MB(E) is influenced by the
non-resonant amplitude tM ′B′,MB(E), as seen in Eq.(15)-(19). In particular, Eqs.(18)-(19)
describe the meson cloud effects on N∗ decays, as illustrated in Fig.7 for the ∆→ γN decay
interpreted in Refs.[10, 11]. This feature of our formulation is essential in interpreting the
extracted resonance parameters.
Here we note that the N∗ propagator D(E) defined by Eq.(16) can be diagonalized to
write the resonant term Eq.(15) as
tRMB,M ′B′(k, k
′) =
∑
N¯∗
Γ˜MB→N¯∗(k)Γ˜N¯∗→M ′B′(k
′)
E −MN¯∗(E) + i2ΓtotN¯∗(E)
, (23)
where Γ˜MB→N¯∗ and mass parameters MN¯∗(E) and Γ
tot
N¯∗(E) are of course related the dressed
vertexes Γ¯N∗→MB and self energies Σi,j defined in Eqs.(17)-(19). Eq.(23) is similar to the
usual Breit-Wigner form and hence can be used to relate our model to the empirical resonant
parameters listed by Particle Data Group. This non-trivial subject is being investigated in
Ref. [66].
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FIG. 7: Graphical representation of the dressed Γ¯∆,γN interpreted in Refs.[10, 11].
The non-resonant amplitudes tMB,M ′B′ in Eq.(14) and Eqs.(18)-(19) are defined by the
following coupled-channel equations
tMB,M ′,B′(E) = VMB,M ′B′(E) +
∑
M ′′B′′
VMB,M ′′B′′(E)GM ′′B′′(E)tM ′′B′′,M ′B′(E) (24)
with
VMB,M ′B′(E) = vMB,M ′B′ + ZMB,M ′B′(E) . (25)
Here ZMB,M ′B′(E) contains the effects due to the coupling with ππN states. It has the
following form
ZMB,M ′B′(E) = < MB | F PππN
E −H0 − vˆππN + iǫF
† |M ′B′ >
−[δMB,M ′B′ΣMB(E)] (26)
with
vˆππN = vπN,πN + vππ + vππN,ππN , (27)
F = gV + vMB,ππN , (28)
where gV has been defined in Eq.(22). Note that the second term in Eq.(26) is the effect
which is already included in the mass shifts ΣMB of the propagator Eq.(20) and must be
removed to avoid double counting.
The appearance of the projection operator PππN in Eqs.(21) and (26) is the consequence of
the unitarity condition Eq.(13). To isolate the effects entirely due to the vertex interaction
12
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(E)
π∆,π∆(E), Z
(E)
ρN,π∆ and Z
(E)
σN,π∆ of Eq.(30).
gV = Γ∆→πN + hρ→ππ + hσ→ππ, we use the operator relation Eq.(B33) of Appendix B to
decompose the ππN propagator of Eq.(26) to write
ZMB,M ′B′(E) = Z
(E)
MB,M ′B′(E) + Z
(I)
MB,M ′B′(E) . (29)
The first term is
Z
(E)
MB,M ′B′(E) = < MB | gV
PππN
E −H0 + iǫg
†
V | M ′B′ > −[δMB,M ′B′ΣMB(E)] . (30)
Obviously, Z
(E)
MB,M ′B′(E) is the one-particle-exchange interaction between unstable particle
channels π∆, ρN , and σN , as illustrated in Fig.8. The second term of Eq.(29) is
Z
(I)
MB,M ′B′(E) = < MB | F
PππN
E −H0 + iǫtππN,ππN(E)
PππN
E −H0 + iǫF
† |M ′B′ >
+ < MB | gV PππN
E −H0 + iǫv
†
MB,ππN | B′M ′ >
+ < MB | vMB,ππN PππN
E −H0 + iǫg
†
V | M ′B′ >
+ < MB | vMB,ππN PππN
E −H0 + iǫv
†
MB,ππN |M ′B′ > . (31)
Some of the leading terms of Z
(I)
MB,M ′B′(E) are illustrated in Fig.9. Here tππN,ππN(E) is a
three-body scattering amplitude defined by
tππN,ππN(E) = vˆππN + vˆππN
1
E −Kπ −Kπ −KN − vˆππN + iǫ vˆππN (32)
where vˆππN has been defined in Eq.(27). Few leading terms of Eq.(32) due to the direct
s-channel interaction vs (illustrated in Fig.3) of vπN,πN are shown in Fig.10. These terms
involve the ππN propagator 1/(E −Kπ −Kπ −KN + iǫ) and obviously can generate ππN
cut effects which are due to the ππN vertex. This observation indicates that the πN scat-
tering equation of Aaron, Amado, and Young[23] can be related to our formulation if the
interactions which are only determined by the ππN vertex are kept in the equations pre-
sented above. We however will not discuss this issue in this paper. The relations between our
formulation and the AAY model can be better understood in our next publication[67] where
we will determine the strong interaction parts of our Hamiltonian by fitting πN reaction
data up to invariant mass W = 2 GeV.
The amplitudes TMB,M ′B′ = tMB,M ′B′ + t
R
MB,M ′B′ defined by Eq.(14) can be used directly
to calculate the cross sections of πN → πN, ηN and γN → πN, ηN reactions. They are
also the input to the calculations of the two-pion production amplitudes. The two-pion
13
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FIG. 9: Examples of mechanisms included in Z
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FIG. 10: Some of the leading order terms of tππN,ππN of Eq.(32). The open circle represents the
direct s-channel interaction vs illustrated in Fig.3 for the MB =M ′B′ = πN case.
production amplitudes resulted from our derivations given in Appendix B are illustrated in
Fig.11. They can be cast exactly into the following form
TππN,MB(E) = T
dir
ππN,MB(E) + T
π∆
ππN,MB(E) + T
ρN
ππN,MB(E) + T
σN
ππN,MB(E) (33)
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FIG. 11: Graphical representations of TππN,MB defined by Eqs.(33)-(37).
with
T dirππN,MB(E) = < ψ
(−)
ππN (E)|
∑
M ′B′
vππN,M ′B′ [δM ′B′,MB
+GM ′B′(E)(tM ′B′,MB(E) + t
R
M ′B′,MB)]|MB > , (34)
T π∆ππN,MB(E) = < ψ
(−)
ππN (E)|Γ†∆→πNGπ∆(E)[tπ∆,MB(E) + tRπ∆,MB(E)]|MB > , (35)
T ρNππN,MB(E) = < ψ
(−)
ππN (E)|h†ρ→ππGρN (E)[tρN,MB(E) + tRρN,MB(E)]|MB > , (36)
T σNππN,MB(E) = < ψ
(−)
ππN (E)|h†σ→ππGσN (E)[tσN,MB(E) + tRσN,MB(E)]|MB > . (37)
In the above equations, the ππN scattering wave function is defined by
< ψ
(−)
ππN (E)| = < ππN |Ω(−)†ππN (E) , (38)
where the scattering operator is defined by
Ω
(−)†
ππN(E) =< ππN |[1 + tππN,ππN(E)
1
E −Kπ −Kπ −KN + iǫ ] . (39)
Here the three-body scattering amplitude tππN,ππN(E) is determined by the non-resonant
interactions vππ, vπN,πN and vππN,ππN , as defined by Eq.(32).
We note here that the direct production amplitude T dirππN,MB(E) of Eq.(34) is due to
vππN,MB interaction illustrated in Fig.4, while the other three terms are through the un-
stable π∆, ρN , and σN states. Each term has the contributions from the non-resonant
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amplitude tM ′B′,MB(E) and resonant term t
R
M ′B′,MB(E). As seen in Eq.(15)-(19), the reso-
nant amplitude tRM ′B′,MB(E) is influenced by the non-resonant amplitude tM ′B′,MB(E). This
an important consequence of unitarity condition Eq.(13).
IV. CALCULATIONS
The N∗ information can be accurately extracted only when the extensive meson produc-
tion data of πN and γN reactions are analyzed simultaneously. Obviously, this is a rather
complex task by using the dynamical coupled-channel formulation described in section III.
In addition, it is a highly non-trivial numerical task to solve the coupled-channel equa-
tion Eq.(24) which contains a logarithmically divergent driving term ZMB,M ′B′(E) defined
by Eqs.(29)-(31). As a first step, we focus in this work on the development of numerical
methods for solving this coupled-channel equation. This then allows us to perform two-pion
photo-production calculations to investigate the effects due to the ππN cut effects which are
not included in the recent two-pion production calculations, as briefly reviewed in section I.
To proceed, we first note that the matrix elements of Z
(I)
MB,M ′B′ , as defined by Eq.(31),
is expected to be weaker than the other driving terms vMB,M ′B′ and Z
(E)
MB,M ′B′ because it
involves more intermediate states. For our present purpose of developing numerical methods,
this rather complex term can be neglected in solving the coupled-channel Eq.(24). For
simplicity, we also neglect the non-resonant interactions on the final ππN state by setting
< ψ
(−)
ππN (E)| →< ππN | in the calculation of two-pion production amplitudes defined by
Eqs.(34)-(37).
To make contact with recent experimental developments, we focus on the γN → ππN
process. Our task is therefore to develop numerical methods for solving the following equa-
tions
TππN,γN(E) = Tˆ
dir
ππN,γN (E) + Tˆ
π∆
ππN,γN(E) + Tˆ
ρN
ππN,γN(E) + Tˆ
σN
ππN,γN (E) (40)
with
Tˆ dirππN,γN(E) = < ππN |vππN,γN + vππN,πNGπN(E)[tˆπN,γN + tRπN,γN ]|γN > , (41)
Tˆ π∆ππN,γN(E) = < ππN |Γ†∆→πNGπ∆(E)[tˆπ∆,γN(E) + tRπ∆,γN ]|γN > , (42)
Tˆ ρNππN,γN(E) = < ππN |h†ρ→ππGρN(E)[tˆρN,γN (E) + tRρN,γN ]|γN > , (43)
Tˆ σNππN,γN(E) = < ππN |h†σ→ππGσN (E)[tˆσN,γN (E) + tRσN,γN ]|γN > . (44)
Here the non-resonant scattering amplitudes tˆMB,M ′B′ is obtained from solving Eq.(24) with
one of its driving term Z
(I)
MB,M ′B′ set to zero. To the first order in electromagnetic coupling,
the matrix elements of these non-resonant amplitudes are calculated from the following
coupled-channel equations
tˆMB,M ′B′(~k, ~k′, E) = VˆMB,M ′B′(~k, ~k′, E)
+
∑
M ′′B′′
∫
d~k′VˆMB,M ′′B′′(~k, ~k′′, E)GM ′′B′′( ~k′′, E)tˆM ′′B′′,M ′B′( ~k′′, ~k′, E) ,
(45)
tˆMB,γN (~k, ~q, E) = vMB,γN(~k, ~q)
+
∑
M ′B′
∫
d~k′tˆMB,M ′B′(~k, ~k′, E)GM ′B′(~k′, E)vM ′B′,γN(~k, ~q) (46)
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with
VˆMB,M ′B′(~k, ~k′, E) = vMB,M ′B′(~k, ~k′) + Z
(E)
MB,M ′B′(
~k, ~k′, E) (47)
where MB = πN, ηN, π∆, ρN, σN . Despite the neglect of some of the terms of the formu-
lation presented in section III, the calculations based on the above equations are already
far more complex than all of existing calculations of two-pion production based on the tree-
diagram models or K-matrix coupled-channel models. This is however a necessary step
to correctly account for the meson-baryon scattering wavefunctions in the short range re-
gion where we want to extract and interpret the N∗ parameters using the data of meson
production reactions, as discussed in section I.
In the following subsections, we describe our numerical procedures for solving Eqs.(45)-
(47) to get the non-resonant amplitudes tˆMB,M ′B′ , calculating the resonance amplitudes
tRMB,M ′B′ , and evaluating the two-pion production amplitudes Eqs.(40)-(44).
A. Non-resonant amplitudes
We solve Eq.(45) in the partial-wave representation. To proceed, we follow the convention
of Goldberger and Watson[63] to normalize the plane-wave state |~k > by setting < ~k|~k′ >=
δ(~k − ~k′). In the center of mass frame, Eq.(11) then leads to the following formula of the
cross section of M(~k)+B(−~k)→M(~k′)+B(−~k′) for stable particle channels MB,M ′B′ =
γN, πN, ηN
dσ
dΩ
=
(4π)2
k2
ρM ′B′(k
′)ρMB(k)
1
(2jM + 1)(2jB + 1)
∑
mjM ,mjB
∑
m′
jM
,m′
jB
| < M ′B′|T (E)|MB > |2
(48)
with
< M ′B′|T (E)|MB >=
< j′Mm
′
jM
, i′Mm
′
iM
; j′Bm
′
jB
, τ ′Bm
′
τB
|TM ′B′,MB(~k′, ~k, E)|jMmjM , iMmiM ; jBmjB , τBmτB > ,
(49)
where [(jM , mjM ), (iM , miM )] and [(jBmjB), (τBmτB)] are the spin-isospin quantum numbers
of mesons and baryons, respectively. The incoming and outgoing momenta k and k′ are
defined by the collision energy E
E = EM(k) + EB(k) = EM ′(k
′) + EB′(k
′) , (50)
and the phase-space factor is
ρMB(k) = π
kEM(k)EB(k)
E
. (51)
The partial-wave expansion of the scattering amplitude is defined as
TM ′B′,MB(~k′, ~k, E) =
∑
JM,TMT
∑
LS,L′S′
|Y JM,TMTL′(j′
M
j′
B
)S′(kˆ
′) > T JTL′S′M ′B′,LSMB(k
′, k, E) < Y JM,TMTL(jM jB)S(kˆ)|
(52)
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where the total angular vector in the spin-isospin space is defined by
|Y JM,TMTL(jM jB)S(kˆ) > =
∑
all m
|jMmjM , iM , miM ; jBmjB , τBmτB >< TMT |iMτBmiMmτB >
× < JM |LSmLmS >< SmS|jMjBmjMmjB > YLmL(kˆ) .
(53)
Clearly, Eqs.(52)-(53) lead to
T JTL′S′M ′B′,LSMB(k
′, k, E)
=
∫
dkˆ′
∫
dkˆ < Y JM,TMTL′(j′
M
j′
B
)S′(kˆ
′)|TM ′B′,MB(~k′, ~k;E)|Y JM,TMTL(jM jB)S(kˆ) > .
(54)
By also expanding the driving term VˆMB,M ′B′(~k, ~k′, E) of Eq.(45) into the partial-wave
form similar to Eq.(52), we then obtain a set of coupled one-dimensional integral equations
tˆJTL′S′M ′B′,LSMB(k
′, k, E) = Vˆ JTL′S′M ′B′,LSMB(k
′, k, E)
+
∑
M ′′B′′
∑
L′′S′′
∫
k′′2dk′′Vˆ JTL′S′M ′B′,L′′S′′M ′′B′′(k
′, k′′, E)
×GM ′′B′′(k′′, E)tˆJTL′′S′′M ′′B′′,LSMB(k′′, k, E) , (55)
where the driving term is
V JTL′S′M ′B′,LSMB(k
′, k) = vJTL′S′M ′B′,LSMB(k
′, k) + Z(E)JTL′S′M ′B′,LSMB(k
′, k, E) . (56)
The above partial-wave matrix elements of the non-resonant interaction vM ′B′,MB and one-
particle-exchange interaction Z
(E)
M ′B′,MB(E) are given in Appendices C and E, respectively.
There the numerical methods for evaluating them are also discussed in some details; in
particular on the use of the transformation from the helicity representation to the partial-
wave representation.
The propagators in Eq.(55) are given in Appendix B. Taking the matrix elements of
Eqs.(B84)-(B90), we have
GMB(k, E) =
1
E −EM(k)−EB(k) + iǫ (57)
for stable particle channels MB = πN, ηN , and
GMB(k, E) =
1
E − EM(k)− EB(k)− ΣMB(k, E) (58)
for unstable particle channels MB = π∆, ρN, σN with
Σπ∆(k, E) =
∫
q2dq
|f∆,πN(q)|2
E −Eπ(k)− [(EN (q) + Eπ(q))2 + k2]1/2 + iǫ , (59)
ΣρN (k, E) =
∫
q2dq
|fρ,ππ(q)|2
E −EN (k)− [(2Eπ(q))2 + k2]1/2 + iǫ , (60)
ΣσN (k, E) =
∫
q2dq
|fσ,ππ(q)|2
E −EN (k)− [(2Eπ(q))2 + k2]1/2 + iǫ , (61)
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FIG. 12: Logarithmically divergent moon-shape regions of the matrix elements of Z
(E)
π∆,π∆(k
′, k, E)
(solid curves) and Z
(E)
ρN,π∆(k
′, k, E) (dashed curves).
where the vertex function f∆,πN(q) is from Ref.[10], fρ,ππ(q) and fσ,ππ(q) are from the isobar
fits[68] to the ππ phase shifts. They are given in Eqs.(D7)-(D9) of Appendix D.
To solve the coupled-channel integral equation Eq.(55), we note that the matrix elements
of their particle-exchange driving terms Z
(E)
π∆,π∆(k, k
′, E) and Z(E)ρN,π∆(k, k
′, E) (Fig.8) contain
singularities due to the ππN cuts. This can be seen in Eq.(E5) of Appendix E which is the
essential component of their partial-wave matrix elements Eq.(E2). Qualitatively, they are
of the following form
Z
(E)JT
L′S′π∆,LSπ∆(k, k
′, E) ∼ ∑
l
∫ +1
−1
dx
AJTπ∆,π∆(L
′S ′, LS, l , ~k, ~k′)Pl(x)
E −Eπ(k)−Eπ(k′)− EN(~k + ~k′) + iǫ
(62)
Z
(E)JT
L′S′ρN,LSπ∆(k, k
′, E) ∼ ∑
l
∫ +1
−1
dx
AJTρN,π∆(L
′S ′, LS, l , ~k, ~k′)Pl(x)
E −Eπ(k)−EN (k′)− Eπ(~k + ~k′) + iǫ
(63)
where AJT is a non-singular function, Pl(x) is the Legendre polynomial, and x = kˆ · kˆ′.
One can easily see that these two driving terms diverge logarithmically in some momentum
regions. For E = 1.88 GeV, they are within the moon-shape regions of Fig.12. Their
boundary curves are defined by E − Eπ(k) − Eπ(k′) − EN (k ± k′) = 0 for Z(E)π∆,π∆ and by
E−Eπ(k)−EN (k′)−Eπ(k±k′) = 0 for Z(E)ρN,π∆. In Fig.13, we show the rapid change of the
matrix element Z
(E)
π∆,π∆(k, k
′;E) at E = 1.88 GeV and k′ = 300 MeV/c when the momentum
k is varied to cross the moon-shape region. In particular, the imaginary part (dashed line) is
non-zero only in a narrow region. The matrix elements of Z
(E)
ρN,π∆(k, k
′;E) have the similar
singular structure.
With the singular structure illustrated in Fig.13, Eq.(55) can not be solved by the stan-
dard subtraction method. To get πN → πN, ηN and γN → πN, ηN on-shell scattering
amplitudes, it is sufficient to apply the well-developed method of contour rotation to solve
Eq.(55) on the complex momentum axis defined by kθ = ke
−iθ with θ > 0. However,
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FIG. 13: Matrix elements of the one-particle-exchange term Z
(E)
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5/2, T = 1/2 at k′ = 300 MeV/c and E = 1.88 GeV.
the resulting half-off-shell transition amplitudes tˆMB,γN (kθ, q;E) with MB = π∆, ρN, σN ,
defined on the complex momentum kθ, can not be used directly to evaluate the matrix ele-
ments Eqs.(41)-(44) for calculating the two-pion production amplitudes. Considerable effort
is needed to find an appropriate contour integration for getting the desired matrix elements
on the real momentum axis. The situation is similar to the calculations of deuteron breakup
in πd or pd reactions, as well discussed in the literatures[69]. We overcome this difficulty by
applying the spline-function method developed in the study of πNN reactions[70, 71]. This
method is explained in details in the next section.
The solutions of Eq.(55) are then used to calculate the non-resonant photo-production
amplitudes Eq.(46). Here we use the helicity-LSJ mixed-representation that the initial γN
state is specified by their helicities, λγ, λN , but the finalMB is defined by the (LS)J angular
momentum variables
vMB,γN(~k, ~q) =
∑
JM,TMT
∑
LS
∑
λγλN
|Y JM,TMTL(jM jB)S(kˆ) > vJTLSMB,λγλNmτN (k, q, E)
×
√
2J + 1
4π
DJM,(λγ−λN )(φq, θq,−φq) < λγ, λNmτN | , (64)
where DJm,m′(φ, θ,−φ) = ei(m+m′)φdjm,m′(θ) with djm,m′(θ) being the Wigner rotation function.
Eq.(46) then leads to
tˆJTLSMB,λγλNmτN
(k, q, E) = vJTLSMB,λγλNmτN
(k, q, E) +
∑
M ′B′
∑
L′S′
∫
k′2dk′tˆJTLSMB,L′S′M ′B′(k, k
′, E)
×GM ′B′(k′, E)vJTL′S′M ′B′,λγλNmτN (k
′, q, E) .
(65)
The matrix elements vJTLSMB,λγλNmτN (k, q, E) considered in our calculations are given in Ap-
pendix F. This unconventional representation, which is convenient for calculations, can be
related to the usual multipole expansion, as also given in appendix G.
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B. Resonant amplitudes
Our next step is to calculate the resonant term defined by Eq.(15). Here we need to
perform calculations using bare N∗ → MB vertex functions generated from some hadron
models. Obviously, this is a non-trivial task and beyond the scope of this work. In particular,
one needs to analyze the consistency between the employed hadron model and our reaction
model. Instead, we use the diagonalized form Eq.(23) and simply make some plausible
assumptions to calculate the resonant amplitude tRMB,M ′B′ by using the information listed by
Particle Data Group (PDG)[62]. In the center of mass frame we write Eq.(23) for γN → MB
transition in the helicity-LSJ mixed-representation as
tR,JTLSMB,λγλNmτN
(k, q, E) =
∑
N∗
[Γ˜JTN∗,LSMB(k)]
∗ 1
E −MN∗ + i2ΓN∗(E)
Γ˜JTN∗,λγλNmτN
(q) , (66)
where MN∗ is the resonance position. The calculations of the decay functions Γ˜
JT
N∗,LSM ′B′(k
′)
and Γ˜JTN∗,λγλNmτN
(q) are explained in appendix I. They are
Γ˜JTN∗,LSMB(k) =
1
(2π)3/2
1√
2EM(k)
√
mB
EB(k)
√
8π2MN∗
mBkR
[GJTLS,MB] f
JT
LS (k, kR)(
k
kR
)L (67)
Γ˜JTN∗,λγλNmτN (q) =
1
(2π)3/2
√
mN
EN (q)
1√
2q
[
√
2qRA
JT
λ,mτN
]gJTλ (q, qR)δλ,(λγ−λN ) , (68)
where kR and qR are defined by MN∗ = EB(kR)+EM(kR) = qR+EN(qR). The form factors
are normalized such that fJTLS (kR, kR) = 1 and g
JT
λ (qR, qR) = 1. For simplicity, we choose
fJTLS (k, kR) = (Λ
2/((k − kR)2 + Λ2))2 and gJTλ (q, qR) = (Λ2/((q − qR)2 + Λ2))2 with Λ = 650
MeV/c. As explained in Appendix I, the forms Eqs.(67)-(68) are chosen such that the
coupling strength GJTLS,MB is related to the partial decay width ΓMB(N
∗
JT ) of the considered
N∗ →MB
ΓMB(N
∗
JT ) =
∑
LS
|GJTLS,MB|2 , (69)
and the γN → N∗ helicity amplitude AJTλmτN is related to the partial decay width by
Γγ,mτN (N
∗
JT ) =
q2R
4π
mN
MN∗
8
2J + 1
[|AJT3/2,mτN |
2 + |AJT1/2,mτN |
2] . (70)
Eq.(70) is defined in the N∗ rest frame and the photon momentum ~q is in the quantization
z-direction.
The total width ΓN∗(E) in Eq.(66) is parameterized by using the variables of N
∗ → πN
decay as
ΓN∗(E) = Γ
tot
N∗
ρ(kπ)
ρ(k0π)
(
kπ
k0π
)2Lpi [ Λ2
(kπ − k0π)2 + Λ2
]Lpi+4
, (71)
where ΓtotN∗ is the value given by the Particle Data Group, Lπ is the orbital angular momentum
of the considered πN state and
ρ(k) = π
kEN (k)Eπ(k)
EN(k) + Eπ(k)
. (72)
In the above equations, kπ is the pion momentum at energy E while k0π is evaluated at
E = MN∗ . We set the form factor parameter Λ = 650 MeV/c. Our main results on the
effects due to the ππN cut are not changed much if we vary the cutoff Λ in Eqs.(67)-(71).
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C. γN → ππN cross sections
Our last step is to calculate the cross sections of γ(q) + N(p) → π(k1) + π(k2) + N(p′).
With the S-matrix defined by Eq.(11) and the normalization < ~k|~k′ >= δ(~k − ~k′), we have
dσ =
(2π)4
vrel
δ(4)(p+ q − k1 − k2 − p′)d~k1d~k2d~p′
×1
4
∑
λγλN
∑
m′
jN
| < ~k1, mi1 , ~k2, mi2, ~p′m′jNm′τN |TππN,γN(E)|~qλγ, ~pλNmτN > |2 , (73)
where mi1 and mi2 are the isospin quantum number of the outgoing two pions, m
′
jN
and
m′τN are the spin-isospin quantum numbers of the outgoing nucleon. The initial γN state is
specified by their helicities λγ, λN and the nucleon isospin τN . With some straightforward
derivations, the differential cross section with respect to the ππ invariant mass Mππ can be
written in the center of mass ( ~p = −~q and ~k = (~k1 + ~k2) = −~p′)as
dσ
dMππ
=
∫
dΩk
∫
dΩk12
dσ
dΩkdΩk12dMππ
(74)
with
dσ
dΩkdΩk12dMππ
= (2π)4[
EN (p)
E
][
EN(p
′)Eπ(k1)Eπ(k2)
E
][~k · ~k12]
×1
4
∑
λγλN
∑
mj′
N
| < ~k1, mi1 , ~k2, mi2 , ~p′m′jNm′τN |TππN,γN(E)|~qλγ, ~pλNmτN > |2 ,
(75)
where ~k1 and ~k2 are related to the relative momentum ~k12 and center of mass momentum ~k
of the ππ subsystem by a Lorentz boost
~k1 = ~k12 +
~k
Mππ
[Eπ(k12) +
~k · ~k12
Eππ(k) +Mππ
] , (76)
~k2 = −~k12 +
~k
Mππ
[Eπ(k12)−
~k · ~k12
Eππ(k) +Mππ
] (77)
with
Mππ = 2Eπ( ~k12) , (78)
Eππ(k) = Eπ(~k1) + Eπ(~k2)
=
√
M2ππ +
~k2 , (79)
E = EN(k) + Eππ(k) . (80)
The above equations lead to
k =
√
(
E2 −m2N +M2ππ
2E
)2 −M2ππ , (81)
k12 =
√
M2ππ
4
−m2π . (82)
(83)
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The matrix element < ~k1, mi1 ,
~k2, mi2 , ~p
′m′jNm
′
τN
|TππN,γN(E)|~qλγ , ~pλNmτN > can be cal-
culated from the partial-wave matrix elements of tˆMB,γN (E), tˆRMB,γN (E), and the vertex
interactions ∆ → πN and ρ, σ → ππ. As an example, the matrix element of the term
T ρNππN,γN(E) defined by Eq.(43) can be calculated from
< ~k1, mi1,
~k2, mi2 , ~p
′m′jNm
′
τN
|Tˆ ρNππN,γN(E)|~qλγ, ~pλNmτN >
=
∑
mjρ ,miρ
∑
ls
∑
JMJ ,TMT
∑
LS
< jπmjpi1 , iπmi1 ; jπmjpi2 , iπmi2 |Y
jρmjρ ,iρmiρ
l ,(jpijpi)s
(kˆ12) >
× < jρmjρ , iρmiρ ; jNm′jN , τNm′τN |Y JMJ ,TMTL(jρjN )S (~k) >
fρ,ππ(k12)
E −EN (k)−Eρ(k)− ΣρN(k, E)
×[tˆJTLSρN,λγλNmτN (k, q, E) + tˆ
R,JT
LSρN,λγλNmτN
(k, q, E)] (84)
where |Y JM,TMTL,(j1j2)S (pˆ) > has been defined in Eq.(53), jπ = mjpi = 0 and hence only s = 0 and
l = jρ are allowed in the sum.
Expressions similar to Eqs.(75)-(84) can be easily obtained for the differential cross sec-
tions with respect to the πN invariant mass MπN by changing the labels of variables.
V. NUMERICAL METHODS
To illustrate the numerical method we have developed for solving the coupled-channel
equation Eq(55) with a singular particle-exchange driving term ZEMB,M ′B′ , it is sufficient
to consider the Alt-Grassberger-Sandhas (AGS) integral equation[72] within a simple three
identical bosons model of Amado[73]. This model describes the scattering of a boson b from
a two-boson bound state d via a d → bb form factor g(q) = g0/(q2 + β2) with q denoting
the relative momentum between the two outgoing bosons. The form factor is normalized as∫
k2dkg2(k)/(B + k
2
m
)2 = 1 with B being the binding energy of the two-boson subsystem.
After partial wave projection, the AGS equation in each partial-wave is
X(p′, p0, E) = Z(p
′, p0, E) +
∫
p2dpZ(p′, p, E)τ(p, E)X(p, p0, E) , (85)
where X(p, p0, E) is the half-off-shell bd → bd scattering amplitude. The one-particle ex-
change driving term Z(p′, p, E) and the propagator τ(p, E) are calculated by using the
familiar non-relativistic kinematics. In the center of mass system, they are
Z(p′, p, E) =
1
2
∫ 1
−1
dxPL(x)
g0
(|~p′ + 1
2
~p|2 + β2)
g0
(|~p+ 1
2
~p′|2 + β2)
× 1
E − p2
2m
− p′2
2m
− (~p+~p′)2
2m
+ iǫ
, (86)
τ−1(p, E) = (E2(p, E) +B)
×
[
1− (E2(p, E) +B)
∫
k2dk
g2(k)
(B + k
2
m
)2(E2(p, E)− k2m + iǫ)
]
, (87)
where L is the orbital angular momentum, E2(p, E) = E−3p2/4m, and PL(x) is the Legendre
polynomial with x = pˆ′ · pˆ.
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FIG. 14: Logarithmically divergent moon-shape region of the matrix elements Z(p′, p, E) of Eq.(85)
of the Amado Model. p, p′ and E are in unit of h¯ = 2m = 1 with E = 1.
Besides the 2-body bound state pole at E2(p, E) + B = E − 3p2/(4m) + B = 0, the
interaction Z(p′, p, E) in the kernel of Eq.(85) has logarithmic singularity for energies above
the three-particle breakup threshold. With the parameters h¯ = 2m = 1, B = 1.5, β = 5,
and the total energy E = 1, one can see from the energy denominator of Eq.(86) that the
interaction Z(p′, p, E) is singular in the moon-shape region of Fig.14. Since the singularity
depends on both p and p′, it is difficult to solve the integral equation Eq.(85) by using
the standard subtraction methods. Although there are well-known methods of contour-
deformation to avoid the singularity, we will solve the equation without contour-deformation
by employing the interpolating function. Because mathematical problems of the singular
integral equation (85) are well discussed in Ref.[74] for example, we will concentrate on the
practical numerical procedures.
Let us choose appropriate grid points {pi} and write the unknown function X(p, p0, E)
in terms of an interpolation function Si(p)
X(p, p0, E) =
∑
i
Si(p)X(pi, p0, E) . (88)
By inserting Eq.(88)) into eq.(85), one obtains the matrix equation
X(pj, p0, E) = Z(pj, p0, E) +
∑
i
KjiX(pi, p0, E) , (89)
where
Kji =
∫
p2dpZ(pj, p, E)τ(p, E)Si(p) =
∑
n
∫ pn+1
pn
p2dpZ(pj, p, E)τ(p, E)Si(p) . (90)
The integration in Eq.(90) can be carried out as precisely as necessary since the interpolation
functions Si(p) are known and the logarithmic singularity can be integrated as
∫
dx ln(x) =
x ln(x)− x. The integration over the 2-body bound state pole of τ(p, E) can be worked out
by using the standard technique of pole subtraction.
The choice of interpolation functions Si(p) depends on the property of the function to be
interpolated. For example, the Lagrange interpolation polynomials are employed in Ref.[74]
with some care near the breakup threshold. In the case of polynomial interpolation, however,
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FIG. 15: Half-off-shell amplitude X(p, p0, E) of Eq.(85) of the Amado Model. p and p0 are in unit
of h¯ = 2m = 1 with E = 1. The dot-dashed curves are from deriveing term Z(p, p0, E) of Eq.(85).
some changes in a small region may give rise to global effects. Therefore it is better to use
the spline interpolation which depends locally on the grids points, i.e., the function Si(p)
dominates around the grid point pi. Moreover, the spline interpolation is known to be less
oscillating compared to the polynomial interpolation.
Spline functions are defined in terms of piecewise polynomials which are connected
smoothly over the whole region. Since cubic splines are mostly employed, we will explain
it in some detail. There are several kinds of spline functions depending on the condition
of continuity. Among them, natural splines and Hermitean splines are very useful. Their
characteristic properties are:
(1) natural splines: first and second derivatives are continuous at the grid points. It is
a global spline in the sense that the function Si(p) depends on the whole grid points. It is
known that the natural spline interpolation has a minimum curvature property.
(2) Hermitean splines: Only first derivatives are continuous at the grid points. It is a
local spline in the sense that the function Si(p) (pi ≤ p ≤ pi+1) depends on 4 grid points
{pi−1, pi, pi+1, pi+2}.
Since the practical ways of calculating the spline functions Si(p) are well described in
Ref.[75] for natural splines and in Ref.[76] for Hermitean splines, we will not repeat them
here.
The choice of spline functions certainly depends on the behavior of the solution X(p, p0).
As is well-known, there appears a square-root singularity at the breakup threshold [74]. More
precisely, the amplitude X(p, p0, E) goes like (pB − p)ℓ+1/2 ( ℓ is an angular momentum
of the 2-body bound state) below the breakup threshold pB. Therefore, in the case of
ℓ = 0, the derivative is not continuous at pB and there appears a sharp change of the
amplitude. The straightforward application of the spline interpolation is not suitable since
it requires the smooth continuation. One of the ways to take into account this singular
threshold behavior is to divide the whole region [0,∞] into two regions [0, pB] [pB,∞], and
employ Hermitean spline interpolation in each region. It is also recommended that the
grid points are suitably modified to account for the singularity near the breakup threshold,
i.e., p′ =
√
p2B − p2 (p ≤ pB) and p′ =
√
p2 − p2B (p ≥ pB). In order to check the spline
interpolation for the square-root singularity, it is a good exercise to fit the simple model
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function
f(x) =
{
(1− x2)ℓ+1/2 0 ≤ x ≤ 1
(x2 − 1)ℓ+1/2e−x 1 ≤ x <∞ (91)
and to examine the accuracy of the interpolation. This exercise also will give some idea
about the distribution of the grid points.
Now we will explain how the spline function method works in a calculation of Eq.(85)
for the Amado model with the parameters h¯ = 2m = 1, B = 1.5, β = 5, and the total
energy E = 1. As discussed above, the interaction Z(p′, p, E) given in Eq.(86) is sin-
gular in the moon-shape region of Fig.14. To choose the grid points for solving Eq.(85)
with the input Eqs.(86)-(87), we first identify some typical momenta: the on-shell mo-
mentum p0 =
√
4m(E +B)/3 of bd elastic scattering, the tips of the moon-shape re-
gion on the coordinate axes pend =
√
mE, the breakup threshold pB =
√
4mE/3, and
pb =
√
mE/3 at which the moon-shape boundary has its maximum value from each co-
ordinate axis. We then choose pa = 0, pb =
√
mE/3 = 0.408, pc = pend =
√
mE =
0.707, pd = pB =
√
4mE/3 = 0.816, pf = p0 =
√
4m(E +B)/3 = 1.291, pg = pmax = 20
and pe = (pd + pf )/2 = 1.053. These momenta are chosen to make 6 regions as
Ra = [pa, pb], Rb = [pb, pc], Rc = [pc, pd], Rd = [pd, pe], Re = [pe, pf ], Rf = [pf , pg].
In addition to the grid points of those typical momenta, we prepare {2, 2, 4, 3, 3, 9} grid
points in each region respectively, and thus 30 mesh points are used in solving the matrix
equation Eq.(89) . They are distributed in equal space for Ra, Rb and Re, while modi-
fied grid points p′i are equally spaced near the breakup threshold for Rc and Rd. In the
region Rf , grid points are distributed as geometrical series with the ratio r = 1.5 ;i.e.,
p = 1.291, 1.456, 1.704, 2.075, 2.632, 3.468, 4.722, 6.602, 9.423, 13.65, 20 .
In order to evaluate the integral Eq.(90) accurately, we have employed 4-point Gauss-
Legendre integration formula for each interval [pn, pn+1] which has no singularity. For the
interval including the logarithmic singularity, we have changed the integration variable by
explicitly taking account the location of the singularity as
∫ pn+1
pn
dpF (p) =
∫ t2
−t1
dt3t2F (ps + t
3) , (92)
where ps (pn < ps < pn+1) is the singular point. The variable is changed as p = ps + t
3 and
t1 = (ps − pn)1/3, t2 = (pn+1 − ps)1/3. This manipulation explicitly removes the logarithmic
divergence from the integrand.
Thus, we have prepared two kinds of mesh points, i.e., one is the grid points {pi} at
which the solution X(pi, p0, E) is to be found by solving the matrix equation Eq.(89), and
the other is to carry out the integration of Eq.(90) as precisely as required.
The calculated amplitude X(p, p0, E) for zero total angular momentum are the solid curve
(real part) and dashed curve (imaginary part) shown in Fig.15, which can be compared
with the similar calculation of Ref. [77]. The amplitude X(p, p0, E) is dimensionless and
normalized as X(p0, p0) = (ηe
2iδ − 1)/(2i) at the on-shell point. One can see clearly the
square-root singularity at the breakup threshold. We have also carried out the calculation
with natural splines. Although natural splines are not suitable for the square-root singularity,
it is practically possible to imitate the singularity by distributing many grid points around
the breakup threshold. For example, the elastic amplitudes calculated by two different
splines agree within the accuracy of 1%, since the on-shell point is away from the breakup
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threshold. In practice, both amplitudes coincides fairly well except for the small region
around the breakup threshold. In Fig.15, we also show the contribution (dot-dashed curve)
from the driving term Z(p, p0, E) defined by Eq.(86). Its differences with the solid and
dashed curves clearly show that the multiple scattering effects are very important.
The method described above can be readily extended to solve the coupled-channel equa-
tion Eq.(55). To be more specific, let us consider the case of E = 1.88GeV. As discussed
in the previous section, the partial-wave matrix elements of the driving terms Z
(E)
π∆,π∆ and
Z
(E)
ρN,π∆ of Eq.(55) diverge logarithmically in the moon-shape regions shown in Fig12. To
choose the grid points for applying the spline function expansion method, we first select the
following momenta
p0 = 0 , (93)
p1 =
mπ
mN +mπ
p6 , (94)
p2 =
1
2
p7 , (95)
p3 =
[
1
4
(E −mN)2 −m2π
]1/2
, (96)
p4 =
mN
mN +mπ
p6 , (97)
p5 =

1
4
(
E −mπ + m
2
π −m2N
E −mπ
)2
−m2π


1/2
, (98)
p6 =

1
4
(
E +
m2π − (mN +mπ)2
E
)2
−m2π


1/2
, (99)
p7 =

1
4
(
E +
m2N − 4m2π
E
)2
−m2N


1/2
, (100)
p8 =

1
4
(
E +
m2N −m2π
E
)2
−m2N


1/2
. (101)
The momentum p8 is the on-shell momentum of the πN state. p6(p7) corresponds
to the momentum at which the invariant mass of the πN (ππ) subsystem of the
ππN state is m12 = mN + mπ (2mπ). This momentum can be considered as the
”breakup” threshold of the unstable particle channels π∆ (ρN and σN). Specifically,
we take {p0, p1, p2, p3, p5, p6, p7, p8, pmax} for π-spectator channel (πN, π∆), and
{p0, p1, p2, p4, p5, p6, p7, p8, pmax} for N -spectator channel (ρN, σN). For example,
numerical values at E = 1.88 GeV are : p1 = 80.29, p2 = 334.8, p3 = 448.7, p4 =
539.1, p5 = 605.8, p6 = 619.4, p7 = 669.7, p8 = 696.3 and pmax = 6000. For 8 regions
R1 = [p0, p1], R2 = [p1, p2], . . . , R8 = [p8, pmax], we prepare {3, 3, 3, 3, 3, 3, 3, 8} grid
points. The distribution of the mesh points and the integration over each region are the
same as those for the Amado model.
It is a rather complex numerical task to get accurate solutions of Eq.(55). We check our
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numerical accuracy by reproducing the following optical theorem within 1%
4π
k
Im[tˆMB,MB(θ = 0)] =
∑
M ′B′=πN,ηN,γN
σˆMB,M ′B′ + σˆMB,ππN (102)
where MB = πN, ηN, γN are stable particle channels, the cross sections σˆa,b are calculated
from the non-resonant amplitudes tˆMB,M ′B′ by solving Eq.(55). The two-pion production
cross sections σˆMB,ππN are calculated from the amplitudes Eqs.(40)-(44) with resonant am-
plitude tRMB,M ′B′ = 0.
VI. RESULTS
Our main interest in this paper is to use the numerical methods described in section
V to examine the dynamical consequences of the one-particle-exchange interaction Z
(E)
π∆,π∆,
Z
(E)
ρN,π∆, and Z
(E)
σN,π∆ (Fig.8). As illustrated in Fig.13 and discussed in section IV, the ma-
trix elements of these interactions have logarithmically divergent structure due to the ππN
unitarity cuts which are not accounted for in all of the recent calculations of two-pion pro-
duction. The parameters needed to evaluate the partial-wave matrix elements of Z
(E)
π∆,π∆,
Z
(E)
ρN,π∆, and Z
(E)
σN,π∆ are fixed by the fitting the low-energy πN and ππ scattering partial-
wave amplitudes, as given in Appendices D and E. With the resonant amplitudes also fixed
by using the information of PDG to evaluate Eqs.(66)-(72), our first task is to choose the pa-
rameters of starting Lagrangians, given in Appendix A, to evaluate the partial-wave matrix
elements vJTL′S′M ′B′,LSMB(k
′, k) defined in Appendix C and vJTL′S′M ′B′,λγλN (k
′, q) in Appendix
F, with MB,M ′B′ = πN, ηN, π∆, ρN, σN . Here we are guided by the previous works on
meson-exchange models of πN and NN interactions, as discussed in Appendix A. We also
need to regularize the resulting matrix elements of all of the non-resonant interactions given
explicitly in Appendices C and F. This is done by multiplying each strong interaction ver-
tex in the considered non-resonant mechanisms, illustrated in Figs.3-4, by a form factor
[Λ2/(Λ2+~k2)]2 with ~k being the momentum associated with the meson at the MBB vertex
or the meson being-exchanged. We adjust the cutoff parameters Λ as well as some of the less
well determined coupling constants to get a reasonable description of the Jlab data of invari-
ant mass distributions of γp → π+π−p reactions. With the parameters listed in Tables I-II
of Appendix A, our results (solid curves) of the invariant mass distributions are compared
with the data at W = 1.88 GeV in Fig.16. While the improvements are clearly needed,
the chosen parameters are sufficient for our present very limited purposes of investigating
the effects due to ππN cut. No attempt is made here to adjust the parameters to fit all of
the available data of γp → π+π−p, π0π0p, π+π0n. This can be meaningfully pursued in a
coupled-channel approach only when the data of πN → πN, ηN, ππN and γN → πN, ηN
are also considered. Here we focus on the effects due to the ππN cut which are neglected in
all recent two-pion production calculations..
To see the dynamical content of our calculations, we also show in Fig.16 the contributions
from each of the unstable π∆, ρN, σN channels. TheMπ+p distribution (top panel) is clearly
dominated by the process γp→ π∆→ ππN (dashed). The peak near Mπ+p ∼ 1.23 GeV is
dominated by the γp→ π−(∆++ → π+p) process, while the shoulder in theMπ+p ∼ 1.4−1.6
region is due to the γp → π+(∆0 → π−p) process. The contributions from the ρN (dotted
curve) and σN (dot-dashed curve) are sizable and can change the shape and magnitude of
the cross sections through interference effects. The Mπ+π− distribution (middle panel) is
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dominated by γp → p(ρ → π+π−) (dotted) and hence is peaked at Mπ+π− ∼ 0.76 GeV.
However the contribution from π∆ channel (dashed) are clearly important in getting the
good description of the data. The situation for Mπ−p distribution (right) is similar to that
forMπ+p distribution (bottom panel), except that the relative strength between two ∆ peaks
is changed.
We now turn to investigating the effects due to the one-particle-exchange driving terms
Z
(E)
π∆,π∆(E),Z
(E)
ρN,π∆(E), and Z
(E)
σN,π∆(E) which contain the effects due to the ππN unitarity
cut, as discussed in section IV. Their singularity structure, illustrated in Fig.12, is similar
to that shown in Fig.14 of the three-boson case. We thus expect that non-resonant partial-
wave amplitudes associated with π∆, ρN , and σN states have similar momentum-dependent
structure of Fig.15. This is confirmed in our calculations. Some of our typical results are
shown in Fig.17 for tπ∆,πN and Fig.18 for the photo-production amplitudes tπ∆,γN(upper
panel) and tρN,γN(lower panel). The solid curves in these figures are from our full calcula-
tions, which show rapid varying structure. When the driving terms Z
(E)
π∆,π∆(E), Z
(E)
ρN,π∆(E),
and Z
(E)
σN,π∆(E) are turned off in solving Eq.(55), we obtain slow varying dashed curves.
Here we note that the momentum variable k in Figs.17-18 is related to the sub-energy
σ(k, E) = E − Es(k) for the resonant particle (∆ or ρ) to decay in the presence of a spec-
tator particle s (π or N) with energy Es(k). Thus the full curves in Figs.17-18 also reflect
the rapid dependence on the sub-energy σ(k, E). We emphasize that the rapid dependence
of these amplitudes on the sub-energy σ(k, E) is a necessary consequence of ππN unitarity
condition, as discussed by Aaron and Amado[5], and is similar to what can be seen in the
πNN studies[28, 70, 71]. Our results clearly indicate that the usual tree-diagram approx-
imation should be used with cautions in interpreting the extracted N∗ parameters. The
rapidly varying structure associated with an unstable particle channels must be taken into
account in any phenomenological extraction of the partial-wave amplitudes. These were not
taken into account in the early partial-wave analyses[78] of the data of πN → ππN .
If we further turn off the multiple scattering mechanisms in solving coupled-channel
equation Eq.(55), we get the dot-dashed curves in Figs.17-18. The large differences between
the dash-dotted curves and the solid curves indicate the difference between the dynamical
coupled-channel approaches and the recent tree-diagram models.
We next examine the effects of the one-particle-exchange terms Z
(E)
π∆,π∆(E), Z
(E)
ρN,π∆(E),
and Z
(E)
σN,π∆(E) on the differential cross sections of γp→ π+π−p. Here we set ~p as the outgo-
ing π+ momentum, ~q the relative momentum between π− and p. Two of our typical results
of the dependence of the differential cross sections dσ/(dMπ−pdΩpdΩq) on the azimuthal
angle φ of ~q are shown in Fig.19 with the final π+π−p kinematics fixed at Mπ−p = 1.23GeV,
cos θp = 0.183, φp = −3.1 rad., and cos θq = 0.80(left), 0.183(right). Our full results are
the solid curves. The dotted curves are obtained when Z
(E)
π∆,π∆, Z
(E)
ρN,π∆(E), and Z
(E)
σN,π∆(E)
are turned off in solving the coupled-channel equation Eq.(55). Clearly, the effects due to
these one-particle-exchange terms are very pronounced in changing both the shapes and
magnitudes of the differential cross sections. Similar results are also seen in our calculations
for other values of ~p of the outgoing π+ and ~q of the relative momentum of the outgoing
π−p system. The results shown in Fig.19 further indicate that the rapid varying structure
of the amplitudes shown in Figs.17-18 must be accounted for in any analysis of two-pion
production.
In the recent studies of two-pion production, the data of invariant mass distributions
dσ/dMπN and dσ/dMππ of γN → ππN are most commonly used to extract N∗ parameters.
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FIG. 16: The differential cross sections of γp→ π+π−p reaction with respect to the invariant mass
Mπ+p (top), Mπ+π− (middle), and Mπ−p (bottom) at W=1.880 GeV. The data are from Ref.[57].
The solid curves are from full calculations, The contributions from π∆ (dashed), ρN (dotted) and
σN (dot-dashed) to the invariant mass distributions of γp→ π+π−p are also shown.
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FIG. 17: The half-off-shell amplitudes tˆπ∆,πN (k, k0, E). The invariant mass of the outgoing ∆ is
1.232 GeV and the total energy is E=1.880 GeV. The left (right) hand sides are the real (imaginary)
parts of the amplitudes with πN in S11 (top) and P31 (bottom). The partial-wave quantum
numbers for π∆ state are indicated in each figure. The solid curves are from full coupled-channel
calculations. The dashed curves are from setting Z
(E)
π∆,π∆(E) = Z
(E)
ρN,π∆(E) = Z
(E)
σN,π∆(E) = 0. The
dot-dashed curves are from further setting multiple scattering terms of Eq.(55) to zero; i.e. setting
tˆJTL′S′M ′B′,LSMB(k
′, k, E) = vJTL′S′M ′B′,LSMB(k
′, k, E). Note that the matrix elements of vπ∆,πN are
real in our phase convention (see Appendix A) and hence there is no dot-dashed curves in the right
hand side.
Since these cross sections involve integrations over angles of outgoing particles, as seen
in Eq.(74), the rapid varying structure of the partial-wave amplitudes due to ππN cut is
washed out. We thus see the smooth distributions dσ/dMπN and dσ/dMππ, as shown in
Figs.16. However the one-particle-exchange terms Z
(E)
π∆,π∆(E), Z
(E)
ρN,π∆(E), and Z
(E)
σN,π∆(E)
can change their magnitudes and shapes significantly. One example is shown in in Fig.20
for γp→ π0π0p. We see that when these one-particle-exchange driving terms are turned off
in solving coupled-channel equation Eq.(55), the predicted invariant mass distributions are
reduced significantly. Such a large difference further indicate the importance of including
the ππN cut effects in calculating these particle-exchange terms for analyzing the two-pion
production data.
VII. SUMMARY AND FUTURE DEVELOPMENTS
For analyzing the meson production data in the nucleon resonance (N∗) region, we have
developed a dynamical coupled-channel reaction model. With the assumption that the ba-
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FIG. 18: The half-off-shell amplitudes tˆπ∆,γN (k, q,E) (upper) and tˆρN,γN (k, q,E) (lower). The
invariant mass of the outgoing ∆ (ρ) is 1.232 GeV (0.76 GeV) and the total energy is E=1.880
GeV. The partial-wave quantum numbers for the final π∆ and ρN states are indicated in each
figure. The solid curves are from full coupled-channel calculations. The dashed curves are
from setting Z
(E)
π∆,π∆(E) = Z
(E)
ρN,π∆(E) = Z
(E)
σN,π∆(E) = 0. The dot-dashed curves are from fur-
ther setting multiple scattering terms of Eq.(65) to zero; i.e. setting tˆJTLSMB,λγλNmτN
(k′, k, E) =
vJTLSMB,λγλNmτN
(k′, k, E). Note that the matrix elements of vπ∆,γN (vρN,γN ) are pure imaginary
(real) in our phase convention (see Appendix A) and hence there is no dot-dashed curves in the
right (left) sides of the upper (lower) parts.
sic degrees of freedom of the considered reactions are mesons (M) and baryons (B), our
starting point is an energy-independent effective Hamiltonian which is derived from a set of
Lagrangians by using a unitary transformation method. Within the constructed Hamilto-
nian, the N∗ excitations are defined by bare N∗ → MB, ππN vertex interactions and the
non-resonant meson-baryon interactions are defined by the tree-diagrams generated from the
considered Lagrangians. We then apply the standard projection operator techniques[64] to
derive coupled-channel equations for calculating the amplitudes of meson-baryon reactions.
The model satisfies the unitary conditions within the channel space spanned by the con-
sidered two-particle meson-baryon states and the three-particle ππN state. In this paper,
we present explicit formulations within a Fock-space spanned by the basis states γN , πN ,
ηN , π∆, ρN , σN , and ππN . However, the formulation can be straightforwardly extended
to include other meson-baryon states such as Kaon-Hyperon (KY) and ωN , and other two
meson production channels such as ηπN and KK¯N .
To facilitate the interpretations of the extracted N∗ parameters, we cast the reaction
amplitudes into a form such that the meson-baryon scattering effects on N∗ excitations
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FIG. 19: Differential cross sections of γp→ π+π−p at the γN invariant mass W=1.880 GeV. The
outgoing π+ momentum is ~p and the relative momentum between π− and p is ~q. φ is the azimuthal
angle of ~q. The results are for the invariant mass Mπ−p = 1.23 GeV, cos θp = 0.183, φp = −3.1 rad.
The left (right) panel is for cos θq = 0.80(0.183). The dashed curves are obtained when Z
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MB,M ′B
term is turned off in solving Eq.(65).
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curves are obtained when Z
(E)
MB,M ′B term is turned off in solving Eq.(65).
can be explicitly calculated. These effects, called the meson cloud effects, are due to the
mechanisms that the incident meson interacts with the baryons through all possible non-
resonant scattering before the N∗ is excited by the bare N∗ → MB vertex interaction
of the model Hamiltonian. The determination of the meson cloud effects from the meson
production data could be useful for interpreting the extracted N∗ parameters in terms of
hadron structure calculations. For example, it was found in Refs.[10, 11] that the meson
cloud effects can account for the main differences between the extracted γN → ∆ (1232)
resonance transition form factors and the constituent quark model predictions. It will be
interesting to explore how the meson cloud effects, as defined in our formulation, can be
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related to the current Lattice QCD calculations.
In addition to giving a complete presentation of our theoretical framework, we also present
in this paper a numerical method based on a spline-function expansion for solving the
resulting coupled-channel equations which contain logarithmically divergent one-particle-
exchange driving terms. These driving terms contain the effects due to the ππN unitarity
cuts which must be included accurately in calculating the two-pion production observables.
We explain how this method can be applied in practice for a simple three-boson Amado
model, and then for our realistic model with γN, πN, π∆, ρN, σN , and ππN channels.
An another important step in carrying out numerical calculations is to find an efficient
way to calculate a large number of partial-wave matrix elements of the considered non-
resonant meson-baryon interacting terms which are needed for solving the coupled-channel
equations. Here we make use of the helicity representation of Jacob and Wick and also
introduce a helicity-LSJ mixed-representation which is most convenient for calculating the
electromagnetic matrix elements. While these are rather technical details, but are also
presented explicitly in this paper for the completeness in explaining our numerics.
With the parameters of the model chosen appropriately to fit JLab’s two-pion photo-
production data, we apply the developed numerical methods to show that the logarithmically
divergent one-particle-exchange driving terms in the constructed coupled-channel equations
generate rapid varying structure in the matrix elements of reaction amplitudes associated
with unstable particle channels π∆, ρN , and σN . Our results confirm the analysis by
Aaron and Amado[5]. We further show that these one-particle-exchange terms have large
effects in determining the two-pion production differential cross sections both in shapes and
magnitudes. Our findings suggest that one needs to be cautious in interpreting the N∗
parameters extracted from the approaches which do not account for the effects due to the
ππN unitarity cuts.
The calculations presented in this paper are far from complete within our formulation,
while they are sufficient for testing the accuracy of our numerical methods and illustrating
the importance of ππN unitarity cut. The N∗ parameters can be convincingly extracted
and properly interpreted only when we apply our full formulation to analyze all available
data of meson production reactions. Obviously this is a rather complex process. We now
discuss how we will accomplish this rather ambitious research project in practice.
Our first task is to fit the πN elastic scattering data to fix the parameters defining the
strong interaction parts of the model Hamiltonian Eqs.(7)-(10). This must be done by
extending the coupled-channel calculations described in section IV in two aspects, First, we
must include the driving term Z
(I)
MB,M ′B′ defined by Eq.(31). As discussed in section III,
this term contains the ππN cut effects originated from the πNN vertex. Our second main
task is to develop appropriate parameterizations of the bare N∗ → MB form factors for
calculating the resonant amplitudes rigorously according to Eqs.(15)-(19). Here we need to
make use of the predictions from hadron structure calculations. For example, we at least
can fix the relative phases between different N∗ → MB transitions by using the naive SU(6)
quark model with meson-quark coupling. Predictions from more sophisticated models, such
as the 3P0 model of Ref.[79] and the model based on Dyson-Schwinger Equation[80], could
provide useful information to our investigation. In fitting the πN elastic scattering data, we
should also fit the available πN → ηN reaction data and use the optical theorem to make
sure that the predicted πN total cross sections are also in agreement with the data.
Once the πN data are fitted by the above procedures, most of the strong interaction
vertexes in the non-resonant electromagnetic interactions vγN,MB and vγN→ππN of our model
34
Hamiltonian have also been determined. We thus can focus on the determination of γN →
N∗ form factors. From Eq.(19), one can use the operator relations Eqs.(B32)-(B33) of
Appendix B to write the dressed N∗ → γN vertex of the resonant amplitude (Eq.(15)) as
Γ¯N∗→γN(E) = ΓN∗→γN +
∑
MB
ΓN∗→MBGMB(E)tMB,γN(E)
≡ ΓN∗→γN +
∑
MB
Γ¯N∗→MBGMB(E)vMB,γN . (103)
Since Γ¯N∗→MB in the second line of the above equation has been determined in the fit to
the πN reaction data, the bare N∗ → γN vertex ΓN∗→γN is the main unknown and can
be determined by fitting the data of photo-production and electro-production of π, η and
two pions. Of course some less well-determined parameters in the non-resonant interaction
vγN,M ′B′ should also be adjusted in the fits. In practice, one can extract bare N
∗ → γN
form factor at each Q2. It of course will be more interesting if the parameterization of the
bare form factor ΓN∗→γN can be guided by some theoretical calculations.
We now turn to discussing the extension of the model to include KY and ωN channels
which are also useful in probing the structure of N∗. In particular, we note that ηN,KΛ, and
ωN channels are of isospin T = 1/2. The properties of T = 1/2 N∗ states can therefore be
more selectively extracted from analyzing the production data of these three channels. Thus,
an extension of the formulation presented in this paper to include KY and ωN channels
is highly desirable and technically straightforward. However, it will increase the needed
computation effort enormously. Nevertheless, we can make use of the results from fitting
the πN , ηN and ππN data to perform simplified coupled-channel analyses of the KY and
ωN production data. This can be done by following the approach of Ref.[81].
Considering theKY production, we assume that it can be described by a coupled-channel
model including γN , KY , πN , and a dummy channel QQ which represent all of the neglected
channels. If we further assume that KY does not couple directly with the QQ state (mainly
because there is no information about how KY couples with ππN channels), one can cast
the coupled-channel equation Eq.(24) into the following form
tγN,KY (E) = vγN,KY [1 +GKY (E)tKY,KY (E)] + vγN,πNGπN(E)tπN,KY (E) (104)
with
tKY,KY (E) = v
eff
KY,KY (E)[1 +GKY (E)tKY,KY (E)] , (105)
tKY,πN(E) = [1 + tKY,KY (E)GKY (E)]vKY,πN [1 +GπN(E)tˆπN,πN(E)] . (106)
Here the effective KY interaction is defined by
veffKY,KY (E) = vKY,KY + vKY πNGπN(E)[1 + tˆπN,πN(E)GπN(E)]vπN,KY , (107)
and tˆπN,πN is from solving the coupled-channel equation Eq.(24) in the πN ⊕QQ space.
If we assume that the dummy channel QQ = ηN⊕π∆⊕ρN⊕σN , the scattering amplitude
tˆπN,πN in the above equations is just the solution of Eq.(24) of the model determined in the
fit to πN data described above. We therefore can use this information to solve Eqs.(105)-
(107) and determine the parameters associated with the non-resonant interaction vKY,πN
and vKY,KY by fitting the available data of πN → KY reactions. This will then allow us
to generate tKY,KY and tπN,KY to evaluate Eq.(104) and also fix the strong vertexes in the
35
non-resonant vγN,KY . The KΛ photo-production and electro-production data can then be
used to extract the γN → N∗ form factors for T = 1/2 N∗ states. The same procedure can
be used to analyze the ωN production data.
To end this paper, we would like to emphasize here that the objective of performing
dynamical coupled-channel analyses of meson production data is not only to extract the
N∗ parameters, but also to provide information on reaction mechanisms for interpreting the
extracted N∗ parameters in terms of the quark-gluon substructure of hadrons. In particular,
we account for the dynamical consequences of the ππN unitarity condition which is very
difficult, if not impossible, to be treated rigorously in the existing approaches for calculating
the hadron structure or the Lattice QCD calculations. An another important point to note
is that our approach accounts for the off-shell scattering effects which describe the meson-
baryon scattering wavefunctions in the short range region where we want to explore the
structure of N∗. These essential quantum-mechanical effects are absorbed in the parameters
of the approaches based on tree-diagram models or K-matrix models. Thus our dynamical
approach perhaps has a better chance than these two approaches in revealing the quark-gluon
substructure of baryons. Our progress in this direction will be published[67] elsewhere.
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109-ENG-38 and the Japan Society for the Promotion of Science Grant-in-Aid for Scientific
Research (C) 15540275.
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APPENDIX A: LAGRANGIAN
In this appendix, we specify a set of Lagrangians for deriving the non-resonant interactions
vMB,M ′B′ which is the input to the coupled-channel equations Eq.(24). Here we are guided
by the previous works on meson-exchange models of πN and NN interactions. The coupling
with pseudo-scalar mesons π and η are consistent with chiral symmetry. The vector meson
couplings are less known and are mainly constructed phenomenologically. In the convention
of Bjoken and Drell[82]), the Lagrangian with π, η, N , and ∆ fields are
LπNN = −fπNN
mπ
ψ¯Nγµγ5~τψN · ∂µ ~φπ , (A1)
LπN∆ = −fπN∆
mπ
ψ¯µ∆ ~TψN · ∂µ ~φπ , (A2)
Lπ∆∆ =
f∆∆π
mπ
ψ¯∆µγ
νγ5 ~T∆ψ
µ
∆ · ∂ν~φπ , (A3)
LηNN = −fηNN
mη
ψ¯Nγµγ5ψN∂
µφη . (A4)
The interactions involving ρ meson are
LρNN = gρNN ψ¯N [γµ − κρ
2mN
σµν∂
ν ] ~ρµ · ~τ
2
ψN , (A5)
LρN∆ = −ifρN∆
mρ
ψ¯µ∆γ
νγ5 ~T · [∂µ ~ρν − ∂ν ~ρµ]ψN + [h.c.] , (A6)
Lρ∆∆ = gρ∆∆ψ¯∆α[γ
µ − κ∆∆ρ
2m∆
σµν∂ν ] ~ρµ · ~T∆ψα∆ , (A7)
Lρππ = gρππ[ ~φπ × ∂µ ~φπ] · ~ρµ , (A8)
LNNρπ =
fπNN
mπ
gρNN ψ¯Nγµγ5~τψN · ~ρµ × ~φπ , (A9)
LNNρρ = −
κρg
2
ρNN
8mN
ψ¯Nσ
µν~τψN · ~ρµ × ~ρν . (A10)
Note that the contact terms Eqs.(A9)-(A10) are from applying [∂µ → ∂µ − gρNN~ρµ×] on
LπNN Eq.(A1) and LρNN Eq.(A5).
The interactions involving ω meson are
LωNN = gωNN ψ¯N [γµ − κω
2mN
σµν∂
ν ]ωµψN , (A11)
Lωπρ = −gωπρ
mω
ǫµαλν∂
α ~ρµ∂λ ~φπω
ν . (A12)
We also consider interaction involving a scalar isoscalar σ meson
LσNN = gσNN ψ¯NψNφσ (A13)
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f2
piNN
4π fπN∆ κρ gωNN κω gρNNgρππ
0.08 2.049 1.825 11.5 0 38.4329
TABLE I: Coupling constants determined in Ref.[10].
gρππ gσππ gωπρ gρNN fηNN gσNN fπ∆∆ fρN∆ fρ∆∆ κρ∆∆
6.1994 1.77 11.2 6.1994 1.77 12.8 1.78 -6.08 -4.30 6.1
TABLE II: Coupling constants used in the calculations in this paper.
Lσππ = −gσππ
2mπ
∂µ~φπ∂µ~φπφσ . (A14)
To proceed, we need to know the coupling constants of the above Lagrangians. The
parameters determined from fitting the πN data within the SL model[10] are given in Table
I. The ρ, σ → ππ coupling constants can be estimated from fitting ππ phase shifts in the
isobar model[68], as described in Appendix C. The decay width of ω → πρ can be used to
estimate the coupling constant gωπρ. The ηNN coupling constant fηNN has been estimated
in recent studies of η production from πN and γN reactions. The σNN coupling can be
estimated from the previous works on NN scattering. These parameters are adjusted around
the values from these estimates to fit the JLab data of γp→ π+π−p reactions, as described
in section VII. They are listed in Table II.
We have very little information on the coupling constants fπ∆∆, fN∆ρ and fρ∆∆. We
simply follow the previous works and use the simple SU(6) quark model to determine them
from the empirical values of the coupling constants fπNN and gρNN . To be more informative,
we here also describe how this procedure is used in practice.
First step is take the static-baryon limit of the matrix elements < B′|LMBB′ |BM(q) >
to define the effective MBB′ Hamiltonian operators in the spin-isospin space of baryons.
They are
HπNN = i
fπNN
mπ
~σ · ~qτα , (A15)
HπN∆ = i
fπN∆
mπ
~S · ~qT α , (A16)
Hπ∆∆ = i
fπ∆∆
mπ
2
3
~S∆ · ~qT α∆ , (A17)
HρNN = i
gρNN (1 + κρ)
4mN
~σ × ~q · ~ǫ(ρ)τα , (A18)
HρN∆ = −ifρN∆
mρ
~S × ~q · ~ǫ(ρ)T α , (A19)
Hρ∆∆ = −igρ∆∆ 1 + κρ∆∆
2m∆
2
3
~S∆ × ~q · ~ǫρT α∆ . (A20)
Here, α is the isospin component of the considered meson, ~S and ~T are the spin and isospin
operators of the N -∆ transition, ~S∆ and ~T∆ are the spin and isospin operators of the ∆.
Along with the usual Pauli operators ~σ and ~τ , they are defined by the following reduced
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matrix elements
< N ||σ||N > = < N ||τ ||N >=
√
6 , (A21)
< ∆||S||N > = < ∆||T ||N >= 2 , (A22)
< ∆||S∆||∆ > = < ∆||T∆||∆ >=
√
15 (A23)
with the convention that
< jfmf |OIM |jimi >=
1√
2jf + 1
< jfmf |jiImiM >< jf ||OI ||ji > . (A24)
We next consider a simple meson-quark interaction Hamiltonian
Hπqq =
fπqq
mπ
∑
i=1,3
i~σi · ~qτi , (A25)
Hρqq =
fρqq
mρ
∑
i=1,3
i~σi × ~q · ~ǫρτi , (A26)
where σi, τi are the spin and isospin operators of the constituent quarks. By using the 0s
constituent quark wavefunctions ψN,msNmτN and ψ∆,ms∆mτ∆ for the nucleon and ∆ and the
relations Eq.(A21)-(A24), we have the following relations between the matrix elements in
the spin-isospin space
< ψN,m′sNm
′
τN
| ∑
i=1,3
~σiτi|ψN,msNmτN > =
5
3
< m′sNm
′
τN
|~στ |m′sNm′τN > , (A27)
< ψ∆,m′s∆m
′
τ∆
| ∑
i=1,3
~σiτi| < ψN,msNmτN > = 2
√
2 < m′s∆m
′
τ∆
|~ST |m′sNm′τN > , (A28)
< ψ∆,m′s∆m
′
τ∆
| ∑
i=1,3
~σiτi|ψ∆,ms∆mτ∆ > =
4
3
< m′s∆m
′
τ∆
|~S∆T∆|ms∆mτ∆ > . (A29)
Using the above formula and assume that the matrix elements of the hadron Hamiltoni-
ans Eqs.(A15)-(A20) are equal to the matrix elements of the quark-meson Hamiltonian
Eqs.(A25)-(A26) within the SU(6) chiral constituent quark model
< ψB,m′sB ,m
′
τB
|HMqq|ψB,msB ,mτB >=< m′sB , m′τB |HMBB′ |msB , mτB > , (A30)
we then obtain
fπNN =
5
3
fπqq , (A31)
fπN∆ = 2
√
2fπqq , (A32)
2
3
fπ∆∆ =
4
3
fπqq , (A33)
fρNN =
5
3
fρqq , (A34)
fρN∆ = −2
√
2fρqq , (A35)
2
3
fρ∆∆ = − 4
3
fρqq , (A36)
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where we defined
fρNN =
gρNN(1 + κρ)
4mN
mρ , (A37)
fρ∆∆ = gρ∆∆
1 + κρ∆∆
2m∆
mρ . (A38)
From the above relations we finally have
fπN∆ =
√
72
25
fπNN , (A39)
fπ∆∆ =
6
5
fπNN , (A40)
fρN∆ = −
√
72
25
fρNN , (A41)
fρ∆∆ = −6
5
fρNN . (A42)
By using the vector meson dominance assumption and the recently determined ∆ magnetic
moment, we can set
κρ∆∆ = 6.1 . (A43)
With the values in Eq.(A43) and values listed in Table I, we can use Eqs.(A37)-(A42) to get
fπ∆∆, fρN∆ and fρ∆∆. The resulting values are also listed in Table II.
The electromagnetic interactions are obtained from the usual non-interacting Lagrangian
and the above interaction Lagrangian by using the minimum substitution ∂µ → ∂µ − ieAµ.
The resulting Lagrangian are given below :
LγNN = ψ¯N [eˆNγ
µ − κˆN
2mN
σµν∂ν ]ψNAµ , (A44)
Lγππ = [~φπ × ∂µ~φπ]3Aµ , (A45)
LγNπN =
fπNN
mπ
[ψ¯Nγ
µγ5~τψN)× ~φπ]3Aµ , (A46)
Lγρρ = [(∂
µ ~ρν − ∂ν ~ρµ)× ~ρν ]3Aµ , (A47)
Lγρππ = −gρππ[( ~ρµ × ~φπ)× ~φπ]3Aµ , (A48)
LγNπ∆ =
fπN∆
mπ
[(ψ¯µ∆
~TψN)× ~φπ]3Aµ , (A49)
LγNρN = gρNN [
κρ
2mN
(ψ¯N
~τ
2
σνµψN)× ~ρν ]3Aµ , (A50)
LγN∆ = −iψ¯µ∆Γem,∆µν T3ψNAν + (h.c.) , (A51)
Lγρπ =
gρπγ
mπ
ǫαβγδ~φπ · (∂γ ~ρδ)(∂αAβ) , (A52)
Lγωπ =
gωπγ
mπ
ǫαβγδ(∂
αAβ)φ3π(∂
γωδ) , (A53)
Lγρη =
gρηγ
mρ
ǫµναβ∂µρ
3
ν∂αAβφη , (A54)
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Lγρσ = −gρσγ
mρ
(∂µρ
3
ν)(∂
µAν − ∂νAµ)σ , (A55)
Lγ∆∆ = ψ¯
η
∆(T
3
∆ +
1
2
)[−γµgην + (gµηγν + gµν γη) +
1
3
γηγ
µγν]ψ
ν
∆Aµ . (A56)
For Eq. (A44), we have defined
eˆ =
F1S + F1V τ
3
2
, (A57)
κˆ =
F2S + F2V τ
3
2
, (A58)
where F1S(0) = F1V (0) = 1, F2S(0) = µp + µn − 1 ∼ −0.12 and F2V (0) = µp − µn − 1 ∼ 3.7
The matrix element of γN∆ vertex of Eq. (A49) between an N with momentum p and a ∆
with momentum p∆ can be written explicitly as
< ∆(p′∆)|Γem∆µν |N(pN ) >=
m∆ +mN
2mN
1
(m∆ +mN )2 − q2
×[(GM −GE)3ǫµναβP αqβ
+GEiγ5
12
(m∆ −mN )2 − q2 ǫµλαβP
αqβǫλ ναδp
γ
∆q
δ
+GCiγ5
6
(m∆ −mN )2 − q2 qµ(q
2Pν − q · Pqν)], (A59)
with P = (p′∆ + pN)/2 and p
′
∆ = pN + q. Note that the index µ of Γ
em∆
µν contracts with the
∆ field and ν with the photon field. The coupling strength GM = 1.85, GE = 0.025, and
GC = −0.238 are taken from the SL model[10, 11].
APPENDIX B: DERIVATION OF COUPLED-CHANNEL EQUATIONS
In this appendix, we give the derivation of coupled-channel equations from the model
Hamiltonian Heff = H0 + V defined by Eqs.(5)-(10). We apply the standard projection
operator techniques[64]. The procedure is similar to that used in the derivation of πNN
equations[65]. We start with Eq.(12)
T (E) = V + V
1
E −H0T (E) . (B1)
The propagator in the above equation is understood to include +iǫ for defining the boundary
condition, but is omitted to simplify the presentation in this appendix. The interaction V ,
defined in Eqs.(7)-(10), can be more clearly written as
V = v22 + v33 + (Γ12 + u23 + γ13) + (Γ21 + u32 + γ31) , (B2)
where v22 = vMB,M ′B′ + vππ, Γ12 = ΓN∗→MB + hM∗→ππ with M∗ = ρ, σ, γ13 = ΓN∗→ππN ,
u23 = vMB,ππN , and v33 = vππNππN . Here we restrict MB = γN, πN, ηN, π∆, ρN, σN . In
Eq.(B2), we have also introduced more transparent notations Γ21 = Γ
†
12, u23 = u
†
23, and
γ31 = γ
†
13.
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We next introduce projection operators
P +Q = 1 (B3)
with
Q = |ππN >< ππN | , (B4)
P = P1 + P2 + P2∗ , (B5)
where
P1 =
∑
N∗
|N∗ >< N∗| , (B6)
P2 = |γN >< γN | + |πN >< πN |+ |ηN >< ηN | , (B7)
P2∗ = |π∆ >< π∆|+ |ρN >< ρN |+ |σN >< σN | . (B8)
We then obtain the equations for the projected operators TPP = PTP and TQP = QTP
TPP = V¯PP + V¯PP
1
E −H0TPP , (B9)
TQP =
1
1− VQQ QE−H0−VQQ
VQP [1 +
P
E −H0TPP ] , (B10)
where
V¯PP = VPP + VPQ
Q
E −H0 − VQQVQP , (B11)
with
VPP = PV P = v22 + Γ12 + Γ21 , (B12)
VQP = QV P = u32 + Γ21 + γ31 , (B13)
VQQ = QV Q = v22 + v33 . (B14)
Eq.(B11) can be written explicitly as
V¯PP = P [(v22 + Γ12 + Γ21) + (u23 + γ13 + Γ12)GQ(u32 + γ31 + Γ21)]P , (B15)
with
GQ =
Q
E −H0 −Q(v22 + v33)Q . (B16)
From the definitions Eqs.(B6)-(B8) for the projection operators, we have the following con-
ditions
P2Γ12Q = QΓ12P2 = 0 ,
P2γ31Q = P2∗γ31Q = Qγ31P2 = Qγ31P2∗ = 0 . (B17)
With the above ”doorway” conditions, we can decompose V¯PP as
V¯PP = P [Σ + v¯]P , (B18)
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where
Σ = [Γ12GQΓ21]un−connected . (B19)
Here un− connected in Eq.(B19) means that the pion emitted from one baryon is also
absorbed by the same baryon. Obviously this is the self-energy of the unstable particles in
the π∆, ρN and σN states of P2∗ space. We thus have
PΣP = P2∗ΣP2∗ . (B20)
All other interactions within the P-space are in v¯ of Eq.(B18)
v¯ = VE + Γˆ12 + Γˆ21 + Σˆ (B21)
with
VE = v22 + (u23 + Γ12)GQ(u32 + Γ21)− Σ , (B22)
Γˆ21 = Γ21 ++∆Γˆ21 , (B23)
Γˆ12 = Γ12 ++∆Γˆ12 , (B24)
Σˆ = γ13GQγ31 , (B25)
where ∆Γˆ21 and ∆Γˆ12 contain interactions due to N
∗ ↔ ππN transitions
∆Γˆ21 = [u23 + Γ21]GQγ31 , (B26)
∆Γˆ12 = γ13GQ[u32 + Γ12] . (B27)
To follow the derivations given below, we note that the well known operator relations
t = v + v
1
E −H0 t
= v + t
1
E −H0v (B28)
lead to
t = [1− v 1
E −H0 ]
−1v
= v[1− 1
E −H0v]
−1 . (B29)
Eqs.(B28) and (B29) then lead to
[1− v 1
E −H0 ]
−1 = 1 + t
1
E −H0 ,
[1− 1
E −H0v]
−1 = 1 +
1
E −H0 t . (B30)
Eq.(B28) also leads to
t = v + v
1
E −H0 − vv . (B31)
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Comparing Eqs.(B28) and (B31), we have
1
E −H0 − vv =
1
E −H0 t ,
v
1
E −H0 − v = t
1
E −H0 . (B32)
It can also easily be seen that
1
E −H0 − v =
1
E −H0 +
1
E −H0 t
1
E −H0 . (B33)
In the following derivations, the above relations Eqs.(B28) -(B33) will be often used without
mentioned them again.
By using Eqs.(B28), (B31) and (B33), we can write TPP defined by Eq.(B9) as
TPP = P [(Σ + v) + (Σ + v)
1
E −H0 − Σ+ v (Σ + v)]P
= P [Σ + Σ
P2∗
E −H0 − ΣΣ + (1 + Σ
P2∗
E −H0 − Σ)Tv¯(1 +
P2∗
E −H0 − ΣΣ)]P (B34)
with
Tv¯ = v¯ + v¯
P
E −H0 − ΣTv¯ . (B35)
By using Eq.(B13) and relation (B32), we can write Eq.(B10) as
TQP = Q[(1 + tQ
Q
E −H0 )(u32 + γ31 + Γ21)[1 +
P
E −H0TPP ]P , (B36)
where
tQ = VQQ + VQQ
Q
E −H0 tQ (B37)
describes ππN → ππN scattering through VQQ = Q[v22 + v33]Q = vππ + vπN,πN + vππN,ππN
interactions.
We now derive equations for calculating the scattering amplitudes between two particle
channels in P ′2 = P2 + P2∗ space. We first note that
P ′2v¯P
′
2 = VE , (B38)
P ′2v¯P1 = Γˆ21 , (B39)
P1v¯P
′
2 = Γˆ12 , (B40)
P1v¯P1 = Σˆ . (B41)
The above relations and Eq.(B35) lead to
P ′2Tv¯P
′
2 = VE + VE
P ′2
E −H0 − ΣP
′
2Tv¯P
′
2 + Γˆ21
P1
E −m0N∗
P1Tv¯P
′
2 , (B42)
P1Tv¯P
′
2 = Γˆ12 + Γˆ12
P ′2
E −H0 − ΣP
′
2Tv¯P
′
2 + Σˆ
P1
E −m0N∗
P1Tv¯P
′
2 . (B43)
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Eq.(B43) can be written as
P1Tv¯P
′
2 = [1− Σˆ
1
E −m0N∗
]−1[Γˆ12 + Γˆ12
P ′2
E −H0 − ΣP
′
2Tv¯P
′
2]
=
E −m0N∗
E −m0N∗ − Σˆ
[Γˆ12 + Γˆ12
P ′2
E −H0 − ΣP
′
2Tv¯P
′
2] . (B44)
Substituting Eq.(B44) into Eq.(B42), we have
P ′2Tv¯P
′
2 = X +X
1
E −H0 − ΣP
′
2Tv¯P
′
2 , (B45)
where
X = VE + Γˆ21
1
E −M0N∗ − Σˆ
Γˆ12 . (B46)
Eq.(B45) can be written as
P ′2Tv¯P
′
2 = [1− VE
1
E −H0 − Σ]
−1[VE
+[1− VE 1
E −H0 − Σ]
−1Γˆ21
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − ΣP
′
2Tv¯P
′
2]
= tE + [1 + tE
1
E −H0 − Σ]Γˆ21
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − ΣP
′
2Tv¯P
′
2]
= tE + Γ¯21
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − ΣP
′
2Tv¯P
′
2]
= tE + Γ¯21
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − Σ−XX ]
= tE + Γ¯21
1
E −M0N∗ − Σˆ
Γˆ12
1
E −H0 − Σ−X [E −H0 − Σ] , (B47)
where
tE = VE + VE
1
E −H0 − ΣtE , (B48)
Γ¯21 = [1 + tE
1
E −H0 − Σ]Γˆ21 . (B49)
We further note that
1
E −H0 − Σ−X =
1
E −H0 − Σ− VE − Γˆ12 1E−M0
N∗
−Σˆ Γˆ21
=
1
E −H0 − Σ− VE +
1
E −H0 − Σ− VE ts
1
E −H0 − Σ− VE(B50)
with
ts = Γˆ12
1
E −M0N∗ − Σˆ
Γˆ21[1 +
1
E −H0 − Σ− VE ts]
= Γˆ12
1
E −M0N∗ − Σˆ− Σ¯
Γˆ21 , (B51)
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where
Σ¯ = Γˆ12
1
E −H0 − Σ− VE Γˆ21
= Γˆ12
1
E −H0 − ΣΓ¯21 . (B52)
Here Γ¯21 has been defined in Eq.(B49).
By using Eqs.(B50) and (B51), Eq.(B47) can be written as
P ′2Tv¯P
′
2 = tE + Γ¯21
1
E −M0N∗ − Σˆ
[1 + (Γˆ21
1
E −H0 − Σ− VE Γˆ12)
1
E −M0N∗ − Σˆ− Σ¯
]
×Γˆ12 1
E −H0 − Σ− VE [E −H0 − Σ]
= tE + Γ¯21
1
E −M0N∗ − Σˆ
[1 + Σ¯
1
E −M0N∗ − Σˆ− Σ¯
]Γˆ12
1
E −H0 − Σ− VE [E −H0 − Σ]
= tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γˆ12
1
E −H0 − Σ− VE [E −H0 − Σ]
= tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γˆ12[1 +
1
E −H0 − Σ− VE VE]
= tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γˆ12[1 +
1
E −H0 − Σ tE] .
The above then gives
P ′2Tv¯P
′
2 = tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12 , (B53)
where (also recalling Eq.(B49))
Γ¯12 = Γˆ12[1 +
1
E −H0 − ΣtE ] , (B54)
Γ¯21 = [1 + tE
1
E −H0 − Σ]Γˆ21 . (B55)
We now turn to deriving equations for calculating two-pion production. For initial πN
or γN of P2-space, Eq.(B36) can be written explicitly as
TQP2 = Q(1 + tQ
Q
E −H0 )[u32 + u32
P2
E −H0TPPP2
+(u32 + Γ21)P2∗
P2∗
E −H0TPPP2 + γ31
P1
E −H0TPPP2] . (B56)
From definition Eq.(B34), we have
P2TPPP2 = P2Tv¯P2 , (B57)
P1TPPP2 = P1Tv¯P2 , (B58)
P2∗TPPP2 = P2∗(1 + Σ
1
E −H0 − ΣP2∗]Tv¯P2
= P2∗[E −H0] 1
E −H0 − ΣP2∗Tv¯P2 . (B59)
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By using the above relations and Eq.(B53) and P ′2 = P2 + P2∗, the 3rd in the bracket of
Eq.(B56) can be written as
3rd = (u32 + Γ21)
P2∗
E −H0 − Σ[tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12]P2 . (B60)
By using Eq.(B45), the 4th term in the bracket of Eq.(B56) becomes
4th = γ31
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − ΣP
′
2Tv¯P
′
2]
= γ31
1
E −M0N∗ − Σˆ
Γˆ12[1 +
1
E −H0 − Σ(tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12)]
= γ31
1
E −M0N∗ − Σˆ
[Γˆ12(1 +
1
E −H0 − ΣtE) + (Γˆ12
1
E −H0 − ΣΓ¯21)
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12]
= γ31
1
E −M0N∗ − Σˆ
[1 + Σ¯
1
E −M0N∗ − Σˆ− Σ¯
]Γ¯12
= γ31
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12 . (B61)
We finally obtain
TQP2 = QΩ
(−)†
ππN [u23 + {u32
P2
E −H0 + (u32 + Γ21)
P2∗
E −H0 − Σ}{tE + Γ¯21
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12}
+γ31
1
E −M0N∗ − Σˆ− Σ¯
Γ¯12]P2 , (B62)
where
Ω
(−)†
ππN = (1 + tQ
Q
E −H0 ) . (B63)
Here tQ is defined by Eq.(B37) and hence Ω
(−)†
ππN is the ππN scattering operator.
In the above rather detailed derivations, Eqs.(B53) and (B62) are what we need to in-
vestigate meson-baryon scattering and two-pion production. In practice, the interaction
γ31 = ΓN∗→ππN will be neglected in first calculations. If we set γ31 = 0, we then find from
Eqs.(B23)-(B27) that
Γˆ21 → Γ21 , (B64)
Γˆ12 → Γ12 , (B65)
Σˆ → 0 . (B66)
Eqs.(B52), and (B54)-(B55) lead to
Γ¯21 → [1 + tE 1
E −H0 − Σ]Γ21 , (B67)
Γ¯12 → Γ12[1 + 1
E −H0 − ΣtE ] , (B68)
Σ¯ → Γ12 1
E −H0 − Σ[1 + tE
1
E −H0 − Σ]Γ21
= Γ12
1
E −H0 − ΣΓ¯21 . (B69)
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Recalling Eq.(B7)-(B8) for the projection operators P2 and P2∗, we can write
P ′2 = P2 + P2∗ =
∑
MB
|MB >< MB| , (B70)
where MB = γN, πN, ηN, π∆, ρN, σN include all meson-baryon states in the considered
model space. Defining
TMB,M ′B′(E) = < MB|P ′2Tv¯P ′2|M ′B′ > , (B71)
tMB,M ′B′(E) = < MB|tE |M ′B′ > , (B72)
VMB,M ′B′(E) = < MB|VE |M ′B′ > ,
and
GMB(E) = < MB| 1
E −H0 − Σ |MB > , (B73)
using the simplifications Eqs.(B64)-(B69), Eq.(B22) for VE , and Eq.(B48) for tE , the matrix
element of Eq.(B53) between two MB states then become
TMB,M ′B′(E) = tMB,M ′B′(E) + t
R
MB,M ′B′(E) , (B74)
where
tMB,M ′B′(E) = VMB,M ′B′(E) +
∑
M ′′B′′
VMB,M ′′B′′(E)GM ′′B′′(E)tM ′′B′′,M ′B′(E) , (B75)
with
VMB,M ′B′(E) =< MB|v22 + (u23 + Γ12)GQ(u32 + Γ21)− Σ|M ′B′ > . (B76)
As defined in the beginning of this appendix, we have v22 = vMB,M ′B′+vππ, Γ12 = ΓN∗→MB+
hM∗→ππ with M∗ = ρ, σ, Γ21 = Γ
†
12 and u23 = vMB,ππN , u32 = u
†
23. Eq.(B76) can be written
explicitly as
VMB,M ′B′(E) = vMB,M ′B′ + ZMB,M ′B′(E) . (B77)
Here ZMB,M ′B′(E) contains the effects due to the coupling with ππN states. It has the
following form
ZMB,M ′B′(E) = < MB | F PππN
E −H0 − vˆππN + iǫF
† |M ′B′ >
−[δMB,M ′B′ΣMB(E)] , (B78)
where
ΣMB(E) = < MB|Σ|MB > , (B79)
F = gV + vMB,ππN
= [Γ∆→πN + hρ→ππ + hσ→ππ] + vMB,ππN , (B80)
vˆππN = vπN,πN + vππ + vππN,ππN . (B81)
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The resonant term in Eq.(B74) is
tRMB,M ′B′(E) = < MB|Γ¯21
1
E −H0 − Σ¯Γ¯12|MB >
=
∑
N∗
i
,N∗
j
Γ¯MB→N∗
i
< N∗i |
1
E −H0 − Σ¯ |N
∗
j > Γ¯N∗j→M ′B′ . (B82)
Note that Σ in Eqs.(B73) and (B79) is defined by Eq.(B19). If we neglect the non-resonant
interactions in ππN Q-space, we then have
Σ → [Γ12 Q
E −H0Γ21]un−connected . (B83)
Since Γ12 does not have a N → πN , we obviously have < πN |Σ|πN >= 0 and hence
GπN(E) =
1
E −Kπ(k)−KN (p) + iǫ , (B84)
Gπ∆(E) =
1
E −Kπ(k)−K∆(p)− Σπ∆(E −Kπ(k)) , (B85)
GρN(E) =
1
E −Kρ(k)−KN(p)− ΣρN (E −KN(p)) , (B86)
GσN (E) =
1
E −Kσ −KN(p)− ΣσN (E −KN(p)) , (B87)
where
Σπ∆(ω) = < π∆|Γ∆→πN 1
ω −Kπ(k)−KN(p) + iǫΓπN→∆|π∆ > , (B88)
ΣρN (ω) = < ρN |Γρ→ππ 1
ω − Eπ(k1)− Eπ(k2) + iǫΓππ→ρ|ρN > , (B89)
ΣσN (ω) = < σN |Γσ→ππ 1
ω − Eπ(k1)− Eπ(k2) + iǫΓππ→σ|σN > . (B90)
In the above equations, Kα(p) =
√
m2α + ~p
2 is the free energy operator defined by momentum
operator ~p.
When N∗ → ππN is neglected, the two-pion production operator TQP defined in
Eq.(B62) also becomes simpler, since its last term in the right-hand side does not contribute.
By using Eqs.(B66), (B72) and (B77), the matrix element of Eq.(B62) TππN,MB(E) =<
ππN |TQP2|MB > can be written as
TππN,MB(E) = < ψ
(−)
ππN |u32|MB >
+
∑
M ′B′
[< ψ
(−)
ππNu32
P ′2
E −H0 − Σ |M
′B′ > TM ′B′,MB
+ < ψ
(−)
ππN |Γ21
P2∗
E −H0 − Σ |M
′B′ > TM ′B′,MB] . (B91)
Recalling that u32 = vππN,MB, Γ21 = ΓπN→∆ + Γππ→ρ + Γππ→σ, we can write Eq.(B91)
explicitly as
TππN,MB(E) = T
dir
ππN,MB(E) + T
π∆
ππN,MB(E) + T
ρN
ππN,MB(E) + T
σN
ππN,MB(E) (B92)
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with
T dirππN,MB(E) = < ψ
(−)
ππN(E)|
∑
M ′B′
vππN,M ′B′ |M ′B′ > [δM ′B′,MB
+GM ′B′(E)TM ′B′,MB(E) , (B93)
T π∆ππN,MB(E) = < ψ
(−)
ππN(E)|ΓπN→∆|π∆ > Gπ∆(E)Tπ∆,MB(E) , (B94)
T ρNππN,MB(E) = < ψ
(−)
ππN(E)|hππ→ρ|ρN > GρN(E)TρN,MB(E) , (B95)
T σNππN,MB(E) = < ψ
(−)
ππN(E)|hππ→σ|σN > GσN (E)TσN,MB(E) . (B96)
APPENDIX C: MATRIX ELEMENTS OF MESON-BARYON POTENTIALS
To solve Eq.(55) for generating the non-resonant amplitudes, we need to first calculate the
partial-wave matrix elements of meson-baryon non-resonant interactions vMB,M ′B′ generated
from the Lagrangians specified in Appendix A, and the one-particle-exchange interaction
Z
(E)
MB,M ′B′(E) defined by Eq.(30) and illustrated in Fig.8. In this appendix, we present
formula for calculating the partial-wave matrix elements of vMB,M ′B′ with MB,M
′B′ =
πN, ηN, σN, ρN, π∆. The partial-wave matrix elements of Z
(E)
MB,M ′B′(E) will be given in
Appendix D.
In general, each of the constructed vMB,M ′B′ consists of various combinations of tree-
diagram mechanisms illustrated in Fig.3. They can be computed by the usual Feynman
rules, except that the time components of the propagators of the intermediate states are
specified by the unitarity transformation method, such that the resulting matrix elements
are independent of the collision energy E of Eq.(55) and free of any singularity on the real
momentum axis. We will explain this feature of our model at the end of this appendix.
It is convenient to get the partial matrix elements by first evaluating the matrix elements
of vMB,M ′B′ in helicity representation and then transforming them into the usual |(LS)JT >
representation with J , T , L, and S denoting the total angular momentum, isospin, orbital
angular momentum, and spin quantum numbers, respectively. For each meson-baryon (MB)
state, we use k(p) to denote the momentum of M(B). In the center of mass frame, we thus
have ~p = −~k. Following the Jacob-Wick formulation[83], the partial-wave matrix elements
of the non-resonant interaction vMB,M ′B′ can be written as
vJTL′S′M ′B′,LSMB(k
′, k, E) =
∑
λ′
M
λ′
B
λMλB
[
√
(2L+ 1)(2L′ + 1)
2J + 1
× < j′Mj′Bλ′M − λ′B | S ′S ′z >< L′S ′0S ′z | JS ′z >
× < jMjBλM − λB | SSz >< LS0Sz | JSz >
× < J, k′λ′M − λ′B | vM ′B′,MB | J, kλM − λB >] , (C1)
where jM and jB are the spins of the meson and baryon, respectively, and λM and λB are
their helicities, and
< J, k′λ′M − λ′B | vM ′B′,MB | J, kλM − λB >
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Channels πN ηN σN ρN π∆
πN 1 2 4 7 11
ηN 3 5 8 12
σN 6 9 13
ρN 10 14
π∆ 15
TABLE III: Labels for va,b with a, b = πN , ηN , σN , ρN , and π∆
= 2π
∫ +1
−1
d(cos θ)dJλ′
M
−λ′
B
,λM−λB(θ)
× < (~k′, s′Mλ′M), (−~k′, s′B,−λ′B) | vM ′B′,MB | (~k, sMλM), (−~k, sB,−λB) > .
(C2)
Here we have chosen the coordinates such that
~k′ = (k′ sin θ, 0, k′ cos θ) , (C3)
~k = (0, 0, k) , (C4)
and the helicity eigenstates are defined by
kˆ · ~sM | M(~k, sMλM) > = λM |M(~k, sMλM) > , (C5)
[−kˆ · ~sB] | B(−~k, sBλB) > = λB | B(−~k, sBλB) > . (C6)
Note the − sign in Eq.(C6).
To evaluate the matrix elements in the right hand side of Eq.(C2) with the normalization
defined by Eq.(48), we define (suppress the helicity and isospin indices)
< k′(j), p′ | vM ′B′,MB | k(i), p > = 1
(2π)3
√√√√ m′B
EB′(p′)
1√
2EM ′(k′)
√
mB
EB(p′)
1√
2EM(k)
×u¯B′(~p′)V¯ (n)uB(~p) (C7)
where n defined theMB → M ′B′ transitions as specified in Table III, and i, j are the isospin
indices of the mesons. We also have defined q = k′ − k or q = p − p′. The expressions of
each term in Table III are given in the following subsections.
1. π(k, i) +N(p)→ π(k′, j) +N(p′)
V¯ (1) = V¯ 1a + V¯
1
b + V¯
1
c + V¯
1
d + V¯
1
e (C8)
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with
V¯ 1a = [
fπNN
mπ
]2 6k′γ5τ jSN (p+ k) 6kγ5τ i (C9)
V¯ 1b = [
fπNN
mπ
]2 6kγ5τ iSN(p− k′) 6k′γ5τ j (C10)
V¯ 1c = [
fπN∆
mπ
]2kα(T
†)iSαβ∆ (p− k′)k′βT j (C11)
V¯ 1d = igρNNgρππ
τ l
2
ǫjil
1
q2 −m2ρ
×[( 6k+ 6k′) + κρ
4mN
{( 6k+ 6k′) 6q− 6q( 6k+ 6k′)}] (C12)
V¯ 1e = −gσNN
gσππ
mπ
δi,j
k · k′
q2 −m2σ
(C13)
2. π(k, i) +N(p)→ η(k′) +N(p′)
V¯ (2) = V¯ 2a + V¯
2
b (C14)
with
V¯ 2a =
fπNNfηNN
mπmη
6k′γ5SN (p+ k) 6kγ5τ i (C15)
V¯ 2b =
fπNNfηNN
mπmη
6kγ5τ iSN(p− k′) 6k′γ5 (C16)
3. η(k) +N(p)→ η(k′) +N(p′)
V¯ (3) = V¯ 3a + V¯
3
b (C17)
with
V¯ 3a = [
fηNN
mη
]2 6k′γ5SN (p+ k) 6kγ5 (C18)
V¯ 3b = [
fηNN
mη
]2 6kγ5SN(p− k′) 6k′γ5 (C19)
4. π(k, i) +N(p)→ σ(k′) +N(p′)
V¯ (4) = V¯ 4a + V¯
4
b + V¯
4
c (C20)
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with
V¯ 4a = igσNN
fπNN
mπ
SN(p+ k) 6kγ5τ i (C21)
V¯ 4b = igσNN
fπNN
mπ
6kγ5SN(p− k′)τ i (C22)
V¯ 4c = i
fπNNgσππ
m2π
6qγ5τ i q · k
q2 −m2π
(C23)
5. η(k) +N(p)→ σ(k′) +N(p′)
V¯ (5) = V¯ 5a + V¯
5
b (C24)
with
V¯ 5a = igσNN
fηNN
mη
SN(p+ k) 6kγ5 (C25)
V¯ 5b = igσNN
fηNN
mη
6kγ5SN(p− k′) (C26)
6. σ(k) +N(p)→ σ(k′) +N(p′)
V¯ (6) = V¯ 6a + V¯
6
b (C27)
with
V¯ 6a = g
2
σNNSN(p+ k) (C28)
V¯ 6b = g
2
σNNSN(p− k′) (C29)
7. π(k, i) +N(p)→ ρ(k′, j) +N(p′)
V¯ (7) = V¯ 7a + V¯
7
b + V¯
7
c + V¯
7
d + V¯
7
e (C30)
with
V¯ 7a = i
fπNN
mπ
gρNNΓρ′SN(p+ k) 6kγ5τ i (C31)
V¯ 7b = i
fπNN
mπ
gρNN 6kγ5τ iSN(p− k′)Γρ′ (C32)
V¯ 7c =
fπNN
mπ
gρππǫijlτ
l
(q − k) · ǫ∗ρ′ 6qγ5
q2 −m2π
(C33)
V¯ 7d = −
fπNN
mπ
gρNN 6ǫ∗ρ′γ5ǫjilτ l (C34)
V¯ 7e =
gωNNgωπρ
mω
δij
ǫαβγδǫ
∗α
ρ′ k
′βkγ
q2 −m2ω
[γδ +
κω
4mN
(γδ 6q− 6qγδ)] (C35)
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where
Γρ′ =
τ j
2
[6ǫ∗ρ′ +
κρ
4mN
( 6ǫ∗ρ′ 6k′− 6k′ 6ǫ∗ρ′)] (C36)
8. η(k) +N(p)→ ρ(k′, j) +N(p′)
V¯ (8) = V¯ 8a + V¯
8
b (C37)
with
V¯ 8a = i
fηNN
mη
gρNNΓρ′SN(p+ k) 6kγ5 (C38)
V¯ 8b = i
fηNN
mη
gρNN 6kγ5SN(p− k′)Γρ′ (C39)
9. σ(k) +N(p)→ ρ(k′, j) +N(p′)
V¯ (9) = V¯ 9a + V¯
9
b (C40)
with
V¯ 9a = gρNNgσNNΓρ′SN(p+ k) (C41)
V¯ 9b = gρNNgσNNSN(p− k′)Γρ′ (C42)
10. ρ(k, i) +N(p)→ ρ′(k′, j) +N(p′)
V¯ (10) = V¯ 10a + V¯
10
b + V¯
10
c (C43)
with
V¯ 10a + V¯
10
b = g
2
ρNN [Γρ′SN (p+ k)Γρ + ΓρSN(p− k′)Γρ′] (C44)
where
Γρ =
τ i
2
[6ǫρ − κρ
4mN
( 6ǫρ 6k− 6k 6ǫρ)] (C45)
V¯ 10c = i
κρg
2
ρNN
8mN
[6ǫρ 6ǫ∗ρ′− 6ǫ∗ρ′ 6ǫρ]ǫijlτ l (C46)
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11. π(k, i) +N(p)→ π′(k′, j) + ∆(p′)
V¯ (11) = V¯ 11a + V¯
11
b + V¯
11
c + V¯
11
d + V¯
11
e (C47)
with
V¯ 11a =
fπNNfπN∆
m2π
T jǫ∗∆ · k′SN(p+ k) 6kγ5τ i (C48)
V¯ 11b =
fπNNfπN∆
m2π
T iǫ∗∆ · kSN (p− k′) 6k′γ5τ j (C49)
V¯ 11c = i
fρN∆fρππ
mρ
ǫjilT
l
q2 −m2ρ
[ǫ∗∆ · q( 6k+ 6k′)γ5 − ǫ∗∆ · (k + k′) 6qγ5] (C50)
V¯ 11d = −
fπ∆∆fπN∆
m2π
[ǫ∗∆]µ 6k′γ5T j∆Sµν∆ (p′ + k′)T ikν (C51)
V¯ 11e = −
fπ∆∆fπN∆
m2π
[ǫ∗∆]µ 6kγ5T i∆Sµν∆ (p− k′)T jk′ν (C52)
12. η(k) +N(p)→ π′(k′, j) + ∆(p′)
V¯ (12) =
fηNNfηN∆
mπmη
T jǫ∗∆ · k′SN (p+ k) 6kγ5 (C53)
13. σ(k) +N(p)→ π′(k′, j) + ∆(p′)
V¯ (13) = −igσNN fπN∆
mπ
T jǫ∗∆ · k′SN(p+ k) (C54)
14. ρ(k, i) +N(p)→ π′(k′, j) + ∆(p′)
V¯ (14) = V¯ 14a + V¯
14
b + V¯
14
c + V¯
14
d (C55)
with
V¯ 14a = −i
fπN∆gρNN
mπ
T jǫ∗∆ · k′SN(p+ k)Γρ (C56)
V¯ 14b = i
fπN∆gρNN
mπ
T i[ǫ∗∆ · k 6ǫργ5 − ǫ∗∆ · ǫρ 6kγ5]
×SN(p− k′) 6k′γ5τ j (C57)
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V¯ 14c = −i
fπ∆∆fρN∆
mπmρ
[ǫ∗∆]α 6k′γ5T j∆Sαβ∆ (p′ + k′)[kβ 6ǫργ5 − [ǫρ]β 6kγ5]T i (C58)
V¯ 14d = −i
gρ∆∆fπN∆
mπ
[ǫ∗∆]α[6ǫρ −
κρ∆∆
4m∆
( 6ǫρ 6k− 6k 6ǫρ)]T i∆Sαβ∆ (p− k′)T jk′β
(C59)
15. π(k, i) + ∆(p)→ π′(k′, j) + ∆′(p′)
V¯ (15) = V¯ 15a + V¯
15
b + V¯
15
c + V¯
14
d (C60)
with
V¯ 15a = [
fπN∆
mπ
]2ǫ′∗∆ · k′T jSN (p+ k)ǫ∆ · k(T i)† (C61)
V¯ 15b = [
fπ∆∆
mπ
]2 6k′γ5T j∆[ǫ∆′∗ ]µSµν∆ (p+ k)[ǫ∆]ν 6kγ5T i∆ (C62)
V¯ 15c = [
fπ∆∆
mπ
]2 6kγ5T i∆[ǫ∆′∗ ]µSµν∆ (p− k′)[ǫ∆]ν 6k′γ5T j∆ (C63)
V¯ 15d = igρ∆∆gρππ
ǫjilT
l
∆
q2 −m2ρ
{( 6k+ 6k′) + κρ∆∆
4m∆
(( 6k+ 6k′) 6q− 6q( 6k+ 6k′)}ǫ∆′∗ · ǫ∆
(C64)
The baryon propagators in Eqs.(C8)-(C64) are
SN(p) =
1
6p−mN , (C65)
Sµν∆ (p) =
1
3( 6p−m∆) [2(−g
µν +
pµpν
m2∆
) +
γµγν − γνγµ
2
− p
µγν − pνγµ
m∆
] . (C66)
Eq.(C66) is the simplest choice of many possible definitions of the ∆ propagator. It is part
of our phenomenology for this rather complex coupled-channel calculations.
Although the expressions Eqs.(C8)-(C64) look like the usual Feynman amplitudes, the
unitary transformation method defines definite procedures in evaluating the time component
of each propagator. For each propagator, the vertex interactions associated with its ends
define either a ”virtual” process or a ”real” process. The real process is the process that can
occur in free space such as ∆→ πN . The virtual processes, such as the πN → N , π∆→ ∆,
and π∆ → N transitions, are not allowed by the energy-momentum conservation. The
consequences of the unitary transformation is the following. When both vertex interactions
are ’virtual’, the propagator is the average of the propagators calculated with two different
momenta specified by the initial and final external momenta. For example, the propagator
of V¯a of Eq. (C9), which corresponds to π(k)N(p)→ N → π(k′)N(p′), should be evaluated
by
SN(p+ k) → 1
2
[SN(p+ k) + SN(p
′ + k′)]
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=
1
2
[
(EN(p) + Eπ(k))γ
0 − ~γ · (~p+ ~k) +mN
(EN (p) + Eπ(k))2 − (~p+ ~k)2 −m2N
+
(EN (p
′) + Eπ(k′))γ0 − ~γ · (~p′ + ~k′) +mN
(EN(p′) + Eπ(k′))2 − (~p′ + ~k′)2 −m2N
] . (C67)
One see clearly that the denominators of the above expression are independent of the collision
energy E of scattering equation Eq. (55) and finite in all real momentum region. This is the
essence of the unitary transformation method in deriving the interactions from Lagrangians.
When only one of the vertex interactions is ’real’, the propagator is evaluated by using
the momenta associated with the ’virtual’ vertex. For example, the propagator of V 11d
Eq.(C51), which corresponds to π(k)N(p)→ ∆→ π(k′)∆(p′) is Sµν∆ (p′+ k′), not Sµν∆ (p+ k)
or [Sµν∆ (p
′+k′)+Sµν∆ (p+k)]/2. The structure of its denominator is similar to that of Eq.(C67)
and hence the resulting matrix elements are also independent of scattering energy E and
finite in all momentum region. The terms which have one ’real’ and one ’virtual’ vertex
interactions are V¯ 4c , V¯
7
c , V¯
11
b . Their corresponding intermediate momentum variables have
been correctly specified. The average, such as that of Eq.(C67), must be used in all other
terms of Eqs.(C8)-(C64). We note that there is no propagator in Eqs.(C8)-(C64) which is
attached by two real processes such as πN → ∆ → πN . Such real processes are generated
from ΓV of the Hamiltonian and included in the resonant term t
R
MB,M ′B′ of Eq.(14).
APPENDIX D: MATRIX ELEMENTS OF VERTEX INTERACTIONS
We need to have partial-wave matrix elements of vertex interactions Γ∆→πN , hρ→ππ, and
hσ→ππ to evaluate the self-energy Σα with α = π∆, ρN, σN of Eqs.(59)-(61), and the one-
particle-exchange interactions Z
(E)
π∆,π∆, Z
(E)
ρN,π∆, and Z
(E)
σN,π∆, illustrated in Fig.8
In consistent with the normalizations defined by Eqs.(48), we write the matrix element
of the α(pα)→ β(pβ) + γ(pγ) vertex interaction fα,βγ as
< ~pα; jαmjα |fα,βγ|~p′α~q′α; jβmjβjγmjγ >= δ(~pα − ~p′α)
× ∑
allm′s
< j¯αmj¯α|lαsαmlαmsα >< sαmsα |jβjγmjβmjγ > fnα(q′α)Ylαmlα (qˆ′α) , (D1)
where jα is the spin of the particle α, lα is the relative orbital angular momentum of the
pair (β, γ), nα = [(lα(jβjγ)sα)]j¯α] denotes collectively all quantum numbers specifying the
interacting (β, γ) pair, The momenta are related by relativistic kinematics
~p′α = ~p′β + ~p′γ , (D2)
~q′α = ~p′β + ρα(p
′
α, p
′
β, x)~p
′
α , (D3)
~q′β = −~p′α − ρβ(p′α, p′β, x)~p′β , (D4)
where x = pˆ′α · pˆ′β, and
ρα(pα, pβ, x) = ξ
−1/2
pα
[
εpβ + ~pα · ~pβ(εpβ + ε~pα+~pβ + ξ1/2pα )−1
]
,
ρβ(pα, pβ, x) = ρα(pβ, pα, x) ,
ξpα = (εpβ + ε~pα+~pβ)
2 − p2α .
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The form factor gnα(q
′
α) for ρ→ ππ and σ → ππ are taken from Ref.[68] and ∆→ πN are
from SL model. They are related to phase shifts by
− [sin δα(E)]eiδα(E) = |fnα(q0)|
2
E −M0α − Σα(E)
(D5)
with
Σα(E) =
∫
q2dq
|fnα(q)|2
E − Eβ(q)− Eγ(q) + iǫ (D6)
Explicitly we have
f∆,πN(q) = −fπN∆
mπ
1
(2π)3/2
1√
2Eπ(q)
√√√√EN (q) +mN
2EN (q)
√
4π
3
q[
q2
q2 + Λ2πN∆
]2 (D7)
with fπN∆ = 2.049, ΛπN∆ = 3.29 (fm)
−1, and M0∆ = 1299.07 MeV,
fρ,ππ(q) = gρ,ππ
qr
(1 + (qr)2)2
(D8)
with gρ,ππ = 0.6684 m
1/2
π , r = 0.428 fm, and M
0
ρ = 811.7 MeV,
gσ,ππ(q) = gσ,ππ
1
1 + (qr)2
(D9)
with gσ,ππ = 0.7550m
1/2
π , r = 0.522 fm, and M
0
σ = 896.8 MeV.
APPENDIX E: MATRIX ELEMENTS OF Z
(E)
MB,M ′B′(E)
With the matrix elements of the vertex interactions defined by Eqs.(D1)-(D4) of Appendix
D, we can evaluate the partial-wave matrix elements of one-particle-exchange interaction
Z
(E)
MB,M ′B′ . We use the cyclic notation (α, β, γ) to specify the particles involved in the vertex
interaction α → β + γ. By using the angular momentum quantum numbers defined in
Appendix D, we then define the basis state of a MB system with a given total angular
momentum (JM) in the center of mass frame as
|Nα; pαJM >= |{Lα[(lα(jβjγ)sα)j¯αjα]Sα}JM ; pα > , (E1)
where we have introduced a concise notation Nα = [{Lα[(lα(jβjγ)sα)j¯αjα]Sα}].
Following the standard procedures of Ref.[69], one then obtained
ZJNβ ,Nα(pβ, pα) = < Nβ; pβJM |GππN(E)|Nα; pαJM >
= δ¯α,β[p
lα
β ] [p
lβ
α ]
∑
L
lα∑
a=0
lβ∑
b=0
FL,b,anβ ,nα(pβ, pα;E)A
L,a,b
Nβ ,Nα
(pα/pβ)
a−b , (E2)
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where δ¯α,β = 1− δα,β, and
AL,a,bNβ ,Nα = (−1)Rlˆα lˆβLˆαLˆβSˆαSˆβˆ¯jαˆ¯jβ sˆαsˆβLˆ2
× { (2lα + 1)!(2lβ + 1)!
(2a)!(2b)!(2lα − 2a)!(2lβ − 2b)!}
1/2
× ∑
fΛΛ′
[fˆ ΛˆΛˆ′]2
{
Sα Sβ f
Lβ Lα J
}

jα Sα Sβ jβ
j¯α f j¯β jγ
sα lα lβ sβ


×
{
Lα Lβ f
Λ′ Λ L
}

lα lβ f
a lβ − b Λ
lα − a b Λ′


×
(
Λ′ L Lβ
0 0 0
)(
Λ L Lα
0 0 0
)(
lα − a b Λ′
0 0 0
)(
a lβ − b Λ
0 0 0
)
(E3)
with aˆ =
√
2a+ 1 and
R = −J + L+ Lα + Lβ + Sα + Sβ + j¯α + j¯β + sβ + lβ − jα . (E4)
In the above equations, the usual 3-j, 6-j, 9-j, and 12-j symboles have been used to define
the angular momentum coupling. The details can be found in Ref.[69].
The three-body cut effects are in FLnβ ,nα(pβ , pα;E) of Eq.(E2). They are calculated from
the vertex functions fnα(qα) by
FL,b,anβ ,nα(pβ, pα;E) =
1
2
∫ +1
−1
dx
q
−lβ
β ρ
b
β(x)f
†
nβ
(qβ)q
−lα
α ρ
a
α(x)fnα(qα)PL(x)
E − Eα′(−~pα)− Eβ′(−~pβ)− Eγ(~pα + ~pβ) + iǫ , (E5)
where x = pˆα · pˆβ and the vertex function fnα defines α→ β ′+γ and fnβ defines γ+α′ → β.
Namely, α′ and β ′ are the spectators of the decay of particle α and β respectively. We
obviously have α = ∆, α′ = π, γ = N , β = ∆ and β ′ = π for Z(E)π∆,π∆(E), and α = ρ, σ,
α′ = N , γ = π, β = ∆ and β ′ = π for Z(E)ρN,π∆(E).
In the actual calculations, the integration path −1 ≤ x ≤ 1 of eq.(E5) is deformed into the
complex x−plane in order to avoid the singularity x0 (−1 ≤ x0 ≤ 1) where the denominator
vanishes. We have used a simple parabolic form, i.e., x = t+ i(t2 − 1).
APPENDIX F: MATRIX ELEMENTS OF γN →MB TRANSITIONS
To include the final meson-baryon interactions in the photo-production, it is only neces-
sary to perform the partial-wave decomposition of the final MB state. We thus introduce
the following helicity-LSJ mixed-representation
vJTL′S′M ′B′,λγλN (k
′, q) =
∑
λ′
M
λ′
B
[
√
(2L′ + 1)
2J + 1
< j′Mj
′
Bλ
′
M(−λ′B) | S ′S ′z >
× < L′S ′0S ′z | JS ′z >
× < J, k′λ′M(−λ′B) | vM ′B′,γN | J, qλγ(−λN ) >] , (F1)
59
where < J, k′λ′M(−λ′B) | vM ′B′,γN | J, qλγ(−λN ) > can be evaluated using the same expres-
sion of Eq.(C2) using the heliclity matrix elements of vM ′B′,γN . To evaluate these quantities
with the normalization defined by Eq.(48), we define for a photon four momentum q = (ω, ~q)
< (k′j), p′|vMB,γN |q, p > = 1√
2q0
< (k′j), p′|∑
n
Jµ(n)ǫµ|q, p >
=
1
(2π)3
∑
n
√
mB
E ′B(k′)
√
1
2E ′M(k′)
u¯B(~p′)I(n)uN(~p)
√
mN
EN(q)
1√
2q0
(F2)
where ǫµ is the photon polarization vector, and n denotes a given considered process
I(n) = ǫ · j¯(n) . (F3)
Here j¯(n) can be constructed by using the Feynman rules. The resulting expressions for
each of γN → πN, ηN, σN, ρN, π∆ are listed below :
1. γ(q) +N(p)→ π(k′, j) +N(p′)
I(1) = I1a + I
1
b + I
1
c + I
1
d + I
1
e + I
1
f + I
1
g + I
1
h (F4)
with
I1a = i
fπNN
mπ
6k′γ5τ j 16p′+ 6k′ −mN ΓN (F5)
where ΓN = eˆN 6ǫγ − κN
4mN
[6ǫγ 6q− 6q 6ǫγ ] (F6)
I1b = i
fπNN
mπ
ΓN
1
6p− 6k′ −mN 6k
′γ5τ
j (F7)
I1c = i
fπN∆
mπ
Γem,∆ν
†
Sνµ∆ (p− k′)k′µT j (F8)
I1d =
fπNN
mπ
ǫij3τ
i 6ǫγγ5 (F9)
I1e = −
fπNN
mπ
6 k˜γ5
k˜2 −m2π
ǫij3τ
i(k˜ + k′) · ǫγ (F10)
where k˜ = p− p′
I1f = −
gρNNgρπγ
mπ
τ j
2
[γδ +
κρ
4mN
(γδ 6 k˜− 6 k˜γδ)]
×ǫαβηδ k˜ηqαǫβγ
1
k˜2 −m2ρ
(F11)
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I1g = −
gωNNgωπγ
mπ
[γδ +
κω
4mN
(γδ 6 k˜− 6 k˜γδ)]
×ǫαβηδ k˜ηqαǫβγδj3
1
k˜2 −m2ω
(F12)
where Γem,∆µ = Γ
em,∆
µν ǫ
ν
γ .
2. γ(q) +N(p)→ η(k′) +N(p′)
I(2) = I2a + I
2
b + I
2
c (F13)
with
I2a = i
fηNN
mη
6k′γ5 16p′+ 6k′ −mN ΓN (F14)
I2b = i
fηNN
mη
ΓN
1
6p− 6k′ −mN 6k
′γ5 (F15)
I2c = −
gρNNgρηγ
mρ
τ 3
2
[γν +
κρ
4mN
(γν 6 k˜− 6 k˜γν)]
×ǫµναβ k˜µqαǫβγ
1
k˜2 −m2ρ
(F16)
3. γ(q) +N(p)→ σ(k′) +N(p′)
I(3) = I3a + I
3
b (F17)
with
I3a = −gσNN
1
6p′+ 6k′ −mN ΓN (F18)
I3b = −gσNNΓN
1
6p− 6k′ −mN (F19)
4. γ(q) +N(p)→ ρ(k′, j, λ) +N(p′)
I(4) = I4a + I
4
b + I
4
c + I
4
d + I
4
e + I
4
f + I
4
g (F20)
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with
I4a = −gρNNΓρ′
1
6p′+ 6k′ −mN ΓN (F21)
I4b = −gρNNΓN
1
6p− 6k′ −mN Γρ
′ (F22)
I4c =
fρN∆
mρ
(k′µ 6ǫ∗ρ′− 6k′ǫ∗ρ′µ)γ5T †
j
Sµν∆ (p
′ + k′)Γem,∆ν (F23)
I4d = −
fρN∆
mρ
[Γem,∆µ ]
†Sµν∆ (p− k′)T j(k′ν 6ǫ∗ρ− 6k′ǫ∗ρ′ν)γ5 (F24)
I4e = i
gρNNκρ
8mN
ǫij3τi[6ǫ∗ρ′ 6ǫγ− 6ǫγ 6ǫ∗ρ′ ] (F25)
I4f = i
gρNN
2
[γµ +
κρ
2mN
(γµ 6 k˜− 6 k˜γµ)]
×[ǫµ∗ρ′ (k˜ + k′) · ǫγ − (k˜ · ǫ∗ρ′)ǫµγ − (ǫγ · ǫ∗ρ′)k
′µ]
ǫij3τ
i
k˜2 −m2ρ
(F26)
I4g = = −i
fπNN
mπ
gρπγ
mπ
τ j 6 k˜γ5ǫαβηδk′ηǫδ∗ρ′ qαǫβγ
1
k˜2 −m2π
(F27)
(F28)
5. γ(q) +N(p)→ π(k′, j) + ∆(p′)
I(5) = I5a + I
5
b + I
5
c + I
5
d + I
5
e + I
5
f + I
5
g (F29)
with
I5a = i
fπN∆
mπ
ǫ∗∆ · k′T jSN(p′ + k′)ΓN (F30)
I5b = i
fπN∆
mπ
Γem,∆ν ǫ
ν∗
∆ SN(p− k′) 6k′γ5τ j (F31)
I5c = −i
fπ∆∆
mπ
ǫ∗∆µ 6k′γ5T j∆Sµν∆ (p′ + k′)Γem,∆ν (F32)
I5d = i
fπN∆
mπ
ǫη∗∆ (
1
2
+ T 3∆)[−gµη 6ǫγ + (ǫγ)ηγµ]S∆µν(p− k′)k
′νT j (F33)
I5e =
fπN∆
mπ
ǫij3T
iǫγ · ǫ∗∆ (F34)
I5g = −
fπN∆
mπ
ǫij3T
i[V 5g + Z
5
g ] (F35)
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I5g = −
fρN∆
mρ
gρπγ
mπ
T j
1
k˜2 −m2ρ
[k˜ · ǫ∗∆γµ − k˜µ 6ǫ∗∆]γ5ǫαβηµqαǫβγ k˜η (F36)
where the pion pole term I5g consists of energy independent interaction V
5
g and energy
dependent interaction Z5g given as
V 5g =
1
2Eπ(k − k′)
ǫ∗∆ · k1(k1 + k′) · ǫγ
EN (q)−E∆(k′)−Eπ(k − k′) + ǫ
0∗
∆ ǫ
0
γ (F37)
Z5g =
1
2Eπ(k − k′)
ǫ∗∆ · k2(k2 + k′) · ǫγ
E −EN (q)− Eπ(k′)−Eπ(k − k′) + iǫ (F38)
with k1 = (Eπ(k − k′), ~k′ − ~k) and k2 = (−Eπ(k − k′), ~k′ − ~k). The on-shell matrix element
of V 5g + Z
5
g is given as
V 5 + Z5 = ǫ∗∆ · k˜(k˜ + k′) · ǫγ
1
k˜2 −m2π
. (F39)
APPENDIX G: MULTIPOLE AMPLITUDES OF γN → πN
For γN →MB matrix elements, we use the helicity-LSJ mixed-representation defined by
Eq.(64). It can be calculated by using Eq.(F1). For pseudo-scalar meson π and η production,
it is often to write the amplitudes in terms of multipole amplitudes. Here we want to relate
our matrix element Eq.(F1) and hence also the amplitude Eq.(64) to this commonly used
multipole amplitude.
With the definition Eq.(11) for the scattering amplitude T , we first define the amplitude
F by the on-shell T-matrix element of γN →MB as
< MB|F |γN > = −4π
2
W
√
EN(k)EM (k)|q0|EN(q) 1√
2|q0|
< MB|T |γN > (G1)
with
T = Jµǫµ = J
0ǫ0 − ~J · ~ǫ , (G2)
where Jµǫµ =
∑
n j
µ(n)ǫµ is identical to that in Eq.(F2). The most general Chew-
Goldberger-Low-Nambu (CGLN) amplitudes[17] F can be written as (isospin index is sup-
pressed)
F = −iσ · ǫ⊥F1 − σ · kˆσ · qˆ × ǫ⊥F2 − iσ · qˆkˆ · ǫ⊥F3 − iσ · kˆkˆ · ǫ⊥F4
−iσ · qˆqˆ · ǫF5 − iσ · kˆqˆ · ǫF6 + iσ · kˆǫ0F7 + iσ · qˆǫ0F8 . (G3)
Each coefficient in the above equation can be written in terms of multipole amplitudes El±,
Ml±, Ll±, Sl±
F1 =
∑
l
[P ′l+1El+ + P
′
l−1El− + lP
′
l+1Ml+ + (l + 1)P
′
l−1Ml−] , (G4)
F2 =
∑
l
[(l + 1)P ′lMl+ + lP
′
lMl−] , (G5)
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F3 =
∑
l
[P ′′l+1El+ + P
′′
l−1El− − P ′′l+1Ml+ + P ′′l−1Ml−] , (G6)
F4 =
∑
l
[−P ′′l El+ − P ′′l El− + P ′′l Ml+ − P ′′l Ml−] , (G7)
F5 =
∑
l
[(l + 1)P ′l+1Ll+ − lP ′l−1Ll−] , (G8)
F6 =
∑
l
[−(l + 1)P ′lLl+ + lP ′lLl−] , (G9)
F7 =
∑
l
[−(l + 1)P ′lSl+ + lP ′lSl−] , (G10)
F V8 =
∑
l
[(l + 1)P ′l+1Sl+ − lP ′l−1Sl−] , (G11)
where PL(x) is Legendre function and x = kˆ · qˆ. It is of course well known that only four of
the above amplitudes are independent for photo-production and six for electro-production.
Choosing the photon direction as qˆ = zˆ, Eqs.(F2) and Eqs.(G1)-(G2) clearly lead to
< J |F |λγs > = −4π
2
W
√
EN (k)ωM(k)|q0|EN(q) 1√
2|q0|
vJTLSπN,λγs(k, q)
√
2q0 . (G12)
Here s is the z-component of the initial nucleon spin and we have dropped the notation
MB = πN and (LS) = (l = J ± 1/2, 1/2) and isospin T in defining the matrix element of
F .
With the form Eq.(G3), it is easy to calculate the matrix element < J |F |λγs > in our
helicity-LSJ mixed-representation. After some derivations, we obtain the following relations
El+ =
1
4πi(l+1)
[ < J = l + 1/2|F |λ = 1, s = −1/2 >
−
√
l
l + 2
< J = l + 1/2|F |λ = 1, s = 1/2 >] (G13)
El− = 14πil [ − < J = l − 1/2|F |λ = 1, s = −1/2 >
−
√
l + 1
l − 1 < J = l − 1/2|F |λ = 1, s = 1/2 >] (G14)
Ml+ =
1
4πi(l+1)
[ < J = l + 1/2|F |λ = 1, s = −1/2 >
+
√
l + 2
l
< J = l + 1/2|F |λ = 1, s = 1/2 >] (G15)
Ml− = 14πil [ < J = l − 1/2|F |λ = 1, s = −1/2 >
−
√
l − 1
l + 1
< J = l − 1/2|F |λ = 1, s = 1/2 >] (G16)
Ll+ = −
√
2
4πi(l+1)
< J = l + 1/2|F |λ = 0, s = 1/2 > (G17)
Ll− =
√
2
4πil
< J = l − 1/2|F |λ = 0, s = 1/2 > (G18)
Sl+ =
√
2
4πi(l+1)
< J = l + 1/2|F |λ = t, s = 1/2 > (G19)
Sl− = −
√
2
4πil
< J = l − 1/2|F |λ = t, s = 1/2 > (G20)
Here we used polarization vector ǫµ(λ = t) = (1,~0). Substituting Eq.(G12) into Eqs.(G13)-
(20), we can relate the usual multipole amplitudes of γN → πN to the matrix element
Eq.(F1) in the helicity-LSJ mixed-representation.
APPENDIX H: γN → ππN AMPLITUDES
We consider the non-resonant γ(q)N(p) → π(ki)π(kj)N(p′) illustrated in Fig.4. With
the normalization defined by Eq.(73), we define the matrix element of this amplitude with
a photon momentum qµ = (ω, ~q) as
< kj(j), ki(i), p′ | vππN,γN | p >= 1√
2ω
< kj(j), ki(i), p′ | Jˆ | p > ·ǫγ(q) , (H1)
where i and j denote the isospin components of the produced ππ, ǫγ is the photon polariza-
tion vector, and
< kj(j), ki(i), p′ | Jˆµ | p > = 1
(2π)9/2
√
mN
EN (p′)
1√
4Eπ(ki)Eπ(kj)
√
mN
EN(p)
×u¯N(k′)jµuN(k) (H2)
with
jµ = jµ(1) + jµ(2) + jµ(3) + jµ(4) + jµ(5) + jµ(6) (H3)
Each term of Eq.(H3) are from mechanisms illustrated in Fig.4. Within our formulation,
the non-resonant mechanisms are only from diagrams with intermediate nucleon states. The
exchange mesons can be π, ρ and ω. We then have the following expressions
jµ(1) = i[
fπNN
mπ
]2[6kiγ5τ iSN(p′ + ki)γµγ5ǫkj3τk + γµγ5ǫkj3τkSN (p− ki) 6kiγ5τ i] , (H4)
jµ(2) = −[fπNN
mπ
]2[6kiγ5τ iSN(p′ + ki) 6kjγ5τ jSN(p′ + ki + kj)JµN
+ 6kiγ5τ iSN(p′ + ki)JµNSN(p− kj) 6kjγ5τ j
+JµNSN (p− ki − kj) 6kiγ5τ iSN (p− kj) 6kjγ5τ j ] , (H5)
jµ(3) = −i[fπNN
mπ
]2[6kiγ5τ iSN(p′ + ki)( 6p− 6p′− 6ki)γ5ǫkj3τk (p− p
′ − ki + kj)µ
(p− p′ − ki)2 −m2π
+( 6p− 6p′− 6ki)γ5ǫkj3τkSN(p− ki) 6kiγ5τ i (p− p
′ − ki + kj)µ
(p− p′ − ki)2 −m2π
] , (H6)
jµ(4) = −i[fπNNgρNNgρπγ
m2π
][ 6kiγ5τ iSN(p′ + ki)τ
j
2
[γδ +
κρ
4mN
(γδ 6 k˜− 6 k˜γδ)]
+
τ j
2
[γδ +
κρ
4mN
(γδ 6 k˜− 6 k˜γδ)SN(p− ki) 6kiγ5τ i]] 1
k˜2 −m2ρ
, (H7)
jµ(5) = −i[fπNNgωNNgωπγ
m2π
][ 6kiγ5τ iSN(p′ + ki)[γδ + κω
4mN
(γδ 6 k˜− 6 k˜γδ)]
+[γδ +
κω
4mN
(γδ 6 k˜− 6 k˜γδ)SN (p− ki) 6kiγ5τ i]]
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×ǫαβηδ k˜ηqαǫβγδj3
1
k˜2 −m2ω
, (H8)
jµ(6) = −gρNNgρππ τ
iδj,3 + τ
jδi,3 − 2τ3δi,j
2
[γµ +
κρ
4mN
(γµ 6 k˜− 6 k˜γµ)] 1
(p− p′)2 −m2ρ
.(H9)
In the above equations, we have defined
JµN =
1 + τ 3
2
γµ + i
κs + τ
3κV
2mN
σµνqν , (H10)
and
k˜ = p− p′ − ki . (H11)
APPENDIX I: RESONANT AMPLITUDES
In this appendix, we give formula for using the N∗ parameters listed[62] by Particle Data
Group to calculate the resonant amplitudes defined by Eq.(66).
In the rest frame of N∗, the amplitudes of strong decays of a N∗ with a mass MJT and
spin-iospin (JT ) can be written as the following partial-wave form
< φJmJ ,TmT | ΓN∗→MB | ~k,mjMmtM , mjBmtB >
=
∑
LS
∑
allmz
[< TmT |tM tBmtMmtB >< JmJ |LSmLmS >< SMS|jMjBmjMmjB >
× 1
(2π)3/2
1√
2EM(k)
√
mB
EB(k)
√
8π2MJT
mBkR
[GJTLS ] f
JT
LS (k, kR)(
k
kR
)LYLmL(kˆ)] , (I1)
where kR is defined by M
JT = EB(kR) + EM(kR) and the form factor is chosen such that
fJTLS (kR, kR) = 1. With the normalizations
< φJmJ ,TmT |φJmJ ,TmT >= 1 ,
< ~k|~k′ >= δ(~k − ~k′) , (I2)
the partial decay widths can be written as
dΓMB(N
∗
JT ) = (2π)δ(M
JT −EB(k)− EM(k)) 1
2J + 1
d~k
[
∑
mJ
∑
mjM ,mjB
|< φJmJ ,TmT | ΓN∗→MB | ~k,mjMmtM , mjBmtB > |2] . (I3)
From Eqs.(I1) and (I3), we then have
ΓMB(N
∗
JT ) =
∑
LS
|GJTLS |2 . (I4)
Eq.(I4) allows us to determine the coupling constant GJTLS up to its phase in terms of the
empirical partial decay widths as listed by Particle Data Group[62]. Here we use the phase
from the 3P0 model of Capstick and Roberts[79].
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For N∗ → γN amplitudes, we use the commonly used helicity representation to define
dΓγN(N
∗
JT ) = (2π)δ(M
JT − EN(q)− q) 1
2J + 1
d~q
[
∑
mJ
∑
λγλN
|< φJmJ ,TmT | ΓN∗→MB | ~q, λγ, λN , mtN > |2] (I5)
With the normalizations defined by Eq.(I2), we then define
< φJmJ ,TmT |ΓN∗→γN |~q, λγλNmtN >
= δmT ,mtN δλ,(λγ−λN )
1
(2π)3/2
√
mN
EN(q)
1√
2k
[
√
2kRA
JT
λ ]g
JT
λ (q, qR)d
J
λ,mJ
(θ)ei(λ−mJ )φ , (I6)
where gJTλ (q, qR) is a form factor with qR defined by M
JT = qR + EN(qR) and normalized
as gJTλ (qR, qR) = 1. Substituting Eq.(I6) into Eq.(I5) and noting that |AJT−λ| = AJTλ , we then
obtain the standard form
ΓγN(N
∗
JT ) =
q2R
4π
mN
MJT
8
2J + 1
[|AJT3/2|2 + |AJT1/2|2] (I7)
We only include 3 and 4 stars N∗ in our calculations of Eq(66). We use their mean values
of GJTLS and Aλ, as listed in Tables IV-VI.
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TABLE IV: The helicity amplitude Aλ is given in unit of 10
−3 GeV−1/2. GLS is in unit of MeV1/2.
The resonance mass MJR and the total decay width Γ
tot are in unit of MeV.
N∗TJ(MR) Γ
tot channels L,S GLS A1/2 A3/2
S11(1535) 150 γN - - 0.090 0.0
πN 0, 1/2 6.26 - -
ηN 0, 1/2 7.55 - -
π∆ 2, 3/2 1.06 - -
ρN 0, 1/2 1.49 - -
σN 1, 1/2 1.50 - -
S11(1650) 150 γN - - 0.063 0.0
πN 0, 1/2 12.23 - -
ηN 0, 1/2 3.48 - -
π∆ 2, 3/2 2.01 - -
ρN 0, 1/2 1.42 - -
2, 1/2 5.124 - -
σN 1, 1/2 1.42 - -
P11(1440) 350 γN - - -0.065 0.0
πN 1, 1/2 18.78 - -
π∆ 1, 3/2 8.85 - -
σN 0, 1/2 7.66 - -
P11(1710) 100 γN - - 0.009 0.0
πN 1, 1/2 6.22 - -
ηN 1, 1/2 2.93 - -
π∆ 1, 3/2 7.47 - -
ρN 1, 1/2 4.93 - -
σN 0, 1/2 1.19 - -
P13(1720) 150 γN - - 0.018 -0.019
πN 1, 1/2 2.45 - -
ηN 1, 1/2 2.20 - -
ρN 1, 1/2 10.49 - -
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TABLE V: The helicity amplitude Aλ is given in unit of 10
−3 GeV−1/2. GLS is in unit of MeV1/2.
The resonance mass MJR and the total decay width Γ
tot are in unit of MeV.
N∗TJ(MR) Γ
tot channels L,S GLS A1/2 A3/2
D13(1520) 120 γN - - -0.024 0.166
πN 2, 1/2 8.84 - -
π∆ 0, 3/2 4.31 - -
2, 3/2 3.69 - -
ρN 0, 3/2 3.34 - -
σN 1, 1/2 1.11 - -
D13(1700) 100 γN - - -0.018 -0.002
πN 2, 1/2 2.65 - -
π∆ 0, 3/2 4.38 - -
2, 3/2 11.758 - -
ρN 0, 3/2 3.5 - -
D15(1675) 150 γN - - 0.019 0.015
πN 2, 1/2 6.77 - -
π∆ 2, 3/2 9.085 - -
ρN 2, 3/2 1.46 - -
F15(1700) 130 γN - - -0.015 0.133
πN 3, 1/2 9.39 - -
π∆ 1, 3/2 4.23 - -
3, 3/2 1.13 - -
ρN 1, 3/2 2.52 - -
3, 3/2 1.95 - -
σN 2, 1/2 3.39 - -
G17(2190) 450 γN - - -0.055 0.081
πN 4, 1/2 9.52 - -
ρN 2, 3/2 11.46 - -
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TABLE VI: The helicity amplitude Aλ is given in unit of 10
−3 GeV−1/2. GLS is in unit of MeV1/2.
The resonance mass MJR and the total decay width Γ
tot are in unit of MeV.
N∗TJ(MR) Γ
tot channels L,S GLS A1/2 A3/2
S31(1620) 150 γN - - 0.027 -
πN 0, 1/2 8.02 - -
π∆ 2, 3/2 7.47 - -
ρN 0, 1/2 4.57 - -
2, 3/2 1.69 - -
P31(1910) 150 γN - - 0.003 -
πN 1, 1/2 14.38 - -
1, 1/2 11.5 - -
P33(1600) 350 γN - - -0.023 -0.009
πN 1, 1/2 11.75 - -
π∆ 1, 3/2 17.06 - -
P33(1920) 200 γN - - 0.04 0.023
πN 1, 1/2 2.48 - -
π∆ 1, 3/2 7.10 - -
D33(1700) 300 γN - - 0.104 0.085
πN 2, 1/2 2.44 - -
π∆ 0, 3/2 10.35 - -
2, 3/2 2.18 - -
ρN 0, 3/2 1.09 - -
F35(1905) 350 γN - - 0.026 -0.045
πN 3, 1/2 6.11 - -
π∆ 1, 3/2 9.78 - -
3, 3/2 13.53 - -
ρN 1, 3/2 9.99 - -
F35(1950) 300 γN - - -0.076 -0.097
πN 3, 1/2 10.38 - -
π∆ 3, 3/2 9.39 - -
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