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Abstract
In this note, we study one-dimensional reflected backward doubly stochastic differ-
ential equations (RBDSDEs) with one continuous barrier and discontinuous generator
(left-or right-continuous). By a comparison theorem establish here for RBDSDEs, we
provide a minimal or a maximal solution to RBDSDEs.
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1 Introduction
Backward doubly stochastic differential equations (BDSDEs for short) are equations with
two different directions of stochastic integrals, i.e., the equations involve both a standard
(forward) stochastic integral dWt and a backward stochastic integral ←−dBt : for t ∈ [0,T ],
Yt = ξ+
∫ T
t
f (s,Ys,Zs)ds+
∫ T
t
g(s,Ys,Zs)
←−dBs−
∫ T
t
ZsdWs, (1.1)
where ξ is a random variable termed the terminal condition, f : Ω× [0,T ]×Rk×Rd → R,
g : Ω× [0,T ]×Rk×Rd → Rl are two jointly measurable processes, W and B are two mu-
tually independent standard Brownian motion, with values, respectively in Rd and Rl . This
kind of equations has been introduced by Pardoux and Peng [4] in 1994. A solution of
that equation is a couple of jointly measurable processes (Y,Z) with values in Rk ×Rd
which mainly satisfies Eq. (1.1). The authors have proved an existence and unique solu-
tion when f and g are uniform Lipschitz. They also showed that BDSDEs can produce a
probabilistic representation for solutions to some quasi-linear stochastic partial differential
equations. Unfortunately, the uniform Lipschitz condition cannot be satisfied in many ap-
plications. Many authors have attempted to relax this condition on the coefficients f and g.
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For instance, Shi et al. [6] weakened the uniform Lipschitz assumptions to linear growth
and continuous conditions by virtue of the comparison theorem introduced by themselves.
They obtain the existence of solutions to Eq. (1.1) but without uniqueness. Recently, N’zi
and Owo [3] have proved an existence solution to Eq. (1.1) when f is discontinuous in y
and continuous in z.
In this note, we study the now well-know reflected backward doubly stochastic differ-
ential equations (RBDSDEs for short):
Yt = ξ+
∫ T
t
f (s,Ys,Zs)ds+
∫ T
t
g(s,Ys,Zs)
←−dBs +KT −Kt −
∫ T
t
ZsdWs, 0≤ t ≤ T . (1.2)
We establish a comparison theorem for this kind of BDSDEs which help us to derive a
maximal and a minimal solution when the generator f is discontinuous. Our work is based
to a recent paper of Bahlali et al. [1]. They have proved that Eq. (1.2) has almost one
solution and also a maximal and a minimal solution when the generator f is continuous in
y and z.
The paper is organized as follows. In section 2, we give some notations, definitions and
assumptions. Section 3 deals with our main results.
2 Notations, definitions and assumptions
Let (Ω,F ,P) be a probability space in which are defined all the processes considered in the
sequel. The Euclidean norm of a vector x ∈ Rk,(k ≥ 2) will be denoted by ‖x‖.
For each t ∈ [0,T ], we define Ft
∆
= F Wt ∨F
B
t,T , where for any process {ηt ; t ∈ [0,T ]} and any
0 ≤ s ≤ t ≤ T ; F ηs,t = σ{ηr −ηs;s ≤ r ≤ t}∨N , F ηt = F η0,t ; N denote the class of P-null
sets of F .
Note that {F W0,t , t ∈ [0,T ]} is an increasing filtration and {F Bt,T , t ∈ [0,T ]} is a decreasing
filtration, and the collection {Ft , t ∈ [0,T ]} is neither increasing nor decreasing so it does
not constitute a filtration.
For any n ∈ N, let M 2(0,T,Rn) denote the set of ( class of dP⊗ dt a.e. equal) n-
dimensional jointly measurable random processes {ϕt ;0 ≤ t ≤ T} which satisfy:
(i) ‖ϕ‖2
M 2
= E(
∫ T
0 | ϕt |2 dt)< ∞
(ii) ϕt is Ft-measurable, for a.e. t ∈ [0,T ].
We denote by S 2([0,T ],Rn) the set of continuous n-dimensional random processes which
satisfy:
(i) ‖ϕ‖2
S2
= E( sup
0≤t≤T
| ϕt |2)< ∞
(ii) ϕt is Ft-measurable, for any t ∈ [0,T ].
Definition 2.1. A solution of a RBDSDE is a triple of processes (Y,Z,K) which satisfies
Eq. (1.2) and such that:
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(i) (Y,Z,K) ∈ S 2([0,T ],R)×M 2(0,T,Rd)×L2(Ω,P,R+),
(ii) Yt ≥ St , for any t ∈ [0,T ],
(iii) Kt is continuous and increasing process with K0 = 0 and
∫ T
0 (Yt −St)dKt = 0.
Definition 2.2. A triple of processes (Y∗,Z∗,K∗) (resp. (Y ∗,Z∗,K∗)) of S 2×M 2×L2(Ω) is
said to be a minimal (resp. a maximal) solution of RBDSDE (1.2) if for any other solution
(Y,Z,K) of (1.2), we have Y∗ ≤ Y (resp.Y ≤ Y ∗).
In this note, we assume that f satisfies some of the following conditions:
(H0) f : Ω× [0,T ]×R×Rd → R is jointly measurable satisfies f (.,0,0) ∈ M 2(0,T,R)
and there exists a constant C > 0 such that for all (t,yi,zi) ∈ [0,T ]×R×Rd, i = 1,2
| f (t,y1,z1)− f (t,y1,z2)| ≤C(|y1− y2|+‖z1− z2‖).
(H1) For every (t,ω) ∈ [0,T ]×Ω, the map (y,z) 7→ f (t,y,z) is continuous.
(H2) There exists a process ϕ. ∈ M 2(0,T,R) with positive values and a positive constant
κ > 0 such that | f (t,y,z)| ≤ ϕt +κ(|y|+‖z‖), for all (t,y,z) ∈ [0,T ]×R×Rd.
(H3) For every (t,ω) ∈ [0,T ]×Ω, z ∈ Rd, the map y 7→ f (t,y,z) is left-continuous and
non-decreasing and for y ∈R, z 7→ f (t,y,z) is continuous.
(H4) There exists a continuous function h : R×Rd → R, which satisfies
|h(y,z)| ≤ κ(|y|+ ‖z‖) for any (y,z) ∈ R×Rd, such that for all y1 ≥ y2, t ∈ [0,T ] ,
z1,z2 ∈ R
d
, we have f (t,y1,z1)− f (t,y2,z2)≥ h(y1− y2,z1− z2)
Moreover, we assume that:
(H5) The terminal condition ξ belongs to L2(Ω,FT ,P,R).
(H6) The obstacle S belongs to ∈ S 2([0,T ],R) such that ST ≤ ξ a.s.
(H7) g : Ω× [0,T ]×R×Rd → Rl is jointly measurable satisfies g(.,0,0) ≡ 0 and there
exist two constants C > 0 and 0 < α < 1 such that for all t ∈ [0,T ],(y1,z1),(y2,z2) ∈
R×Rd,
‖g(t,y1,z1)−g(t,y2,z2)‖2 ≤C | y1− y2 |2 +α‖z1− z2‖2.
3 Main results
Our purpose is to establish an existence of minimal or maximal solution to RBDSDEs (1.2)
when parameters ( f ,g,ξ,S) satisfy (H2)-(H7).
To attain our goal, we need to establish first the following theorem which is an extension
of the existence result established in Bahlali et al. [1].
Theorem 3.1. Assume that (H1)-(H2) and (H5)-(H7) hold. Then, the RBDSDE (1.2) has
a solution. Moreover, there is a minimal and a maximal solution to RBDSDE (1.2).
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Proof. We define fn(t,y,z) = inf
u∈Q
{
f (t,u,z)+ n | y− u |
}
, for n ≥ κ. For every n ≥ κ, fn
is uniformly n-Lipschitz and ( fn) converges suitably to f . Now, as | f (t,y,z)| ≤ ϕt +κ(|y|+
‖z‖), the rest of is the adaptation of Theorem 3.3 in Bahlali et al. [1] where | f (t,y,z)| ≤
κ(1+ |y|+‖z‖). Therefore it is ommitted.
We also need the following comparison results.
Theorem 3.2 (Comparison with at least one Lipschitz function). Let g, Si and ξi (i=1,2)
satisfy (H5)-(H7). Assume that RBDSDEs ( f 1,g,ξ1,S1) and ( f 2,g,ξ2,S2) have solutions
(Y 1,Z1,K1) and (Y 2,Z2,K2), respectively. Assume moreover that:
(i) ξ1 ≤ ξ2 a.s.,
(ii) S1t ≤ S2t a.s., for all t ∈ [0,T ]
(iii) f 1 satisfies (H0) such that f 1(t,Y 2,Z2)≤ f 2(t,Y 2,Z2) a.s.
(resp. f 2 satisfies (H0) such that f 1(t,Y 1,Z1)≤ f 2(t,Y 1,Z1) a.s.).
Then, Y 1t ≤ Y 2t a.s., for all t ∈ [0,T ].
Proof. Applying Itô’s formula to |(Y 1t −Y 2t )+|2, we have
E|(Y 1t −Y
2
t )
+|2 +E
∫ T
t
1{Y 1s >Y 2s }‖Z
1
s −Z
2
s ‖
2ds
= E|(ξ1−ξ2)+|2 +2E
∫ T
t
(Y 1s −Y
2
s )
+
( f 1(s,Y 1s ,Z1s )− f 2(s,Y 2s ,Z2s ))ds
+2E
∫ T
t
(Y 1s −Y
2
s )
+(dK1s −dK2s )+E
∫ T
t
1{Y 1s >Y 2s }‖g(s,Y
1
s ,Z
1
s )−g(s,Y
2
s ,Z
2
s )‖
2ds.
From (i), E|(ξ1−ξ2)+|2 = 0 and from (iii), we have
f 1(s,Y 1s ,Z1s )− f 2(s,Y 2s ,Z2s )≤ f 1(s,Y 1s ,Z1s )− f 1(s,Y 2s ,Z2s ).
Therefore, from Young inequality, and the fact that f 1 satisfies (H0) and g verify (H7), we
get
E|(Y 1t −Y
2
t )
+|2 +E
∫ T
t
1{Y 1s >Y2s }‖Z
1
s −Z
2
s ‖
2ds
≤
(
1
β +βC+C
)
E
∫ T
t
|(Y 1s −Y
2
s )
+|2ds+(βC+α)E
∫ T
t
1{Y 1s >Y 2s }‖Z
1
s −Z
2
s ‖
2ds
+2E
∫ T
t
(Y 1s −Y
2
s )
+(dK1s −dK2s ).
Since Y 1t > S2t ≥ S1t on the set {Y 1s > Y 2s } we derive that
E
∫ T
t
(Y 1s −Y
2
s )
+(dK1s −dK2s ) =−E
∫ T
t
(Y 1s −Y
2
s )
+dK2s ≤ 0.
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Hence,
E|(Y 1t −Y
2
t )
+|2 +E
∫ T
t
1{Y 1s >Y 2s }‖Z
1
s −Z
2
s ‖
2ds
≤
(
1
β +βC+C
)
E
∫ T
t
|(Y 1s −Y
2
s )
+|2ds+(βC+α)E
∫ T
t
1{Y 1s >Y2s }‖Z
1
s −Z
2
s ‖
2ds.
Consequently, choosing 0 < β < 1−αC and using Gronwall inequality, we obtain E|(Y 1t −
Y 2t )+|2 ≤ 0. Thus (Y 1t −Y 2t )+ = 0 a.s. i.e. Y 1t ≤ Y 2t a.s., ∀ t ∈ [0,T ].
Theorem 3.3 (Comparison with at least one continuous function). Let g, Si and ξi (i=1,2)
satisfy (H5)-(H7). Assume that RBDSDEs ( f 1,g,ξ1,S1) and ( f 2,g,ξ2,S2) have solutions
(Y 1,Z1,K1) and (Y 2,Z2,K2), respectively. Assume moreover that:
(i) ξ1 ≤ ξ2 a.s.,
(ii) S1t ≤ S2t a.s., for all t ∈ [0,T ],
(iii) f 1 satisfies (H1)-(H2) such that f 1(t,Y 2,Z2) ≤ f 2(t,Y 2,Z2) a.s. and (Y 1,Z1,K1) is
the minimal solution (resp. f 2 satisfies (H1)-(H2) such that f 1(t,Y 1,Z1)≤ f 2(t,Y 1,Z1)
a.s. and (Y 2,Z2,K2) is the maximal solution).
Then, Y 1t ≤ Y 2t a.s., for all t ∈ [0,T ].
Proof. For any fixed κ > 0, let us define
f 1n (t,y,z) = inf
u∈Q
{
f 1(t,u,z)+n | y−u |
}
, ∀ n≥ κ.
Hence, for every n≥ κ, f 1n is uniformly n-Lipschitz, linear growth and converges suitably to
f 1 (cf. Lepeltier and San Martin [2]). Then we get from Theorem 3.1 that for every n ≥ κ,
RBDSDE ( f 1n ,g,ξ1,S1) has a unique adapted solution (Y 1,n,Z1,n,K1,n) which converges to
the minimal solution (Y 1,Z1,K1) to the RBDSDE ( f 1,g,ξ1,S1) (cf. proof of Theorem 3.3
in Bahlali et al. [1]). Moreover, for all n ≥ κ, f 1n ≤ f 1. Therefore, from (iii), we have
f 1n (t,Y 2,Z2)≤ f 2(t,Y 2,Z2) a.s. Then, by Theorem 3.2, we get Y 1,n ≤Y 2 a.s., for all n≥ κ.
Hence, we have Y 1 ≤Y 2.
On the other hand, if we define
f 2n (t,y,z) = sup
u∈Q
{
f 2(t,u,z)−n | y−u |
}
∀ n ≥ κ,
it is easy to check that for all n ≥ κ, f 1(t,Y 1,Z1) ≤ f 2(t,Y 1,Z1) ≤ f 2n (t,Y 1,Z1) and f 2n is
uniformly n-Lipschitz, linear growth and converges suitably to f 2. Then, applying again
Theorem 3.2, Y 1 ≤ Y 2,n a.s., for all n ≥ κ, where (Y 2,n,Z2,n,K2,n) is the unique solution to
BDSDEs ( f 2n ,g,ξ2,S2) which converges to (Y 2,Z2,K2), the maximal solution of BDSDEs
( f 2,g,T,ξ2) (cf. proof of Theorem 3.3 in Bahlali et al. [1]). Therefore, we get Y 1 ≤ Y 2
a.s.
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Lemma 3.4. Let φ belongs in M 2(0,T ;R) and h appear in assumption (H5). For a contin-
uous function of finite variation A belongs in L2(Ω,P,R) and verifies A0 = 0, we consider
the processes ( ¯Y , ¯Z) ∈ S 2([0,T ],R)×M 2(0,T,Rd) such that:
(i) ¯Yt = ξ+
∫ T
t
[h( ¯Ys, ¯Zs)+φs]ds+
∫ T
t
g(s, ¯Ys, ¯Zs)
←−dBs +AT −At −
∫ T
t
¯ZsdWs, , t ∈ [0,T ]
(ii)
∫ T
0
¯Y−s dAs ≥ 0. (3.1)
Then, if φt ≥ 0 and ξ≥ 0, we have ¯Yt ≥ 0, P-a.s. ∀ t ∈ [0,T ].
Remark 3.5. Let us note that the assumption (ii) in Lemma 3.4 is not a technic hypothesis
but becomes natural since we are in our framework i.e
∫ T
0 (Ys−Ss)dKs = 0, where (Y,Z,K)
is a solution of
Proof. Applying Itô’s formula to |Y−t |2, we have
E| ¯Y−t |
2 +E
∫ T
t
1{ ¯Ys<0}‖ ¯Zs‖
2ds = E|ξ−|2−2E
∫ T
t
¯Y−s
(
h( ¯Ys, ¯Zs)+φs
)
ds
−2E
∫ T
t
¯Y−s dAs +E
∫ T
t
1{ ¯Ys<0}‖g(s, ¯Ys, ¯Zs)‖
2ds.
Since φt ≥ 0 and ξ≥ 0 and using the fact that −2E∫ Tt ¯Y−s dAs ≤ 0, we derive that
E| ¯Y−t |
2 +E
∫ T
t
1{ ¯Ys<0}‖ ¯Zs‖
2ds ≤ −2E
∫ T
t
¯Y−s h( ¯Ys, ¯Zs)ds+E
∫ T
t
1{ ¯Ys<0}‖g(s, ¯Ys, ¯Zs)‖
2ds.
From (H7), we get ‖g(s,y,z)‖2 ≤C|y|2 +α‖z‖2 which together with (H4) and Young in-
equality provide
E| ¯Y−t |
2 +E
∫ T
t
1{ ¯Ys<0}‖ ¯Zs‖
2ds ≤
(
1
β +2βκ
2 +C
)
E
∫ T
t
| ¯Y−s |
2ds+(2βκ2 +α)E
∫ T
t
1{ ¯Ys<0}‖ ¯Zs‖
2ds.
Therefore, choosing 0 < β < 1−α2κ2 and using Gronwall inequality, we obtain ¯Y−t = 0 P-a.s.
∀ t ∈ [0,T ], which implies that ¯Yt ≥ 0 P-a.s. ∀ t ∈ [0,T ].
Now, we are ready to prove our main result.
Theorem 3.6. Under assumptions (H2)-(H7), the RBDSDE (1.2) has at least one solution.
Also, there is a minimal solution (y,z,k) to RBDSDE (1.2).
Proof. By virtue of Theorem 3.1, let consider the processes (y0,z0,k0), (y˜0, z˜0, ˜k0) and
the sequence of processes {(yn,zn,kn)}n≥1 respectively minimal solution of the following
RBDSDE: for all t ∈ [0,T ],


y0t = ξ+ ∫ Tt (−κ|y0s |−κ‖z0s‖−ϕs)ds+ k0T − k0t +
∫ T
t g(s,y
0
s ,z
0
s )
←−dBs−
∫ T
t z
0
s dWs,
y0t ≥ St ,∫ T
0 (y
0
s −Ss)dk0s = 0
(3.2)
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

y˜0t = ξ+
∫ T
t (κ|y˜
0
s |+κ‖z˜
0
s‖+ϕs)ds+ ˜k0T − ˜k0t +
∫ T
t g(s, y˜
0
s , z˜
0
s )
←−dBs−
∫ T
t z˜
0
s dWs, t ∈ [0,T ],
y˜0t ≥ St , t ∈ [0,T ],∫ T
0 (y˜
0
s −Ss)d ˜k0s = 0.
(3.3)
and

ynt = ξ+
∫ T
t
( f (s,yn−1s ,zn−1s )+h(yns − yn−1s ,zns − zn−1s ))ds+ knT − knt + ∫ Tt g(s,yns ,zns )←−dBs− ∫ Tt zns dWs,
ynt ≥ St ,∫ T
0 (y
n
s −Ss)dkns = 0.
(3.4)
To complete the proof, it’s suffice to show that the sequence (yn,zn,kn) converges to a limit
(y,z,k) which is the minimal solution of RBDSDE (1.2). In this end, we shall first prove
that for any n ≥ 0,
ynt ≤ y
n+1
t ≤ y˜
0
t , P-a.s. ∀ t ∈ [0,T ].
For n ≥ 0, we set (yn+1,nt ,z
n+1,n
t ,kn+1,nt ) = (yn+1t − ynt ,zn+1t − znt ,kn+1t − knt ), which satisfies
the following equation:
yn+1,nt =
∫ T
t
(
h(yn+1,ns ,zn+1,ns )+φns
)
ds+ kn+1,nT − k
n+1,n
t +
∫ T
t
gn(s,yn+1,ns ,z
n+1,n
s )
←−dBs
−
∫ T
t
zn+1,ns dWs,
where gn(t,y,z) = g(t,y+ ynt ,z+ znt )−g(t,ynt ,znt ), ∀n ≥ 0, φ0s = f (s,y0s ,z0s )+κ|y0s |+κ‖z0s‖+ϕs
and φns = f (s,yns ,zns )− f (s,yn−1s ,zn−1s )−h(yns − yn−1s ,zns − zn−1s ), n ≥ 1. According to it def-
inition, one can show that φ0 and gn, ∀ n ≥ 0 satisfy all assumptions of Lemma 3.4. More-
over, since knt is a continuous and increasing process, for all n ≥ 0, kn+1,n is a continuous
processes of finite variation and, using the same argument as one appear in [1], on can show
that
∫ T
0
(yn+1,nt )−dk
n+1,n
t =
∫ T
0
(yn+1t − y
n
t )
−dkn+1t ≥ 0.
Therefore, it follows from Lemma 3.4 that y1,0t ≥ 0 a.s., i.e. y0t ≤ y1t , a.s.for all t ∈ [0,T ].
Let us suppose that there exists n ≥ 1 such that yn−1t ≤ ynt . Then, for such n, φn satisfies
assumption of Lemma 3.4 from which, we obtain ynt ≤ yn+1t , a.s., for all t ∈ [0,T ]. Finally,
for all n ≥ 0, ynt ≤ yn+1t a.s. for all t ∈ [0,T ].
Setting (y˜0,nt , z˜
0,n
t ,
˜k0,nt ) = (y˜0t − ynt , z˜0t − znt , ˜k0t − knt ), we check similarly as above that for
all n ≥ 0, y˜0,nt ≥ 0 a.s., for all t ∈ [0,T ], i.e. for all n ≥ 0, ynt ≤ y˜0t , a.s., for all t ∈ [0,T ].
Thus, we have for all n≥ 0,
ynt ≤ y
n+1
t ≤ y˜
0
t , P-a.s. ∀ t ∈ [0,T ].
Moreover, since |ynt | ≤max(|y˜0t |, |y0t |), ∀ t ∈ [0,T ] we have
sup
n
E
(
sup
0≤t≤T
|ynt |
2
)
≤max
(
E
(
sup
0≤t≤T
|y˜0t |
2
)
,E
(
sup
0≤t≤T
|y0t |
2
))
<+∞. (3.5)
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Therefore, we deduce from the dominated convergence theorem that (yns )n≥0 converges in
S 2([0,T ],R) to a limit y.
On the other hand, by virtue of Itô’s formula, we have
E
(
|yn+10 |
2 +
∫ T
0
‖zn+1s ‖
2ds
)
= E|ξ|2 +2E
∫ T
0
yn+1s
( f (s,yns ,zns )+h(yn+1s − yns ,zn+1s − zns))ds
+2E
∫ T
0
yn+1s dkn+1s +E
∫ T
0
‖g(s,yn+1s ,z
n+1
s )‖
2ds. (3.6)
From (H2), (H4), (H7) and Young inequalities, we get for any γ,σ > 0,
yn+1s
( f (s,yn−1s ,zn−1s )+h(yns − yn−1s ,zns − zn−1s )) ≤ |yn+1s |ϕs +κ|yn+1s |(2|yns |+2‖zns‖+ |yn+1s |+‖zn+1s ‖)
≤
(
1
2
+κ2 +
2κ2
γ +κ+
κ2
2σ
)
|yn+1s |
2 + |yns |
2 +
γ
2
‖zns‖
2
+
σ
2
‖zn+1s ‖
2 +
1
2
|ϕs|2,
‖g(s,yn+1s ,z
n+1
s )‖
2 ≤ C|yn+1s |2 +α‖zn+1s ‖2.
Using again Young inequality, we have for any β > 0,
2E
∫ T
0
yn+1s dkn+1s = 2
∫ T
0
Ssdkn+1s ≤
1
βE
(
sup
0≤t≤T
|Ss|2
)
+βE(kn+1T )2
Therefore, there exists a constant C1 independent of n such that for any γ,σ > 0, we derive
E
∫ T
0
‖zn+1s ‖
2ds ≤C1 +(σ+α)E
∫ T
0
‖zn+1s ‖
2ds+ γE
∫ T
0
‖zns‖
2ds+βE|kn+1T |2. (3.7)
Moreover, since
kn+1T = yn+10 −ξ−
∫ T
0
( f (s,yns ,zns )+h(yn+1s − yns ,zn+1s − zns ))ds−
∫ T
0
g(s,yn+1s ,z
n+1
s )
←−dBs
+
∫ T
0
zn+1s dWs, t ∈ [0,T ],
it follows from Hölder and BDG’s inequalities and the properties on f , h and g that there
exists C2 independent of n such that
E
(
kn+1T
)2
≤ C2 + cE
∫ T
0
(
‖zns‖
2 +‖zn+1s ‖
2)ds. (3.8)
According to (3.7) and (3.8) and choosing σ > 0 and β > 0 such that 0 < σ+βc < 1−α,
we derive for any γ > 0, n≥ 0
E
∫ T
0
‖zn+1s ‖
2ds≤ Λ
1−α−σ−βc +
γ+βc
1−α−σ−βcE
∫ T
0
|zns |
2ds,
which provide by iteration
E
∫ T
0
‖zn+1s ‖
2ds ≤ Λ
1−α−σ−βc
n−1
∑
i=0
(
γ+βc
1−α−σ−βc
)i
+
(
γ+βc
1−α−σ−βc
)n
E
∫ T
0
‖z0s‖
2ds. (3.9)
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Choosing γ > 0 (for example, one can take: 0 < σ < 1−α
2
, 0 < β < 1−α
4c
and 0 < γ <
1−α−σ−2βc ) such that 0 < γ+βc
1−α−σ−βc < 1 and noting that E
∫ T
0
‖z0s‖
2ds < ∞, we
obtain
sup
n≥0
E
∫ T
0
‖zns‖
2ds <+∞. (3.10)
Denoting θns = f (s,yn−1s ,zn−1s )+h(yns −yn−1s ,zns −zn−1s ), it follows from (3.5) and (3.10) that
θns is uniformly bounded in M 2(0,T,R).
Applying again Itô’s formula to |ypt − ynt |2, we have
E|ypt − ynt |
2 +E
∫ T
t
‖zps − z
n
s‖
2ds = 2E
∫ T
t
(yps − y
n
s )(θps −θns )ds+2E
∫ T
t
(yps − y
n
s )(dkps −dkns )
+E
∫ T
t
‖g(s,yps ,z
p
s−)g(s,y
n
s ,z
n
s )‖
2ds.
Using the fact that ynt ≥ St for all t ∈ [0,T ] and the identity
∫ T
0
(yns −Ss)dkns = 0, we obtain
E
∫ T
0
‖zps − z
n
s‖
2ds ≤ 2E
∫ T
0
(yps − y
n
s )(θps −θns )ds+E
∫ T
0
‖g(s,yps ,z
p
s )−g(s,y
n
s ,z
n
s )‖
2ds.
Therefore, by virtue of Hölder’s inequality and (H7), we obtain
(1−α)E
∫ T
0
‖zps − z
n
s‖
2ds ≤ 4
(
sup
n≥0
‖θn‖M 2
)(
E
∫ T
0
|yps − y
n
s |
2ds
) 1
2
+CE
∫ T
0
|yps − y
n
s |
2ds,
which yields that (zn)n≥0 is a Cauchy sequence in M 2(0,T,Rd) so that it converges in
M 2(0,T,Rd) to a limit z. On the other hand, since (yn,zn)→ (y,z) in M 2(Rd)× S(R),
then there exists (y′,z′) ∈M2(Rd)×S(R) and a subsequence which we still denote (yn,zn)
such that ∀n, |yn| < y′, ‖zn‖ < z′ and (yn,zn) → (y,z),dt × dP a.e. Therefore, from the
properties of f , g and h, we get for almost all ω,
f (t,yn−1t ,zn−1t )+h(ynt − yn−1t ,znt − zn−1t )−→ f (t,yt ,zt),
P-a.s., for all t ∈ [0,T ] as n → ∞. Then, it follows by the dominated convergence theorem
that
E
∫ T
t
| f (s,yn−1s ,zn−1s )+h(yns − yn−1s ,zns − zn−1s )− f (s,ys,zs)|2ds → 0
as n → ∞. On the other hand, by Burkhölder-Davis Gundy inequality,
E sup
0≤t≤T
∣∣∣∣
∫ T
t
g(s,yns ,z
n
s )dBs−
∫ T
t
g(s,y
s
,zs)dBs
∣∣∣∣
2
≤CE
∫ T
0
∣∣∣yns − ys
∣∣∣2 ds+αE
∫ T
0
‖zns − zs‖
2ds −→
n−→∞
0,
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and
E sup
0≤t≤T
∣∣∣∣
∫ T
t
zns dWs−
∫ T
t
zsdWs
∣∣∣∣
2
≤ E
∫ T
0
∣∣zns − zs∣∣2 ds −→n−→∞ 0.
Since, (yn,zn,θn) converges in S 2([0,T ];R)×M 2([0,T ];Rd)×M 2([0,T ];Rd) and
E sup
0≤t≤T
∣∣kpt − knt ∣∣2 ≤ E|yp0 − yn0|2 +E sup
0≤t≤T
∣∣ypt − ynt ∣∣2 +E
∫ T
0
|θps −θns |2ds
+E sup
0≤t≤T
∣∣∣∣
∫ t
0
(g(s,yps ,z
p
s )−g(s,y
n
s ,z
n
s ))
←−dBs
∣∣∣∣
2
+E sup
0≤t≤T
∣∣∣∣
∫ t
0
(zps − z
n
s)dWs
∣∣∣∣
2
,
for any n, p ≥ 0, we deduce from Burkhölder-Davis Gundy inequality that
E
(
sup
0≤t≤T
∣∣kpt − knt ∣∣2
)
→ 0,
as n, p→ ∞. Consequently, there exists a Ft -mesurable process k with value in R such that
E
(
sup
0≤t≤T
|knt − kt |
2
)
−→ 0,
as n → ∞. Obviously, k0 = 0 and {kt ; 0 ≤ t ≤ T} is a non-decreasing and continuous
process. From (3.4), we have for all n ≥ 0, ynt ≥ St , ∀ t ∈ [0,T ], then yt ≥ St , ∀ t ∈ [0,T ].
On the other hand, from the result of Saisho [5] (1987, p. 465), we have
∫ T
0
(yns −Ss)dkns →
∫ T
0
(y
s
−Ss)dks
P-a.s. as n→ ∞. Using the identity
∫ T
0
(yns −Ss)dkns = 0, for all n ≥ 0, we obtain∫ T
0
(y
s
− Ss)dks = 0. Finally, passing to the limit in (3.4), we get that (y,z,k) is a solution
of the RBDSDE (1.2).
Let (y,z,k) be any solution of the RBDSDE (1.2). By virtue of Theorem 3.3, we have
yn ≤ y, for all n ≥ 0 and therefore, y≤ y i.e., y is the minimal solution.
Remark 3.7. We can prove the maximal solution result for BDSDEs (1.2) when the coeffi-
cient f is right-continuous and decreasing.
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