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ABSTRACT
IZw1 is the prototype optical narrow line Seyfert 1 galaxy. It is also a nearby (z = 0.0611), luminous QSO,
accreting close to the Eddington limit. XMM-Newton observations of I Zw 1 in 2015 reveal the presence of a
broad and blueshifted P-Cygni iron K profile, as observed through a blue-shifted absorption trough at 9 keV
and a broad excess of emission at 7 keV in the X-ray spectra. The profile can be well fitted with a wide angle
accretion disk wind, with an outflow velocity of at least −0.25c. In this respect, I Zw1 may be an analogous
to the prototype fast wind detected in the QSO, PDS 456, while its overall mass outflow rate is scaled down by
a factor ×50 due to its lower black hole mass. The mechanical power of the fast wind in I Zw1 is constrained
to within 5 − 15% of Eddington, while its momentum rate is of the order unity. Upper-limits placed on the
energetics of any molecular outflow, from its CO profile measured by IRAM, appear to rule out the presence of
a powerful, large scale, energy conserving wind in this AGN. We consider whether I Zw1 may be similar to a
number of other AGN, such as PDS 456, where the large scale galactic outflow is much weaker than what is
anticipated from models of energy conserving feedback.
Subject headings: galaxies: active— quasars: individual (I Zwicky 1)—X-rays: galaxies— black hole physics
1. INTRODUCTION
Ultra fast outflows were first detected through obser-
vations of blueshifted iron K-shell absorption profiles, as
observed in the X-ray spectra of Active Galactic Nuclei
(AGN). The first known examples of these fast outflows
were discovered in the luminous quasars, APM08279+5255
(Chartas et al. 2002), PG 1211+143 (Pounds et al. 2003) and
PDS 456 (Reeves et al. 2003). Since their initial discovery, a
number of high column density (NH ∼ 10
23 cm−2), ultra fast
(∼ 0.1c) outflows have been found in luminous nearby AGN
(Tombesi et al. 2010; Gofford et al. 2013). These fast winds
span a wide velocity range of up to ∼ 0.3c, as seen in both
PDS 456 (Matzeu et al. 2017) and the broad absorption line
quasar, APM08279+5255 (Saez & Chartas 2011).
One of the prototype ultra fast outflows occurs in the nearby
(z = 0.184) QSO, PDS 456. By utlizing the hard X-ray band-
pass of NuSTAR, Nardini et al. (2015) revealed a blueshifted
P-Cygni profile at iron K in PDS 456, originating from a wide
angle accretion disk wind with an outflow velocity of up to
0.3c. The mechanical power of these winds, like the one ob-
served in PDS 456, can reach a significant fraction of the Ed-
dington limit, which may be more than sufficient to provide
the mechanical feedback required by models of black hole and
host galaxy co-evolution (Silk & Rees 1998; Fabian 1999;
Di Matteo et al. 2005; King 2003; Hopkins & Elvis 2010).
Such black hole winds may play a crucial part in the regulat-
ing the growth of super massive black holes and the bulges
of their host galaxies in luminous QSOs. As black holes
grow by accretion, strong nuclear outflows driven by the cen-
tral AGN can potentially quench this process by shutting off
their supply of matter, hereby setting the M − σ relation
that we see today (Ferrarese & Merritt 2000; Gebhardt 2000;
Tremaine et al. 2002). In this scenario, gas swept up by the
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black hole wind within the host galaxy ISM can expand adi-
abatically, conserving energy in the process and helping to
clear matter from the galaxy nucleus (Zubovas & King 2012;
Faucher-Gigue`re & Quataert 2012; King & Pounds 2015).
AGN molecular gas outflows, observed on kiloparsec
scales and with mass outflow rates up to or even ex-
ceeding 1000M⊙ yr
−1, may be the signature of this large
scale outflowing gas (Feruglio et al. 2010; Maiolino et al.
2012; Cicone et al. 2014, 2015; Fiore et al. 2017). A di-
rect link between the inner, fast black hole winds and
the large scale molecular outflows was first made in the
type II QSOs, IRASF11119+3257 (Tombesi et al. 2015) and
Mrk231 (Feruglio et al. 2015), via simultaneous detections
of both blue-shifted iron K absorption and blue-shifted CO
or OH profiles seen in the sub-mm band. In these AGN,
the momentum rate inferred for the molecular outflow was
found to be boosted compared to the inner X-ray wind, con-
sistent the molecular outflow being driven by the energy con-
serving feedback imparted by the initial black hole wind. A
third example of a possible energy conserving outflow was
then found in the nearby Narrow Line Seyfert 1 (NLS1),
IRAS 17020+4544 (Longinotti et al. 2015, 2018). However,
given the limited number of examples in AGN to date, it is vi-
tal to explore further examples of fast disk winds, where their
impact on larger scale gas can be directly assessed.
The subject of this paper is the nearby (z = 0.0611) NLS1,
I Zwicky 1 (hereafter I Zw 1). I Zw1 is the prototype optical
NLS1, with strong Fe II emission and unusually narrow per-
mitted lines, e.g. Hβ FWHM 1240km s−1 (Sargent 1968;
Osterbrock & Pogge 1985) and it is also a luminous radio-
quiet PG QSO (MB = −23.5, Schmidt & Green 1983). It is
both a bright and rapidly variable X-ray source (Boller et al.
1996; Gallo et al. 2004; Wilkins et al. 2017). Previous XMM-
Newton observations of I Zw 1 in 2002 and 2005 have shown
the presence of a broad ionized emission line in the iron K
band, which is centered nearer to 7 keV rather than from
neutral Fe at 6.4 keV (Porquet et al. 2004; Gallo et al. 2004,
2007). This is also consistent with earlier measurements ob-
tained by ASCA (Leighly 1999; Reeves & Turner 2000).
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The bolometric luminosity of I Zw1 is Lbol ∼ 3 ×
1045 erg s−1 (Porquet et al. 2004), which for a black hole
mass of 2.8+0.6
−0.7 × 10
7M⊙ (Vestergaard & Peterson 2006),
implies that I Zw1 accretes at close to the Eddington limit.
Such high accretion rate AGN may be prime candidates for
driving a fast disk wind. Indeed, in addition to the X-ray
winds observed in PG 1211+143 and IRAS 17020+4544, new
examples of ultra fast outflows have also been measured in
the NLS1s 1H0707-495 (Kosec et al. 2018) and IRAS 13224-
3809 (Parker et al. 2017; Pinto et al. 2018). Furthermore, the
possible presence of an ultra fast wind in I Zw 1 has also
been suggested by Mizumoto et al. (2019), who analyzed a
small sample of X-ray observations of AGN with existing
constraints on the molecular outflow.
Motivated by this, here we present in detail the iron K line
profile obtained from all of the XMM-Newton observations of
I Zw 1 and we report evidence for a fast (∼ 0.25c) wide angle
wind, similar to the prototype example in PDS 456. We also
compare the energetics derived from the iron K wind with
constraints obtained from the sub-mm IRAM measurements
in CO (Cicone et al. 2014) and demonstrate that the presence
of a large scale energy conserving outflow appears to be ruled
out in I Zw 1. In Section 2 we describe the XMM-Newton ob-
servations, while the iron K profile is analyzed in Section 3.
In Section 4, the photoionization modeling of the fast outflow
is discussed, while in Section 5 the wind profile is fitted with
the accretion disk wind model of Sim et al. (2008, 2010b).
The energetics of the fast wind are calculated in Section 6 and
these are subsequently compared to the molecular outflows
observed in other AGN.
2. OBSERVATIONS AND DATA REDUCTION
I Zw 1 was observed four times with XMM-Newton (see Ta-
ble 1); in 2002 for about∼ 22 ksec, in 2005 for∼ 86 ksec and
more recently in 2015 in two consecutive orbits for ∼ 141 ks
and ∼ 134 ks each. Each of the observations was processed
and cleaned using the XMM-Newton Science Analysis Soft-
ware (SAS ver. 16.0.0 ) and the latest calibration files avail-
able. The resulting spectra were analyzed using the standard
software packages (XSPEC ver. 12.9.1 and FTOOLS ver. 6.22).
Here we concentrate on the data from the EPIC-pn camera,
which once cleaned for any high background returned the net
exposures listed in Table 1. Note the net exposures are also
corrected for the deadtime of the pn CCD camera. None of the
observations was severely affected by high background with
only two minor flares during the last of the observations. All
the observations were performed with the thin filter applied
and in small window mode, with the exception of the 2005
observation which was operating in the large window mode.
The source spectra were extracted adopting a circular region
with a radius of 35′′, while for the background spectra were
extracted from two circular regions with radius of 23′′, 35′′
and 30′′ for the 2002, 2005 and 2015 observations, respec-
tively.
The two observations carried in 2015 were performed in the
RGS Multipointing Mode, which minimizes the flux loss in
the RGS at specific wavelengths that are caused by bad pixels
or channels. This mode consists of splitting the observation
into five different pointings, which have offsets in the disper-
sion direction of 0, ±15′′ and ±30′′. Therefore the EPIC ob-
servations also consist of five separate pointings, with total
exposures ranging from ∼ 20 ks to ∼ 28 ks each. We treated
each of the five EPIC-pn pointings separately, cleaning the
background flares and extracting the source and background
TABLE 1
OBSERVATION LOG OF I ZW 1.
Start & End Date Durationa Net Exposureb
2002-06-22 09:18 − 2002-06-22 15:25 21.9 18.0
2005-07-18 15:22 − 2005-07-18 15:22 85.5 57.4
2015-01-19 08:56 − 2015-01-21 00:09 141.2 89.8
2015-01-21 09:20 − 2015-01-22 22:40 134. 4 78.3
b Total duration of XMM-Newton observation, prior to screening.
b Net exposure of EPIC-pn detector after background screening and deadtime
correction, in ks.
spectra. For each of the pointings we kept the same radius
for the extraction regions and we generated the response ma-
trices and the ancillary response files at the source position
using the SAS tasks arfgen and rmfgen and the latest calibra-
tion available. We subsequently summed the five source and
background spectra and combined the response matrices and
ancillary response files with the appropriate weighting, which
is proportional to the net exposure time of each of the point-
ings.
3. SPECTRAL ANALYSIS
We analyzed the two XMM-Newton spectra of I Zw1 from
2015, using the EPIC-pn CCD detectors, concentrating on
the 3–10 keV band in order to study the iron K profile from
this AGN in detail. Note that I Zw 1 shows rapid X-ray vari-
ability on timescales of a few kiloseconds; e.g. see Figure
1, Wilkins et al. (2017). However there was no significant
variability of the Fe K profile on these timescales and we
proceeded to analyze the time averaged spectra from each of
the two XMM-Newton sequences. We limited the analysis to
the higher energy band, noting that the soft X-ray spectrum
below 3 keV shows a strong soft excess above the power-
law continuum, while a warm absorber is present in I Zw1
at lower energies. Note that the higher resolution soft X-
ray spectra of I Zw 1 from the Reflection Grating Spectrome-
ter (RGS) on-board XMM-Newton have been presented else-
where. Silva et al. (2018) analyzed the RGS from these 2015
observations, while Costantini et al. (2007) analyzed the RGS
spectra from the earlier, shorter 2002 and 2005 XMM-Newton
observations of I Zw 1. All the soft X-ray spectra show the
presence of a two phase warm absorber, with outflow veloci-
ties of ∼ 2000 km s−1. The warm absorber columns densities
from the 2015 spectra are of the order NH = 10
21 cm−2 or
lower and do not impact the hard X-ray spectrum above 3 keV.
The 3–10keV pn spectra from each of the 2015 obser-
vations (OBS 1 and OBS 2) are plotted in Figure 1 (panel
a), while the background spectra are also shown for com-
parison. Over the 3-10 keV band the net source count rates
are 0.388 ± 0.002 cts s−1 (OBS1 ) and 0.448± 0.003 cts s−1
(OBS 2), while the background rates are much lower with
1.53 ± 0.04 × 10−2 cts s−1 (OBS 1) and 2.92 ± 0.06 ×
10−2 cts s−1. As a result, the background level has little im-
pact in modeling the spectrum over the Fe K band. Con-
stant energy bins were used for the spectral analysis, sam-
pling the energy resolution of the EPIC-pn, which is∼ 160 eV
(FWHM) at 6 keV. The spectra have a minimum of 50 source
counts per bin, enabling the use of χ2 minimization in the
spectral fitting. Note that all error measurements in the sub-
sequent spectral fitting are given at the 90% confidence level
for 1 parameter of interest.
The OBS 1 and OBS 2 spectra were fitted simultaneously
with a simple power-law continuum, allowing its normaliza-
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FIG. 1.— The 2015 XMM-Newton EPIC-pn spectra of I Zw1, the OBS 1 se-
quence is shown in black, the OBS 2 sequence in red. The plot is the QSO rest
frame at z = 0.0611. The upper panel (a) shows the net count rate spectra for
both observations, while the lower points show the level of the background
which lies well below the spectra. The overall flux of the OBS 2 spectrum
is about 10% higher than OBS 1. The lower panels show data/model ratio of
these spectra to a simple power-law model of photon index Γ = 2.13±0.03,
whereby the OBS 1 spectrum is shown in panel (b) and the OBS 2 spectrum is
shown in panel (c). A broad emission component is present in the residuals,
peaking at around 7 keV, likely arising from ionized iron. At higher energies,
a broad absorption trough is present above 8 keV. The residuals appear to be
stronger in the lower-flux OBS 1 spectrum and shallower in OBS 2.
tion to vary between the two observations to account for the
variation in overall flux, but linking the photon index be-
tween them, with Γ = 2.13 ± 0.03. A neutral Galactic col-
umn of NH = 6.0 × 10
20 cm−2 (Kalberla et al. 2005) was
also included. The fit to this simple model is very poor with
χ2ν = 263.7/87, rejected with a null hypothesis probability of
PN = 1.1 × 10
−19. Panels (b) and (c) show the data/model
ratio residuals to this power-law, which show strong residuals
in the Fe K band. A broadened emission line is present near to
7 keV in both datasets, while at higher energies above 8 keV a
broad absorption trough is also present. Comparison between
the residuals of the two spectra shows that the line residuals
appear to be somewhat stronger in the lower flux OBS 1 spec-
trum and somewhat shallower (or broader) in OBS 2.
3.1. Gaussian Fe K profile
To provide an initial parameterization of the Fe K profile, a
double Gaussian profile was fitted to the datasets, to account
for both the excess emission as well as the absorption trough,
where the latter is allowed to have a negative normalization.
The line widths of the emission vs absorption components
were assumed to be the same for simplicity, although the over-
all width was allowed to vary between the OBS 1 and OBS 2
spectra to account for any profile variability. The line normal-
izations were also allowed to vary, however the centroid en-
ergies of the emission and absorption components were tied
TABLE 2
IRON K PROFILE PARAMETERS FOR I ZW 1.
OBS 1 OBS 2
Gaussian emission:-
Eresta 7.05
+0.21
−0.19 7.05
t
σb 0.66+0.17
−0.16 0.94
+0.19
−0.17
Normalizationc 1.85+0.78
−0.54 1.31
+0.75
−0.47
Line Fluxd 2.1+0.9
−0.6 1.5
+0.8
−0.5
EWe 390+160
−110 240
+140
−90
∆χ2f 119.3 –
Gaussian absorption:-
Eresta 8.66
+0.20
−0.22 8.66
t
σb 0.66t 0.94t
Normalizationc −1.28+0.37
−0.45 −1.05+0.42−0.50
Line Fluxd −1.8+0.5
−0.6 −1.5+0.6−0.7
EWe −410+120
−140 −290+120−140
∆χ2f 62.2 –
Continuum:-
Γ 2.14± 0.04 2.14t
F2−10 keV
g 5.22 6.04
χ2ν
h 81.8/81
P-cygni:
E0a 7.3± 0.1 7.1+0.1
−0.2
α1 1.9
+1.6
−1.1 1.9
t
v∞/c −0.35+0.03
−0.04 < −0.39
τtot 0.19
+0.05
−0.04 0.11
+0.03
−0.03
NH
i 6.3± 1.6 3.8± 1.3
χ2/νh 78.5/80
a Rest frame centroid energy in keV.
b Gaussian width in keV.
c Gaussian normalization (photon flux) in units ×10−5 photons cm−2 s−1.
d Line flux in units ×10−13 ergs cm s−1.
e Equivalent width in eV.
f Improvement in χ2 upon adding component to model.
g Observed 2–10 keV flux in units of ×10−12 erg cm−2 s−1.
h Reduced chi-squared for fit.
i Hydrogen column density in units of ×10−23 cm−2, calculated from the
profile optical depth (τtot).
t Denotes parameter is tied in fit.
between the OBS 1 and OBS 2 spectra to reduce any parame-
ter degeneracy.
The fit parameters to the Gaussian model are tabulated in
Table 2. The addition of both lines significantly improved
the fit by ∆χ2 = −119.3 and ∆χ2 = −62.2 for the emis-
sion and absorption respectively, while the overall fit statis-
tic was reduced to an acceptable χ2ν = 81.8/81. The best-
fit Gaussian profiles are shown in Figure 2 (panel a), super-
imposed on the fluxed spectra for OBS 1 and OBS 2.3 The
Gaussian profiles returned rest frame centroid energies of
E = 8.66+0.20
−0.22 keV in absorption and E = 7.05
+0.21
−0.29 keV for
the emission. The centroid energy of the absorption trough
implies it is substantially blue-shifted if it is associated with
the strong 1s → 2p lines of highly ionized iron. Compared
to the expected lab frame energies of the He-like Fe XXV res-
onance line (at 6.7 keV) or the H-like Fe XXVI Lyman-α line
(at 6.97 keV), then the corresponding outflow velocities are
v/c = −0.24 ± 0.02 and v/c = −0.21 ± 0.02 respectively.
3 The fluxed spectra in this paper are created using an input count rate
spectrum (units of counts s−1 keV−1 cm−2), which is folded by the instru-
mental response, but has been divided through by the instrumental effec-
tive area (using the SETPLOT AREA command within XSPEC). The y-axis
values are then multiplied twice by energy and by a conversion factor of
1keV = 1.602 × 10−9 ergs to convert the spectrum into νFν flux units.
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On the other hand, the centroid of the emission is consistent
with an origin fromH-like iron. The profile is also broadened,
with a best-fit Gaussian width of σ = 660+170
−160 eV for OBS 1
versus σ = 940+190
−170 eV for OBS 2. However, given the er-
rors, the difference in velocity width between the profiles is
only significant at about the 90% confidence level and both
profiles can also be adequately fitted with a common velocity
width, of σ = 770 ± 160 eV. Note that this line width, with
respect to the emission centroid at 7 keV, corresponds to a ve-
locity broadening of σv = 33 000km s
−1 (or 0.11c). Overall,
the profile appears very reminiscent of the broad, P Cygni like
profile measured from the fast wind in PDS 456 (Nardini et al.
2015).
Notably the equivalent widths of the emission vs absorption
components are roughly equal; for instance during OBS 1 the
equivalent width of the emission line (390+160
−110 eV) is simi-
lar to the absorption trough (−410+120
−140 eV), while in OBS 2
the equivalent widths are slightly smaller (see Table 2). If the
emission originates via re-emission from a wind, this implies
that the geometrical covering of the wind is relatively high,
as most of the continuum photons that are absorbed by mate-
rial covering a substantial fraction of 4π steradians are sub-
sequently re-emitted. On the other hand, if the absorbing gas
was isolated to a relatively small clump of material located
only along the line of sight, then its total emission would be
relatively small and the Fe K profile would be narrow. We
explore this further below, where we model the Fe K profile
with a P Cygni profile from a near spherical wind.
3.1.1. Comparison with EPIC-MOS
The spectra obtained from the EPIC-MOS cameras were
also checked for consistency with the EPIC-pn. After the in-
dividual MOS1 and MOS2 spectra were found to be consis-
tent, these were combined into a single MOS spectrum for
each observation, after combining the response files with the
appropriate weighting. Figure 3 shows the resulting MOS
spectrum shown for OBS 1 versus the pn spectrum, where the
upper-panel shows a ratio to a simple power-law model. Both
spectra are clearly consistent with each other, with the MOS
data also showing both the broad emission component cen-
tered near 7 keV and a broad blue-shifted absorption trough
near to 9 keV. A joint fit between the pn and MOS spectra
for OBS 1 yielded consistent result compared to above, where
for the absorption line E = 8.7± 0.2 keV, σ = 635± 150 eV
andEW = −360±85 eV, with consistent parameters also ob-
tained for the broad ionized emission. No further residuals are
present in either the pn or MOS spectra at iron K, once these
Gaussian components are included in the model (see lower
panel, Figure 3). Likewise the MOS spectra for OBS 2 are
also consistent with the pn. Thus both the pn and MOS data
verify the presence of the blue-shifted absorption in I Zw1.
We also attempted to place limits on any narrow Fe Kα
emission in the I Zw1 spectra. Narrow components of
the 6.4 keV Fe Kα fluorescence line appear to be almost
ubiquitous in the X-ray spectra of Seyfert galaxies (e.g.
Nandra et al. 2007) and may originate from X-ray reflec-
tion off distant Compton thick matter, such as a pc scale
molecular torus (Murphy & Yaqoob 2009; Ikeda et al. 2009;
Brightman & Nandra 2011). The simultaneous pn and MOS
spectra for each observation were used to place a limit on the
narrow iron Kα component at 6.4 keV. As can be seen in Fig-
ure 3 (lower panel), once the broad ionized emission and ab-
sorption lines are included in the model, there are no residu-
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FIG. 2.— Fluxed spectra of I Zw 1 fitted with two profiles; (a) a Gaussian
profile in emission and absorption and (b) a P Cygni wind profile. OBS 1
spectra are in black and OBS 2 spectra in red. The Gaussian profile in panel
(a) clearly shows the broadened emission vs blueshifted absorption in the iron
K band, while the best-fitting power-law continuum is shown as a dashed
line. The best-fit centroid energy of the blueshifted absorption trough, near to
8.6 keV, when compared to the expected energies of He or H-like iron (6.70
or 6.97 keV), indicate the presence of a fast wind. The P Cygni profile in
panel (b) is fitted with the model of Done et al. (2007) from a spherical wind
reaching a terminal velocity of v∞ ∼ 0.35c. See Section 3 and Table 2 for
details of the model parameters.
als apparent near to 6.4 keV in either the pn or MOS spectra.
To calculate an upper limit on the equivalent width, a narrow
Gaussian was included with a fixed width of σ = 10 eV, while
the centroid energy of the Gaussian was restricted to within
±0.1 keV of 6.4 keV. A best-fit continuum model consisting
of a power-law and the two broad Gaussians was adopted, al-
lowing the fit parameters to adjust accordingly. A tight upper-
limit on the equivalent width of EW < 30 eV was found for
OBS 1, while for OBS 2 the upper-limit is lower still, with
EW < 18 eV. Thus as the contribution of a distant reflection
component, via the neutral Fe Kα line, appears negligible in
I Zw 1, it has not been included in any of the subsequent mod-
eling.
The weakness of the narrow Fe Kα line in I Zw 1 might be
explained by the X-ray Baldwin effect, where the equivalent
width of the narrow Fe Kα line is observed to decrease with
increasing AGN X-ray luminosity (Iwasawa & Taniguchi
1993; Nandra et al. 1997; Reeves & Turner 2000; Page et al.
2005; Bianchi et al. 2007). Note that for the 2-10 keV
luminosity of I Zw1 of L2−10keV = 5 × 10
43 erg s−1,
Bianchi et al. (2007) predicted an equivalent width in the
range of 40 − 90 eV (see their Figure 1) and thus the above
upper limits are somewhat lower than expected. For the likely
black hole mass and bolometric luminosity of I Zw 1, then its
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FIG. 3.— Comparison between the pn and MOS spectra for OBS 1, where
the pn data are in black and the MOS data are shown as blue circles. The
upper panel shows the ratio of the spectra compared to a power-law with
Galactic absorption. The broad Fe K emission line and blue-shifted absorp-
tion feature, centered near 7 keV and 9 keV respectively, are detected inde-
pendently in the MOS spectra and the overall profile is consistent between
the pn and MOS. Note that both datasets are binned to constant energy bins
of ∆E = 160 eV, at approximately the FWHM resolution. The lower panel
shows the residuals after the broad Gaussian absorption and emission compo-
nents have been added to the model. The dashed red-line marks the expected
position of a neutral Fe Kα line, which is not observed in the spectra.
Eddington ratio is of the order Lbol/LEdd ∼ 1. From the
anti-correlation in Bianchi et al. (2007) between the Fe Kα
equivalent width and Eddington ratio, the predicted equiva-
lent width is 20 − 70 eV which is consistent with the limits
observed. Thus the high Eddington ratio of I Zw 1 might ex-
plain the weakness of its narrow Fe Kα line.
3.2. P Cygni profile
Since the observed profiles are reminiscent of the classical
P-Cygni like profile, we tested the same customizedmodel for
a P-Cygni profile that was applied by Nardini et al. (2015) to
PDS 456. The model was developed for the Fe-K absorption
feature seen in 1H0707-495 (Done et al. 2007) and is based
on the Sobolev approximationwith exact integration (SEI) for
a spherically symmetric wind. The parameters of the model
are: the energy of the onset of the absorption component (E0),
the terminal velocity of the wind (v∞), how the velocity scales
with distance (γ), the initial velocity at the photosphere (w0),
the optical depth (τtot) and the smoothness of the profile. The
smoothness is defined by two parameters α1 and α2, where
higher values correspond to smoother profiles. The velocity
field is defined by w = w0+(1−w0)(1− 1/x)
γ ; where w =
v/v∞ is the ratio between the wind velocity and the terminal
velocity v∞, w0 is the initial velocity at the photosphere and
x = r/R0 is the radial distance in units of the photospheric
radius. At large radii, where r >> R0, then the wind velocity
tends to v = v∞ Following Nardini et al. (2015) we adopted
γ = 1 and w0 = 0.01, as they have a marginal effect on the
profile, with these parameters the line optical depth varies as:-
τ(w) ∝ τtot w
α1 (1 − w)α2 . (1)
We then replaced the two Gaussians with the P-Cygni
model and fitted simultaneously OBS 1 and OBS 2. The pn
spectra were used as these yield the highest S/N at high en-
ergies, but noting the consistency with the MOS. We tied the
underlying continuum slope but allowed the normalizations
to vary. Regarding the P-Cygni parameters, we allowed the
optical depths, the terminal velocities and the rest frame ener-
gies of the P-Cygni line, E0, to vary independently, in order
to account for changes in the profiles and their intensities. We
assumed that α1 = α2 = α, as they cannot be constrained
separately. This results in a symmetrical absorption profile,
where the trough minimum (at maximum τ ) occurs at v∞/2.
As expected from the earlier Gaussian profile, the P-Cygni
model results in a good fit (χ2/ν = 78.5/80). The best fit
parameters are reported in Table 2. Note that similar to the
Gaussian model, the P-Cygni model results in a marginally
shallower profile during OBS 2, where we found that the
optical depth marginally decreases from τtot = 0.19
+0.05
−0.04
(OBS 1) to τtot = 0.11
+0.03
−0.03 (OBS 2). We can only place a
lower limit to the terminal velocity (v∞/c < −0.39) during
OBS 2, while during OBS 1 we derive a terminal velocity of
v∞/c = −0.35
+0.03
−0.04.
From the optical depth (τtot) we can derive an estimate of
the ionic column density of the gas through the relation τtot =
(πe2/me c) fλ0Ni/v∞, whereme and e are the electronmass
and charge (in Statcoulomb), λ0 (in cm) is the wavelength
of the line (lab frame) and f is the oscillator strength of the
transition. Now, assuming an identification with Fe XXVI Lyα
(f = 0.21), we derive ionic columns of Ni = (2.0 ± 0.5) ×
1019 cm−2 and Ni = (1.2 ± 0.4) × 10
19 cm−2 for OBS 1
and OBS 2, respectively. Thus for the Solar abundances of
Grevesse & Sauval (1998), these correspond to NH = (6.3±
1.6) × 1023 cm−2 and NH = (3.8 ± 1.3) × 10
23 cm−2 for
OBS 1 and OBS 2.
4. PHOTOIONIZATIONMODELLING
4.1. The Photo-ionizing Continuum
We next modeled the XMM-Newton spectrum with a self
consistent photoionization model, using the XSTAR code
(Kallman et al. 2004). The UV to X-ray SED of I Zw1 was
used to estimate the input photo-ionizing continuum, which
is plotted in Figure 4 for the 2015 epoch (for simplicity we
only used the OBS 1 sequence). Simultaneous UV photome-
try from the UVW1 and UVW2 filters from the Optical Mon-
itor (OM) on-board XMM-Newton along with the 0.3–10keV
EPIC-pn spectrum, was used. In addition, we adopted an ear-
lier non-simultaneous datapoint from FUSE in the far UV at
∼ 1000 A˚ (Scott et al. 2004), in order to anchor the UV con-
tinuum, noting that the FUSE datapoint lies on the extrapola-
tion of the UV continuum in Figure 4. All data-points have
been corrected for Galactic extinction of E(B−V ) = 0.057,
while the X-ray data points are corrected for Galactic pho-
toelectric absorption, corresponding to a column of NH =
6 × 1020 cm−2 and Solar abundances of Grevesse & Sauval
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FIG. 4.— The UV to X-ray SED of I Zw1, taken from the 2015 XMM-
Newton observations. The EPIC-pn spectrum (from OBS 1) is shown in blue,
while UV photometric points from the UVW1 and UVW2 filters from the
XMM-Newton OM are shown as red circles. Note that the black circle shows
the non-simultaneous measurement from FUSE in the far UV (Scott et al.
2004). The UV and X-ray data are corrected for reddening and Galactic
absorption respectively. The dashed line shows the phenomenological model
fitted to the SED and corrected for intrinsic X-ray absorption. This consists
of a series of power-law portions, with 3 break points, at 12.5 eV, 300 eV and
1.2 keV; see Section 4.1 for details.
(1998).
The SED is parameterized by a series of power-laws, with
3 break-points. Below 12.5 eV in the UV, the OM and FUSE
points are connected by a photon index of ΓUV = 1.75,
while the far UV to soft X-ray (from 12.5 eV to 300 eV)
bands are connected by ΓUV X = 2.2. From 0.3–1.2keV,
the soft X-ray spectrum is modeled by a steep photon index
of ΓSX = 3.3 ± 0.2 to approximate the soft excess, while
a photon index of ΓX = 2.21 ± 0.03 describes the hard X-
ray power-law above a break energy of 1.2 keV. Note that
the opacity due to the warm absorber, as modeled by a two
phase model in Silva et al. (2018), has been accounted for in
determining the soft X-ray continuum. From this SED, the
subsequent ionizing (1 − 1000Ryd) luminosity is estimated
to be Lion ∼ 1.5 × 10
45 erg s−1. This is likely to be a rela-
tively conservative estimate for the ionizing luminosity, which
could be somewhat higher, e.g. if the SED peaks in-between
the observable UV and soft X-ray bands. If we adopted a
higher break energy, of 100 eV (instead of 12.5 eV) for the
first breakpoint between the UV and soft X-rays, then the 1-
1000Ryd band luminosity is slightly higher (3×1045 erg s−1).
We note that Porquet et al. (2004) also estimated a total bolo-
metric luminosity of 3 × 1045 erg s−1, based on scaling the
5100 A˚ flux, which is close to the Eddington value for the
black hole mass of I Zw 1.
Regardless of the exact parameterization of the overall
SED, the most critical parameter for the photoionizationmod-
eling is the X-ray photon index above 1 keV, which sets the
ionization balance for the highly ionized iron K-shell lines.
Thus if the X-ray continuum was much harder (Γ < 2) than
observed here, then the number of ionizing photons above the
Fe K edge threshold at 7.11 keV would be greater and the Fe
K features will be subsequently more ionized and weaker, as
more ions become fully ionized. Future observations with
NuSTAR will be able to determine the exact form and slope
of the continuum above 10 keV, although the pn spectra sug-
gest a steep hard X-ray slope with Γ = 2.1− 2.2.
4.2. Photoionization Results
Grids of photoionization models were subsequently gener-
ated within XSTAR for the spectral fitting, using the above
SED as the input continuum. The absorption was accounted
for by a multiplicative grid, while the emission from the wind
was modeled by an additive grid. A velocity broadening of
b = 25 000 kms−1 was used in the models, accounted for by
the turbulence velocity parameter4 and is consistent with the
line widths inferred from the earlier Gaussian analysis. Solar
abundances of Grevesse & Sauval (1998) were used through-
out. The overall form of the model is:-
tbabs× (xstarabs × pow + xstaremiss) (2)
where xstarabs denotes the iron K absorption and xstaremiss
represents the photoionized emission. The spectra are ab-
sorbed by a Galactic component of absorption, via the TBABS
model (Wilms et al. 2000), as above. Note that we allowed the
column density to vary between the OBS 1 and OBS 2, spec-
tra, but tied the ionization and outflow velocity between them,
which otherwise were consistent within errors. We assumed
that the column density of the emission component (as well as
its ionization), to be the same as the absorber and these were
subsequently tied. Note that the net outflow velocity of the
emitter was not tied to that the absorber. In this case no strong
net blue-shift was required for the emitter, with an upper-limit
of v < 0.05c and thus was subsequently fixed at zero. We note
that in the case of a wide angle wind, the observed emission
can be observed over all angles and thus a net blue-shift of
the emission need not be observed. In this respect, both the
P Cygni model and the disk wind model of Sim et al. (2008,
2010a) investigated later (see Section 5) self-consistently cal-
culate the expected velocity profiles for a spherical and bi-
conical wind geometry respectively.
The best-fit parameters of the photoionized emission and
absorption model are shown in Table 3 and overall the fit
statistic is good, with χ2ν = 71.8/81. Removing either the
absorption or emission from the model results in a substan-
tially worse fit, with ∆χ2 = 91 for ∆ν = 3 for the ab-
sorber versus ∆χ2 = 101 for ∆ν = 3 for the emission. Fig-
ure 5 shows the best fit XSTAR model fitted to both spectra,
which can well reproduce both the emission and absorption
from the wind. The column density from the OBS 1 spectrum
(NH = 7.5
+1.4
−1.2× 10
23 cm−2) was found to be slightly higher
than for OBS 2 (NH = 4.5
+1.4
−1.1×10
23 cm−2), which is consis-
tent with the absorption trough being deeper in OBS 1. These
column densities are also consistent with what was derived
from the earlier P Cygni profile results. The ionization of the
gas is high, with log ξ = 4.91+0.37
−0.13, with the absorption and
emission mainly arising from He and H-like iron. The out-
flow velocity of the absorber was −0.265± 0.010c, while no
significant velocity shift was required in emission. Note that
the outflow velocity derived from the XSTAR model is slightly
lower than for the terminal velocity obtained from the P Cygni
model, as it is calculated from the centroid of the absorption
profile, rather than from its maximum bluewards extent.
The geometrical covering fraction of the gas f was also cal-
culated from the normalization of the XSTAR emission com-
4 Within XSTAR, the turbulence velocity is defined as b =
√
2σ =
FWHM/(2
√
ln 2).
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TABLE 3
PHOTOIONIZATIONMODELING OF THE WIND.
Parameter 2015 OBS 1 2015 OBS 2 2002 2005
Fe K absorber:-
NH
a 7.5+1.4
−1.2 4.5
+1.4
−1.1 4.8
+2.3
−2.0 2.0
+1.2
−1.1
log ξb 4.91+0.37
−0.13 4.91
t 4.9f 5.0t
v/c −0.265± 0.010 −0.265t −0.29± 0.03 −0.25± 0.02
Fabs
c 4.0+0.7
−0.6 2.9
+0.9
−0.7 4.7
+2.0
−1.7 < 0.95
Fe K Emission:-
NH
a 7.5t 4.5t 4.8t 4.6+1.7
−1.3
log ξb 4.91t 4.91f 4.9f 5.0+0.5
−0.4
Femiss
c 1.9+0.6
−0.4 1.3
+0.6
−0.5 < 4.1 1.8
+0.7
−0.5
κd 3.7+1.2
−0.9 × 10−4 4.2+2.2−1.8 × 10−4 < 8.2× 10−4 5× 10−4f
f = Ω/4pid 0.71+0.23
−0.17 0.81
+0.19
−0.35 – 1.0
f
Continuum:-
Γ 2.15± 0.03 2.15f 2.22 ± 0.07 2.10± 0.05
F2−10 keV
e 5.24 6.08 8.47 5.01
a Units of column density ×1023 cm−2.
b Ionization parameter (where ξ = L/nR2) in units of erg cm s−1.
c Flux absorbed from the continuum or re-emitted over the Fe K band, in units ×10−13 erg cm−2 s−1.
d Fitted normalization of XSTAR emission component, where κ = fL38/D2kpc and f = Ω/4pi is the emitter covering fraction, L38 is the 1–1000 Ryd
ionizing luminosity in units of 1038 erg s−1 and Dkpc is the distance to I Zw1 in units of kpc.
e Observed 2–10 keV flux, not corrected for absorption, in units of ×10−12 erg cm−2 s−1.
f Denotes parameter is fixed.
t Denotes parameter is tied between observations.
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FIG. 5.— The 2015 pn spectra of I Zw 1, fitted with the XSTAR model de-
scribed in Section 4.2 and with the parameters listed in Table 3. The emis-
sion and absorption model applied to the data has a velocity broadening of
25 000 km s−1, in order to account for the profile width. A fast absorber, of
outflow velocity v/c = −0.265 ± 0.010, accounts for the broad absorption
trough, while the iron K emission results from the subsequent re-emission
from the wind. Note the very weak emission feature at 9.3 keV is the radia-
tive recombination emission from Fe XXVI.
ponent κ, where:-
κ = f ×
L38
D2kpc
. (3)
Here, L38 is the 1–1000Rydberg ionizing luminosity and
Dkpc is the luminosity distance to the source in kpc, while
f = 1 for a fully covering spherical shell of gas. Thus from
the measured normalizations reported in Table 3 and adopt-
ing D = 240Mpc and L = 3 × 1045 erg s−1 for I Zw 1,
the covering fraction was estimated to be f = 0.71+0.23
−0.17
and f = 0.81+0.19
−0.35 for OBS 1 and OBS 2 respectively. The
gas covering can also be estimated by comparing the flux ab-
sorbed from the continuum with what is re-emitted over the
iron K band in the form of line emission, where a ratio of close
to one might be expected for a fully coveringwind. These val-
ues are reported in Table 3, which shows that about half of the
incident radiation that is absorbed is subsequently re-emitted.
Thus the wind is likely to cover at least 2π steradians solid
angle with respect to the X-ray continuum source.
4.3. Alternative Reflection Models
We also tested whether the Fe K profile of I Zw 1 could be
fitted with relativistically blurred reflection instead of a wind,
which then could originate off the surface of the inner ac-
cretion disk. Initially a model with no wind absorption was
tested, simply consisting of an ionized blurred reflection com-
ponent and a power-law continuum, which are absorbed only
by the Galactic absorption. To model the reflection, the XIL-
LVER emission table was used (Garcı´a et al. 2013), which was
convolved with relativistic blurring kernel, KDBLUR, which
approximates the disk emissivity versus radius with a sim-
ple power-law function as R−q. The inner disk radius was
initially fixed to the innermost radius expected from around
a maximal Kerr black hole (with Rin = 1.24Rg), while the
outer radius was fixed to Rout = 400Rg. The iron abundance
of the reflector was assumed to be Solar, which is otherwise
poorly constrained with an upper-limit of AFe < 5. The con-
tinuum incident upon the reflector was assumed to have the
same photon index as the primary power-law, while the high
energy cut-off was fixed at 300 keV, as this cannot be con-
strained without hard X-ray data. The normalization and ion-
ization of the reflector was allowed to vary, as well as the disk
inclination and emissivity index, while the power-law photon
index and normalization were allowed to vary for both obser-
vations. However, this reflection model resulted in a rather
poor fit, with χ2ν = 125.2/79 and the model left significant
residuals above 8 keV due to the presence of the blue-shifted
absorption.
Thus the input model was adjusted to include the photoion-
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ized absorption from the wind, as well as the reflected emis-
sion from the accretion disk. The form of the model is then:-
tbabs× (xstarabs × pow + kdblur ⊗ xillver). (4)
Note that this is phenomenologically identical to the above
XSTAR emission plus absorption model, except that the pho-
toionized emission has been replaced by the ionized reflector
(XILLVER), which is convolved with KDBLUR to account for
the line broadening. This model then did provide an accept-
able fit, where χ2ν = 73.3/76 and it appears identical to that
in Figure 5, The wind parameters remained unchanged within
errors from before; e.g. for OBS1 for an absorber ioniza-
tion of log ξ = 5, the column density is NH = 6.8
+4.2
−2.3 ×
1023 cm−2, with an outflow velocity of v = −0.24 ± 0.01c.
The ionization of the reflector is log ξ = 3.1 ± 0.3, while
the inclination is also quite high, with θ = 58+15
−8
◦ in order
to match the centroid energy of the broad emission compo-
nent. The emissivity index is relatively flat, with q = 2.2+0.6
−0.5,
which suggests that the X-ray emission is not highly centrally
concentrated close to the black hole, as is evidenced through
the relative lack of a strong red-wing to the iron K profile (see
Figure 3). Indeed only an upper-limit of Rin < 16Rg can be
placed upon the inner disk radius in this case. In this model,
the reflection fraction is constrained to R = 0.6+0.3
−0.2
5, while
the photon index is Γ = 2.17± 0.05.
Overall, a contribution of a broad disk reflection compo-
nent to the iron K profile cannot be excluded, although the
presence of a fast disk wind is still required in any event to
account for the deep 9 keV absorption trough. In the context
of disk reflection, the low emissivity index could be consis-
tent with a more extended X-ray corona and indeed an ex-
tended coronal component has been suggested in I Zw 1 by
Wilkins et al. (2017) based upon its X-ray timing properties.
It should be noted that the wind itself can also produce sig-
nificant X-ray reflection via scattering off the wind surface.
This latter contribution will be investigated later in Section 5,
using the physically motivated accretion disk wind models
of Sim et al. (2008, 2010a). These self consistently compute
both the line of sight absorption from the wind, as well as
the scattered wind emission integrated over all angles and ac-
counting for relativistic effects.
4.4. Wind Variability
The earlier XMM-Newton datasets of I Zw1 were also com-
pared to the above XSTAR model to place any additional con-
straints on the possible wind, as well as any long term vari-
ability. These 2002 and 2005 datasets were originally anal-
ysed by Gallo et al. (2004) and Porquet et al. (2004) (for the
2002 observation) and by Gallo et al. (2007) (for the 2005 ob-
servation) and in all of these analyses, a broad ionized iron
K emission line was found. We re-extracted these EPIC-pn
spectra from these observations as per Section 2, yielding net
exposures of 18 ks and 57 ks for 2002 and 2005 respectively
(see Table 1), shorter than the 2015 observations. The back-
ground level was low in both of these observations. As per
the 2015 observations, the spectra were binned into constant
energy intervals and with a minimum signal to noise ratio of
5, which resulted in the short 18 ks spectrum having a coarser
binning of∆E = 240 eV per bin.
5 Here the reflection fraction is defined as the ratio of the reflected flux to
that of the incident power-law, calculated over the 3–100 keV energy range.
0.
8
1
1.
2
ra
tio
2002, 18ks
4 6 8 10
0.
8
1
1.
2
ra
tio
Rest Energy (keV)
2005, 57ks
FIG. 6.— Data/model ratio for the 2002 (top) and 2005 (lower) spectra,
against a simple power law model. The residuals in the 2002 spectrum are
similar to the 2015 spectra, with a broad absorption trough near 9 keV. In
contrast, the 2005 spectrum appears dominated by ionized emission, both
from a broad Fe Lyα emission line near 7 keV, as well as possible higher
order features near 8.3 and 9.3 keV.
The ratio of these spectra to a simple power-law model
(absorbed only by the neutral Galactic absorber) are shown
in Figure 6. Although it is of lower signal to noise, the
2002 spectrum displays residuals similar to the two 2015 ob-
servations, with an excess of emission due to ionized iron
around 7 keV and a broad absorption trough centered near
to 9 keV. Application of the XSTAR model in Section 4.2,
with a 25 000 km s−1 velocity broadening, yielded a very
good fit to the 2002 spectrum. The best-fit column den-
sity of NH = 4.8
+2.3
−2.0 × 10
23 cm−2 and outflow velocity of
v/c = −0.29 ± 0.03 were consistent with the 2015 spectra
and overall the addition of the fast absorber improved the fit
statistic by ∆χ2 = 17 for ∆ν = 2. The only apparent differ-
ence with the 2015 observations is the continuum flux, which
was about 50% higher in 2002 (see Table 3 for details). Note
that the ionization parameter was fixed at log ξ = 4.9, as per
the 2015 spectra, as otherwise it was poorly constrained due
to the short exposure.
In contrast, the residuals of the 2005 spectrum to a power-
law continuum appear quite different to the other spectra.
While broad ionized emission is present near to 7 keV, emis-
sion like residuals also appear to be present at higher energies,
notably at 8.3 keV and 9.3 keV in the AGN rest frame, while
no strong absorption trough is present. Overall, the fit to a
simple power-lawmodel resulted in a very poor fit to the 2005
spectrum, with χ2ν = 81.5/41 = 1.99, rejected at > 99.99%
confidence. The 2–10 keV flux is similar to the 2015 obser-
vations. Most of the contribution towards χ2 arises from the
broad Fe Kα component near 7 keV (∆χ2 = 35 for ∆ν = 3
when fitted with a Gaussian), while the higher energy features
are more marginal (with ∆χ2 = 7 and ∆χ2 = 6 for the 8.3
and 9.3 keV features respectively). However, despite their low
significance, the rest frame energies of the high energy fea-
tures are entirely consistent with the expected emission from
the higher order Fe XXVI Lyβ line and the respective radiative
recombination continuum feature from H-like iron.
The 2005 spectrum was first fitted with the 25 000 km s−1
XSTAR grid, in order to model the emission features. How-
ever, the velocity broadening was too large to account for the
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residuals. As a result, we generated another grid of photoion-
ized spectral models within XSTAR, but with a lower veloc-
ity broadening of 10 000 km s−1. Given that this spectrum
appears more dominated by the emission, we uncoupled the
emitter column from that of the absorber. For the emitter, we
fixed the normalization of the XSTAR component such that
it corresponds to full covering with f = 1, but allowed the
emitter column to vary. The ionization of the emitter and ab-
sorber were tied, as per the above analysis. Application of this
model to the 2005 spectrum resulted in an acceptable fit, with
χ2ν = 44.7/37 and was able to account for the Fe K emission
features. The gas ionization is high, with log ξ = 5.0+0.5
−0.4,
consistent with most of the emission arising from H-like iron
as noted above, while the emitter column was found to be
NH = 4.6
+1.7
−1.3×10
23 cm−2. The flux of the emission compo-
nent (see Table 3) is similar to that observed in 2015, which
suggests it may be more apparent against the continuum in
2005 which is less absorbed. Indeed, the column density of
any absorption was found to be about a factor of×2−3 lower
(with NH = 2.0
+1.2
−1.1 × 10
23 cm−2) compared to 2015. Thus
overall, three out of the four I Zw 1 spectra, from the 2002
and 2015 epochs, show evidence for a blue-shifted iron K ab-
sorption trough, while the 2005 spectrum is dominated by the
ionized iron K emission.
4.4.1. Short Term Variability
I Zw 1 shows substantial short-timescale X-ray variability
within the longer 2015 observations (Wilkins et al. 2017) and
thus we investigated whether there were any changes in the
wind properties in response to the continuum variations. Due
to the mosaic mode used, the two observations were split
into 2 × 5 sequences, each corresponding to a different tele-
scope pointing. While the individual sequences were too short
(∼ 15−20ks net exposure) to investigate the wind variability
between each pointing, we did attempt to extract flux selected
spectra from a combination of these pointings. To do this, the
10 sequences across OBS 1 and OBS 2 were sorted by their 2–
10 keV flux and the three brightest (or faintest) spectra were
combined to create a high (or low) flux selected spectrum. For
the high flux spectrum, these consisted of the 1st, 4th and 5th
observations from OBS 2, while the low flux spectrum con-
sisted of the 3rd, 4th and 5th spectra all from OBS 1. The
net exposures and 2–10 keV fluxes of the high and low spec-
tra are 52.1 ks vs 54.3 ks and 6.4 × 10−12 erg cm−2 s−1 vs
4.7× 10−12 erg cm−2 s−1 respectively.
The high vs low flux spectra are shown in Figure 7. While
the spectral shape and profile remain consistent between the
spectra, the features appear weaker in the high flux spectrum.
To quantify these differences, the spectra were modelled with
the above XSTAR model, accounting for any changes by al-
lowing the column density of the wind to vary, as well as the
normalization of the power-law continuum, while the wind
ionization was assumed to remain constant (where log ξ =
4.90+0.12
−0.08). In this case, the column density in the high flux
spectrum was found to be significantly lower, with NH =
4.1+1.5
−1.3 × 10
23 cm−2 compared to the low flux case with
NH = 8.1
+2.0
−1.6×10
23 cm−2. Alternatively, the opacity change
can also be parameterized by a increase in ionization with in-
creasing flux, where log ξ = 4.88+0.17
−0.13 for the high flux spec-
trum and log ξ = 4.58+0.13
−0.12 for the low flux spectrum. In
this scenario the columnwas assumed to remain constant with
NH = 3.9
+1.4
−1.2 × 10
23 cm−2.
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FIG. 7.— High (red) and low (black) flux spectra extracted from the 2015
observations. The best-fit XSTAR model is overlaid, which shows that the
absorption trough is deeper in the low flux spectrum and can be accounted
for by a factor of ×2 change in column density. Alternatively the change
in opacity can also be modelled by variations in ionization (for a constant
column), with the ionization increasing with X-ray flux. Overall the observa-
tions are consistent with the equivalent width of the features decreasing with
increasing flux, as is also seen in the NLS1, IRAS 13224-3809 (Parker et al.
2017).
Thus on short timescales, the opacity of the wind appears
to be anti-correlated with the X-ray flux. Such an effect
was observed in the highly variable NLS1, IRAS 13224-3809
(Parker et al. 2017; Pinto et al. 2018), where the equivalent
width of the fast iron K absorption line as well as the soft X-
ray absorption features appeared to diminish with increasing
flux. In I Zw1 these changes are less drastic, as the dynamic
range in 2–10 keV flux is much smaller than in IRAS 13224-
3809. The opacity change here could either be due to a re-
sponse in ionization of the wind to the continuum or via mod-
est column density variations along the wind. In the longer
term, the behaviour of the 2005 spectrum compared to 2015
appears very different. In the former despite the relatively low
X-ray flux, the wind absorption is much weaker. However,
as was recently suggested by Gallo et al. (2019) for Mrk 335,
the triggering of wind events could be related to coronal (ejec-
tion?) activity, which may lead to the onset of wind features
during strong X-ray flares. A similar behaviour was observed
in PDS 456, during a long 2013 Suzaku observation (covering
a 1.5Ms baseline). There, the wind features emerged only fol-
lowing a major X-ray flare (Gofford et al. 2014; Matzeu et al.
2017) and pre-flare, despite the relatively low X-ray flux, no
Fe K absorption was present. Further, more intensive moni-
toring on I Zw 1 would be required in order to fully understand
the wind variability and how it may be related to the contin-
uum variability.
5. DISK WIND MODELING
In order to self consistently model the wind signatures in
the I Zw 1 spectra, we utilized the radiative transfer disk wind
code developed by Sim et al. (2008, 2010b). This model cre-
ates tables of synthetic wind spectra computed for parame-
terized models of smooth, steady-state 3D bi-conical winds,
adopting the Monte Carlo ray tracing methods described by
Lucy (2002, 2003). The computed spectra contain both the
radiation transmitted through the wind and reflected or scat-
tered emission from the wind, including the iron Kα emission.
The disk wind model thus provides a self consistent treatment
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FIG. 8.— Schematic of the inner disk wind model geometry. The x−axis
represents the plane of the disk and the z−axis in the polar direction, in
units of Rmin, the minimum launch radius of the flow. The black hole is at
the origin and the inclination angle is measured with respect to the z-axis.
The shaded area represents the physical extent of the outflow. The models
presented here have a minimum launch radius Rmin = 32Rg along the disk
plane. In this example, the maximum launch radius off the disk is Rmax =
1.5Rmin; this parameter sets the geometric thickness of the flow. d is the
distance of the focus point of the wind below the origin in units of Rmin
(here d = 1), as indicated by the solid lines. Increasing d makes the wind
more polar and more collimated.
of both the emission and absorption arising from the wind,
with a physically realistic geometry, as well as computing the
(non-uniform) ionization structure and velocity field through
the flow. The model incorporates extensive atomic data, cov-
ering a wide range in ionization; e.g. ions from Fe X-XXVI
are included as well as those from lighter elements
The Sim et al. (2008) wind model has been previously em-
ployed to fit the X-ray absorption absorption profiles in sev-
eral AGN, e.g. Mrk 766 (Sim et al. 2008), PG 1211+143
(Sim et al. 2010a) and PDS 456 (Reeves et al. 2014), as
well as the iron Kα emission line profiles of several AGN
(Tatum et al. 2012). Another disk wind model, similar in
geometry to the Sim et al. (2008) model, but simplified by
using only He and H-like ions, was later employed by
Hagino et al. (2015), who reproduced the Fe K absorption
profiles in AGN such as PDS 456, as well as in 1H0707-
495 and APM08279+5255 (Hagino et al. 2016, 2017). Mag-
neto hydrodynamical models have also been able to success-
fully model the spectra from fast outflows such as in the
AGN PG1211+143 (Fukumura et al. 2015), as well as slower
winds in Galactic black hole sources, such as in GRO J1655-
40 (Fukumura et al. 2017).
5.1. The Disk Wind Parameters
The inner wind geometry is illustrated in Figure 8 and is
determined by the parameters below, which are not allowed
to vary in any of the models. A more detailed description of
the model set-up can be found in Sim et al. (2008).
• Launch radius. Rmin and Rmax are the inner and out-
ermost launching radii of the wind off the disk surface,
which also determines the overall thickness of the wind
streamline. In the model for I Zw 1, we adopted an
inner launch radius of 32Rg (where Rg is the grav-
itational radius), while we set Rmax = 1.5Rmin for
the wind thickness. The inner wind radius was cho-
sen as this corresponds to the escape radius for a wind
of v∞ = 0.25c.
• Geometry. The wind collimation and opening angle
are set by the geometrical parameter d (see Figure 8),
which also determines how equatorial (or polar) the
wind is. Here d is defined as the distance of the focus
point of the wind below the origin in units of Rmin. In
the models below, a value of d = 1 was adopted, which
at large radii (R >> Rmin) corresponds to the wind
having an opening angle of θ = ±45◦ with respect to
the polar (z) axis.
In addition, the outer boundary of the disk wind simulations
were set to an outer radius of log(Rout/Rg) = 4.5, or ∼
3.2 × 104Rg (1000Rmin). The X-ray source is assumed to
originate from a region of radius of 6Rg and is centered at
the origin. Special relativistic effects are accounted for in the
models.
Having set up the geometric conditions of the flow, several
parameters then determine the properties of the output spec-
tra, which are described below.
• Terminal velocity. The terminal velocities (v∞) real-
ized in the wind models are determined by the choice
of the inner wind radius (Rmin) and the terminal veloc-
ity parameter fv, which relates the terminal velocity on
a wind streamline to the escape velocity at its base, via
v∞ = fv
√
2GMBH/R. The terminal velocity is ad-
justed by varying the fv parameter, for a given launch
radius (here Rmin = 32Rg). For I Zw1, output mod-
els were generated for 7 velocity values, ranging from
fv = 0.5− 2.0, corresponding to terminal velocities of
0.125c− 0.50c.
• Input Continuum. This was set to be a power-law, cov-
ering the likely range for I Zw 1 from Γ = 2.0 − 2.4,
over n = 3 increments. Note that the spectra are calcu-
lated over the 0.1− 500 keV range.
• Inclination angle. The observer’s inclination towards
the wind is defined as µ = cos θ, where 0.025 < µ <
0.975 over 20 incremental values (with ∆µ = 0.05).
Here, θ is the angle between the observer’s line-of-sight
and the polar z axis of the wind, with the disk lying in
the xy plane, see Figure 8. Note that for µ > 0.7 (i.e.
θ < 45◦), the observer’s line of sight does not intercept
the wind, however the output spectra contain a contribu-
tion from X-ray reflection, via photons scattered off the
wind. For µ < 0.7, the line of sight intercepts the wind,
imprinting blue-shifted absorption features, while the
output spectra also contain a contribution from scat-
tered photons in emission.
• Mass outflow rate. This is defined by the ratio M˙ =
M˙out/M˙Edd, where the mass outflow rate is normal-
ized to the Eddington value. As a result this parameter,
as well as the luminosity below, are invariant upon the
black hole mass. The grid of models here was generated
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FIG. 9.— Model spectra generated with the disk wind radiative transfer
code of Sim et al. (2008). The solid black and red lines correspond to the best
fitting models to the OBS 1 and OBS 2 spectra, which have a mass outflow
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Fe K profile, with a terminal velocity of v/c = −0.28 ± 0.01. The dashed
blue curve shows the effect upon the model when the incident 2 − 10 keV
luminosity is increased from 0.14% to 0.5% of Eddington for OBS 1. As
a result, the profile is much weaker as the gas becomes more ionized and
subsequently fails to account for the Fe K profile.
covering the range M˙ = 0.02− 0.68, in n = 12 incre-
ments, with equal logarithmic spacing. Higher values
of M˙ result in spectra with stronger emission and ab-
sorption features.
• Ionizing X-ray luminosity. The X-ray luminosity is pa-
rameterized in the 2-10 keV band as a percentage of the
Eddington luminosity, where LX = L2−10keV/LEdd.
The luminosity parameter sets the overall ionization of
the wind and lower LX values result in the wind be-
ing less ionized and more opaque to X-rays. Here, the
spectral models were generated over the range of LX
of 0.025% to 0.8% of the Eddington luminosity, over
n = 7 increments in equal logarithmic spacing. These
relatively low LX values ensure the wind is not overly
ionized so as to produce a featurless output spectrum.
The result of the above simulations is a grid of models with
7× 3× 20× 12× 7 = 35280 synthetic spectra, covering the
above parameter space in fv, Γ, µ, M˙ andLX. The spectra are
tabulated into FITS format files and are used as multiplicative
grids within XSPEC. Note that in the fitting procedure, in-
terpolation is used to determine best fit parameter values and
their errors if these fall in-between grid points.
5.2. Disk Wind Results
The above disk wind model was then applied to the two
2015 pn spectra of I Zw1. The form of the model is sim-
ply TBABS × DISKWIND × POWERLAW. Note that the in-
put photon index of the diskwind model is tied to the direct
power-law continuum. The OBS 1 and OBS 2 spectra were
fitted simultaneously as above, while all the diskwind param-
eters, except for the ionizing luminosity, were tied between
the datasets. The power-law normalizations were allowed to
vary independently. The results of the diskwind fits are sum-
marized in Table 4 and produced a good fit to the data, with a
fit statistic of χ2ν = 83.7/82. An inclination angle of ∼ 50
◦
(µ = 0.65 ± 0.02) was required, implying that the sightline
directly intercepts the innermost fastest wind streamline. The
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FIG. 10.— Confidence contours for the ionizing luminosity versus mass
outflow rate for the wind model, where the contours represent the 68%, 90%,
95%, 99% and 99.9% significance levels for 2 interesting parameters. The
color bar shows the χ2 space in grey scale, where darker regions have lower
χ2 values; note the best fit is χ2ν = 83.7/82. The mass outflow rate is con-
strained between 11–35% of Eddington at 90% confidence, while the ioniz-
ing 2–10 keV X-ray luminosity is lower than the expected 2% of Eddington
value, which suggests the wind is under ionized.
terminal velocity is similar to what was found previously, with
v∞ = −0.28± 0.01c (corresponding to fv = 1.11± 0.04).
Figure 9 shows the output spectra for the best-fit models
fitted to OBS 1 and OBS 2, which reproduces both the Fe
K emission and absorption well. The best-fit mass outflow
rate for these spectra (tied between the two observations) is
M˙ = M˙out/M˙Edd = 0.19
+0.16
−0.08, i.e. about 20% of Edding-
ton. The ionizing X-ray luminosity is LX = 0.14
+0.16
−0.07%
for OBS1 and is only marginally higher for OBS 2, with
LX = 0.22
+0.24
−0.11%. Overall the model prefers a solution
whereby the incident 2− 10 keV luminosity is about 0.2% of
the Eddington value. In comparison, the observed 2− 10 keV
luminosity is about 6 × 1043 erg s−1, closer to 2% of the Ed-
dington luminosity, i.e. an order of magnitude higher than
predicted by the model. This may suggest the wind is under-
ionized compared to what one would predict from the ob-
served X-ray luminosity. Indeed in Figure 9 we also plot the
predicted profile if the X-ray luminosity is increased in OBS 1
to 0.5% of Eddington (blue dotted curve); this increases the
wind ionization, resulting in a much shallower profile than is
observed in the data, with much weaker emission and absorp-
tion.
To investigate this, we ran confidence contours between M˙
and LX to explore the full model parameter space and al-
lowing the other wind parameters to vary at each grid point.
Figure 10 shows the contours for OBS 1, at the 68%, 90%,
95%, 99% and 99.9% confidence levels for two parameters
of interest. This confirms that the mass outflow rate is con-
strained between 11–35% of Eddington at the 90% level. The
direction of the contours show that as the X-ray luminosity
increases, the mass outflow rate also increases to try to com-
pensate (by increasing the column density along the flow).
However, higher luminosities can still be ruled out; e.g. the
99% upper limit is LX < 0.4%, as the flow becomes too
highly ionized to reproduce the strong Fe K profile. This dis-
crepancy between the ionizing vs observed luminosity could
arise if the outflow is at least partially shielded from the X-
ray continuum source, or if the hard X-ray continuum above
10 keV is steeper than expected. It may also be the case that
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TABLE 4
DISK WIND MODEL RESULTS.
Parameter OBS 1 OBS 2
M˙out/M˙Edd
a 0.19+0.16
−0.08 0.19
t
% L2−10/LEdd
b 0.14+0.16
−0.07 0.22
+0.24
−0.11
v∞/c −0.280± 0.010 −0.28t
µ = cos θc 0.647 ± 0.015 0.647t
Γ 2.16± 0.03 2.16f
L2−10 keV
d 5.5 6.3
a Mass outflow rate in Eddington units.
b Percentage ionizing (2− 10 keV) luminosity to Eddington luminosity.
c Cosine of wind inclination, wrt the Polar axis.
d Intrinsic 2–10 keV luminosity, in units of ×1043 erg s−1.
t Denotes parameter is tied between observations.
the wind is inhomogeneous and clumpy, as opposed to the
smooth wind model investigated here. Indeed by involving a
moderate micro-clumping factor of ∼ 0.01, Matthews et al.
(2016) can account for some of the UV line profiles in BAL
QSOs, without requiring the intrinsic X-ray luminosity to be
suppressed.
6. DISCUSSION
6.1. Kinematics of the X-ray wind
Here we compute the energetics of the fast X-ray wind for
the three different wind models, comparing both the XSTAR
and P-Cygni cases with the diskwind model above. Following
the methodology of Nardini et al. (2015), we adopt the mass
outflow rate in the form:-
M˙out = ΩµmpNHRinv (5)
where Ω is the overall wind solid angle, µmp is the mean
baryonic mass per particle (µ ∼ 1.3 for Solar abundances),
NH is the hydrogen column density, v is the wind (termi-
nal) velocity and Rin is the inner launch radius of wind. For
the XSTAR model we adopt Ω/4π = 0.5 (consistent with
the ratio between the absorbed vs emitted flux), while the P-
Cygni model (spherical wind) implicitly assumes Ω/4π = 1.
For the column density, for the XSTAR model we calculated
the mean value over the four observations in Table 3, of
NH = 4.7±1.1×10
23 cm−2, while for the P-Cygni model, we
took the average of the two 2015 observations in Section 3.2,
of NH = 5.0± 0.9× 10
23 cm−2.
The wind launch radius was set to the escape radius from
the black hole, i.e. Rin = 2GMBH/v
2, which gives the
smallest inner radius of the wind and thus a more conser-
vative estimate of the mass outflow rate. The mass out-
flow rate, normalized to the Eddington rate where M˙Edd =
4πGMBHmp/σTηc, is then:-
M˙ =
M˙out
M˙Edd
= 2
Ω
4π
µNHσTη
(v
c
)−1
(6)
where we adopt η = 0.1 for the accretion efficiency and σT
is the Thomson cross section. Subsequently the wind kinetic
power, Lk, normalized to the Eddington luminosity, is:-
E˙ =
Lk
LEdd
=
1
2η
M˙out
M˙Edd
(v
c
)2
=
Ω
4π
µNHσT
v
c
(7)
The wind momentum rate (thrust) of the wind is p˙out =
M˙outv, while that of the radiation field is p˙Edd = LEdd/c
(where for I Zw1 Lbol ∼ LEdd). Thus:-
p˙ =
p˙out
p˙Edd
=
1
η
M˙out
M˙Edd
v
c
= 2µ
Ω
4π
NHσT ∼ τ (8)
and τ is the optical depth to Compton scattering. Thus the
inner wind is approximately momentum conserving against
the radiation field in the single photon scattering limit, where
τ ∼ 1 (e.g. King & Pounds 2003).
We calculated the above values of M˙ , E˙ and p˙ for the both
the XSTAR and P-Cygni models and we used the best-fit value
of M˙ for the diskwind model to calculate the correspond-
ing values of E˙ and p˙. Table 5 shows the resulting values,
while we also give the absolute values of the mass outflow
rate (M˙out) and kinetic luminosity (Lk), for a black hole mass
ofMBH = 2.8
+0.6
−0.7× 10
7M⊙ and a corresponding Eddington
luminosity of LEdd = 3.5× 10
45 erg s−1.
Overall, the derived mass outflow rate is between 15−25%
of Eddington, corresponding to ∼ 0.1− 0.15M⊙ yr
−1, while
the wind kinetic power ranges between 5−15%of Eddington
(orLk = 2−5×10
44 erg s−1), which is potentially significant
for mechanical feedback on larger scales (Hopkins & Elvis
2010). These values are typical of those found in ultra fast
outflows in other AGN (Tombesi et al. 2013; Gofford et al.
2015). The wind momentum rate is of the order unity or just
below (p˙ ∼ 0.4− 0.9), which is also in agreement with other
ultra fast outflows; e.g. see Figure 4, Tombesi et al. (2013).
Reassuringly, the outflow rate and kinetic power obtained
between the three models are consistent within the uncertain-
ties, despite of any differences in physical construction be-
tween them. Of the three models, the XSTAR model has the
most complete atomic physics, but is the least self consistent
geometrically, as the absorption is computed from a one di-
mensional slab, although the comparison between the total
emission vs absorption does make it possible to estimate the
overall covering fraction of the gas. Both the P-Cygni and
disk wind models have the advantage of being physically mo-
tivated wind models, where the subsequent velocity profiles
(in emission and absorption) are self consistently calculated
for a given terminal velocity over all solid angles, where the
former assumes a spherical wind and the latter a bi-conical
outflow. The disk windmodel has the further advantage in that
the outflow parameters derived are independent of the black
hole mass, as the output spectra are invariant upon this pa-
rameter for a realistic range of AGN black hole masses. Of
all three models, the values for the P-Cygni model lie the up-
per end of the range, due to its spherical geometry and the
higher terminal velocity obtained (v∞ = 0.35
+0.03
−0.04c), which
could be considered to be the least conservative scenario.
6.1.1. Comparison with the wind in PDS 456
We also compare the wind properties of I Zw1 with those
obtained from the prototype disk wind quasar, PDS 456. For
illustration, Figure 11 shows the Fe K wind profile of I Zw1
compared to the spectrum consisting of the third and fourth
observations from the 2013–2014XMM-Newton campaign on
PDS 456. This is the same spectrum which was analyzed by
Nardini et al. (2015), where a broad Fe K P-Cygni profile was
first found in this QSO. The profiles of PDS 456 and I Zw1 are
remarkably similar, as both show an excess in emission above
the continuum between 6–8 keV, while a deep broad absorp-
tion trough is present above 8 keV in both quasars. It is no-
ticeable that the blue-shift of the absorption trough is slightly
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FIG. 11.— Comparison between the Fe K wind profiles in I Zw 1 and the
quasar, PDS 456. The black circles show the I Zw1 2015 OBS 1 profile,
while the blue points show the pn profile of PDS456, from the third and
fourth observations of the 2013–2014 XMM-Newton campaign (Nardini et al.
2015). Both AGN are plotted in their respective rest-frames (z = 0.184 for
PDS 456, z = 0.0611 for I Zw1) and are shown as a ratio against a simple
absorbed power-law continuum. The profiles show strong similarities; both
require broadened emission centered near to 7 keV as well as a broad, blue-
shifted absorption trough above 8 keV, of similar optical depth. The blue-
shift of the 2013 PDS 456 profile is slightly higher than in I Zw1, suggesting
a somewhat higher outflow velocity. The wind energetics are similar for both
AGN, with the mass outflow rate and kinetic power typically of 10% Edding-
ton (see Section 6.1). Overall, I Zw 1 may represent a lower mass analogue
of the powerful disk wind in PDS 456.
larger in PDS 456, where v/c = 0.29± 0.01 from the absorp-
tion line centroid, although we note that the outflow velocity
in PDS 456 has been observed to vary from 0.25− 0.35c over
all the X-ray observations (2001–2017) to date (Matzeu et al.
2017).
From analyzing all five XMM-Newton and NuSTAR ob-
servations of PDS 456 in 2013–2014, Nardini et al. (2015)
obtained an average column density of NH = 6.9
+0.6
−1.2 ×
1023 cm−2 for the Fe K wind, while the profile was con-
sistent with a minimum covering of Ω = 2π sr. Adopting
these values and setting the inner wind radius equal to the es-
cape radius for consistency, then for PDS 456 M˙ ∼ 0.2 (or
∼ 5M⊙ yr
−1), while E˙ ∼ 0.1 (or Lk ∼ 10
46 erg s−1) and
p˙ ∼ 1. In terms of their Eddington values, the outflow ener-
getics are very similar between both I Zw 1 and PDS 456, with
the higher absolute values in PDS 456 being due to its larger
black hole mass of 109M⊙. Thus the wind in I Zw 1 may be
a lower mass analogue of the one in PDS 456, where in both
AGN, the high accretion rate close to Eddington likely creates
favourable conditions for driving a fast disk wind.
6.2. Comparison with the Molecular gas Outflows
The energetics for the X-ray wind are now compared to
observations of the molecular gas in I Zw 1, through the
CO(1− 0) line, to ascertain the mechanical effect of the wind
on the large scale star-forming ISM gas. Observations of
I Zw 1 were made with the IRAM PdBI in 2010, which spa-
tially and kinematically resolved the CO emission on ∼kpc
scales and the results were reported in Cicone et al. (2014).
Unlike the clear signature of outflow for the X-ray wind, the
CO observations show no clear evidence of any large scale
molecular outflow. The continuum subtracted CO emission
line profile (see Cicone et al. 2014, Figure 7) is narrow with
TABLE 5
DERIVED OUTFLOW ENERGETICS FOR I ZW 1.
xstar diskwind P-Cygni CO
M˙a 0.15± 0.04 0.19+0.16
−0.08 0.25 ± 0.05 –
(0.09± 0.04) (0.11+0.15
−0.06) (0.15 ± 0.06) (< 140)
E˙b 0.054 ± 0.013 0.08+0.07
−0.03 0.15 ± 0.04 < 3× 10−3
(2× 1044) (3× 1044) (5× 1044) (< 1× 1043)
p˙c 0.4± 0.1 0.5+0.4
−0.2 0.9± 0.2 < 4
a Mass outflow rate in Eddington units. Note absolute values are given in
parenthesis in units of Solar masses per year.
b Outflow kinetic power in Eddington units. Absolute values are given in
parenthesis in units of ergs s−1.
c Outflow momentum rate in Eddington units.
no apparent blue-shift or broad-wings, yielding an upper limit
to its velocity width of < 500 km s−1 (at FWZI). This is also
consistent with the lack of any blue-shift in either emission
or absorption in I Zw 1 from the OH profiles as measured by
Herschel-PACS (Veilleux et al. 2013). The CO velocity map
does show clear evidence of rotation, via double-peaked emis-
sion and which is likely associated with a disk of molecular
gas within the host galaxy.
Cicone et al. (2014) subsequently derived an upper limit
of 140M⊙ yr
−1 for the total molecular mass outflow rate
in I Zw 1, after adopting a conservative upper limits of v <
500 km s−1 from the CO profile and r < 500 pc from the
spatial extent of the narrow core. For comparison with the
X-ray wind, we then computed the upper limits to both the
kinetic power and momentum rate for any molecular outflow,
which are also reported in Table 5. The upper limit to the ki-
netic power for v < 500 km s−1 is subsequently LK < 1 ×
1043 erg s−1, corresponding to LK/LEdd < 3× 10
−3. This is
more than an order of magnitude lower than the kinetic power
of the X-ray wind, which gave LK = 2 − 5 × 10
44 erg s−1.
On the other hand the momentum rate for the molecular gas
is p˙/p˙Edd < 4.0, which is consistent with the outflow being
momentum rather than energy conserving on large scales.
The outflow in I Zw 1 can also be comparedwith other AGN
where both an ultra fast disk wind and a kpc scale molecu-
lar outflow co-exist. In Figure 12, we plot the momentum
rates of the X-ray versus molecular phases of the outflows
against wind velocity for the five AGN which have been re-
ported to host both an ultra fast disk wind and a large scale
molecular outflow. The first reported examples were in the
ULIRGs / type II QSOs, Mrk 231 (Feruglio et al. 2015) and
IRASF11119 + 3257 (Tombesi et al. 2015), where the de-
tection of an energy conserving molecular outflow implied
that the kinetic power of the fast wind was effectively trans-
ferred out to larger scale gas. However, even from the small
sample plotted in Figure 12, it is apparent that not all of
the large scale outflows lie on the predicted relation for an
energy driven wind. Indeed, only Mrk 231 and the NLS1,
IRAS 17020 + 4544 (Longinotti et al. 2015, 2018), are con-
sistent with the scenario whereby the black hole wind drives
an energy conservingmolecular outflow out to large scales. In
complete contrast, an energy conserving wind can be clearly
ruled out in I Zw 1, as the momentum rate for the molecu-
lar gas lies nearly two orders of magnitude below the pre-
dicted value for an energy-driven outflow. A similar scenario
also applies to the high redshift QSO, APM 08279 + 5255
(Feruglio et al. 2017), where the measured momentum boost
is lower than the prediction for an energy-conserving wind.
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FIG. 12.— Comparison between momentum rates (normalized by
Lbol/c) and outflow velocity for the six ultra fast outflows with re-
ported measurements of molecular outflows. Data points as marked cor-
respond to I Zw1 (Cicone et al. 2014; this paper), Mrk 231 (Feruglio et al.
2015), IRASF11119 + 3257 (Tombesi et al. 2015; Veilleux et al. 2017),
IRAS 17020 + 4544 (Longinotti et al. 2015, 2018), APM 08279 + 5255
(Feruglio et al. 2017), PDS 456 (Bischetti et al. 2019) and MCG–03-58-007
(Braito et al. 2018; Sirressi et al. 2019). Note that for Mrk 231, both CO com-
ponents are plotted separately, as well as the separate CO and OH measure-
ments of IRAS F11119+3257. The dotted lines correspond to the predicted
momentum load factors in I Zw1 (red line) and Mrk 231 (blue line) for the
energy conserving scenario. The molecular wind in Mrk 231 is consistent
with being energy driven, in contrast to I Zw1, PDS 456 and MCG–03-58-
007, where the momentum rate of the molecular gas lies about two orders of
magnitude below the energy conserving relation.
Even the original case of IRASF11119 + 3257 now ap-
pears more complex, as recent ALMA CO measurements
(Veilleux et al. 2017) suggest that the momentum boost is
lower than that originally derived from the Herschel OH pro-
file in Tombesi et al. (2015) and which was also further noted
by Nardini & Zubovas (2018).
These results suggest a range of efficiencies in transfer-
ring the kinetic energy of the inner wind out to the large-
scale molecular component. This is consistent with the recent
analysis of Mizumoto et al. (2019), who analyzed a small X-
ray sample of 8 AGN (including I Zw 1), selected from the
Cicone et al. (2014) CO sample. Mizumoto et al. (2019) in-
ferred that the energy transfer rate, from the black hole wind
to the molecular gas, spanned a wide range of efficiency from
ǫ ∼ 7× 10−3− 1 (where ǫ = 1 corresponds to a perfectly en-
ergy conserving outflow). Similarly, the AGN outflows com-
piled by Fiore et al. (2017) show a wide range of momentum
load factors, with about half of the AGN receiving a boost of
at least×10 in the molecular outflow component compared to
the X-ray wind.
We also caution that comparing the energetics of the nu-
clear and larger scale outflows is challenging, especially
when the host is a powerful ultra luminous infrared galaxy
(ULIRG), which are generally characterized by a high star
formation rate. In these objects, powerful galactic-scale out-
flows are common and could involve different gas phases (Ci-
cone 2018). Nonetheless, the energetics of the molecular
outflows seen in Mrk 231 and IRAS 17020 + 4544 (where
Lk > 10
44 erg s−1) are too large to be solely explained
by the star formation activity. The large momentum boost
(p˙CO/p˙X > 10) measured for both these outflows suggest
that the mechanical energy of the inner AGN disk wind is ef-
ficiently carried to the large scale outflows.
In I Zw1, like in PDS 456, the AGN emission dominates
with respect to the star forming activity. Interesting, from
very recent ALMA observations, Bischetti et al. (2019) for the
first time resolved the large scale molecular outflow in CO
from PDS 456. These observations revealed a complex and
clumpy outflow, extending up to 5 kpc from the nucleus. The
total molecular mass outflow rate measured in PDS 456 is
180 − 760M⊙ yr
−1, with a corresponding momentum rate
of 7.8 − 32 × 1035 dyne. Compared to the bolometric lu-
minosity of PDS 456 of 1047 erg s−1, then p˙CO/p˙rad ∼< 1;
this is clearly consistent with a momentum rather than energy
conserving outflow. Indeed the very sensitive ALMA observa-
tions are very stringent in PDS 456 and place the quasar in the
same region of the momentum rate versus velocity diagram as
I Zw 1(see Figure 12). Bischetti et al. (2019) suggest that part
of the large scale outflow in PDS 456 could plausibly be in
the form of ionized instead of molecular gas, thereby leading
to the total mass outflow rate to be under-estimated. Alter-
natively, the conditions for a large scale energy conserving
outflow (Zubovas & King 2012) could break down in such a
luminous quasar.
Another powerful disk wind was recently discovered in the
nearby (z = 0.031462), luminous Seyfert 2 galaxy, MCG–
03-58-007 (Braito et al. 2018; Matzeu et al. 2019). This AGN
appears similar to both I Zw1 and PDS 456 in its X-ray char-
acteristics, while the AGN has a similar bolometric luminosity
to I Zw1, of Lbol ∼ 3× 10
45 erg s−1. In this object, the disk
wind has a kinetic power of ∼ 10% of Lbol, while its host
galaxy has only a modest star formation rate (∼ 10M⊙ yr
−1;
Oi et al. 2010). The subsequent analysis of a recent ALMA
observation of this AGN (Sirressi et al. 2019), shows that it
hosts a rather weak kpc scale outflow in CO, consistent with a
momentum driven wind with p˙CO/p˙X ∼ 1 and where the en-
ergy efficiency factor between the molecular and X-ray wind
is remarkably low (ǫ < 10−3), similar to both PDS 456 and
I Zw 1. Further CO measurements of AGN with fast X-ray
winds (and vice versa) are now clearly required to establish
how efficient or not the black hole winds are at transferring
their mechanical energy out to gas at kpc scales and thus their
overall role in large scale feedback.
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