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ABSTRACT 
Various methods have been developed to handle electric power demand 
forecasting. Regression and periodic analysis are used to look over the long range and 
spot trends and cyclic behavior in power demand. These methods are concerned with 
structure and pattern that develops over relatively long periods of time. However, this 
type of analysis is ill suited for identifying and reacting to short-term trends and structure. 
Artificial Neural Networks can be used to draw correlations between current and past 
weather conditions and power demand. While this approach is useful for learning the 
conditions that contribute to power demand, the ability to detect long-term patterns is not 
as strong as with other methods. 
Wavelets Neural Nets offer a compromise in the forecast of electric power 
demand. With their time-frequency flexibility, wavelets are capable of identifying long-
term structure, but also flexible enough to respond to short-term fluctuations. Since 
wavelets represent an alternative way of representing the data to be analyzed, it gives an 
Artificial Neural Network a time-frequency dimension with which to correlate and model 
raw data. In short, Wavelet Neural Networks bridge the gap between near-sighted 
Artificial Neural Nets and far-sighted Trend/Periodic analysis of electric power demand. 
This thesis investigates the design and implementation of a Wavelet Neural 
Network for electric power demand forecasting. Several different wavelet basis functions 
are used to gain insight into how the Neural Net can use the time-frequency information 
contained in the wavelet coefficients. The Wavelet Neural Net is also tested in 
conjunction with known inputs to ascertain the effect of the wavelet coefficients on 
predictive capability for a known problem. 
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CHAPTER 1. INTRODUCTION 
In the Introduction, we will define the problem we are working with, give an 
approach as to how we will remedy the problem, and lastly identify performance metrics 
that try to determine how effectively the approach remedied the problem. 
Problem 
We would like to predict electric power demand. Ideally, we would like to 
know months ahead of time exactly how much electric power will be demanded by a 
given city in a given hour. This is, of course, not realizable (at least not utilizing means at 
the disposal of an engineer). Highly erratic and non-stationary stimuli combine to create 
patterns in electric power demand that are not tractable using rigid, long-range methods. 
What is realizable, however, is to observe trends and patterns in the power demand of the 
past and try to infer from that what the power demand of the future might be. Not only do 
demand fluctuations over the long range exhibit pattern, but so do demand fluctuations 
over the short term. We need a way of representing the power demand fluctuations 
themselves. We also need a flexible way of interpreting this representation in conjunction 
with the measured data at hand to predict which demand fluctuations may take place in 
the future. 
The problem then is to sense and react to short-term fluctuations in demand by 
using the pattern themselves to give an indication of the electric power demand in the 
future. 
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Approach 
Various methods have been developed to handle electric power demand 
forecasting. Regression and periodic analysis are used to look over the long range and 
spot long term trends and cyclic behavior in power demand. These methods are 
concerned with structure and pattern that develops over relatively long periods of time. 
However, this type of analysis is ill suited for identifying and reacting to short-term 
trends and structure. Artificial Neural Networks can be used to draw correlations 
between current conditions (demand, temp, etc) and what the future power demand might 
be. While this approach is useful for learning the conditions that lead to power demand, 
the ability to detect changing patterns is not as strong. 
Wavelet Neural Nets (WNNs) offer a compromise in the forecast of electric 
power demand. With their time-frequency flexibility, wavelets are capable of identifying 
long-term structure, but also flexible enough to respond to short-term fluctuations. Since 
wavelets represent an alternative way of representing the data to be analyzed, it gives an 
Artificial Neural Network a time-frequency dimension with which to correlate raw data. 
In short, Wavelet Neural Nets bridge the gap between near-sighted Artificial Neural Nets 
and far-sighted Trend/Periodic analysis. 
Wavelets give us a means by which to represent in a few coefficients the activity 
of the electric power demand at a certain point in time. If we use six levels of 
decomposition, we have an idea about the behavior of the signal from one time instant to 
the next. Since each coefficient represents the activity of the electric power demand at a 
certain level of activity, we can think of the coefficients as collectively representing the 
activity of the electric power demand. With the help of these coefficients, we can look at 
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the procession of the electric power demand in time as the procession of the six 
coefficients in time. Patterns in how the coefficients move are representative of patterns 
in the electric power demand. We essentially have a vector of coefficients that represents 
a 'snapshot' of the time-frequency activity of the electric power demand around the time 
the 'snapshot' was taken. Since the state of this vector is strongly indicative of the pattern 
of the signal around the time of the snapshot, we hope that this information can be used to 
predict what type of behavior the electric power demand will exhibit in the future. 
The approach is then is to use the time-frequency structure contained in the 
snapshot vector of wavelet coefficients to predict by way of an Artificial Neural Network 
(ANN).how the electric power demand will behave in the near future. 
Performance Metrics 
We wish to decompose a section of the electric power demand into a set of 
wavelet coefficients using known wavelets to give a snapshot of the electric power 
demand activity at a certain time. We then pass these representative coefficients to an 
ANN as inputs in conjunction with demand and condition inputs. We determine the 
performance of the wavelet coefficient inputs in two ways: 1) Compute the correlation 
coefficient of the ANN output with and without the wavelet coefficient inputs. Compare 
these correlation coefficients for different wavelets. 2) Use the ANN Rank to rate the 
importance of each wavelet input to the overall accuracy of the ANN prediction. Ideally 
we will see that the wavelet coefficients add significantly to the predictive capabilities of 
the ANN. 
4 
CHAPTER2.DATA 
In chapter 2 we describe and analyze the data set we are working with, as covered 
in Volesky, VanderVelden, and Hugen [20]. We begin by describing the data and 
employing various tools to locate structure that might be of interest. We also look for 
properties in the data that are important in choosing a strategy with which to approach the 
prediction problem. 
Description 
The data set we are working with is a time series of electric power demand in the 
Chicago area. The data are hourly sampled and cover a length of time of seven years 
ending with December of 2000. This amounts to approximately 60,000 data points. A 
plot of the original electric power demand time series is shown in Figures 2.la and 2.lb. 
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We can see in the plots of the measured demand a couple points of interest: 
1) The measured demand exhibits a significant upward trend. This corresponds to an 
overall long-range growth in electric power demand. 
2) The measured demand is cyclical on three main levels: daily, weekly, and yearly. 
Roughly speaking, there is less demand in the evening- and nighttime hours than 
during the daytime hours, less demand during the weekends and holidays than 
days of work, and less demand during the spring and fall months when 
temperatures are moderate than during the summer and winter months when 
temperatures are more extreme. The seasonal cycle can be seen well in Fig. 2.la. 
The weekly and daily cycles can be seen well in Fig. 2.1 b, which is a zoom in of 
Fig. 2.la. 
3) In addition to seasonal fluctuation of overall demand level, there is also seasonal 
fluctuation in the variance of the measured demand. For example, as the level of 
power demand rises in the summer months, so does the incidence of days with 
extremely high demand. Statistically speaking, this phenomenon of a variance that 
changes with time is called heteroskedasticity. It is a critical element in the 
decision to analyze power demand using wavelets and will be discussed further 
later. 
Analysis 
To better get a handle on the periodicities we are working with, we can compute 
the Power Spectral Density of the measured demand. We do this by taking the expected 
value of the squared Fourier Transform using a 256 point window. A plot of the PSD of 
7 
the measured demand is shown in Fig. 2.lc. We can see evidence of the periodicities in 
the PSD. The most prominent is the 24-hour period and can be seen with associated 
harmonics at a frequency of 1 / 24 = 0.0417. Less prominent, but also visible are weekly 
periodicities with associated harmonics spaced at I/ 168 = 0.006, or seven for each daily 
periodicity. While this analysis gives us good insight into the long-range behavior of the 
demand, we iµ-e more interested in short-term fluctuations and deviations from the norm. 
Since the PSD in Fig. 2. lc is an average of squared Fourier Transforms, the short-term 
fluctuations fade quickly away and are not noticeable. 
To get a better idea of what the short-term fluctuations look like we need first an 
idea of what demand would have been in the absence of stimuli that led to the short-term 
fluctuations. While there is no way to accomplish this precisely, we can approximate 
such a 'core demand' by attempting to average out the short-term fluctuations, or noise 
from a communications point of view. We define a week of this core demand to be a 
moving average of the week with the two preceding and two succeeding weeks. This is 
implicitly assuming a couple notions, namely that 'short-term' means 'two weeks' and 
that all inclement patterns can be described this way. While these are not ideal 
assumptions, they at least give us a handle with which we may grasp the problem at hand. 
We can use this approximated core demand to gain an approximation for the stochastic 
demand. We can then look at the stochastic demand and try to gain insight from it 
concerning underlying structure. As discussed, the core demand is defined as a moving 
average of the measured demand. Specifically, we have 
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In comparing the plot of the measured demand with that of the core, we can see a 
couple features. 1) The demand pattern is much more stable. We would expect this since 
the demand of the two weeks before and after the present time are blended with that of 
the present. 2) There is still some variability or deviation from what we would classify as 
the 'perfect' demand. We would expect this since the weeks are only averaged. That is, 
even though the presence of a violent demand spike is spread to the neighboring weeks, a 
certain amount of the spike is still evident in the present. These observations are 
reinforced if we consider the PSD of the core demand, shown in Fig. 2.2b. 
We can see in the PSD of the approximated Core Demand that the harmonics are 
much better defined than in the PSD of the Measured Demand. We would expect this 
since the moving average operator is attempting to average out the stochastic components 
of the demand. 
Once we have an approximation for the core demand, we can subtract it from the 
measured demand to obtain an approximation for the stochastic demand. As explained, 
this represents the component of the measured demand that represents the jumps and 
violent fluctuations we are interested in. A plot of the stochastic demand is shown in Fig. 
2.2a. 
We can see in the plot of the stochastic demand a couple interesting properties 
that we touched upon in the discussion. Readily noticeable is that the variance does 
indeed change with time. There is a great deal of fluctuation in the variance in the 
summer months, less in the winter months and in the spring and fall months. When we 
divide the time series into summer, winter, fall, and spring and then compute the 
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variance, we can see that there is large difference between the seasons. This is shown in 
Table 2.1. Looking at the zoom in of the Stochastic Demand, we notice a couple 
interesting phenomena. 1) There seems to be a certain degree of correlation in the 
Stochastic Demand. Generally speaking, when a period of heightened demand has begun, 
it is likely that it will continue for a short period of time. However, this period of time 
changes from spike to spike. 2) The overall shapes of various spikes seem to strongly 
resemble one another, except for magnitude. In the Wavelet Analysis of signals, this is 
called self-similarity. 
Table 2.1: Variance of Stochastic Demand for Four Seasons 
Season Variance 
Spring l .6993e+005 
Summer l .4194e+006 
Winter 3.1536e+005 
Fall 4.6967e+005 
We would like to form an estimation of the probability density function for the 
above series. We estimate this using a histogram with fifty bins, shown in Fig. 2.4. We 
can see in the probability function estimate that the stochastic demand seems to exhibit 
strong Gaussian tendencies. It is centered around zero (mean = -0.05) and has a variance 
of 780. 
Also of interest is the autocorrelation function as in Papoulis [19] for the 
stochastic demand, as shown in Fig. 2.5a and defined by 
R(r)= E{n(t)n(t + r)} 
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The autocorrelation function helps us to see a couple interesting properties in the 
Stochastic Demand. The autocorrelation function drops off very rapidly. This suggests 
that there is little in the way of stable periodic structure that can be used to predict the 
Stochastic Demand to any significant degree at some point in the future beyond a few 
days. However, if we look at a zoom in of the autocorrelation function, we can that there 
is some significant correlation at small lags. A zoom in of the autocorrelation function is 
shown in Fig 2.5c. We can see in Fig. 2.5c that the ACF drops to negligible levels very 
quickly. However, there is strong correlation in the Stochastic Demand at low lags. This 
reinforces what we see in the plot of the Stochastic Demand. The demand spikes seem to 
last a short amount of time, thus implying that if there is heightened demand at the 
current time, there will be heightened demand at some point in the near future. This 
arbitrary point in the near future is difficult to pin-point. We can see that larger spikes in 
the demand seem to last for longer periods of time and that smaller spikes in demand 
seem to last shorter periods of time. While the averaging nature of the ACF does not 
allow us to discern between the various magnitudes of demand spikes, we can gain an 
approximation of how far out me can look and expect to predict with significant 
accuracy. The ACF drops to zero around the 150 hour point. While it does go negative 
after that, signifying that there is still predictive capability, it is not nearly as strong as at 
low lags. From the plot in Fig. 2.5c, we would be interested in predicting out up to 100 or 
150 hours, or about 4 to 6 days. 
To conclude the data chapter, a couple main points need to be touched upon 
again. Our main goal is to predict the behavior of the Measured Demand. We assume the 
Measured Demand is comprised of two components: the Core Demand and the Stochastic 
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Demand. The Core Demand is taken to represent the stable, predictable demand 
component that would be if not for short-term fluctuations. The Stochastic Demand is 
taken to be the short-term fluctuations that are the deviations from the Core Demand. 
Three critical features of the Stochastic Demand are a variance that changes with time, 
self-similarity of the demand spikes, and a significant autocorrelation up to about 4-6 
days. We use these main properties in trying to predict the Measured Demand. 
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CHAPTER 3. WAVELET PREPROCESSOR 
In Chapter 3 we examine the wavelet preprocessor. In so doing, we go over a 
brief introduction to wavelets as in Keinert [20] as well as the motivation for applying 
them to the load-forecasting problem. We then describe in a bit more detail the Discrete 
Wavelet Transform (DWT) as applied in the Preprocessor. Lastly, we provide a method 
for implementing the DWT in the Preprocessor. 
Intro to Wavelets 
In many applications in the realm of time series and signal processing, we would 
like to find information in a signal that might give us deeper insight into its content and 
behavior. In the case of prediction, we would like to find some type of information in the 
signal past that will give us an indication of what the signal will do in the future. We 
would like to be able to see patterns in the signal past and from this deduce patterns in the 
signal future. 
A prominent method of looking for patterns in a signal is the Fourier Transform. 
In all of its various forms, the Fourier Transform attempts to uncover pattern (namely 
frequency pattern) in the signal by performing an inner product of the signal and various 
sinusoids, each at a certain frequency. While well suited for many problems, the Fourier 
Transform is ill-suited for problems in which the signal takes a form not well represented 
by sinusoids. This is because the inner product between a signal and a sinusoidal basis is 
implicitly looking for similarity between the signal and the sinusoid. If the signal is not 
similar to a sinusoid (or sum of sinusoids), then the Fourier Transform will produce a 
representation of the signal that is difficult to use. For example, if a signal contains a 
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violent jump, it is difficult for the Fourier Transform to represent this because sinusoids 
to do not exhibit this characteristic. In such a case, the Fourier Transform is accurate and 
valid in a mathematical sense, but it is doing a poor job of locating discernable pattern in 
the signal. To remedy this we need to find a new basis function with which to compare 
the signal. 
In Wavelet Analysis, the essential method and goal is the same as in Fourier 
Analysis. The Wavelet Transform works by taking the inner product between the signal 
and the basis function at various time shifts and compressions. This corresponds the 
Fourier Transform taking the inner product of the signal and sinusoids of various 
frequencies. We want to analyze a signal by seeing how similar it is to a certain basis 
function and to see how well it can be represented by a family functions derived from the 
basis. Important is that the new basis function be similar to the signal to be analyzed. If 
the signal to be analyzed has violent jumps, then the basis function to describe this should 
also have violent jumps. With a suitable basis function, we can proceed to look for 
similarities between the basis function and the signal. We can then use these similarities 
to find pattern in the behavior of the signal. 
The Wavelet Transform 
We can more easily lead into a definition of the Wavelet Transform by first 
relating it to the Fourier Transform, as described above. When we wish to perform a 
Discrete Fourier Transform on a signal x( n), we take an inner product between the signal 
and a sinusoid at a certain frequency. If we aggregate this over a set of frequencies 
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ranging from the a constant through one-half the sampling frequency, we have a 
definition for the Discrete Fourier Transform as in Proakis [19]: 
N-1 
X(k)= Ix(n)e-j2nkntN (3.1) 
n=O 
Each X(k) in equation (3.1) represents the strength of the kth sinusoid in the signal x(n). 
It follows then, that if we wish to reconstruct the signal x(n), that is, take the Inverse 
Discrete Fourier Transform (IDFT), we must multiply each of the sinusoidal basis 
functions by it respective weight and sum them. If we look at the definition of the IDFT, 
we can see that this is indeed happening. 
N-1 
x(n)= Ix(k)ej2nkn/N (3.2) 
k=O 
The Wave let Transform works in a very similar way. Instead of taking inner 
products between the signal x(n) and sinusoids of various frequencies, we take the inner 
product between the signal and the mother wavelet basis function at various time shifts 
and compressions. We can describe this as taking the inner product between two vectors. 
For our uses here, one vector is the basis function at a certain compression and shift, and 
the other vector is the signal. The root basis function that is compressed and shifted to 
form the family of functions to which the signal will be compared is called the mother 
wavelet and is denoted by lf/(n). The family of functions that the mother wavelet forms 
when it is compressed and shifted is denoted by If/ jk (n). Specifically, we have: 
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Similar to our Fourier discussion above, we can express a function in terms of a 
sum of basis functions multiplied by the importance of the basis function in the signal 
x(n). 
x(n)= Laik~ik(n) 
jk (3.4) 
a ik = (x(n), ~ik (n)) 
The coefficient representing how important the basis function ik (n) is can be 
determined by performing the inner product between the signal x( n) and the basis 
function ik (n) . 
N-1 
a jk = Lx(nwjk (n) (3.5) 
n=O 
Looking at equation 3.5, we can see that performing inner products between our signal 
x(n) and basis functions ik (n) of various shifts k and compressions 2 i essentially 
amounts to looking for frequency content that is localized in time. 
It would seem that, like the Fourier Transform, the Wavelet Transform is looking 
for specific frequencies at localized points in time. This is not exactly the case. The 
Wavelet Transform is using various shifts and compressions of the mother wavelet to 
analyze the signal into components, each of which is localized in time and frequency. 
This is visualized in Fig. 3.1. The Wavelet Transform in effect separates the original 
signal V N into two parts: V N-i and W N-I • W N-I is the detail of the signal V N and is 
essentially the part of the signal that can be represented by the mother wavelet with no 
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compression. V N-i is the part of the signal V N left over after the transformation and is the 
part of V N that cannot be represented by the mother wavelet with no compression. After 
the first level decomposition is complete, the Wavelet Transform is done again to the 
residual V N-i, this time using the mother wavelet at the first level of compression. This 
results in another detail coefficient as well as another residual. At the end of the 
completed finite decomposition, we have a detail vector for each decomposition step and 
a single residual. All of the information in the original signal V N is contained in the 
collection of details and residual. We can see this by reconstructing the original signal. 
VN = VN-1 ffi WN-1 
= VL ffi WL ffi WL+I ffi · .. E9 WN-1 (3.6) 
What we have done is separate the detail or activity of the signal various components that 
can be represented by various compressions of the mother wavelet. 
This notion can be reinforced with the plot of the Time-Frequency Tiling. If we 
look a given point in time, our function can be represented by a vector of coefficients 
21 
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representing the strength of the associated compression of the mother wavelet. We can 
see in Fig. 3.2 that the higher compression wavelets are changing relatively quickly in 
time, while the lower compressions are changing much more slowly. 
In looking at Fig. 3.2 we can notice a couple of things. 1) Each compression of 
the mother wavelet has a frequency localization different than that of the other 
compressions. 2) For each compression, we can shift the wavelet in time. This allows us 
frequency localization in a signal, but time localization as well. We are able to see not 
only what frequency behavior the signal is exhibiting, but when the signal is exhibiting it. 
This property of wavelets is invaluable in locating patterns in a time series. 
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Wavelet Preprocessor Implementation 
In the case of our electric power load demand problem, the time-frequency 
localization property allows us to see the signal in a dimension we were not able to 
before. Namely, it allows us to condense the behavior of the signal at a certain point in 
time to a few coefficients. These coefficients collectively describe the content of the 
signal at the point in time. We can watch these coefficients evolve in time and use 
patterns to predict what the signal may do in the future. 
f 
to 
> 
Fig. 3.3 Time-Frequency Tiling for Sliding Wavelet Transform 
If we examine the tiling graph in Fig. 3.3, we notice a couple things. The various 
wavelets extend back in time to various degrees. The various compressions of each 
wavelet create an effect of focusing on a certain level of signal complexity. The shorter 
and more compact wavelets concentrate on short lived fluctuations occurring very close 
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to the present time. As we progress to the 'longer' wavelets, we can see that the wavelets 
are focusing implicitly on longer-range, slower-varying structure. Since the Wavelet 
Processor is essentially sliding along the signal, determining the wavelet coefficients after 
each incremental step, we expect the set of coefficients to change and evolve with time. 
The short-term coefficients would change more rapidly, and the long-term coefficients 
would change more slowly. The aggregate of these coefficients at a point in time gives us 
an indication for the total behavior of the signal at that point in time. 
In practice, this analyzing the signal V N into its detail and residual components is 
done using filters. The original signal is filtered using two sets of coefficients derived 
from the mother wavelet. The first set g(n) is used to extract the detail, and the second 
h(n) is used to extract the residual. The residual is down-sampled by a factor of 2 to 
account for the compression of the mother wavelet, and another level of decomposition is 
performed on the residual. This is illustrated in Fig. 3.4. 
As described above, our Sliding Wavelet Preprocessor decomposes a window of 
the past 512 points electric load demand into a set of wavelet coefficients representative 
of the structure of the signal at the present point in time. This is illustrated in Fig. 3.5. 
g(-n) 
x(t) 
h(-n) 
g(-n) t------------~ da-2 
g(-n) 
h(-n) 
h(-n) 
Fig. 3.4 Wavelet Transform Filter Bank 
d, 
vector of 
512 past 
values 
[ . . . . J 
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discrete 
wavelet 
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Fig. 3.5 Diagram of Sliding Wavelet Preprocessor 
vector of 
wavelet 
coeffients 
Our implementation starts with a 512 point window of the demand. We slide the 
window along in time, so that the front edge of the window is at the time t0 • As indicated 
in Fig. 3.5, we are interested in the set of coefficients at the point of time t0 • To attain 
this representative coefficient vector for each point in the data set, we will take the 512-
point window out of the signal, take the Discrete Wavelet transform of it, and keep the 
coefficients at the present time, thus producing a vector of coefficients for each point on 
time in the demand time series. 
Considering computational aspects, each filter has k coefficients. For each point 
in the signal, we are taking the Wavelet Transform of a 512 point window. So for a signal 
of length L we would have: 
(512)kL 1+-+-+-+ ... =1024kL ( 1 1 1 ) 
2 4 8 
(3.7) 
To summarize, the purpose of the Preprocessor is to use wavelet analysis to extract and 
quantify time-frequency content in the Measured Demand. We do this by taking a 512 
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point sliding wavelet transform at each point in the Measured Demand signal. What we 
have then is a five-element vector at each point of time in the Measured Demand. This 
five-element vector represents the time-frequency behavior of the Measured Demand in 
the 512 points before the present. Measured Demand at five levels of resolution and will 
serve as inputs to the Artificial Neural Network. 
The goal behind this form of wavelet Preprocessor is to locate patterns in the 
time-frequency behavior of the Measured Demand. We can think of this five-element 
vector as a kind of state vector that represents the time-frequency activity in the signal at 
a certain point in time. As time progresses, we would hope to see progression and pattern 
in how the state vector changes. The ANN can then correlate the state of this vector with 
' behavior of the Measured Demand and predict future activity. 
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CHAPTER 4. WAVELET NEURAL NETWORK 
Artificial Neural Networks were originally inspired by models of neurons of the 
human brain. While neurology has moved on to different models, the ANN topology still 
exists as a prevalent tool in engineering. ANNs have been applied to pattern recognition 
problems, classification problems, coding/decoding, and forecasting. The essential 
motivation behind using ANNs is their ability to capture and represent non-linear 
relationships between data that are very difficult to handle using more formal means. Our 
specific application of ANNs is a combination of pattern recognition and forecasting, 
similar to the work in Tesdahl [20]. The ANN is used in conjunction with the Wavelet 
Preprocessor to take advantage of the capabilities of both pieces. In this chapter, we 
introduce ANNs as in Cherkassky [6] and present the basics of operation and use, 
describing how they are used in load forecasting. Lastly, we give the motivation for 
combining them with a Wavelet Preprocessor and describe how our Wavelet Neural Net 
(WNN) is constructed. 
Basics of Artificial Neural Networks 
Structure 
The basic unit of an ANN is the perceptron. The perceptron is a non-linear 
processor that has an arbitrary number of inputs and one output. The inputs are normally 
some scalar quantity and are summed before being passed through a non-linear activation 
function J(x}. The activation function J(x} output of the summed inputs minus some 
threshold value is the value (again, normally scalar) of the perceptron output. The 
structure of a single perceptron is shown in Fig. 5.1. 
input 
signals 
x1 
x2 
xn 
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Fig. 4.1 Single Perceptron 
f(u) 
threshold 
y 
output 
signal 
As described and shown in Fig 5.1, the perceptron operates by summing the 
inputs, passing this sum minus the threshold value through a non-linear function, and 
returning the output. This can be described by equations 4.1: 
(4.1) 
From this point, we can proceed to construct an ANN by arraying perceptrons. 
The most commonly used topology of ANNs and the subject of this paper is the feed-
forward ANN. In this system, the inputs to the system come into the first layer of 
perceptrons. The output from these perceptrons serves as input to a next layer of 
perceptrons. At the last layer, the inputs are processed and the output is given. This last 
layer is called the output layer. Each layer between the input and output layers is called a 
'hidden layer'. The role of the hidden layers is to enable the ANN to capture and 
input 
layer 
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hidden 
layer 
output 
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Fig. 4.2 Diagram of Feed-Forward ANN 
represent more complicated relationships between the inputs. Shown in Fig. 4.2 is a 
diagram of an ANN with three input nodes, one layer of four hidden nodes, and one 
output node. 
Training 
We can look at a Feed-Forward ANN as type of non-linear regression machine. 
The inputs are taken, processed by way of the weights and transfer functions, and 
assigned an output. The training process can be seen as an optimization problem defined 
by finding the combination of weights and thresholds such that the error of the output is 
minimized. That is, we need a way to iteratively search for and locate the combination of 
weights and thresholds that gives the optimum performance as measured by some 
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arbitrary error estimate (usually mean squared). A standard method for finding this 
optimum point is an iterative method called backpropogation. The algorithm of 
backpropogation consists essentially of analyzing the effect of the weights of the different 
layers with respect to the output error. The analysis of the effect of the weights is usually 
done by a gradient decent approach or scaled conjugate gradient approach or some 
combination of the two. In any case, this measured effect is then used to change the 
individual weights of the network in a way that decreases the total error of the ANN. 
Shown below are two illustrations of the backpropogation algorithm. First, Table 4.1 
gives an overview of the steps followed in backpropogation. Secondly, in Fig. 4.3, a 
flowchart detailing some of the mathematical operations and algorithm specifics for 
standard backpropogation is shown, as detailed in Tesdahl [20]. The algorithm is 
assumed to train a feedforward ANN with an I -node input layer, a J -mode hidden 
layer, and a K -node output layer. 
Table 4.1 Summary of Backpropogation 
Step 1 Initialize the interconnection weights in W and V to small random values, 
with individual elements of Wand V corresponding to wkj and vii, 
respectively. Also, determine a maximum acceptable error E < Emax. 
Step 2 Present the input pattern and the output pattern to the network. Then 
compute the output for each layer. 
Step 3 Compute the mean squared error. 
Step4 Compute the error for the output layer. Backpropogate this error. Then 
compute the error for the hidden layer. 
Step 5 Adjust the weights in the output layer. 
Step 6 Adjust the weights in the hidden layer. 
Step 7 If there are more patterns to train, then continue training by going to Step 2. 
Otherwise continue to Step 8. 
Step 8 One training cycle is complete. If E < Emax , then the training is terminated. 
If E > Emax, then continue training by going to step 2 and starting another 
training cycle. 
step 1 
new training cycle 
step 2 
step 3 
step4 
step 5 
step 6 
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Initialize Weights W, V 
Subrrit pattern z and corrpute the 
response of each layer 
y = r(vz) 
o = r(wy) 
Compute the Error for this cycle 
E=E+.!.(d.t -o.t)2 
2 
for k=l, ... ,K 
Conpute the Errorso0 and~ 
=.!.(1-o~Xd.t -o.t) 
2 
for k=l, ... ,K 
1 L 
~ -=2(1-y~)L ~w~i 
.t-1 
for j=l, ... ,J 
Adjust the weights of the output layer 
w,\,. =w.\'. +c~yi 
for k=l, ... ,Kand j=l, ... ,J 
Adjust the weights of the output layer 
Vii = Vii + C ~-Zi 
for k=l, ... ,Kand j=l , ... ,J 
y N 
step_ 7 
new training cycle 
E=O 
N 
Fig. 4.3 Flowchart Summary of Backpropogation 
STOP 
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Wavelet Neural Network Implementation 
To construct our Wavelet Neural Net, we rely on discussion in the previous 
sections and chapters, most importantly the material concerning the Wavelet 
Preprocessor and the Artificial Neural Networks. We have described how the Wavelet 
Preprocessor decomposes the behavior of the signal into components and how the 
strength of each component is represented in an element of the vector output of the 
Wavelet Preprocessor. The goal of the Neural Net is to use the information contained in 
the behavior state vector to predict the future behavior of the Measured Demand. 
The Neural Net will have several inputs. Some will be the value of the Measured 
Demand at the current time as well as times in the past. The other inputs will be the 
elements of the behavior state vector, each element representing the activity of a certain 
component of the Measured Demand. A diagram of the overall WNN structure is given in 
Fig 4.4. 
f 
Sliding 
Wavelet 
Preprocessor 
to t 
state 
vector 
Fig. 4.4 Structure of WNN 
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In summary, the WNN functions by first analyzing the Measured Demand Signal 
into its components, each represented in the detail coefficient for the associated level of 
compression. The Measured Demand signal is fed into the Neural Net along with the 
representative vector elements at each point in time. The Neural Net uses this information 
to train against the prediction value by correlating the time-frequency information of the 
signal past with the state of the signal future. 
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CHAPTER 5. SIMULATION AND RESULTS 
This chapter discusses the simulation and results of the Wavelet Neural Net 
described in chapters 3 and 4. We will test the effectiveness of the Sliding Wavelet 
Preprocessor coefficients in two ways. 1) We will decompose the signal using each of 
five wavelets into five levels of detail plus residual. The five wavelets to be used are the 
Daubechies 2, Daubechies 3, Daubechies 4, Daubechies 6, and Daubechies 8. We will 
then use the present coefficients, which are based on a window of the last 512 points of 
Measured Demand, to predict the present value of the Measured Demand. This will give 
us an indication of how well the detail and residual coefficients for the various wavelets 
capture any time-frequency information in the Measured Demand that is usable by the 
Neural Net. We will also use input importance ranking to determine the importance of the 
detail and residual inputs in comparison to one another. 2) To gain an understanding of 
how the detail and residual coefficients contribute to a solution of a known problem, we 
will use as inputs the detail and residual coefficients in conjunction with other standard 
inputs used in load forecast such as temperature, demand at various points of time in the 
past, etc. We will again use input importance ranking to determine the importance of the 
detail and residual inputs in relation to the other standard inputs. 
Simulation Setup 
The Measured Demand data set used is seven years of hourly-recorded electric 
power demand in the Chicago area from January 1st of 1993 to December 31 st of 2000. In 
the preprocessing step, the Sliding Wavelet Preprocessor decomposes the Measured 
Demand into five levels of detail and a single level of residual. As described in chapter 3, 
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the coefficients collectively represent the time-frequency information of the 512 points 
immediately preceding the present. The decomposition is performed at each point in time, 
and so there is a set of coefficients for each value of the Measured Demand. 
After the preprocessor has transformed the Measured Demand data set, the Neural 
Net with a single layer of 15 hidden nodes is trained with the detail and residual 
coefficients each being an input and a prediction of the Measured Demand being the 
output. The WNN is trained using an advanced variation of backpropogation called 
Scaled Conjugate Gradient Approach on a training set consisting of the 80 percent of the 
data patterns earliest in time. The WNN is then tested on the remaining latest 20 percent 
of the patterns. Performance measures include input ranking to get a picture of the 
importance of each input, and computing a correlation coefficient between the predicted 
and actual values. 
In model construction and simulation, several resources were utilized. The data 
used was supplied by Commonwealth Edison, the wavelet filter coefficients used in the 
decompositions were produced by Matlab, the Sliding Wavelet Preprocessor was written 
by the author, and the ANN package with input ranking tools are from the Adaptive 
Computing Laboratory at Iowa State University. 
Results 
Part 1 
The first part of the simulation dealt with first decomposing the Measured 
Demand data set into its five detail and single residual parts by way of the Sliding 
Wavelet Preprocessor and then training the coefficients at a point in time against the 
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Measured Demand at that point in time. Performance is measured in two ways. First, a 
correlation coefficient is calculated between the actual and predicted values. This gives 
an indication of the overall effectiveness of the Neural Net in predicting the level of 
demand from the time-frequency information contained in the coefficients derived from 
the last 512 points. Second, input ranlang provides a basis from which to determine 
which coefficients are the most important to the Neural Net. Shown in Table 5.1 are the 
correlation coefficients given for given for each of the five wavelets. 
Table 5.1 Table of Correlation Coefficients (R 2 ) 
Wavelet Correlation 
Coefficient 
Daubechies 2 0.6601 
Daubechies 3 0.5665 
Daubechies 4 0.5530 
Daubechies 6 0.4601 
Daubechies 8 0.4556 
We can make from Table 5.1 a couple interesting observations. The correlation 
coefficient is decreasing as the order of the wavelet increases. The Daubechies 2 filters 
have 4 coefficients each, whereas the Daubechies 8 filters have 16 coefficients each. This 
inverse relationship indicates to us that as the order of the filters used in computing the 
detail and residual coefficient increases, the Neural Net is less capable of extracting 
usable time-frequency information from the coefficients and therefore capable of 
predicting the value of demand to a lesser degree of accuracy. This seems to go against 
what we would expect. We might expect that as the order of the wavelets increases, the 
Neural Net has in the detail and residual coefficients a more complete picture of the 
underlying behavior. That is, a longer filter implies that more behavior of the Measured 
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Demand is contained in each of the coefficients. However, it seems that this more 
complete picture is coming at the expense of clarity of the features. From this we can 
conclude that the in the absence of other inputs, the lower order wavelets more 
successfully capture the principle components of the Measured Demand. 
Another point of interest is to see which of the inputs were most important in 
determining the predicted value of the Measured Demand. We can approximate this using 
ANN Variable Importance II in the ACL Toolkit. The method essentially works by 
Table 5.2 Input Rankings 
Wavelet Input Ranking 
Daubechies 2 4 0.38982 
2 0.28351 
1 0 .11074 
3 0.09930 
6 0.08899 
5 0.02765 
Daubechies 3 4 0.37798 
2 0.30618 
6 0.09663 
1 0.09434 
3 0.08629 
5 0.03858 
Daubechies 4 4 0.54565 
6 0.29170 
1 0.05089 
3 0.04351 
2 0.04183 
5 0.02643 
Daubechies 6 4 0.57270 
6 0.17893 
5 0.16953 
3 0.03266 
1 0.02917 
2 0.01701 
Daubechies 8 4 0.69224 
3 0.20275 
6 0.04368 
5 0.02986 
2 0.02237 
1 0.00910 
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Table 5.3 Visual Input Rankings 
Wavelet - Ranking Plot 
Daubechies 2 Rank 
R 2 = 0.6601 
4 0.38982 1.2 
2 0.28351 1 
0.8 
1 0.11074 0.6 
3 0.09930 0.4 
6 0.08899 0.2 
0.02765 0 5 4 2 1 3 6 5 
Daubechies 3 Rank 
R 2 = 0.5665 
4 0.37798 
2 0.30618 0.8 
6 0.09663 0.6 
1 0.09434 0.4 
3 0.08629 
5 0.03858 4 2 6 1 3 5 
Daubechies 4 Rank 
R 2 = 0.5530 
4 0.54565 
6 0.29170 
1 0.05089 0.8 
3 0.04351 0.4 
2 0.04183 0.2 
5 0.02643 0 
4 6 1 3 2 5 
Daubechies 6 Rank 
R 2 = 0.4601 
4 0.57270 1.2 
0.17893 1 6 0.8 
5 0.16953 0.6 
3 0 . 03266 0.4 
1 0.02917 0.2 
2 0.01701 4 6 5 3 1 2 
Daubechies 8 Rank 
R 2 = 0.4556 
4 0.69224 
3 0.20275 
0.8 
6 0.04368 0.6 
5 0.02986 
2 0.02237 0.2 
1 0.00910 4 3 6 5 2 1 
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removing the input to be ranked and observing any adverse affect on the performance of 
the Neural Net. For each wavelet, the inputs are listed in the order of most important first. 
The importance values are fractions of one, shown in Table 5.2. 
Part 2 
The second part of the simulation entails using the current wavelet detail and 
residual coefficients computed in the Sliding Wavelet Preprocessor in conjunction with 
current temperature as well as current and lagged demand measurements as inputs in 
trying to solve a known problem. The wavelet inputs and data inputs are used in four 
scenarios: 24, 48, 72, and 96-hour forward prediction. The inputs used are described in 
the following table. 
Table 5.4 Forward Prediction Inputs 
Input +24 +48 +72 +96 
1 Current 1st level Current 1st level Current 1st level Current 1st level 
detail detail detail detail 
2 Current 2nd Current 2nd Current 2nd Current 2nd 
level detail level detail level detail level detail 
3 Current 3rd Current 3rd Current 3rd Current 3rd 
level detail level detail level detail level detail 
4 Current 4th Current 4th Current 4 th Current 4th 
level detail level detail level detail level detail 
5 Current 5th Current 5th Current 5 th Current 5th 
level detail level detail level detail level detail 
6 Current residual Current residual Current residual Current residual 
7 Current Temp Current Temp Current Temp Current Temp 
8 -144 Demand -120 Demand -96 Demand -72 Demand 
9 Current Current Current Current 
Demand Demand Demand Demand 
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As shown above, for each the of the predictions, the current wavelet decomposition 
coefficients, the current demand, the current temperature, and the demand one week 
behind the prediction time are given as inputs. 
Each of the above predictions was preformed using each of the five wavelets. The 
success of the overall prediction is again shown using the correlation coefficient. Table 
Table 5.5 Prediction Correlation Coefficients 
Wavelet/Prediction +24 +48 +72 +96 
Daubechies 2 0.823 0.694 0.703 0.684 
Daubechies 3 0.822 0.734 0.700 0.679 
Daubechies 4 0.841 0.701 0.704 0.671 
Daubechies 6 0.824 0.733 0.683 0.675 
Daubechies 8 0.830 0.725 0.715 0.690 
5.4 shows the performance of the WNN with the various wavelets as shown by the 
correlation coefficients. 
We can see in the above table a couple of properties. 1) As the prediction time 
ahead increases, the accuracy as measured by the correlation coefficient decreases. We 
would expect this since the uncertainty of the prediction is growing as our target time 
moves into the future. As we see in the autocorrelation function of figure 2.5, the self-
similarity of the time series falls off very rapidly, indicating that as we move ahead in 
time we are losing information about demand very quickly. This is reflected in the 
decreasing correlation coefficient. 2) There seems to be very little trend in the way of the 
correlation coefficient increasing as the order of the wavelet increases. Certain wavelets 
seem to exhibit more predictive capability than their neighbors, but there is no clearly 
defined trend. 
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Table 5.6 24-Hour Ahead Input Rankings 
Wavelet Ranking Plot 
Daubechies 2 
R 2 = 0.823 Rank 
8 0.40920 
9 0.36707 1.2 
7 0.14569 
5 0.02646 
6 0.01942 0.8 
4 0.01179 
3 0.00797 0.6 
1 0.00672 
2 0.00569 0.4 
0.2 
0 
8 9 7 5 6 4 3 2 
Daubechies 3 
R 2 = 0.822 Rank 
8 0.45414 
9 0.29789 1.2 
7 0.17523 
6 0.04428 
4 0.01216 0.8 
3 0.00918 
5 0.00368 0.6 
2 0.00333 
1 0. 00011 0.4 
0.2 
0 
8 9 7 6 4 3 5 2 
Daubechies 4 
R 2 = 0.841 Rank 
9 0.48179 
8 0.36267 1.2 
6 0.07454 
7 0.05628 
4 0.00819 0.8 
5 0.00655 
3 0.00592 0.6 
2 0.00378 0.4 
1 0.00027 
0.2 
8 6 7 4 5 3 2 
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Table 5.6 (continued) 
Daubechies 6 
R 2 = 0.824 Rank 
8 0.4 315 2 
9 0 .3 7150 1.2 
7 0 . 1027 6 
6 0 . 03 55 2 
4 0 . 03165 
5 0 . 01507 
0.8 
3 0. 01111 0.6 
2 0.00088 
1 0 . 00000 0.4 
0.2 
0 
8 9 7 6 4 5 3 2 
Daubechies 8 
R 2 = 0.830 Rank 
9 0.71122 
8 0.17009 1.2 
7 0 . 06567 
4 0.02600 
3 0 . 01281 
6 0 . 00900 0.8 
5 0.00381 
2 0 . 00139 0.6 
1 0.00000 
0.4 
0.2 
0 
9 8 7 4 3 6 5 2 
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Table 5.7 48-Hour Ahead Input Ranlcings 
Wavelet Ranlcing Plot 
Daubechies 2 
R 2 = 0.694 Rank 
8 0 . 744 7 7 
9 0. 2 04 82 1.2 
2 0.012 87 
7 0. 01169 
4 0 . 00879 0.8 
6 0.0067 3 
3 0.00657 0.6 
1 0 . 00256 
5 0.00121 0.4 
0.2 
0 
8 9 2 7 4 6 3 5 
Daubechies 3 
R 2 = 0.734 Rank 
8 0.66173 
7 0 . 19602 1.2 
9 0 . 05981 
6 0 . 03896 
4 0.01619 0.8 
3 0 . 01332 
5 0 . 00967 0.6 
2 0 . 00431 
1 0.00000 0.4 
0.2 
7 9 6 4 3 5 2 
Daubechies 4 
R 2 = 0.701 Rank 
8 0.65150 
9 0.26153 1.2 
6 0.04912 
4 0.01517 
7 0. 0114 1 0.8 
3 0 . 0069 2 
5 0 . 00364 0.6 
2 0. 0 0071 
1 0 . 00000 0.4 
0.2 
9 6 4 7 3 5 2 
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Table 5.7 (continued) 
Daubechies 6 
R 2 = 0.733 Rank 
8 0 . 551 84 
9 0.21217 1.2 
7 0.07476 
6 0.06385 
4 0 . 06 270 0.8 
5 0.01821 
3 0 . 01251 0.6 
2 0 . 0029 3 
1 0.00102 0.4 
0.2 
g 7 6 4 5 3 2 
Daubechies 8 
R 2 = 0.725 Rank 
8 0 . 71122 
9 0 . 17009 1.2 
4 0.06567 
7 0 . 02600 
6 0 . 01281 0.8 
3 0 . 00900 
5 0.00381 0.6 
1 0.00139 
2 0.00000 0.4 
0.2 
0 
8 g 4 7 6 3 5 2 
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Table 5.8 72-Hour Ahead Input Rankings 
Wavelet Ranking Plot 
Daubechies 2 
R 2 = 0.703 
Rank 
8 0.77381 
7 0.08275 1.2 
9 0.06059 
6 0.03019 
5 0.01565 0.8 
3 0.01444 
2 0.01250 0.6 
4 0.00660 0.4 
1 0.00347 
0.2 
0 
8 7 9 6 5 3 2 4 
Daubechies 3 
R 2 = 0.700 Rank 
8 0.79442 
9 0.06706 1.2 
7 0.06398 
6 0.02981 
5 0.01721 0.8 
4 0. 01344 
3 0. 01176 0.6 
2 0.00233 0.4 
1 0.00000 
0.2 
0 
8 9 7 6 5 4 3 2 
Daubechies 4 
R 2 = 0.704 Rank 
8 0.79788 
9 0.08857 1.2 
7 0.05817 
4 0.02421 
6 0.02370 0.8 
5 0.00412 
2 0.00335 0.6 
1 0.00000 
3 0.00000 0.4 
0.2 
9 7 4 6 5 2 3 
45 
Table 5.8 (continued) 
Daubechies 6 
R 2 = 0.683 Rank 
8 0.80007 
9 0.06350 
4 0.05539 
7 0.04606 
6 0.01307 0.8 
3 0. 01181 
2 0.00588 0.6 
5 0.00341 
1 0.00081 0.4 
0.2 
9 4 7 6 3 2 5 
Daubechies 8 
R 2 = 0.715 Rank 
8 0.75565 
7 0 .13956 1.2 
4 0.06632 
6 0.02545 
9 0.01242 0.8 
3 0.00058 
5 0.00002 0 .6 
1 0.00000 
2 0.00000 0.4 
0.2 
7 4 6 9 3 5 2 
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Table 5.9 96-Hour Ahead Input Rankings 
Wavelet Ranking Plot 
Daubechies 2 
R 2 = 0.684 Rank 
8 0.82156 
6 0.05180 1.2 
9 0.04350 
4 0.02781 
7 0.01987 0.8 
3 0.01655 
2 0. 00912 0.6 
5 0.00663 0.4 
1 0.00316 
0.2 
0 
8 6 9 4 7 3 2 5 
Daubechies 3 
R 2 = 0.679 Rank 
8 0.87343 
9 0.03835 1.2 
6 0.02476 
7 0.01773 
4 0.01535 0.8 
3 0.01514 
5 0 . 01125 0.6 
2 0.00400 0.4 
1 0.00000 
0.2 
0 
8 9 6 7 4 3 5 2 
Daubechies 4 
R 2 = 0.671 Rank 
8 0 . 90691 
9 0.03612 1.2 
4 0.02835 
7 0.01710 
2 0.00491 0.8 
6 0.00294 
3 0.00217 0.6 
5 0.00108 
1 0.00044 0.4 
0.2 
0 
8 9 4 7 2 6 3 5 
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Table 5.9 (continued) 
Daubechies 6 
R 2 = 0.675 Rank 
8 0.8508 8 
7 0.04556 1.2 
4 0.041 4 0 
9 0.02807 
5 0.00990 0.8 
6 0.00933 
2 0.00760 0.6 
3 0.00726 
1 0.00000 0.4 
0.2 
0 
8 7 4 9 5 6 2 3 
Daubechies 8 
R 2 = 0.690 Rank 
8 0 . 68781 
4 0.15086 1.2 
6 0 . 068 45 
9 0 . 05524 
7 0.02 240 0.8 
3 0 . 01282 
5 0.00241 0.6 
1 0.00000 
2 0.00000 0.4 
0 .2 
0 ·~ 
8 4 6 9 7 3 5 2 
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To gain a more comprehensive picture of the contribution of the wavelet 
coefficients to the predictive capability of the Neural Net, we can perform an input 
importance analysis of the input set for each prediction using each wavelet. 
As the number of hours ahead to predict grows, the inputs collectively become 
weaker indicators of the predicted values. For all the predictions, the week-before-
prediction input was the most important. However, that is the only definite similarity 
between the predictions. At shorter predictions, the current demand and temperature are 
the important determinants of the predicted value. At longer predictions, the fourth level 
detail coefficient and residual emerge as an important determinant of the predicted value. 
In nearly every prediction, the lower level details are unimportant inputs in determining 
the predicted value. This would seem to tell us that the higher order wavelets are doing a 
better job than the lower order wavelets of representing time-frequency information that 
can be used to predict the behavior of the Measured Demand. What is interesting is that 
the fourth level detail coefficient is important in the prediction. We also saw in Part 1 that 
the level four detail was important in discerning the demand patterns. 
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
Summary 
The goal of this thesis was to determine how well the time frequency information 
attainable by a wavelet transform could be used by a Neural Network in predicting the 
future value of an electric power demand time series. To determine this, we had to first 
construct a Sliding Wavelet Transform that would give us an indication of the time-
frequency content of the Measured Demand during the immediately previous 512 points. 
This information in hand, we first conducted the first simulation in which the 
Neural Net was trained against the 5 detail and single residual coefficients to see how 
well the Neural Net could associate the time-frequency behavior of the signal past with 
the value of the signal present. What we found is that two coefficients, representing the 
second and fourth levels of detail, are the most important to the Neural Net in 
determining the current level. The wavelets of lower order were better indicators of 
current Measured Demand behavior than those of higher order. 
In the second simulation, we wished to ascertain the effect the presence of the 
wavelet coefficients in conjunction with some basic inputs, namely current temperature 
as well as current and lagged demand, had on the predictive capabilities of the Neural 
Net. We found that at short, i.e. 24- and 48- hour ahead, predictions, the wavelets 
coefficients have little effect on the outcome of the Neural Net prediction. However at 
longer, i.e. 72- and 96- hour ahead, predictions, the effect of the basic inputs was reduced 
and the importance of the wavelet coefficients, especially the fourth level detail, 
increased. Further of interest is that for predictions, higher order wavelets are better 
indicators of future behavior than lower order wavelets. 
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Future Work 
Potential future work in this area could take many directions. 1) The 512-point 
window used in calculating the wavelet coefficients covers essentially three weeks. Of 
interest would be to shorten or lengthen this window and note the effect of a 
broader/narrower representation on the usability of the time-frequency information 
contained. 2) This thesis made use of certain members the Daubechies family of 
wavelets. Specifically used were the ones with 2, 3, 4, 6, and 8 vanishing moments. The 
number of vanishing moments translates to the order of the filters used to implement the 
wavelets. Of interest would be to use wavelets of higher order or of another family in 
hopes of finding one or more wavelets well matched to the behavior of the Measured 
Demand. This could be extended even further to include multiple representations based 
on different family of wavelets. Perhaps more insight into the behavior of the Measured 
Demand could be gained with the use of more than one wavelet representations. 3) Used 
in this thesis was a standard Feed-Forward Neural Network. Since the data set being dealt 
with is a time series, it would be of interest to attempt prediction using a Recurrent 
Neural Net. The recurrent nature of the Neural Net would enable it to use the wavelet 
coefficients in a way the Feed-Forward is not able to. 
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APPENDIX 
The Appendix contains the C source code for the important functions developed 
for this thesis, namely the Sliding Discrete Wavelet Transform: sdwt () and Wavelet 
Filter Loading Function: getF i 1 ters ( ) . 
Sliding Discrete Wavelet Transform 
#include "ez_alloc.h" 
#include "wavelet.h" 
void sdwt(double* data, char* waveletname, long N, double** 
matrix) 
{ 
long windowlength=512, L, decL; 
long M; II define length of wavelet filters 
double *lo_d=NULL, *hi_d=NULL, 
*lo_r=NULL, *hi_r=NULL, 
*temphi=NULL, *templo=NULL, 
*d0=NULL,*dl=NULL,*d2=NULL,*d3=NULL,*d4=NULL, 
*r0=NULL,*rl=NULL,*r2=NULL,*r3=NULL,*r4=NULL, 
*window= NULL; II hold L-point slice of data 
char *outfilel = "demand.txt", 
*outfile2 = "lo_d.txt", 
*outfile3 = "hi_d. txt", 
*outfile4 = "lo_r.txt", 
*outfile5 = "hi_r.txt"; 
L=windowlength; 
ez_dvector(&window,L); II allocate window vector 
zeros(window,L); 
ez_dvector(&temphi,L); II allocate detail vector 
zeros(temphi,L); 
ez_dvector(&templo,L); II allocate residual vector 
zeros(templo,L); 
getFilters(waveletname,&lo_d,&hi_d,&lo_r,&hi_r,M); 
for(long i=L;i<N;i++){ II loop to step through data 
copy(data+i-L,window,L); II slice of data 
conv(window,hi_d,temphi,L,M); 
downsample2(temphi,&d0,L,decL); 
conv(window,lo_d,templo,L,M); 
downsample2(templo,&r0,L,decL); 
matrix[i] [O] = dO[decL-1]; 
} 
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L = decL; 
conv(rO,hi_d,temphi,L,M); 
downsample2(temphi,&dl,L,decL); 
conv(rO,lo_d,templo,L,M); 
downsample2(templo,&rl,L,decL); 
matrix[i] [1] = dl[decL-1]; 
L = decL; 
conv(rl,hi_d,temphi,L,M); 
downsample2(temphi,&d2,L,decL); 
conv(rl,lo_d,templo,L,M); 
downsample2(templo,&r2,L,decL); 
matrix[i] [2] = d2[decL-1]; 
L = decL; 
conv(r2,hi_d,temphi,L,M); 
downsample2(temphi,&d3,L,decL); 
conv(r2,lo_d,templo,L,M); 
downsample2(templo,&r3,L,decL); 
matrix[i] [3] = d3[decL-l]; 
L = decL; 
conv(r3,hi_d,temphi,L,M); 
downsample2(ternphi,&d4,L,decL); 
conv(r3,lo_d,templo,L,M); 
downsarnple2(templo,&r4,L,decL); 
matrix[i] [4] = d4[decL-1]; 
matrix[i] [5] = r4[decL-l]; 
L = windowlength; 
} 
for(i=O;i<N;i++){ 
matrix[i] [6] = data[i]; II copy data to last row 
} 
Wavelet Filter Loading Function 
#include <string.h> 
#include <stdio.h> 
#include "ez_alloc.h" 
void getFilters(char* name, double** lo_d, double** hi_d, 
double** lo_r, double** hi_r, long &M) 
{ 
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if(strcmp(name, "db2")==0){ II db2 wavelet specified 
M=4; 
ez_dvector(lo_d,M); 
ez_dvector(hi_d,M); 
ez_dvector(lo_r,M); 
ez_dvector(hi_r,M); 
lo _d [ 0] [ 0] = -0.1294; 
lo_d [ 0] [1] = 0.2241; 
lo_d[O] [2] = 0.8365; 
lo _d [ 0] [ 3] = 0.4830; 
hi _d [ 0] [ 0] = -0.4830; 
hi _d[O][l] = 0.8365; 
hi _d [ 0] [ 2] = -0.2241; 
hi _d [ 0] [3] = -0.1294; 
lo _r [ 0] [ 0] = 0.4830; 
lo _r [ 0] [1] = 0.8365; 
lo_r [ OJ [2] = 0.2241; 
lo _r [ 0] [ 3] = -0.1294; 
hi _r [ 0] [ 0] = -0.1294; 
hi _r [ 0] [1] = -0.2241; 
hi _r [ 0] [2] = 0.8365; 
hi _r [ 0] [3] = -0.4830; 
} 
else if(strcmp(name,"db3")==0){ II db3 wavelet 
M=6; 
ez_dvector(lo_d,M); 
ez_dvector(hi_d,M); 
ez_dvector(lo_r,M); 
ez_dvector(hi_r,M); 
lo _d [ 0] [ 0] = 0.0352; 
lo _d [ 0] [ 1] = -0.0854; 
lo _d [ 0] [ 2] = -0.1350; 
lo _d [ 0] [ 3] = 0.4599; 
lo_d[O] [4] = 0.8069; 
lo _d [ 0] [ 5] = 0.3327; 
hi _d [ 0] [ 0] = -0.3327; 
hi _d [ 0] [ 1] = 0.8069; 
hi _d [ 0] [2] = -0.4599; 
hi _d [ 0] [3] = -0.1350; 
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hi _d [ 0] [ 4] = 0.0854; 
hi _d [ 0] [ 5] = 0.0352; 
lo _r [ 0] [ 0] = 0.3327; 
lo _r [ 0] [ 1] = 0.8069; 
lo _r [ 0] [ 2] = 0.4599; 
lo _r [ 0] [ 3] = -0.1350; 
lo _r [ 0] [ 4] = -0.0854; 
lo _r [ 0] [ 5] = 0.0352; 
hi _r [ 0] [ 0] = 0.0352; 
hi _r [ 0] [ 1] = 0.0854; 
hi _r [ 0] [ 2] = -0.1350; 
hi _r [ 0] [ 3] = -0.4599; 
hi _r [ 0] [ 4] = 0.8069; 
hi _r [ 0] [ 5] = -0.3327; 
} 
else if ( strcrnp (name, 11 db4 11 ) ==O) { II db4 wavelet 
M=8; 
ez_dvector(lo_d,M); 
ez_dvector(hi_d,M); 
ez_dvector(lo_r,M); 
ez_dvector(hi_r,M); 
lo_d [ 0] [O] = -0.0106; 
lo _d [ O] [ 1 J = 0.0329; 
lo _d [ 0 J [ 2] = 0.0308; 
lo_d[OJ [3] = -0.1870; 
lo _d [OJ [ 4] = -0.0280; 
lo _d [ 0 J [ 5 J = 0.6309; 
lo _d [ 0] [ 6 J = 0.7148; 
lo_d[O] [7] = 0.2304; 
hi _d [OJ [ 0] = -0.2304; 
hi _d [ 0] [ 1] = 0.7148; 
hi _d [ 0] [2] = -0.6309; 
hi _d [ 0 l [3 l = -0.0280; 
hi _d [ 0] [ 4] = 0.1870; 
hi _d [ 0] [ 5] = 0.0308; 
hi _d [ 0] [ 6] = -0.0329; 
hi _d[O] [7] = -0.0106; 
lo _r [ 0] [ 0] = 0.2304; 
lo _r [ 0] [ 1] = 0.7148; 
lo _r [ 0] [2] = 0.6309; 
lo _r [ 0] [ 3] = -0.0280; 
} 
else 
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lo_r [ 0] [4] = -0.1870; 
lo _r [ 0] [ 5] = 0.0308; 
lo _r [ 0] [ 6] = 0.0329; 
lo_r [ 0] [7] = -0.0106; 
hi _r [ 0] [ 0] = -0.0106; 
hi _r [ 0] [ 1] = -0.0329; 
hi _r [ 0] [2] = 0.0308; 
hi _r [ 0] [3] = 0.1870; 
hi _r [ 0] [ 4] = -0.0280; 
hi _r [ 0] [ 5] = -0.6309; 
hi _r [ 0] [ 6] = 0.7148; 
hi _r [ 0] [7] = -0.2304; 
if(strcmp(name,"db6")==0){ 
M=12; 
ez_dvector(lo_d,M); 
ez_dvector(hi_d,M); 
ez_dvector(lo_r,M); 
ez_dvector(hi_r,M); 
lo_d[0] [0] = -0.0011; 
lo_d[0] [1] = 0.0048; 
lo_d[0] [2] = 0.0006; 
lo_d[0] [3] = -0.0316; 
lo_d[0] [4] = 0.0275; 
lo_d [ 0] [ 5] = 0. 097 5; 
lo_d [ 0] [ 6] = - 0 . 12 9 8; 
lo_d[0] [7] = -0.2263; 
lo_d[0] [8] = 0.3153; 
lo_d[0] [9] = 0. 7511; 
lo_d[0] [10] = 0.4946; 
lo_d[0] [11] = 0.1115; 
hi_d[O] [O] = -0.1115; 
hi_d [ 0] [ 1] = 0 . 4 9 4 6; 
hi_d [ 0] [ 2 ] = - 0 . 7 511 ; 
hi_d [ 0] [ 3 ] = 0 . 315 3 ; 
hi_d [ 0] [ 4] = 0 . 2 2 6 3 ; 
hi_d[0] [5] = -0.1298; 
hi_d [ 0] [ 6 ] = - 0 . 0 9 7 5 ; 
hi_d[O] [7] = 0.0275; 
hi_d [ 0] [ 8] = 0 . 0 316; 
hi_d [ 0] [ 9] = 0 . 0 0 0 6; 
hi_d[0] [10] = -0.0048; 
hi_d [ 0] [ 11] = - 0 . 0011; 
II db6 wavelet 
} 
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lo_r [ 0] [ 0] = 0.1115; 
lo_r [ 0] [ 1] = 0.4946; 
lo_r [ 0] [2] = 0.7511; 
lo_r [ 0] [3] = 0.3153; 
lo_r [ 0] [4] = -0.2263; 
lo_r [ 0] [ 5] = -0.1298; 
lo_r [ 0] [ 6] = 0.0975; 
lo_r [ O] [7] = 0.0275; 
lo_r [O] [ 8] = -0.0316; 
lo_r [ 0] [9] = 0.0006; 
lo_r [ 0] [ 10] = 0.0048; 
lo_r [ 0] [ 11] = -0.0011; 
hi_r [ 0 ] [ 0 ] = - 0 . 0011 ; 
hi_r [ 0 ] [ 1 J = - 0 . 0 0 4 8 ; 
hi_r [ 0 ] [ 2 J = 0 . 0 0 0 6 ; 
hi_r [ 0 ] [ 3 J = 0 . 0 316 ; 
hi_r [ 0 J [ 4 J = 0 . 0 2 7 5 ; 
hi_r [ 0 J [ 5 ] = - 0 . 0 9 7 5 ; 
hi_r [OJ [6] = -0 .1298; 
hi_r [ 0 ] [ 7 J = 0 . 2 2 6 3 ; 
hi_r [ 0 J [ 8] = 0 . 315 3 ; 
hi_r [ 0] [ 9 J = -0 . 7 511; 
hi_r[OJ [lOJ= 0.4946; 
hi_r [ 0 J [ 11 J = -0 . 111_5; 
else if(strcrnp(narne,"db8")==0){ // db8 wavelet 
M=16; 
ez_dvector(lo_d,M); 
ez_dvector(hi_d,M); 
ez_dvector(lo_r,M); 
ez_dvector(hi_r,M); 
lo_d [ OJ [ OJ = -0.0001; 
lo_d [ 0] [1] = 0.0007; 
lo_d [ 0 J [2 J = -0.0004; 
lo_d[OJ [3J = -0.0049; 
lo_d [ OJ [4J = 0.0087; 
lo_d[OJ [5J = 0.0140; 
lo_d [ OJ [ 6] = -0.0441; 
lo_d[O] [7J = -0.0174; 
lo_d[O] [8J = 0.1287; 
lo_d [ OJ [9] = 0.0005; 
lo_d[OJ [lOJ = -0.2840; 
lo_d[O] [llJ = -0.0158; 
lo_d[OJ [12J = 0.5854; 
lo_d[O] [13] = 0.6756; 
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lo_d [ 0] [ 14] = 0.3129; 
lo_d[0] [15] = 0.0544; 
hi _d [ 0] [ 0] = -0.0544; 
hi _d [ 0] [ 1] = 0.3129; 
hi _d [ 0] [ 2] = -0.6756; 
hi _d [ 0] [ 3] = 0.5854; 
hi _d [ 0] [ 4] = 0.0158; 
hi _d [ 0] [ 5] = -0.2840; 
hi _d [ 0] [ 6] = -0.0005; 
hi _d [ 0] [ 7] = 0.1287; 
hi _d [ 0] [ 8] = 0.0174; 
hi _d[0] [9] = -0.0441; 
hi _d [ 0] [ 10] = -0.0140; 
hi _d[0] [11] = 0.0087; 
hi _d[0] [12] = 0.0049; 
hi _d[0] [13] = -0.0004; 
hi _d[0] [14] = -0.0007; 
hi _d[0] [15] = -0.0001; 
lo_r[0] [0]= 0.0544; 
lo_r[0] [1]= 0.3129; 
lo_r[0] [2]= 0.6756; 
1 o _r [ 0 ] [ 3 ] = 0 . 5 8 5 4 ; 
1 o _r [ 0 ] [ 4 ] = - 0 . 015 8 ; 
lo_r[0] [5]= -0.2840; 
lo_r [ 0] [ 6] = 0 . 0 0 0 5 ; 
lo_r[0] [7]= 0.1287; 
1 o _r [ 0 ] [ 8 ] = - 0 . 01 7 4 ; 
1 o _r [ 0 ] [ 9 ] = - 0 . 0 4 41 ; 
lo_r[0] [10]= 0.0140; 
1 o _r [ 0 ] [ 11 ] = 0 . 0 0 8 7 ; 
1 o _r [ 0 ] [ 12 ] = - 0 . 0 0 4 9 ; 
1 o _r [ 0] [ 13 ] = - 0 . 0 0 0 4 ; 
1 o _r [ 0 ] [ 14 ] = 0 . 0 0 0 7 ; 
1 o _r [ 0 ] [ 15 ] = - 0 . 0001 ; 
hi_r [ 0 ] [ 0 ] = - 0 . 0001 ; 
hi_r [ 0 ] [ 1 ] = - 0 . 0 0 0 7 ; 
hi_r [ 0 ] [ 2 ] = - 0 . 0 0 0 4 ; 
hi_r [ 0] [ 3 ] = 0 . 0 0 4 9 ; 
hi_r[0] [4]= 0.0087; 
hi_r[0] [5]= -0.0140; 
hi_r [ 0 ] [ 6 ] = - 0 . 0 4 41 ; 
hi_r [ 0 ] [ 7 ] = 0 . 01 7 4 ; 
hi_r [ 0 ] [ 8 ] = 0 . 12 8 7 ; 
} 
} 
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hi_r [ 0 ] [ 9 ] = - 0 . 0 0 0 5 ; 
hi_r [ 0 ] [ 10 ] = - 0 . 2 8 4 0 ; 
hi_r[0] [11]= 0.0158; 
hi_r [ 0 ] [ 12 ] = 0 . 5 8 5 4 ; 
hi_r [ 0 ] [ 13 ] = - 0 . 6 7 5 6 ; 
hi_r [ 0 ] [ 14 ] = 0 . 3 12 9 ; 
hi_r [ 0] [ 15 ] = - 0 . 0 5 4 4 ; 
else{ // invalid specification 
} 
printf("ERROR! ! ! Invalid mother wavelet specified 
in call to getFilters() .\n"); 
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