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The Second Variational Formula For the Functional
∫
v(6)(g)dVg
Bin Guo Haizhong Li∗
Abstract
In this note, we compute the second variational formula for the functional
∫
M
v(6)(g)dvg,
which was introduced by Graham-Juhl [GJ] and the first variational formula was obtained
by Chang-Fang ([CF]). We also prove that Einstein manifolds (with dimension ≥ 7) with
positive scalar curvature is a strict local maximum within its conformal class, unless the
manifold is isometric to round sphere with the standard metric up to a multiple of constant.
Note that when (M, g) is locally conformally flat, this functional reduces to the well-studied∫
M
σ3(g)dvg. Hence, our result generalize a previous result of Jeff Viaclovsky ([V]) without
the locally conformally flat restraint.
Key words and phrases: second variation, renormalized volume coefficients, Bach tensor,
Einstein metric.
1 Introduction
In the following, we let (Mn, g) denote a compact, connected, smooth Riemannian man-
ifold without boundary. We denote the Ricci curvature and scalar curvature by Ric and R,
respectively. Recall that the Schouten tensor Pij is defined by
Pij =
1
n− 2
(
Rij −
R
2(n − 1)
gij
)
,
and the Riemann curvature tensor can be written by
Riem =W + P ⊙ g,
where W is the Weyl curvature and ⊙ is the Kulkarni-Nomizu product, which is defined by
(α⊙ β)ijkl = αikβjl + αjlβik − αilβjk − αjkβil, ∀ symmetric 2-tensors α, β.
The σk(g) curvature is defined to be the k-th elementary symmetric polynomial of the eigenvalue
of the Schouten tensor P . In [V], Viaclovsky started study of the variational problems of the
functional
∫
M σk(g)dvg , he proved that the first variation of the functional
∫
M σk(g)dvg(k = 1, 2)
within a conformal class subject to the constraint V ol(M,g) = 1 is a metric satisfying σk(g) ≡
const, and if k ≥ 3 and the Riemannian manifold is locally conformally flat, the same result
follows. However, for k ≥ 3 and the manifold is not locally conformally flat, σk(g) ≡ const is
not Euler-Lagrange equation of the functional
∫
M σkdv within a conformal class subject to the
constraint V ol(M,g) = 1.
The renormalized volume coefficients of g, denoted here by v(2k)(g), arose in the late 90s in
the physics literature. They are defined in terms of the expansion of the ambient or Poincare
∗Supported by grants of NSFC-10971110.
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metric associated to g. If the Riemannian manifold is locally conformally flat, these quantities
coincide with the σk(g) up to a constant. More precisely, it is known that (see [GJ], [CF], or
[GHL])
v(2)(g) = −
1
2
σ1(g), v
(4)(g) =
1
4
σ2(g),
v(6)(g) = −
1
8
[
σ3(g) +
1
3(n − 4)
(Pg)
ij(Bg)ij
]
,
where
(Bg)ij :=
1
n− 3
∇k∇lWlikj +
1
n− 2
RklWlikj (1.1)
is the Bach tensor of the metric. Just as
∫
M σk(g
−1 ◦ Ag) dvg is conformally invariant when
2k = n and (M,g) is locally conformally flat, Graham showed in [G] that
∫
M v
(2k)(g) dvg is
also conformally invariant on a general manifold when 2k = n. Chang and Fang showed in
[CF] that, for n 6= 2k, the Euler-Lagrange equations for the functional
∫
M v
(2k)(g) dvg under
conformal variations subject to the constraint V olg(M) = 1 satisfies v
(2k)(g) = const., which is
a generalized characterization for the curvatures σk(g
−1 ◦Ag) when (M,g) is locally conformally
flat, as given by Viaclovsky [V].
We note that Graham [G] also gives an explicit expression of v(8)(g), but the explicit ex-
pression of v(2k)(g) for general k is not known because they are algebraically complicated (see
page 1958 of [G]). Thus the study of the v(2k)(g) curvatures involves significant challenges not
shared by that of σk(g): firstly, for k ≥ 3, v
(2k)(g) depends on derivatives of curvature of g—
in fact, for k ≥ 3, v(2k)(g) depends on derivatives of curvatures of order up to 2k − 4; secondly,
the v(2k)(g) are defined via an indirect highly nonlinear inductive algorithm (see [G]). We aim
to study the stability of the critical metric of the functional
F3[g] =
∫
M v
(6)(g)dvg( ∫
M dvg
)(n−6)/n ,
within a conformal class. First we recall the theorem of Chang-Fang [CF] (also see Graham [G]).
Theorem 1.1. ([CF]) Let (Mn, g) be an n-dimensional (n ≥ 7) compact Riemannian manifold,
then the functional F3(g) is variational within the conformal class, i.e. the critical metric in [g]
satisfies the equation
v(6) ≡ const. (1.2)
If n = 6, F3[g] is a constant in the conformal class [g].
In this note, we compute the second variational formula of F3[g] within its conformal class
[g]. Our results are
Theorem 1.2. Let (Mn, g) be an n-dimensional (n ≥ 7) compact Riemannian manifold with
v(6)(g) =const, then the second variational formula of the functional F3[g] within its conformal
class at g is
d2
dt2
∣∣∣
t=0
F3[gt] = (n−6)V
−(n−6)/n
{∫ [
−6v(6)(g)φ¯2+
( Bijφ¯ij
24(n − 4)
+
1
8
T2ij φ¯ij−
1
12
PijCijkφ¯k
)
φ¯
]
dv
}
where gt = e
2utg, ∂∂t
∣∣
t=0
ut = φ, and φ¯ = φ−
∫
M φdvg∫
M
dvg
, T2ij and Cijk are defined in section 2.
2
Theorem 1.3. Let (Mn, g) be an n-dimensional (n ≥ 7) compact Einstein manifold with positive
scalar curvature. Then it is a strict local maximum within its conformal class [g], unless (Mn, g)
is isometric to Sn with the standard metric up to a multiple of constant.
Remark 1.1. When (Mn, g) is a locally conformally flat, v(6)(g) = −18σ3(g), for the functional∫
M σ3(g)dvg , J. Viaclovsky ([V]) proved that a positive constant sectional curvature metric is
a strict local minimum, unless the manifold is isometric to Sn with the standard metric. Our
result coincides with his at the locally conformally flat Einstein metrics, however, ours does not
need the locally conformally flat assumption.
2 Preliminaries
Let (Mn, g) be an n-dimensional compact Riemannian manifold. Throughout this note, we
make the convention that repeated index means summation over 1 to n. First we recall the
transformation law of various curvatures under conformal change of metrics. Let g˜ = e2ug,
u ∈ C∞(M), then the Riemannian curvature tensors satisfy
Riem(g˜) = e2u(Riem(g) − α⊙ g),
where αij = uij − uiuj +
|∇u|2
2 gij (note that uij means the covariant derivative with respect to
the fixed metric g). By contracting, we see that the Ricci curvature and scalar curvature satisfy
Rij(g˜) = Rij − (n− 2)αij − (
∑
k
αkk)gij , R(g˜) = e
−2uR− 2(n− 1)e−2u
∑
k
αkk. (2.1)
From (2.1) and the definition of Schouten tensor, we see that
P˜ij = Pij − αij , (2.2)
where we denote P (g˜) by P˜ for notations convenience.
Lemma 2.1. We have the following formulae (see e.g. [GHL])
(1) ∇iWijkl = −(n− 3)Cjkl, Cijk is the Cotton tensor defined by Pij,k − Pik,j;
(2) ∇jBij = (n− 4)
∑
k,l PklCkli;
(3) Bij = Bji, where Bij is defined by (1.1).
The proof of Lemma 2.1 is a direct calculation and one can find it in [GHL].
Let V be a vector space, A : V → V a linear map. Define the Newton transformation Tk(A)
: V → V by:
Tk(A) := σk(A)I − σk−1(A)A+ · · ·+ (−1)kAk =
k∑
i=0
σk−i(A)(−1)iAi,
where I is the identity map and σk(A) is the k-th elementary symmetric polynomial of the
eigenvalues of A. Under an orthnormal basis of V , Tk can be written as follows:
Tkij =
1
k!
δ
j1...jkj
i1...iki
Ai1j1 . . . Aikjk ,
where δj1...jkji1...iki is the generalized Kronecker notation. We recall some well-known results in this
respect, which we will need in our later arguments.
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Lemma 2.2. The Newton transformations Tk satisfy ([R], [GHL])
(1) Newton’s formula: (k + 1)σk+1(A) = tr(TkA);
(2) ddtσk(At) = tr(Tk−1
d
dtAt), for any family of transformations At : V → V .
(3) tr(Tk) = (n− k)σk(A).
In the following we denote Tk(g
−1 ◦ P ) simply by Tk. We have the following formula, which
is a direct calculation (see [GHL]) ∑
i
T2ij,i = −
∑
k,l
PklCklj. (2.3)
3 The first variational formula and proof of Theorem 1.1
In this section, we will compute the Euler-Lagrange equation for the functional F3(g) within
the conformal class. For convenience we denote the numerator of F3(g) by
F (g) =
∫
M
v(6)(g)dvg .
Under the conformal change of metrics gt = e
2u(t)g, by use of (2.2), we see that in local coordi-
nates (see [CF])
P˜
j
i = e
−2u(t)(P ji − α
j
i )
B˜
j
i = e
−4u(t)
(
B
j
i + (n− 4)u
k
(
gjlCilk + g
jlClik
)
+ (n − 4)ukulgpjWikpl
)
,
where we write αij = uij(t) − ui(t)uj(t) +
1
2 |∇gu(t)|
2gij and we make the convention that
P˜ij = Pij(gt), B˜ij = Bij(gt), etc, for notations convenience.
For notions convenience we denote ddt by δ. Denote
∂
∂t
∣∣∣
t=0
u = φ, and ∂
2
∂t2
∣∣∣
t=0
u = ψ. With
the above preparations, we have
δP˜
j
i = −2(δu)P˜
j
i − e
−2uδα ji
δB˜
j
i = −4(δu)B˜
j
i + (n − 4)e
−4u
(
(δu)k
(
gjlCilk + g
jlClik
)
+ (δu)kulgpjWikpl + u
k(δu)lgpjWikpl
)
δ(dvgt) = n(δu)dvgt .
Now we derive the first variation formula for F3. First we have
− 8δF =
∫
δ(σ3(gt)dvgt) +
1
3(n − 4)
δ(P˜ ji B˜
i
j dvgt). (3.1)
By use of Lemma 2.2, we have
δ(σ3(gt)) = T˜
i
2jδP˜
j
i = T˜
i
2j(−2(δu)P˜
j
i − e
−2uδα ji )
= −6(δu)σ3(gt)− e
−2uT˜ i2jδα
j
i .
Hence ∫
δ(σ3(gt)dvgt) =
∫ [
− 6(δu)σ3(gt)− e
−2uT˜ j2iδα
i
j + n(δu)σ3(gt)
]
dvgt
=
∫ [
(n− 6)(δu)σ3(gt)− e
−2uT˜ j2iδα
i
j
]
dvgt .
(3.2)
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On the other hand, the second term of (3.1) is∫
1
3(n − 4)
δ(P˜ ji B˜
i
j dvgt) (3.3)
=
∫
1
3(n − 4)
[
δP˜
j
i B˜
i
j + P˜
j
i δB˜
i
j + n(δu)P˜
j
i B˜
i
j
]
dvgt
=
∫
1
3(n − 4)
[
B˜ ij
(
(−2δu)P˜ ji − e
−2u(δα ji )
)
+ P˜ ji
(
− 4(δu)B˜ ij + (n− 4)e
−4u((δu)k(gilCljk + Cjlk)
+ 2(δu)k ulgipWpkjl
))
+ n(δu)P˜ ji B˜
i
j
]
dvgt
=
∫
1
3(n − 4)
[
(n− 6)(δu)P˜ ji B˜
i
j − e
−2uB˜ ij (δα
j
i )
+ 2(n − 4)e−4uP˜ ji
(
(δu)kgilCljk + (δu)
kulgipWpkjl
)]
dvgt
From calculations in (3.2) and (3.3), we have the following formula, which will be used in
section 4
δ
(
v(6)(gt)dvgt
)
(3.4)
=−
1
8
[
(n− 6)(δu)σ3(gt)− e
−2uT˜ j2i(δα)
i
j
]
dvgt −
1
24(n − 4)
[
(n− 6)(δu)P˜ ji B˜
i
j
− e−2uB˜ ji (δα)
i
j + 2(n− 4)e
−4uP˜ ji
(
(δu)kgilCljk + (δu)
kulgipWpkjl
)]
dvgt .
Thus we have
δF =
∫
δ(v(6)(gt)dvgt) (3.5)
=−
1
8
∫ {
(n− 6)(δu)σ3(gt)− e
−2uT˜ j2iδα
i
j +
1
3(n− 4)
[
(n− 6)(δu)P˜ ji B˜
i
j
− e−2uB˜ ij (δα)
j
i + 2(n− 4)e
−4uP˜ ji
(
(δu)kgilCljk + (δu)
kulgipWpkjl
)]}
dvgt
=
∫ {
(n− 6)(δu)v(6)(gt)−
1
8
[
− e−2uT˜ j2iδα
i
j −
1
3(n− 4)
e−2uB˜ ij δα
j
i
+
2
3
e−4uP˜ ji
(
(δu)kgilCljk + (δu)
kulgipWpkjl
)]}
dvgt .
Proof of Theorem 1.1 Noting that u(0) = 0, we conclude the first variational formula of
F3[gt] within the conformal class [g] is (see [CF] or [G])
d
dt
∣∣∣
t=0
F3(gt) =
d
dt
∣∣∣
t=0
F · V −
n−6
n −
n− 6
n
V −
n−6
n
(∫
v(6)dv
) ∫
nφdv (3.6)
=V −
n−6
n
{
(n− 6)
∫
φv(6)(g) +
1
8
∫
T2ijφij +
1
8
∫
Bijφij
3(n− 4)
−
1
12
∫
PijφkCijk
− (n− 6)V −1
(∫
v(6)(g)
) ∫
φdv
}
=(n− 6)V −
n−6
n
{∫
φ
(
v(6) − V −1
∫
v(6)
)
dv
}
.
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where we have used (2.3) and (2) of Lemma 2.1 and the integration by parts. Here V =
∫
dvg.
Hence, we see that the Euler-Langrange equation of the functional F3(g) within the conformal
class [g] is
v(6)(g) = V −1
∫
v(6)(g)dvg ≡ const,
and we get Theorem 1.1.
4 The Second Variational Formula and proofs of Theorem 1.2-
1.3
In this section, we will calculate the second variational formula for the functional F3 within
the conformal class [g]. The computation is direct and routine. For convenience, we separate
each term in the first variational equation (3.5) and compute them respectively.
For derivative of the first term in (3.5), by use of (3.4), we have
(n− 6)
d
dt
∣∣∣
t=0
∫
(δu)v(6)(gt)dvgt (4.1)
=(n− 6)
∫ {
ψv(6)(g) −
1
8
(δu)
[
(n− 6)(δu)σ3(gt)− e
−2uT˜ j2iδα
i
j
]
dvgt
∣∣∣
t=0
−
(δu)
24(n − 4)
[
(n− 6)(δu)P˜ ji B˜
i
j − e
−2uB˜ ij δα
j
i
+ 2(n− 4)e−4uP˜ ji
(
(δu)kgilCljk + (δu)
kulgipWpkjl
)]
dvgt
∣∣∣
t=0
}
=(n− 6)
∫ {
ψv(6)(g) + (n− 6)φ2v(6)(g)−
1
8
[
− φT2ijφij
−
φBijφij
3(n − 4)
+
2
3
φφkPijCijk
]}
dv.
For derivative of the second term in (3.5), we need the following formula of the variation of the
Newton transformation:
d
dt
∣∣∣
t=0
(T˜ j2i) =
d
dt
∣∣∣
t=0
( 1
2!
δ
j1j2j
i1i2i
P˜ i1j1 P˜
i2
j2
)
= δj1j2ji1i2i P
i1
j1
d
dt
∣∣∣
t=0
P˜ i2j2 (4.2)
= δj1j2ji1i2i Pi1j1(−2φPi2j2 − φi2j2) = −4φT2ij − δ
j1j2j
i1i2i
Pi1j1φi2j2 .
Therefore, the variation of the second term of (3.5) is given by
1
8
d
dt
∣∣∣
t=0
∫
e−2uT˜ j2iδα
i
jdvgt =
1
8
∫ {
− 2φT2ijφij +
d
dt
∣∣∣
t=0
T˜
j
2iφ
i
j (4.3)
+ T2ij
d2
dt2
∣∣∣
t=0
αij + nφT2ijφij
}
dv
=
1
8
∫ {
(n − 2)φT2ijφij + T2ij
d2
dt2
∣∣∣
t=0
αij + φij
(
− 4φT2ij − δ
j1j2j
i1i2i
Pi1j1φi2j2
)}
dv
=
∫ {
(n− 6)
8
φT2ijφij +
1
8
T2ij
d2
dt2
∣∣∣
t=0
αij −
1
8
δ
j1j2j
i1i2i
Pi1j1φi2j2φij
}
.
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The variation of the third term of (3.5) is
1
24(n − 4)
d
dt
∣∣∣
t=0
∫ (
e−2uB˜ ji δα
i
j
)
dvgt (4.4)
=
1
24(n − 4)
∫ {
− 2φBijφij +
d
dt
∣∣∣
t=0
(B˜ ji )φij +Bij
d
dt
∣∣∣
t=0
δαij + nφBijφij
}
dv
=
1
24(n − 4)
∫ {
(n− 2)φBijφij +Bij
d2
dt2
∣∣∣
t=0
αij + φij
(
− 4φBij + 2(n − 4)φkCijk
)}
dv
=
∫ {
n− 6
24(n − 4)
φBijφij +
Bij
24(n − 4)
d2
dt2
∣∣∣
t=0
αij +
1
12
φkφijCijk
}
dv.
The variation of the fourth term of (3.5) is
−
1
12
d
dt
∣∣∣
t=0
∫ [
e−4uP˜ ij
(
(δu)kgjlCilk + (δu)
kulgjpWikpl
)]
dvgt (4.5)
= −
1
12
∫ {
− 4φPijφkCijk +
d
dt
∣∣∣
t=0
P˜
j
i φ
kgilCljk + PijψkCijk + PijφkφlWikjl + nφPijφkCijk
}
dv
= −
1
12
∫ {
(n− 4)φPijφkCijk + PijφkφlWikjl + φkCijk
(
− 2φPij − φij
)
+ PijψkCijk
}
dv
=
∫ {
−
(n− 6)
12
φPijφkCijk −
1
12
PijφkφlWikjl +
1
12
φkφijCijk −
1
12
PijψkCijk
}
dv.
Combining (4.1), (4.3), (4.4) and (4.5), we have
d2
dt2
∣∣∣
t=0
F (gt) (4.6)
=
∫ {
(n− 6)ψv(6)(g) + (n− 6)2φ2v(6)(g) +
n− 6
4
φT2ijφij −
1
8
[
−
2(n − 6)φBijφij
3(n − 4)
+
4(n− 6)
3
φφkPijCijk − T2ij
d2
dt2
∣∣∣
t=0
αij −
Bij
3(n − 4)
d2
dt2
∣∣∣
t=0
αij
+ δj1j2ji1i2i Pi1j1φi2j2φij −
4
3
φkφijCijk +
2
3
PijφkφlWikjl +
2
3
PijψkCijk
]}
dv.
Since d
2
dt2
∣∣∣
t=0
αij = ψij − 2φiφj + |∇φ|
2gij, by use of divergence theorem we obtain
−
∫
T2ij
d2
dt2
∣∣∣
t=0
αij −
∫
Bij
3(n − 4)
d2
dt2
∣∣∣
t=0
αij (4.7)
= −
∫
T2ij(ψij − 2φiφj + |∇φ|
2gij)−
∫
Bij(ψij − 2φiφj + |∇φ|
2gij)
3(n − 4)
=
∫
−
2
3
PklCkliψi + 2T2ijφiφj +
2
3(n − 4)
Bijφiφj − |∇φ|
2T2kk
=
∫
−
2
3
PklCkliψi − |∇φ|
2T2kk − 2T2ij,jφiφ− 2T2ijφijφ−
2
3(n − 4)
Bij,jφiφ−
2
3(n − 4)
Bijφijφ
=
∫
−
2
3
PklCkliψi − |∇φ|
2T2kk +
4
3
φφiPklCkli − 2T2ijφijφ−
2
3(n − 4)
Bijφijφ,
7
where we have used the following identity in the second equality∫
T2ijψijdv +
1
3(n− 4)
∫
Bijψijdv =
∫
2
3
PklCkliψi,
which can be checked by use of (2.3), (2) of Lemma 2.1 and integration by parts.
Substituting (4.7) into (4.6) and making some cancelations, we conclude that
d2
dt2
∣∣∣
t=0
F (gt) =
∫ {
(n− 6)ψv(6) + (n− 6)2φ2v(6)(g) −
1
8
[
− 2(n − 5)φT2ijφij (4.8)
−
2(n − 5)
3(n − 4)
φBijφij +
4(n − 5)
3
φPijφkCijk
−
4
3
φkφijCijk + δ
mnj
kli Pkmφlnφij +
2
3
PijφkφlWikjl − (n− 2)|∇φ|
2σ2(g)
]}
dv,
where we have used the identity that T2kk = (n− 2)σ2(g) (see Lemma 2.2). It remains to study
the last four terms on the right hand side of (4.8). By definition,
δ
mnj
kli = det

δkm δkn δkjδlm δln δlj
δim δin δij


=δkmδlnδij − δkmδljδin − δlmδknδin + δlmδinδkj + δimδknδlj − δimδlnδkj.
We compute by use of divergence theorem∫
δ
mnj
kli Pkmφlnφij =
∫
φ
(
δ
mnj
kli (Pmkφnl),ij
)
=
∫
φδ
mnj
kli
(
Pkm,ijφnl + 2Pkm,iφnl,j + Pkmφnl,ij
)
.
(4.9)
Now we compute integrands of the right hand side of (4.9) respectively. The first term is
φδ
mnj
kli Pkm,ijφnl (4.10)
=φPkm,ijφnl(δkmδlnδij − δkmδljδin − δlmδknδin + δlmδinδkj + δimδknδlj − δimδlnδkj)
=φPkk,iiφnn − φPkk,ijφij − φPkl,iiφkl + φPkl,ikφil + φPki,ilφkl − φPki,ikφll
=φφnnCiik,k + φφklClik,i + φφklCiki,l = φφklClik,i.
The second one is
2φδmnjkli Pkm,iφnlj (4.11)
=2φPkk,iφnni − 2φPkk,iφijj − 2φPkm,iφkmi + 2φPkm,iφimk + 2φPkm,mφkll − 2φPkm,mφllk
=2φPkm,i(φmik − φmki) = 2φPkm,iφjRjmik.
The third one is
φδ
mnj
kli Pkmφnl,ij (4.12)
=φφkk,iiPnn − φφiiklPkl − φφkliiPkl + φφilkiPkl + φφkiilPkl − φφkiikPll
=φPnn(φkkii − φkiik) + φPkl(φilki − φklii) + φPkl(φkiil − φiikl)
=φPnn(−φmkRmk − φmRmk,k) + φPkl(φmiRmlik + φmRikml,i) + φPkl(φmlRmk + φmRmk,l)
8
where we have used the Ricci identity in the last equality.
Substituting the following identities into (4.11) and (4.12),
Rij = (n− 2)Pij +
R
2(n − 1)
gij , Rij,i =
Rj
2
, Pkk =
R
2(n− 1)
;
Rijkl =Wijkl + Pikgjl + Pjlgik − Pilgjk − Pjkgik, Pkk,i = Pik,k;
Rikml,i = Rkl,m −Rkm,l = (n− 2)Cklm +
∇mRgkl −∇lRgkm
2(n− 1)
.
after making some cancelations we see that the left hand side of (4.9) becomes∫
φδ
mnj
kli Pkmφnlφij (4.13)
=
∫ [
− φφklClki,i +
4− n
2(n − 1)
φRφmkPmk −
R2
4(n − 1)2
φ∆φ−
n− 2
4(n − 1)2
φRφmR,m
+ φPklφmiWmlik + φ|Pkl|
2∆φ+ (n− 4)φPklφmlPmk + nφPklφmPkl,m
+ 2φPkm,iφjWjmik − 2φPkm,iφkPmi
]
.
On the other hand, by divergence theorem, we see that the other three terms on the last of (4.8)
are
2
3
∫
PijφkφlWikjl =
2
3
∫
−φPij,kφlWikjl − φPijφklWikjl − φPijφlWikjl,k (4.14)
=
∫
−
2
3
φPij,kφlWikjl −
2
3
φPijφklWikjl −
2(n − 3)
3
φPijφlCijl,
−
4
3
∫
φkφijCijk =
∫
4
3
φφijkCijk +
4
3
φφijCijk,k, (4.15)
−
∫
(n− 2)|∇φ|2σ2(g) (4.16)
=
∫
(n− 2)φ∆φσ2(g) + (n− 2)φφi(σ2(g)),i
=
∫
(n− 2)
2
φ∆φ
( R2
4(n − 1)2
− |Pkl|
2
)
+ (n− 2)φφi
( RR,i
4(n − 1)2
− PklPkl,i
)
=
∫
(n− 2)φ∆φR2
8(n − 1)2
−
n− 2
2
φ∆φ|Pkl|
2 +
(n − 2)φRφiR,i
4(n − 1)2
− (n− 2)φφiPklPkl,i.
By combining equations (4.13), (4.14), (4.15) and (4.16) and doing some cancelations, we con-
clude that the last four terms on the right hand side of (4.8) are equal to
−
1
8
∫ [1
3
φφklBkl + (n− 4)φT2ijφij −
2(n− 6)
3
φPijφkCijk (4.17)
+
4
3
φCkmiφjWjmik +
4
3
φφijkCijk
]
dv,
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where we have used T2ij = σ2(g)δij − σ1(g)Pij + PikPkj and Bij = Cijk,k + PklWikjl. Moreover,
4
3
φCijkφjik
=
4
3
φCijk(φjki + φmRmjik)
=
4
3
φCijkφm(Wmjik + Pmigjk + Pjkgmi − Pmkgij − Pijgmk)
=
4
3
φCijkφmWmjik +
4
3
φCijjφmPmi +
4
3
φCijkφiPjk −
4
3
φCiikφmPmk −
4
3
φCijkPijφk
=−
4
3
φφmCijkWmjki −
4
3
φCijkPijφk,
where we used
∑
iCiik = 0 and Cijk = −Cikj.
Thus it follows that (4.17) is equal to
−
1
8
∫ [1
3
φφklBkl + (n− 4)φφijT2ij −
2(n− 6)
3
φφkPijCijk −
4
3
φφkCijkPij
]
dv. (4.18)
Substituting (4.18) into (4.8), we conclude that
d2
dt2
∣∣∣
t=0
F (gt) (4.19)
=
∫ {
(n− 6)ψv(6) + (n− 6)2φ2v(6)(g) −
1
8
[
− 2(n − 5)φφijT2ij −
2(n − 5)
3(n − 4)
φφijBij
+
4(n − 5)
3
φφkPijCijk +
1
3
φφklBkl + (n − 4)φφijT2ij −
2(n − 6)
3
φφkPijCijk −
4
3
φφkCijkPij
]}
=
∫ {
(n− 6)ψv(6) + (n− 6)2φ2v(6) +
1
8
[
(n− 6)φφijT2ij +
n− 6
3(n− 4)
φφijBij
−
2(n − 6)
3
φφkPijCijk
]}
.
Proof of Theorem 1.2 By Theorem 1.1, at the critical metric of the functional F3(g), it
holds that v(6)(g) should be constant, and it follows that F (g) = V v(6)(g). By our notations
F3[gt] =
F (gt)
(
∫
dvgt )
(n−6)/n . By use of (4.19) and (3.6), at the critical metric g, we have
d2
dt2
∣∣∣
t=0
F3[gt] (4.20)
=
d2
dt2
∣∣∣
t=0
F (gt) · V
−n−6
n + 2
d
dt
∣∣∣
t=0
F (gt) ·
d
dt
∣∣∣
t=0
V (gt)
−n−6
n + F (g)
d2
dt2
∣∣∣
t=0
V (gt)
−n−6
n
=
d2
dt2
∣∣∣
t=0
F (gt) · V
−n−6
n −
2(n − 6)
n
(
d
dt
∣∣∣
t=0
F (gt)
)
· V −
(2n−6)
n
∫
nφ
+ F
{
(n− 6)(2n − 6)V −
(3n−6)
n
( ∫
φ
)2
− n(n− 6)V −
(2n−6)
n
∫
φ2 − (n− 6)V −
(2n−6)
n
∫
ψ
}
=V −
n−6
n
{
d2
dt2
∣∣∣
t=0
F (gt)− 2(n − 6)
2v(6)(g)V −1
( ∫
φ
)2
+ (n− 6)(2n − 6)v(6)(g)V −1
( ∫
φ
)2
− n(n− 6)v(6)(g)
∫
φ2 − (n − 6)v(6)(g)
∫
ψ
}
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=V −
n−6
n
{
d2
dt2
∣∣∣
t=0
F (gt) + 6(n − 6)v
(6)(g)V −1
(∫
φ
)2
− n(n− 6)v(6)(g)
∫
φ2 − (n− 6)v(6)(g)
∫
ψ
}
=V −
n−6
n
{∫ [
− 6v(6)(g)
(
φ− V −1
∫
φ
)2
+
φφkl
24(n − 4)
Bkl +
1
8
φφmkT2mk
−
1
12
φCijkPijφk
]
dv
}
.
If we define an operator L by
L(f) :=
Bijfij
24(n − 4)
+
1
8
T2ijfij −
1
12
PijCijkfk,
for f ∈ C∞(M). It is easy to see that L is self-adjoint with respect to the L2 inner product of
the Riemannian manifold. Indeed, for any two smooth functions f and h, we have
〈L(f), h
〉
=
∫
M
L(f)hdv
=
∫
M
[ Bijfijh
24(n − 4)
+
1
8
T2ijhfij −
1
12
PijCijkfkh
]
dv
=
∫
M
[
−
Bijfihj
24(n − 4)
−
1
8
T2ijfihj −
Bij,jfih
24(n − 4)
−
1
8
T2ij,jfih−
1
12
PijCijkfkh
]
dv
=
∫
M
[
−
Bijfihj
24(n − 4)
−
T2ijfihj
8
]
dv
= 〈f,L(h)〉,
where we have used (2)and (3) in Lemma 2.1, (2.3) and integration by parts. Denote φ−V −1
∫
φ
by φ¯. From (4.20), we see that
d2
dt2
∣∣∣
t=0
F3(gt) (4.21)
= (n− 6)V −
n−6
n
{∫ [
− 6v(6)(g)φ¯2 + L(φ)φ
]
dv
}
= (n− 6)V −
n−6
n
{∫ [
− 6v(6)(g)φ¯2 + L(φ¯)φ¯
]
dv
}
.
Thus we complete the proof of Theorem 1.2.
To prove Theorem 1.3, we need the following famous theorem.
Theorem 4.1 (Lichnerowicz and Obata, see e.g. [L]). Let M be an n-dimensional compact
manifold. Suppose the Ricci curvature of M is bounded from below by
Ric ≥ (n− 1)K
for some positive constant K, then the first nonzero eigenvalue of the Laplacian on M must
satisfy
λ1 ≥ nK.
Moreover, equality holds if and only if M is isometric to a standard sphere of radius 1√
K
.
11
By the min-max principle, for the first nonzero eigenvalue λ1 of Laplacian, it holds that
λ1
∫
M
f2dv ≤
∫
M
|∇f |2dv, (4.22)
for any f ∈ C∞(M) satisfying
∫
M fdv = 0.
Proof of Theorem 1.3. Note that an Einstein manifold (Mn, g) is a critical metric in [g], i.e.
it satifies (1.2). Now let (Mn, g) be an Einstein manifold with positive scalar curvature, then it
follows from Theorem 4.1 and (4.22) that
R
n− 1
∫
M
φ¯2dv ≤
∫
M
|∇φ¯|2dv. (4.23)
Note that for an Einstein manifold, v(6)(g) = − (n−2)R
3
386n2(n−1)2 , L(φ) =
(n−2)R2
64n2(n−1)∆φ. Hence, we see
that
d2
dt2
∣∣∣
t=0
F3[gt] = (n− 6)V
−n−6
n
∫
M
[ (n− 2)R3
64n2(n− 1)2
φ¯2 +
(n− 2)R2φ¯
64n2(n− 1)
∆φ¯
]
dv,
=
(n− 2)(n − 6)R2
64n2(n− 1)
V −
n−6
n
∫
M
[ Rφ¯2
n− 1
− |∇φ¯|2
]
dv
≤
(n− 2)(n − 6)R2
64n2(n− 1)
V −
n−6
n
( R
n− 1
− λ1
)∫
M
φ¯2dv (4.24)
≤ 0,
with equality holds if and only if λ1 =
R
n−1 . Hence, by Theorem 4.1, in this case (M,g) is
isometric to the standard sphere Sn.
Therefore, we prove that an Einstein manifold with positive scalar curvature must be a strict
local maximum “point” within its conformal class [g] unless (M,g) is isometric to Sn with a
multiple of the standard metric. We complete the proof of theorem 1.3.
Remark 4.1. Let (Mn, g) be an n-dimensional Einstein manifold with nonpositive scalar curva-
ture, then we have from the proof of Theorem 1.3 (see (4.24))
d2
dt2
∣∣∣
t=0
F3(gt) ≤ 0,
that is, it is stable.
Remark 4.2. When Mn is an Einstein manifold with positive scalar curvature with dimension
n = 5, we see from (4.24) that
d2
dt2
∣∣∣
t=0
F3[gt] ≥ 0, (4.25)
with equality if and only if λ1 =
R
4 . Theorem 4.1 shows that in this case (M
5, g) is isometric
to the sphere S5 with the standard metric up to a multiple of constant. And we see that this
Einstein metric is a strict local minimum of the functional F3 within its conformal class if the
equality does not hold in (4.25).
Remark 4.3. Let Tij(g) = T2ij(g) +
1
n−4(Bg)ij , we have∑
j
∇jTij = 0,
that is, Tij is a divergence-free tensor. We observe that v
(6)(g) = −24
∑
ij Tij(g)(Pg)ij .
12
References
[CF] S. -Y. A. Chang and H. Fang, A class of variational functionals in conformal geometry,
Int. Math. Res. Not. (2008), No. 7, rnn008, 16 pages, arXiv: math/0610773.
[G] C. Robin Graham, Extended obstruction tensors and renormalized volume coefficients,
Advances in Math. , 220(2009), no.6, 1956-1985.
[GHL] Bin Guo, Zheng-Chao Han and Haizhong Li, Two Kazdan-Warner type identities for
the renormalized volume coefficients and Gauss-Bonnet curvatures of a Riemannian metric,
arXiv: math/0911.4649.
[GJ] C. Robin Graham and A. Juhl, Holographic formula for Q curvature, Advances in Math.
, 216(2007), 841-53.
[L] Peter Li, Lecture notes on geometric analysis, Lecture Notes Series No. 6 - Research Institute
of Mathematics and Global Analysis Research Center, Seoul National University, Seoul,
1993.
[R] R. Reilly, Applications of the Hessian operator in a Riemannian manifold, Indiana Univ.
Math. J., 26(3)(1977), 459-472.
[V] J. Viaclovsky, Conformal geometry, contact geometry, and the calculus of variations, Duke
Math. J. 101, No. 2 (2000), 283-316.
Bin Guo: Department of Mathematical Sciences, Tsinghua University, Beijing
100084, People’s Republic of China Email: guob07@mails.tsinghua.edu.cn
Haizhong Li: Department of Mathematical Sciences, Tsinghua University, Beijing
100084, People’s Republic of China E-mail: hli@math.tsinghua.edu.cn
13
