The stick number of a knot is the minimum number of segments needed to build a polygonal version of the knot. Despite its elementary definition and relevance to physical knots, the stick number is poorly understood: for most knots we only know bounds on the stick number. We adopt a Monte Carlo approach to finding better bounds, producing very large ensembles of random polygons in tight confinement to look for new examples of knots constructed from few segments. We generated a total of 220 billion random polygons, yielding either the exact stick number or an improved upper bound for more than 40% of the knots with 10 or fewer crossings for which the stick number was not previously known. We summarize the current state of the art in Appendix A, which gives the best known bounds on stick number for all knots up to 10 crossings.
Introduction
The stick number of a knot is the minimum number of segments needed to create a polygonal version of the knot. The equilateral stick number is defined similarly, though with the added restriction that all the segments should be the same length. Despite their elementary definitions, these invariants are only poorly understood: for example, prior to our work the exact stick number was only known for 30 of the 249 nontrivial knots up to 10 crossings.
The sheer simplicity of its definition partially explains the appeal of the stick number as a knot invariant, but the stick number is also interesting as a prototypical geometric or physical knot invariant since the number of segments needed to build a knot is a measure of the geometric complexity of the knot. Polygonal knots serve as a model of ring polymers like bacterial DNA (see the excellent survey [44] ) so, while this model is not particularly realistic without adding further constraints, the stick number gives an indication of the minimum size of a ring polymer (or, indeed, any knotted physical system) needed to achieve a given knot type.
Any example of a polygonal knot gives an upper bound on the stick number of the knot: if we can build a polygonal version of a knot K out of 10 sticks, then the stick number of K cannot possibly be bigger than 10. Consequently, we can prove state-of-the-art bounds on stick numbers by constructing examples of knots with fewer sticks than previously observed. If we happen to construct an example of a knot K with n sticks where n is known to be a lower bound on the stick number of K, then this proves that the stick number of K is exactly n. 35 , 9 39 , 9 43 , 9 45 , and 9 48 . Each knot is shown in orthographic perspective, viewed from the direction of the positive z-axis.
Our approach to finding such examples is to randomly sample the space of equilateral n-stick knots for small n, which requires identifying the knot type of each sample and checking to see if it beats the previous record. Early work of Millett [36, 37] and Calvo and Millett [13] used a similar Monte Carlo approach, but the challenge is that the overwhelming majority of samples are not interesting, so getting good results requires generating a truly vast number of samples. Indeed, the best extant bounds on (equilateral) stick number are due to Scharein [49] and Rawdon and Scharein [47] , who used a combination of stochastic agitation and relaxation starting from standard (rather than random) conformations.
The main novelty of our Monte Carlo approach is that we generate polygonal knots with equal-length edges in very tight confinement. Since complicated knots are typically condensed, this approach is a form of enriched sampling which boosts the yield of the complicated knots we seek. Generating confined knots to explore stick number is not new in itself -Calvo and Millett [13, 37] generated stick knots with vertices uniformly distributed in the unit cube (the so-called uniform random polygon model) -but ours seems to be the first such investigation which addresses equilateral stick number. Our strategy depends, in turn, on recent advances in sampling random equilateral polygons using symplectic geometry [16, 15] .
The efficiency of our algorithms combined with modern hardware leads to a substantial improvement over earlier Monte Carlo experiments in the sheer size of the ensembles we produce. We generated a total of 220 billion random knots, requiring approximately 50,000 core-hours of processing time on a 64-core machine with 2.3 GHz AMD Opteron 6276 processors. The bulk of this time was devoted to identifying the knot type of each of these 220 billion knots, which we did using the HOMFLY polynomial, hyperbolic volume, and crossing number.
We found examples of the knots 1 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 built with 9 equal-length sticks, shown in Figure 1 ; since the stick number of these knots is known to be at least 9, this gives the exact (equilateral) stick number for these five knots:
Theorem 1. The stick number and equilateral stick number of each of the knots 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 is exactly 9.
As we will see, this implies that each of these knots has superbridge index 4.
Also, we found new upper bounds on the equilateral stick number for 88 of the 214 knots up to 10 crossings for which it remains unknown: Theorem 2. The equilateral stick number of each of the knots 9 2 , 9 3 , 9 11 , 9 15 , 9 21 , 9 25 , 9 27 , 10 8 , 10 16 The equilateral stick number of each of the knots 10 76 and 10 80 is less than or equal to 12.
In particular, all knots up to 10 crossings have equilateral stick number ≤ 12.
An upper bound on equilateral stick number implies an upper bound on stick number, and all of the corresponding stick number bounds in Theorem 2 are new except for 10 107 , 10 119 , and 10 147 . These knots, together with 8 19 , 9 29 , 10 16 , and 10 79 , appeared on Rawdon and Scharein's list of knots for which they could not find an equilateral stick knot achieving a known bound on stick number, and thus were potential examples of knots for which stick number and equilateral stick number differ. Millett [38] found an example of an equilateral 8-stick 8 19 , proving that eqstick(8 19 ) = 8, which was already known to be the stick number, and our 10-stick 10 16 (see Figure 2 ) beats the previous best bounds on both stick number (11) and equilateral stick number (12) . In turn, our observed equilateral 10-stick examples of 10 107 , 10 119 , and 10 147 match the best previous bound on stick number, leaving only 9 29 and 10 79 from Rawdon and Scharein's list.
The new bounds on equilateral stick number for the knots 10 8 , 10 16 , 10 39 , 10 64 , 10 73 , 10 105 , 10 110 , and 10 117 in Theorem 2 are 2 smaller than the previous best bounds due to Rawdon and Scharein, and for 10 84 (see Figure 2 ) the new bound is 3 smaller. These substantial improvements in bounds for certain knots, coupled with the fact that Rawdon and Scharein's bounds are superior to ours for the knots 9 16 , 10 1 , 10 109 , 10 113 , 10 114 , and 10 123 , gives a sense of the differences between their approach and ours, which we view as complementary. 10 16 10 84
Figure 2: The 10-stick 10 16 improves the best previous bound on equilateral stick number by 2. The 11-stick 10 84 improves the best previous bounds on both stick number and equilateral stick number by 3. Each knot is shown in orthographic perspective from the direction (3, 1, 1).
Organization
In building up to Theorems 1 and 2, we start with background on stick number and equilateral stick number in Section 2 and a review of new approaches to sampling random polygons using symplectic geometry in Section 3. The latter section may be of independent interest, since it gives a concise and reasonably self-contained exposition of the symplectic approach to sampling confined polygons introduced in [16] . We describe our computational pipeline in Section 4 and give a more detailed statement of our results in Section 5, which is supplemented by the tables in the appendices. Finally, we pose some questions and mention some directions for future inquiry in Section 6. This is work that grew out of the first author's master's thesis [22] , which was based on smaller ensembles of random knots.
Stick Number
A tame, piecewise-linear embedding S 1 → R 3 is called a polygonal knot or a stick knot. Any stick knot consists of a finite number of straight segments. Define the stick number of a knot K, denoted stick(K), to be the minimum number of linear segments necessary to construct a polygonal version of K. The equilateral stick number, denoted eqstick(K), is the minimum number of congruent segments necessary to construct a polygonal version of K, and of course eqstick(K) ≥ stick(K) for any knot type K. By construction the stick number and equilateral stick number are knot invariants, though not ones that are generally easy to compute. The stick number gives some measure of the inherent geometric (as opposed to purely topological) complexity of a knot, and displays similar behavior as other geometric knot invariants like rope length. For example, the 8 19 knot has shorter rope length than any 7-crossing knot [6] , and it also has smaller stick number than any 7-crossing knot (see Appendix A).
The stick number invariant was defined by Randell [45] , who showed that stick(3 1 ) = 6 and stick(4 1 ) = 7. Randell also showed that every other nontrivial knot must have stick number at least 8, which was an early example of a (in this case lower) bound on stick number. The best general bounds on stick number come from combining work of Negami [42] , Huh and Oh [26] , and Calvo [11] :
Theorem 3 (Negami [42] , Huh and Oh [26] , and Calvo [11] ). For a nontrivial knot K with crossing number c(K),
The upper bound can be improved to 3 2 c(K) for non-alternating prime knots.
The lower bound also applies to the equilateral stick number eqstick(K) ≥ stick(K), but the best known theoretical upper bound, due to Kim, No, and Oh [32] , is somewhat worse: eqstick(K) ≤ 2c(K) + 2 in general, and eqstick(K) ≤ 2c(K) − 2 for non-alternating prime knots.
These bounds are typically quite loose: both inequalities in Theorem 3 are tight for the trefoil and figure eight knots, and the lower bound is tight for the 8 19 and 8 20 knots, but otherwise none of these bounds on stick(K) and eqstick(K) are saturated for any prime knot with 10 or fewer crossings, and it would be somewhat surprising if they were ever saturated by any more complicated knots. Tighter bounds can be proved for more restricted classes of knots. For example:
Theorem 4 (Huh, No, and Oh [25] ). For any 2-bridge knot K with c(K) ≥ 6,
This bound is sharp for all 6-and 7-crossing knots, and is the best upper bound known for the knots 8 1−4 , 8 6−9 , 8 11−14 , 9 6 , 9 18 , 9 23 , and 10 37 , as well as for essentially all 2-bridge knots with more than 10 crossings except 11a 191 , which has 11-stick realizations, and 11a 77, 89, 90, 110, 111, 117, 140, 154, 166, 174, 177, 178, 180, 190, 203, 224, 247 and 12a 537 , for which we have observed 12-stick examples.
Even better than an upper bound, the exact stick numbers are known for an infinite collection of torus knots:
Theorem 5 (Adams et al. [1] , Jin [28] , Bennett [7] , Adams and Shayler [2] , and Johnson et al. [29] ). For relatively prime 2 ≤ p < q < 3p, the stick number of the (q, p)-torus knot is 2q if q < 2p and 4p if 2p < q < 3p.
In particular, it follows from Theorem 5 that stick(8 19 ) = 8, stick(10 124 ) = stick(15n 41,185 ) = 10, and stick(14n 21,881 ) = stick(16n 783,154 ) = 12.
In a different direction, Calvo [10, 12] did a deep analysis of the space of 8-stick knots, showing:
Theorem 6 (Calvo [10, 12] Said another way, stick(K) ≥ 9 for any knot K not in the above list, and if we encounter such a knot which can be realized as an equilateral 9-gon, then we can immediately conclude that stick(K) = eqstick(K) = 9.
In practice, most useful upper bounds on the stick numbers of knots come from examples: after all, if you can find a representative of a knot type K with n sticks, then certainly stick(K) ≤ n. Meissen [35] found 9-stick representatives of all 7-crossing knots which, combined with Calvo's theorem, implies these knots all have stick number 9, and Millett [36, 37] and Calvo and Millett [13] sampled millions of random polygons to find representatives of most knots up to 9 crossings with relatively low stick numbers.
Rob Scharein obtained much better results in his thesis [49] using a combination of stochastic displacements of vertex positions and opportunistic deletions. Rawdon and Scharein [47] extended this approach to the equilateral stick number, and the Scharein and Rawdon-Scharein bounds have remained the gold standard for almost two decades, especially since they are easily referenced online at http://www.colab. sfu.ca/KnotPlot/sticknumbers/ and examples achieving the bounds are built into Scharein's software KnotPlot [50] .
Despite his protestations that he had "not been greatly concerned with efficiency" [49, p. 146 ], Scharein's approach gave better results than Calvo and Millett's Monte Carlo explorations because it was more efficient: the subset of all 9-stick knots which form, say, a 9 35 knot is so tiny that one needs a truly huge number of random samples to encounter a point in it, whereas Scharein was starting from a conformation known to be a 9 35 and optimizing it through knot-type-preserving modifications.
However, recent advances in (equilateral) polygon sampling algorithms make it possible to uniformly sample random equilateral stick knots in very tight confinement, and to do so quickly enough that generating hundreds of billions of samples is now feasible. Hence, this is a good time to revisit the Monte Carlo approach to finding upper bounds on stick numbers.
Symplectic Geometry and Sampling Confined Polygons
Stick knots -which is to say, piecewise-linear embeddings of the circle in 3-space -are of interest in polymer physics and molecular biology, where they appear as models of ring polymers in solution or in melt. The survey [44] gives a nice overview of applications of these models in physics and biology. In this context a piecewise-linear embedding of a circle is usually called a polygon and there has been a lot of work done on developing efficient algorithms for sampling random polygons. Since a polygon is just a stick knot, we can use such an algorithm to generate large ensembles of random stick knots and look for examples with fewer sticks than previously observed.
The algorithm we will use is based on understanding the geometry of the space of all possible conformations of equilateral polygons up to rigid motions. To get nice coordinates on this space, we will interpret an n-gon as an ordered collection of edge vectors e 1 , . . . , e n ∈ R 3 rather than as a list of vertices. In particular, this gives a translation-invariant representation of a polygon.
A list of vectors forms a polygon (as opposed to an open chain) if and only if e 1 + · · · + e n = 0, and the polygon is equilateral if e i = 1 for all i = 1, . . . , n. Hence, using S 2 to denote the unit sphere in R 3 , we will identify the collection of equilateral n-gons up to translation as the subset of S 2 × · · · × S 2 n consisting of those n-tuples of unit vectors which sum to zero.
This condition is clearly preserved by the diagonal action of the rotation group SO(3), and passing to the quotient produces the space Pol(n) of equilateral n-gons in R 3 up to rigid motions. When n is even this SO(3) action is not quite free -degenerate polygons which lie on a line are fixed by any rotation around the line -so Pol(n) is not always a manifold, but it has at worst finitely many isolated singular points. Moreover, this construction turns out to be nothing more than a symplectic reduction of S 2 × · · · × S 2 by the diagonal SO(3) action [30] , and hence Pol(n) has a natural symplectic structure induced by the standard symplectic structure on S 2 × · · · × S 2 .
In fact, Pol(n) is more than merely symplectic or even Kähler: an open, dense subset Pol(n) • of Pol(n) is toric [30] . A simple dimension count shows that dim Pol(n) = 2n − 6 = 2(n − 3) since e 1 + · · · + e n = 0 is a codimension-3 condition and SO(3) is 3-dimensional, so being toric means that there is a Hamiltonian
Figure 3: The fan triangulation and action-angle coordinates. The n − 3 chords determining the fan triangulation are shown top left. The d i determine the dashed lengths in the n − 2 triangles coming from the triangulation; this, together with the solid sides, which are all unit length, uniquely determine the triangles, and the triangulation tells how to glue them together. The θ i determine the dihedral angles of the gluings and removing the interiors of the triangles along with the dashed edges produces an n-gon. Starting instead from the bottom right shows how to extract the action-angle coordinates from a particular n-gon.
(n − 3)-torus action on Pol(n) • with corresponding moment map µ : Pol(n) • → R n−3 . Consequently, socalled action-angle coordinates give a global coordinate system on Pol(n) • which is well-adapted to random sampling.
Specifically, a choice of triangulation of an abstract n-gon -which is to say, a choice of n − 3 nonintersecting segments connecting non-adjacent vertices of an abstract, convex, planar n-gon -induces an action of the (n − 3)-torus. In what follows, we focus on the fan triangulation shown in Figure 3 , which connects all non-adjacent vertices to a chosen root vertex.
Any triangulation of an n-gon consists of exactly n − 3 chordal segments and produces n − 2 triangles. It is helpful to visualize an n-gon in space as the boundary of a piecewise-linear surface whose faces are exactly these triangles. Each factor of the (n − 3)-torus acts by bending the surface around one of the chords and the fact that the chords do not intersect ensures that these actions commute.
The conserved quantities of this action are exactly the lengths d 1 , . . . , d n−3 of the chords, and the conju-gate variables θ 1 , . . . , θ n−3 are the dihedral angels between the two triangles meeting at a given chord. These are the action-angle coordinates induced by the Hamiltonian torus action. When one of the d i = 0, neither the circle action nor the corresponding θ i make sense, emphasizing that the torus action and the action-angle coordinates only make sense on the open, dense subset Pol(n) • for which all d i > 0.
There are no restrictions on the θ i , but, since the edges of the original n-gon are all length 1 and d i is an edge of two different triangles, the d i satisfy a collection of triangle inequalities which can be simplified as
where the inequalities in the middle column apply for i = 1, . . . , n − 4.
Let P n ⊂ R n−3 be the convex polytope determined by the inequalities in (1). Given (d 1 , . . . , d n−3 ) ∈ P n and any (n − 3)-tuple of angles (θ 1 , . . . , θ n−3 ) -which we can think of as a point in the (n − 3)-torus T n−3 -we can build a unique element of Pol(n) as illustrated in Figure 3 , first by building the n − 2 triangles of the triangulation, and then gluing them together according to the θ i . The main result of [16] is that, from a measure-theoretic perspective, P n × T n−3 and Pol(n) are equivalent:
Theorem 7 (Cantarella and Shonkwiler [16] ). With respect to the uniform measure on P n × T n−3 and the natural measure on Pol(n), the reconstruction map P n × T n−3 → Pol(n) defining action-angle coordinates is measure-preserving.
In particular this implies that any algorithm for randomly sampling points from P n × T n−3 gives an algorithm for sampling random equilateral n-gons. Since it is easy to generate independent random angles, and hence to sample T n−3 , the only challenge is to sample the convex polytope P n . While the paper [15] gives an algorithm for directly sampling P n , this approach has not been generalized to the case of confined polygons which we are interested in, so instead we will use the hit-and-run Markov chain introduced by Boneh and Golan [9] and Smith [51] for sampling arbitrary convex polytopes (see also Andersen and Diaconis' excellent survey [3] ). The idea of hit-and-run is simple: given p ∈ P n , choose a random direction v; the intersection of the line through p containing the direction v with P n is a connected line segment from which we choose the next point in the Markov chain uniformly at random. See Figure 4 .
To get an ergodic Markov chain on P n × T n−3 (and hence on Pol(n)), we will mix hit-and-run steps on P n and random samples from T n−3 as follows. At each step, flip a coin: if heads, iterate hit-and-run 10 times on P n ; 2 if tails, randomly sample a new point (θ 1 , . . . , θ n−3 ) from T n−3 . This algorithm was dubbed Toric Symplectic Markov Chain Monte Carlo (TSMCMC) and proved to be ergodic in [16] .
Unfortunately, knots are quite rare among n-gons when n is small. 3 For example, we generated 1 billion random equilateral 10-gons using the TSMCMC procedure described above and only found 6,315,897 (0.63%) nontrivial knots, including only three samples which were 10-crossing prime knots; given the ergodicity of TSMCMC, this gives a decent estimate for the true probability of these knots. For comparison, we know from Appendix A that among the 10-crossing knots there are at least 71 with equilateral stick number ≤ 10.
Since more complicated knots tend to be more condensed [43, 40, 20, 19] , we expect that sampling polygons in rooted spherical confinement -meaning that the entire polygon is required to be contained in a Figure 4 : A single hit-and-run step starting from a point p ∈ P 6 (•). Choosing a random direction produces a unique line through p which intersects P 6 at the points p +t 0 v and p +t 1 v. Choosing t uniformly on [t 0 ,t 1 ] produces the next step p + t v (•) in the Markov chain.
small ball centered at a given root vertex -will boost the probability of encountering complicated knots. To that end, let Pol(n; R) be the subset of n-gons contained in a sphere of radius R centered at the root vertex. When R ≥ n 2 we have Pol(n; R) = Pol(n), but for R very close to its minimum value of 1 (since the second vertex is always at distance 1 from the root vertex) we expect Pol(n; R) to have a much higher fraction of complicated knots than Pol(n). Indeed, as we will see, sampling 10-gons in very tight confinement produces about 7.1% nontrivial knots, and approximately one prime knot with 10 or more crossings for every 1.9 million samples.
Fortunately, the TSMCMC algorithm described above can easily be adapted to give an ergodic Markov chain on Pol(n; R) for any R. The constraint that an n-gon lies in a sphere of radius R centered at the root vertex simply means that each d i ≤ R. Adding these inequalities to (1) produces the polytope P n (R) ⊂ R n−3 , and the analog of Theorem 7 says that P n (R) × T n−3 and Pol(n; R) are measure-equivalent. Therefore, the TSMCMC algorithm described above, when applied to P n (R) rather than P n , yields an ergodic Markov chain on Pol(n; R). Here is pseudo-code for this algorithm, taking as input the current position ( p, θ ) ∈ P n (R) × T n−3 with parameters 0 < β < 1 and γ ∈ N:
This algorithm depends on the functions UNIFORM-RANDOM-VARIATE(a, b), which produces a (pseudo-)random number uniformly between a and b, RANDOM-DIRECTION-IN-DIMENSION(d), which produces a vector uniformly at random on the unit sphere in R d , and FIND-INTERSECTION-ENDPOINTS(P, p, v), which produces the endpoints of the intersection of the convex polytope P with the line through p ∈ P in the direction v. 
Identifying Knot Types
TSMCMC gives us an efficient algorithm for generating random equilateral polygons in confinement, so our task is in principle simple: generate vast quantities of, say, 10-gons, compute their knot types, and check to see if any are knots not previously known to have (equilateral) stick number less than 11. Therefore, we need a fast, reliable strategy for determining the knot types of hundreds of billions of polygons.
Our identification pipeline begins by using the classifier contained in plcurve. While fast, this method of classification has significant shortcomings. Identification is based solely on the HOMFLY polynomial of the given knot, even though this invariant does not uniquely identify knots (e.g. 5 1 and 10 132 have the same HOMFLY polynomial). Furthermore, the plcurve classifier will only identify up to 10-crossing knots, making it unsuitable to detect many knots which we expect to generate. This method of identification maintains an important place in our classification pipeline, however, because it is sufficient to uniquely identify roughly one half of knots with crossing number 10 or less (including the trivial knot, which represents the vast majority of stick knots generated) and it performs this identification very efficiently.
Knots which cannot be definitively classified by plcurve require more robust identification. Toward this end, we integrated the package pyknotid [52] as a follow-up step in our classification pipeline. This package contains a database consisting of many invariants calculated on prime knots with crossing number 15 and below. Identification can be done by computing invariants for a given knot and then checking against the database. In particular, we used pyknotid to identify knots based on their HOMFLY polynomial, hyperbolic volume, and minimum number of crossings.
HOMFLY polynomials were calculated by plcurve and hyperbolic volume by SnapPy [18] (via pyknotid).
A maximum crossing number was obtained by observing the number of crossings in a default projection of a given knot. Since the pyknotid database only contains the hyperbolic volumes of knots up to 11 crossings, we augmented the database with hyperbolic volumes of knots up to 15 crossings taken from SnapPy. While even this more robust check does not guarantee definitive identification (e.g. mutant knot pairs have the same HOMFLY and hyperbolic volume) it is sufficient for every knot up to 10 crossings 5 and many higher-crossing knots.
It is important to note that the database queries used in pyknotid identification can be prohibitively slow when identifying hundreds of billions of knots. One critical improvement that we made was to manually add a database index to the columns of the pyknotid invariant database which we were using. This data structure improves query times significantly at a cost of additional storage space and more expensive database writes. However, since the invariant database is static and relatively small, these tradeoffs were well worth the additional speed.
We verified this pipeline by plugging in all 249 of Rawdon and Scharein's minimal equilateral stick knot examples, obtained from KnotPlot. Up to some historical labeling confusion, 6 our identification agreed with theirs, verifying that our pipeline is capable of correctly identifying all knots up to 10 crossings.
In a very few cases, the above procedure was not able to uniquely identify knot type. When it failed, pyknotid typically returned a list of possibilities; for example, 39 of our 11-gons were identified as either the Kinoshita-Terasaka knot (11n 34 ) or the Conway knot (11n 42 ), but, since these knots are mutants and hence have the same HOMFLY polynomial and hyperbolic volume, they could not be distinguished. In such cases, we computed Dowker-Thistlethwaite codes using KnotPlot [50] and then plugged these into the KnotFinder function on KnotInfo [17] , which in turn is based on Knotscape [53] . There were only 889 polygons that fell into this group and KnotFinder was able to identify most, while we identified a few others in ad hoc fashion: in the end, there were only 59 polygons, all of them 12-gons, for which we could not determine the knot type out of the 220 billion polygons we generated. It seems likely that many of these are knots with ≥ 16 crossings, which we would not expect to be able to identify systematically.
We also used this process for verification: we loaded the coordinates of all knots mentioned in Theorems 1, 2, and 11 into KnotPlot, computed DT codes, and then plugged those DT codes into KnotInfo's KnotFinder. This was not redundant since none of these knots were originally identified by the step in the previous paragraph. Nonetheless, this verification is not entirely independent of our primary plCurve/pyknotid/SnapPy pipeline since some of KnotInfo's data seems to come from the Knot Atlas [33] , which serves as the basis for pyknotid's database, but it was nonetheless reassuring that in each case this second approach verified the knot type identification.
The code used to generate and identify each stick knot, along with a summary of the data generated for this paper, is available as part of our stick-knot-gen project [21] . Total 50,000,000,000 10,000,000,000 10,000,000,000
Figure 5: Left: A log plot of the probability of different crossing numbers among random 10-gons sampled from rooted spherical confinement of radii R = 1.01, 1.1, 1.5. Only prime knots are included in this plot. Note the inversion between 7-and 8-crossing knots, which is mostly due to the knots 8 19 and 8 20 . These knots both have stick number 8, whereas all 7-crossing knots have stick number 9, and each of these knots individually appeared more than 1.5 times as often as all 7-crossing knots put together at all three confinement radii. Right: The complete data for 10-gons. Keep in mind that we generated 5 times as many 10-gons at R = 1.01 as at the other two radii. Complete frequency data can be downloaded in CSV format from the stick-knot-gen project [21] .
Results
We now have all the necessary tools in place to generate large ensembles of equilateral polygons in very tight confinement and to identify their knot types. Given the imprecision of floating point arithmetic, the "equilateral polygons" we generate on the computer will only be approximately equilateral, so we need some guarantee that, if we generate an approximately equilateral polygon of a given knot type, there exists a true equilateral polygon of the same knot type. The following theorem does just that:
Theorem 8 (Millett and Rawdon [39] ). Let K be an n-stick knot where L i is the length of the ith edge. Let µ(K) denote the minimum distance between any two non-adjacent edges. If
for all 1 ≤ i ≤ n, then there exists an unit-edge equilateral stick knot equivalent to K.
We focused on generating 9-, 10-, and 11-gons, since most stick numbers of knots up to 10 crossings lie in this range. Since we are free to choose the confinement radius R, we started by generating 10 billion n-gons for n = 9, 10, 11 in rooted spherical confinement of radii R = 1.01, 1.1, 1.5 to get a sense for which regime produced the highest concentration of complicated knots. Not surprisingly, R = 1.01 was the clear winner; see Figure 5 . Consequently, we focused the bulk of our effort on generating polygons in this very tight confinement regime, producing a total of 50 billion each of equilateral 9-, 10-, and 11-gons in confinement radius R = 1.01. We also generated 10 billion equilateral 12-gons in confinement radius 1.01 in the (justified!) hope that we would find 12-stick representatives of any remaining knots.
Among all these random equilateral polygons, a tiny fraction realized a knot type with fewer equallength sticks than previously observed. For each such knot type, we took the sample maximizing the minimal distance µ between non-adjacent edges, and then stochastically applied crankshaft rotations [36] (which preserve edge lengths) in search of polygons of the same knot type maximizing µ. The coordinates of the vertices of each of the resulting optimal polygons are recorded in the data directory of stick-knot-gen [21] . For every conformation,
so the hypothesis of Theorem 8 is easily satisfied, and we conclude that there is a true equilateral polygon with the same number of sticks representing each knot type we found.
In particular, since we observed equilateral 9-gon versions of the knots 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 , Theorem 6 and the following discussion implies Theorem 1, which we restate: Theorem 1. The stick number and equilateral stick number of each of the knots 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 is exactly 9.
We recall a result of Randell [46] relating stick number and the superbridge index sb(K) of a knot K, which is the minimum over all embeddings of K of the maximum number of local maxima in any projection to a line:
Combined with Theorem 1, this implies that each of the knots 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 has superbridge index ≤ 4. Since the superbridge index of a knot is strictly greater than the bridge index [34] and each of these knots has bridge index equal to 3 [17] , we get the following corollary:
Corollary 10. Each of the knots 9 35 , 9 39 , 9 43 , 9 45 , and 9 48 has superbridge index equal to 4.
We also discovered a number of knots realizable with 10, 11, or 12 equilateral sticks that had not previously been observed: Theorem 2. The equilateral stick number of each of the knots 9 2 , 9 3 , 9 11 , 9 15 , 9 21 , 9 25 , 9 27 The equilateral stick number of each of the knots 10 76 and 10 80 is less than or equal to 12.
In particular, all knots up to 10 crossings have equilateral stick number ≤ 12. In addition to the knots listed above, among the 10-stick knots we generated were 195 different prime knots with 11 or more crossings, including the 15-crossing knots 15n 41, 127 and 15n 59,007 ; among the 11-stick knots we generated were 1212 different prime knots with 11 or more crossings, including eight 16-crossing knots; and among the 12-stick knots were at least 1888 different prime knots with 11 or more crossings. Coordinates for all of these knots with more than 10 crossings can be found in the supplemental data provided in stick-knot-gen [21] .
We observed a number of 4-bridge knots among the 11-gons (see Figure 6 for two examples), meaning these knots have superbridge index 5:
Theorem 11. Each of the knots 11n 71 , 11n 73 , 11n 74 , 11n 75 , 11n 76 , 11n 78 , and 11n 81 has superbridge index equal to 5 and stick number either 10 or 11.
Proof. By Theorem 9 these knots satisfy 2 sb(K) ≤ stick(K) ≤ 11. Since superbridge index is strictly greater than bridge index and each of these knots has bridge index 4 [41] , the result follows.
Coordinates of each of the knots mentioned in Theorems 1, 2, and 11 are given in Appendix B and can be downloaded from the stick-knot-gen project [21] .
Conclusion and Open Questions
To the best of our knowledge the information on stick numbers of knots up to 10 crossings contained in Appendix A represents the state of the art, but it likely remains incomplete. For example, we know from Rawdon and Scharein's work [47] that there are equilateral 10-stick realizations of the knots 9 16 , 10 109 , 10 113 , and 10 114 and equilateral 11-stick realizations of the knots 10 1 and 10 123 , but we never saw any examples with these stick numbers among the 140 billion equilateral 10-and 11-gons we generated. Of course, Rawdon and Scharein's bounds on these 6 knots are still given in Appendix A, but it seems implausible that these are the only knots achievable with 10 or 11 sticks that we failed to generate.
We reiterate the viewpoint that generating random polygons in confinement is a strategy for boosting the probability of complicated knots. We generated equilateral stick knots in rooted spherical confinement because this is the only confinement regime in which we know of a strategy for ergodically sampling equilateral polygons, but there is no particular reason to believe that rooted spherical confinement is optimal for producing complicated knots. Aesthetically, unrooted spherical confinement seems preferable, with the substantial side benefit that an understanding of the probability distribution of random equilateral polygons in unrooted spherical confinement would have important applications to the packing of DNA in viral capsids and other biological problems [4, 27] .
Since we wanted to see as many complicated knots as possible, we have mostly focused on knots in very tight confinement. There is no particular reason to believe, though, that any knot which is constructible with n equilateral sticks is necessarily constructible with n equilateral sticks in any given confinement radius. Indeed, Rawdon and Scharein's 11-stick equilateral 10 123 cannot be put in rooted spherical confinement of radius less than 1.1638, the largest of all of their examples, which may explain why we did not observe 10 123 among our 11-gons. Similarly, we observed 4 1 # 6 2 and 4 1 # 6 3 knots among the 10 billion 11-stick knots in rooted spherical confinement of radius 1.1 that we generated, but not among our 50 billion 11-stick knots in confinement radius 1.01. Relatedly, composite knots remain relatively poorly understood in the context of stick number, and we know of no definitive table of stick numbers for low-crossing composite knots.
The TSMCMC approach to generating equilateral polygons described in Section 3 generalizes to arbitrary spaces of polygons with given edge lengths in rooted spherical confinement. If we want to generate n-gons with edgelengths given by (r 1 , . . . , r n ) with r i ≥ 0 in rooted spherical confinement of radius R, we must slightly modify the inequalities in (1), but otherwise the algorithm is exactly the same and is still ergodic.
Since equilateral polygons are more flexible than any other polygons of fixed edge lengths [14, 31] , we do not expect that sampling random polygons with other fixed edge lengths will produce generally better bounds on stick number than sampling random equilateral polygons. However, it remains an open question whether stick(K) = eqstick(K) for all knots K, so sampling other fixed edge length spaces might help to shed light on this problem. We know of only two examples of knots up to 10 crossings for which the upper bounds on stick number and equilateral stick number differ: 9 29 and 10 79 . Rawdon and Scharein's equilateral 12-stick 10 79 cannot be put in rooted spherical confinement of radius less than 1.1367, second only to their 10 123 mentioned above, suggesting that an equilateral 11-stick example, if it exists, may not occur in the tight confinement regime we have focused on. 9 29 is particularly interesting since its stick number is exactly 9, and hence proving that the equilateral stick number of 9 29 is 10 would immediately imply that stick number and equilateral stick number are distinct invariants. More generally, any theoretical results on stick number or equilateral stick number, even for individual knots, would be interesting and welcome additions to the field.
In a companion paper [8] , we use the relationship between bridge index, superbridge index, and stick number to determine the exact stick number of the knots 13n 592 and 15n 41, 127 .
A Stick Number Bounds
We give the best known upper bounds on stick number for all prime knots up to 10 crossings, including references for where the given bound was proved. Bounds marked with an asterisk ( * ) are known to be the exact stick number of the knot. Two knots, 9 29 and 10 79 , have bounds marked with a dagger ( †): these are the two knots for which the best bounds on stick number and equilateral stick number differ. In both cases, the equilateral stick number bound is 1 greater than the bound listed in this table.
Coordinates of equilateral versions of each of these knots realizing the best known bound can be downloaded either as tab-separated text files or in an SQLite database from the stick-knot-gen project [21] . 
