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In this paper, we use a projected gradient algorithm to solve a nonlinear operator equation
with ℓp-norm (1 < p ≤ 2) constraint. Gradient iterations with ℓp-norm constraints have
been studied recently both in the context of inverse problem and of compressed sensing. In
this paper, the constrained gradient iteration is implemented via a projected operator. We
establish the ℓ2-norm convergence of sequence constructed by the constrained gradient
iteration when p ∈ (1, 2]. The performance of the method is testified by a numerical
example.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Suppose thatX and Y areHilbert spaces. LetA be a possibly ill-posed operator fromX toH . By ill-posedness of the operator
we will always mean that the solution of the nonlinear operator equation
A(f ) = y (1)
does not continuously depend on the data y. It is well known that, if only noisy data y are available, problem (1) has to be
stabilized by regularization methods. A compressive introduction to ill-posed problems and regularization theory can be
found in [1].
Let Z be the set of nonnegative integers. We denote by ℓp(Z) the space of sequences x = (xi)i∈N of real numbers, with
norm
‖x‖p =
−
i∈Z
|xi|p
1/p
, 1 ≤ p <∞,
and ‖x‖∞ = sup{|xi| | i ∈ Z}. For R > 0, let BR,p = {x| ‖x‖p ≤ R}.
Suppose that we have a frame {φi}i∈Z of X . This means that there exist some constants 0 < λ ≤ Λ <∞ such that
λ‖f ‖2X ≤
−
i∈Z
|⟨f , φi⟩|2 ≤ Λ‖f ‖2X , ∀f ∈ X . (2)
Orthonormal bases are particular examples of frames, but there also exist many interesting frames in which the φi are
not linearly independent. The so-called frame operator S : X → ℓ2(Z) is defined by S(f ) = (⟨f , φi⟩)i∈Z. Its adjoint
S∗ : ℓ2(Z)→ X , is given by
S∗(x) =
−
i∈Z
xiφi, x = (xi)i∈Z ∈ ℓ2(Z).
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We shall assume that the solution f to (1) is sparse, i.e., that f can be written by a series f = S∗x with only a small
number of non-vanishing coefficients xi with respect to the frame {φi}i∈Z, or that f is compressible, i.e., that f can be well
approximated by such a sparse expansion. Since minimization of ℓp-norm, p < 2, promotes sparsity, we are interested in
the minimization problem
x∗ = arg min
x∈BR,p
∆(x), (3)
where∆(x) = ‖AS∗(x)− y‖2H . With the minimizer of (3), we construct an approximant f˜ of the solution f by f˜ = S∗x∗.
We note that problem (3) is equivalent to the following regularized least-squares scheme
xˆ = argmin∆(x)+ λ‖x‖pp, (4)
where λ is a certain positive constant determined by R.
There has been a vast amount of recent literature dedicated to solving Eq. (3) or (4) with ℓp-norm constraints, in the
context of inverse problem, compressed sensing and Lasso; see, e.g. [2,1,3,4].
Several iterative methods for solving problem (3) or (4) have been proposed in the literature [5–7,3,8–11]. Let F = AS∗.
The projected gradient iteration with step length α(n), n ∈ N, is introduced in [8]
x(n+1) = PR,p(x(n) + α(n)F ′(x(n))∗(y− F(x(n)))), x0 ∈ ℓ2(Z) (5)
where, for any x ∈ ℓ2(Z), PR,p(x) is the nearest point, in ℓ2-distance, in BR,p to x. Since BR,p, 1 ≤ p ≤ 2, is a closed and convex
subset of ℓ2(Z), the point PR,p(x) is unique.
The descent parameter α(n) in each iteration is introduced to accelerate the slow convergence [8]. Step length selection
rules in gradientmethods have recently received an increasing interest from both the theoretical and practical point of view.
We refer to [9] and some references therein.
This paper is devoted to the problem of ℓ2-norm convergence of iteration sequence (x(n))n∈N. When A is a linear operator,
the strong convergence of the sequence (x(n))n∈N has been established in [8,12] for p = 1 and in [13] for p ∈ (1, 2]. When A is
a nonlinear operator and p = 1, the projected gradient iteration is proposed, and some convergence results of the iteration
sequence have been established. We refer to [14–16].
Ourwork is closely related to [16]. In comparisonwith [16], this paper has interesting features. First, our proof of the result
about strong convergence in Lemma 4 appears simpler than that of [16]. This is for the different approach we take. Second,
the projected gradient iteration in [16] is different from (5). Given x(n), [16] constructs x(n+1) by solving the minimization
problem,
x(n+1) = arg min
w∈BR,p
Fα(n)(w, x
(n)),
where the surrogate/replacement functional Fα(w, x) is given by
Fα(w, x) = ∆(w)− ‖F(w)− F(x)‖2H +
1
α
‖w − x‖22.
This functional has been also used in [3,8,15,17]. Equivalently, the above minimizer x(n+1) is given by an implicit scheme
x(n+1) = PR,p(x(n) + α(n)F ′(x(n+1))∗(y− F(x(n)))), x0 ∈ ℓ2(Z). (6)
The paper is organized as follows. In Section 2, some preliminary results about projection are given. The convergence
results are given in Section 3. In Section 4, we present a numerical example confirming the theoretical results, and compare
the projected gradient algorithm (5) used in this paper and the implicit iterative algorithm (6) used in [16].
2. Preliminaries
In this section, we give some preliminary results about the project operator PR,p.
For any µ ≥ 0, p > 1, we define a function
Fµ,p(s) = s+ pµ2 |s|
p−1sign(s), s ∈ R.
Fµ,p is a one-to-one map from R to itself. Its inverse function Sµ,p = (Fµ,p)−1 is well defined. As an example, we have
Sµ,2(s) = s/(1+ µ).
For p = 1, let Sµ,1(x) = sign(x)max{0, |x| − µ}, x ∈ R, be the soft-thresholding.
The shrinkage operator Sµ,p on ℓ2(Z) is given by
Sµ,p(x) = (Sµ,p(xi))i∈Z, x = (xi)i∈Z.
When p = 1, Sµ,p is refereed to as a soft-thresholding operator. Clearly, for any nonzero x, Sµ,p(x) = x if and only if µ = 0.
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As known in [8,13], the projection PR,p(x) of xmay be obtained by the shrinkage operator Sµ,p.
Lemma 1 ([8,13]). For any x ∈ ℓ2(Z), there exists a unique µ ≥ 0 such that PR,p(x) = Sµ,p(x). Moreover, µ > 0 if and only if
‖x‖p > R. In this case, ‖Sµ,p(x)‖p = R. 
In the simplest case, p = 2, if ‖x‖2 > R, it is easily seen that, for µ = ‖x‖2R − 1,
PR,p(x) = Sµ,p(x) = x1+ µ.
The following result is elementary in approximation theory.
Lemma 2 (See [16, Lemma 3]). For any x ∈ ℓ2(Z), PR,p(x) is characterized as the unique vector in BR,p such that
⟨ξ − PR,p(x), x− PR,p(x)⟩ ≤ 0, ∀ξ ∈ BR,p.
Moreover, the projection PR,p is non-expansive:
‖PR,p(x)− PR,p(x′)‖2 ≤ ‖x− x′‖2, x, x′ ∈ ℓ2(Z). 
The following lemma provides just a necessary condition for a minimizer t of∆(x) on BR,p.
Lemma 3. If a vector t ∈ ℓ2(Z) is a minimizer of ∆(x) on BR,p, then for any λ > 0,
PR,p(t + λF ′(t)∗(y− F(t))) = t. (7)
Moreover, the above condition (7) implies that for some µ ≥ 0
F ′(t)∗(y− F(t)) = pµ
2
t, (8)
wheret = (|ti|p−1signti)i∈Z.
Proof. Suppose that t ∈ ℓ2(Z) is a minimizer of ∆(x) on BR,p. The proof of (7) is standard for projection operators onto
convex sets; see [16, Lemma 4].
We now prove that (7) implies (8). Suppose that a point t ∈ BR,p satisfies condition (7) for any λ > 0. An application of
Lemma 1 to x = t + F ′(t)∗(y− F(t)) yields t = Sµ,p(t + F ′(t)∗(y− F(t))) for some µ ≥ 0. Therefore, condition (8) follows
from the definition of Sµ,p. The proof is complete. 
3. Convergence of iteration sequence
We begin with the following property of the iteration sequence (x(n))n∈N.
Lemma 4. Let x(n) be defined by (5) and p ∈ (1, 2] and
C = sup
x∈BR,p
‖F ′(x)‖2 + L sup
x∈BR,p
‖y− F(x)‖H .
If the step length sequence (α(n))n∈N satisfies, for some n0,
0 < α(n) <
2
C
, ∀n ≥ n0, (9)
then the sequence (∆(x(n)))n≥n0 is decreasing, and limn→∞ ‖x(n+1) − x(n)‖2 = 0.
Proof. Let ξ (n) = α(n)F ′(x(n))∗(y− F(x(n))). Substituting x = x(n) + ξ (n) in Lemma 2, we have
⟨ξ − x(n+1), x(n) + ξ (n) − x(n+1)⟩ ≤ 0, ∀ξ ∈ BR,p.
In particular, for ξ = x(n) this is
⟨ξ (n), x(n) − x(n+1)⟩ ≤ −‖x(n) − x(n+1)‖22. (10)
Since F is a Fréchet differentiable operator with the Lipschitz continuous derivative, by
F(x(n+1)) = F(x(n))+
∫ 1
0
F ′(x(n) + u(x(n+1) − x(n)))(x(n+1) − x(n))du
we have
‖F(x(n+1))− F(x(n))‖H ≤ sup
x∈BR,p
‖F ′(x)‖ ‖x(n+1) − x(n)‖2. (11)
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On the other hand, by Talyor’s expansion for F and the Lipschitz continuity of F ′ we also get
F(x(n+1)) = F(x(n))+ F ′(x(n))(x(n+1) − x(n))+ R(x(n), x(n+1))
with
‖R(x(n), x(n+1))‖H ≤ L2‖x
(n+1) − x(n)‖22. (12)
By (5), we have
∆(x(n+1)) = ∆(x(n))+ 2
α(n)
⟨ξ (n), x(n) − x(n+1)⟩ −2⟨y− F(x(n)), R(x(n), x(n+1))⟩ + ‖F(x(n+1))− F(x(n))‖2H .
Appealing to (10)–(12), we conclude
∆(x(n+1)) ≤ ∆(x(n))+

sup
x∈BR,p
‖F ′(x)‖2 + L sup
x∈BR,p
‖y− F(x)‖H − 2
α(n)

‖x(n+1) − x(n)‖2,
which implies for n ≥ n0,
‖x(n+1) − x(n)‖22 ≤
α(n)
2− Cα(n) (∆(x
(n))−∆(x(n+1))).
Consequently, (∆(x(n)))n≥n0 is decreasing. Moreover, it follows from−
n≥n0
α(n)
2− Cα(n) (∆(x
(n))−∆(x(n+1))) ≤ α
2− Cα
−
n≥n0
(∆(x(n))−∆(x(n+1))) <∞,
that the series
∑
n∈N ‖x(n+1) − x(n)‖22 converges, which completes the proof. 
The result of Lemma 4 is proved in [16] for the sequence (6) by minimizing the surrogate functional, under a somewhat
different condition on the step length sequence (α(n)), the so-called condition (B).
Definition 1. We say that the sequence (α(n))n∈N satisfies condition (B) with respect to the sequence (xn)n∈N if there exists
n0 such that
(i) 1 ≤ α := inf{α(n) | n ∈ N}, α := sup{α(n) | n ∈ N} <∞.
(ii) α(n)‖F(x(n+1))− F(x(n))‖2H ≤ r‖x(n+1) − x(n)‖22,∀n ≥ n0,
(iii) α(n)L‖y− F(x(n))‖H ≤ r ,
where r := max{supx∈BR,1 ‖F ′(x)‖2H , L‖y− F(x0)‖H}.
From now on, we make the same assumption on F as in [16]. Compared to the assumptions usually made in nonlinear
inverse problems, the following is indeed reasonable and is fulfilled by numerous applications (see [16]).
Assumption 1. The following conditions on F hold.
(i) x(n) → xweakly H⇒ F(x(n)) −→ F(x) and F ′(x(n))∗z −→ F ′(x)∗z ∀z ∈ Y .
(ii) There exists a constant L such that ‖F ′(x)− F ′(x′)‖ ⩽ L‖x− x′‖2 ∀x, x′ ∈ ℓ2(Z).
(iii) F is a twice Fréchet differentiable operator.
As a bounded set in ℓ2(Z), (x(n))n∈N has at least a weak accumulation point in BR,p. By an argument similar to that in [16]
we establish a necessary condition for weak accumulation points.
Lemma 5. If t is a weak accumulation point of (x(n))n∈N, then it satisfies
⟨F ′(t)∗(y− F(t)), ξ − t⟩ ≤ 0, ∀ξ ∈ BR,p. (13)
Proof. Let (x(nj))j∈N be a subsequence converging weakly to t . We have by Assumption 1 for any fixed x and y
⟨F ′(x)x(nj), y⟩ = ⟨x(nj), F ′(x)∗y⟩ → ⟨t, F ′(x)∗y⟩ = ⟨F ′(x)t, y⟩.
That isw − limj→∞ F ′(x)x(nj) = F ′(x)t . It together with Lemma 4 implies
w − lim
j→∞ x
(nj+1) = t.
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By definition (5) and Lemma 4, we have, for all ξ ∈ BR,p,
⟨x(n) + α(n)F ′(x(n))∗(y− F(x(n)))− x(n+1), ξ − x(n+1)⟩ ≤ 0.
Consequently,
lim sup
j→∝
⟨x(nj) − x(nj+1) + α(nj)F ′(x(nj))∗(y− F(x(nj))), ξ − x(nj+1)⟩ ≤ 0.
As ‖x(nj) − x(nj+1)‖2 → 0 as j →∞, and ξ − x(nj+1) is uniformly bounded, the above inequality implies
lim sup
j→∞
⟨α(nj)F ′(x(nj))∗(y− F(x(nj))), ξ − x(nj+1)⟩ ≤ 0.
It together with
|⟨F ′(x(nj))∗(y− F(x(nj))), x(nj+1) − x(nj)⟩| ≤ ‖x(nj+1) − x(nj)‖2 sup
x∈BR,p
‖F ′(x)∗‖ ‖(y− F(x(nj)))‖H → 0
gives
lim sup
j→∞
⟨F ′(x(nj))∗(y− F(x(nj))), ξ − x(nj)⟩ ≤ 0.
Now the proof may proceed as in the proof of [16, Proposition 9]. We omit it. 
It is known from [16] that (13) is equivalent to (7). Consequently, the condition holds for a weak accumulation point of
(xn)n∈N.
Corollary 1. Let t be a weak accumulation point of (xn)n∈N. Then t satisfies condition (8) for some µ ≥ 0. 
We now establish the main result. Recall that α, α are defined in Definition 1.
Theorem 1. Let Assumption 1 hold and the step length sequence (α(n))n∈N satisfy for some n0
0 < α, α ≤ 2/C, ∀n ≥ n0.
Suppose that t is a weak accumulation point of (xn)n∈N. Then there exists a subsequence (x(nj))j∈N such that limj→∞ ‖x(nj) − t‖2
= 0.
Proof. Let (x(nj))j∈N be a subsequence converging weakly to t . Define
ξ (nj) = α(nj)F ′(t)∗(y− F(t)) and t(j) = PR,p(x(nj) + ξ (nj)).
We claim that
lim
j→∞ ‖t
(j) − x(nj)‖2 = 0. (14)
Indeed, by the non-expansive property of PR,p in Lemma 2, we observe
‖t(j) − x(nj+1)‖2/α ≤ ‖F ′(t)∗(y− F(t))− F ′(x(nj))∗(y− F(x(nj)))‖2
≤ ‖(F ′(t)− F ′(x(nj)))∗(y− F(x(nj)))‖2 + ‖F ′(t)∗(F(x(nj))− F(t))‖2
≤ ‖(F ′(t)− F ′(x(nj)))∗(y− F(t))‖2 + ‖(F ′(t)− F ′(x(nj)))∗‖ ‖F(x(nj))− F(t)‖H
+‖F ′(t)‖ ‖F(x(nj))− F(t)‖H → 0.
This together with Lemma 4 implies (14), as claimed.
The remaining arguments that verify the strong convergence are now the same as in [13, Theorem 1]. For the readers’
convenience, we give all the details. For x = (xi)i∈Z, letx be given byx = (|xi|p−1signxi)i∈Z. Then it follows from Lemma 1
that, for some constants µj ≥ 0,
x(nj) + ξ (nj) = t(j) + pµj
2
t(j).
As a weak accumulation point, t satisfies condition (13). It is known from [16] that (7) holds. Consequently, there is a
constant µ ≥ 0 such condition (8) holds. Without loss of generality, we can assume ‖t + F ′(t)∗(y − F(t))‖2 > R (see
[8,16]). Consequently, t satisfies condition (8) with µ > 0.
Substituting ξ (nj) = α(nj)pµt/2 into the above equality, we obtain
x(nj) + α
(nj)pµ
2
t = t(j) + pµj
2
t(j). (15)
Without loss of generality, we assume that the sequence (α(nj))j∈N converges. For otherwise we turn to a suitable
subsequence. By condition α > 0, α := limj→∞ α(nj) > 0.
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We claim that, for some integer J, ‖t(j)‖p = R,∀j ≥ J . Indeed, it follows from (14) and (15) that
lim
j→∞
pµj
2
t(j) − αpµ
2
t
2
= 0. (16)
Consequently, for q := p/(p− 1) ≥ 2,
lim
j→∞ ‖µj
t(j) − αµt‖q = 0. (17)
It together with ‖t(j)‖q = ‖t(j)‖p−1p ≤ Rp−1 and ‖t‖q = Rp−1 yields lim infj→∞ µj ≥ αµ. This in turn implies by Lemma 1,
for some integer J, ‖t(j)‖p = R, ∀j ≥ J , as desired.
By ‖t(j)‖q = ‖t(j)‖p−1p , we have ‖t(j)‖q = Rp−1,∀j ≥ J . Appealing to (17) again, we have limj→∞ µj = αµ. Now we
conclude by (16) that
lim
j→∞ ‖
t(j) −t‖2 = 0.
On the other hand, it is easily seen that
|s− t| ≤ C ||s |p−1 signs− |t |p−1 signt|, ∀s, t ∈ [−R, R],
where the constant C depends on R and p. Therefore, ‖t(j)− t‖2 ≤ C‖t(j)−t‖2 → 0 when j →∞. Now it follows from (14)
that limj→∞ ‖x(nj) − t‖ = 0. The proof is complete. 
By the proof of [14, Theorem 12] we also have convergence of the whole sequence.
Theorem 2. Assume that there exists at least one isolated limit point t of a subsequence of (xn)n∈N. Then ‖x(n) − t‖2 → 0 as
n → 0. 
4. A numerical example
In this section, a numerical example is provided to illustrate the results.Moreover, we numerically compare the projected
gradient algorithm (5) and the implicit iterative algorithm (6) used in [16].
Let F : L2[0, 1] → L2[0, 1] be the autoconvolution operator given by
F(x)(s) = (x ∗ x)(s) =
∫ s
0
x(s− t)x(t)dt, s ∈ [0, 1].
This type of operator equation has been studied in [18]. Due to its structure, the numerical errors in the evaluation of F and
its derivative can be easily controlled.
It is easily seen that F is Fréchet differentiable. The Fréchet derivative of F at the point f ∈ L2[0, 1] is given by the bounded,
linear operator F ′(f ) : L2[0, 1] → L2[0, 1] defined as
[F ′(f )h](s) = 2
∫ 1
0
f (s− t)h(t)dt, 0 ≤ s ≤ 1.
Moreover, F ′ is Lipschitz continuous due to
‖F ′(x1 − x2)‖ = sup
‖h‖=1
‖F ′(x1 − x2)h‖ = sup
‖h‖=1
‖2(x1 − x2) ∗ h‖ ≤ 2‖x1 − x2‖.
For our test, we set y = s3/6. Then the exact solution to F(x) = y is x∗(s) = s. For the numerical implementation we
have restricted the computations to case p = 2. The radius R of the ℓ2 ball and ℓ1 ball are chosen to be 10 respectively.
Let the initial element x0(s) = sin s. According to the iteration rules (5) and (6), we can obtain the following numerical
results by using the PC-MATLAB.
The results are presented in Fig. 4.1 and show that there exists significant difference in time consumption between the
projected gradient algorithm (5) and the implicit iterative algorithm (6). One of the reasons is that, as is pointed out in [16],
the implicit iterative algorithm (6) has required many additional loops of the individual fixed point iterations in order to
find the optimal step length sequence (α(n))n∈N, which is also confirmed by our numerical test.
5. Conclusion
This paper is concerned with the projected gradient algorithm to solve a nonlinear operator equation with an ℓp (1 <
p ≤ 2) constraint. We have shown that the iteration (5) converges to a critical point of the objective functional ∆(x) on
BR,p (1 < p ≤ 2). The performance of the algorithm is testified by a numerical example.
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Fig. 4.1. The plots represent the residual ‖F(xn)− y‖2 evolution with respect to the number of iterations (left) and the computational time (right) for the
projected gradient algorithm (5) (above) and the implicit iterative algorithm (6) (below).
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