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We consider a class of quantum lattice models in 1 + 1 dimensions represented as local quantum
circuits that enjoy a particular ‘dual-unitarity’ property. In essence, this property ensures that both
the evolution ‘in time’ and that ‘in space’ are given in terms of unitary transfer matrices. We show
that for this class of circuits, generically non-integrable, one can compute explicitly all dynamical
correlations of local observables. Our result is exact, non-pertubative, and holds for any dimension
d of the local Hilbert space. In the minimal case of qubits (d = 2) we also present a classification of
all dual-unitary circuits which allows us to single out a number of distinct classes for the behaviour
of the dynamical correlations. We find ‘non-interacting’ classes, where all correlations are preserved,
the ergodic and mixing one, where all correlations decay, and, interestingly, also classes that are are
both interacting and non-ergodic.
Spatiotemporal correlation functions of local observ-
ables provide the most fundamental and useful physi-
cal description of locally interacting classical or quan-
tum many-body systems [1, 2]. They characterise er-
godic properties [3], as well as basic transport coefficients
of many body systems, such as conductivities, Drude
weights, and kinematic viscosities [4]. Moreover, corre-
lation functions are directly measurable quantities, e.g.,
via X-ray diffraction or neutron scattering in solid state
materials [4], or via quantum optical detection techniques
in cold atomic gases [5].
In spite of their extraordinary relevance, an exact non-
perturbative calculation of correlation functions is gener-
ically feasible only in free (Gaussian) theories, or for cer-
tain types of completely integrable models [6]. To date,
no specific example of strongly coupled, non-integrable,
local quantum many-body system with accessible corre-
lation functions is known.
The situation is somewhat different for classical dy-
namical systems with few degrees of freedom, where some
exactly tractable examples have been found. For in-
stance, Arnold’s cat map, Baker’s map, and dispersing
billiards [3, 7–9]. In classical dynamical systems the de-
cay of correlation functions leads to a rigorous criterion of
ergodicity and dynamical mixing [7]. Moreover, the pres-
ence of tractable systems allows for rigorous results on
quantum eigenstate ergodicity [10–12]. On the contrary,
ergodic theory of quantum many-body systems is cur-
rently at its early infancy. In particular, in locally inter-
acting systems it is exceptionally challenging to separate
relaxation (mixing, or ‘scrambling’) mechanisms from the
mere decaying time correlations of local operators. The
former requires dynamical complexity and thus absence
of integrability [13–15], while the latter occurs even in
quasi-free systems [14, 16, 17].
Here we make the first step towards a rigorous ergodic
theory for quantum many-body systems by identifying
a class of quantum lattice models in one spatial dimen-
sion with explicitly accessible spatiotemporal correlation
functions for arbitrary pairs of ultra-local observables.
These models are generically non-integrable and can be
formulated in terms of local quantum circuits with lo-
cal gates exhibiting a particular ‘dual-unitarity’ prop-
erty. Specifically, they are unitary and remain unitary
under a reshuffling of their indices, ensuring that the full
quantum circuit defines unitary evolutions in both time
and space directions. This class of models includes both
the non-integrable self-dual kicked Ising model (SDKI),
where the aforementioned feature recently enabled us to
find exact results on spectral correlations and entangle-
ment entropy dynamics [18, 19], and some integrable Flo-
quet systems [20–22].
More specifically, we consider quantum systems de-
fined on a periodic chain of 2L sites, where each site
is equipped with a d-dimensional local Hilbert space
H1 = Cd with a basis {|i〉 ; i = 1, 2 . . . d}; the Hilbert
space of the system is then H2L = H⊗2L1 . The time
evolution is discrete and local. In particular, each time
step is divided in two halves. In the first half the sys-
tem is evolved by the transfer matrix Ue = U⊗L, where
U ∈ End(H1 ⊗H1) is the ‘local gate’ and encodes the
physical properties of the system. In the second half,
instead, the system is evolved by Uo = T2LU
eT
†
2L,
where Tℓ |i1〉 ⊗ |i2〉 · · · |iℓ〉 ≡ |i2〉 ⊗ |i3〉 · · · |iℓ〉 ⊗ |i1〉 is a
ℓ−periodic translation by one site. This means that the
transfer matrix for an entire time step is given by
U = UoUe = T2LU
⊗L
T
†
2LU
⊗L . (1)
Note that, from the definition (1) it immediately follows
that U is invariant under two-site shifts UT22L = T
2
2LU.
Before continuing, we note that the systems under
exam admit a convenient diagrammatic representation.
One depicts operators as boxes with a number of incom-
ing and outgoing legs corresponding to the number of lo-
cal sites they act on. Each leg (or wire) carries a Hilbert
space H1. For instance, operators acting on a single site
are represented as a line with a bullet •, while the local
gate and its Hermitian conjugate are represented as
U = , U † = . (2)
2We stress that, even if we use a symmetric symbol for
U , we assume no symmetry under reflection (left to right
flip) and time reversal (up to down flip).
Diagrammatic representation allows to depict the trace
of the propagator for t steps as a partition function of a
certain vertex model
tr
[
U
t
]
=
0
1
2
3
1
2
3
2
5
2
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1
2
3
2
5
2
−
3
2
−
1
2
t
x
= tr
[
U˜
L
]
. (3)
Here the transfer matrix U corresponds to two consecu-
tive rows, while the ‘dual transfer matrix’ U˜ ∈ End(H⊗2t1 )
corresponds to two consecutive columns, and the bound-
ary conditions in both directions are periodic. As it is
clear from the diagram, the dual transfer matrix reads as
U˜ = T2tU˜
⊗t
T
†
2tU˜
⊗t , (4)
where we introduced the ‘dual local gate’ U˜ by means of
the following reshuffling
〈k| ⊗ 〈ℓ| U˜ |i〉 ⊗ |j〉 = 〈j| ⊗ 〈ℓ|U |i〉 ⊗ |k〉 . (5)
The dual gate defines the evolution in a circuit where the
roles of time and space have been swapped.
In this paper we consider quantum circuits with uni-
tary local gates U such that U˜ is also unitary. Namely,
we require [23]
UU † = U †U = 1 ⇒ = = , (6)
U˜ U˜ † = U˜ †U˜ = 1 ⇒ = , = . (7)
We call ‘dual-unitary’ local gates fulfilling both (6) and
(7) (these conditions immediately imply that U and U˜ are
also unitary). In the following we show that dual-unitary
gates provide a remarkable testing ground for studying
dynamical correlations in many-body quantum systems.
They allow us to classify a number of qualitatively dif-
ferent physical behaviours [29].
Here we consider dynamical correlation functions of
local operators in the general time-translation invariant,
‘tracial’, or infinite temperature state. These quantities
are defined as follows
Dαβ(x, y, t) ≡ 1
d2L
tr
[
aαxU
−taβyU
t
]
, (8)
where x, y ∈ 12Z2L, t ∈ N (the space-time lattice of the
circuit is drawn in Eq. (3)) and {aαx}d
2−1
α=0 denotes a basis
of the space of local operators at site x, i.e., a basis of
End(H1). We assume that aα are Hilbert-Schmidt or-
thonormal tr
[
(aα)†aβ
]
= d δα,β and choose a0 = 1, so
all other aα are traceless, i.e., tr[aα] = 0 for α 6= 0.
The expression (8) is represented diagrammatically as
aβy
aαx
1
d2L
,
t
(9)
where, again, boundary conditions in both directions are
periodic. Since U−ta0xU
t = a0x, we have for all α 6= 0
D00(x, y, t) = 1, D0α(x, y, t) = Dα0(x, y, t) = 0. (10)
Moreover, using the two-site shift invariance of U, we find
Dαβ(x, y, t) =
{
Cαβ− (x− y, t) 2y even
Cαβ+ (x− y, t) 2y odd
, (11)
where we set Cαβ± (x, t) ≡ Dαβ(x + 1∓14 , 1∓14 , t).
We are now in a position to derive the main result
of this letter: an exact closed-form expression for (8).
The calculation can be subdivided in two main steps,
summarised in the following two properties.
Property 1. If U is dual-unitary, the dynamical corre-
lations for t ≤ L/2 are non-zero only on the edges of a
lightcone spreading at speed 1
Cαβν (x, t) = δx,νtC
αβ
ν (νt, t) , ν = ±, α, β 6= 0 . (12)
Before proceeding with the rigorous proof we note that
Property 1 has a clear physical interpretation. Due to
the dual-unitarity of the dynamics, correlations have a
causal cone in space, together with that in time. Since
they can only propagate along the intersection of the two
lightcones, we must have x = ±t.
Proof. The most intuitive way to prove this property is
by using the diagrammatic representation (2,9). Let us
consider the case ν = + while the procedure for ν = −
is analogous.
By repeated use of the unitarity property (6) we can
simplify the circuit (9) out of the light-cone spreading at
speed 1 from aβ0 . This is a simple consequence of the
3causal structure of the time evolution. Pictorially, we
have
Cαβ+ (x, t)=
1
d4t a
β
aα
. (13)
At this point, it is convenient to distinguish three cases:
(i) x = t; (ii) x = t − 12 ; (iii) x 6= t − 12 , t. Let us start
considering the case (iii), using the unitarity of U˜ , i.e.
Eq. (7), we have
Cαβ+ (x, t)=
1
d4t−1 a
β
aα
. (14)
From this picture it is clear that (7) can be ‘telescoped’
until the operator aβ is encountered. Namely
Cαβ+ (x, t)=
1
d4t−1 a
β
aα
, (15)
where the central loop represents the trace of aβ factoring
out. Using that for β 6= 0 the operators aβ are traceless,
we then conclude that the correlation vanishes.
Consider now the case (ii). Using (7) we find
Cαβ+
(
t− 12 , t
)
=
1
d4t a
β
aα
. (16)
Here the loop giving tr[aα] factors out so we again con-
clude that the whole expression vanishes. We then
showed that the only remaining possibility is the case
(i). This concludes the proof.
Property 2. The light cone correlations Cαβ+ (t, t) and
Cαβ− (−t, t) are given by
Cαβν (νt, t) =
1
d
tr
[M2tν (aβ)aα], (17)
where we introduced the linear maps over End(Cd)
M+(a) = 1
d
tr1
[
U †(a⊗ 1)U] = 1
d
a , (18)
M−(a) = 1
d
tr2
[
U †(1⊗ a)U] = 1
d
a . (19)
tri[A] denote partial traces over i-th site (i = 1, 2).
Proof. We again prove the property for Cαβ+ (t, t), using
the diagrammatic representation. A completely analo-
gous reasoning applies for Cαβ− (−t, t).
By repeated use of the unitarity property (6) we can
reduce Cαβ+ (t, t) to the following form
Cαβ+ (t, t)=
1
d2t+1 a
β
aα
. (20)
4Using the definition (18) we see that (20) is precisely the
diagrammatic representation of (17).
Properties 1 and 2 have a very powerful consequence:
all dynamical correlations of local operators in dual-
unitary quantum circuits are determined by the two lin-
ear single-qudit channels M±. These maps are trace
preserving, completely positive, and unital (meaning that
they map the identity operator to itself). Moreover, as
it is apparent from their definition, they are completely
determined by a single d2 × d2 unitary matrix (U in our
case). Maps with these properties are known in the lit-
erature as unistochastic maps [31–33]. These maps are
generically non-diagonalisable, however, they are con-
tractive. Namely, the eigenvalues {λν,γ}d
2−1
γ=0 of Mν lie
on the unit disk and those that are on the unit circle have
coinciding algebraic and geometric multiplicity [23]. This
means that the dynamical correlations take the following
general form
Cαβν (x, t) = δνx,t
d2−1∑
γ=1
cαβν,γ(λν,γ)
2t, α, β 6= 0 , (21)
where |λν,γ | ≤ 1 and for eigenvalues corresponding to
nontrivial Jordan blocks, the ‘constant’ cαβν,γ is a poly-
nomial in t. Note that since aβ are orthogonal we ex-
cluded the trivial eigenvalues λ±,0 = 1 corresponding to
the identity operator.
This gives a systematic way to classify dual-unitary cir-
cuits based on the increasing level of ergodicity of ultra-
local observables:
(i) Non-interacting behaviour: all 2(d2 − 1) nontrivial
eigenvalues λν,γ are equal to 1, meaning that all
dynamical correlations remain constant.
(ii) Non-ergodic (and generically interacting and non-
integrable) behaviour: There are n, 1 ≤ n < 2(d2−
1), nontrivial eigenvalues λν,γ equal to 1, meaning
that some dynamical correlations remain constant.
(iii) Ergodic but non-mixing behaviour: all nontrivial
eigenvalues λν,γ are different from 1, but there
exists at least one eigenvalue with unit modulus.
In this case, all time averaged dynamical correla-
tions vanish at large times, reproducing the infinite-
temperature state value.
(iv) Ergodic and mixing behaviour: all nontrivial eigen-
values are within unit disk, |λν,γ | < 1. In this
case, all time dynamical correlations vanish at large
times, reproducing the infinite-temperature state
value even without time averaging.
An example of (i) is the SWAP gate U |i〉⊗|j〉 = |j〉⊗|i〉,
which is clearly self dual, i.e. U = U˜ . Note that, since
dual-unitary gates are generically not parity invariant, we
can have ‘chiral’ cases where the number of non-decaying
modes (i.e. with λν,γ = eiθ) propagating to the left and
to the right is different.
We point out that Eq. (21) gives direct access to
time correlations among extensive operators of the form
Aαν ≡
∑
x∈ZL
a
x+
(ν−1)
4
. Specifically one finds
1
Ld2L
tr
[
AανU
−tAβµU
t
]
=δν,µ
d2−1∑
γ=1
cαβν,γ(λν,γ)
2t. (22)
These correlations are able to distinguish dynamical mix-
ing from the mere decaying local correlators. Indeed,
even if all dynamical correlations (21) (at fixed distance
x) vanish in the infinite time limit, the correlation (22)
vanishes only if the system is ergodic and mixing (all
nontrivial eigenvalues are within unit disk). In particu-
lar, if the mode aαx is conserved (i.e. Mν(aα) = aα), Aαν
is a proper conserved charge of the system. Note that,
since we considered modes localised on a single site, these
conservation laws are of ‘single-body form’, i.e., they do
not couple different sites. Finally, we remark that our
classification here only concerns ergodicity of ultra-local
observables and their extensive sums. For instance, cir-
cuits in (iv) may in principle still exhibit non-ergodic or
non-mixing behaviour for non-local operators or local op-
erators with a larger support.
The proposed classification can be explicitly carried
out for d = 2. Indeed, in this minimal case it is possible to
parametrise all dual-unitary local gates [23]. The result
reads as
U = eiφ(u+ ⊗ u−) · V [J ] · (v− ⊗ v+) , (23)
where φ, J ∈ R [34], u±, v± ∈ SU(2) and
V [J ]=exp
[
−i
(π
4
σx ⊗ σx+ π
4
σy ⊗ σy+Jσz ⊗ σz
)]
. (24)
Quantum circuits with local gates of the form (23) in-
clude both integrable [20] and non-integrable cases. For
instance, UXXZ = V [J ] is a full parameter line of the
integrable trotterized XXZ chain [21, 22] and
USDKI =e
−ihσzei
pi
4 σ
x⊗ eipi4 σx · V˜ [0] · e−ihσz⊗ 1, (25)
with V˜ [0] = e−i
pi
4 σ
y⊗e−ipi4 σy ·V [0]·eipi4 σy⊗eipi4 σy , is a quan-
tum circuit representation [23] (see also [30]) of the non-
integrable self-dual kicked Ising (SDKI) chain studied in
Ref. [18, 19]. In other words, for d = 2 integrable [20]
and dual-unitary quantum circuits form two distinct but
overlapping sets.
Plugging the form (23) in the definitions (18) and (19),
and writing the corresponding matrices in the Pauli basis
{a0, a1, a2, a3} = {1, σx, σy , σz} we find
M± =
[
1 0
0 R[u±]
]
· M[J ] ·
[
1 0
0 R[v±]
]
. (26)
Here, to lighten notation, we denoted the matrices as-
sociated with M± with the same symbols. More-
over, we denoted by R[w] the 3 × 3 adjoint repre-
sentation of w ∈ SU(2), and, finally, we introduced
5M[J ] ≡ diag(1, sin(2J), sin(2J), 1), the matrix of the
map associated with the gate V [J ].
Since the spectrum is invariant under similarity trans-
formations, the eigenvalues of M± depend only on J
and on the products v±u± ∈ SU(2), thus, in principle,
on four real parameters. The matrix M[J ], however, is
invariant under rotations around the z axis, so the eigen-
values of M± depend on three real parameters only (J
is a common parameter). Analysing the spectra of M±
as functions of the parameters we identify all four types
of ergodic behaviour [23]. For instance, for the SDKI
chain the spectra ofM+ andM− coincide and are given
by {1, cos(2h), 0}. This means that, for generic h, the
model is in the ergodic and mixing class, while at the
integrable point h = 0 it is in the class (ii). At this
special point, the y-magnetisations on the integer and
half-odd integer sublattices are conserved. Instead, in
the case of the trotterised XXZ chain the matrices M±
coincide with M[J ]. Therefore, they are always in the
class (ii) except for J = π/4, when they correspond to
the SWAP gate and are in the non-interacting class (i).
For J 6= π/4 the charges associated to the conserved
modes are z-magnetisations on the integer and half-odd
integer sublattices.
The results presented in this letter admit several gen-
eralisations and extensions. First of all we note that the
proofs of Properties 1 and 2 do not rely on translational
invariance neither in time nor in space. This means that
(17) directly generalises to cases where some inhomo-
geneity or randomness is introduced either in space or in
time [35–37]: one simply needs to replaceM2t± (a) in (17)
with a product of 2t different operator maps, each one de-
termined by a different local gate depending on the space-
time point. Moreover, our treatment can be straight-
forwardly repeated to find correlation functions of local
observables with larger support. This will, for instance,
allow one to find exactly solvable circuits with more com-
plex, “many-body”, local conservation laws. Such circuits
are currently attracting considerable attention, see e.g.
Refs. [38, 39], because they are regarded as toy mod-
els for generic closed systems. Another very interesting
direction is to approach generic quantum circuits by a
perturbative expansion around ergodic and mixing dual-
unitary ones. Indeed, the fact that in the dual-unitary
‘point’ the dynamics have a sort of exponential space-
time clustering hints that an expansion might have a fi-
nite radius of convergence. Finally, a construction very
similar to the one presented here can be carried out for
higher dimensional quantum circuits, where, instead of
on chains, one considers local sites disposed on hyper-
cubes of any dimension. Requiring dual-unitarity in all
directions again constrains the correlations to the edges
of a light cone, and allows one to express them in terms
of unistochastic maps.
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7Supplemental Material for
“Exact Correlation Functions for Dual-Unitary Lattice Models in 1+1 Dimensions”
Here we report some useful information complementing the main text. In particular
- In Section I we report a detailed derivation of the diagrammatic fusion rules (6) and (7);
- In Section II we prove the contracting nature of M±;
- In Section III we derive a simple parametrisation of all 4× 4 dual-unitary matrices;
- In Section IV we derive a quantum unitary circuit formulation of the self-dual kicked Ising model;
- In Section V we identify all possible occurrences of unimodular eigenvalues of M± for d = 2;
I. DUALITY AND FUSION RULES
In this section we derive the diagrammatic fusion rules (6) and (7). Let us begin by writing the matrix elements of
the quantum gate as
Uklij = 〈k| ⊗ 〈l|U |i〉 ⊗ |j〉 ⇒
i j
k l
, (sm-1)
then the duality mapping amounts to a Choi-Jamiołkowski reshuffling [31–33]
U˜ jlik = U
kl
ij . (sm-2)
The direct fusion rules are the straightforward tensor network expression of the unitarity of U :
∑
p,q
(U †)kℓpqU
pq
ij = (U
†U)kℓij = δikδjℓ ⇒
ji
k ℓ
=
∑
p,q
ji
k ℓ
p q =
i j
k ℓ
, (sm-3)
∑
p,q
Ukℓpq (U
†)pqij = (UU
†)kℓij = δikδjℓ ⇒
ji
k ℓ
=
∑
p,q
ji
k ℓ
p q =
i j
k ℓ
, (sm-4)
while the dual fusion rules amount to two different equivalent expressions of the unitarity of U˜ :∑
pq
(U †)ℓqkpU
jp
iq =
∑
pq
Ukpℓq U
jp
iq =
∑
pq
U˜ qpℓk U˜
qp
ij =
∑
pq
(U˜ †)ℓkqpU˜
qp
ij = (U˜
†U˜)ℓkij = δiℓδjk
⇒
i
j
ℓ
k =
∑
p,q
=
i
j
ℓ
k
i
j
ℓ
kpq , (sm-5)
∑
p,q
(U †)pℓqkU
qj
pi =
∑
pq
U qkpℓ U
qj
pi =
∑
p,q
U˜ ℓkpq U˜
ij
pq =
∑
pq
U˜ ijpq(U˜
†)pqℓk = (U˜ U˜
†)ijℓk = δiℓδjk
⇒
i
j
ℓ
k =
∑
p,q
=
i
j
ℓ
k
i
j
ℓ
kp q . (sm-6)
Here (· · · ) denotes the complex conjugation.
8II. PROPERTIES OF M±(a)
In this appendix we prove (i) the spectrum of unistochastic operator map M± lies on the unit disk
D = {λ ∈ C; |λ| ≤ 1}; (ii) if an eigenvalue λ of M± lies on the unit circle, i.e., it is unimodular λ = eiθ, its alge-
braic and geometric multiplicities coincide. We start by proving the following identity
‖M±(a)‖1 ≤ ‖a‖1 , (sm-7)
where ‖A‖1 = tr[
√
AA†] is the trace norm. Considering for instance M+(a), this can be seen as follows
‖M+(a)‖1 = 1
d
‖tr1[U †(a⊗ 1)U ]‖1 ≤ 1
d
‖U †(a⊗ 1)U‖1 = 1
d
‖a⊗ 1‖1 = ‖a‖1 , (sm-8)
where we used the well known identity (see, e.g., Ref. [24])
‖tr1[A]‖1 ≤ ‖A‖1 , ∀A ∈ End(H1 ⊗H2) . (sm-9)
Considering an eigenvector a of M+(a) associated to the eigenvalue λ, and using (sm-7), we have
‖a‖1 ≥ ‖M+(a)‖1 = ‖λa‖1 = |λ|‖a‖1 ⇒ 1 ≥ |λ| . (sm-10)
This proves the point (i). To prove point (ii) we proceed by reductio ad absurdum. Let us assume that (ii) does not
hold, then there must exist a generalised eigenvector b of M± such that
M±(b) = eiθb+ αa, θ ∈ R , α 6= 0 , (sm-11)
where a is a proper eigenvector of M± corresponding to the eigenvalue eiθ. In this case, however, we obtain
‖Mk±(b)‖1 = ‖eiθb+ kαa‖1 , ∀k ∈ N . (sm-12)
For large enough k this contradicts (sm-7).
III. DUAL-UNITARY 4× 4 MATRICES
In this section we show that every 4× 4 dual-unitary matrices can be written as in Eq. (23) of the main text. The
starting point is to observe that every matrix O ∈ U(4) can be written as (see, e.g., Refs. [27, 28])
O = eiφ
′
(u′+ ⊗ u′−)V [J1, J2, J3](v′− ⊗ v′+) , (sm-13)
where φ′, J1, J2, J3 ∈ R, u′±, v′± ∈ SU(2) and we defined
V [J1, J2, J3] = exp[−i(J1σx ⊗ σx + J2σy ⊗ σy + J3σz ⊗ σz)] . (sm-14)
Considering a matrix O of the form (sm-13) and computing O˜ we find
O˜ = eiφ
′
((v′+)
T ⊗ u′−)V˜ [J1, J2, J3](v′− ⊗ (u′+)T ), (sm-15)
where AT denotes the transpose of A and we defined
V˜ [J1, J2, J3] =


e−iJ3 cos(J−) 0 0 e
iJ3 cos(J+)
0 −ie−iJ3 sin(J−) −ieiJ3 sin(J+) 0
0 −ieiJ3 sin(J+) −ie−iJ3 sin(J−) 0
eiJ3 cos(J+) 0 0 e
−iJ3 cos(J−)

 , J± = J1 ± J2 . (sm-16)
Since transposition preserves unitarity, (sm-15) is unitary if and only if V˜ [J1, J2, J3] is unitary. The latter condition
is realised when
Jσ(1) =
π
4
+
π
2
n1, Jσ(2) =
π
4
+
π
2
n2, Jσ(3) = J , n1, n2 = 0, 1, 2, 3, J ∈ R, σ ∈ S3 , (sm-17)
9where S3 denotes the group of permutations of three objects. Using SU(2) rotations, the permutation σ can always
be undone. Namely, every dual-unitary matrix U can be written as
U = eiφ
′
(u′+ ⊗ u′−)V
[π
4
+
π
2
n1,
π
4
+
π
2
n2, J
]
(v′− ⊗ v′+) , (sm-18)
with u′±, v
′
± ∈ SU(2). We then observe
[σα ⊗ σα, σβ ⊗ σβ ] = 0, α, β = x, y, z , (sm-19)
so that
U = eiφ
′
(u′+ ⊗ u′−)V
[π
4
,
π
4
, J
]
exp[−iπ
2
n1σ
x ⊗ σx] exp[−iπ
2
n2σ
y ⊗ σy](v′− ⊗ v′+) . (sm-20)
To conclude we note
exp[−iπ
2
nσα ⊗ σα] = cos
(π
2
n
)
1⊗ 1− i sin
(π
2
n
)
σα ⊗ σα =
{
(−)n/21⊗ 1 n even
i(−)(n+1)/2σα ⊗ σα n odd . (sm-21)
This means that (sm-21) can be written as a product of SU(2) matrices times a phase. We then conclude
U = eiφ(u+ ⊗ u−)V
[π
4
,
π
4
, J
]
(v− ⊗ v+) . (sm-22)
IV. QUANTUM CIRCUIT FORMULATION OF THE KICKED ISING MODEL
Let us consider the kicked Ising model [14, 25, 26], whose dynamics are determined by the following time-periodic
Hamiltonian
HKI[t] = HI +
∞∑
m=−∞
δ(t−m)HK , (sm-23)
where we set to one the period of the driving, we denoted the Dirac delta function by δ(t), and we defined
HI ≡J
2L−1∑
j=0
σzj σ
z
j+1 + h
2L−1∑
j=0
σzj , (sm-24)
HK ≡ b
2L−1∑
j=0
σxj . (sm-25)
In these equations 2L is the volume of the system, the matrices σaj , with a ∈ {x, y, z}, are the Pauli matrices at
position j, and we adopted periodic boundary conditions σa2L ≡ σa0 .
In this appendix we show that the kicked Ising model can be represented as a local quantum circuit. To see this,
we write the Floquet operator associated to (sm-23)
UKI = Texp
[
−i
∫ 1
0
dtHKI[t]
]
= e−iHKe−iHI , (sm-26)
where Texp [·] denotes a time-ordered exponential. Defining
UI = e
−iJσz⊗σz (e−ihσ
z ⊗ 1), UeI = U⊗LI , UoI = T2LUeIT†2L, (sm-27)
UK = e
−ibσx , UK = U
⊗2L
K , (sm-28)
and using
[UoI ,U
e
I ] = 0, (sm-29)
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it is immediate to verify that the integer powers of the Floquet operator can be represented as
U2tKI = UKUeIUtKIUoKIUeI , (sm-30)
U2t+1KI = UKUoIUtKIUeI , t ∈ N . (sm-31)
Here UKI is the transfer matrix of the unitary circuit with local gate
UKI = e
−iJσz⊗σz (e−ihσ
z
e−ibσ
x
e−ihσ
z ⊗ e−ibσx)e−iJσz⊗σz , (sm-32)
namely
UKI = U
o
KIU
e
KI, U
e
KI = U
⊗L
KI = U
e
IUKU
e
I , U
o
KI = T2LU
e
KIT
†
2L. (sm-33)
In particular, at the self dual points
|J | = |b| = π
4
, (sm-34)
we have
USDKI = (e
−ihσze−ibσ
x ⊗ e−ibσx) · e−iJσy⊗σye−iJσz⊗σz · (e−ihσz ⊗ 1) (sm-35)
= (σz ⊗ σz)θH (−J)(e−ihσzeibσxe−ibσy ⊗ eibσxe−ibσy ) · e−ipi4 σx⊗σxe−ipi4 σy⊗σy · (eibσye−ihσz ⊗ eibσy ) , (sm-36)
where θH(x) is the step function.
V. UNIMODULAR EIGENVALUES OF M± FOR d = 2
In this section we analyse the spectrum of M± for d = 2, identifying all possible occurrences of unimodular
eigenvalues. After a similarity transformation both matrices can be brought to the form
M =


1 0 0 0
0
0 R[w]
0

 ·


1 0
0 sin 2J 0 0
0 0 sin 2J 0
0 0 0 1

 J ∈ (−π
4
,
π
4
]
, (sm-37)
where w ∈ SU(2) and R[w] denotes is 3 × 3 adjoin representation (explicitly R[w]α,β = 12 tr[σαwσβw−1]). It is then
sufficient to analyse the spectrum of (sm-37). Parametrising w as
w =
(
reiφ/2 −√1− r2e−iθ/2√
1− r2eiθ/2 re−iφ/2
)
, r ∈ [0, 1], θ, φ ∈ [0, 4π] , (sm-38)
the characteristic polynomial of (sm-37) reads as
g(λ) = det(λ1−M) = (λ − 1)p(λ) , (sm-39)
where
p(λ) =
[
λ3 + λ2
(
1− 2r2(sin 2J cosφ+ 1))+ λ sin 2J (2r2(sin 2J + cosφ)− sin 2J)− sin2 2J] . (sm-40)
Apart from the trivial root λ = 1 coming from the decoupled identity sector, other unimodular roots of g(λ) can
appear at some special values of the parameters. Note that g(λ) does not depend on θ. This, as mentioned in the
main text, is a direct consequence of the invariance ofM[J ] under rotations around the z axis. Moreover, we also see
that g(λ) is 2π-periodic in φ, so that we can restrict our analysis to φ ∈ [0, 2π]
Since p(λ) is a polynomial with real coefficients, it has either three real roots or one real root and a complex
conjugated pair. This means that we are interested in the cases where we have: (i) real solutions equal to 1; (ii) real
solutions equal to −1; (iii) complex conjugated pairs of solutions with unit magnitude.
Let us start considering the case (i), imposing p(1) = 0 we have
(r2 − 1)(sin2 2J − 1) = 0, (sm-41)
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which is solved for r = 1 or J = π/4. In particular, for r = 1 the polynomial reads as
p(λ) = (λ− 1)(λ2 − 2λ cosφ sin 2J + sin2 2J) (sm-42)
so that the two other solutions are λ± = e±iφ sin 2J . Similarly, for the case (ii) we impose p(−1) = 0 and obtain the
condition
r(1 + 2 cosφ sin 2J + sin2 2J) = 0, (sm-43)
which is solved for r = 0, or (J = π/4, φ = π). In particular, for r = 0 the polynomial reads as
p(λ) = (λ+ 1)(λ2 − sin 2J) (sm-44)
so that the two other solutions are λ± = ± sin 2J . Finally, considering the case (iii) and demanding the presence of a
pair of conjugated solutions e±ih we have
4r2 sin(2J) cos(φ) + cos(4J) + 4r2 − 3− 4 cosh = 0, (sm-45)
r2(4(1 − 2 cosh) sin(2J) cos(φ)− 2 cos(4J) + 2− 8 cosh) + cos(4J)− 3 + 8 cosh2 + 4 cosh = 0. (sm-46)
These conditions are obtained by requiring that (λ− eih)(λ− e−ih) divides the characteristic polynomial. Expressing
cosh from the first equation and inserting it into the second leads to
cos2(2J)
(
4r2 sin(2J) cos(φ) + cos(4J)− 3) = 0, (sm-47)
which is solved only for J = π/4. In this case, the phase of the complex solutions reads as
cosh = r2(cosφ+ 1)− 1 (sm-48)
and the polynomial is written as
p(λ) = (λ− 1)(λ− eih)(λ + eih) . (sm-49)
Namely, the third root is equal to one.
Putting all together, as a function of the parameters J, r, and φ, we found the following cases
J = π/4 ∧


φ = π, ∀r : (λ1 = 1, λ2 = −1, λ3 = −1)
r = 0, ∀φ : (λ1 = 1, λ2 = −1, λ3 = −1)
φ 6= π ∧ r = 1/√cosφ+ 1 : (λ1 = 1, λ2 = 1, λ3 = 1)
φ 6= π ∧ r 6= 0, 1/√cosφ+ 1 : (λ1 = 1, λ2 = e−ih, λ3 = eih) with h 6= 0, π .
(sm-50)
J 6= π/4 ∧


r = 1, ∀φ : (λ1 = 1, λ2 = eiφ sin 2J, λ3 = e−iφ sin 2J)
r = 0, ∀φ : (λ1 = −1, λ2 = sin 2J, λ3 = − sin 2J)
r 6= 0, 1, ∀φ : (λ1 = a, λ2 = b, λ3 = c) with |a|, |b|, |c| < 1 .
(sm-51)
Noting that both M+ and M− depend on the parameter J , while they depend on two independent parameters r±
and φ±, we can single out the following distinct classes (in the notation introduced in the main text)
• J = π/4 ⇒ (i), (ii);
• J 6= π/4 ⇒ (ii), (iii), (iv);
