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Introducción
a) Una de las ideas más innovadoras de la Relatividad General es la 
de atribuir y tra ta r de comprender la gravitación como un fenómeno 
físico ligado a  la existencia de curvatura del espacio-tiempo. El objeto 
geométrico “m ás simple” que contiene toda la información de dicha curva­
tu ra  es el tensor de Riemann, de ahí el papel esencial que ha desempeñado 
y desempeña en el desarrollo de esta teoría. Su estructura algebraica 
puede analizarse considerando por separado la de sus dos ingredientes 
complementarios: el tensor de Ricci y el tensor de Weyl. El primero se 
relaciona con el contenido energético vía las ecuaciones de Einstein, lo 
que perm ite interpretar el segundo como una “curvatura de vacío” cuya 
presencia indica en qué medida el espacio-tiempo no es conformemente 
plano.
Por ello es de resaltar, y no nos debe extrañar, el gran esfuerzo realizado 
hasta  el momento para comprender geométricamente e interpretar cómo 
interviene el tensor de curvatura en diferentes situaciones físicas. Citemos, 
por ejemplo, que el tensor de curvatura determina tanto el movimiento 
relativo de partículas materiales prueba (Pirani) como las ecuaciones de 
transporte de los escalares ópticos asociados a rayos de luz (Sachs, Eh- 
lers). Señalemos también el papel desempeñado por el tensor de Weyl 
en la comprensión de la radiación gravitatoria. En este sentido, existen 
criterios físicos para asociar estados de radiación gravitatoria intrínseca 
a  determ inadas clases algebraicas (Lichnerowicz, Bel, Pirani), y dichas 
clases permiten analizar el comportamiento con la distancia del campo 
gravitatorio de sistemas acotados (Sachs, Bondi).
Podemos también destacar cómo la existencia de un grupo de isometrías 
impone restricciones sobre el tensor de curvatura y cómo, de m anera se­
m ejante, el tensor de Weyl permite establecer las condiciones de integrabi- 
lidad para la existencia de movimientos conformes (Yano, Eisenhart). Por 
o tra  parte, desde los inicios de la Relatividad General, la diversidad de los 
tipos algebraicos del tensor de Riemann ha sido básica en la obtención y 
clasificación de familias de soluciones exactas de las ecuaciones de Einstein 
(Petrov, Ehlers, Kundt), y ha permitido imponer condiciones físicamente
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admisibles sobre el tensor de energía (Plebanski) o sobre concomitantes 
algebraicos cuadráticos de la curvatura (Bel, Robinson).
Esta memoria está dedicada a mejorar el conocimiento del tensor de Weyl 
y a poner en evidencia como dicho conocimiento puede contribuir a la me­
jor comprensión del campo gravitatorio.
b ) En el estudio algebraico del tensor de Ricci y del tensor de Weyl po­
demos distinguir tres aspectos complementarios, distinguir tres aspectos 
complementarios. El primero es el de caracterizar los diferentes tipos 
atendiendo a la multiplicidad de los valores propios y al grado del po­
linomio mínimo de un endomorfismo asociado. El segundo consiste en 
ofrecer algoritmos que permitan distinguir el tipo algebraico de un tensor 
dado. Por último, es necesario también obtener expresiones covariantes 
y explícitas para el cálculo de subespacios propios y de cualquier o tra 
dirección característica que pudiera existir, así como dar las condiciones 
que determinan su carácter causal.
Como consecuencia de las ecuaciones de Einstein, 1a. clasificación del ten­
sor de Ricci es equivalente a la clasificación del tensor energía-momento. 
La primera clasificación de un 2-tensor simétrico es debida a Churchill 
[13], y los primeros algoritmos de determinación del tipo algebraico se 
remontan a principios de los setenta [23]. Estos resultados han sido me­
jorados y tratados ampliamente con posterioridad. Así, en un artículo 
de Bona, Coll y Morales [7] puede encontrarse una extensa bibliografía 
sobre el tema. En este trabajo se presentan parte de los resultados de la 
Tesis de J.A. Morales [21] relativos a la determinación covariante de los 
subespacios propios y de su carácter causal. Este estudio completa 1a. cla­
sificación algebraica del tensor energía-momento y presenta un algoritmo 
de determinación de los posibles tipos basado en condiciones tensoriales.
De manera similar, un estudio algebraico completo del tensor de Weyl 
implica, además de la obtención de los posibles tipos y los algoritmos que 
distingan el tipo algebraico de un tensor dado, el conocimiento de ex­
presiones covariantes que determinen los autovectores del Weyl, es decir, 
las 2-formas principales. E n el Capitulo 2 se hace un amplio análisis de 
este tema y se obtienen, para cada tipo algebraico, los proyectores sobre 
las 2-formas principales y las direcciones de Debever. Para ello se utili­
zan los resultados del Capitulo 1, en el que se presenta la clasificación de 
Petrov-Bel, y se dan algoritmos de determinación del tipo algebraico con 
el formalismo covariante adecuado.
c) La clasificación algebraica del tensor de Weyl ha sido considerada desde 
dos puntos de vista diferentes. La línea iniciada por Petrov [71] estudia, el 
problema de autovalores y autovectores para, el tensor de Weyl considerado 
como un endomorfismo del espacio de las 2-formas. E sta  clasificación fue
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completada por Géhéniau [46] y Bel [3] considerando, no sólo el número 
de subespacios invariantes independientes, sino también la multiplicidad 
de los autovalores. Desde este punto de vista aparece de manera natural 
la noción de 2-forma principal que fue analizada ampliamente por Bel [4] 
para los diferentes tipos algebraicos. Un planteamiento alternativo [78] 
[26] consiste en el estudio de la posición relativa entre los conos isótropos 
determinados, en el espacio de las 2-formas, por la métrica canónica y el 
tensor de Weyl considerado como forma cuadrática. Desde este punto de 
vista, equivalente al enfoque espinorial [70], la clasificación del Weyl se 
reduce al estudio de las raíces de un polinomio de cuarto grado con coe­
ficientes complejos. Asociada a cada raíz, aparece una dirección isótropa 
principal o dirección de Debever [24], [25], [70].
Ambos puntos de vista muestran la gran riqueza de direcciones y 2-planos 
que pueden ser asociados al tensor de Weyl. Estos elementos geométricos 
que aparecen cuando se considera cada uno de los enfoques son, genéri­
camente, diferentes. Pero cuanto más degenerado es el tensor de Weyl, 
más elementos comunes tienen. En general la relación entre las direcciones 
de Debever y las 2-formas principales es compleja., y sólo las direcciones 
de Debever múltiples son direcciones fundamentales de 2-formas princi­
pales nulas [4], En el caso más regular, el tipo I, ninguna dirección de 
Debever coincide con una dirección principal de alguna 2-forma propia, y 
la relación entre ellas depende en gran medida de los invariantes escalares 
del Weyl.
Después del trabajo de Sachs [79], en el que ofrece una jerarquía de ecua­
ciones para caracterizar la multiplicidad de las direcciones de Debever, 
y con la publicación del algoritmo de d ’Inverno y Rusell-Clark [27] de 
obtención del tipo Petrov, el punto de vista de las direcciones isótropas 
principales ha sido el más utilizado en la literatura. Desde entonces, la 
geometría de las 2-formas principales no ligadas a las direcciones de De­
bever ha sido considerada pocas veces. De este modo, aunque en los 
trabajos pioneros de Penrose [70], Bel [4] y Debever [26] fue subrayada 
la riqueza geométrica de ambas interpretaciones, su relación no ha sido 
suficientemente analizada en los casos menos degenerados. Sin embargo, 
sobre este asunto podemos citar los trabajos sobre el tipo I de Trümper 
[85] y Narain [64], o los más recientes de Mclntosh et al [58] y Bonanos 
[8]. En este último se calculan las bases canónicas del Weyl a partir de 
las direcciones de Debever. En los otros tres, encontramos expresiones 
para las direcciones de Debever en términos de una base canónica del 
Weyl en casos particulares: cuando el Weyl es puramente eléctrico o pu­
ramente magnético, o cuando las cuatro direcciones de Debever generan 
un 3-plano.
Aquí extendemos estos resultados sobre el tipo Petrov I  y presentamos 
resultados semejantes para los casos algebraicamente especiales. En el
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capitulo 1 introducimos el concepto de 2-forma de Debever regular, con­
cepto que nos permite en el capitulo siguiente clarificar la relación entre la 
geometría de las 2-formas principales y la geometría de Debever. También 
en el capitulo 2 presentamos unas formas canónicas alternativas para el 
tensor de Weyl que nos ayudan a entender mejor cómo unos tipos Petrov 
degeneran a otros en un diagrama de Penrose.
d ) Con el desarrollo de la geometría de Riemann pronto surgió el pro­
blema de la equivalencia de métricas que fue abordado por primera vez 
por Christoífel. El planteamiento es claro: ¿cuando dos métricas, expresa­
das en sistemas de coordenadas diferentes, representan el mismo tensor?, 
o dicho de otro modo, ¿existe un cambio de coordenadas que transforma 
unas componentes en otras? El formalismo de Cartan [12] permitió tra ta r 
este difícil problema y, después de los trabajos de Karlhede [50], este tem a 
tomó impulso en el marco de 1a. Relatividad General (ver también las re­
ferencias de este artículo de recopilación). En un trabajo de MacCallum 
[56] encontramos un buen resumen sobre el problema de la equivalencia 
de métricas, sobre su interés en la búsqueda de soluciones exactas de las 
ecuaciones de Einstein, y sobre la importancia del álgebra computaciona.1 
para abordarlo.
El método de C artan está basado en el cálculo, en un referencial ortonor- 
mal, de las componentes de ciertas magnitudes dependientes del tensor 
de curvatura y de sus derivadas covariantes. Es im portante que dicho 
referencial esté intrínsecamente ligado al tensor métrico y, en consecuen­
cia, debe estar determinado por 1a. geometría, subyacente al tensor de 
curvatura. En particular, puede ser interesante elegir una de las bases 
canónicas del tensor de Weyl (y necesario en el caso de vacío o cuando el 
tensor de Ricci es bastante degenerado). El cálculo de estas bases no es 
inmediato, y no se conocía un método deductivo que permiera determi­
narlas para una métrica arbitraria. En particular, la determinación de la 
te trada principal para los espacios-tiempo de tipo I ha sido, hasta ahora, 
bastante problemática [56], En el capítulo 2 nosotros presentamos una de­
terminación covariante y explícita de las bases canónicas para cada uno 
de los tipos de Petrov-Bel. A l mismo tiempo, mostramos la relación de 
cada uno de los vectores de dichas bases con la geometría de las 2-formas 
principales y las direcciones de Debever.
e) Un referencial simétrico es el que está, formado por vectores m étri­
camente indistinguibles, es decir, tienen la misma longitud y, dos a dos, 
el mismo producto escalar. Los conceptos y propiedades básicas de este 
tipo de referenciales han sido estudiados por Coll y Morales [63] en un 
artículo en el que sugieren que los referenciales simétricos pueden ser apro­
piados para describir espacios-tiempo con propiedades de isotropía. Uno 
de sus resultados apoya esta idea: los únicos espacios-tiempo que admi­
ten referenciales que son indistinguibles para cualquier concomitante del
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tensor métrico son los universos de Robertson-Walker. Una pregunta se 
nos plantea de forma natural: los referenciales simétricos que adm ite un 
espacio-tiempo ¿están de algún modo ligados intrínsecamente al tensor 
métrico? o, dicho de o tra forma, ¿pueden estar determinados por direc­
ciones invariantes del tensor de curvatura? Más concretamente podemos 
plantearnos si las cuatro direcciones de Debever que existen en un espacio- 
tiempo de tipo I pueden definir un referencial simétrico. En el Capítulo 
2 hemos demostrado que la respuesta es afirmativa sólo en una subclase 
de métricas de tipo I  que puede caracterizarse en términos de un escalar 
invariante M  del Weyl.
El invariante M  citado en el párrafo anterior es un escalar complejo ho­
mogéneo de grado cero en el tensor de Weyl que es nulo en el caso de 
métricas de tipo II o D, y que fue introducido por Arianrhod y Mclntosh 
[1] con el objetivo de refinar la clasifición de los espacios tiempo de tipo 
I. Ellos dieron una interpretación geométrica de dicho invariante al de­
m ostrar que los cuatro vectores de Debever generan un 3-plano cuando 
M  es real positivo o infinito. En el capítulo 2 nosotros completamos estos 
resultados en dos sentidos. En primer lugar, ampliamos la interpretación 
de M  a cualquier valor sobre la recta real: M  es real negativo si, y sólo 
si, los vectores de Debever son, dos a dos, métricamente indistinguibles; 
y, en particular, toma el valor —6 si dichos vectores constituyen un refe­
rencial simétrico. En segundo lugar, comprobamos que M  es una sencilla 
función algebraica del escalar que Penrose denominó cross ratio [70], y 
mostramos que dicho escalar determina la relación entre la geometría de 
las 2-formas principales y la geometría de Debever.
f)  ”La única solución de vacío esféricamente simétrica de las ecuaciones 
de Einstein es la métrica de Schwarzschild” . Este popular resultado, co­
nocido como el teorema de Birkhoff [5], proporciona una caracterización 
completa del espacio-tiempo de Schwarzschild con el requerimiento de dos 
condiciones sobre el tensor métrico. La primera (C l) implica que el ten­
sor de Ricci de la métrica es nulo, y la segunda (C2) afirma que adm ite 
un grupo de isometrías tridimensional actuando sobre órbitas espaciales 
bidimensionales de curvatura constante positiva. Es interesante subrayar 
la naturaleza diferente de cada condición: mientras que C l es explícita 
en el tensor métrico (en uno de sus concomitantes diferenciales, el tensor 
de Ricci), la condición C2 es implícita ya que en las condiciones que la 
expresan aparecen, en su formulación usual, otros elementos diferentes 
del tensor métrico (las isometrías o los vectores de Killing de la simetría 
esférica).
Puesto que las condiciones intrínsecas (dependientes exclusivamente de 
la métrica) y explícitas pueden verificarse por sustitución directa del ten­
sor métrico, es del todo evidente el interés que tiene una caracterización 
intrínseca y completamente explícita de un espacio-tiempo o de una fami­
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lia de espacios-tiempo. Así, después de lo comentado sobre el teorema de 
Birkhoff, podemos preguntarnos si es posible expresar, sólo en términos 
del tensor métrico y de sus concomitantes diferenciales, las condiciones 
necesarias y suficientes para que un espacio-tiempo sea la solución de 
Schwarzschild. En el capítulo 5 probamos que la respuesta es afirmativa 
y obtenemos las ecuaciones que definen explícitamente esta métrica.
g) Con el fin de determinar todas la soluciones de vacío estáticas de tipo 
D, Ehlers y Kundt [31] utilizaron el formalismo 1+3 adaptado a la base 
de evolución ortogonal definida por el vector de Killing temporal. En su 
trabajo intentaron obtener una descripción intrínseca de las soluciones 
pero, por una parte, no escribieron intrínsecamente la condición de que la 
m étrica era. estática y, por otra, algunos escalares invariantes que usaron 
para discriminar diferentes soluciones dependían de la 2-form a principal 
del Weyl, y ésta no estaba expresada explícitamente en términos de Weyl. 
Así pues, ellos obtuvieron una manera invariante (pero no explícita) de 
distinguir (en el conjunto de las métricas estáticas) dos soluciones dife­
rentes de vacío de tipo D. Aquí, en el Capítulo 5, hemos superado estas 
lagunas con la obtención de los concomitantes métricos y de las condi­
ciones intrínsecas que permiten identificar (en el conjunto de todas las 
métricas) cada solución de vacío estática de tipo D.
Posteriormente, Kinnersley [54] recuperó estas soluciones, y obtuvo to­
dos los espacios-tiempo de vacío de tipo D empleando el formalismo de 
Newman-Penrose adaptado a  las direcciones de Debever dobles. En este 
trabajo hemos utilizado un método alternativo de integración de las ecua­
ciones que se apoya en la estructura casi-producto 2+2 principal del ten­
sor de Weyl, método que conduce de manera natural a la caracterización 
intrínseca y explícita de las soluciones.
h ) En una variedad de Riemann, una estructura casi producto regular 
está determ inada por un campo de p-planos y el correspondiente campo 
de q-planos ortogonal. Desde el campo de la geometría diferencial se han 
clasificado estas estructuras [65], y se ha dado significado geométrico a 
algunas de las clases [47],
En Relatividad General, las estructuras casi producto han mostrado su 
utilidad para el estudio de la geometría subyacente a determinados cam­
pos físicos. Así, por ejemplo, las estructuras 2+2 asociadas a  un campo 
de Maxwell regular [74], están en la base de algunos intentos de geome- 
trización del campo electromagnético [62], y han permitido dar una clara 
interpretación geométrica [14] de las ecuaciones usadas por Teukolsky y 
Press [84] para el análisis de ondas electromagnéticas incidentes sobre un 
agujero negro de Kerr. También aparecen estructuras degeneradas defini­
das por una dirección isótropa geodésica y sin distorsión asociadas a los 
campos de Maxwell singulares [59], [77]. Otro ejemplo es la estructura
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1+3 definida por el campo de velocidades de un fluido, cuyas propiedades 
quedan caracterizadas por los coeficientes cinemáticos. En este sentido, 
podemos citar la. caracterización cinemática de los fluidos holónomos [17] 
y el estudio de las velocidades de los fluidos perfectos barótropos [19].
Las estructuras casi producto pueden aparecer también ligadas a las pro­
pias características geométricas o físicas del espacio-tiempo. Así, el conte­
nido energético puede implicar la existencia de determinadas estructuras 
casi producto (como las citadas en el párrafo anterior en las soluciones 
de Einstein-Maxwell o en las soluciones de fluido perfecto) que, a través 
de las ecuaciones de Einstein, pueden restringir el Ricci de la métrica. 
Por otro lado, también el tensor de Weyl define estructuras casi-producto 
asociadas a sus 2-formas principales [4], o a las direcciones de Debever. 
El número y carácter (regular o singular) de estas estructuras depende del 
tipo algebraico del tensor de Weyl y, como mostramos en él Capítulo 2, 
la degeneración de un tipo a otro puede interpretarse muchas veces como 
la conversión a singular de una de las estructuras regulares subyacentes.
Una buena comprensión algebraica de las estructuras casi-producto 2+2 
asociadas al tensor de Weyl de una métrica, nos facilita el estudio de la 
posible relación de sus propiedades diferenciales con las características 
geométricas o físicas del campo gravitatorio. Considerar desde este punto 
de vista algunas familias de métricas de tipo D o tipo I  nos ha permi­
tido en este trabajo, no sólo presentar clasificaciones con un significado 
geométrico claro, sino también abordar la integración de las ecuaciones 
de Einstein con una metodología que lleva de manera natural a la clasifi­
cación intrínseca y explícita de las soluciones.
i) El interés conceptual que tiene la caracterización intrínseca y explícita 
de espacios-tiempo puede comprenderse mejor si consideramos casos sen­
cillos en los que dicha caracterización es ampliamente conocida: (i) los 
espacios-tiempo de vacío quedan caracterizados por la ecuación Ric(g) = 
0, (ii) los de simetría máxima por Riem (g) oc g A g, (iii) los conforme­
mente planos por W eyl(g) = 0. Frente a cada uno de estos sencillos 
ejemplos surge de m anera natural un interrogante: (i) ¿qué ecuaciones 
verifica el tensor de Ricci de una solución interior correspondiente a un 
contenido energético determinado?, (ii) ¿cuáles son las condiciones que 
caracterizan el tensor de curvatura de espacios-tiempo que admiten gru­
pos de isometrías no maximales?, (iii) ¿cómo quedan caracterizados los 
espacios-tiempo que admiten unas coordenadas canónicas particulares?
Dar respuesta al primer interrogante es lo que se denomina construir la 
teoría a la Rainich para los espacios-tiempo con dicho contenido energético. 
Son abundantes los trabajos que podemos encontrar en esta  línea después 
del trabajo pionero de Rainich [74] que caracterizaba las soluciones de 
Einstein-Maxwell. En el trabajo que aborda una teoría de este tipo para
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los fluidos perfectos termodinámicos [16] se puso de manifiesto el papel 
básico que juega en su elaboración la determinación covariante de los su­
bespacios propios de un tensor simétrico y de su carácter causal.
De manera similar, en la respuesta a problemas de tipo (ii) y (iii), donde 
no es suficiente imponer condiciones al tensor de Ricci sino que también 
intervienen otras componentes del tensor de curvatura, serán necesarios 
los resultados sobre la determinación covariante de la geometría asociada, 
al tensor de Weyl que nosotros presentamos aquí. Como m uestra de la 
utilidad de estos resultados, nosotros abordamos en el capitulo 3 la carac­
terización de los espacios-tiempo estáticos, de las métricas con simetría 
esférica y de los universos de tipo I  en los que un observador sincronizable 
puede detectar radiación isótropa.
j )  Si en un espacio-tiempo existe una congruencia, temporal integrable y 
sin distorsión, entonces el tensor de Weyl es de tipo Petrov-Bel I, D o O 
con valores propios reales, y el campo tangente a dicha congruencia es 
una de sus direcciones principales. Este resultado de Trümper [85] está 
basado en que, como consecuencia de las identidades de Ricci, la parte 
magnética del Weyl respecto a una congruencia integrable y sin distorsión 
es nula. Esta últim a propiedad es independiente del carácter causal de 
la congruencia. Por ello, cualquier intento de generalizar el resultado de 
Trümper a congruencias no necesariamente temporales, exige el estudio 
de las métricas que admiten congruencias para las cuales el Weyl es pu­
ramente eléctrico. En el Capitulo 2 damos las clases de espacios-tiempo 
con Weyl puramente eléctrico para, al menos, una congruencia y, en cada 
caso, obtenemos todas las congruencias con dicha propiedad. También se 
presenta un estudio semejante para el Weyl puramente magnético.
Los espacios-tiempo que admiten estados de radiación isótropos con res­
pecto a un observador sincronizable han sido considerados [34] como un 
posible modelo válido para el universo actual. Es conocido [30] que estos 
espacios-tiempo admiten un campo conforme Killing integrable paralelo 
a dicho observador, lo cual implica que la congruencia que determinan es 
integrable y sin distorsión. Entonces, el resultado de Trümper citado en 
el párrafo anterior implica, si la métrica es de tipo Petrov I, que el obser­
vador es la única dirección principal temporal del tensor de Weyl. Esto 
nos permite, utilizando nuestro algoritmo de determinación covariante de 
dicha dirección, obtener en el capítulo 3 una caracterización intrínseca y 
explícita de los espacios-tiempo de tipo I  que admiten estados de radiación 
isótropa para un observador sincronizable.
Un espacio-tiempo estático admite un campo de Killing integrable y, por 
lo tanto, estamos de nuevo bajo las hipótesis del resultado de Trümper: 
la congruencia que define es integrable y sin distorsión. Así, el campo de 
Killing determina una dirección principal temporal del tensor de Weyl.
H
P ara el caso de métricas de tipo I podemos obtener la única dirección con 
esa propiedad e imponerle la condición de Killing. En cambio, cuando 
la métrica sea de tipo D, tenemos que todas las direcciones temporales 
del 2-plano principal son direcciones principales, y para la detección de 
la dirección del vector de Killing es necesario estudiar la posición relativa 
de éste con respecto a las segundas formas fundamentales de la estruc­
tu ra  casi producto principal del Weyl. En el capitulo 3 ofrecemos las 
condiciones necesarias y suficientes (intrínsecas y explícitas) para que un 
espacio tiempo no conformemente plano sea estático, y damos el algo­
ritmo de determinación del correspondiente Killing temporal integrable. 
El estudio del caso conformemente plano, que no consideramos en esta 
memoria, implica un análisis semejante a partir de la geometría que de­
fine el tensor de Ricci, y está basado en que un Killing integrable es una 
dirección propia de dicho t e n s o r . ....................................................................
k ) El grupo de isometrías que admite un espacio-tiempo puede implicar 
o incluso quedar caracterizado por la existencia de estructuras casi pro­
ducto (que no son más que las definidas por las órbitas del grupo) con 
determinadas propiedades. En este sentido es conocida la. caracterización 
de los universos de Robertson-Walker (simetría máxima sobre órbitas tri­
dimensionales espaciales) en términos de la estructura 1-1-3 que define el 
observador cosmológico: sincronización umbilical de curvatura constante 
con normal geodésica y expansión uniforme. Es interesante subrayar que 
esta caracterización intrínseca de los universos de Robertson-Walker per­
mite obtener una caracterización también explícita, si tenemos en cuenta 
que el observador cosmológico es un vector propio del Ricci que podemos 
determinar de manera covariante.
Nosotros hemos abordado un estudio semejante para los espacios-tiempo 
con simetría esférica. E n el capítulo 3 obtenemos las condiciones nece­
sarias y suficientes para que una estructura casi producto sea la definida 
por las órbitas del grupo de rotaciones. Como para el tipo D dicha estruc­
tu ra  es la principal del tensor de Weyl, su determinación covariante dada 
en el capítulo anterior, permite obtener una caracterización intrínseca y 
explícita de los espacios-tiempo de tipo D esféricamente simétricos.
Hay familias de soluciones de las ecuaciones de Einstein en las que existen 
estructuras casi producto que mantienen parte de las propiedades de la 
estructura definida por un grupo de isometrías. Podemos hablar así de 
espacios-tiempo con 'simetrías’ no necesariamente asociadas a isometrías, 
y que pueden describir situaciones físicas semejantes a aquellas en las 
que las isometrías están presentes. Citemos, por ejemplo, los universos 
de Stephani [81], que genéricamente no admiten isometrías de espacio- 
tiempo, pero que pueden considerarse una generalización de las métricas 
de Robertson-Walker, puesto que en ellos existe también una sincroni­
zación umbilical de curvatura constante [6]. Creemos que el estudio de
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las propiedades geométricas de las estructuras casi producto definidas por 
un grupo de isometrías, y la consideración de métricas a las que se im­
pone parte de dichas propiedades, puede ser una camino fructífero en 1a. 
búsqueda de nuevas soluciones de las ecuaciones de Einstein que no ad­
mitan, necesariamente, isometrías.
1) El concepto de tensor de Killing generaliza el de campo de Killing a 
tensores simétricos de cualquier orden y, así como un vector de Killing de­
fine integrales primeras de la ecuación de las geodésicas, lo mismo ocurre 
con los tensores de Killing. Así, 1a. existencia de tensores de Killing en un 
espacio-tiempo puede permitir la separación de variables en la ecuación 
de las geodésicas [86]. Por tanto puede ser de interés conocer si una fa­
milia de soluciones los admite, y en caso afirmativo, disponer de métodos 
para su obtención. Lo mismo sucede con los llamados tensores conforme 
Killing, que son invariantes por conformidad, y que pueden ser útiles en 
la integración de la ecuación de las geodésicas nulas.
Los tensores de Killing de orden 2 definen integrales primeras cuadráticas. 
Según su tipo algebraico, las estructuras geométricas que definen pueden 
coincidir con las asociadas al tensor de curvatura. Así, es conocido que 
las soluciones de vacío de tipo D admiten un tensor conforme Killing de 
segundo orden ligado a la estructura principal de tensor de Weyl. En el 
capítulo 3, consideramos los tensores de Killing y los tensores conformes 
Killing cuyos subespacios propios definen una estructura casi producto, y 
los caracterizamos a partir de las propiedades de dicha estructura. Este 
punto de vista nos permite, en el capítulo 5, recuperar fácilmente resulta­
dos sobre la existencia de tensores de Killing en las soluciones de vacio 
de tipo D e incluso generalizarlos para métricas con divergencia del Weyl 
nula. El conocimiento geométrico de la estructura definida por un tensor 
de Killing ha permitido también obtener una caracterización intrínseca, de 
los espacios-tiempo que son producto alabeado [20], completando así al­
gunos resultados sobre los tensores de Killing que admiten estas métricas
[49].
m ) La búsqueda de soluciones exactas de las ecuaciones de Einstein con 
un contenido material concreto implica, en una primera etapa, imponer 
que el tensor de Ricci es de un determinado tipo algebraico. La comple­
jidad de las ecuaciones resultantes exige el uso de métodos que, aunque 
implican usualmente la restricción del conjunto de posibles soluciones a 
determinar, permiten al menos simplificar las ecuaciones y hacerlas tra ­
tables analíticamente. Así, gran parte de las soluciones conocidas se han 
encontrado bajo la hipótesis de que la métrica adm itiera un determinado 
grupo de isometrías. También ha sido fructífero imponer otras restric­
ciones algebraicas al tensor de curvatura y, en ello ha jugado un papel 
fundamental la clasificación de Petrov-Bel. En efecto, bajo la hipótesis 
de que el espacio-tiempo es algebraicamente especial se han buscado y
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encontrado soluciones, en muchas ocasiones trabajando en referenciales o 
coordenadas adaptadas a la dirección múltiple de Debever que existe en 
ese caso. Como ejemplo podemos citar que éste fue el método utilizado 
por Kinnersley [54] para obtener todas las soluciones de vacío de tipo D. 
Por el contrario, existe una gran laguna en el conocimiento de espacios- 
tiempo de tipo I. Una prueba de ello es que el conjunto de las soluciones de 
vacío algebraicamente generales dista mucho de conocerse en su totalidad, 
y las pocas métricas conocidas se han determinado normalmente impo­
niendo, a  priori, simetrías. Una forma de paliar esta situación es imponer 
alguna condición al tensor de Weyl que, sin abandonar el caso algebraica­
mente general, simplifique la integración de las ecuaciones. Esto significa 
considerar un refinamiento en la clasificación de los espacios-tiempo de 
tipo I, y buscar las soluciones en las clases definidas.
Fue Debever [26] el primero que apuntó una subclasificación de las métricas 
de tipo I basada en la nulidad de alguno de los invariantes escalares del 
Weyl y, como hemos comentado más arriba, la clasificación de Arianrhod 
y Mclntosh [1] también tiene en cuenta el comportamiento de un inva­
riante algebraico. Una línea alternativa de clasificación es la de considerar 
las propiedades (diferenciales) de la geometría asociada al tensor de Weyl. 
Por ejemplo, puede hacerse una clasificación atendiendo a las propiedades 
cinemáticas de la dirección principal temporal o, en cambio, considerar 
las propiedades de las estructuras casi producto definidas por las 2-formas 
principales. Esta última es la opción tom ada por Edgar [29] al proponer 
una clasificación de las soluciones de vacío de tipo I que tiene en cuenta 
la dependencia funcional de los valores propios. Nosotros en el capitulo 4 
proponemos una ligera modificación de la clasificación de Edgar y damos 
una interpretación geométrica e intrínseca de sus clases basándonos en 
los resultados del Capítulo 3.
En cuanto a  la determinación de soluciones algebraicamente generales per­
tenecientes a  alguna de las clases citadas en el párrafo anterior señalemos, 
en primer lugar, un resultado de Brans [10] que afirma que no existen 
soluciones de vacío de tipo I con un valor propio del Weyl nulo, caso 
que corresponde a una de las clases consideradas por Debever [26]. En 
el capítulo 4 hemos generalizado este resultado de no existencia de solu­
ciones al caso en que el tensor de Weyl es de divergencia nula. En el 
mismo capítulo hemos estudiado también las soluciones de vacío de la 
clase más degenerada de nuestra clasificación, hemos demostrado que ad­
miten siempre un G% sobre órbitas tridimensionales, y que el tipo Bianchi 
es diferente para cada una de las subclases que también nosotros intro­
ducimos. La integración de las ecuaciones en el caso de dos de dichas 
subclases nos conduce a las métricas de Petrov [72], Kasner [51] y Taub 
[83] (ver también [55]), así como a tres familias (a uno o dos parámetros) 
de soluciones que no hemos encontrado en la literatura.
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n ) Es mucho lo que se ha escrito sobre los espacios-tiempo de tipo D y 
podemos destacar, tanto el gran número de familias de soluciones exactas 
conocidas, como el interés físico de algunas de estas soluciones. Citemos, 
por ejemplo, las métricas de Schwarszchild y Kerr que modelizan el campo 
gravitatorio exterior a  un objeto acotado con simetría esférica, sin o con 
rotación respectivamente, o las correspondientes soluciones cuando el ob­
jeto está cargado, las métricas de Reissner-Nordstróm y Kerr-Newman. 
Los métodos de integración de las ecuaciones de Einstein han sido diversos 
y no siempre permiten obtener con sencillez la caracterización intrínseca y 
explícita de las soluciones obtenidas. Ya hemos comentado anteriormente 
nuestra aportación en este sentido para las soluciones estáticas de vacío 
y, en particular, nuestra caracterización de la solución de Schwarszchild. 
Sin embargo, nos parece necesaria una clasificación de los espacios-tiempo 
de tipo D, que no sólo perm ita tipificar el amplio conjunto de métricas ya. 
conocidas, sino que también ofrezca otros elementos para la obtención de 
nuevas soluciones.
Además de la clasificación algebraica basada en el valor propio del Weyl 
que nos lleva a los casos puramente eléctrico (valor propio real) o pura­
mente magnético (valor propio imaginario puro), en un espacio-tiempo 
de tipo D podemos considerar de manera natural dos clasificaciones en 
las que intervienen invariantes diferenciales de primer orden del tensor 
de Weyl. La primera, es, sencillamente, la clasificación de la estructura 
casi producto principal, con clases determinadas por la condición de que 
alguno de los 2-planos principales tenga o no las propiedades de foliación, 
minimalidad o umbilicidad. La segunda considera la posición relativa, 
entre los gradientes del módulo y el argumento del valor propio y los dos 
2-planos principales. En el Capítulo 5 presentamos estas dos clasifica­
ciones y demostramos que, si la divergencia del tensor de Weyl es nula, 
la estructura principal es umbilical, lo cual implica un fuerte restricción 
de las posibles clases. Mostramos además que, bajo la misma hipótesis, 
las clases admisibles coinciden en las dos clasificaciones presentadas.
Ya hemos comentado más arriba que las soluciones de vacío de tipo D 
son todas conocidas. Aunque algunas de ellas habian sido encontradas 
utilizando otros métodos, en el trabajo donde completó la integración, 
Kinnersley [54] trabajó adaptando coordenadas a una de las direcciones 
dobles de Debever y no impuso, a priori, la existencia de simetrías. Sin 
embargo, a  posteriori, comprobó que todas la soluciones admiten, al me­
nos, un (?2 conmutativo. Nosotros, en el capítulo 5, demostramos la 
existencia de estas simetrías sin necesidad de integrar las ecuaciones, y 
damos algoritmos de determinación de los vectores de Killing en términos 
de invariantes diferenciales del tensor de Weyl. Además abordamos la in­
tegración de las ecuaciones basándonos en nuestra clasificación, con lo 
que obtenemos una caracterización intrínseca y explícita de todas las so-
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luciones y, en particular, de la métrica de Kerr.
o) Todo vector de Killing puede ser considerado como potencial vector 
para, generar una 2-form a campo electromagnético y, si el espacio-tiempo 
es de Ricci nulo, dicho campo es una solución de las ecuaciones de Max­
well sin corrientes. Este resultado es debido a  Papapetrou [69] y, re­
cientemente, se ha señalado el papel que puede jugar dicha 2-form a de 
Maxwell (a 1a. que se ha denominado campo de Papapetrou), tanto en 
la búsqueda de soluciones exactas de las ecuaciones de Einstein como en 
1a. determinación de soluciones prueba de las ecuaciones de Maxwell en 
espacios-tiempo con alguna isometría [32]. Con vistas al estudio y clasi­
ficación de soluciones de vacío puede ser interesante analizar la relación 
entre las direcciones principales del campo de Papapetrou y la geometría 
asociada al tensor de curvatura. En este sentido se ha, considerado el 
posible alineamiento con alguna de las direcciones de Debever [32] y se 
ha demostrado que, para el caso particular de la métrica de Kerr, las dos 
direcciones dobles de Debever coinciden con las direcciones principales del 
campo de Papapetrou [60], [32],
En un espacio-tiempo de tipo D que adm ita un campo de Killing pode­
mos preguntarnos cuándo el campo de Papapetrou asociado está alineado 
con la estructura principal del tensor de Weyl. En el Capítulo 5 de este 
trabajo se prueba que, entre todas las soluciones de vacío de tipo D, sola­
mente la subclase de las métricas de K err-NU T goza de dicha propiedad. 
Por o tra  parte, es conocido que a cada solución de vacío de tipo D, se le 
puede asociar una 2-forma de Maxwell cuyas direcciones principales son 
las direcciones de Debever dobles, y con escalares invariantes determina­
dos por el valor propio del tensor de Weyl [14]. Entonces, en las soluciones 
de Kerr-NUT y como consecuencia de las ecuaciones de Maxwell, dicha 
2-forma de Maxwell y el campo de Papapetrou deben diferir, a lo sumo, 
en una rotación de dualidad constante. Aquí comprobamos que esta ro­
tación de dualidad depende del parámetro de N U T [67] y que, para el caso 
de la métrica de Kerr toma el valor 7r / 3.
En el caso de espacios-tiempo de tipo I con simetrías puede analizarse el 
alineamiento de un campo de Papapetrou con alguna de las tres 2-formas 
principales. En el capítulo 4 demostramos que, en el caso de métricas de 
vacío, una condición necesaria para que la geometría del campo de Papa­
petrou sea principal del tensor de Weyl es que el espacio-tiempo sea de la 
clase I\ introducida por nosotros. Además estudiamos dicho alineamiento 
en cada una de las soluciones de vacío encontradas.
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1. Clasificación del tensor de Weyl
La clasificación de Petrov es el estudio de los posibles tipos algebraicos 
delendomorfismo del espacio de las 2-formas asociado canónicamente a 
la loble 2-forma de Weyl. En este capítulo se caracterizan los tipos 
algebraicos con el formalismo covariante adecuado para abordar en el 
captulo 2 el cálculo de todos los elementos geométricos asociados al Weyl. 
Eneste enfoque aparece de forma natural la noción de 2-forma principal 
delWeyl, introducida por Bel [4].
Un punto de vista alternativo [78], [26] consiste en el estudio de la 
poáción relativa entre el cono isótropo de la métrica usual del espacio 
délas 2-formas y el cono isótropo de la doble 2-forma de Weyl como 
fom a cuadrática en dicho espacio. Desde este punto de vista, aparecen 
asociadas al tensor de Weyl unas direcciones isótropas privilegiadas que 
llanaremos direcciones de Debever [24], [25].
El capítulo está estructurado en cuatro secciones. En la sección 1 se 
recogen algunos resultados conocidos sobre 2-formas, y en particular se 
recuerdan los procedimientos covariantes para el cálculo de los elementos 
geométricos definidos por estos objetos.
Dado que la ecuación característica del endomorfismo asociado al Weyl 
pu;de tener raíces complejas, se complexifica el espacio de las 2-form as y 
se extiende el endomorfismo a.1 complexificado. Podemos hablar entonces 
de 2-formas complejas propias del Weyl. En la sección 2, se recogen 
algmas propiedades de dicho espacio vectorial. Los conceptos de 2-plano 
prhcipal y dirección principal, se generalizan para, las 2-formas complejas, 
y m particular para las 2-formas autoduales. Se comprueba asimismo que 
exste una biyección entre las bases ortonormales (resp. isótropas) de 2-  
fomas autoduales y las bases ortonormales (resp. isótropas reales) del 
taigente y se ofrece un algoritmo para el cálculo covariante de cualquiera 
deellas dada la otra. Este resultado es clave para calcular en los capítulos 
sigiientes las bases canónicas del Weyl y caracterizar espacios en los que 
exsten congruencias con propiedades particulares.
El estudio algebraico del Weyl, queda reducido al estudio de un en- 
donorfismo en el espacio vectorial complejo de dimensión tres de las 2-  
fomas autoduales. En la sección 3, se resuelve el problema de valores
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propios para el Weyl autodual y se recuperan los tipos Petrov-Bel del 
Weyl en términos del polinomio característico y del polinomio mínimo 
del Weyl autodual. Ofrecemos al final de la sección dos algoritmos para 
la clasificación de un tensor de Weyl dado, en los que sólo intervienen 
condiciones tensoriales.
En la último sección recogemos la clasificación alternativa del tensor 
de Weyl basada en la existencia de direcciones de Debever. Escribiremos 
las ecuaciones de Sachs en términos de 2-formas autoduales isótropas, 
que nos permitirán posteriormente el cálculo de estas para los diferentes 
tipos algebraicos del tensor de Weyl. Introducimos además el concepto de 
2-forma unitaria de Debever que resultará de gran utilidad en el capítulo 
siguiente para entender la relación entre los elementos que aparecen aso­
ciados al tensor de Weyl según se opte por el formalismo de 2-formas 
principales o por el de direcciones de Debever.
1.1 Algunas propiedades de las 2-formas
a ) Consideremos la variedad espacio-tiempo (V<i,g), donde la m étrica g 
tiene la signatura (—,+ ,+ ,+ ) ,  con una orientación temporal y un ele­
mento de volumen dados. En cada punto, el conjunto de las 2-formas 
con la suma y el producto por un escalar ordinarios tiene estructura de 
espacio vectorial de dimensión seis. Una 2-forma define un endomorfismo 
del espacio tangente en cada punto. Dado un vector x, denotaremos F (x)  
al vector cuyas componentes son (F (x ))a =  xMF a M. De igual manera 
denotaremos (i(x )F )a = xMF^a , es decir al vector tF (x).
En el espacio vectorial de las 2-formas podemos considerar dos métricas 
diferentes: la métrica usual G = \g  / \g  (donde A denota el producto ex­
terior de doble 1-formas) inducida por la m étrica de la variedad, y la 
métrica inducida por el elemento de volumen 77, es decir
G(F, H ) = (F ,H ) =  ^ G apes F ° 0  H ‘‘
n(F,H) = (*F,H) = jtM .i F** H €i
Dada una 2-forma F , se definen los invariantes:
*  =  (F ,F ); $  =  (F ,* F ) (1.1)
que son los cuadrados de F  con las métricas G y 77. Una 2-forma se dice 
singular si \I>2-|-<I>2 =  0, y se llama regular en caso contrario. Una 2-forma 
se dice simple si existen dos vectores x, y de manera que F  =  x A y. En 
términos de los invariantes (1.1), esta condición es equivalente a <í> =  0. 
Las 2-formas regulares simples que verifican 'I' <  0 (¥  0) se llaman
temporales (espaciales). Nosotros llamaremos 2-formas unitarias a las 
2-formas simples temporales U tales que (U, U) = — 1.
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Como sobre las 2-formas *2 =  —Id, se comprueba fácilmente que para, 
cualquier par de 2-formas F  y H:
(*F,*H ) = - ( F ,H )  (F ,*H ) = (*F ,H ) (1.2)
Entonces los invariantes asociados a *F  son — y — 3> y F  es regular, 
singular o simple si y sólo si *F  lo es. Además, F  es temporal (espacial) 
si y sólo si *F  es espacial (temporal).
b) Una 2-form a unitaria U, determina una pareja de 2-planos invariantes 
(uno temporal y otro espacial cuyos elementos de volumen son U y *U 
respectivamente) que se llaman 2-planos principales. En términos de U 
y *U, los proyectores sobre esa pareja de 2-planos son
v = U x U\ h = g — v = — * ’U x  *U
donde x denota la contracción de índices adyacentes en el producto ten- 
sorial. Las dos direcicones isótropas l± contenidas en el 2-plano U se 
denominan direcciones principales de la 2-forma U. Podemos elegir la 
parametrización de las direcciones principales de manera que U =  /_ A/+ . 
Si además imponemos que las dos direcciones estén orientadas al futuro,
l -  y l+ no son intercambiables y en ese sentido nos referiremos a ellos 
como primer y segundo vector principal de la 2-forma U. Estos vectores 
están fijados salvo una reparamentrización que mantenga la orientación 
temporal, es decir
lt ^ e tX lt \ (e =  ± l )
Cada parametrización de esos vectores principales determina una única 
base ortonormal {eo,ei} del 2-pla.no U de manera que lt =  eo +  eei, 
donde además se verifica que eo está orientado al futuro. Las direcciones 
principales l± de U son las únicas direcciones reales propias comunes a 
U y a *U y pueden calcularse resolviendo en cada caso la ecuación de 
vectores propios. Pero también podemos dar un algoritmo para calcular 
de modo covariante las direcciones principales como [15]
l± oc - i { x ) [ - U x U ± U ]  (1.3)
Sin embargo, un problema que no resuelven los concomitantes ante­
riores es el siguiente: dada l una de las direcciones principales con una 
parametrización fijada y orientado al futuro, determinar el otro vector 
principal, V, tal que U = el A V. Un cálculo directo prueba que
_  [ t f x i ; +  <!/](*)
2 (x ,l)  1 ’
donde e =  signo (U (x,l)) y x  es cualquier vector temporal orientado al 
futuro.
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c) Dada una 2-forma. regular F , existen dos escalares fi y  y una 2-forma. 
unitaria U, de manera que
F  fiU + i/ *U
Diremos que U es la geometría de la 2-forma F . Los conceptos de 2- 
plano principal y direcciones principales se trasladan a F  a través de su 
geometría. Las direcciones principales de F , se caracterizan por ser las 
únicas direcciones reales propias de F  y de *F, es decir, que satisfacen
l± A i{l±)F  = 0; l± A  i(l± ) * F  =  0
La geometría de una 2-forma regular F , puede calcularse a partir de sus 
invariantes como U — a F  +  (3 * F  donde
i n - y  i n +y , ■
“  =  ~ ñ V ~ 2 í T  ñ y ~ 2n ~  n  =  v '* a +  *> (1.5)
Conocida la geometría, de F , las direcciones principales pueden obtenerse 
de la expresión (1.4).
d ) Una 2-forma singular H  y su dual tienen una dirección (isótropa.) 
propia común l con valor propio cero, H (l) =  0 =  *H (l), que se llama, 
dirección fundamental de H. La dirección fundamental de H  puede ob­
tenerse como [15]
l oc H 2 (x) ( 1 . 6 )
para cualquier vector temporal x. Ahora bien, dada H , existe una única 
parametrización de la dirección fundamental l tal que está orientado al 
futuro y tal que H  = l Ae2, con e<i unitario. A la dirección fundamental de 
H  con esa parametrización privilegiada le llamaremos vector fundamental 
de H . Es claro que e2 no es único, sino que está dado salvo la transfor­
mación e2 e2 +/iZ. Llamaremos 2-planos principales de la 2-forma H  a 
los 2-planos isótropos definidos por H  y por *H. El vector fundamental 
de una 2-forma singular H , puede obtenerse como
i = _ m =  (i.7 )
tJ -F 1 2{x , x )
donde x  es cualquier vector temporal y orientado al futuro.
1.2 El espacio de las 2-formas autoduales
a ) La complexificación del espacio tangente en cada punto induce de forma 
natural una complexificación del espacio de las 2-formas. Diremos que 
una 2-forma compleja F  + iH  es autodual [resp. antiautodual] si verifica 
*(F  +  iH ) = i(F  +  iH ) [—i(F  + iH )]. Es inmediato comprobar que toda.
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2-forma autodual (resp. antiautodual) se expresa como F —i* F  (F + i* F )
El espacio vectorial complejo de las 2-formas se descompone como suma 
ortogonal de las autoduales y las antiautoduales.
La m étrica inducida por la del espacio de las 2-formas sobre el su- 
bespacio de las 2-formas autoduales puede extenderse a un tensor sobre 
todo el espacio de las 2-formas que coincide con esta métrica sobre el 
las autoduales y es cero sobre las antiautoduales. Denotaremos Q a este 
tensor. En términos de G y 77 se verifica que
Dado que el espacio de las 2-formas autoduales no contiene 2-formas 
reales, no tiene sentido hablar de signatura de esta métrica ya que si 
G {F ,F ) =  — 1, Q { iT fiT ) =  1. Llamaremos 2-forma autodual unitaria a 
U  tal que {ti, U) = — 1, que equivale a que su parte real U sea temporal y 
unitaria. Se dice que una 2-forma autodual Ti es isótropa si (Ti, Ti) = 0, 
lo que corresponde al caso de que H  sea singular.
Dada T  regular, se verifica que U — (a  +  i@)F es unitaria, donde a  y 
0  son los invariantes definidos en (1.5). A U le llamaremos geometría de 
T . De igual manera llamaremos 2-planos principales y direcciones princi­
pales de T  a los definidos por su geometría. No hay ambigüedad en estos 
conceptos, en el sentido de que cualquier 2-form a (ye + iv )T  determina 
la misma geometría y por tanto los mismos 2-planos y direcciones prin­
cipales. Las direcciones principales quedan definidas por ser las únicas 
direcciones reales propias de t i ,  es decir
Si Ti es isótropa, H  determina un 2-plano {/, e2} tal que H  = l A  e2, 
y *H  otro 2-plano de manera que *H = —lA e ^ .  Los vectores {l, 62, 63} 
generan el subespacio ortogonal a l. Una combinación arbitraria de H  y 
*H  determ ina un 2-plano diferente generado por l y una combinación de 
e2 y e3. Entonces, si Ti es isótropa, llamaremos vector fundamental de Ti 
al vector fundamental de H  y 2-planos principales a los definidos por H  
y por *H. El vector fundamental es el único vector real propio de Ti con 
valor propio cero.
donde F  es una 2-forma real. Nosotros denotaremos T  (T )  a la 2-forma 
autodual (antiautodual) definidas por F  con la normalización
V 2
( 1.8 )
i(l±)U  A l±  =  0
i{l)Ti = 0
b )  Una base ortonormal del espacio de las 2-formas autoduales está for­
m ada por tres 2-formas autoduales {¿/¿} de manera que
Q(lii,U j) = - 6 ij
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Sea {ea } una base ortonormal orientada y ortócrona y consideremos rj = 
eo A ei A e2 A e3. Si definimos Ui =  eo A e¿, la base ortonormal {Ui} es 
una base ortonormal del espacio de las 2-formas autoduales que tiene una 
orientación inducida por
Recíprocamente, cada base ortonormal {Ui}, orientada por (1.9), del es­
pacio de las 2-formas autoduales determina una única base ortonormal 
orientada {ea } con eo orientado al futuro de manera que =  eo Ae¿. Esta 
biyección es consecuencia del isomorfismo entre el subgrupo ortócrono pro­
pio del grupo de Lorentz y el grupo SO(3,(C) de las rotaciones conservando 
la orientación del espacio de las 2-formas autoduales
Para la determinación covariante de la geometría del tensor de Weyl 
en el capítulo siguiente, necesitamos expresiones explícitas que permitan 
calcular cualquiera de las bases dada la otra.
Hasta aquí sólo sabemos costruir la base {Ui} dada {ea }. Obtendre­
mos ahora expresiones para calcular de modo covariante la base {ea } en 
términos de la base {Ui}. La 2-forma real Ui = y/2Re(Ui) verifica que 
Uí * U í = —eo ® eo +  e¿ <g> e¿. Entonces se tiene que
Por lo tanto Po proyecta cualquier vector sobre la dirección eo con lo que 
podemos calcularlo multiplicando por un vector arbitrario. Conocido eo, 
si tenemos en cuenta que t/¿(eo) =  e¿, podemos obtener la base ortonormal 
{ea }. Resumimos estos resultados en la siguiente
P ro p o s ic ió n  1 Si {ea } es una base ortonormal orientada y ortócrona y 
definimos Ui = ^ = ( —i* U i) siendo Ui = eoA e¿, entonces la terna {Ui} 
es una base ortonormal orientada del espacio de las 2 -formas autoduales. 
La inversa de esta biyección está dada por
Uk -  \\¡2  t ijk Ui x Uj (1.9)
— ► 5 0 (3 ,(D)
L  — ► | [ L A L  — i*  l  a  l \
donde x  es cualquier vector temporal orientado al futuro y
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c) Podemos asociar biunívocamente una base isótropa real orientada y 
ortócrona {Z_,Z+,e2 ,^ 3 } a cada base ortonormal orientada y ortócrona 
{ea } a través de las relaciones
En el mismo sentido, dada una base ortonormal orientada del 
espacio de las 2-form as autoduales, podemos asociarle biunívocamente 1a. 
base isótropa orientada {U ,H -,H + }. Las relaciones explícitas entre las 
dos bases están dadas por
Una báse isótropa orientada {U ,T Í-,T Í+} queda definida porque U es 
unitaria, Tí± son isótropas, y por las relaciones
cen que l± son las direcciones fundamentales de Tí±. El recíproco también 
es inmediato. Sea U unitaria., y Tí isótropa tal que (U, Tí) = 0. Si comple­
tamos {U,U2 ,U3} una b.o.n. se tiene que las únicas direcciones isótropas 
ortogonales a IÁ tienen la dirección de Tí± , y por lo tanto Tí tiene la di­
rección de una de ellas. Entonces, la dirección fundamental de Tí coincide 
con una de las direcciones principales de U. Enunciaremos explícitamente 
este resultado que nos será útil en el capítulo siguiente para, obtener la 
relación entre las direcciones de Debever y las 2-forma.s principales del 
Weyl.
L em a 1 Si U es una 2-forma unitaria y Ti es una 2-forma isótropa, 
la condición necesaria y suficiente para que t i  y Tí sean ortogonales es 
que la dirección fundamental de Tí coincida con una de las direcciones 
principales de ti.
En este punto, conviene señalar una diferencia entre las bases orto- 
normales orientadas y las bases isótropas. En el primer caso tenemos un 
procedimiento sencillo para determinar un elemento de la base conocidos 
los otros tres. Por ejemplo, eo =  *(ej A €2 A e3). La expresión (1.9) nos 
dice que hay una propiedad equivalente para las bases ortonormales Ui. 
En ambos casos tenemos un algoritmo deductivo para, completar la. base. 
Este procedimiento no es válido para las bases isótropas {Z_,Z+ ,e2,e3}. 
Evidentemente, conocidos tres elementos, siempre podemos resolver las 
ecuaciones que restringen el cuarto. Pero si queremos un algoritmo de­
ductivo, podemos utilizar las expresiones (1.4) que nos determinan las 
direcciones principales de una 2-forma. Más precisamente, en una base
Z£ — -j=  (eo +  eei); eo — —j=  (Z_ +  Z+ ); e\ — —y= (Z+ — Z_) (1.10)
U = Ui\ H e = U 2 - k U 3 (e =  ± l ) ( 1 . 11 )
(1.32)
Si l± son las direcciones principales de U, las relaciones (1.11) nos di-
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isótropa real orientada y ortócrona {Z_, Z+ , e2, 63} el vector Z+ está dado 
en función de los otros tres elementos por (1.4) con U = *(e2 A  63).
Pero de cara a determinar de forma covariante la geometría del tensor 
de Weyl, será más útil un resultado similar al de la. proposición 1 para las 
bases ortonormales. En ese sentido, consideremos una 2-forma unitaria 
U y una isótropa ortogonal Ti. Sea H  = v ^ R e(Ti). La dirección funda­
mental l de H , que coincide con una de las direcciones principales de U, 
está dada por (1.7). Conocida l, podemos usar (1.4) para, calcular la o tra  
dirección principal V de U. Conocidas l y l', podemos completar la base 
sin más que considerar e2 =  H{V), e$ =  — * H(V). Así tenemos:
Proposición 2 Dadas U y Ti una 2-forma autodual unitaria y una isó­
tropa ortogonal respectivamente con U x Tí = existe una única
base isótropa real {1, 1' ,e2, 63} de manera que
U = e l Al'] H  = l A e2
donde, si x  es cualquier vector temporal orientado al futuro.
H 2 {x) [U xU  + eU ){x)
~  y / -H * ( x ,x ) '  ~  2(1 ,0  (1.13)
e2 =  H{V) e3 -  *H (l')
siendo e = signo (U (xJ)).
Entonces, como caso particular, conocidas {ZY,7í_}, tenemos un algo­
ritmo covariante para calcular la. base isótropa real orientada y ortócrona, 
haciendo e =  1 en la proposición anterior.
1.3 Clasificación de Petrov-Bel
a) Denotaremos W  a la doble 2-forma de Weyl. Recordemos que W  se 
define a  partir del tensor de Riemann, H , como:
1 R
W  = U -  -R icA g  -I- — <?a <7
donde R ic = tr  13(7£) y R  = tr(R ic) y t r 13 representa la contracción del 
primer y tercer índice.
Algebraicamente, W  es una. doble 2-forma con todas sus trazas nulas, 
W apas =  0 y W af3ap = 0, y que verifica además *W =  W *. Desde un 
punto de vista exclusivamente algebraico, la doble 2-forma de Weyl puede 
considerarse como un endomorfismo del espacio de las 2-form as en cada, 
punto de la variedad espacio-tiempo. El estudio de tal endomorfismo 
y de sus posibles tipos algebraicos, es el que da lugar a los diferentes 
tipos Petrov-Bel. Recordemos que, dada una 2-forma F, se define la
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imagen por W  de F , W (F ), como 1a. nueva 2-forma cuyas componentes 
son W (F ) a /3 — 7¿Wape6 Fts- El estudio de este problema de valores y 
vectores propios fue iniciado por Petrov [71] y refinado por Géhéniau 
[46] y Bel [3] considerando no sólo el número de subespacios invariantes 
independientes, sino también la multiplicidad de los valores propios.
Teniendo en cuenta que *W  — W*, el estudio algebraico de la doble 
2-forma de Weyl se reduce [46] al estudio del problema de vectores y 
valores propios del endomorfismo del espacio de las 2-formas autoduales 
definido por el tensor de Weyl autodual W  =  W  — i * W ). En función 
de los invariantes escalares complejos
a =  £r(W 2) , b = ír(W 3)
la ecuación característica se escribe
a:3 — ^-ax — ^6 =  0 (1-14)
¿i o
En la resolución del problema de valores propios distinguiremos los casos 
de que las tres raíces sean iguales (y como W  es de traza nula las tres son 
nulas), que haya dos iguales y una diferente o que las tres sean diferentes. 
En términos de invariantes se tiene
L em a  2 Sea W  el tensor de Weyl autodual y consideremos la ecuación 
característica ( 1 .1 4 )- Se verifica:
1. La ecuación característica tiene tres raíces diferentes pk si, y sólo 
si, 6b2 a3. Además, en términos de a y b están dadas por
_ 27Tfc ; a 2-rrk ;
/*  =  /3 e *  + - e  3 > ;  f> =  ^
2. La ecuación característica tiene dos raíces iguales p =  -£■ , y una 
diferente —2p, si, y sólo si, 6b2 =  a3 / O .
3. Las tres raíces de la ecuación característica son iguales, y por lo 
tanto iguales a cero, si, y sólo si, a = b = 0.
b ) Si ahora retinamos cada uno de los casos anteriores teniendo en cuenta 
los posibles polinomios mínimos se obtienen los seis tipos algebraicos que 
aparecen en la literatura. Recordando que el polinomio mínimo es di­
visor del característico y que tiene las mismas raíces que aquél pero no 
necesariamente con la misma multiplicidad, se tiene que si las tres raíces 
son nulas, los únicos divisores del polinomio característico son x , x 2 y 
x3 y que corresponden a los tipos O, N  y I I I  respectivamente. Como
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todo endomorfismo es raíz de su polinomio mínimo, en términos del Weyl 
autodual y de sus invariantes tenemos
Tipo O W  =  0
Tipo N <=* W / 0 ,  W 2 =  0
Tipo III a = b = 0 , W 2 / 0
En el caso de que haya dos raíces iguales las únicas posibilidades para
el polinomio mínimo son (x  — p)(x  +  2p) y (x — p)2(x + 2p) que dan lugar
a los tipos D  y I I  respectivamente. Tenemos en concreto
Tipo D <=> 6 b2 = a3 ¿  0 , (W  -  aQ )(W  +  2aQ) = 0
Tipo II 6 b2 = a3 f  0 , (W  -  aQ ){W  +  2aQ) /  0
Por último si las tres raíces son diferentes, el polinomio mínimo coin­
cide necesariamente con el característico y obtenemos el tipo I, que queda 
caracterizado por la condición escalar
Tipo I <£=>► 6b2 /  a3
c) Ofrecemos a continuación dos algoritmos para la. determinación del 
tipo algebraico de la doble 2-forma de Weyl. El primero es equivalente 
al de d ’Inverno y Rusell Clark en cuanto a número de pasos y esquema 
de decisiones pero en lugar de trabajar con las componentes del Weyl en 
una tetrada isótropa compleja, trabajarem os con el Weyl autodual y sus 
invariantes. El segundo está estructurado según el grado del polinomio 
mínimo de W.
Para cualquier doble 2-forma simétrica P  denotemos P T al tensor
P’f a M  = J ( S ^ V ^ s )  QaStS
Si la doble 2-forma de Weyl es diferente de cero, su tipo algebraico puede 
calcularse a partir de uno cualquiera de los siguientes diagramas.
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6 b2 = a3
no
a =  0 =  b
no
W 2 =  0
no
Tipo D Tipo III Tipo NTipo I Tipo II
— tr (W 2) , b -- ír(W 3)
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w 2 =  o
no







-- ír(W 2) , b = ír(W 3)
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1.4 Sobre las 2—formas de Debever
a) Un punto de vista alternativo al de la clasificación del Weyl como 
endomorfismo del espacio de las 2-formas es el planteado por Debever 
[24]. Si consideramos el tensor de Weyl como forma cuadrática en el 
espacio de las 2-formas autoduales, podemos calcular la intersección de 
los conos isótropos del Weyl y de la métrica, es decir, calcular las 2-formas 
autoduales Ti que satisfagan
G (H ,H ) = 0  = W {H ,H )
Llamaremos 2 -formas isótropas de Debever a las 2-formas intersección 
de los dos conos de luz, y direcciones nulas principales o direcciones de 
Debever a las direcciones fundamentales de esas 2-formas.
Dada una base isótropa {U, Ti- , Ti+}, busquemos una 2-form a isótropa 
Ti que contenga una de las direcciones de Debever. Salvo reparametriza- 
ción, podemos escribir Ti =  2 v l i - v 2Ti+-\-Ti-. La condición W (Ti,T i) =  0 
se convierte en una ecuación para u de grado cuatro, con coeficientes com­
plejos que son las componentes del Weyl en la base {U ,T i-,T i+ }. C ada 
raíz diferente de esa ecuación nos proporciona una 2-forma isótropa T i-  
solución de la ecuación W {Tí,Ti) =  0, y por lo tanto una dirección de 
Debever. La degeneración de tales direcciones corresponde a  la degene­
ración en la multiplicidad de esas raíces. Así, el tipo I corresponde al 
caso de que existan cuatro direcciones de Debever simples. En el tipo II, 
aparece una dirección de Debever doble y dos direcciones simples. En el 
tipo D tenemos dos direcciones dobles. El tipo III corresponde al caso de 
que exista una dirección triple y una simple, y por último, en el tipo N 
existe una única dirección de Debever cuádruple. El diagrama de Pen- 




b) Sea T i- una 2-forma autodual isótropa cualquiera y l -  su dirección 
fundamental, y completemos una base isótropa {ti, T i-,T i+ }  del espacio 
de las 2-formas autoduales. Es claro que esa base no es única y que, 
además de la reparametrización de Ti- , tenemos la libertad de la elección 
de la 2-form a unitaria U ortogonal a ella (U+ A T i-). Una vez fijadas estas 
2-formas, la  otra isótropa es única. En concreto, todas las bases isótropas
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que podemos elegir manteniendo la parametrización de la isótropa dada 
son
{U +  \ H - , H - , -2XU  -  2A2H -  +  TÍ+}
Como las direcciones principales de U son las direcciones fundamen­
tales de las 2-formas isótropas ortogonales, cualquiera de estas bases ve­
rifica
U{1-) A Z_ =  0 =  H + (l-)  A /_ ±  0
En una cualquiera de estas bases isótropas {U ,T i-,T i+}, el Weyl au­
todual se escribe como
W  = (M ® U  + (3tU ® H t + i 'H - ® H -  + X H - §> Ti + +  6 Tí + ®Tí + (1.15)
Un cálculo directo demuestra que W (T í- ,T í- )  =  0 <=> 6  =  0. Por 
otra  parte, si en (1.15) calculamos /_ A W(/_;Z_) A Z_ se verifica que la 
condición necesaria y suficiente para que tal expresión se anule es S =  0. 
Recuperamos así el resultado de Sachs [79] que caracteriza las direcciones 
de Debever simples:
L A W ( L ; L ) A L  =  W { H - ,H - )  = Q (1.16)
Las sucesivas degeneraciones de esta condición nos llevan a la exis­
tencia de direcciones de Debever múltiples. Una primera degeneración 
que podemos considerar es 7 i-  x W { H -)  = 0. De la expresión (1.15) se 
deduce que 7i~ x W (7i~ ) =  0 <=> ¡3+ = 0  = 6
Razonando como antes se prueba que esto ocurre si, y sólo si, la di­
rección fundamental Z_ de T í-  satisface la ecuación W(Z_; /_ ) A l-  = 0 que 
corresponde a la ecuación de Sachs [79] para las direcciones de Debever 
dobles, es decir
W { l - ; l - ) / \ l - = 0 ^ = > H - x W { H - )  = 0 (1.17)
Una degeneración más la encontramos en la condición W (?i - )  = 0. 
Tal condición equivale a que la dirección fundamental de T i-  satisfaga la 
ecuación de Sachs [79] para las direcciones triples,
l -  A W(f_;  ) =  0 <í=> W {H ) = 0 (1.18)
Por último, podemos considerar el caso Tí x W  = 0. Tal condición 
equivale a que la dirección fundamental de Tí satisfaga la ecuación de 
Sachs [79] para las direcciones de Debever cuádruples
W(£—; ) = 0 < = > H -  x W  =  0 (1.19)
Si tenemos en cuenta que, dada una 2-forma isótropa Tí, las únicas 
2-formas T  que satisfacen la condición Tí x T  =  0 son T  — XH, se deduce 
que Tí x W{Ti) = 0 si, y sólo si, W {Tí) = XTí, es decir, Tí es propia del 
Weyl autodual. Recuperamos así el resultado conocido
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L em a 3 Las direcciones múltiples de Debever son direcciones fundamen­
tales de 2-formas isótropas propias del Weyl. Las direcciones de Debever 
simples nunca son direcciones fundamentales de 2 -formas isótropas pro­
pias.
c) Para un tensor de Weyl dado, cada par TLT de 2-formas isótropas 
de Debever definen un 2-plano en el espacio de las 2-formas autoduales 
que es el ortogonal a una dirección regular V (\/2V =  g — H -  x H+) .  
La 2-forma unitaria V tiene como direcciones principales las direcciones 
fundamentales de las 2-formas isótropas es decir, que V tiene como 
direcciones principales dos direcciones de Debever. A una 2-forma uni­
taria  con esta propiedad le llamaremos 2-forma unitaria de Debever. En 
tipo N, no existe ninguna de estas 2-formas. En los espacios de tipo III 
y en los de tipo D, existe una única 2-forma unitaria de Debever. En 
los espacios de tipo II, tenemos tres: una de ellas contiene a las dos di­
recciones simples, y las otras dos contienen cada una 1a, dirección doble y 
una dirección simple. Por último, si el Weyl es de tipo I, podemos formar 
seis 2-formas de Debever con las cuatro direcciones simples que tenemos.

2. Geometría del tensor de Weyl
Como hemos visto en el capítulo anterior, hablar de 2-formas propias 
del Weyl, es hablar de 2-formas propias autoduales. Siguiendo a  Bel, 
llamaremos 2-forma principal del Weyl a toda 2-forma autodual propia 
de W. Con ello, la riqueza geométrica de las 2-formas se traslada al Weyl 
a  través de las 2-formas principales. En ese sentido llamaremos 2-plano 
principal del Weyl al 2-plano principal de cualquier 2-forma principal 
del Weyl. De igual m anera se puede hablar de direcciones principales 
del Weyl, como de las direcciones principales de las 2-formas autoduales 
regulares propias del Weyl y de vectores fundamentales, que serán los 
vectores fundamentales de las 2-formas isótropas propias. Nosotros ha­
blaremos en general de geometría del Weyl para referirnos a todos los 
elementos que aparecen asociados a la. doble 2-forma de Weyl a través 
de las 2-formas principales o de otras 2-formas características como por 
ejemplo las 2-formas de Debever.
El objetivo de este capítulo es ofrecer algoritmos covariantes y ex­
plícitos para calcular todas los elementos geométricos asociados al Weyl: 
las 2-formas propias, las direcciones de Debever y todas las direcciones 
privilegiadas que aparezcan de modo natural en cada uno de los tipos 
Petrov.
El primer paso es la obtención de los vectores propios, que aquí serán 
2-formas propias, y el cálculo de la expresión del Weyl adaptada a esas 
direcciones propias. Este primer nivel es equivalente al que aparece en la 
determinación covariante de autovectores para un tensor simétrico en el 
espacio-tiempo [7],
Las 2-formas propias determinan a su vez direcciones privilegiadas en 
el tangente (direcciones principales de 2-formas regulares o vectores fun­
damentales de 2-formas isótropas). Pero no sólo encontramos direcciones 
isótropas privilegiadas, sino también referenciales ortonormales privilegia­
dos: los determinados por una base ortonormal de 2-formas autoduales, 
o por una 2-forma autodual unitaria y una isótropa ortogonal. Tales 
bases ortonormales del tangente asociadas a las 2-formas que aparecen 
en la expresión canónica del Weyl, son las bases canónicas. Dependiendo 
del tipo algebraico existe una única base canónica o una familia de bases
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canónicas. En cualquier caso, obtenemos expresiones covariantes de tales 
bases en todos los tipos Petrov.
Hemos estructurado la primera parte del capítulo en cinco secciones 
que corresponden a los cinco tipos no nulos de Petrov-Bel. Para, cada uno 
de los tipos obtenemos en el apartado a) la expresión canónica usual para, 
el tensor de Weyl. En el apartado b) de cada sección obtenemos la. re­
lación entre las direcciones de Debever y las direcciones principales de las 
2-formas que aparecen en la expresión canónica. Como en algunos tipos 
no localizamos así toda la geometría de Debever, buscamos expresiones 
alternativas que permitan localizar estas direcciones. Estas expresiones 
adaptadas a las 2-formas de Debever permiten explicar algunas degene­
raciones de unos tipos a otros en un diagrama de Penrose que no permite 
la forma canónica usual. En el apartado c) calculamos explícitamente 
las 2-formas principales y las direcciones de Debever, y por último, en el 
apartado d), las bases canónicas que define el tensor de Weyl.
Hemos incluido dos secciones más en este capítulo. En la. sexta, pre­
sentamos algunos resultados algebraicos sobre espacios de tipo I, y en 
concreto, completamos la. interpretación del invariante M  considerado 
por Arianrhod y otros [1] para, el caso de que sea real negativo. La. última 
sección recoge los resultados del cálculo, para cada tipo Petrov, de las 
direcciones que anulan 1a. parte eléctrica, o la. parte magnética del Weyl.
Los resultados de este capítulo han sido presentados en los Encuentros 
Relativistas de los años 1994 [36] y 2000 [42] y constituyen el contenido 
básico de dos artículos [39], [35],
2.1 Geometría del tipo N
a) Después del Tipo 0, el Tipo N es algebraicamente el más degenerado 
y corresponde al caso W^O y W 2 =  0. Como W  /  0 existen 2-formas X  
tales que W ( X )  ^  0. Pero para cualquier X  se verifica que W ( W ( X ) )  =  
W 2 (X)  = 0, se cumple que W( X )  es propia de W.  Además, como para 
cualquier par de 2-formas se verifica que (W(A'), W (T)) =  W 2 { X , y )  =  
0, se deduce que W ( X )  y W (T) son isótropas ortogonales y por tanto 
colineales. Así el subespacio imagen del endomorfismo W  es un subespacio 
isótropo de dimensión 1, y podemos reparametrizar esa dirección isótropa 
Ti de manera que
W  = T i® T i (2.1)
A la 2-forma Ti con esa parametrización privilegiada le llamaremos 2 - 
form a canónica. La 2-forma canónica está definida salvo cambio de signo.
Las 2-formas principales son entonces todas las ortogonales a Ti. Conte­
nidas en ese subespacio isótropo existen 2-formas regulares propias. Dada 
U  unitaria, y ortogonal a Ti todas las demás son U +  A Ti donde A € <C. 
Todas esas 2-formas regulares contienen a la dirección fundamental l de 
Ti y esa es la condición que las define. En concreto, los 2-planos prin­
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cipales del Weyl, son todos los que contienen al vector fundamental l de 
la dirección isótropa propia. Si son temporales, corresponden a  2-pla.nos 
principales de 2-formas propias regulares, y si son isótropos, son los 2- 
planos fundamentales de las 2-formas isótropas propias del Weyl, p ü ,  
con p  complejo. A los dos 2-planos isótropos definidos por la 2-forma. 
canónica Ti les llamaremos 2-planos canónicos y al vector fundamental l 
de Ti, vector fundamental del Weyl.
b ) El tipo N queda caracterizado porque adm ite una dirección de Debe- 
ver cuádruple, es decir, porque existe una 2-forma isótropa que satisface 
la segunda condición de (1.19). A partir de (2.1) resulta que 1a. 2-forma 
canónica, es solución de esta ecuación y por lo tanto
P ro p o s ic ió n  3 Si el tensor de Weyl es de tipo N, el vector fundamental 
determina la dirección de Debever cuádruple.
c) Abordaremos ahora el cálculo covariante de los elementos geométricos 
que aparecen asociados a un tensor de Weyl de Tipo N: la 2-forma. 
canónica Ti y el vector fundamental l. A partir de la expresión (2.1), 
podemos calcular la primera multiplicando por una 2-forma arbitraria, y 
conocida Ti podemos utilizar (1.7) para obtener l. Más precisamente se 
tiene
P ro p o s ic ió n  4 Sea W  un tensor de Weyl de Tipo N. Entonces su 2 -  
form a canónica Ti puede obtenerse como
H = _ m =  (2.2)
>J W( X, X)
donde X  es cualquier 2-forma tal que W( X) ^ Q.
El vector fundamental l está dado por
i =  ; ^ h x h  (2.3)
y / - i 2 { x ) H x H
donde H  es la 2-form a real asociada a Ti y x  es cualquier vector temporal 
orientado al futuro.
d)  La familia a  dos parámetros de bases canónicas asociadas al un ten­
sor de Weyl de tipo N, son las definidas por Ti y por cualquier 2-forma 
unitaria U ortogonal a ella. Como, dada una de estas 2-formas U, todas 
las demás son IA =  U +  XH con A complejo, los dos grados de libertad 
en las bases canónicas son los de elegir el parámetro A. Si escribimos 
A =  p + iu, se tiene que U =  U + pH  + u * H . Como además sabemos 
que la condición necesaria y suficiente para que U y Ti sean ortogonales 
es que la dirección fundamental de Ti coincida con una de las principales
de U, podemos construir U sin más que considerar U ocl A x ,  donde x  es
cualquier vector temporal. Teniendo entonces en cuenta la proposición 2, 
y recordando que Ti está fijada salvo signo, se deduce
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Proposición 5 Si un tensor de Weyl W es de tipo N  y si H  y l son la 
2-forma canónica y el vector fundamental dados en (2.2) y (2.3) respec­
tivamente, entonces existe una familia a dos parámetros de bases canó­
nicas orientadas y ortócronas {1,1',e 2, 63} de manera que H  = el A e^ y 
*H = —el A es. Estas bases están dadas por
1' - e2 e3 = (2.4)
donde e =  ±1, y donde
U = Ü + pH  + v * H ,  = ¡i,v  eJR.
{l ,x)
y siendo x  cualquier vector temporal orientado al futuro.
Podemos entender los grados de libertad en la elección de las bases canó­
nicas desde otro punto de vista: un tensor de Weyl de tipo N, determina 
y sólo determina el vector fundamental l y los dos 2-planos canónicos 
H  y *H. Conocido l , podemos determinar dos direcciones espaciales 
unitarias es y es en H  y *H  respectivamente, y luego completar la base 
{l,V  ,e 2 ,es}. Esta base no es única porque e2 y e3 están dados salvo 
e2 =  ees + pl, es — eés +  vi con p ,v  G IR. Esta idea proporciona un 
algoritmo de cálculo de las bases canónicas equivalente a.1 anterior, ya que 
podemos calcular los vectores es y es como
_ _  H{x)  _ _  *H{x)
y / - H 2 ( x , Xy  3 y / - H 2 {x, x)
Entonces para cada elección de p  y v, tenemos un par es, es. El vec­
tor l' que completa 1a. base puede calcularse ahora de la prim era de las 
expresiones en (2.4) tomando U = *(es A 63). Por lo tan to  es claro qué 
transformaciones están permitidas dentro de la familia de bases canónicas. 
Explícitamente se tiene.
Corolario 1 Si {1,1', es, es} es una cualquiera de las bases canónicas del 
Weyl en tipo N, todas las demás bases canónicas son
{/,/' — e/ie2 -  cues, ee2 +  pl, ee3 -I- vi}
donde e =  ±1, y p, v  € IR.
2.2 Geometría del tipo III
a) Si el Weyl es de Tipo III, los cuatro invariantes de vacío son nulos, y se 
cumple que W 3 =  0 pero W 2 ^ 0. Entonces existe alguna 2-forma X , tal 
que W 2 ( X , X ) ^ 0  (si no existiera, como 2 W 2 ( X , y ) =  W 2( X  +  y ,  X  +
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3^) — W 2 ( X , X )  — W 2(37,3 7) =  O tendríamos que W 2 =  0). La 2-forma
y — —. ^ ----- verifica que =  U' unitaria.. Ahora W (U ') =
y / - W 2 ( X , X )
W2(y) es isótropa, ortogonal a U' y propia de W. Si denotamos Ti a 
esta 2-forma, su ortogonal (generado por ella y por U') es un subespacio 
invariante que coincide con el subespacio imagen de W. Como además 
W (U ',U ')  =  W 3^ , ^ )  =  0, se tiene que
W  = U ' ® H  + a H ® H = { U '  + ® Tí
Redefiniendo U  =  U'  +  ^Ti  que sigue siendo unitaria y ortogonal a  Ti, 
recuperamos la expresión canónica de W usual para este tipo Petrov,
W  = U ® ' H  (2.5)
Llamaremos 2 -forma isótropa canónica a. Ti con la parametrización 
que aparece en (2.5), y llamaremos vector fundamental del Weyl al vector 
fundamental l de Ti. Las 2-formas reales asociadas H  y *H, definen los 
2-planos isótropos canónicos. La dirección isótropa que define Ti deter­
mina la única dirección propia del Weyl que existe en este caso. Pero 
en el subespacio invariante ortogonal a Ti tenemos una 2-forma. unitaria. 
U privilegiada. Llamaremos 2-forma canónica unitaria a esta 2-forma. 
Por ser ortogonal a la isótropa Ti, la dirección fundamental l coincide con 
una de las direcciones principales de U. El par {U, Ti) está determinado 
salvo un cambio de signo de ambos elementos (que equivale a  que l sea 
el primer o el segundo de los vectores principales de Vi). Sin embargo, la 
orientación espacio-temporal permite distinguir entre ambas parejas, ya 
que sólo una verifica U  x Ti =  ~ -^ T i .  Es decir, podemos determinar una 
única pareja {U, Ti) asociadas a un tensor de Weyl de tipo III.
b )  El tipo III, está caracterizado también porque existen una dirección 
de Debever triple y una. dirección simple. Es evidente que la 2-forma 
isótropa canónica verifica la ecuación (1.18) que caracteriza a las direc­
ciones triples, y por lo tanto el vector fundamental del Weyl define la 
dirección de Debever triple. Por otro lado, si consideramos Ti' la otra. 2 - 
forma isótropa ortogonal a U, a partir de (2.5) es evidente que satisface la 
ecuación (1.16), y por lo tanto su dirección fundamental (que coincide con 
la o tra  dirección principal de U ) es la dirección de Debever simple. Así, la 
2-forma canónica unitaria contiene a las dos direcciones de Debever que 
existen y por lo tanto  es la única 2-forma unitaria de Debever que existe 
en este caso. Hemos probado entonces el siguiente resultado.
Proposición 6 Si el tensor de Weyl es de tipo III. el vector fundamental 
l determina la dirección de Debever triple. Esta y la dirección de Debever 
simple son las direcciones principales de la 2 -forma canónica unitaria.
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Además, de las expresiones (2.1) y (2.5) resulta claro que la degeneración 
de tipo III a tipo N en el diagrama de Penrose se produce cuando la 2- 
forma U se hace singular e igual a Tí.
c) Consideremos de nuevo 1a. expresión (2.5), W  — U ®TÍ.  Sea X  una 2 - 
forma. que cumpla que W 2 (X , X)^Q,  es decir una 2-forma. que no sea orto­
gonal a la dirección isótropa propia. (Tí oc W 2 (X)).  Como W 2 =  —Tí(&Ti, 
se tienen las siguientes relaciones:
W ( X )  = { U, X ) H + ( H , X ) U  W 2 (X)  =  —(TÍ,X)TÍ
W{ X ,  X )  =  2(W, X) ( H,  X )  W 2 ( X , X)  =  - H { X ) H { X )
Se comprueba entonces que
W 2 (X,  X ) W ( X )  -  ^ W ( X , X ) W 2 (X)  =  ( H , X f U
Tenemos determinada, así la. dirección de la 2-forma U  y por lo tanto 
podemos calcular U salvo signo. Para cada, elección, la única 2-forma Tí 
en la que el Weyl adopta, la expresión (2.5) está dada por Tí = —W (lí). 
Calculadas así, no podemos garantizar que líx T Í  =  — -j^TÍ, es decir, que la. 
dirección fundamental del Weyl sea el primer o el segundo vector principal 
de U. Evidentemente, una vez hecha una elección de ¿Y y calculada Tí, 
podemos comprobar si U x Tí = ~ -^ T Í  o U x Tí =  -j^Tí. Si estamos 
en el segundo caso podemos cambiar de signo ambas 2-formas y ahora 
verifican la primera de las condiciones. Pero como la proposición 2 nos 
permite calcular cualquiera de las direcciones principales de U dada la 
otra, podemos mantener un signo que nos dice cuál de las dos parejas 
hemos elegido. En concreto se tiene
P ro p o s ic ió n  7 Sea W  un tensor de Weyl de tipo III. Entonces la 2 -  
forma canónica unitaria U y la 2-form a isótropa canónica Tí pueden ob­
tenerse como
U  oc 2W 2 (X , X )  W{ X )  -  W( X ,  X )  W 2 (X); H  = -W {U )  (2.6)
donde X  es cualquier 2-forma autodual que verifique W 2 ( X , X )  ^  0.
El vector fundamental l y la dirección de Debever simple V están dados 
por
. „  [ t /2 +  e t / ] ( s )
^ - H 2 (x , x) '  2 (x, l )
donde H  yU  son las 2-formas reales asociadas a Tí y t i , e =  signo (U (x , l )) 
y x es cualquier vector temporal orientado al futuro.
d ) En un espacio de tipo III podemos determinar una. única, base canónica 
asociada a la única pareja. {U, Tí] que verifica U x Tí =  pero 
como la proposición 2 nos permite calcular el primer o el segundo vector 
principal de U  dado el otro, podemos enunciar el siguiente resultado.
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P ro p o s ic ió n  8 Si el tensor de Weyl es de tipo III  y U y H  son las 2 -  
form as canónicas dadas en (2 .6), entonces existe una única base orto- 
normal orientada y ortócrona {l ,V, e2, 63} de manera que U = el A l1, 
H  = l A 62 y *H = —l A  e3, siendo e = signoU(x, l ) con x cualquier vector 
temporal orientado al futuro. Los vectores l y V están dados en (2.7) y
e2 = H{1')\ e3 =  — * H{1')
2.3 Geometría del tipo D
a )  En este caso, W tiene un valor propio doble p, y un valor propio simple 
—2p. El polinomio mínimo de VV es Pmin{x) =  (x — p)(x  +  2p), y por 
lo tanto (W  4- 2pG){W — pG){X)  =  0 para, cualquier 2-forma X.  Como 
—2p. es simple, el subespacio propio a ese valor propio es regular y de di­
mensión 1. Además, para cualquier 2-forma X  tal que (W + 2pG){X) ^  0, 
(W  -f 2pG){X)  es propia con valor propio p , y razonando como en el 
tipo III, [(W -I- 2pG ){X yf no puede ser cero para toda 2-forma X . En­
tonces existe al menos una 2-forma regular con valor propio p. Conside­
remos U\ y U2 unitarias y propias con valores propios — 2p y p respecti­
vamente. Si tomamos U3 que completa una base ortonormal se tiene que 
(W(¿V3),£A) =  0, {W(Uz),U2) = 0. Por tanto, U3 es también propia. Se 
ha probado entonces que W  diagonaliza en cualquier base ortonormal en 
la que U1 es propia con valor propio —2p. En particular, contenidas en ese 
subespacio propio de dimensión 2 están las dos direcciones isótropas TL± 
que contienen a las direcciones principales de la 2-forma U \. Si denotamos 
IA\ = U, la expresión canónica del Weyl es
W  = 3pU ® U  + pG (2.8)
Llamaremos a U 2-forma canónica del Weyl en tipo D, y llamaremos 2 - 
planos canónicos o principales a sus 2-planos principales. Esta 2-forma 
está fijada salvo signo y no hay ninguna parametrización privilegiada de 
sus dos direcciones principales.
b ) En el subespacio propio ortogonal a IÁ tenemos las dos únicas direc­
ciones isótropas H ± , cuyas direcciones fundamentales son las direcciones 
principales de U. Entonces se cumple que W( H± )  = pH±, y por lo tanto  
esas 2-formas isótropas verifican la ecuación de Sachs para las direcciones 
de Debever dobles (1.17). Por lo tanto 7i± son las 2-formas nulas de De­
bever y U la única 2-forma unitaria de Debever que existe en este caso. 
Por lo tanto se tiene
P ro p o sic ió n  9 Las dos direcciones de Debever dobles que existen en Tipo 
D son las direcciones principales de la 2-forma canónica U.
En el diagrama de Penrose, el tipo D puede degenerar a los tipos N 
y O. E sta segunda degeneración se obtiene de modo natural haciendo
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p = O en la forma canónica (2.8). Pero con esa expresión para el Weyl no 
podemos pasar de tipo D a tipo N. Podemos interpretar esa degeneración 
considerando una forma canónica alternativa a  la forma canónica. (2.8) 
como sigue. Consideremos 7i± las 2-formas isótropas ortogonales a U 
parametrizadas de manera que = 6 p. En términos de U y de
estas 2-formas así parametrizadas se verifica que Q =  —U ®U — ^ H _ ® 
Ti4 . Si utilizamos esta expresión para despejar U <8 > U y llevamos esa 
expresión a (2.8) se obtiene 1a. expresión
W  = - 2  pQ + ^ H - ® H +  (2.9)
De esta expresión, podemos pasar a la, de tipo N haciendo p — 0 y T i- =
n+.
c ) Hemos visto hasta aquí que basta con determinar la geometría, de la 
2-forma propia correspondiente al valor propio simple del Weyl, para para 
tener determinados todos los demás elementos asociados al Weyl. Pero 
de la expresión (2.8) se deduce que W  — pQ =  3pU®U. Si definimos 
V  =  W  — pQ, tenemos que V 2 = —9p2U®U, y se tiene demostrada, la 
siguiente propiedad:
Proposición 10 Si la doble 2-forma de Weyl es de Tipo D, entonces la 
2 -forma canónica IÁ puede obtenerse como
U = 7 .  ; V  — W  -  pQ\ p =  ~ tr^ C  (2.10)
y / - V 2 { X , X )  H t r W 2 v '
donde X  es cualquier 2-forma autodual tal que V ( X ) ^ 0 .
Las direcciones de Debever dobles l± pueden calcularse como
l± =oc [U2 ±  U]{x)
donde U es la 2-forma real asociada alÁ y x  es cualquier vector temporal 
orientado al futuro.
d ) En los espacios de tipo D, podemos considerar bases ortonormales {Ui} 
formadas por 2-formas propias del Weyl. Las correspondientes bases orto- 
normales {ea } costituyen las bases canónicas de un tensor de Weyl de tipo 
D. Como todo el subespacio ortogonal a ¿ /  es propio, tenemos la libertad 
de elegir una 2-forma unitaria U2 ortogonal a ¿Y, y (1.9) nos determina 
la tercera. Esta elección de U2 tiene dos grados de libertad (una rotación 
compleja en el espacio ortogonal a U) y por eso tenemos una familia a dos 
parámetros de bases canónicas en este caso. Estas bases están definidas 
porque U = ±eo A ei, *U = ^ 2  A e3, y conocida una cualquiera {éa }, 
todas las demás se obtienen por una rotación hiperbólica en el 2-plano U 
y una rotación en el plano *U (que son los dos parám etros de la rotación
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compleja). Por lo tanto basta determinar una base cualquiera en cada 2- 
pla.no. Dado cualquier vector temporal x, el vector no nulo U (x ) nos fija 
una dirección espacial en el 2-plano U. Del mismo modo, dado cualquier 
vector y , *U( y ) nos determina, si no es nulo, una dirección en el plano 
*U. Como además tenemos la libertad en la elección del signo de U,  se 
dem uestra
Proposición 11 Si el tensor de Weyl es de tipo D y siU. es la 2-forma  
canónica dada en (2 .1 0 ). entonces existe una familia a dos parámetros de 
bases ortonormales orientadas y ortócronas de manera que U = eeo A e\ 
y *U = —ee2 A  e$. Estas bases están dadas por
eo =  chip eo +  eship € \; e\ =  ship ¿o +  echip €\
e2 =  cospé2 — esen<j)é,3; e$ = sen<f)é2 + ecospe^
donde 0 € IR y ip 6 [O, 27t], e toma los valores ±1  y donde
V(x)  - Tr/ -x
61 ~  / —7727===7; e0 - t / ( e i )y J -U ¿\X, X)
*U(y) , .
e 2 =  " y  - ' f  e3 = *U(e2)
y / -  * U2 {y)
siendo x  cualquier vector temporal orientado al futuro, y siendo y cual­
quier vector espacial que verifique *U(y) ^  0.
2.4 Geometría del tipo II
a )  El T ipo II verifica las mismas condiciones escalares que el Tipo D, 
6 b2 = a3, con lo que W  tiene un valor propio doble p, y  uno simple —2p. 
Además el polinomio mínimo coincide con el característico y por lo tanto 
(W  — pG) 2 (y\? +  2pQ) =  0 pero (W — pG ){W  + 2p G )^ 0 . El subespacio 
invariante a.1 valor propio simple es de dimensión 1 y por lo tanto es 
propio y regular. Llamemos U a la 2-forma propia en esa dirección. Si 
consideramos (W  — pG )2, se verifica que ( W + 2 pQ) [(W — p ^ ) 2(A’)] =  0, 
con lo que (W  — pG ) 2 proyecta el subespacio de las 2-formas autoduales 
sobre la dirección U \, y por lo tanto
(W  -  pG ) 2 = \ U ® U  (2.11)
Ahora, dada cualquier 2-forma autodual T, (W  +  2p£/)(W — pG) ( y )  es 
isótropa propia y ortogonal a (W +  2pG)(VV — pG){Z)  para cualquier o tra 
Z  autodual. Por tanto, el subespacio imagen de (W +  2pG ){W  — pG) es 
isótropo y de dimensión 1. Existe entonces una parametrización de esa 
dirección isótropa H ' de manera que
(W  +  2 pG )(W  -  pG) = ‘ó p H ® H  (2.12)
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Desarrollando las expresiones (2.11) y (2.12) y eliminando entre ambas 
W 2, se tiene
3 pW  = ZpH ®Ti  + 3p2Q - X  U ® U  
Imponiendo que W{U)  =  —2pU se obtiene la expresión canónica usual
W  = 3pU ® U  + pG + H ® H  (2.13)
Llamaremos a Ti 2-forma isótropa canónica y llamaremos vector funda­
mental del Weyl al vector fundamental l de Ti. La 2-forma isótropa ca­
nónica determina la única dirección propia asociada al valor propio doble 
p. Llamaremos 2-forma unitaria canónica a U, que por ser ortogonal a 
Ti tiene a l como una de sus direcciones principales. U y Ti están defi­
nidas salvo cambio de signo ±U, ±Ti, lo que nos da cuatro posibilidades 
que mantienen la forma canónica (2.13). La orientación espacio-temporal 
permite distinguir dos de ellas imponiendo que el vector fundamental de 
Ti sea el primer vector principal de U, es decir porque U x Ti =
b ) Si el Weyl es de tipo II, existen dos direcciones de Debever simples y 
una doble. Aparecen así tres 2-formas unitarias de Debever. Una de ellas 
tiene como direcciones principales las dos direcciones de Debever simples, 
y cada una de las otras dos, la dirección doble y una de las simples. De la 
forma canónica (2.13) se deduce que la 2-forma isótropa canónica satis­
face la ecuación de Sachs para las direcciones de Debever dobles (1.17), 
luego el vector fundamental es la dirección de Debever doble que existe 
en este caso. Es claro que coincide además con una de las direcciones 
principales de U , pero a diferencia del tipo III, 1a. otra 2-forma isótropa 
ortogonal a U no satisface ninguna de las ecuaciones de Sachs y, por lo 
tanto, no coincide con ninguna de las direcciones de Debever. La forma 
canónica (2.13) sólo contiene en este caso parte de la información sobre 1a. 
geometría de Debever. Para localizar ahora las direcciones simples, llame­
mos V± a las 2-formas unitarias de Debever que contienen a la dirección 
doble y a una simple. Por ser unitarias y ortogonales a Ti (contienen a su 
dirección fundamental) admiten la expresión
V± = U + X± Ti
Un cálculo directo prueba que si X± =  la expresión (2.13) se
convierte en
W  = pG + ^ p V + ® V -  (2.14)
Entonces se comprueba que las 2-formas isótropas ortogonales a V± satis­
facen la ecuación de Sachs para las direcciones de Debever simples (1.16). 
Podemos enunciar por lo tanto,
P ro p o s ic ió n  12 El vector fundamental l de un tensor de Weyl de tipo 
I I  determina la dirección de Debever doble. Las 2-formas unitarias de
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Debever que tienen como direcciones principales a la dirección doble y a 
una simple son V±, que en términos de las 2-formas canónicas U y Tí se 
escriben
V± = U ± - j = H  (2.15)
La degeneración en el diagrama de Penrose de tipo II a tipo N, aparece 
si en la forma canónica usual (2.13) hacemos p =  0. En cambio, 1a, 
degeneración a  tipo D, aparece claramente en la forma canónica adaptada 
a. las direcciones de Debever (2.14) haciendo V_ =  V+ =  U.  Por último, la 
degeneración a tipo III aparece considerando una expresión alternativa a 
(2.14) que hace intervenir a la 2-forma unitaria de Debever V que contiene 
a  las dos direcciones simples. En términos de esta 2-forma tenemos W  = 
—2pQ + Tí ®. V, donde Ti es una reparametrización de la 2-forma isótropa 
canónica Tí. Haciendo p =  0 en esta expresión recuperamos la forma 
canónica del tipo III.
c) En este tipo Petrov, basta calcular las 2-formas canónicas U y Tí para, 
determ inar el resto de elementos que aparecen asociados a un tensor de 
Weyl de tipo II: 2-formas de Debever y direcciones de Debever simples. 
El cálculo de U es inmediato y fue apuntado al principio de la sección, 
ya que, para cualquier 2-forma X ,  (W — pQ)2 (X )  está en 1a, dirección de 
U. De la misma manera, la 2-forma isótropa canónica se obtiene sin más 
que considerar que (W  — pG)(W  +  2pQ) = 3p Tí ® Tí. Una vez calculadas 
estas 2-formas, la expresión (2.15) nos proporciona las 2-formas unitarias 
de Debever V±. Notar que el cambio de signo bien en ¿Y, bien en Tí o 
simultáneo, nos proporciona la misma pareja de 2-formas de Debever 
salvo signo. Las direcciones principales de V± son l y l± respectivamente. 
Además, de (2.15) se tiene que V±x T í  = Ux T í .  Por lo tanto, si utilizamos 
(1.4) podemos calcular las direcciones de Debever simples a partir de estas
2-formas de Debever. Más precisamente, se tiene
P ro p o s ic ió n  13 Sea W  un tensor de Weyl de tipo II. Entonces las 2 -  
formas canónicas U y Tí pueden obtenerse como
U =  V { X )  ; H =y/v(x,x)' y/Q(y.y)
donde V  =  (W -p Q )2 ,Q  = ± [ ( W -  pS )(W  + pQ)\, p = - f á $ , y  donde 
X  y y  son 2-formas cualesquiera verificando V ( X )  ^  0, Q(!V) i=- 0.
El vector fundamental l del Weyl y las dos direcciones de Debever simples 
l± , están dados por
i = / 2W . . . ;  i± =  - [ ^ l M  (2 .16)
y / - H 2 {x, x)  2 (x,Z)
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donde H  y V± son las 2-formas reales asociadas a Ti y a V± =  U ±  ^ T i ,  
y donde e =  signoU (x,l) con x cualquier vector temporal orientado al 
futuro.
d) Las bases canónicas en este caso son las definidas por U y Ti, y ambas 
están dadas salvo signo. Entonces 1a. proposición 2 nos permite calcular 
las bases asociadas como
Proposición 14 Si el tensor de Weyl es de tipo II, y si U y Tí son las 2 -  
formas canónicas dadas en la proposición 13, entonces existen dos bases 
orientadas y ortócronas {/, l', e2 ,ez) de manera que U = elAl', H  =  6 lAe2 , 
*H = —51 A  e$. El vector l está dado en (2.16) y
i, _  [U2 + eU)(x) _ A rr/i/v  „ _  r *
2 (x  /) 1
siendo 5 = ±1 y donde e =  signoU(x,l), con x  cualquier vector temporal 
orientado al futuro.
2.5 Geometría del tipo I
a ) El tipo I es algebraicamente el caso más general. El polinomio mínimo 
y el característico coinciden Pmin = Pcar = {x — a i)(rr — a 2)(x — 03) y la 
relación entre las raíces y los invariantes de vacío es
a = — 2 (a j +  «2 +  a 3); 6 =  30:10203 (2-17)
Como los valores propios son todos diferentes, los subespacios propios son 
ortogonales, y por lo tanto  el Weyl diagonaliza en una base ortonorma.1 
construida con 2-formas propias con lo que la forma canónica es
3
W  =  5 ^-a¿W ¿® W ¿ (2.18)
2 = 1
Tenemos entonces tres 2-formas unitarias canónicas {ZY¿}, fijadas salvo si­
gno, y seis 2-planos canónicos asociados a y *t/¿. Las intersecciones de 
estos 2-pla.nos definen cuatro direcciones ortogonales privilegiadas {ea } 
a las que llamaremos direcciones principales del Weyl.
b) El tipo I queda caracterizado también porque existen cuatro direc­
ciones de Debever simples. Estas direcciones no coinciden con las direc­
ciones principales de ninguna de las 2-formas principales que aparecen 
en la forma canónica usual (2.18). Cada par de direcciones de Debever 
determina una 2 -forma unitaria de Debever cuya parte real es el producto 
exterior de esas dos direcciones con el parámetro adecuado. Para, obte­
ner la relación entre las 2-formas de Debever y las 2-formas principales
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consideremos para cada i G {1,2,3} el tensor de] subespacio ortogonal a 
Ui
A i = W  — ai Q (2.19)
Consideremos por ejemplo i = 3. A partir de la. expresión (2.18) se tiene 
que
A s  =  ^ ( a 3 -  ctj)Uj ®Uj
JV3
En el subespacio ortogonal a U3 existen dos únicas direcciones cuyas bi­
sectrices son las 2-formas principales U\ y U2 y que forman entre sí un 
ángulo 20  donde
cos20  =  —— — (2.20)
OL2 — &i
Este invariante complejo coincide con el cross-ratio definido por Penrose 
[70]. Si ahora denotamos V± a las 2-formas unitarias que definen esas
direcciones características, se cumple que *43 =  Q-2~°'1 V+ ® V_, y por lo 
tanto
w  =  a 3g  +  a- - ^-a- v +  5  V_ (2.21)
Con lo que las 2-formas isótropas ortogonales a V£ satisfacen la ecuación 
de Sachs (1.16) y por lo tanto las direcciones de Debever son las direc­
ciones principales de esas 2-formas Ve. Recogemos estos resultados en la 
siguiente proposición.
Proposición 15 Si el tensor de Weyl es de tipo I  y {Ui) son las 2-formas 
principales, las direcciones de Debever son
k  ± «  [V? ±  V«] (x) (2.22)
con x  cualquier vector temporal orientado al futuro y donde Ve son las
2 -formas reales asociadas a
Ve = cosQ U\ + eserúl U2 , e =  ±1 , cos2fí =  —— —  (2.23)
0L2 — « i
La degeneración en el diagrama de Penrose de tipo I a tipo D, se observa 
haciendo c*2 =  03 =  p y a¡i =  —2p en la forma canónica usual (2.18). 
Sin embargo, para entender la degeneración de tipo I a  tipo II, hay que 
recurrir a. la. forma, canónica (2.21) adaptada a  las direcciones de Debever. 
Imponiendo en ésta, la misma degeneración anterior a los valores propios 
llegamos a la expresión (2.14) para el Weyl de tipo II.
Si denotamos Q = <j> — iip, podemos desarrollar las expresiones anteriores 
y calcular la parte real de las 2-formas autoduales de Debever en función 
de las 2-formas principales. Resulta entonces que
Ve =  cos0 coshV> (Ui -(- eU2) -I- sen</> senh^ (*U\ — e * U2 ) (2.24)
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Estas expresiones se han obtenido privilegiando <23. Es claro que hay 
expresiones equivalentes si consideramos los demás valores propios. En 
particular, el invariante (2.20) tiene sus equivalentes cosOi y eos 0 2 - 
Expresándolos en términos de los valores propios se comprueba que están 
relacionados con fi por
cos2Oi =  — ^7—, cos2ÍÍ2 =  — tan2 O (2.25)sernO
c) Para determinar las 2-formas principales {Ui} del Weyl basta, tener en 
cuenta que como W  es raíz de su polinomio característico se cumple
3
-  OiG) =  o
i=l
Así, denotando Vi = Ü ( W -  atjG), se verifica (W  -  olíQ){Ví {X )) =  0 
j / í
para, cualquier 2-forma autodual X . Entonces V i(X )  es propia con valor 
propio a i , es decir Vi es el proyector a.1 subespacio propio correspondiente 
al valor propio a¿. Hemos probado entonces:
P ro p o s ic ió n  16 Consideremos W  el tensor de Weyl autodual de un es­
pacio-tiempo de tipo I. La 2-form a principal correspondiente al valor pro­
pio a i puede obtenerse como
* =  V i{ x )
y / - V f ( X , X )
donde Vi = W 2+ a ¿ W + ( a 2 — ^ a)Q, a = tr W 2, y X  es cualquier 2-forma  
autodual tal que P i{X) /  0.
d ) La proposición anterior nos ofrece un procedimiento covariante para 
calcular las 2-formas principales del tensor de Weyl. Estas 2-formas que­
dan determinadas salvo signo y permutación. Existen entonces 48 bases 
ortonormales de 2-formas principales del Weyl. Esas 48 bases quedan 
reducidas a la m itad si consideramos sólo las que están bien orientadas: 
el signo de dos de ellas nos da cuatro posibilidades y la tercera queda 
fijada por (1.9). Tenemos entonces 24 bases {Ui} bien orientadas [4], [9] 
que definen por lo tanto 24 bases canónicas {ea }. Aunque tenemos 24 
bases, éstas sólo definen cuatro direcciones ortogonales: una tem poral y 
tres espaciales. La proposición 1 nos permite calcular estas bases a  partir 
de {Ui}.
P ro p o s ic ió n  17 Las bases canónicas asociadas al tensor de Weyl en un 
espacio de tipo I  pueden calcularse como
~Po(X) TT ( ^eo =   é ; c* =  Ui{e0)
^ P 0{x ,x)
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para cualquier vector temporal x  orientado al futuro, donde
P0 = U g - J 2 Ui x U i j  • Ui = Re(V2Ui)
y donde Ui son las 2 -formas principales dadas en la proposición 16.
La proposición 15 nos permite calcular las direcciones de Debever una 
vez calculadas las 2-formas principales Ui. Por o tra  parte, conocida la 
expresión de las 2-formas de Debever en términos de las principales, como 
Ui —  eo A  e¿, podemos tomar x  =  eo en (2.22) y (2.23) y obtenemos la 
siguiente expresión para los vectores de Debever en función de la base 
canónica {ea }.
Proposición 18 En cualquier espacio-tiempo de tipo I  los vectores de 
Debever pueden calcularse como
le± =  cosh i]) eo ±  eos 0 e\ ±  e sen 0 e<¿ +e senh 0  e =  ±1 (2.26)
donde eos2 (0 — ¿0) =  ^3rzq.|. y ¿onde {ea } es una base canónica del Weyl.
Es inmediato comprobar la consistencia de estos resultados con los 
obtenidos por Debever [26] , [25]. Posteriormente, Bonanos [9] resolvió el 
problema inverso al de la proposición anterior: conocidas las direcciones 
de Debebver, obtener las bases canónicas del tensor de Weyl. A partir 
de nuestras expresiones podemos obtener los mismos resultados desde dos 
puntos de vista alternativos a.1 de Bonanos y obtener un algoritmo sencillo 
que proporciona las bases canónicas a partir de los vectores de Debever. 
Sean l€± los vectores de Debever normalizados de forma que (í€+ , Ze_ ) =  
—2, y consideremos las 2-formas de Debever
Ve =  ~ ^ =  (¿e- A  l e +  — i  *  ( l £_  A  l e + ) )
Teniendo en cuenta la relación entre las 2-formas de Debever y las prin­
cipales que nos da la proposición 15, se tiene
Proposición 19 Sean Ve =  (le_ A  le+ — i*  (Ze-  A  le+)) dos 2-formas
de Debever de un espacio-tiempo de tipo I. Las 2-formas principales {Ui) 
pueden calcularse como
u  = 1 V++V-
V2 y/i-(v+,V-)
u  =  1— v+ -v-  (2.27)
y/2 0+(V+,V_)
U$ =  iV 2  U\ x U2
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Una vez calculadas las 2-formas principales por (2.27), la proposición 
17 nos permite calcular las direcciones principales. Un procedimiento más 
directo se sigue de invertir las expresiones (2.26).
Corolario 2 Sean {ka} (a =  l ,2 ,3 ,4 j  las direcciones de Debever de un 
espacio-tiempo de tipo I. S i renormalizamos esas direcciones como
, /« 4 2 * 4 3  , , /« 4 1 « 4 3  ,
h  - \ --------- «i» h  — \ --------- «2
V « 1 2 * 1 3  V « 1 2 * 2 3
¡3 = . /ÍÜ ÍÍ2 *3, ¡4 = k4
V « 1 3 * 2 3
donde Kab = {ka,kb)- Entonces las direcciones principales pueden obte­
nerse como
4 3
e0 oc ^ 2  la 6i oc l4 -  ^ T { - l ) 6'ala (i =  1,2) e3 =  — * (e0 A e\ A e2)
a=l a= l
2.6 Algunas clases de espacios de Tipo I
a ) En la literatura pueden encontrarse subclasificaciones puramente al­
gebraicas de los espacios-tiempo de tipo I. El caso de que uno de los 
invariantes complejos a =  trW 2, 6 =  trW 3 sea cero, ya fue considerado 
en los primeros trabajos de Debever [26]. Arianrhod y otros [1] introducen
3
un invariante complejo M  =  p- — 6 que es nulo sii el espacio tiempo es 
algebraicamente especial y proponen una clasificación según los valores de 
ese invariante de los espacios de tipo I. Así los tipos 7(M + ) o I (M °° ) cor­
responden a que M  sea real positivo o infinito respectivamente. También 
aparecen en la literatura las expresiones de los vectores de Debever en 
función de las bases canónicas del Weyl en los casos en los que, respecto a 
una congruencia temporal, éste sea puramente eléctrico (valores propios 
reales) [85] o puramente magnético (valores propios imaginarios puros) 
[64]. Ambos son casos particulares de que los vectores de Debever gene­
ren un 3-plano [1], [57] y equivale a que M  G I ( M +) o M  G 
Veremos ahora que podemos completar la interpretación del invariante 
M  en toda la recta real en términos de propiedades geométricas de los 
vectores de Debever.
Teniendo en cuenta la relación entre los invariantes de vacío y los 
valores propios (2.17) se prueba
n ( f* i  -  o t j f
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En función del invariante cos2fí definido en (2.20), se verifica que
2 J _  eos2 (20) (eos2 (20) -  9)2 
9 M  36 (eos2 (20) — l )2 K }
El invariante M  es simétrico en los valores propios, y por tanto, invariante 
por permutaciones de estos. Además es cero cuando el espacio degenera a 
tipo D o II, e infinito cuando uno de los valores propios es cero, es decir, 
cuando b — 0 .
b) El caso de que los cuatro vectores de Debever sean dependientes, es 
decir, generen un 3-plano, puede traducirse al lenguaje de 2-formas de 
Debever como que, para cualquier elección de dos de ellas V± sin ninguna 
dirección principal común, se verifique V+ A V_ =  0. De las expresiones 
de estas 2-formas (2.24), se deduce directamente que esto ocurre si, y sólo 
si, cos(2fi) es real o de forma equivalente, si senh0  eos0 sen0 =  0 , ya que 
ÍJ =  0 — i0 . Según el factor que se anule, los vectores de Debever están 
en el 3-plano ortogonal a e$ a e\ o a e2 respectivamente. Además, de la 
expresión (2.23) se prueba que el 3-plano es el ortogonal a  e;, donde es 
el valor propio de menor módulo. Si suponemos que éste es e3, haciendo 
0  =  0 en (2.26) se recuperan las expresiones para los vectores en los 
casos degenerados abordados en [85], [64], [58]. Además, la dirección 
común de los 2-planos V± es la dirección principal temporal eo. Para 
los valores propios esta degeneración se traduce como que el cociente 
entre cada dos de ellos es real. Una degeneración más de esta situación 
es que uno de ellos sea cero, con lo que los otros son opuestos. Dicha 
degeneración corresponde a b =  0 que equivale a que M  sea infinito. 
Podemos resumir estos resultados, que completan los de Mclntosh y otros 
[58], en el siguiente
T eo rem a  1 S i W  es un tensor de Weyl de tipo I, {a¿} son los valores 
propios, y eos 20  y M  definidos por (2.23) y (2.28) respectivamente. E n­
tonces, los siguientes enunciados son equivalentes:
1. M  es real positivo o infinito.
2 . eos 2 0 , es real.
3. El cociente de cada par de valores propios es real (o infinito).
4- Los vectores de Debever generan un 3-plano.
Además, el 3-plano que generan los vectores de Debever es el ortogonal a 
€3  si 0:3 es el valor propio con menor módulo, y la dirección común a los 
2-planos temporales definidos por las 2-formas de Debever es eo- El caso 
M  infinito corresponde a b = 0.
c) Así como el caso de que los vectores de Debever generen un 3-plano, 
equivale a V+ A VL = 0 ,  otra posible degeneración es la de que uno de
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los 2-planos de Debever tenga una dirección común con el dual del otro, 
es decir V+ A  *VL =  0. En función de fi, este caso equivale a que cos2Q 
sea imaginario puro. Esta condición depende de la elección que hagamos 
de «3 o, de forma equivalente, de la elección de 1a. pareja de 2-formas 
de Debever. De la expresión (2.20) se prueba que la condición necesaria 
y suficiente para que cos(2f2) sea imaginario es que dos de los valores 
propios tengan el mismo módulo, es decir, que —  =  e10 para, alguna.
a i
elección de 02 y a i  y por lo tanto dos de los valores propios están sobre 
una circunferencia centrada en el origen. Es inmediato teniendo en cuenta. 
(2.29) que cos(2f2) € zIR implica que M  es real negativo. Recíprocamente,
J g
supongamos que M  es real negativo, y denotemos N  = y  — . Es claro
que M  es real negativo si, y sólo si N  es imaginario puro. Si resolvemos 
la ecuación (2.29), se tiene que
cos(2DA:) =  ^  \ / l  +  TV2 [ V Ñ + i  e ^ 4] + V s  N
donde k  varía de 1 a 3. Estas tres soluciones son los tres cosenos rela­
cionados con uno cualquiera de ellos por (2.25). Si N  es imaginario puro 
se verifica que al menos una de las tres raíces es imaginaria pura, y que 
además es cos2Ü3 si denotamos y 02 a  los valores propios con el mismo 
módulo. Los tres cosenos son imaginarios cuando a = 0, es decir M  = —6, 
y por lo tanto TV =  i y los tres cosenos son además iguales eos =  v^3i.
Tenemos hasta aquí resultados paralelos a los tres primeros del teo­
rema anterior. Daremos ahora una interpretación equivalente al último 
de aquellos, es decir en términos de los vectores de Debever. En ese 
sentido recordemos que Morales y Coll [21] clasificaron los referenciales 
de espacio-tiempo. Cuando no generan un 3-plano, los vectores de De­
bever {¿a)o=i forman un referencia! isótropo. Se dice que dos vectores 
de ese referencial { /i, Í2} son permutables o que el referencia! es de tipo 
P2, si (l i , h ) =  (h ih )  (b = 3,4) es decir, si no podemos distinguir entre 
los dos haciendo sus productos con los otros dos. Una propiedad de los 
referenciales isótropos es que si dos vectores son permutables, podemos 
reparametrizar los vectores del referencia! de manera que también sen per­
mutables los otros dos. Esto quiere decir que dado un referencial isótropo 
de tipo P2, por reparametrización de estos vectores obtenemos uno de 
tipo P2 x Pi- De la misma manera, se dice que los cuatro vectores son 
permutables o que el referencial es de tipo P4, si todos los productos es­
calares dos a dos son iguales. A partir de la expresión de los vectores 
de Debever en la base canónica (2.26), es inmediato comprobar que el 
referencial de vectores de Debever admite una reparametrización de tipo 
P2 (y por tanto P2 x P2) si, y sólo si, M  es real negativo. Además las pa­
rejas de vectores permutables son las que definen las parejas de 2-form as
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de Debever cuyas bisectrices son las 2-formas principales asociadas a los 
valores propios que tienen el mismo módulo. Más aún, el caso a =  0 
(M  =  — 6) equivale a que exista una reparametrización de los vectores de 
Debever de tipo P 4. En este caso, las propiedades anteriores se cumplen 
para cualquier permutación entre los valores propios. Podemos resumir 
estos resultados en el siguiente
T eo rem a  2 Sea W  un tensor de Weyl de tipo I, {a¿} los valores propios 
del Weyl y consideremos los escalares cos2íí y M  definidos por (2.23) y 
(2.28) respectivamente. Entonces los siguientes enunciados son equiva­
lentes:
1. M  es real negativo.
2. eos 2fi es imaginario puro.
3. Existen dos valores propios cuyo cociente es de módulo unidad.
4- Dos de los vectores de Debever son permutables (y por tanto los 
otros dos también)
Además, si a i  y 02 son los valores propios que tienen el mismo módulo, 
los vectores de Debever que son permutables son las direcciones funda­
mentales de las 2-formas de Debever V£ dadas en (2.23). En este caso Ve 
y *V -C se cortan en las bisectrices del 2-plano que generan e\ y e  2. Los 
vectores de Debever definen un referencial permutable si, y sólo si, a =  0.
d ) Podemos reparametrizar las direcciones de Debever dividiendo la ex­
presión (2.26) por cosh^, de manera que con la nueva parametrización
le í — e0 -f- m t±
donde los vector m c± son espaciales, unitarios y ortogonales a  eo. Po­
demos representar esas cuatro direcciones m €± sobre la esfera unidad, y 
como los cuatro vectores sólo difieren entre sí por cambios de signo entre 
las componentes, basta con representar uno para tenerlos localizados a 
todos en cuatro octantes diferentes de la esfera unidad. El caso de que 
las direcciones de Debever generen un 3-plano, equivale a que estas di­
recciones generen un 2-plano, y por lo tanto, cuando el invariante M  es 
real positivo o infinito, este vector está sobre uno de los círculos máximos 
intersección de la esfera con los 2-pla.nos principales. En el caso de que 
M  sea negativo, este vector está sobre uno de los círculos máximos in­
tersección de la esfera unidad con los 2-planos bisectores de los 2-planos 
principales. Estos tres círculos máximos se cortan en un punto, que cor­
responde a M  = — 6 y que equivale a que el referencial de Debever sea de 
tipo P4.
M =  -6
=  O
M+
M =  +00
P2 P4 P2 D 3-plano 
-6 O
2.7 Tensor de W eyl puram ente eléctrico
a) Es conocido que si un espacio-tiempo admite una congruencia tempo­
ral u, integrable y sin distorsión, entonces es de Tipo I, D o O con valores 
propios reales, y esa dirección es una dirección principal del Weyl. Este 
resultado de Trümper [85] ha sido ampliamente utilizado en 1a. literatura 
y, en concreto, nosotros lo hemos utilizado en el capítulo siguiente para 
obtener una caracterización intrínseca de los espacios-tiempo que admi­
ten un estado de radiación isótropa para un observador sincronizable. La 
demostración que ofrece Trümper combina dos resultados de naturaleza 
diferente: primero se prueba que la nulidad de la rotación y de la dis­
torsión de una congruencia temporal es una condición suficiente para que 
la parte magnética del tensor de Weyl respecto a ella se anule con lo que la 
matriz de Petrov es una matriz simétrica real de traza nula. Por otro lado, 
sabemos que cualquier matriz simétrica real en un espacio euclídeo tridi­
mensional diagonaliza. De la combinación de ambos resultados se sigue 
que la matriz de Petrov para un observador integrable diagonaliza en cada 
punto, y por lo tanto sólo puede ser de tipo I, D o O. Una consecuencia 
inmediata de este resultado es que todos los espacios-tiempo estáticos 
son de tipo I, D o O (el unitario en la dirección de un campo de Killing 
integrable es integrable y sin distorsión).
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Surge de forma natural la pregunta de si este resultado es cierto 
tam bién para, congruencias espaciales. En ese sentido si una congruen­
cia espacial v es integrable y sin distorsión la primera parte de la demos­
tración de Trümper sigue siendo cierta y las identidades de Ricci permiten 
probar que la parte magnética del Weyl relativa a v es cero *W (v, v ) =  0. 
Si generalizamos el concepto de matriz de Petrov a congruencias espa­
ciales (Q =  W (v; v ) — i * W (u; v)), 1a. matriz de Petrov relativa a v es real. 
En cada punto tenemos entonces una matriz simétrica real en el espacio 
tridimensional ortogonal a v. Pero este espacio no es euclídeo y por lo 
tan to  no podemos concluir que diagonalice. Las congruencias espaciales 
integrables y sin distorsión (y por lo tanto los campos de Killing espaciales 
integrables) tienen cabida en cualquier tipo Petrov.
En esta sección calcularemos todas las congruencias v (no necesaria­
m ente temporales) que sean solución de *W {v;v) ■= 0, y en particular 
tendremos todas las direcciones candidatas a ser campos de Killing inte­
grables. El número de soluciones nos restringe también el número máximo 
de campos de Killing integrables que admiten determinados tipos Petrov 
y cuando este número sea finito, podemos obtener una caracterización 
intrínseca de estos, sin más que imponer que una de esas direcciones de­
termine un Killing integrable.
Para calcular estas direcciones basta tener en cuenta la expresión 
canónica del Weyl autodual e imponer que la parte imaginaria de W(tr, v) 
sea nula. Sabemos que cada 2-forma unitaria U define una pareja de 2 - 
planos invariantes (uno temporal y uno espacial) a los que para simplificar 
la notación estamos denotando como a su elemento de volumen U o *U. 
En el mismo sentido, denotamos H  tanto a una 2-forma singular como al 
2-pla.no isótropo que define.
Tipo N
En Tipo N, la forma canónica del Weyl autodual es W  =  H  0  Ti. 
Entonces
W(v; v) —  ^(h {v ) 0 H (v)  — *H{y) 0 *H (v) — iH (v) 0 *H(v)^j
Con lo que * W (v\v)  es cero si, y sólo si, H (v ) =  0 ó *H(v) =  0. Como 
las únicas direcciones que son propias de un 2-plano isótropo H  son las 
contenidas en su dual *H , se demuestra que las direcciones que anulan la 
parte magnética del Weyl son todas las de los 2-planos H  y *H. Tenemos 
entonces que si el Weyl es de Tipo N y H  es la 2-forma isótropa canónica,
*W{w, v) = 0 <=> v E H  (eq. * H (v ) =  0) ó v E *H  (eq. H (v ) =  0)
La dirección común a estos 2-planos isótropos es la dirección de Debever 
cuádruple. Todas las demás direcciones son espaciales.
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Tipo III
La expresión canónica del Weyl es W  =  IÁ ® H. Si tenemos en cuenta 
las expresiones de estas 2-formas en la base canónica {l, e2, 63} de­
terminada en la sección correspondiente a este tipo Petrov, y escribimos 
v como combinación lineal de los elementos de esta base para calcular 
VV(i>; v), se llega directamente a que si el Weyl es de tipo III y {l, l', e2 , e3} 
es la base canónica, entonces
* W (v ; v) = 0 <=4> v = l, o v =
Es decir, que las únicas direcciones con parte magnética del Weyl cero, 
son la dirección de Debever triple y la dirección espacial intersección de 
*U y *H.
Tipo D
La. forma canónica del tensor de weyl es W  =  3p U ® U + pQ, donde 
p = a  +  i/? es el valor propio doble. La parte imaginaria de W(v; v) es 
entonces
* W (v\v) = 3aU (v) ® *U(v) -  30(U{v) ® U {v)~
— * U(v) ® *U(v )) — P(v2 g — v ® v)
Contrayendo esa expresión con U (v) y *U(v) se llega a que la condición 
necesaria y suficiente para que exista un vector con parte magnética cero 
es que los valores propios sean reales = 0. Además, en ese caso, v es 
cualquier vector del 2-plano U o del 2-plano *U. Es decir
*W (v, v) = 0 p € IR y U(v) =  0 ó *U (v) = 0
Tipo II
La forma canónica del Weyl es W  =  3pU ® U +  pQ 4- H  ® H. Si 
escribimos v en términos de la única base que definen esas 2-form as y 
calculamos la parte imaginaria de W (v ;v ) se llega, igual que en tipo D, 
a que la condición necesaria y suficiente para que exista una congruencia 
con parte magnética cero es que los valores propios sean reales. Además 
en este caso las únicas direcciones que satisfacen * W (v \v ) = 0 son la 
dirección de Debever doble l y las dos direcciones espaciales e2 y e3, que 
están definidas por ser las intersecciones de los 2-planos H  y *H  con *U. 
Es decir
*W(v] v) = 0 <=> p G IR, y v = l, v = e2 o v = es
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Tipo I
En este caso el tensor de Weyl diagonaliza en una base ortonorma.1
{Ui}. Si denotamos pj =  a j  +  i¡3j a los valores propios se prueba que
caben dos posibilidades: la equivalente a la de los tipos D y II, es decir 
los valores propios son reales y v es una de las direcciones principales o 
bien hay dos valores propios complejos conjugados y entonces v está en 
1a. dirección de la bisectriz del 2-plano correspondiente. Es decir
{(3j — 0 Vj y v =  ea para algún aPi = 0, a 2 =  «3 y v = e2 ±  e3
Entonces los espacios-tiempo de Tipo I que admiten congruencias con 
parte magnética cero tienen el invariante M real: real positivo si los 
valores propios son reales (en particular, el cociente entre cada par de ellos 
es real) o real negativo si hay dos de ellos que sean complejos conjugados 
(en particular tienen el mismo módulo).
Hemos resumido estos resultados en la tabla siguiente.
Tipo Forma canónica v /  * W (v; v) =  0
N W  = H ® H H (v) = 0 ó *H{v) = 0
III W  = U ® H v =  l ó v = es
U = l A k, *U = e3 A e2, H  = l A  62
D W  = 3pU ® U  + pQ p G lR  y v / U ( v )  = Q y *U (v) = 0
II W  = 3pU ® U  + pG+
+n®n
p G IR. y v = l ó v = e2, ó v = e$ 
*U = es A e2, H  =  l A e^
I
Pj G IR V j  y v — ea 
ó
3 j , k  /  pj = pk , y v = eá ±  ek
b) Los cálculos realizados sirven también para contestar a la pregunta de 
qué congruencias anulan a la parte eléctrica del Weyl, es decir, satisfacen 
la ecuación W (v; v) =  0. Pero la parte eléctrica del Weyl depende del 
tensor de Ricci y no sólo de los coeficientes cinemáticos de la congruencia, 
y por lo tanto, no hay resultados equivalentes al de Trümper para estos 
espacios-tiempo. En cualquier caso, para calcular las soluciones de esta 
ecuación, basta tener en cuenta, que la condición W (v;v)  =  0 equivale 
a  que W (v;v )  sea imaginario puro, o también a  que i W (v;v)  sea real. 
Entonces, en los tipos I, D o O, se obtiene la misma ecuación que para el 
caso puramente eléctrico cambiando los valores propios a  +  i/? por ia  — (3. 
En los otros tipos, como no hay invariantes, ese factor i puede eliminarse 
cambiando el parám etro de la 2-forma Ti como sigue.
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En Tipo III, 1a. forma canónica de W  es W  =  U ® Ti, y, por tanto, 
iW =  U ® H ', donde Ti' =  iH. Entonces tenemos la misma ecuación que 
para el caso puramente eléctrico cambiando H  for *H. En tipo N, iW  =  
i7 i® /H = 'H! ® H ', donde H ' =  ±-s/Í7í y se obtiene que las congruencias 
son las de los 2-planos H  ± * H .
La tab la siguiente resume estos resultados.
Tipo Foma canónica v /  W (v, v) = 0
N w  = n ® n (H  +  *H){v) = 0 6 { H  -  *H){v) =  0
III w  = u ® n v — l ó v = e2
U = l A k, *U =  e3 A  e2 , H  = l A e2
D W = 3pU®U + pG p G ilR, v / U ( v )  = 0 ó *U (v) = 0
II W  = 3pU® U  + pQ+
+n®n
p G ilR, v = l ,v  = e2 ó v = e$ 
H  = l A  e2
I w = Y.PÁUj®Uj)
Pj G ilR V j  y  v = ea 
0
3 h  fe /  Pj = ~Pk, y v = ej ± ek
c) Estos resultados nos dicen que en los tipos N y III, es decir en aquellos 
en los que los invariantes a = trW 2, b =  trW 3 son nulos, siempre existen 
congruencias para los que el Weyl es puramente eléctrico y puram ente 
magnético. En los tipos D y II, existen si, y sólo si, los valores propios 
son reales o imaginarios puros. Si tenemos en cuenta que el valor propio 
doble es p =  — |  y que 6b2 =  a3, se prueba que la condición necesaria, y 
suficiente para que p sea real (resp. imaginario puro) es que a y b sean 
reales (resp. a real y b imaginario puro).
En los espacios de tipo I, existen congruencias para las que el Weyl 
es puramente eléctrico si, y sólo si, hay dos valores propios conjugados 
(que incluye el que todos sean reales) y, como la suma de todos es cero, 
esto es equivalente a que haya un valor propio real. Con estas condiciones 
(2.17) implican que a y  b son reales. Recíprocamente, si a y b son reales la 
ecuación característica (1.14) tiene al menos una solución real. El mismo 
razonamiento permite probar que existen congruencias para las que el 
Weyl es puramente magnético si, y sólo si, a es real y b imaginario puro. 
Se ha probado entonces el siguiente resultado.
T eo rem a  3 Un tensor de Weyl es puramente eléctrico (resp. magnético) 
para alguna congruencia, si, y sólo si, los invariantes de vacío a = trW 2 
y b = trW 3 son reales (resp. ib y a son reales).
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3. Estructuras casi-producto 2 + 2
La determinación covariante y explícita de la geometría asociada al 
tensor de Weyl perm ite caracterizar determinadas familias de espacios- 
tiempo que admiten grupos de isometrías o congruencias temporales (ob­
servadores) con propiedades particulares. En estos casos, las órbitas del 
grupo o la congruencia temporal están relacionadas con la geometría del 
tensor de Weyl por las identidades de Ricci. Si sabemos calcular esos 
elementos, podemos imponerle al propio tensor de Weyl las restricciones 
correspondientes y obtener una caracterización intrínseca de estas familias 
de métricas.
En la primera sección recogemos resultados conocidos sobre estructu­
ras casi-producto y en particular enunciamos algunas propiedades de las 
estructuras 2+2 en el espacio tiempo. Utilizaremos estos resultados tanto 
en los dos últimos capítulos de esta memoria dedicados a las métricas de 
tipos I y D, en los que aparecen estructuras casi producto 2+2 asociadas 
al tensor de Weyl, como en las secciones siguientes de este mismo capítulo. 
En la sección 2 probamos que la existencia de tensores de Killing de orden 
2 y de tipo [(1, 1), (1, 1)] puede caracterizarse en términos de las propie­
dades geométricas de la estructura 2+2 que definen, y en la sección 3 
caracterizamos las métricas con simetría esférica no conformemente pla­
nas en términos de las propiedades de la estructura casi-producto que 
definen las órbitas del grupo de rotaciones. Estas métricas son de tipo D, 
y la estructura principal coincide con la definida por las órbitas del grupo.
Asimismo, en la sección 4, caracterizamos los espacios estáticos no 
conformemente planos teniendo en cuenta que cualquier campo de Killing 
debe dejar invariantes a los elementos geométricos definidos por el tensor 
de Weyl. Probaremos que si no podemos además localizar en términos 
de la geometría del Weyl el campo de Killing, es porque la m étrica ad­
mite más simetrías: al menos un G3 con órbitas bidimensionales. En 
la sección 5, ofrecemos una caracterización de los espacios de tipo I que 
admiten estados de radiación isótropa para un observador sincronizable. 
Terminaremos el capítulo con un resumen del formalismo de C artan com­
plejo que utilizaremos en el capítulo siguiente.
Algunos de los resultados de este capítulo forman parte de un artículo
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ya publicado [39] y de dos trabajos en fase de redacción [20], [43].
3.1 Estructuras casi-producto
a) Una estructura casi producto regular p 4- q en una variedad de Rie- 
mann de dimensión n  es un par (v , h) donde v es una p-distribución y 
h la q = (n — p)-distribución ortogonal. Denotaremos también v y h a 
los respectivos proyectores y P  = v — h al tensor de estructura. Se de­
fine la segunda forma fundamental generalizada de la distribución v y la 
denotamos Qv como el (2 ,l)-tensor
Q „ (X ,Y ) = h (V v m v (Y ))  (3.1)
para cualquier par de campos X , Y .  Por tanto, las componentes cova­
riantes en un sistema de coordenadas arbitrario son
(Qv)ab,j — Va Vb^<*VPj
Denotaremos A v y Sv a las partes antisimétrica y simétrica de Qv. La 
p-distribución v es foliación (eq. h es integrable) si, y sólo si, A v = 0 . 
En este caso Qv = Sv y coincide con la segunda forma fundamental de 
las variedades integrales de la foliación v  [75]. Se demuestra además que 
en ese caso v es totalmente geodésica, umbilical o minimal si satisface 
respectivamente Sv = 0, S v = v <g> a, tr(5 v) =  0 [47]. Tales conceptos se 
generalizan con la misma definición al caso de que v no sea necesariamente 
foliación [18]. Estas propiedades, determinadas por la nulidad o no de los 
elementos que aparecen en la descomposición invariante de la segunda 
forma fundamental de una distribución, induce de forma natural una cla­
sificación de éstas [65], [47], Así, se dice que una distribución D  tiene 
la propiedad F  si es foliación, y diremos que tiene las propiedades Z>3, 
D 2 o D 1 si es umbilical, minimal o totalmete geodésica respectivamente. 
Usaremos Fi para denotar a una foliación que además tiene la propiedad 
Di. De la definición, se deducen trivialmente las siguientes relaciones:
L em a 4 Sea (v , h ) una estructura casi producto p - f  q. Se verifica que
(i) Si v tiene la propiedad F{ entonces tiene la propiedad Di.
(ii) v tiene la propiedad D i si, y sólo si, tiene las propiedades D 2 y
D3.
Tenemos así una clasificación de las estructuras casi producto aten­
diendo a las propiedades de las distribuciones que la definen. Teniendo en 
cuenta que en el espacio-tiempo el carácter causal nos perm ite distinguir 
entre las dos distribuciones, las 36 clases que aparecen en una variedad 
riemanniana se convierten en 64 clases de estructuras casi-producto de 
espacio-tiempo.
En algunos casos la dimensión de las distribuciones restringe el número 
de clases que no son vacías: por ejemplo, toda estructura 1 +  q es de tipo
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(F3 ,D ), y por lo tanto sólo son posibles 16 clases de estructuras 1 +  q. 
Nosotros diremos que una estructura es umbilical, minimal o integrable 
cuando las dos distribuciones tengan esa propiedad.
b )  Las segundas formas fundamentales de v y h determinan y sólo deter­
minan la derivada covariante de los proyectores {v,h). En concreto, se 
tiene
23  23
Vu =QV -  Qh (3.2)
23
donde Q denota la simetrización del segundo y tercer índice para un tensor 
dado Q.
Una estructura producto es una estructura casi producto de clase 
[+3, F3], es decir, en la que ambas distribuciones son foliaciones totalmente 
geodésicas. Es conocido que una estructura producto qüeda caracterizada 
(localmente) por la existencia de cartas adaptadas. Así, (v , h ) define una 
estructura producto (p  +  q) en una variedad con métrica g si, y sólo si, 
existen coordenadas (xA, x %) {A = 1, . . .  ,p), (i = 1, . . . ,  q), de manera que
9 =  va b (x ° )  dxAá xB +  h ij(xk)dx*dxJ (3.3)
c) En el espacio-tiempo sólo son posibles las estructuras 1 +  3 y las 2 +  2. 
Las primeras suelen aparecer asociadas a un vector temporal unitario y 
han sido ampliamente consideradas en la literatura. Nos centraremos 
ahora en las estructuras 2 +  2. Si denotamos U y *U a los elementos de 
volumen del 2-plano temporal y del espacial respectivamente, se verifica
V a t / ^ A  =  ( Q v ) a t i , \ 0  ^ MA] ~  ( Q / i ) a [ / 3 ,M ^ MA]
(3.4)
V a * Upx =  (Qh)afi,[p *U7iA] -  (Qv)a[p,n * ^ MA]
donde los corchetes indican antisimetrización en los índices que no están 
contraídos. A cada estructura casi-producto 2 +  2 podemos asociarle la 
2-forma autodual unitaria U construida con los elementos de volumen de 
los planos que la definen, y recíprocamente, cada 2-forma U define una 
estructura 2 +  2 cuyo tensor de estructura P  =  v — h se calcula como 
2P  — U x  Ü = Ü x  U. De (3.4) se comprueba que
2Re[i{6U)U) = *U(S * U ) ~  U{ÓU) = t rQv +  trQ h
2Im[i{5U)U\ =  *U{6U) +  U{6 * U) = QV(U) x *U +  Qh(*U) x U
(3.5)
donde hemos denotado [QV(U)]^ =  (Qv)aPnUal3. Por lo tanto 5U contiene 
la información sobre el carácter minimal o integrable de los 2-planos de 
la estructura que define. Más precisamente, se verifica [17].
L em a 5 Sea (v ,h ) una estructura casi-producto 2 +  2 y U el elemento de 
volumen del 2-plano temporal. Entonces se verifica:
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1. v (resp. h ) es foliación sii, *U(SU) =  O (resp. U(ó * U) = 0).
2. v (resp. h) es minimal sii *U(5 *U ) =  0 (resp. U(SU) =  0 /
d ) Una estructura casi-producto 2 +  2 se dice Maxwelliana si la 2-forma 
autodual U que la define es la geometría de una solución de las ecuaciones 
de Maxwell de vacío; es decir, si existe T m  =  e^+1^  U que verifica SFm  —
0. P ara U esta condición se escribe como
ÓU = d(<f) +  ’iip) x U (3.6)
Multiplicando por U y teniendo en cuenta que U x U =  \  g, se deduce el 
resultado conocido [74], [14]
L em a 6 La condición necesaria y suficiente para que la 2-forma autodual 
unitaria t i  sea la geometría de una solución de las ecuaciones de Maxwell 
es que
di{8U)U =  0
Teniendo en cuenta (3.5) la expresión (3.6) es equivalente a
*U(6 * U )~  U(6U) =  d 0; *U{6U) + U{6 * U )=  d ^
Nosotros diremos que una estructura 2 +  2 es minimal (resp. inte­
grable) salvo el gradiente de una función si verifica la primera (resp. se­
gunda) de las ecuaciones anteriores para alguna función <£ (ijj).
e) El carácter umbilical de los dos 2-planos de una estructura (v ,h )  
es equivalente a que las direcciones principales de la 2-forma U sean 
geodésicas y sin distorsión. Si completamos con {^2,^/3} una base or- 
tonormal del espacio de las 2-formas autoduales, el carácter umbilical 
de los 2-planos v y h puede expresarse en términos de las 1-formas 
A i =  —í (8Uí )Uí , o en términos de las direcciones isótropas ortogonales 
a U como indica el siguiente lema.
L em a 7 Sea U una 2-form a autodual unitaria, y consideremos la estruc­
tura (v ,h ) que define. Completemos con {U2 MS} una base ortonormal, 
y denotemos {T Í+ ,H -} a las dos 2-formas isótropas ortogonales alÁ con 
cualquier parametrización. Son equivalentes:
(i) La estructura tiene ambos 2-planos umbilicales.
(ii) Las direcciones principales de U son geodésicas y sin distorsión.
(iii) A2 =  A3.
(iv) 6H+ x H + =  0 =  5 H -  x H - .
f)  Las propiedades F  y D \ son propiedades invariantes por conformidad 
[47], pero no lo es el carácter minimal. En ese sentido, si g = v -f h es
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un a  m étrica casi-producto y consideramos g = e2Xg, entonces g = v +  h 
verifica que
Qv = e2X (Qv -  v  0  h (d \))  (3.7)
Es decir, que el carácter minimal de una estructura cambia por confor­
m idad como la proyección al ortogonal del gradiente de la función de 
conformidad. La expresión anterior es válida para una estructura casi 
producto p  +  q arbitraria. Entonces, calculando trazas en la expresión 
anterior se deduce que por conformidad, las traza de la segunda formas 
fundamental cambia como
trQv =  trQ v -  ph(dX)
de donde se deduce inmediatamente el siguiente resultado
L e m a  8 Si una métrica g = v +  h es una estructura casi-producto p + q , 
la condición necesaria y suficiente para que sea conforme a una métrica 
para la que la estructura es minimal es
d (-trQ v +  - trQh) =  0 
P q
P ara una estructura casi-producto 2 +  2, esa condición es equivalente 
a  que la suma de las trazas de las segundas formas fundamentales sea 
cerrada, o, teniendo en cuenta (3.5), a que dRe(<5¿Y x U) =  0.
g) Si en una variedad con una estructura casi-producto (u, h ) la distri­
bución v es foliación, la fórmula de Gauss nos dice que
R iem (v)  =  v(R iem (g)) +  ^Q VÁQV (3-8)
¿i
donde denotamos v(R iem (g)) a la proyección total sobre v del tensor 
de Riemann de la variedad, y donde QVAQV denota el producto exterior 
usual de dobles 1-formas respecto a los índices que están en v y la traza 
respecto a  los de h, es decir
2 \(Qv')a\,[/,(Qv')¡.3y,is (Qv)ai,n(Qv)¡3\,i/]
Conocidos el tensor de Riemann de v y la segunda forma fundamental Qv, 
la fórmula de Gauss nos permite calcular la proyección total del Riemann 
de la variedad sobre la foliación v en función de ellos. Ahora, indepen­
dientemente de que v sea foliación o no, las identidades de Ricci para v 
nos dicen que
^[a^(3]Vfii/ — "Up R\i/f3a d~V¡/ R\nf3a
Como la contracción con de la ecuación anterior es idénticamente nula, 
y utilizando (3.2) para sustituir Vu en términos de las segundas formas
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fundamentales de v y h, las identidades de Ricci para v son equivalentes 
a
= VpKh (V[a (Qv)^]^>-y — V[a (Q/l)^j^i^ ) (3-9)
Estas ecuaciones son las fórmulas de Codazzi. Teniendo en cuenta las si­
metrías del tensor de Riemann, las fórmulas de Codazzi permiten calcular 
las componentes del tensor de Riemann en función de Qv , Qh y de sus 
primeras derivadas salvo las proyecciones totales sobre las distribuciones 
que definen la estructura. Cuando estas distribuciones son foliaciones, las 
fórmulas de Gauss nos determinan el resto del Riemann en función de los 
tensores de curvatura de las variedades integrales. Sin embargo, en una 
estructura 2 +  2 arbitraria, como la proyección total del Riemann sobre 
cada 2-plano es una doble 2-form a simétrica, necesariamente debe tener 
cumplirse
v(R iem (g )) =  X  U <8>U
y por lo tanto, las fórmulas de Codazzi para una estructura 2 +  2 de­
terminan el Riemann salvo dos escalares (que son las curvaturas de cada. 
2-plano cuando estos son foliación).
h ) En la tabla de la página siguiente hemos resumido la caracterización 
de las propiedades de una estructura casi-producto 2 +  2 en diferentes 
formalismosrhemos utilizado los proyectores (v, h), las 2-form as reales o 
la autodual que define la estructura, los símbolos de la conexión para una 
tetrada ortonormal {ea } adaptada a la estructura (v = (eo,ei)). Así, l 
y k son las direcciones principales de U, y m y fh los vectores isótropos 
complejos que generan h y hemos denotado de la forma usual [55] a los co­
eficientes de Newmann-Penrose asociados a la tetrada isótropa compleja 
{Z,fc,m,m}. Además A  € {2,3}, i G {0,1}.
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Umbilical Minimal Foliación
V S v = v <g> a vaí3V avpX =  0
oIIs>
h Sh = h<g>b ha^ V a hpX = 0 A h = 0
V h{e 0,e 0} +  h { e i,e i]  = 0 
h{eo, ei} =  0
h{eo,eo} =  
=  M ei>ei )
h[eo,ei] = 0
h v{e2,e 2} =  v{e3,e 3}; 
^{e2,e3} -  0
v{e2, e2} =
-  - v { e 3,e3}
v[e2, e3] =  0
V lo i +  7Ío =  0 =  7oo +  7 n É> ii 723 — 732 =  0
h 723 +  723 =  0 =  722 -  733 722 =  “ 733 1 II O
V
2 3  23
v a V av = v 0  a +  U ® c Ua/3V avg¡, = 0
h
2 3  23
haV a h = h <g> b+ U® d
*a¡0
U V ahpx = 0
V U™UpVmUn\  = Ua(3 a \ i ( 6  Ú )  Ú =  0 
[Ua/3w au px = 0]
i(6U) Ú =  0
[ t ^ v .  Ú„a=  o]
h
* t/i * /i * *
U a U p Un\~Ua(3 b\ i{6U)U = 0 
* aP *
[u v a UpX= 0]
i(6 Ú)U = 0
*a/3
[U V a í//3A — 0]
V v(Á2 — A3) =  0 Re h{i{6U)U) = 0 Im h{i{ÓU)U) = 0
h h ( \ 2 — A3) =  0 Re v{i{ÓU)U) =  0 Im v(i(6U)U) = 0
V a II o II TÍ —  T 7T =  —r
h II o II Re(p) =  0 =  Re(/z) Im(p) =  0 =  Im(/¿)
V l ,k  geodésicos dmA U=  0
h l ,k  sin distorsión l, k  sin expansión di A U =  0 
dk A U =  0
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3.2 Tensores de Killing de orden 2
a) El concepto de campo de Killing puede generalizarse al de tensor de 
Killing como
D efin ic ión  1 Un tensor de Killing de orden m es un tensor simétrico 
Kai,a.2 ,...am Que satisface
^(a-^O] ,02,-.-Om) ®
Si m  =  1, recuperamos el concepto de campo de Killing V(aXj,) =  0. 
Nos centraremos brevemente en los tensores de Killing de orden 2 en el 
espacio-tiempo. Un tensor simétrico K  de orden 2 es un tensor de Killing 
si verifica
V (aK bc) =  O (3.10)
Consideremos P  la parte sin traza de K ,  es decir
K  = P + ^ t r K g  (3.11)
Entonces si reescribimos la expresión (3.10) separando la traza y la parte 
sin traza, se tiene
4<LP =  3d trif; V (aP6c) +  i¿ P (a£{,c) =  0 (3.12)
donde hemos denotado ÓP = —VaP¿*. Las expresiones anteriores dan pie 
a la siguiente definición
D efin ic ión  2 Un tensor simétrico P  de orden 2 y de traza nula se dice 
que es un tensor conforme Killing si satisface la segunda ecuación en la 
expresión (3.12).
Así, si P  es un conforme Killing cuya divergencia es cerrada, y por lo tanto 
coincide con el gradiente de una función f t r K ,  el tensor K  construido a 
partir de (3.11) es un tensor de Killing.
b ) Los tensores de Killing de orden 2 en el espacio tiempo, pueden clasifi­
carse según los valores y vectores propios del endomorfismo asociado. Uti­
lizando la notación de Segré, un tensor de Killing de tipo [(1,1), (1, 1)] es
el que tiene dos subespacios propios de dimensión 2, es decir, K  = av+(3h 
con a  ^  (3, donde (v , h ) es una estructura casi producto 2+2. Las ecua­
ciones (3.10) pueden escribirse entonces en términos de los valores propios 
y la estructura, y se obtiene que las condiciones necesarias y suficientes 
para que K  sea un tensor de Killing son
u(da) =  0; h(d(3) = 0
(Qk)(tó),c =  - h ®
68
Estructuras casi-producto 2 + 2
Combinando estas cuatro expresiones con los resultados sobre estructuras 
de la sección precedente, podemos enunciar
L em a 9 Sea (v , h) una estructura casi producto 2+2. Entonces K  =  
a v  +  ¡3h (a ^  ¡3) es un tensor de Killing si, y sólo si, se verifican
1. v y h son umbilicales, y
2. trQv = --¿zrp, y trQh -
De igual m anera pueden obtenerse las condiciones para que la estructura 
(v, h ) sea la definida por un tensor conforme Killing. Se tiene que
L em a 10 Sea (v ,h ) una estructura casi producto 2+2. Entonces P  = 
fi(v — h ) es un tensor conforme Killing si, y sólo si, se verifican
1. v y h  son umbilicales, y ....................... .....................................
2. trQv +  trQh = H’
c) La pregunta que surge de forma natural es la de si podemos dar condi­
ciones sólo para la estructura, que garanticen que es la definida por un 
tensor de Killing. Si denotamos a =  trQ v y b = trQh la segunda condición 
del lema anterior se escribe como
(a — P)a = —da; (a  — P)b =  d¡3 (3.13)
La suma de las dos ecuaciones nos dice
a +  b =  —d ln (a  — /?)
Y diferenciando las dos ecuaciones y sustituyendo d ln (a  — /?) se obtiene
da +  a A 6 =  0 =  d6 +  6 A a (3-14)
Supongamos ahora que a y  b son dos 1-formas que verifican las ecuaciones 
(3.14). Entonces, podemos resolver el sistema y tenemos garantizada la 
existencia de dos funciones F  y G (únicas salvo el cambio G G  +  c con 
c constante) de manera que
a + b = dF ; a — b = eFdG
Si consideramos a y  ¡3 dadas por
2a = e~F — G; 2(3 = - G  -  e~F
entonces verifican el sistema (3.13). La libertad en la elección de G lleva 
a la libertad a ^ a  +  c y ^  (3 + c para la misma constante c. O, 
en términos del tensor de Killing que definen, a la libertad a v  +  (3h 
a v+ fih + cg . Es decir, los tensores de Killing difieren en una homotecia de 
la métrica. Por lo tanto, hemos encontrado ecuaciones que caracterizan 
el que una estructura 2+2 (v , h ) sea la estructura definida por un tensor 
de Killing (diferente del trivial g). Podemos enunciar este resultado como
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Proposición 20 Una estructura casi-producto 2 +  2 (v , h ) es la estruc­
tura definida por un tensor de Killing si, y sólo si, verifica
1- Qv = \ v  0  trQv -, Qh = trQh
2. dtrQv + trQv A trQh =  0 =  dtrQh +  trQh A trQv
La primera condición establece el carácter umbilical de ambos 2 - 
planos, es decir, que las direcciones principales del 2-plano temporal son 
geodésicas y sin distorsión. La suma de las dos expresiones que aparecen 
en la segunda condición nos dice que la suma de las trazas de las segundas 
formas fundamentales es cerrada, lo que, teniendo en cuenta el lema 8, 
implica que la estructura puede hacerse minimal por una conformidad. 
Los tensores de Killing de orden 2 han sido ampliamente considerados en 
la literatura (ver [82], [22] y las referencias de este último). Una condición 
más débil que la de tensor de Killing es la de tensor conforme Killing. De 
la misma forma las condiciones para que P  — a (v  — h ) sea un tensor 
conforme Killing pueden traducirse en propiedades geométricas para la 
estructura 2 +  2 (v , h ) como
Proposición 21 Una estructura casi-producto 2 + 2 (v , h ) es la estruc­
tura definida por un conforme Killing si, y sólo si, verifica
1- Qv = trQv\ Qh = \h ®  trQh
2. d(trQv + trQh) = 0
La segunda condición establece el que la estructura es conforme a una 
estructura minimal y es exactamente la suma de las dos ecuaciones del 
apartado 2 de la proposición 20.
3.3 Métricas con simetría esférica
a) Una m étrica con simetría esférica define de forma natural una estruc­
tu ra  casi producto 2+ 2, donde la distribución espacial es tangente a las 
órbitas del grupo de rotaciones. Es conocido que una m étrica tiene si­
m etría esférica si, y sólo si, existen coordenadas (r,t,0 ,(f>), de manera 
que
g = —a 2d t 2 +  ¡32d r 2 +  O2(d02 +  sen20d02) (3.15)
donde a , /? y Í2 son funciones de r  y t. Por lo tanto, podemos escribir 
cualquier métrica con simetría esférica como
g =  O2 ^2  d£2 +  +  dd2 + sen20d 02
Entonces cualquier m étrica con simetría esférica es conforme a una métrica 
producto 2+2. Además, el factor de conformidad tiene gradiente conte­
nido en el 2-plano temporal y el 2-plano espacial tiene curvatura constante.
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Teniendo en cuenta cómo cambia la segunda forma fundamental por una 
conformidad, estas propiedades nos proporcionan una primera caracteri­
zación, en términos de la estructura, de las métricas con simetría esférica.
Lema 11 Una métrica de espacio-tiempo g tiene simetría esférica si, y 
sólo si, admite una estructura casi producto 2+2 (v ,h ), de manera que
1. v es foliación totalmente geodésica (Qv = 0).
2. h es foliación umbilical y su traza es cerrada (Qh = h ®  d f).
3. La curvatura de h es positiva (K (h ) > 0) y la proyección de su
gradiente a h es cero (h(dK(h)) = 0).
Además las variedades integrales de la foliación h son las órbitas del grupo 
de rotaciones.
b ) El lema anterior proporciona una caracterización de las métricas con 
simetría esférica, pero no es una caracterización explícita, ya que no nos 
dice cómo localizar la estructura que debe tener las propiedades que exige. 
Podemos dar un primer resultado en ese sentido si tenemos en cuenta 
que g es conforme a una métrica producto 2+2. Si g = v +  h es una 
m étrica producto 2+2, entonces Vi> =  0 =  V/i. Por tanto, las relaciones 
de Codazzi de la primera sección nos dicen que la proyección m ixta del 
Riemann es nula, esto es, =  0- Ahora, como las segundas
formas fundamentales de v y h son nulas, las fórmulas de Gauss nos 
dicen que la proyección total del Riemann a cada 2-plano coincide con el 
Riemann bidimensional correspondiente, es decir
R iem (g) = R iem (v ) +  R iem (h)
Podemos entonces calcular el tensor de Weyl de una métrica producto y 
se deduce
Lema 12 Si g = v + h es una métrica producto 2+2, entonces es de tipo 
D (o O) con (v , h ) la estructura principal, los valores propios del tensor de 
Weyl son reales y el valor propio doble es p = —^[K(v)  + K(h)].  Además 
es de tipo O si, y sólo si, la suma de las dos curvaturas es cero.
Así, una m étrica no conformemente plana tiene simetría esférica si, y sólo 
si es de tipo D con valores propios reales, y la estructura principal verifica 
las condiciones del lema 11. Como en el capítulo 2 hemos determinado 
un proyector sobre la estructura principal del Weyl, podemos calcular 
intrínsecamente esta estructura.
c) Lo que veremos ahora, es que para el caso de valores propios reales 
podemos simplificar las expresiones y trabajar únicamente con el tensor
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de Weyl real. Si en la forma canónica (2.8) separamos la parte real, en el 
caso de que los valores propios sean reales se tiene que el tensor de Weyl 
es
W  = 3p{U ® U  - * U ® * U )  + pG (3.16)
con G = ^ g A g y p  = — ( j^ tr lT 3)^ ^  0. Si consideramos entonces
S  = h w - p G )  (3.17)
3 p
teniendo en cuenta (3.16) se deduce que S  = U ® U  — *U ® *U,  y por 
lo tanto satisface S 2 + S  = 0. Recíprocamente, si S 2 + S  =  0, el tensor 
autodua.1 S  = ^ ( S  — \ * S)  verifica la misma condición, y por lo tanto el
tensor de Weyl autodual tiene un polinomio mínimo de grado 2. Como
además suponemos /  0, debe ser de tipo D. Tenemos entonces una 
caracterización intrínseca que sólo involucra elementos reales del hecho 
de que el Weyl sea de tipo D con autovalores reales. Resumiendo estos 
resultados, se tiene
Lema 13 Un tensor de Weyl es de tipo D con autovalores reales si. y 
sólo si,
P = - ( ^ t r W 3)^ ¿O; S2 + S  = 0 
donde S =  ± ( W  -  pG).
Utilizando las expresiones (1.5), podemos calcular la 2-forma principal U 
que es simplemente la geometría de S ( X ), donde X  es cualquier 2-forma 
tal que S ( X )  es no nulo. Calculada U,  tenemos determinado el proyector 
h = g — U x U.  Con estos elementos podemos imponer intrínsecamente 
las condiciones 1 y 2 del lema 11. Para la tercera necesitamos calcular la 
curvatura de h. Pero si tenemos en cuenta que las 2 primeras condiciones 
nos garantizan que Qv = 0, Qh = \ h  0  trQ ^, la fórmula de Gauss (3.8) 
nos dice que
R iem (h ) =  h[Riem(g)] +  ^ (trQ h)2/i A h
La doble traza con h ( t r |)  en la expresión anterior nos proporciona en­
tonces la curvatura del 2-plano h, a la que debemos imponerle las condi­
ciones del lema 11. Los resultados de los apartados b) y c) nos permiten 
escribir las condiciones del lema 11 sólo en términos de la estructura como:
Teorema 4 Sea W  = W(g)  el tensor de Weyl de un espacio-tiempo no 
conformemente plano (W  ^  0), y consideremos los concomitantes de la 
métrica g
p = - ( ± t r W 3)i;  S  = j - { W - ± p g A g )
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h = g — U2\ R (h ) =  trflR iem(g) +  ^{Sh)2 
donde U = a S ( X ) +  ¡3 * S ( X ) con
a  = ~ ñ \ ~ 2ñ ~  ^  =  ñ v ~ 2í T  n  =  V í ' + í
<1 = S2(X,A-); * = *s 2(x , x )-,
y donde X  es cualquier 2-forma que verifique que S ( X )  0. Entonces, 
g tiene simetría esférica si, y sólo si, verifica
1. 0; S 2 + S  = 0.
2. V h  =  —\ h  <S> óh, d¿h = 0.
3. R(h)  > 0; h\dR(h)] = 0.
3.4 Espacios—tiempo estáticos
a) Obtener una caracterización intrínseca de los espacios estáticos de 
Tipo I resulta sencillo ya que la dirección del campo de Killing integrable 
coincide la la dirección principal eo- Este resultado es consecuencia de 
que, como hemos visto en el capítulo 2, eo es la única dirección tempo­
ral que puede tener parte magnética cero en Tipo I. Cualquier espacio 
tiempo algebraicamente general que contenga un observador cuyas pro­
piedades impliquen la nulidad de la parte magnética del Weyl respecto 
a 1a. congruencia que define queda caracterizado intrínsecamente, ya que 
necesariamente ese observador es eo- Por otra parte, tengamos en cuenta 
que la concición de que un campo £ sea un campo de Killing (espacial 
o temporal) puede escribirse en términos de la congruencia unitaria que 
define como
L em a 14 Dado un campo unitario v, el campo £ =  Av es un campo de 
Killing si, y sólo si v es de deformación cero y su aceleración es cerrada, 
es decir
d =  0 dv = 0
donde i) = i{y)V v , 2d =  7 ^ 1;+* Vv], siendo 7 = g — v 2 v<S>v el proyector 
ortogonal a v.
Además el Killing es integrable si, y sólo si, dv A v = 0.
Si escribimos las condiciones anteriores en términos del proyector 7  y 
tenemos en cuenta los resultados del capítulo anterior sobre la determi­
nación de eo, se tiene
73
P ro p o s ic ió n  22 Un espacio-tiempo de tipo I  es estático, si y sólo si. el 
tensor de Weyl satisface
l l l p ^ x l »  =  0; dó 7 =  0
donde 7  =  7 (g) = — ^ U f )  y donde Ui son las 2 -formas reales
asociadas a las principales Ui dadas en la proposición 16. Además la 
dirección del campo de Killing es
u  ex (7 -  g){x)
con x  cualquier vector temporal.
b) Nos centraremos ahora en los espacios de tipo D. La condición necesaria 
y suficiente para que exista una congruencia con parte magnética cero es 
que los valores propios sean reales, y entonces, todas las direcciones de los
2-planos principales tienen parte magnética cero. Entonces la. condición 
* W (v ,v ) = 0 no nos permite elegir entre todas las del 2-pla.no temporal 
una dirección privilegiada. Por tanto, el hecho de que el vector unitario 
en la dirección de un Killing temporal integrable tenga parte  magnética 
cero sólo nos dice que ese campo es uno temporal contenido en U. Una 
primera condición para localizar la dirección del Killing es tener en cuenta 
los invariantes escalares del tensor de Riemann. Si £ es un Killing debe 
cumplirse que C^p =  (£, dp) =  0 para cualquier invariante p. Pero como 
si £ € U se tiene que (£,dp) =  u(£,dp), y hemos probado que £ es una 
dirección en U ortogonal a dp, es decir, debe cumplirse £ A U(dp) =  0. 
Esto permite determinar la dirección del Killing si existe algún invariante 
escalar cuyo gradiente tenga proyección no nula al 2-pla.no principal U . 
En concreto, tenemos
L em a 15 Sea g una métrica estática de tipo D. Entonces, para cualquier 
invariante p, si el campo U(dp) no es nulo, nos determina la dirección 
del campo de Killing integrable.
c) Este resultado no permite determinar el Killing en todos los espacios 
de tipo D, ni ofrecemos un listado exhaustivo de los invariantes escalares 
que podemos considerar. Pero podemos decir más cosas sobre la dirección 
del Killing utilizando las direcciones invariantes y no sólo los escalares. 
Así, si tenemos en cuenta que en un espacio de Tipo D cualquier Killing 
debe dejar invariante a la estructura principal, es decir C^v =  0 =  C^h, 
se tiene
C^V =  0  «=► £M(Vau ^  +  Vpv^a -  V^Vap) =  V av ( £ ) / 3  +  Vpv{£)a 
iC^ h =  0 £M(Va /iMp +  Vph^a -  V M/iap) =  V a/i(£)p +  Vph(£)a
Por lo tanto, si £ es un Killing tal que /i(£) =  0, la segunda de las ecua­
ciones anteriores implica que
£M(V a hM/3 +  V p h /xa V n h a p )  — 0
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Si calculamos las proyecciones a ambos 2-planos se tiene
^(Qv)[afi),p =  0 =  Qh)(a(3)lfi
donde los corchetes denotan la antisimetrización y los paréntesis la si- 
metrización como es usual. Pero como £ es del 2-pla.no U, 1a. primera 
condición implica que v es foliación y la segunda puede reescribirse como
Qh = S ® U { 0  + * U ® X  
para alguna dirección X  en U. Es decir, se tiene
L em a 16 Si g es una métrica de tipo D que tiene un campo de Killing 
contenido en el 2-plano principal U, entonces la estructura principal (v , h) 
verifica
1 . v es foliación
2. Qh = S  ® U(£) + *U ® X  donde S  es un tensor simétrico
De este resultado se deduce que si h no es minimal, es decir si i(5U)U  =  
t rQh i=- O, entonces
U { t r Q h )  A  £  =  O
con lo que la traza de la segunda, forma fundamental de h nos determina 
la dirección del Killing. Por otra parte, si h no es umbilical y denotamos 
s2 =  S abS ab y (Qh)2 =  (Qh)aia(Qh)ai/¡ se tiene que
(Qh)2 =  2 s2 U ( ( ) ® U ( ( )
con lo que para cualquier dirección temporal x,  se verifica
(Qh)2 (U(x)) = - 2 s 2 ( x A) U( í )
Por lo tanto, contrayendo la expresión anterior con U,  tenemos determi­
nada la dirección del Killing. Se ha probado:
L em a 17 Sea g una métrica de tipo D que admite un Killing en el 2 -  
plano U, y sea (v , h ) la estructura principal del Weyl. Entonces se verifica:
1. Si h no es minimal, entonces i(ÓU)U determina la dirección del 
campo de Killing.
2. Si h no es umbilical, los campos U x (Qh)2 (U(x )) y U x (Qh)2 ( x ) 
determinan la dirección del Killing, siendo x  un vector temporal 
arbitrario.
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El resultado anterior es cierto independientemente del carácter causal 
del Killing. Si queremos caracterizar sólo los estáticos, hay que exigir 
además que la. dirección sea temporal, y entonces de las dos direcciones 
que aparecen en el segundo apartado del lema anterior es suficiente con 
calcular la primera, ya que si x  y £ son temporales su producto no es 
cero.
d ) Supongamos entonces que no hemos localizado invariantes en el 2- 
plano v y que h es una 2-distribución totalmente geodésica. Entonces
Qh = *U  ® X , con X i — i  * UabV ahbi 
Si multiplicamos £ por X  y usamos que £ está en v, se tiene 
C X i =  - i  * U ^ h lV a íc  =  - |  « U“ V „ÍC
Por otro lado, si £ es integrable (no es necesario imponer que sea de 
Killing), existe una I-forma. Z  (dada salvo Z  Z+A£) tal que d£ =  £AZ, 
y por lo tanto se verifica
* a “ V„£c =  \  * =  \  * v ac( t  A Z)  =  *U((, Z)
Con lo que si £ está en el 2-plano U, *U(£) = 0, y por lo tanto,
(£,X) =  0
Lo que dice el resultado anterior es que en una estructura casi producto 
2 +  2, si h  no es foliación (v no es integrable), la 2-distribución ortogonal 
v  tiene a lo sumo una dirección integrable que es *UabV ahbi, o, teniendo 
en cuenta 3.4, la dirección U (6  * U ). Por lo tanto, si h no es foliación y 
buscamos un campo de Killing integrable en v y , necesariamente debe 
estar en la dirección U ( 6  *U).  Podemos enunciar este resultado como
L em a 18 Sea (v,h) una estructura casi producto 2 +  2 y supongamos que 
h no es foliación. Entonces, o v no contiene ninguna dirección integrable 
o existe a lo sumo una dirección integrable en el 2 -plano v y es la deter­
minada por U(ó *U).
Por lo tanto, si existe un Killing integrable contenido en el 2-plano v éste 
tiene la dirección de U(S *U).
También es resultado es independiente del carácter causal del Killing. Si 
queremos caracterizar los espacios-tiempo estáticos, habría que imponer 
además que U(ó *U)  sea temporal.
e) Si con los lemas anteriores no localizamos el Killing integrable es porque 
todas las direcciones que hemos considerado son nulas, es decir, tenemos 
una estructura casi producto (v , h ) en la que
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1) v es foliación
2) h es foliación totalmente geodésica.
Lo que probaremos ahora es que, si £ es un campo de Killing integrable 
contenido en v,  es una dirección propia de la segunda forma fundamental 
de v , es decir £ A (i(£)Qv) =  0. Para ello, sea Z  cualquiera de las 1-formas 
tales que V£ =  £ A  Z. Entonces,
(i(()Qv)a„ = ( Xv y 0 VX)t = =
= r&KVfíx  = v Z h f a Z x  -  (xZ„) = í M Z h  
Entonces se ha probado
Lema 19 Si £ es un campo de Killing integrable contenido en el 2-plano 
U de una estructura casi producto 2+2, entonces £ es propio de la segunda 
form a fundamental de v, es decir
£ a  i (0 Q v =  o
Como además sabemos por el lema 16 que v es foliación, el lema, 
anterior implica que existen dos 1-formas X , Y, contenidas en el 2-plano 
*U de m anera que
Qv = £ <8> £ ® X  +  [/(£) ® £/(£) <8> Y  
Si calculamos la traza de la segunda forma fundamental, se deduce
trQv =  Í 2(X  -  Y )  
y por lo tan to  para, la parte sin traza se obtiene
Ql = Qv - ® (trQ„) = (í ® í  + u(t) ® u(0) ® ( | ( x  + y))
Denotemos u  y w  a las direcciones unitares proporcionales a £ y a 
í/(£). Si llamamos T  = \£ ? {X  +  Y ), se tiene que
=  ( u ® u  + w ® w ) ® T
Cosideremos ahora y  arbitrario tal que h(y) ^  0. Entonces, Si T  no es 
cero, es decir, si v no es umbilical, o bien (T, y) o bien T(*U(y))  no son 
cero. Denotemos z al que no sea ortogonal a T  (si ninguno lo es, elegimos 
cualquiera de los dos). Entonces,
Qv iz ) — (2\  z) (u <8» u +  w ® w)
Luego se verifica que
tr  ( Q l ( z f )  = ( Q l ( z ) U ( Q l ( z ) f °  =  2 ( T , z f
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Además, como T  y z son espaciales, su producto es positivo, y por lo 
tanto
Qv iz) “  \ J \ ( tTiQv iz )2) v = u ® u
y determinamos la dirección del Killing contrayendo con una dirección 
temporal arbitraria.
Lema 20 Sea g una métrica de tipo D que admite un Killing temporal 
integrable en el 2-plano U , y sea (v,h) la estructura principal del Weyl. 
Si v no es umbilical, entonces el campo
(< £ (* )  -  » j  (*)
tiene la dirección del campo de Killing donde x  es cualquier vector tem ­
poral, y donde z es cualquier vector para el que la expresión anterior no 
se anule.
Si no buscáramos sólo caracterizar los espacios-estáticos, sino también 
los que admiten un Killing espacial integrable contenido en v , habría que 
sustituir en el lema anterior £1 por t/(£ i).
f)  Si con los apartados anteriores no hemos determinado el Killing, es 
porque la estructura (v , h ) verifica
1) v es foliación umbilical (Qv = <g> t rQv),
2) h es foliación totalmente geodésica (Qh = 0).
Consideremos ahora la dirección trQ v contenida en el 2-plano *U. 
Como la estructura debe ser invariante por £, también lo es esta dirección, 
con lo que, si tenemos en cuenta que además es ortogonal a  £, debe cumplir
0 =  d (£ ,trQ v) =  - £  x d trQ v
Luego d trQ v es una 2-forma ortogonal a  £. Por lo tanto, si u“ (d trQv)ap 
no es cero, debe tener la dirección de £/(£)> con 1° Que
U (trQ v x dtrQ v) A £ =  0 = U (*U(trQ v) x d trQ v) A f
Entonces, si alguna de esas direcciones no es nula, nos proporciona la 
dirección de £, es decir, se tiene
Lema 21 Sea g una métrica de tipo D que admite un Killing integrable 
en el 2-plano U, y consideremos (v , h ) la estructura principal del Weyl. 
Supongamos que v  x dtrQv 0, y consideremos los campos
U(trQv x dtrQv), U(*U(trQv) x dtrQv)
Entonces al menos uno de estos dos campos es no nulo y determina la 
dirección del campo de Killing.
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g) Si el lema anterior no permite calcular la dirección £ es porque las dos 
direcciones consideradas son nulas o, equivalentemente, porque dtrQ„ es 
proporcional a *U, es decir v x dtrQv — 0. El hecho de que v sea foliación 
umbilical y h sea foliación totalmente geodésica implica que existen coor­
denadas {x A , x l } de m anera que
g =  v +  h =  4>2 {xa ) VABdxAd xB +  hi jdxldx
En ese sistema de coordenadas se cumple que
Qv = ln0 )(02ü) ® dx* =  v ® /i(dln</>)
z z
Con lo que trQ v =  — di\n(¡> d x l . Si imponemos que además v x dtrQ v sea 
cero, se deduce
v x d trQ v =  —dAdi\n(f> = 0 
Con lo que en esas coordenadas se tiene
(f) =  p(x l)u(xA)
Luego g se escribe como
g = p 2 {xt )u2 (xc ) VAB{xC)dxAd x B +  hi j (xk)dxldx^
Ahora, si tenemos un Killing contenido en v el gradiente de la curvatura 
debe ser ortogonal a  éste. Es decir,
Lema 22 Sea g una métrica de tipo D con un Killing integrable contenido 
en el 2 -plano principal temporal y sea (v , h ) la estructura principal, donde 
v es foliación umbilical y h foliación totalmente geodésica, y supongamos 
que la curvatura del 2-plano v verifica v(dK(v))  ^  0. Entonces, el campo 
de Killing tiene la dirección de U(dK(v)) .
Sólo nos queda el caso de que la proyección a v del gradiente de la 
curvatura de v sea cero. Esta condición es equivalente a que u2 (xA)v 
sea de curvatura constante, y por lo tanto admite un Gj,. Así, los únicos 
espacios-tiempo estáticos de Tipo D en los que no podemos determinar la 
dirección del Killing integrable son de la forma
donde vc es una m étrica bidimensional hiperbólica de curvartura constante, 
y h = hi j (xk )dx*dxJ es una métrica bidimensional elíptica arbitraria. Por 
lo tanto, todos estos espacios admiten al menos un G$ con órbitas bidi- 
mensionales temporales. Podemos enunciar estos resultados como
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T eo rem a 5 Sea g una métrica de tipo D y (v,h)  la estructura principal 
del Weyl. Supongamos además que alguna de las direcciones £ definidas 
en los lemas 17 al 22 no es nula. Entonces, g es estática si, y sólo si, el 
vector unitario en la dirección de £ satisface las condiciones del lema 1 4 - 
Si todas las direcciones de los lemas anteriores son nulas, entonces, si 
la métrica es estática admite al menos un G3 con órbitas bidimensionales 
temporales que coinciden con el 2 -plano principal v.
3.5 Espacios de Tipo I con radiación isótropa
a) Los espacios-tiempo en los que existe un observador sincronizable que 
puede medir un estado de radiación isótropa han sido considerados en la 
literatura como un posible modelo del universo actual [34]. Estos espa­
cios pueden caracterizarse [30] como los que admiten un campo conforme 
Killing integrable. En términos del campo unitario en la dirección del 
conforme Killing, estas ecuaciones equivalen a
0  =  0; cr =  0; d(ú — ^ Qu) =  0 (3.18)
donde f] es la 2-form a de rotación, y cr, 0  y ú son respectivamente la 
distorsión, la expansión y la aceleración de u. El carácter integrable y 
sin distorsión de la congruencia implica [85] que el Weyl es de tipo I, D 
o O y que u es una dirección principal del Weyl. Por lo tanto, en los 
espacios de tipo I, este observador coincide con la dirección principal eo, 
y en ese sentido, llamamos a  esta congruencia observador principal del 
Weyl. Resumimos estos resultados conocidos en el siguiente lema.
L em a 23 En un espacio-tiempo de tipo I, los tres enunciados siguientes 
son equivalentes.
1. Existe un conforme Killing integrable.
2. Existe una solución de la ecuación de Liouville isótropa para un 
observador sincronizable.
3. El observador principal definido por el Weyl satisface (3.18).
b ) Una congruencia tem poral u (u2 =  — 1) define en el espacio-tiempo una 
estructura casi producto 1 + 3  (v , h ) donde v =  —u ®u ,  h =  g + u®u .  Las 
segundas formas fundamentales generalizadas dependen de los coeficientes 
cinemáticos del vector u  a  través de
Qv = —v<g)ú-, Qh = (íí +  o  +  \¡0h) ® u  (3.19)ü
Entonces, las ecuaciones (3.18) nos dicen que la estructura 1+ 3 que define 
u es umbilical e integrable (íl = 0 =  <7 )  y que d (trQ v +  | t r Qh) = 0, con
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lo que, teniendo en cuenta el lema 8, es conforme a una métrica para la 
que la estructura 1 +  3 es minimal. Como el resto de propiedades de una 
estructura son invariantes conformes, se deduce:
Lema 24 Un espacio-tiempo admite un conforme Killing temporal inte­
grable si, y sólo si, es conforme a una métrica que admite una estructura 
producto 1 + 3  donde la distribución 1 -dimensional es temporal.
c) Teniendo en cuenta (3.2), las condiciones (3.18) pueden escribirse en 
términos de V/i como
Q = 0  =  a hx h%V\h" = haphXllV \h "
d(ú  — |0 u )  +=+ d[4 h(óti) — óh] = 0
donde hemos denotado (óh)a = —V \ h x . Teniendo en cuenta los resul­
tados del capítulo anterior en el que determinamos proyectores sobre 
las 2-formas y las direcciones principales, se obtiene la caracterización 
intrínseca de esta familia de espacios
Proposición 23 Un espacio-tiempo de tipo I  admite un conforme Killing 
temporal integrable si, y sólo si. el tensor de Weyl satisface
= K g h ^ x h l ' ,  d[4h(6h) - 6 h) = 0
donde h = h(g) =  ¿(3g — ^ Uf) y donde Ui son las 2-formas reales 
asociadas a las principales IÁí dadas en la proposición 16. Además la 
dirección del conforme Killing es
u oc (h — g)(x)
donde x  es cualquier vector temporal.
3.6 Formalismo de Cartan complejo
a) Dada una tetrada ortonormal (ea ) y su base dual algebraica {0a } 
denotaremos como es usual 7^  a los símbolos de la conexión y a las
1-formas de conexión
Vea =  lapQ13 ® ep — K  ® ep (3.20)
Si consideramos la base de las 2-formas autoduales {ZV¿} asociada, las seis
1-formas de conexión w\ pueden agruparse en tres 1-formas complejas 
, con =  — ITj que en términos de las 1-formas de conexión w@ se 
escriben
TJi = w ¡ -  ieijkuj%
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y de manera que las ecuaciones (3.20) son
VUi = T { ®Uj  (3.21)
Las tres ecuaciones complejas (3.21) constituyen las primeras ecua­
ciones estructurales de Cartan. El segundo grupo de ecuaciones de estruc­
tu ra  se obtiene de las identidades de Ricci para las 2-formas Ui,
V\aVp]Uie5 =U ie,J'Rn60a + U ^¿R ^ p a
Si denotamos RiemiUm) =  \ R aptxv{UTnY ,/, este segundo grupo de ecua­
ciones se escribe
d lt  -  FJ A Tj =  iV2eikmR¡ern(Um)
Si tenemos en cuenta la descomposición del Riemann en términos de 
su parte sin traza y del Ricci, se tiene
1 R
R iem  = W  +  Q A g, donde Q = - ( R i c — —g), R  = tr(Ric)
2 6
Entonces, teniendo en cuenta que W (U  — i * U) =  W (U  — i  * U) las 
segundas ecuaciones de C artan se escriben
drj — rj a  r ‘ =  i-J2eitm [w{um) + um x  q  + q  x um] ( 3 .22)
Sabemos que cada 2-forma Ui define una estructura casi producto 
2 +  2, cuyo tensor de estructura Ti — Vi — /i¿ puede calcularse como 
Ti =  2Ui x.Üi. Si denotamos además tr¿Q =  Tia/3Qap a la traza calculada 
con este tensor, donde Qaf3 son las componentes de Q en la te trada {eQ} 
definida por {Ui} se comprueba que
UmX Q + Q x U m  = ^ 2  “  Í€mi k Q0k) Üj + \ ÍIrnQÜm + )i t rQ Um
m¿j
Si en (3.22) separamos la parte real y la imaginaria obtenemos las ecua­
ciones de C artan en formalismo real.
b ) De las primeras ecuaciones de estructura (3.21) se tiene que
-SU i =  t r VUi =  T¡ x  Uj
Sean A¿ =  Uí (5Uí ) las tres 1-formas complejas que como vimos en el lema 
5 contienen la información sobre la minimalidad y la integrabilidad de los
2-planos que definen la estructura. Teniendo en cuenta (1.9) y (3.21) se 
verifica que
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Invirtiendo las ecuaciones anteriores obtenemos que para i , j ,  k diferentes 
entre sí,
T ¡ x U k = -j={Xk -  -  \ ) e ijk (3.23)
Si en las segundas ecuaciones de estructura (3.22) contraemos cada una 
de las ecuaciones dP¿ con ¿ijkUk, se obtienen tres ecuaciones escalares 
complejas que contienen explícitamente a las 1-formas A¿ y que para i, j, k 
diferentes entre sí, podemos escribir como
V • A¡ =  A2 — i(A , -  Ajt)2 -  W ( U M )  -  |  trQ (3.24)
c) Para term inar esta sección incluiremos algunos resultados generales y 
algunos lemas técnicos que nos serán útiles en lo que sigue, Dada {Ui} 
una base ortonormal de 2-form as autoduales y dado x  cualquier vector 
complejo no isótropo, los vectores {x,Ui (x)} definen cuatro direcciones 
ortogonales e independientes, y por lo tanto podemos normalizarlos para 
obtener una base ortonormal. En términos de esos vectores, la métrica se 
escribe como
1 3 
g = - 2 ^ x ® x - 2  y^Jd j(x) ® Uj(x)^
1 = 1
También cada una de las 2-formas {Ui} puede ser escrita relativa a la 
dirección no isótropa x  como
Ui =  ( x A Ui { x )  + i \ /2  6ijkUj{x) AUk(x) j  (3.25)
Si x  es isótropo (complejo), es claro que los vectores isótropos orto­
gonales {x,Ui(x)}  no pueden ser independientes. Si lo fueran, cualquier 
otro vector y  sería combinación de ellos y por tanto cualquier otro vector 
tendría cuadrado cero. Como el sistema es ligado, algún vector debe ser 
combinación de los demás. Si Ui(x)  =  ax  +  b>Uj(x) +  bkUk{x), para i, j, k 
diferentes entre sí, contrayendo con Ui se prueba que x  es combinación 
lineal de los demás. Es decir, se tiene
Lema 25 Para cualquier vector isótropo complejo x, existen escalares b% 
de manera que
x  = blUl(x)
d ) En los capítulos que siguen trabajaremos en una espacio-tiempo real 
pero utilizando el formalismo de C artan complejo. Entonces cada punto 
de la variedad tiene un entorno coordenado real. Supongamos que tene­
mos cuatro funciones diferenciables reales a, fe, / ,  g de manera que las fun­
ciones complejas A  = a + \b y  F  = f  + \g verifican el sistema d ^ A d F  =  0. 
Desarrollando esta expresión y separando la parte real de la imaginaria, 
se tiene que
83
da A  d f  =  db A dg 
áb A á f  = —dg A  da
Entonces si a y 6 son funcionalmente independientes, es decir, daAdb 0, 
se tiene que /  y g son funciones de a y b y verifican f a = g b y f b  — —ga- 
Por lo tanto F  es una función holomorfa de A.  Si a y 6 son funcionalmente 
dependientes podemos suponer b =  b(a), y se tiene que d f  A da =  0 =  
dg A da, con lo que todas las funciones dependen de una única variable 
real a. El siguiente lema resume este resultado.
L em a 26 Sean A  = a + ib y F  = f  + ig dos funciones complejas de 
variable real y tales que dA A dF = 0. Entonces se verifica una de las dos 
condiciones siguientes:
1 . F  es una función holomorfa de A , o
2. Existe una función real t, de manera que las partes reales e imagi­
narias de A  y F  dependen de t.
e) Dada una base ortonormal de 2-formas autoduales y una 1-forma 
arbitraria (en general compleja) £, podemos calcular la derivada de Lie 
de la métrica g en términos de las 1-formas complejas de conexión y de 
la diferencial exterior de las 1-formas (W¿(£)} como sigue:
L em a 27 Sea £ una 1-forma arbitraria (en general compleja), y denote­
mos
f ¡ =  - m ( 0 )
Entonces, ^(V£ +* V£) = U \ x fij +  fí2 x U^ +  i\f2JU\ x O3 x U2 
donde (fi¿)a/3 =  (Fi)ap -  & ( v a (W¿)^ -  V/3(Wi)ea )
f)  Un problema que nos aparecerá al integrar las ecuaciones de vacío 
en algunos casos particulares, será la necesidad de imponer que un cierto 
tensor escrito en una base compleja, sea real. En ese sentido, consideremos 
una base real {ea } y su dual {0a }, y la base de 2-formas autoduales {Ui} 
asociada. Sea x  =  xa6 a una 1-forma real. Las condiciones para que el 
tensor
3
T  =  (u° +  iu°)x <g> x  +  (u '7 +  ix  x Mj) ® ix  x t y )
3 = 1
sea real se escriben como
2 vqXq +  x? = 0
2 v°x f +  v 1Xq = v*x\ +  vkXj (i , j , k diferentes)
{2 vQ +  v%)xoX{ + €ijk{ui — u k)xjXk = 0 (i, j,  k  diferentes)
(2u° +  v l )xjXk — tijkivP — uk)xoXi = 0 (i , j ,  k  diferentes)
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Si resolvemos el sistema anterior para el caso de que x  no sea isótropo se 
obtiene que
L em a 28 Sea x  una 1-forma real no isótropa que tiene componentes x a 
en la base ortonormal real {0a }. El tensor simétrico
3
T  = (u° +  iv0)x ® x  +  (w7 +  \vi) (x x Uj) <S> (x x Uj)
3=1
es real si. y sólo si, se verifica una de las condiciones siguientes:
a) x a 7^  0, va = 0, V a  y u% = V i , j .
b) 3 \xa =  0, v a = 0, V a  y ul =  V i , j .
c) xo — 0 =  x \ ,  va =  0 Va y u l =  Vi, j .
d) xq =  0 =  X}, x% = x 2, v° =  0 =  v1 y u2 +  iv2 =  u 3 — iv3.
e) X2 =  0 =  X3, va =  0 Va y u2 =  u3.
f )  3!xa 7^  0 y va = 0 Va.
Las condiciones c, d) y e) están escritas salvo intercambios entre las com­
ponentes de x  para simplificar la notación. Notar que en todos los casos 
salvo en d ) todos los escalares tienen que ser reales.
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4- Métricas de Tipo I
En este capítulo presentamos algunos resultados sobre los espacios de 
tipo. I..Utilizaremos el formalismo de.Cartan complejo, introducido en el 
capítulo anterior, adaptado a la base principal ortonormal de 2-formas 
autoduales. La sencillez de las identidades de Bianchi y de sus condiciones 
de integrabilidad (post-Bianchi) en este formalismo y los resultados sobre 
estructuras del capítulo anterior, permiten generalizar un resultado que 
Brans [10] probó para vacío, al caso de divergencia del Weyl cero. En la 
prim era sección proponemos también una clasificación intrínseca de las 
soluciones de tipo I basada en propiedades diferenciales de las estructuras 
principales.
El formalismo complejo resulta adecuado para plantear y resolver en 
la sección 2 el problema de existencia de campos de Killing alineados 
con alguna de las 2-formas principales del Weyl. Esta condición junto 
con el hecho de que el Ricci sea nulo, restringe fuertemente las posibles 
métricas, y en concreto caen dentro de la clase más degenerada en nuestra 
clasificación. Probamos también en la sección siguiente que la única so­
lución con valores propios del Weyl constantes y Ricci nulo es la solución 
de Petrov [72], lo que proporciona una caracterización intrínseca de esta 
solución. En la sección 4, estudiamos la existencia de simetrías para el 
caso de vacío en la clase más degenerada. Se prueba que todas estas solu­
ciones admiten un G3 . El tipo Bianchi de este grupo de isometrías queda 
determinado por el número de direcciones integrables de una tetrada or­
togonal construida con el único escalar independiente que existe. Esta 
propiedad permite refinar la clasificación de estos espacios introduciendo 
cuatro subclases caracterizadas por el tipo Bianchi del grupo.
Por último, en la sección 5, resolvemos las ecuaciones de vacío en las 
clases más degeneradas J12 y / 13. En esta última, obtenemos las soluciones 
de Kasner [51] y una solución que parece no haber sido considerada en la 
literatura [52], [55] pero que aparece en el caso de que exista un Killing 
integrable que no coincide con una dirección principal, igual que ocurre 
con la solución de Petrov. En la clase I 12 aparecen la solución de Taub 
[83] y la equivalente con órbitas temporales, y también un caso paralelo al 
último de la clase anterior con un Killing en la dirección de una de las bi­
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sectrices de un 2-plano principal. Tampoco hemos encontrado referencias 
de estas dos últimas soluciones. Creemos muy adecuado lo sistemático de 
este acercamiento y esperamos podemos integrar los casos I n  y  h o  que 
admiten tipos Bianchi para los que no se conocen soluciones de tipo I [55].
Los resultados de las secciones 3 y 4 forman parte de las comunica­
ciones [41], [42] presentadas en los encuentros relativistas de Salamanca y 
Valladolid. Estos resultados constituyen el contenido básico de un artículo 
en fase de redacción [44].
4.1 Métricas de Tipo I y S W  = 0
a ) Trabajaremos con el formalismo de Cartan complejo adaptando la 
base de 2-formas autoduales a las 2-formas principales del Weyl. Con 
objeto de descargar la notación de índices y dado que sólo tenemos tres 
ecuaciones en cada grupo de las ecuaciones de estructura, las escribiremos 
explícitamente. Para ello denotaremos A  =  T?, B =  Tf, C = Con 
esta notación tenemos que las primeras ecuaciones de estructura son
VZYj =  A  ® U2 T  B ® U3
WU2 — —A  ® Ui -pC® U3 (4.1)
3 — —B  ® 1Á\ — C ® U2
Teniendo en cuenta las relaciones entre las 1-formas de conexión com­
plejas y los vectores A¿ dadas en (3.23) se verifica que
M = j ¿ [ A x U 3 - B x U 2 ], C xW 1 =  ¿ (  Ai -  A2 -  A3)
^ 2  = A  x. U3 + C x. li\ \ , B  x U2 = ^  (Ai — A2 4- A3) (4.2)
As =  C x Ui -  B  x U2 ] , A x U 3 = j ¿  (-A i -  A2 +  A3)
Las segundas ecuaciones de estructura (3.22) para Tipo I en la base 
principal de 2-formas del tensor de Weyl quedan como
d*4 =  C A B  +  i\/2  CÜ3 U3 i\/2  (U3 x Q Q x  ¿/3)
áB = A  AC -  \V2 a 2 U2 -  i\/2  (U2 x Q + Q x  U2) (4.3)
dC =  B  A  A  +  iy/2 q¡i Ui -1- i\/2  (Ui x  Q + Q x U i )
Y el subsistema de las ecuaciones anteriores que se obtiene contrayendo 
la primera con U3 , la segunda con U2 y la tercera con Ui se escribe
V • Ai =  An — A22 — A33 +  2A23 +  « i — | t r Q
V • A2 =  — An +  A22 — A33 +  2A13 +  a 2 — ¿trQ  (4.4)
V • A3 =  —An — A22 +  A33 -f- 2A12 +  qí3 — | t r Q
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donde hemos denotado A =  (A¿, Xj).
b ) La ecuación ÓW = 0 es equivalente a ¿W  =  0 y si tenemos en cuenta la 
forma, canónica, del Weyl en tipo I y las relaciones (4.2) entre las 1-formas 
de conexión y las direcciones A¿, se prueba que la divergencia del Weyl es 
cero en tipo  I si, y sólo si
Estas ecuaciones son las identidades de Bianchi para los espacios de Tipo 
I y de divergencia del Weyl cero.
De las ecuaciones anteriores, se tiene que si a i  =  0, entonces a 2 (A2 — 
A3) =  0, con lo que o. bien a 2 = .0  y por tanto.caemos en Tipo .0, o bien 
A2 =  A3, es decir las direcciones principales de U\ son geodésicas y sin 
distorsión con lo que el resultado de Goldberg-Sachs [48] nos asegura que 
el espacio-tiempo es algebraicamente especial. Así, hemos generalizado a 
los espacios de tipo I y divergencia del Weyl cero un resultado previo de 
Brans [10] para espacios tiempos de vacío.
P ro p o s ic ió n  24 No existen espacios-tiempo de Tipo I  con divergencia 
del Weyl nula y con un valor propio cero.
Las identidades de Bianchi son las condiciones de integrabilidad de 
las identidades de Ricci. Es sabido que en una tetrada arbitraria, las 
condiciones de integrabilidad de las identidades de Bianchi se satisfacen 
idénticamente. Sin embargo, cuando imponemos que la tetrada sea la 
principal las identidades de Bianchi tienen condiciones de integrabilidad 
no triviales. Tales condiciones han sido consideradas por Brans [11]. Con 
nuestro formalismo, estas ecuaciones post-Bianchi cuando la divergencia 
del Weyl es cero son las condiciones de integrabilidad de (4.5) y se escriben
Un cálculo directo demuestra que las condiciones de integrabilidad de 
éstas son una identidad. Es decir, para la base principal del Weyl en un 
espacio-tiempo de tipo I, el sistema formado por las primeras ecuaciones 
de estructura (4.1), las segundas (4.3), las identidades de Bianchi (4.5) y 
las post-Bianchi (4.6) es completamente integrable [11], [28].
c) En un trabajo  de Edgar [29] se propone una clasificación de los espacios- 
tiempo de tiempo I que tiene en cuenta el carácter funcionalmente depen­
diente o no de los valores propios del Weyl. A partir de las identidades 
de Bianchi recuperamos con formalismo tensorial uno de los resultados de 
Edgar
d a i =  (a i +  2a2)(A2 — A3) — 3aiAi 
d a 2 =  (2ai +  a 2)(Ai — A3) — 3a 2A2
(4.5)
(4.6)
+  g ffS fdA , +  4(A, -  As) A  (Aj -  A3) =  003—ai
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P ro p o s ic ió n  25 En un espacio-tiempo de Tipo I  y con divergencia del 
Weyl nula los valores propios del Weyl son funcionalmente dependientes 
si, y sólo si, se verifica una de las siguientes condiciones:
1. Ai A  Aj =  0 , V  i , j .
2. Ai, A2, A3 son linealmente dependientes (p Ai +  q X2 +  r  A3 =  0 , 
p2 + q2 + r 2 ^  0 ) y p (a 2 -  a 3)2 + q (a i — a 3)2 +  r  (a i — a 2)2 =  0 .
En su artículo [29], Edgar clasifica las soluciones de vacío y de tipo I según 
la posición relativa de tres vectores definidos a partir de los coeficientes de 
Newman-Penrose. Un cálculo directo prueba que esos tres vectores son 
Ai , A3  — A2 , |  (A2  +  A3  — Ai). Nosotros proponemos una clasificación de los 
espacios-tiempo de tipo I, atendiendo a  la dimensión del subespacio que 
generan los vectores {A¿}. Nuestra clasificación, además de ser simétrica 
en las tres estructuras principales, utiliza tres vectores que tienen una 
interpretación geométrica clara: cada uno de ellos nos da información 
sobre el carácter integrable y minimal de las estructuras principales.
D efin ic ión  3 Diremos que un espacio-tiempo de tipo I  es de clase Ia si la 
dimensión del subespacio que generan los vectores {A¿} es a (a = 1,2,3).
Teniendo en cuenta la proposición 25, para el caso de que la divergencia 
del Weyl sea cero se deduce el siguiente resultado.
C o ro la rio  3 Sea g una métrica de tipo I  de divergencia del Weyl nula. 
Entonces, se verifica:
1 . Si g es de clase I \ ,  los valores propios son funcionalmente depen­
dientes.
2. Si g es de clase / 2 los valores propios son funcionalmente depen­
dientes si, y sólo si, se verifica la segunda condición de la propo­
sición anterior.
3. Si g es de clase I 3 , los valores propios son funcionalmente indepen­
dientes.
4.2 Killings con derivada propia del Weyl
a) Si un espacio-tiempo admite un campo de Killing £ (real), la deri­
vada covariante de la 1-form a métricamente equivalente es una 2-form a 
y como tal tendrá unas componentes {ÍT,SV} en cualquier base {Uí ,Üí } 
del espacio de las 2-formas. Es decir
V£ =  WUi +  ]C  (4-7)
Supongamos ahora que una de las 2-formas de la base, digamos U\ sea 
invariante por f . Como en la sección anterior, denotaremos A,  B  y C a
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las 1-formas complejas de la conexión. Si imponemos que C(U\ =  0, se 
tiene
0 =  £ x VUi +  (V£ x Ui) -  (V£ x 
y contrayendo la esta ecuación con U2 y U3 se tiene que
q 3 = ^ , a ) ,  n 2 =  ^ , B )
Es decir, que el hecho de que una 2-forma Ui sea invariante implica que 
cuatro de las componentes de V f (o dos componentes complejas) están 
localmente determinadas por las propias componentes de £. Si otra de las
2-formas es invariante por £, 1a. derivada está completamente determinada 
por las componentes del Killing y por lo tanto la dimensión del álgebra 
de Lie de Jos campos de Killing es a lo sumo cuatro (por poder elegir £ en 
un punto). Además como la libertad en las componentes de la derivada 
covariante coincide con la dimensión del grupo de isotropía, en los espacios 
en los que existe una base invariante el grupo es simplemente transitivo. 
Si en lugar de una 2-forma regular el campo deja invariante una 2-forma 
isótropa Ti, en cualquier base {Ui) en la que H  = U2 ~  ÍW3 se tendría que
n3 = --J=M + iB,o, n, = --)=(c,o
Con lo que también en este caso cuatro de las seis componentes de la 
derivada, de £ están determinadas por £. Por lo tanto, en los espacios 
en los que existe una 2-form a autodual, unitaria o isótropa, invariante 
por los Killings, la dimensión máxima del álgebra que generan es seis. 
Entonces se recupera un resultado conocido:
L em a 29 La dimensión máxima del grupo se isometrías en los espacios 
de tipo I, II  y II I  es cuatro. Además cualquier grupo de isometrías en 
estos espacios es simplemente transitivo. Los espacios de tipo D y N, 
admiten a lo sumo un grupo de isometrías de dimensión seis. Por lo 
tanto, cualquier espacio que admita un G j es conformemente plano.
b ) En trabajos recientes han sido considerados espacios en los que alguno 
de los campos de Killing tiene derivada covariante en la dirección de al­
guna de las 2-formas principales del Weyl, como ocurre por ejemplo con 
la métrica de Kerr [60], [32]. Este tipo de condiciones también han sido 
consideradas en otras soluciones de vacío [32]. Lo que probaremos aquí 
es que cualquier espacio tiempo de Tipo I y de Ricci nulo que admita un 
vector de Killing cuya derivada covariante sea principal del Weyl es de 
tipo 7 i. Como en la sección siguiente probaremos que este tipo de espa­
cios admite como mínimo un G3, concluiremos que los espacios tiempo 
de tipo I que admiten un Killing cuya derivada covariante sea propia del 
tensor de Weyl admiten como mínimo un G3.
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Para ello supongamos £ un Killing en un espacio de tipo  I. Como la 
base principal de 2-formas autoduales tiene que ser invariante, la derivada 
covariante de la 1-forma. £ está dada por (4.7) donde
n3 =  - 7 2 (í ,-4); n2  =  7 f ( í ,B ) ;  n i  =  - 7 i ( í ’c )
Obtenemos entonces que:
P ro p o s ic ió n  26 La condición necesaria y suficiente para que la derivada
covariante de un campo de Killing en un espacio-tiempo de tipo I, tenga 
como geometría una 2-forma principal del tensor de Weyl es que sea orto-
Obtenemos así resultados similares a los que obtuvieron Fayos y Sopuerta. 
[33] trabajando en una base isótropa. Si suponemos que el tensor de 
Ricci es nulo y tenemos en cuenta que también deben ser invariantes las 
1-formas de conexión, es decir, d(£, ) =  —z(£)dr^ y usando las segundas
ecuaciones de estructura (4.3) para sustituir la diferencial de las 1-formas 
de conexión, resulta
díÍ3 =  — — o¡3 £ x IÁ3
Luego si £ es un Killing ortogonal a B  y C, se tiene que fii =  0, 0 ,2  — 0, 
y las ecuaciones anteriores quedan como
y por lo tanto, de cualquiera de las dos últimas podemos despejar £ y se
Entonces, si £i y £2 son dos campos de Killing ortogonales a las mismas
1-formas de conexión, se tiene £1 A £2 =  0. Podemos enunciar con ello el 
siguiente:
C o ro la rio  4 Sea g una métrica de tipo I  y de Ricci cero. Para cada 2 -  
forma principal, existe a lo sumo un campo de Killing tal que esa 2-forma  
es la geometría de su derivada covariante.
gonal a dos 1 -formas complejas de conexión asociadas a la base principal 
del Weyl.
df&2 — —ííi*4 -f- ÍÍ3C ------02 £ x VÍ2
dfli =  +  ÍÍ2-4 — q¡i £ x
(4.8)
díÍ3 =  —a.3 £ x U$ 
Q3C = C*2£ x bÍ2 
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c) Probaremos, para terminar esta sección que la existencia de Killings 
alineados está relacionada con la clase a la que pertenece la métrica en la 
clasificación que hemos propuesto para los espacios de tipo I.
Si de la primera de las ecuaciones (4.9) despejamos £, tenemos
£ =  dÜ3 x U 3 (4.10)
«3
Si se sustituye esta expresión en las otras dos se llega a
C = - \V 2  —  d \ n ü 3 x U u  B = i \ / 2 —  d lnÜ3 x U2 (4.11)£*3 a 3
Ahora, de las identidades de Bianchi (4.5) obtenemos
2
da3 =  —  («o +  £*2£*3 +  a 3)d ln t i3 
...............................................a .3..............................................................................
es decir,
d (a3)2 =  2(c*2 +  a 2a 3 +  a 2) d ln 0 3 (4.12)
Si diferenciamos de nuevo esa expresión y tenemos presente que de (4.12) 
d a 3 A d ln í)3 =  0 se deduce
0 =  (2c*2 +  a 3) dc*2 A d ln fi3
Como el espacio es de tipo I, 2 c¿2 +  o¿3 /  0 , y por lo tanto
d a 2 A d ln í í3 =  0 (4.13)
Además de (4.12) se tiene que si a = 2(a^ -f a 203 +  a 2) =  0, entonces 
d a 3 =  0. Pero si a 3 es constante entonces CX2 también es constante, y si 
los valores propios son constantes, las identidades de Bianchi (4.5) llevan 
a que A¿ A Xj = 0 (veremos que además en este caso existe un G4 ), y por 
tanto el espacio es de clase Ii.
Supongamos entonces que a /  0, con lo que de (4.12) y (4.13) se tiene
que
d«2 A d a 3 =  0
Pero como de (4.11), se deduce tambique U\{C) y tÍ2 {B) son colineales, de 
las identidades de Bianchi (4.5) se obtiene
2
d a 2 A d a 3 =  — (a i -  a 2) (a ,  +  a 2a 3 +  al )  (B x U2) A {A x U3)
a i
Por lo tanto también se cumple que
{ B  x  U 2 )  A ( 4 x  U 3 )  =  0
y entonces A¿ A Xj = 0, con lo que el espacio-tiempo es de clase I i . Hemos 
probado así:
P ro p o sic ió n  27 Si un espacio tiempo de Ricci nulo y de tipo I  admite 
un Killing ortogonal a dos 1 -formas complejas de la conexión entonces es 
de clase I \ .
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4.3 Soluciones de vacío con valores propios constantes
a )  Consideremos una métrica g de tipo I y Ricci nulo. Si los valores 
propios son constantes, las identidades de Bianchi 4.5 se escriben como
(<*1 +  2 c * 2 )(A 2  — A 3 )  — 3q ; i A i  =  0  
(2aj +  QT2) C A1 — A3) — 3ü¡2 A2 — 0
La solución a estas ecuaciones es
(2a , +  g 2)2 (a i -  a 2)2 ,
2 (a , +  2a 2)2 3 (a i + 2a 2)2 1 (4,14)
Y  por lo tan to  los vectores {A¿} son dos a dos linealmente dependientes, 
con lo que tenemos
L em a 30 Todo espacio-tiempo de tipo I  con valores propios del Weyl 
constantes y divergencia del Weyl cero es de clase I\.
b ) Teniendo en cuenta las expresiones (4.2), podemos calcular B y C en 
términos de A  y se tiene
B = A A x U u  C = Í I A x U 2 (4.15)
donde
A =  V2 íí = V 2 i ^ p -
2c*i +  ot2 a i 4- 2a2
Si en las ecuaciones escalares (4.4) hacemos Q =  0 y sustituimos A2 y 
A3 por las expresiones en términos de Ai calculadas en (4.14), se deduce
a i 2 +  a i a 2 +  a 22 =  0, (Ai,Ai) =  — <5Ai =  0 (4.16)
La prim era de las ecuaciones nos dice que el invariante a = t rW 2 es nulo,
y que por lo tanto, teniendo en cuenta los resultados de sección 6 del 
capítulo 2, los vectores de Debever determinan un referencia] de tipo P 4.
Conocido el cuadrado de Ai y teniendo en cuenta las relaciones (4.14) 
y (4.2), podemos calcular el cuadrado de cualquiera de las 1-formas de 
conexión, y en concreto, para A  se verifica
A 2 a 22 A  = -------- =  —a 3
a i
donde en la últim a igualdad hemos tenido en cuenta la relación (4.16) 
entre los valores propios. Por lo tanto A  no puede ser isótropo. Si usamos 
el lema 3.25 para escribir las 2-formas principales del Weyl en términos de
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A , las segundas ecuaciones de estructura (4.3) con Ricci cero, se reducen 
a
d.4 =  - i \¡2A  A ( ^ x  U3)
d(4. xM i) =  {A x U{) A {A x U3) (4.17)
d(^4 x U2) = - i V ^ g  {A x U2) A  {A x ZV3)
Como los valores propios son constantes, las condiciones de integrabilidad 
de esas ecuaciones implican que
d ( A  x U 3 ) = 0
Este sistema exterior que verifica la tétrada ortogonal {.4, ,4 x Ui) puede 
integrarse en coordenadas complejas {x, y , z , F ]  y se tiene
A  =  eiy/2Fdx
A  x Ui = e ~ ^  la2°2Fdy
A x U 2 = e ^ ^ Fdz  
A x U 3 =  dF
Tenemos una base ortogonal construida con invariantes, y por lo tanto 
también sus cuadrados son invariantes. Entonces la condición necesaria 
y suficiente para que un campo £ sea un campo de Killing es que deje 
invariante dicha base ortogonal. Si planteamos que £ =  m dF + udx + vdy + 
wdz verifique la condición anterior, se tiene que para valores arbitrarios 
de las constantes (i = 1, 2,3 ,4 ) el campo
£ =  k4dF + { - iV 2 k4x + k i ) d x + ( - \ \ / 2 — k4y+ k 2 )dy + ( - i V 2 — k4 z + k 3)dg
a  2 a  2
es un campo de Killing. Existe entonces un G4 y, por lo tanto 1a. métrica 
es la solución de Petrov que es la única solución de tipo I con un G4 [72]. 
Podemos enunciar entonces el siguiente resultado que proporciona una 
caraterización intrínseca de esta métrica.
T eo rem a  6 La única solución de vacío y de tipo I  con valores propios 
del Weyl constantes es la solución de Petrov.
Esta es la única solución de tipo I  y vacío que admite un G4 . Además 
las cuatro direcciones de Debever definen un referencial simétrico.
Escrita en coordenadas reales, la solución de Petrov es [72], [55] 
k 2 g =  dx2 +  e~2xdy2 +  ex ^cos\/3x (d^2 — di2) — 2sin \/3xd2dí^ (4.19) 
Los campos de Killing de la solución (4.19) son [55]
(4.18)
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dt , dz , dy, dx +  ydy +  i(\/31 -  z)dz -  i ( í  +  y/3z)dt
Además los valores propios del Weyl son proporcionales a las tres raíces 
cúbicas de —1, es decir, son
c) Aunque conocemos explícitamente la solución, vamos a adaptar coor­
denadas reales a las complejas que hemos encontrado, y a recuperar 1a. 
expresión de la métrica (4.19). Para ello, tengamos en cuenta que hemos 
encontrado un G4 complejo que genera un G4 real, y que contiene un G 3 
conmutativo. Como el carácter conmutativo del grupo sí es invariante 
por transformaciones complejas, el G 3 real conmutativo está generado 
por los tres Killings complejos que conmutan. En particular, el subes- 
pacio ortogonal a este G3 conmutativo tiene que estar generado por una 
dirección real. Es decir, dF  =  (a 4- i6)d /  con /  una función real y donde 
a y b dependen de / .  Como además (d F )2 =  - 2a3 9ue es consfant e 
y (d/ ) 2 es real, se deduce que (a + \b) es producto de una función real 
de /  por una constante compleja. Redefiniendo / ,  podemos suponer que 
a + \b es constante. Teniendo en cuenta las relaciones (4.15), (4.17) y 
que A  = d F  x ¿Y3, podemos reescribir el sistema (4.17) en términos de la 
tétrada {dF, d F  x ZY¿}, y se obtiene
d(dF  x U3) =  i\/2 d F  A (dF  x U3)
d(dF  x U2) = d F  A (dF  x U2)
d(dF  x Ui) = i \ / 2 ^  d F A  (dF  x Ui)
Si ahora utilizamos el lema 27 y tenemos en cuenta que V d/  es simétrico, 
se obtiene
V d /  =
- 2 \ \Í2 {a +  ife) ( ( á f x  U3 ) 2 + a i  0:2 (d /x  U { f  +  a2 Ql ( ¿ / x U2)2\  
\  a i  -f ¿a2 ¿ol\ + a 2 )
Con lo que si esa expresión debe ser real, utilizando el lema 28, y teniendo 
en cuenta que a 2 a\c¿2 a 2 =  0, se obtiene que la única posibilidad es 
que d f  esté en la dirección de alguna de las bisectrices, digamos O1 -I-O2, 
y que los coeficientes correspondientes a ( d f  x U\ ) 2 y ( d f  x U2 ) 2 sean 
complejos conjugados y el de d f  x U3 sea real. Esta últim a condición se 
cumple si, y sólo si,
—2i\/2(a -(- i6) £ IR
Entonces a =  0 y redefiniendo /  tenemos F  =  i / .  Con esa condición ya 
se verifica el que los otros coeficientes son conjugados.
d /  =  e i ( / ) ( » '+ « 2)
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Además teniendo en cuenta 1a. relación entre d f  y A  se tiene
(d/)2 =
con lo que el valor propio a 3 es real negativo.
Con esas condiciones, sustituyendo las expresiones (4.18) en
g = A  — 2  x Ui) ® {A x ZA))
y teniendo presente que como a f  +  a i «2 +  ol\  = 0  se tiene que ^  =  
| ( —1 +  i\/3), se obtiene la expresión de la solución de Petrov.
d)  Debemos notar que las 1-formas que tienen la dirección de gradientes 
de funciones reales son además Tf y Tf x U3 donde 0:3 es el valor propio 
real. Además, dado que cada I-forma, compleja de conexión tiene la 
dirección de un Killing, existen tres Killings complejos ortogonales cada 
uno a dos de las 1-formas de conexión. Para ver si alguno de ellos es 
alineado, tenemos que ver cuál de ellos es proporcional a un Killing real.
Como en este caso ya hemos visto la relación entre las coordenadas 
complejas y las reales, se deduce que hay un único Killing complejo en 
una dirección real y que es el campo tiene la dirección de T*, y por tanto 
su derivada, está en dirección U3 donde a.3 es el valor propio real. Así, 
podemos enunciar el siguiente resultado.
P ro p o s ic ió n  28 La solución de Petrov admite un único Killing tal que la 
geometría de su derivada covariante es principal del Weyl. Si denotamos 
o¿3 al valor propio real de esta solución, este campo de Killing tiene la 
dirección de r f  y la geometría de su derivada covariante es U3.
4.4 M étricas de clase Ii y Ricci nulo: Simetrías
a) Trabajaremos con el sistema de ecuaciones formado por las primeras 
ecuaciones de estructura (4.1), las segundas ecuaciones de estructura (4.3) 
y el subsistema (4.4) con Q = 0, y las identidades de Bianchi (4.5). Su­
pongamos que Ai A Xj = 0. Las relaciones (4.2) implican que este caso es 
equivalente a que los vectores A  x U3 , B x U2 y C x U\ sean colineales. 
Si vamos a las identidades de Bianchi, se tiene que o los valores propios 
son ambos constantes o los vectores considerados tienen la dirección del 
gradiente de uno de ellos. Como el caso de valores propios constantes lo 
tratam os en la sección anterior, podemos suponer que al menos un valor 
propio, digamos a i  no es constante.
Tenemos entonces que existen tres funciones T, L  y E  de manera que
2-4 x U3 =  T d a i; 2 B  x U2 = L d a \ ; 2 C x U\ =  .Eda!i
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Y por lo tanto, se verifica que
A  =  T d a i x U3\ B = L  d a i x U2\ C — E  d a i x U\ (4.20)
que, teniendo en cuenta (4.2), se expresa en términos de los vectores A¿ 
como
A‘ =  ^ = ( r - L ) d a , ;  A2 =  ^ = ( r  + E ) d a , ;  A3 =  ^ = ( £  -  L ) d a ,
Probaremos en primer lugar que el gradiente de T, L y E , tiene 
también 1a. dirección del gradiente de a i .  Las identidades de Bianchi 
(4.5) se escriben
da! =  - W r ( a 2 -  a i )  +  L(2a i  +  a 2)) d a i
(4.21)
d a 2 =  ^ ( r ( a x -  a 2) -  E(ai  +  2a 2)) d a i
Si en las segundas ecuaciones de estructura (4.3) hacemos Q =  0 y 
sustituimos las 1-formas de conexión por su expresión (4.20) en términos 
del gradiente del valor propio, se obtiene
d(daix  U\) =  i^£(daix  U3) A (dai x U2) ~ dln¿£ A (daxx Ui) — \ ¡ 2 ^ U \  
d(dajx U2) =  i ^ ( d a i x  U]) A (da] X U3) — dlnL A (daix  U2) +  \/2^¿Y 2
d (d a ix  U3) = i ^ ( d a i x  U2) A (d a ix  U\ ) — d ln r  A (d a ix  U3 ) — y/Ó.^-Uz
(4.22)
y las ecuaciones escalares (4.4) son ahora
^  (d ( r  -  L ) ,d a i)  +  ^ ( r  -  L )A ai +  T L (d a i)2 =  2aj
^  (d(E  + T), d a i ) +  ^  (E  +  T )A ai -  r £ ( d a i  f  = 2a2 (4.23)
^  (d (E  -  L), d a i)  +  - ± ( E  -  L )A ai +  E L ( d a j )2 =  2a3
La primera de las identidades de Bianchi nos dice que L  es función de a i ,  
a 2 y F. Si probamos que dF A d a i — 0 se habrá probado entonces que 
también dL A d a i =  0, y la segunda de las identidades de Bianchi nos 
dice que entonces á E  A d a i =  0.
Como estamos suponiendo que A  = —ird a i  x U3, si calculamos V*4 y 
usamos las primeras ecuaciones de estructura (4.1) para sustituir VU3 se 
tiene que
V A  = d ln r  ® .4 — ir (V d a i)  x U3 -  -L s  0  C -  j C  <g> B
Jlí lJ
Proyectando esta ecuación sobre U \ y U 2 y  teniendo presente que la Hes- 
siana de a i  es simétrica y las expresiones (4.20) para sustituir B y C en 
función de d a i > se prueba
V aAp U f  = Ui (álnT,A) ,  V aA (3 u f  = U2 {álnT,A)
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Pero de las segundas ecuaciones de estructura, obtenemos que
2U f v aA 0  = U ^ { d A ) a 0  = 0  = u f w aA 0
Por lo tan to  se ha probado que (d r , B) = 0 =  (d r , C). Si repetimos el 
proceso con B  proyectando su derivada covariante con U\ y U3 se obtiene 
que también (dL , A)  = 0 =  (dL,C). Pero como L  depende de a i ,  «2 y T, 
hemos probado que F (y por lo tanto L  y E  ) verifica
En el caso de que d a i no sea isótropo, las condiciones anteriores equivalen 
a d r  A d a i =  0- Lo que probaremos ahora es que d a i no puede ser 
isótropo. Si lo fuera, teniendo en cuenta el lema 25, d a i sería combinación 
de d a i  x Ui y entonces debería cumpirse
Las ecuaciones escalares (4.23) implican que
( r  — L )A ai =  2\PÍol\ , ( r  +  E)Aa¿\ =  2\ / 2a 2, (E  — L )A ai =  2%/2a 3
Entonces se tiene que E  =  y L = — ^ T ,  con lo que, usando la 
primera de las identidades de Bianchi, se concluye
Luego aunque d a i fuera isótropo las funciones T, L  y E  tienen su gra­
diente en la dirección del de a i .  El lema 27 y las ecuaciones (4.21) per­
miten calcular (V d a i ,d a i)  y se obtiene
Ahora, como estamos suponiendo que d a i es isótropo, se debería cumplir 
que (V d a i ,d a i)  =  0, es decir, ^  =  7  ^ +  7?-. Pero sustituyendo las 
expresiones obtenidas en (4.24) se llega a que (a i — OL2 ) 2 =  0 y la métrica 
sería de tipo D. Por lo tanto se ha probado que da] no puede ser isótropo. 
Podemos enunciar este resultado como
L em a 31 Sea g una métrica de clase I\ y de Ricci cero. Entonces, se 
tiene
(dr,.A ) =  ( d r ,£ )  =  (d r ,c )  =  o
( d a i ,d f )  =  (d a i.d L ) =  (d a i,d £ )  =  (d a i)2 -  0
da\ =  0 <=> (daj )2 =  0
donde a i  es cualquiera de los valores propios del Weyl.
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Pero hemos probado algo más. Se ha probado que (V d a i ,d a i)  A  d a i  =  0. 
Como d (d a i)2 =  2 (V d a i,d a i) , se tiene también que el cuadrado del 
gradiente del valor propio tiene gradiente en la dirección del de c*i. Con 
ello, de las ecuaciones escalares (4.23) se prueba que la laplaciana de a j 
verifica esta misma condición. Se ha demostrado entonces que tan to  las 
funciones T, L  y E  como los escalares construidos con el cuadrado del 
gradiente de a i  y su laplaciana tienen gradiente en la dirección de d a i. 
Es decir
Lema 32 En un espacio de Ricci cero y de clase I\, los escalares (d a i)2, 
A a i,  y las funciones T, L  y E  de la expresión (4-20) dependen de a i ,  
donde a i  es uno de los valores propios no constantes del Weyl.
b) Hasta aquí, tenemos que d a i no puede ser isótropo, y que por tan to  las
1-formas { d a i,d a i  x forman una base ortogonal. Los cuadrados de 
los vectores de esta base además dependen sólo de a i . Como por el lema. 
26 todas las funciones dependen de a i  o de una función real de gradiente 
colinea.1 con d a i,  denotaremos ' a 1a. derivada, respecto a a i  o, si la parte 
real y la imaginaria fueran dependientes a  la derivada respecto a esta 
función real. Usando las expresiones (3.25) para escribir Ui en función de 
d a i , las segundas ecuaciones de estructura quedan explícitamente como
d(dai x U\) =  mdai A  (dai x ZYi) +  n(dai x U2 ) A  (dai x Uz) 
d(dai x U2) =  póai  A  (dai x 2 ) +  <?(dai x U3 ) A (dai x ¿ /j)  
d(dai x U3 ) =  rdai A (dai x U3 ) +  s(dai x U\) A  (dai x ^2)
Como todas las funciones dependen de a i  existen tres funciones Fj(a  1), 
de manera que si consideramos M¿ =  F3 d a i x Mj, el sistema exterior que 
verifican es
ÚM\ =  Ó1 A/ 3  A M2\ úM2 — ó2M3 A M i ] óM$ =  ósM2 A Mi
donde cada Sj es uno o cero según que el correspondiente da] x Uj fuera 
o no integrable. Esta condición proporciona además un refinamiento de 
los espacios tiempo de tipo I que como veremos tiene (en el caso de Ricci
(4.25)
donde
m  — — 2ai — TL(dai)
E (d a i)2E  E{ d a i):
2a 2 +  rE '(d a i)
L L{ d a i)2 ’
r  y/2 a 3
r  r (d a i)2 ’
V L (dai)2
2a3 — EL(dai)
r (d a i)2
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nulo que es el que nos ocupa) una interpretación clara en función del tipo 
Bianchi del grupo de simetrías que admiten estos espacios. En concreto, 
podemos clasificar los espacios de clase Ii en cuatro subclases atendiendo 
a  la siguiente definición.
D efin ic ión  4 Consideremos g una métrica de tipo I\ para la que los va­
lores propios del Weyl sean funcionalmente dependientes y tal que existe 
al menos un valor propio no constante. Diremos que es de clase I \ n  con 
N  £ {0 ,1,2,3} si el número máximo de vectores integrables en el conjunto 
{da\,  dc*i x  Mf) es N.
Notar que las clases están bien definidas ya que como los valores propios 
son funcionalmente dependientes, cualquiera de ellos, si no es constante, 
define el mismo número de direcciones integrables. Para el caso de diver­
gencia. del Weyl cero, la condición de dependencia funcional de los valores 
propios se verifica si la métrica es de tipo Ii como vimos en el corolario
3. Analizaremos ahora cada una de esas clases con Ricci — 0.
Clase lio-
Si ninguno de los campos d a i x Mi es integrable podemos escoger la las 
funciones Fj de m anera que ój = 1. El sistema resultante puede integrarse 
explícitamente en coordenadas complejas {x, y ,z}  y se obtiene
M 3 =  dx — ydz 
M i -f M 2 = exdz
M i — M 2 = e~x [2dy -  (y2 -t- f( z ) )  dz ]
donde f ( z ) es una función arbitraria de 2. Este resultado puede utilizarse 
para probar que existen simetrías en estos espacios. Para ello, basta tener 
en cuenta que si un campo £ deja invariante los vectores y los productos y 
cuadrados de los vectores de una base, entonces £ es un campo de Killing. 
Además, cualquier Killing está en el subespacio ortogonal al generado por 
los gradientes de los invariantes.
Así, las condiciones necesarias y suficientes para que £ =  udx -I- vdy + 
wdz sea un campo de Killing son
d(£,M i ) =  — £xdM ,-
La solución a este sistema de ecuaciones diferenciales en derivadas par­
ciales es
u (z ) =  - w '(z ); v (z ,y )  = -w " (z )  + yw '(z), w (z)
donde w (z ) es solution de la ecuación diferencial lineal 
2 w "'(z) +  2 w,(z ) f( z )  +  w (z)f '(z )  = 0
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Esta ecuación admite un sistema fundamental de soluciones {wi ,W2,ws}.  
Cada una de ellas proporciona un Killing. El carácter independiente de 
estas soluciones garantiza además la independencia de los tres Killings 
encontrados, con lo que tenemos garantizada la existencia de un G3. Se 
puede probar además que el conmutador de cada dos de las soluciones 
tiene la dirección de la tercera, y por lo tanto  sólo puede ser de tipo 
Bianchi real VIII o IX [72], Es decir,
Proposición 29 Toda solución de vacío y de clase I\q admite un G3 de 
tipo Bianchi V III o IX.
Hemos probado en la sección anterior que una condición necesaria 
para que un espacio de tipo I adm ita un Killing tal que la geometría de 
su derivada covariante sea principal del Weyl es que exista algún Killing 
ortogonal a dos de las l-form as complejas de conexión. Como, en este 
caso, cada una de ellas es proporcional a una de las M¿, es necesario que 
sea ortogonal a dos de esas 1-formas. Como todos los campos de Killing 
son udx +  vdy +  wdz donde u, v y  w están dados arriba, un cálculo directo 
prueba
(£,M 3) = u - y w
(£, M i) =  exw  4- e~x(2v -  (y2 +  f (z ) )w)
(É, M2) =  exw -  e~x(2v -  (y2 +  f ( z ) )w)
Teniendo en cuenta las expresiones para u, v  y w, es claro que si un 
Killing es ortogonal a M 3 debe ser u =  0 = w,  con lo que imponiendo 
que sea ortogonal a cualquiera de las otras dos, se llega a  que v = 0. La 
única posibilidad es entonces que el Killing sea ortogonal a  M i y M 2, pero 
usando que ex y e~x son linealmente independientes y que ninguna de las 
funciones u, v o w  dependen de x, se llega a que w — 0  y por lo tan to  a 
w = v = u = 0. Por lo tanto  se ha demostrado
Proposición 30 En las soluciones de vacío y de clase I\o no existe ningún 
campo de Killing alineado con una 2-forma principal del Weyl.
Clase In
Supongamos ahora que uno de los vectores, digamos M 2 es integrable, 
es decir, que <52 =  0. Como antes, podemos elegir Fj de m anera que el 
sistema exterior que verifica la tríada ortogonal {M j} es
dM i — M 3 A  M 2, dM2 =  0, dM$ =  M i A  M 2 
Entonces, existen coordenadas complejas { x , y , z }  de m anera que
M i +  M 3 — e~zdx,  Mi — M 3 =  ezdy,  M 2 =  dz
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Como antes, dado que la base la hemos construido con invariantes del 
Riemann, la condición necesaria y suficiente para que £ sea un campo 
de Killing es que esté en el subespacio ortogonal a d a i, y que deje inva­
riantes a las 1-form as d a i x IAí. En las coordenadas usadas para integrar 
las ecuaciones de estructura, se tiene que para valores arbitrarios de las 
constantes K \, K 2 y K 3, los campos
£ — (K i -|- K 3x)dx + (K 2 -  K 3y)dy +  K 3dz
son de Killing. Tenemos entonces un G3, y un cálculo directo de los 
conmutadores prueba que el tipo Bianchi es V I  complejo, que corresponde 
a los tipos Bianchi VI o VII reales [72],
Proposición 31 Toda solución de vacío y de clase I \ \  admite un G 3 de 
tipo Bianchi V I o VII.
Como en el caso anterior, si buscamos algún Killing alineado con al­
guna 2-form a principal del Weyl, podemos empezar viendo si hay algún 
Killing complejo ortogonal a dos de las 1-formas de conexión. A partir 
de la expresión general de los campos de Killing en este caso, se deduce
(£ ,M 2) = K 3
(£, M i ) = ( K i+  K 3x)e~z +  (K 2 -  K 3y)ez 
(£, M 3) = (K i +  K 3x)e~z -  (K 2 -  K 3y)ez
Luego un Killing es ortogonal a M 2 si, y sólo si, K 3 = 0. Pero entonces,
para que sea ortogonal a  cualquiera de los otros dos debe ser K \  =  0 =  K 2.
Entonces no puede ser £ ortogonal a M 2 con lo que debe ser ortogonal 
a M i y M 3. Pero usando que ez y e~z son independientes, tendría que 
cumplirse K \ =  K 2 =  K 3 = 0. Con lo que el resultado es el mismo que 
en el caso anterior y no existen Killings con derivada covariante pricipal 
del Weyl.
Proposición 32 E n las soluciones de vacío y de clase I n  no existe 
ningún campo de Killing alineado con una 2-forma principal del Weyl.
Clase I12
Si dos de las 1-formas, digamos Mi y M 2 son integrables, encontramos 
coordenadas complejas de m anera que
M i =  dx, M 2 = dy, M 3 = —xdy  +  d z
Luego £ =  udx + vdy -|- wdz es Killing si, y sólo si, para valores arbi­
trarios de las constantes K i se verifica
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£ — K \d x +  K2dy +  (K iy  4- K^)dz
Por lo tanto se ha probado que estos espacios admiten un G3 de tipo 
Bianchi II.
P ro p o s ic ió n  33 Toda solución de vacío y de clase Iy¿ admite un G3 de 
tipo Bianchi II.
Además el Killing dz es el único ortogonal a dos de las 1-formas com­
plejas de la conexión, y por lo tanto  puede ser alineado con alguna 2-form a 
principal del Weyl. Para que lo fuera, habría que probar que la parte real 
y la parte imaginaria de ese campo son colineales y definen un campo de 
Killing real alineado. En la sección siguiente integraremos las ecuaciones 
de vacío y estudiaremos si es o no alineado este campo de Killing.
Clase I13
Si todas las 1-formas del conjunto {M j}  son integrables, se tiene que
Mj = d Xj
y por lo tanto tenemos un G3 conmutativo (Bianchi I). Todos los campos 
Mj  están en la dirección de Killings complejos que cumplen la condición 
necesaria de ser ortogonales a dos de las 1-formas complejas de la co­
nexión. Igual que en el caso precedente, cuando integremos las ecua­
ciones de vacío para este caso, comprobaremos si estos campos definen o 
no campos de Killing alineados.
P ro p o s ic ió n  34 Toda métrica de vacío y de clase /13 admite un G 3 
conmutativo.
c) Hemos probado entonces que todos los espacios de tipo Ii con algún 
valor propio no constante admiten y sólo admiten un G 3 (como hay al 
menos un escalar invariante, a i ,  las órbitas son ortogonales a d a i y por 
lo tanto no puede haber un G 4 )  y que el tipo Bianchi de este grupo 
depende del número de 1-formas integrables que hay en el sistema {M j} .  
Podemos enunciar entonces el siguiente resultado.
T eo rem a 7 Todo solución de vacío y de clase I\ admite como mínimo un 
G3 , y admite un G4 y por lo tanto es la solución de Petrov si, y sólo si, los 
valores propios son constantes. El tipo Bianchi del G$ está determinado 
por el número de vectores integrables que hay en el conjunto {da  1 x Ui).
Si ahora recordamos que en la sección anterior probamos que un es­
pacio de tipo I y de Ricci nulo que admite un Killing alineado con una 
2-forma principal del Weyl es de clase I i , se ha demostrado
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C o ro la rio  5 Si un espacio tiempo de Tipo I  y de Ricci nulo admite un 
Killing tal que la geometría de su derivada covariante es una 2-forma  
principal del Weyl, entonces admite al menos un G 3 de tipo Bianchi I  o 
II. Además existe un G4 si, y sólo si, los valores propios del Weyl son 
constantes.
4.5 Soluciones de vacío de clase Ii
a) Como hemos visto que existe un G3 sólo tenemos un invariante y por 
lo tanto todos los escalares invariantes dependen de éste. Denotaremos r  
a la función real de la que dependen todos los escalares, y denotaremos 
F ' a la derivada respecto a esta función real. Entonces, se tiene que 
d a j =  o 'd r .  La condición de que todos los vectores Xj sean colineales y 
por lo tanto tengan la dirección del gradiente de los valores propios del 
Weyl equivale a  que existan tres funciones F (t) ,  G ( t ) y H (r)  de manera 
que
A  = —i-Fdr x U 3, B  =  - iG d r  x U2, C = - iH d r  x Ui
Si en las segundas ecuaciones de estructura (4.3) sustituimos las 1-  
formas de conexión por esta expresión en términos de d r  y escribimos 
las 2-formas relativas a  esta misma dirección usando las expresiones
(3.25), se obtiene
d (d r x U\) =  m d r A (d r x U\) +  n (d r x ZV2) A (d r x U3) 
d (d r x U2 ) =  pdr  A (d r x U2 ) + g(dr x U3) A (d r x U\) (4.26)
d (d r x U3) =  r d r  A (d r x U3) +  s(d r x U\) A (d r x U2 )
donde
-  _  F '  V2a3 „ _  • ( 2 a 3 - H G ( d T ) 2 \
F F (dr)2 V F(dr)2 )
Si expresamos además las 1-formas A i en función de d r  teniendo en 
cuenta las relaciones (4.2), las ecuaciones escalares (4.4) se escriben
[(F -  G)' +  V2FG] (d r)2 + (F  -  G )A r  =  2y/2ai
[(F  +  H )' -  V 2F H ]  (d r )2 +  (F  + H )A r  = 2y/2a2 (4.27)
[(H -  G)' +  V 2 HG] (d r)2 + { H -  G )A t = 2y/2a3
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Por último, las identidades de Bianchi (4.5) se escriben en este caso
\ / 2 a\ =  («2 -  oci)F +  (2 a \ +  « 2)G
(4.28)
\ / 2 c í2 =  (q¡1 — O L 2 )F  — (« 1  +  2 cX 2 ) H
b ) Integraremos las ecuaciones de vacío en las clases I \ 3 y I \ 2 . En la 
integración, aparecerán coordenadas complejas y tendremos que localizar 
coordenadas reales. Para ello, tengamos en cuenta que como r  es una 
función real, tanto el cuadrado de su gradiente como su Hessiana tienen 
que ser reales. Usando las segundas ecuaciones de estructura (4.26) y el 
lema 27, y teniendo en cuenta que V d r es simétrica, se tiene
V d r =  \ { m  + p + ^ ( G  — H ) - - ^ s )  d r  ®&t +
+ (r  -  m  -  ^ ( F  +  H ) -  q) (d r x U\) ® (d r x U\)+
+ ( r  -  p + -j%(G -  F ) -  ^=n) (d r x U2) ® (d r x U2)+ 
+ ( ^ ( s  - q - n )  -  y/2F) (d r x U3) ® (d r x U3)
(4.29)
Además sabemos que tan to  el cuadrado del gradiente de r  como su 
laplaciana son escalares que dependen de la propia r .  Entonces, si consi­
deramos una función u (t ) se tiene que
A u =  u "(d r ) 2 +  u 'A t
y por lo tanto si imponemos que u (t ) verifique
vT_ _  A r  
u' (d r )2
se tiene Au = 0. Podemos por lo tanto elegir r  de forma que sea de lapla­
ciana cero. Notar además que esta función está entonces definida salvo 
una transformación lineal. Para esa función r ,  las ecuaciones escalares 
(4.27) se reducen a
[(F  -  G)' + y/2FG] (d r)2 =  2s/2ax
[(F  +  H )' -  V 2 FH] (d r )2 =  2 v ^ a 2 (4.30)
[{H -  G )r +  y/2HG] (d r)2 =  2y/2a3
Integraremos ahora las ecuaciones anteriores en los casos I \ 3 y I 12 . El 
procedimiento para calcular la solución de estas ecuaciones es el siguiente:
i) Utilizaremos las condiciones sobre la integrabilidad de las 1-formas 
e integraremos las ecuaciones escalares (4.30) (y eventualmente las iden­
tidades de Bianchi (4.28)) para encontrar las funciones F , G , H , (d r)2 y 
los valores propios.
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ii) Calcularemos las funciones m, n, etc... que aparecen en las segundas 
ecuaciones de estructura (4.26). Conocidas estas funciones de r ,  podemos 
integrar el sistema exterior (4.26) en coordenadas complejas.
iii) Calcularemos V d r a partir de (4.29) y utilizaremos el lema 28 para 
imponer que esa expresión sea real. Esto nos dará la dirección d r  y nos 
perm itirá adaptar a las 1-formas {dr x ZY¿} coordenadas reales.
4.5.1 Soluciones de clase Ii3
Este caso equivale a que n =  g =  s =  O e n la s  ecuaciones (4.26). 
Teniendo presente la definición de n  y q, resulta inmediato integrar las 
ecuaciones escalares (4.30) y las identidades de Bianchi (4.28) para llegar
uJ2ar , ,A \2 b(32e2aT
a i  =  be? • ■«*=■*“ »•■ <dT) =  t t i k + T)
y/2K a \/2a{k +  1) „  y/2k(k + l )a
F  =  — ’ G =  — 0 — ’ H  = ---------- 0 —
donde hemos denotado ¡3 — 1 +  k  +  k2. Las segundas ecuaciones de 
estructura (4.26) se escriben entonces como
d (d r x U\) = ^ d r  A (d r x U\) 
k2a
d (d r x U2 ) =  ~p~dr A (d r x U2 )
d (d r x ZV3) =  Qd r A (d r x ZY3)
La integración de estas últimas ecuaciones es inmediata y resulta que 
existen tres funciones {rri,X2, 2:3} tales que
n nk2 n(l + k)2
d r  x =  e ^ T dx i, d r  x U2 = e  ^ T dx2, d r  x U3 =  e 0 dx3
(4.31)
Como {dr, d r  x es una base ortogonal, para la métrica g tenemos 
la expresión
g =  ® — 2 E ( d r  x Uj) ® (d r x Uj)^j (4.32)
Si ahora sustituimos las expresiones de esas 1-formas por las expresiones 
(4.31), obtenemos una expresión para g en coordenadas complejas. Pero 
sabemos que r  es real. Luego una condición que debe cumplirse es que 
V d r sea real. Lo que probaremos es que, en este caso, esta condición 
nos perm ite adaptar coordenadas reales y calcular todas las soluciones
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reales del sistema anterior. De (4.29), para la Hessiana de r  se obtiene la 
expresión
V d r =  a d r2+
r i (4.33)
+ f  | k(k + l ) (d r  x Uxf  +  (1 +  k)(d r  x U2f  -  fc(dr x W3)2j
Si utilizamos el lema 28 y tenemos en cuenta que d r  no es isótropo, las 
únicas posibilidades para que la Hessiana de r  sea real son que d r  tenga la 
dirección de alguna de las direcciones principales y todos los coeficientes 
de la expresión de la Hessiana sean reales, o que tenga la dirección de 
una de las bisectrices y los coeficientes correspondientes sean complejos 
conjugados y los otros reales. Analizaremos por separado cada caso. Te­
niendo en cuenta que d a i A  d r  — 0, las condiciones que impongamos a  la 
dirección d r  pueden reescribirse en términos del valor propio del Weyl.
dai es principal
Todos los coeficientes de la Hessiana de r  (4.33) deben ser reales y por 
lo tanto a y k deben ser reales. Debemos notar que si d r  es principal, 
también lo son todos los vectores d rx í /¿ ,  pero el que sean reales o imagi­
narios puros depende de que r  tenga gradiente espacial o temporal. Este 
hecho es el que nos dirá si las coordenadas adaptadas a esas direcciones 
son o no reales, y por lo tanto  hay que analizar por separado cada caso.
• Caso d r  A  6 °  =  0.
Aquí tenemos que d r  =  eo(r)0°. Entonces d r  x IÁí = 7 j e 0( r )0\  y por 
lo tanto  los gradientes de todas las funciones x¿ en (4.31) son reales, con 
lo que tenemos un sistema de coordenadas reales adaptado a la te trada 
principal del Weyl. La métrica (4.32) obtenida, es entonces
g = ~“^ +1) e - 2°T [ - d r 2+
e2§r dx2 +  e2-ír T dx2 +  e2 ** * Td x |
donde hemos tenido en cuenta que d r  es temporal y que por lo tanto  
la constante debe ser positiva y hemos redefinido las x¿ para
absorber el factor 2 que aparece en la expresión (4.32). Si ahora tenemos 
en cuenta que r  está dada salvo el cambio r  u r  +  v y que podemos 
cambiar las coordenadas w x í , podemos reabsorber la homotecia y 
reescribir esta métrica como
g =  —e2Td r 2 +  e2< j - " r dx2 +  e2^ - 1^  +  e2*11! ^ - 1^ 2 (4.34)
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donde (3 — 1 +  k +  k2. El cambio de coordenadas e~T = t nos lleva a la 
expresión conocida de la métrica de Kasner [51] ,[55]. La diferencia entre 
aquellas coordenadas y las nuestras es que mientras t es el tiempo propio 
del observador eo, nuestra coordenada r  es armónica.
Los campos de Killing reales de esta métrica son
K i5 xi +  K^Qx-i +  K 35I3
con lo que esta solución admite un G3 de tipo I con órbitas espaciales. 
Si recordamos que las 1-formas complejas de conexión tienen la dirección 
de d r  x Ui, cada uno de los campos dXi es ortogonal a dos 1-formas 
complejas de conexión y por lo tanto esos tres Killings tienen derivada 
covariante principal del Weyl. Tenemos entonces una representación del 
grupo conmutativo privilegiada que es la que tiene los tres campos con 
derivada principal del Weyl o, también, porque son los campos en las tres 
direcciones principales del Weyl.
•  C aso  d r  A  9 l  =  0.
foft2e2aT
Ahora se tiene que d r  =  e i( r )  01, con lo que (d r )2 =     > 0.
cl k y f c  1 j
Para obtener coordenadas reales en la expresión (4.31) debemos tener en 
cuenta que en este caso
d r  x U\ =  ~^= e \( r )0°
V 2
d r  x U2 = ----\= e i( r )03
v  2
d r  x Uz =  ~^= e i(r)0 2
con lo que ahora las coordenadas asociadas a las dos últimas 1-formas 
son imaginarias puras, x a = iya (a = 2,3) con ya funciones reales, y por 
lo tanto
a afc£. «(1+fc)2
d r  x U\ =  dx i, d r  x U2 =  i e  ^ T d¡/2, d r  x = i e 0 T dy3
Y para g obtenemos una expresión análoga a la del caso anterior pero 
donde ha cambiado el carácter causal de d r  y de d r  x U\ , es decir
t U e- 2- [ d r 2-
—e2^Tdx2 4- e2 ~ Tdíj2 +  e2 ( Tdy2
El mismo cambio de coordenadas que en el caso anterior nos lleva a la 
expresión equivalente para g
g = e2r d r 2 — e2^ _ 1^ Tdx2 +  e2^ - 1^ Tdy2 +  e2^( ^  - 1^ Tdy2 (4.35)
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donde /? =  1 +  k  -f k2, que es la métrica estática de Kasner [51]. Entonces 
queda además claro que el cambio de coordenadas complejo [55] que pasa 
de las métricas estáticas de Kasner a las soluciones de Kasner (4.34) en 
la que los campos de Killing son todos espaciales, tiene la interpretación 
de que el gradiente del valor propio del Weyl ha pasado de ser espacial a 
ser temporal.
E sta solución tiene, como la anterior tres Killings con derivada prin­
cipal del Weyl que son dXl, dy2 y dV3, y, por lo tanto, admite un G3 de 
tipo I con órbitas temporales.
P ro p o s ic ió n  35 Las únicas soluciones de clase /13 en las que el gra­
diente de los valores propios del Weyl tiene la dirección de uno de los 
vectores principales del Weyl son las métricas de Kasner (4-34), (4-35). 
Además, las tres 2-formas principales del Weyl son las geometrías de tres 
campos de Killing.
dai no es principal
En este caso d r  está en la dirección 02 + 03 de una de las bisectrices de 
un 2-plano principal espacial del Weyl. Para que la Hessiana de r  (4.33) 
sea real, usando el lema 28, debe cumplirse que los coeficientes de esta 
Hessiana en d r2 y en (d r x U\ ) 2 sean reales y los coficientes en (d r x U2 ) 2 
y (d r x ZY3)2 sean complejos conjugados. En términos de los parámetros 
que hemos calculado antes, dichas condiciones se cumplen si, y sólo si
a G IR, j k ( k  + l ) e I R ,  j { l + k )  = - C o n } ^ j k ^ j
donde hemos denotado Conj(a) al complejo conjugado de a. Teniendo en 
cuenta que (3 = 1 +  k +  k2, un cálculo directo prueba que la solución a las 
ecuaciones anteriores es
aG lR , k = — ^  +  ip
donde p  es diferente de cero. Las expresiones (4.31) nos proporcionan 
coordenadas complejas adaptadas a la base ortogonal construida con d r. 
Como además sabemos que el gradiente de r  está en la dirección 92 +  03, 
tenemos
d r  =  e2(r)(02 +  6 3) 
d r x U 1 = ^=e2(r)(03 -  O2) 
d r  x U2 = ^ 5e2(^)(^° +  i#1) 
d r  x U3 = ^ e 2(r)(0° -  Í01)
Luego la coordenada x \ debe ser imaginaria pura x i = ix, y dado que 
(k + 1) = —k, X2 y X3 son complejas conjugadas, x 2 =  y  +  iz. Tenemos
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por tanto un sistema de coordenads real {r, x, y ,z )  en el que se cumple 
que
d r  x U\ — i e%T dx
sJsld r  x IÁ2 = e p T d (y -f iz)
a ( l + f c ) 2
d r  x U3 = e  ^ T d(y — iz)
Por lo tanto la métrica se escribe como
g = [^r2 ^  2 e ^ Tdx2 — 4Re ( e 2ap T(dy  +  idz)2^j
Si desarrollamos esta expresión sustituyendo la expresión para (d r)2 cal­
culada al principio de la sección se llega a
l - / 3 >
g =  e- 2oTdT2 +  2e2"<-5->dx2-  
—4e2a T j^cos(2a^r)(di/2 — dz2) +  2sen(2ar^)dydz]
Recordando que tenemos la libertad de elegir r  salvo una transfor­
mación lineal y redefiniendo las coordenadas {x,y ,z}, podemos escribir 
la m étrica anterior como
_T , 9 i± í4 t  , 9g = e d r  +  e 3- 4? dx  +
- 2  r 4  4  1 ( 4 -3 6 )
+ eJ ^ ? T [cos(-3 l -^ - r ) [d z 2 -  dy2] -  2 sen (3 z ^ r)d y d ¿
Los campos de Killing reales de esta métrica son de la forma
£ =  K \d x -f K^dy +  K 3dz
y como las 1-formas de conexión complejas tienen las direcciones d r  x Ui, 
se tiene
(£, C) = 0 <=$■ K \ — 0
= 0  «=* Rr2 +  iRr3 =  o k 2 = o = k 3
(£, A ) = 0 •<=>■ K 2 — ÍK3 =  0 K 2 =  0 =  K 3
Con lo que el único Killing que es ortogonal a dos de las 1-formas de 
conexión es dx , y que además es el que tiene la dirección de la bisectriz 
del 2-plano principal ortogonal a la que define el invariante. De las tres 
2-formas principales del Weyl, la que está en la dirección de la derivada 
del Killing es la C/¿ que verifica que el invariante tiene proyección nula al 
2-plano que define, es decir U i(da \ ) =  0. Se tiene entonces,
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P ro p o s ic ió n  36 La única solución de las ecuaciones de vacio en la clase 
J i3 en la que la dirección del gradiente de los valores propios del Weyl no 
coincide con ninguna dirección principal del Weyl es la métrica (4-36). 
Además existe una única 2-forma principal Ui tal que Ui(dot\) = 0. Esta 
2 -forma principal es la única que coincide con la geometría de la derivada 
de un campo de Killing.
4.5.2 Soluciones de clase / 1 2
Supongamos que d r  x U2 y d r  x U3 son integrables. En las segundas 
ecuaciones de estructura (4.26) esto equivale a g  =  0 =  s. De la definición 
de n  y q y teniendo presente que la suma de los valores propios es cero 
esas condiciones equivalen a
2 a3 =  H G {dr)2, 2a 2 =  -F H { d r )2, 2cu =  H {F  -  G )(d r)2
(4.37)
Las ecuaciones escalares (4.27) se escriben en ahora como
(F  +  H )' = 0, { H -  G)’ = 0, ( ( F  -  G)' + V 2 F G )  (d r)2 =  2y/2ax
(4.38)
Existen entonces dos constantes complejas a y k de manera que
- a 2
F  — k -  H, G =  —  + H  (4.39)
rC
Sustituyendo estas expresiones y la últim a de las ecuaciones de (4.37) para 
eliminar a i  en la últim a de las ecuaciones de (4.38) se obtiene para H  1a. 
ecuación de Ricatti
V 2 H ' — H 2 + a2 = 0
La solución general de esta ecuación es en términos de 1a. constante com­
pleja b
6e-v/2aT 4-1 
H  = a ■ - ^  (4.40)be-V 2ar _  !
Conocidas entonces F, G y H , nos falta calcular el cuadrado del gradiente 
de r .  De (4.37) se deduce que
oi_ _  G - F  
OC2 F
Llevado a  la segunda de las identidades de Bianchi (4.28) ésta queda como
—  =  V 2 —  — 2 F  — (4.41)a 2 r  k
Integrando esta ecuación aparece una nueva constante c y tenemos
a 2 =  c F e " '/2a2+a*fe+fc2 T{be~V2aT -  1)“ 2 (4.42)
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Y entonces de (4.37) podemos calcular (d r)2 y queda
(d r )2 =  Z ^ . e- V 2 ^ i ^ r {b2e-2V2<.r _  j ) - !  
a
P ara  los escalares m  , p , n  y r  de las ecuaciones (4.26) obtenemos
H ' f - TT a2 + k 2 . 4 a b e ~ ^aT ^
m  — — — +  v 2  H -------7=— ; ti =-—i-------- 7=--------
H  y/2 k ¿,2e -2v/2ar _  \  (4.44)
- k  - a 2
p = - 7 = ;  r  =
(4.45)
y/2' V2k
Antes de integrar el sistema exterior (4.26) calcularemos la Hessiana 
de r  y, como en el caso anterior, impondremos que sea real.
V d r =  5 { ~ 7 T +  ~  d r  ® d r+
+ {lf~ ^ H ) (dr x Ul) 0 (dr x 
+  ( - 7 T  +  ^ H  ~  (dr x u *) ® (dr x ^ 2 )+
+  +  y/2H -  (dr x W3) ® (dr x W3)
Como (d r)2 ^  0 podemos razonar como cuando todas las 1-formas drxW ¡ 
eran integrables, y utilizando el lema 28, las únicas posibilidades que te­
nemos son que d r  esté en la dirección de alguna de las direcciones prin­
cipales y todos los coeficientes sean reales o que el gradiente de r  esté en 
la dirección de alguna de las bisectrices y haya dos coeficientes complejos 
conjugados.
dai es principal
Todos los coeficientes deben ser reales lo que equivale a que A:, a2 y 
— \ f2H  sean reales. Teniendo en cuenta la expresión (4.40) sabemos
fjt L2 . p2\/2r
—  -  \fi.H  =  (4.46)
P ara  integrar el sistema exterior (4.26) y localizar las coordenadas reales,
distinguiremos el caso de que d r  sea temporal o espacial.
•  C aso  d r  A d° =  0.
Como en este caso d r  =  eo(r)0°, se tiene que d r  x U{ debe ser real para 
todo i. Llevando las expresiones (4.44) al sistema (4.26), sabemos que
113
existen funciones {x , y , z } de m anera que
  k ^
d r  x U2 — e ^  dx  
n 2
d r  x U3 =  e_ v ^ T dy (4-47)
d r  x ¿Yi =  - i ^ r b ^ T i  e~"“^ ir‘T (d2 +  *d3/)
Como todos los vectores son reales podemos elegir {x,y, z )  reales. Sabe­
mos además que a2 es real, y que por tanto a es real o imaginario puro. 
Si a = ia , de (4.46) se sigue que b2 = e2i/3 con /? real. Pero desarrollando 
d r  x U\ se sigue que sen(^*(/2QT) debe ser real, luego a no puede ser 
imaginario puro. Tenemos así que a debe ser real y por lo tanto para que 
d r  x U\ sea real b debe ser imaginario puro, b = \¡3. Sustituyendo b en 
(4.43) calculamos el cuadrado del gradiente de r ,  con lo que se obtiene 
para g la expresión
3 = i r  [“ d r 2 +  2e - ^  dz2+
+ 2 e dy2 +  e - 2 ° - ¿ tT (dz +  zd y )2
Manteniendo A r  =  0 podemos cambiar r  a r  + tq. Eligiendo tq pode­
mos absorber el factor (3 y la constante a  permite absorber la homotecia 
con lo que podemos reescribir g como
g  =  c° s h ^ . r )  £ d T 2  +  e ^ r  á x 2  +  +
+ E 5 i ^ d ( dz +  Id 3')2
(4.48)
Con lo que se obtiene la expresión de la métrica de Taub [83].
Los Campos de Killing de esta m étrica son
£ =  K xdx +  K 2dy +  (K 3 -  K iy )dz
y teniendo en cuenta que las 1-formas complejas de conexión están en las 
direcciones d r  x Ui, a partir de las expresiones (4.47) se deduce que el 
único Killing que es ortogonal a dos de ellas es £ =  dz , que en concreto 
es ortogonal a A  y B, es decir, que su derivada tiene 1a. dirección de la 
2-form a U\, es decir a  la 2-form a principal que verifica que d r  x U\ no es 
integrable.
• C aso  d r  A 01 =  0.
Aquí d r  =  e i ( r )#1 y por lo tanto no todas las direcciones d r  x lAi son
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reales. En concreto se tiene
d r  x U\ =  -^= ei(r)0°, d r  x W2 =  — ^=ei(r)03, d r  x U3 = -^= ei(r)02 
v 2 v 2 v 2
Luego las coordenadas asociadas a los dos últimos son imaginarias puras. 
Entonces podemos considerar {x, y,z} coordenadas reales tales que
-  — T
d r  x U2 =  ie ^  dx
«2 _
d r  x ZY3 =  ie dy
d r  x Ul =  /32e- l X r +1e~ ^ rT  (d¿ ~  *dy)
Con lo que de forma, similar a.1 caso anterior se tiene
_  a (/?2e“ 2v/2ar +  1) 
g ~ 2 c
d r2 +  2e - V2fcT dx2 +  2e“ ^ V  dy2
/- v. (dz — xdy)2]- 2y/2ar 4 . 1^ 2 V J
32 0 l a2 e~2'riaT _2í¿±e
(/?2e-2 'v' 2aT +  l )2
Como antes, una redefinición de r  manteniendo la laplaciana nula y un 
cambio de escala en las otras coordenadas permiten obtener para g la 
expresión
g  =  C O Sh (V 2a r )  f  e V 2 ^ - r  d r 2 +  r  d x 2 +  e V 2 k r  d y 2^  _
V V J (4.49)
 ^ry =—r(dz — xdy)2C O S h ( \ /2 a r )v
Igual que en la m étrica de Taub, aquí hay un único Killing con derivada 
principal del Weyl que es dz y que tiene las mismas propiedades que el de 
la solución anterior. Como resumen de los resultados obtenidos podemos 
enunciar
P ro p o s ic ió n  37 Las únicas soluciones de vacio y de clase 112 en las que 
el gradiente de los valores propios del Weyl está en la dirección de uno 
de los vectores principales del Weyl son la métrica de Taub (4-48) Que 
tiene órbitas temporales y su equivalente con órbitas espaciales (4 -4 g)- 
Además hay una única 2-forma principal Ui del Weyl que coincide con la 
geometría de la derivada covariante de un Killing y es aquélla para la que 
da\ x  Ui no es integrable.
dai no es principal
En este caso d r  está en la dirección de una de las bisectrices O2 + 6 3. 
El coeficiente de V d r debe ser real y entre los otros tres debe haber
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uno real y los otros dos tienen que ser complejos conjugados. Entonces 
— \pÍH  debe ser real y por tanto los complejos conjugados tienen que 
ser los coeficientes de (4.45) en d r  x U2 y d r  x U3 (es decir, son reales los 
coeficientes de V d r en d r2 y en d r  x Ui donde esta últim a es 1a. dirección 
no integrable. Se cumple entonces que =  k, es decir que a2 =  \k\2. 
Luego como a2 es real positivo, necesariamente a es real. Usando (4.40) 
se tiene que como a es real, — \¡2H  es real si, y sólo si, b2 es real. Para 
la base ortogonal definida por d r  y Ui y dado que d r  tiene la dirección 
6 2 +  03, se tiene
d r  =  e2(r) (02 +  03)
d r  x Ui =  ^ e 2(r)  (03 -  6 2)
dT x U 2 = 7 j e 2(r)  (9° +  Í01)
d r  x U3 =  ^ e 2(r) (0o -  Í01)
Luego las dos últimas 1-formas deben ser complejas conjugadas. El sis­
tem a exterior que verifican es el que se obtiene de (4.26) con q — 0 =  s y 
donde el resto de coeficientes están dados en (4.44), es decir,
k a2
d(drxW 2) =  -p d rA (d r  x ZV2), d (d r x¿/3) =  — -p— d r  A (dr xZY3)
V2 v 2 k
existen coordenadas reales {u, v} de m anera que
  k _   k _
d r  x U2 = e y* (du  +  idv), d r  x U3 = e ^  (du, — idv) 
y por lo tanto  se tiene
8bae~^2aT T , ,
d r  x U\ =  p  e ^ k (dz — udv)J 52e- 2V2ar _  J v ’
Como además d r  x U\ es imaginario puro, debe cumplirse que b = i(3, con 
lo que
, , .  . 8a »»2+fc2 T / , , \d r  x U\ =  —i p :— p— e (dz — udv)
v2ar _|_ ^gV2ar
Así, utilizando (4.37) para calcular (d r )2 se tiene y teniendo en cuenta 
que k = m  +  ira y a2 = m 2 + n 2, se tiene
g  =  £ á e v ^ 2 Í ^ Í T^ _ V 2 a r  +  e ~ y / 2 a r ) J d r 2 +
* * * &  (d * - « * , ) » +
|+ 4 e_v/2mT [ eos (y/2nr)(dv2 — du2) — 2sen {y/2nr)dudv\ j
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Redefiniendo las coordenadas t , u, v y z  manteniendo la laplaciana de r  
igual a  cero permite escribir la métrica como
g =  ¿ V W  +  _ ^ _ s2 ^ r {dz _  u d v f  +
+  C° S^ / ^ aT^e~v^ mT [ eos (y/2 n r)(d v 2 — du2) — 2sen ( \ /2nr)dudn]j
(4.50)
donde a2 =  m 2 + n 2.
Los campos de Killing reales de esta métrica son
Í  = K A  + K 2dv +  (K lV +  K 3 )dz
y los productos con las 1-formas de conexión que son colineales con dt x Uí 
nos llevan a
(£, *4) =  0 •<=>• K \ — \K 2 = 0 <=$■ K \ =  0 =  K 2
(£, 13) = 0 <==> K \ +  \K 2 -- 0 ■<=> K \ =  0 =  K 2
(£ X )  =  0 <í=> K]V + K 3 -  u K 2 = 0 <=$ K \ = K 2 = K 3 = 0
Con lo que sólo hay un Killing dz con derivada principal del Weyl y la
2-form a principal en 1a. dirección V£ es es decir, 1a. que verifica que 
d r  x IA\ no es integrable. Resumimos este caso en la siguiente proposición.
P ro p o s ic ió n  38 La única solución de vacio y de clase I \ 2 en la que el 
gradiente de los valores propios del Weyl no define una dirección principal 
del Weyl es la métrica (4-50). Además existe una única 2-forma principal 
14{ del Weyl que coincide con la geometría de la derivada de un campo de 
Killing. Además, está caracterizada porque dai x Mi no es integrable.
4.6 Resumen en forma de algoritmo
Hemos resuelto hasta aquí las ecuaciones de vacío en la clase I\: i) 
cuando los valores propios no son constantes, en los casos en que dos o las 
tres direcciones {do¡i xZY¿) sean integrables, y ii) el caso de valores propios 
constantes que nos lleva a la solución de Petrov [72]. El siguiente esquema 
clasifica las soluciones obtenidas. Utilizando los resultados del capítulo 2, 
todos los elementos que aparecen pueden calcularse de forma intrínseca 
y explícita (con concomitantes de la propia g). Hemos denotado además 
TV, a.1 número máximo de direcciones integrables que hay en el conjunto 
{dai x Ui}.
117
N =  3 N =  2
d a i A 0o — O d a i A 0o =  O
da] A 0a — O 
(para algún a)
da] A 0a =  O 







Sol. de Petrov (4.19)
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5. Métricas de tipo D
Todas las soluciones de vacío y de tipo D fueron determinadas por 
Kinnersley [54], integrando las ecuaciones en formalismo de Ñewman- 
Penrose. Sin embargo, no conocemos un acercamiento sistemático ba­
sado en condiciones intrínsecas, que sirva además para definir y clasificar 
intrínsecamente las soluciones obtenidas. Este problema es el que aborda­
mos a continuación. Los espacios de tipo D definen de modo natural una 
estructura casi producto 2+2 asociada a la 2-forma principal del Weyl a. 
la que llamaremos estructura principal En la sección 1, proponemos una 
clasificación de las métricas de tipo D que tiene en cuenta las propiedades 
geométricas de esta estructura. En la sección siguiente, probamos que, si 
1a. divergencia del Weyl es cero, las clases quedan caracterizadas por la nu­
lidad o no de las proyecciones de los invariantes a los 2-planos principales. 
Las propiedades de la estructura permiten obtener la forma canónica, de 
todas las métricas de tipo D, divergencia del Weyl cero y valores pro­
pios reales. Este hecho permite integrar con facilidad, en la sección 3, 
las ecuaciones de vacío. Lo importante es que ese procedimiento se basa 
en propiedades de la estructura, y por lo tanto, permite definir de modo 
intrínseco todas las soluciones. La caracterización de las soluciones de 
Ehlers y K undt [31] (posteriormente redescubiertas por Kinnersley [54]), 
y en particular el teorema de caracterización de la. solución de Schwarz- 
schild, es un ejemplo de la utilidad de este acercamiento sistemático.
El caso de valores propios complejos se complica porque, en general, no te­
nemos unas coordenadas canónicas adaptadas a estructuras no integrables 
como las que aparecen en este caso. Pero la. existencia de simetrías per­
mite obtener una forma canónica también para estos espacios. Queremos 
destacar el hecho de que podemos demostrar, en la sección 4, la existen­
cia de un G 2 conmutativo en los casos más generales antes de integrar 
las ecuaciones de vacío en la sección 5. El hecho de que dos campos de 
Killing, que calculamos intrínsecamente, sean colineales es lo que distingue 
las métricas de Kerr-NUT dentro de la clase más general de soluciones. 
Además, utilizando los resultados sobre campos de Killing alineados del 
capítulo anterior, esa es la condición para que la geometría de la derivada
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del Killing sea una 2-forma principal del Weyl. Dentro de esta clase de 
soluciones, la métrica de Kerr aparece cuando la constante de proporcio­
nalidad entre los campos de Killing considerados toma un valor concreto. 
Este valor es interpretable como la rotación de dualidad entre la 2-forma 
de Killing (que, en vacío, es una solución de las ecuaciones de Maxwell) 
y la solución de las ecuaciones de Maxwell que puede construirse a  partir 
del valor propio del Weyl y de las identidades de Bianchi. Un teorem a de 
caracterización de la métrica de Kerr se sigue de estas consideraciones.
Acabaremos el capítulo estudiando otros contenidos energéticos en el caso 
de que el tensor de Weyl tenga valores propios reales: Por una parte deter­
minamos las soluciones de fluido perfecto con divergencia del Weyl cero, 
y obtenemos una subclase de las soluciones calculadas por Barnes [2]. 
Por o tra parte, consideramos soluciones de Einstein-Maxwell regulares. 
Como es demasiado restrictivo imponer divergencia del Weyl cero, relaja­
mos la condición manteniendo parte de las propiedades geométricas de la 
estructura. Aparecen así casos paralelos a las A, B y C-m étricas de vacío, 
y en particular la solución de Reissner-Nordstrom [76], [68]. También se 
plantea cómo caracterizar intrínsecamente las soluciones de esta familia.
Parte de los resultados de este capítulo forman parte de las comuni­
caciones presentadas en los Encuentros Relativistas de Tenerife [38] y de 
Valencia [37], La caracterización de la solución de Schwarzschild, consti­
tuye el núcleo de un artículo ya publicado [40]. De este capítulo esperamos 
publicar otro artículo ahora en fase de redacción [45].
5.1 Una clasificación de las soluciones de tipo D
a) Desde un punto de vista exclusivamente algebraico, un tensor de Weyl 
de tipo D tiene un único escalar independiente (valor propio) y la estruc­
tu ra  casi producto 2+2 asociada a  la 2-form a principal, a la que llamamos 
estructura principal Una clasificación de los espacios de tipo D debe hacer 
intervenir sólo esos elementos. A orden algebraico, una prim era clasifi­
cación puede tener en cuenta el carácter real o no de los valores propios. 
Vimos en el capítulo 2 que este hecho sirve para caracterizar los espacios 
que admiten congruencias para los que el Weyl es puramente eléctrico o 
puramente magnético.
A primer orden de derivación, podemos plantear diversas clasificica- 
ciones según hagamos intervenir sólo los invariantes escalares, sólo la 2-  
forma principal, o ambas. Un ejemplo de clasificación del primer tipo, se 
obtiene de considerar el módulo (o de una función de éste) y el argumento 
del valor propio del Weyl y estudiar si son o no constantes.
b) Una clasificación más rica y más adecuada a los objetivos de este 
capítulo es la que hace intervenir la primera derivada de la 2-form a prin­
cipal U. Esta 2-forma define una estructura casi producto 2+2 cuyo
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tensor de estructura es 2(v — h) =  U x Ü. Entonces, la clasificación de 
las estructuras presentada en el capítulo anterior induce de modo natu­
ral una clasificación de las métricas de tipo D. Denotaremos a las clases 
como D ^  donde cada superíndice es 0 ó 1 según v tenga o no, por este
orden, la propiedad de ser foliación, de ser minimal o de ser umbilical ya
que el tener o no una propiedad es equivalente a la nulidad o no de los 
elementos que aparecen en la descomposición de la derivada covariante 
de v. Los subíndices recogen con el mismo criterio las propiedades de h. 
Más precisamente
D efin ic ión  5 En el conjunto de las métricas de tipo D, consideremos las 
clases que denotamos donde los índices toman los valores 0 ó 1 y
recogen las propiedades de la estructura principal (v , h) con el siguiente 
criterio:
1. p =  0 [resp. I =  0] si v [resp. h] es foliación.
2. q =  0 [resp. m  =  0] si v [resp. h] es minimal.
3. r  =  0 [resp. n =  0] si v [resp. h] es umbilical
Aparecen entonces 64 clases de espacios de tipo D. Esta clasificación está 
basada en la nulidad o no de los elementos que aparecen en la descompo­
sición invariante de la primera derivada de U. Después de los resultados 
del capítulo 2 en donde determinamos un proyector sobre esta dirección, 
tenemos una caracterización intrínseca y en términos del propio tensor de 
Weyl de las clases consideradas.
P ara indicar que alguno de los 2-planos tiene una propiedad y que 
puede o no tener las demás, utilizaremos un punto en los espacios cor­
respondientes a las propiedades de las que no decimos nada. Así, por 
ejemplo, Diremos que g es de tipo D0.'.' si v es foliación y de tipo D.1'. si no 
lo es. De igual manera, diremos que g es de tipo DJ¿; si v no es foliación 
y h es minimal. El tipo D^. contiene a las clases D^lu donde q, r, s, t  y 
u  tom an cualquier valor en {0, 1}.
c) Podemos también plantear una clasificación m ixta a primer orden de 
derivación en los valores propios y algebraica en la 2-form a principal 
según sean nulas o no las proyecciones de los gradientes del módulo y 
del argumento del valor propio a los 2-planos principales, y en concreto, 
según sean nulas o no las 1-formas (U{dd), U(dp), *U{dd), *U(dp)). Más 
precisamente, tenemos
D efin ic ión  6 En el conjunto de las métricas de tipo D consideremos las 
clases que denotamos D[pq,rs] donde p, q, r, s toman los valores 0 ó 1 
e indican si son nulas o no las proyecciones del valor propio del Weyl 
e-3p+3W con ei sigU{enie criterio:
1. p  =  1 [resp. r =  1] si U(dB) ^  0 [resp. *U(d9) ^  0].
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2. q = 1 [resp. s =  1] si U(dp) ^  O [resp. *U(dp) /  0]
Aparecen así 16 clases de métricas de tipo D atendiendo a la nulidad o 
no de las proyecciones del módulo y del argumento del valor propio del 
Weyl a cada uno de los 2-planos principales. De la misma m anera que en 
el caso anterior, hablaremos por ejemplo de tipo D[l-, ••] para indicar que 
tenemos una métrica de tipo D en la que la proyección del argumento del 
valor propio al 2-plano principal temporal es no nula.
5.2 Métricas de Tipo D y S W  =  0
a) La forma canónica del tensor de Weyl autodual es
W  = Z aU ® U  + aG (5.1)
Consideremos {U = U\,U 2 ,Us} una b.o.n. de 2-formas principales del 
Weyl. En general, esta base no es única, ya que todo el subespacio orto­
gonal a U es propio del Weyl, aunque veremos que en muchos casos los 
invariantes nos permiten privilegiar una de ellas. Para cualquiera de estas 
bases ortonormales podemos utilizar el formalismo de Cartan complejo in­
troducido en el capítulo anterior. En ese sentido seguiremos denotando 
{A ,B ,C }  a las 1-formas complejas de conexión asociadas a la base ante­
rior. De la forma canónica (5.1) podemos calcular ¿W  y, recordando que 
A¿ =  Ui(SUi), llegamos a
( (i) U{5U) =  Ai =  — |d l n a  
SW = 0 *=* i  (5.2)
[ (i i ) X2 = A3
Teniendo en cuenta los lemas 6 y 7 se tiene que U define una estructura 
casi producto 2+2 umbilical (las direcciones principales de U  que son las de 
Debever dobles son geodésicas y sin distorsión ) y maxwelliana con valor
propio relacionado por (i) con el valor propio del Weyl. En concreto, la
solución de Maxwell asociada al valor propio es
L em a 33 Si g es de tipo D y de divergencia del Weyl cero y a  es el valor 
propio doble del Weyl, la 2-forma
3~m  =  ot*U (5.3)
es una solución de las ecuaciones de Maxwell
O tra consecuencia de las identidades de Bianchi, es, teniendo en cuenta 
la proposición 21
L em a 34 En todo espacio de tipo D y divergencia del Weyl cero, la 
estructura principal del Weyl es la estructura de un tensor conforme 
Killing de orden 2.
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Esta condición generaliza el resultado conocido de que en vacío, todas las 
soluciones de tipo D admiten un conforme Killing de orden 2 [86], [55].
En términos de las 1-formas complejas de conexión asociadas a esa 
base ortonormal principal del Weyl, se tiene
ÓW = 0 ^ = > A = '- ^ - d \ n a x U 3, B = - ^ d \ n a  x U2 (5.4)O ó
Hemos escrito las ecuaciones ÓW — 0 de varias formas según qué ele­
mentos hagamos intervenir en ellas. Estas relaciones también pueden 
reescribirse de forma que sólo intervenga la 2-form a principal y el valor 
propio como
P ro p o s ic ió n  39 Sea g una métrica de tipo D, a  el valor propio doble del 
Weyl y U  la 2 -forma principal. Entonces, la divergencia del Weyl es cero 
si, y sólo si
w
V U  =  i{5U)\U ® U  +  Q]\ ÓU =  -  din a x Uó (5.5)
b ) La condición 5W  = 0 restringe el número de clases que son posibles en 
este caso. Así, si la divergencia del Weyl es cero, la estructura principal es 
de tipo D"o, es decir ambos 2-planos son umbilicales. Por lo tanto de las 
64 clases de espacios de tipo D, nos quedamos con 16 clases de espacios 
de tipo D y divergencia del Weyl cero. Además, el resto de propiedades 
de la estructura principal quedan caracterizadas porque la proyección del 
módulo o del argumento del valor propio al 2-plano temporal o espacial 
sea o no nula. En adelante, consideraremos p y 9 de manera que el valor 
propio del Weyl se escribe
_  —3P+310a  = e (5.6)
Si separamos la parte real de la imaginaria en la primera de las ecuaciones 
(5.2), se verifica
U{SU) -  *U(5 *U ) = dp
(5.7)
u ( s * u )  + *u{óu) = de
A partir de estos resultados podemos relacionar las dos clasificaciones a 
primer orden de derivadas en los invariantes del Weyl, y se tiene
P ro p o s ic ió n  40 Sea g una métrica de tipo D con divergencia del Weyl 
cero. Se verifica:
1 . Siempre es de tipo D'.'.q.
2 . Es de clase D^Iq si, y sólo si , es de clase D[rs,pq]
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Por lo tanto sólo tenemos 16 clases de métricas de tipo D y 5W  =  0. 
Además las dos clasificaciones diferenciales consideradas definen las mis­
mas clases.
c) De la proposición anterior se deduce que si dO = 0, la estructura prin­
cipal tiene ambos 2-planos integrables. Además, teniendo en cuenta (3.5) 
y (5.7) tenemos
—2dp — trQ v -I- t rQh (5.8)
Si ahora tenemos en cuenta cómo cambia por conformidad la segunda 
forma fundamental (3.7), se ha probado que la m étrica é~2pg es una 
métrica producto. Se tiene entonces que
L em a 35 Toda métrica g de Tipo D con valores propios de argumento 
constante y con divergencia del Weyl cero, es conforme a una métrica
producto. En concreto, si a  = e~ 3p+ 310 es el valor propio doble del Weyl
y dd — 0, la métrica g =  e~2pg es una métrica producto.
Supongamos ahora que g = v + h donde v es bidimensional hiperbólica 
y h bidimensional elíptica, es una métrica producto 2-1-2 arbitraria. Si 
denotamos X  e Y  a las curvaturas gaussianas de u y h respectivamente, 
las fórmulas de Gauss y de Codazzi (3.9) nos dicen que
R iem (g) = ^-Xv A v + ^ -Y h  A h  (5.9)
¿t ¿i
y por lo tanto
Ric(g ) =  X v  + Y h
Entonces podemos calcular el Weyl de estas métricas y se tiene que, si de­
notamos U a la 2-form a autodual que define la estructura casi-producto,
W  =  3pU ® U  + pQ, donde p = - \ { X  + Y )
6
Es decir, se demuestra que
L em a 36 Toda métrica producto 2 + 2 es de tipo D (o O) con valores 
propios reales y el valor propio doble es p =  — ^ ( X  +  Y ).
Un primer resultado se deduce de los dos lemas anteriores, ya que 
como por conformidad el valor propio del Weyl cambia según
g = e2pg p — e2pp
entonces si los valores propios de la producto son reales, también lo son 
los de la conforme. Como hemos escrito el valor propio en términos del 
módulo y del argumento, esto quiere decir que el argumento debe ser 
múltiplo de 7r (de 27r si el valor propio es positivo, o m últiplo impar de nr 
si es negativo). Es decir
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P ro p o s ic ió n  41 E n un espacio de tipo D y divergencia del Weyl cero, el 
argumento de los valores propios del Weyl es constante si, y sólo si, los 
valores propios son reales.
Como además en este caso el valor propio doble es |a | =  e~3p, se tiene
que
f  =  e4pe~6p = e~2p
Con lo que los valores propios del Weyl de la m étrica conforme de­
penden también de la suma de las curvatura de la métrica producto. En 
concreto se tiene
T e o re m a  8 Si g es de tipo D con valores propios reales y divergencia del 
Weyl cero, entonces
3 = W T Y y {v + h)
donde v =  v (x c )dxA dxB , h = h (xk)dxl dxg, son dos métricas bidimensio- 
nales arbitrarias, v hiperbólica y h elíptica, con curvaturas gaussianas X  
e Y  respectivamente.
5.3 Soluciones de vacío y á9 =  0
Como Ric(g) = 0 =$> ÓW =  0, las posibles soluciones de vacío tienen 
la forma dada en el teorema 8, es decir
9 =  Jx T Y ~)2 ^  +  ^  (5,1°)
donde v  y h  son dos nétricas bidimensionales hiperbólica y elíptica res­
pectivamente
v = vAB{xc )dxAdxB; h = h ^ x ^ d x 1 dx3
Si tenemos en cuenta que para una métrica producto v + h el tensor de 
Riemann es
R iem (v + h) = - X v  A v  + - Y h  A h (5.11)
¿t z
y que por una transformación conforme g = e2Xg, el tensor de Ricci cambia 
como
Ric(g) =  Ric(g) — 2 (VdA — dA <g> dX) — (AA +  2^(dA, dA)) g
la condición necesaria y suficiente para que la métrica (5.10) sea solución 
de vacío es
V dX  +  Vd Y  = - ^
X + Y
2
i ( 2 X - y ) - í ^ V  +
h
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donde V indica la derivada covariante con la métrica bidimensional que 
corresponda en cada caso y donde el cuadrado del gradiente de X + Y  está 
calculado con la métrica producto v +  h. La ecuación anterior no tiene 
proyección m ixta vh , y por lo tanto es equivalente a las dos ecuaciones




Como los primeros miembros de las ecuaciones anteriores solo depen­
den de las coordenadas adaptadas al 2-plano correspondiente, la traza de 
cada una de ellas sólo depende de esas mismas coordenadas. Entonces se 
debe cumplir
X  + Y  
2
X  + Y
i , 9 Y _ V x ( d ( x + n £  
3 ’ (X + Y f
i (d(x + y))2
3 ’ (X  + Y f
= ^(xA) 
= „(*<)
Restando las dos ecuaciones se tiene
fi(xA) - v ( x i) = - ( X 2 -  Y 2) 
Debe existir entonces una constante C  de manera que
/ V )  =  f  ( x 2 + cy , K x ¡) =  i ( y 2 +  c )
Este mismo resultado puede obtenerse si pensamos que dada una métrica 
bidimensional arbitraria de curvatura X , las condiciones de integrabilidad 
de la ecuación VdX  =  k v  son exactamente k  = —^ ( X 2 +C).  Por lo tanto 
el sistema (5.12) se escribe como
Vd X  = - \ { X 2 + C ) v  
VdY =  - \ { Y 2 + C ) h
(X + Y) 1 ( 2 x  y i  (d<x + y ))a i )  rx+yv2
(5.13)
= X 2 + C-1 > ( )
Si desarrollamos la tercera ecuación y tenemos en cuenta que 
(d(X  4- Y ))2 =  v{dX, d X )  +  h(dY, dY)
se llega a
-3 v (d X ,  d X )  -  3h(dY, dY) =  (X 3 +  3CX) +  (Y3 +  3CY)
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con lo que debe existir una constante D  de m anera que 
u (d X ,d X ) =  - { \ x 3 + C X  + D); h{dY ,dY) = ~ { \ y 3 + C Y - D )
O O
(5.
Resumimos los resultados obtenidos hasta aquí en el siguiente lema
L em a 37 Todas las soluciones de tipo D con valores propios reales y Ricci 
nulo son
0 = J x T W {v + h)
donde X  e Y  son las curvaturas de las métricas bidimensionales v y h 
respectivamente, y son solución de las ecuaciones
X d X  = - U X 2 + C )v- v{dX, dX)  =  - ± X 3 - C X - D
(5.15)
V d Y  =  - \ { Y 2 + C )h ;  h(dY, dY) = - \ Y 3 — C Y  +  D  
con C  y D  constantes.
5.3.1 Integración de las ecuaciones
a) Las ecuaciones de vacío (5.15) son ecuaciones para dos métricas bidi­
mensionales acopladas por las constantes comunes C  y D. Es claro que las 
ecuaciones anteriores pueden tener como solución métricas de curvatura 
constante o no. Como la integración de estas ecuaciones depende de que 
lo sea o no, estudiaremos separadamente cada caso.
Sea a  una m étrica bidimensional arbitraria, de curvatura de Gauss X  
no constante, que verifica
X d X  =  - \ { X 2 + C ) <r; a { d X ,d X )  = - \ x 3 - C X - D
¿L O
Si completamos el sistema de coordenadas con una coordenada ortogonal 
Z , se tiene
* =  |X 3  + C X  + D dX2 + Cn2{X' Z)dZ2 (5' 16)
donde e =  ±1 según la signatura de a. En esas coordenadas tenemos
V d X  = - T $ x d X  <g> d X  -  T $ z d X  ® dZ -  T$z dZ  ® dZ  
Los símbolos de Christoffel de a son Fx z  =  0 y
t*x = - \ ^ I cx + d' rh  = ^ \x *  + cx + D)9xn
Y  por lo tanto, la condición para que VdX =  — \ { X 2 + C ) a  con a  dada 
en (5.16) es
fi2 =  ( l x 3 + C X  + D ) f 2 {Z)ó
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donde /  es una función arbitraria de Z. Redefiniendo dZ f (Z )d Z ,  se 
tiene
*  =  W T d Y + D d x 2  + 4 X ° + c x  + D ^ 2
Estos cálculos valen para v y para h tomando e como —1 o +1 respec­
tivamente, y por lo tanto se ha probado
Lema 38 La única solución de (5.15) con curvaturas no constantes es
V = I X *  ^ C X  + D dX2 + {¡ X3 + C X  + D d^T2 
h  =  - l y s  - C Y  + D « *  + ( - ¡ Y 3  ~  C Y  + D ) d Z 2
Luego la solución de tipo D y vacío que corresponde a este caso es la 
C-m étrica de Ehlers y Kundt [31],
b ) Supongamos ahora que una de las curvaturas, digamos X  es constante. 
Entonces, v es conforme a una de las métricas hiperbólicas de curvatura 
constante (+1, -1, 0), y además, imponiendo dX  =  0 en (5.15), se obtiene 
para las constantes C  y D
C  =  —X 2; D  — \ x 3ó
mientras que h tiene la forma dada en el lema 38. Este caso nos conduce 
a las B-métricas [31], Además, según la curvatura de v  sea positiva, 
negativa o nula, tenemos las B \,  B 2 o Z?3-m étricas respectivamente.
De igual modo, si d y  =  0, la m étrica bidimensional elíptica es homotética 
a la métrica bidimensional de curvatura + 1, —1 ó 0, mientras que v tiene 
la expresión general dada en el lema 38, donde las constantes están dadas 
por
C  = - Y 2; D = - \ y 3ó
Este caso nos lleva a las A-métricas [31], y en particular a las A i, A i  o 
A 3 según y  sea positiva, negativa o nula. La A i-m étrica es la solución 
de Schwarzschild.
c) Una últim a posibilidad a considerar, es la de que las dos curvaturas 
sean constantes, con lo que se deben verificar simultáneamente las dos 
relaciones anteriores entre las constantes y las curvaturas, con lo que se 
deduce que X  =  —Y .  Entonces, la expresión del teorem a 8 no es válida 
porque si tenemos en cuenta que el valor propio del Weyl de la producto 
es proporcional a X  +  Y ,  se deduce que la m étrica producto (y por lo 
tanto cualquier conforme a  ella) es de tipo O, con lo que sería la m étrica 
plana.
En términos de la clasificación de las métricas de tipo D, se ha probado,
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P ro p o s ic ió n  42 Todas las soluciones de vacio y de tipo D con valores 
propios reales son de tipo .D[0-,0-]. Además
1. Las soluciones de clase D[01,01] son las C-métricas de Ehlers y 
Kundt.
2. Las soluciones de clase .D[00,01] son las B-métricas.
3. Las soluciones de clase D[01,00] son las A-métricas.
Las C-m étricas, admiten un G2 conmutativo con un Killing en cada uno 
de los 2-planos principales. Las A y las B-métricas, admiten un G4, que 
contiene un G3 con órbitas bidimensionales temporales en el caso B y 
espaciales en el A. En concreto, la Ai métrica tiene simetría esférica y es 
1a. solución de Schwarzschild.
5.3.2 Caracterización intrínseca de las soluciones
a) El lema 13 nos permite caracterizar en términos del propio Weyl el 
hecho de que sea de tipo D con valores propios reales. El segundo paso 
para caracterizar de modo intrínseco las soluciones obtenidas es el de
distinguir si una solución que verifique las condiciones del lema 13 es una
A, B o C-m étrica. Hemos visto que estos tres casos corresponden a que 
alguna de las curvaturas de la métrica producto a la que es conforme 
sea o no constante. Sabemos además que el valor propio del Weyl de las 
métricas (5.10) es
P =  ~ \ ( X  +  Y f
Entonces dX  =  0 o dY =  0 si, y sólo si, el gradiente de p está contenido 
en el 2-plano principal espacial o temporal respectivamente, es decir, si 
U(dp) =  0 o *U(dp) = 0. Por o tra parte, un cálculo directo, teniendo 
en cuenta las expresiones de p y de g, demuestra que, si alguna de las 
curvaturas, digamos X ,  es constante, entonces ésta puede calcularse como
X  =  (6p)~3(ip(dlnp,dlnp) -  2p)
Con lo que el signo de ese escalar nos determina el signo de la curvatura 
cuando ésta sea constante. Como tenemos determinados proyectores sobre 
las 2-form as principales en el capítulo 2, las condiciones anteriores carac­
terizan ya de modo intrínseco las soluciones. Pero veremos ahora que 
podemos reescribir los resultados anteriores explícitamente en términos 
del propio tensor de Weyl. Para ello, si tenemos en cuenta que para cual­
quier métrica de tipo D y valores propios reales el tensor de Weyl está 
dado por (3.16), obtenemos que
*W  = 3pU <g> *U +  prj
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Entonces,
*W(dp; dp) =  U(dp) ® *U(dp)
Por lo tanto, el que alguna de las curvaturas sea constante, es equivalente a 
que la expresión anterior sea cero, y la no nulidad del invariante anterior 
nos da una caracterización de las C-métricas. Si * W (dp; dp) =  0, es 
porque el gradiente del valor propio está contenido en uno de los 2-planos 
principales. Para decidir en cuál de ellos, consideremos de nuevo el tensor 
S  dado por (3.17). Entonces, se tiene que la forma cuadrática
Q = S(dp; dp) =  U(dp) <g> U(dp) -  *U{dp) ® *U{dp)
es semidefinida negativa si, y sólo si, U (dp) =  0, y semidefinida positiva sii 
*U(dp) =  0. Luego el signo de esta forma cuadrática distingue entre las 
A y las B-métricas. Esta condición puede comprobarse de forma sencilla 
(cuando ya tenemos que es semidefinida) calculando la traza  de Q con 
cualquier m étrica elíptica asociada a g. Reunimos todos estos resultados 
en la siguiente proposición.
P ro p o s ic ió n  43 Sea g una métrica de tipo D con autovalores reales (ca­
racterizadas en el lema 13) y de Ricci nulo. Consideremos los concomi­
tantes de g
a  =  ^g{dlnp, dlnp) -  2p, P  = *W(dp;dp), Q = S(dp;dp)
y sea x  un vector unitario temporal arbitrario. Entonces
1. g es una C-métrica sii P  ^  0.
2. g es una A-métrica sii P  = 0 y 2Q(x, x) +  trQ > 0. Más aún, g es
de tipo Ai , A 2 o A 3 si a  >  0, a  <  0 o a  = 0 respectivamente.
3. g es una B-métrica sii P  =  0 y 2Q(x; x) +  trQ < 0. Más aún, es de
tipo B\ , Z?2 o B3 si a  > 0, a  < 0 o a  = 0 respectivamente.
b ) La A \  m étrica tiene sim etría esférica, y por tanto, es la m étrica de 
Schwarzschild. Será este el caso que analicemos más detenidamente, 
aunque resultados similares pueden obtenerse para el resto de métricas. 
La Ai métrica aparece cuando la curvatura Y  de la m étrica elíptica h es 
constante y positiva. Sabemos que en este caso las constantes C  y D  que 
aparecen al integrar las ecuaciones de vacío están dadas por
C = - Y 2; D  = Y3
Además, como h  es de curvatura constante positiva, es hom otética a la
métrica de la esfera, es decir
h = ^ d í í 2; dfí2 =  dd2 + sen20  d<f>2
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Entonces, tenemos que
\ x 3 + C X  + D = \ { X  +  Y ) 2{X -  2Y )
ó O
Con lo que la expresión (5.10) para g queda como
- 3  , v2 X  - 2 Y  , ~ 1 ~
9  ~  (X  + Y ) 4( X - 2 Y )  + 3 +  Y  ( X  + Y )2
Haciendo el cambio de coordenadas r = , resulta
Y Í { X + Y )
3yár  —1 a2 , 3Y2r 2 , 2jr»2g = ----- I7T3 (YdT)  + — 3- dr  + r zd ü z
3 r 2 r  3 r 2 r  — 1
Redefiniendo t =  \ ¡ Y T , se tiene
<7 =  — f  1 ----------- -3 — ^  d t 2 + --7------------------- r - d r 2 +  r 2 d í l 2
V 3 y § r 7  (" l------1 ^
V 3V  2 r  /
Es decir, g es la métrica de Schwarzschild con masa m  =  ^ Y ~  2. Además, 
el Killing integrable del 2-plano v está en la dirección U(dp). Teniendo 
en cuenta la expresión de la forma cuadrática Q que proyecta sobre la 
dirección del Killing, se tiene
T eo rem a  9 Sean Ric(g) y W  = W(g) los tensores de Ricci y de Weyl 
de una métrica espacio-temporal g. y consideremos los concomitantes de 
la métrica definidos por
P =  ~ ( i 2 trW * Y  ; O L = \g (d \n p ,d \n p ) -2 p \  S  =  ± ( W  -  \p g  A g) 
P  =  *W(dp,-,dp,'),  Q = S(dp,-,dp,-)
Las condiciones necesarias y suficientes para que g sea la solución de 
Schwarzschild son
Ric(g) = 0, p ¿  0, S 2 + S  = 0
P  = 0, 2Q(x, x ) +  trQ > 0 ,  a  > 0
donde x  es un vector temporal arbitario. Además, la masa de Scharzschild
asociada es m  = p a ~ 2 . El campo de Killing contenido en el 2-plano
temporal principal del Weyl está dado por £ = p~ % 9{x.). #
y / Q ( x , x )
d ) Presentamos a continuación un algoritmo que resume los resultados 
obtenidos y destaca su carácter intrínseco. Los elementos que aparecen 
en él, están dados en el lema 13 y en la proposición 43.
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Ric{g), p, a, S, P, Q
noRic(g) = 0
P  = 0 C-métricas
+ ■ B \-métricas
no2 Q (x ,x )  +  tr  Q > 0
A \-métricas
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5.4 M étricas de tipo D y Ricci nulo: Simetrías
a) Vamos a estudiar las simetrías de las soluciones de vacío y de tipo D. 
Probaremos a  continuación que, para Ric = 0, la 1-form a SU tiene 1a. 
dirección de un campo de Killing. Del formalismo de Cartan complejo 
sabemos que las dos primeras ecuaciones de estructura (4.3), que son 
equivalentes a las identidades de Ricci para U , se escriben:
d.4 =  C A B  +  \V2aU3\ óB = A  A C -  \\Í2olU2 (5.17)
Teniendo en cuenta la relación (5.4), estas dos ecuaciones determinan 
d(dlno: x U3 ) y d(dlno: x ZY2). Como además d(dlna) =  0, podemos usar 
el lema 27 y obtener V (dlna x U\) +  ^ ( d l n a  xU \) .  Teniendo en cuenta 
la relación (5.5) entre SU y d in a  x U\, se obtiene que
V{SU) +  W(SU)  =  d in a  (5.18)O
Por lo tanto, es inmediato probar que
X  = a~ 3 SU (5.19)
es un campo de killing complejo, y, por lo tanto, sus partes real e imagi­
naria son campos de Killing reales. Si tenemos en cuenta las relaciones 
(5.4) y (5.5), se tiene
Proposición 44 Sea g de Tipo D y de Ricci nulo. Si o: es el valor propio 
doble del Weyl y U  la 2-forma principal, entonces el campo
X  = d(a~%) x U (5.20)
es un campo de Killing.
Teniendo en cuenta la relación (5.6) entre a  y p y 6, podemos escribir 
la parte real y la parte imaginaria de ese campo de Killing complejo 
X  =  X \  +  1X 2 , y obtener dos campos de Killing reales. Notar que aún 
no hemos probado que exista un G2, ya que la parte real y la imaginaria 
podrían ser colineales. Volveremos sobre esto un poco más adelante. Lo 
que sí es claro es que si V i A X 2 ^  0 ,  entonces, como ambos campos están 
costruidos con invariantes, se tiene [V i,X 2] = 0. Es decir, se tiene
Corolario 6 Sea g una solución de vacío y de tipo D, a  = e~3p+310 
el valor propio doble del Weyl y U la 2-forma principal. Entonces, los 
campos
V i =  ep[cos0 £1 — senB £2]; V 2 =  ep[sen0 £1 +  cosd £2] (5.21)
son dos campos de Killing, donde hemos denotado
£1 =  U{dp) -  *U(d0), £2 =  U{dB) +  *U{dp) (5.22)
Además [Vi, V 2] =  0, con lo que si son independientes generan un G 2 
conmutativo.
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Podemos obtener o tra  consecuencia inmediata de la proposición an­
terior. Como p y # son invariantes, dp y d# son ortogonales a cualquier
campo de Killing. Si imponemos (A"i,dp) =  0 =  (A”i,d # ), se obtiene
eos# U(dp, d#) — sen# * U (dp, d#) =  0
sen# U (dp, d#) -1- eos# * U (dp, d#) =  0
Con lo que siempre se verifica que U(dp, d#) =  0, *U(dp, d#) =  0. Es 
decir, las proyecciones a cada uno de los 2-planos principales de dp y d# 
son colineales. En concreto, se tiene
C o ro la rio  7 Si g es de tipo D y de Ricci nulo, entonces
U(dp, d0) = 0 = *U(dp, dB)
donde e~^p y 3# son el módulo y el argumento del valor propio del Weyl.
b ) Teniendo en cuenta la expresión (5.21), es inmediato calcular el pro­
ducto exterior de los dos campos de Killing y se obtiene
Xi A X 2 = 2e2ph  A £ 2
donde £i y £2 están dados en (5.22). Entonces los dos campos de Killing 
son dependientes si, y sólo si, A £2 =  0. Esta condición admite las 
soluciones siguientes
•  £2 = 0. Esta condición equivale a que U(d#) =  0 y *U(dp) = 0. 
Además tenemos que X \  = epcos #£1, X 2 = epsen #£1, son campos de 
Killing colineales, y por lo tanto  difieren en una constante, es decir, # es 
constante. Luego tenemos d# =  0 y además *U(dp) =  0, con lo que la 
métrica es de clase D[01,00] y teniendo en cuenta la proposición 42, es 
una de las A-m étricas que admiten un G4 .
• £1 = 0 .  Ahora se tiene que d# =  0 y que U (dp) =  0. Entonces g es de 
Clase D[00,01] y recordando la proposición 42, es una de las B-métricas.
•  Si £1 =  0 =  £2, los valores propios del Weyl tendrían que ser 
constantes, y por lo tanto  g sería una m étrica producto 2 +  2 con lo 
que si es de Ricci nulo, es la m étrica plana.
• Supongamos entonces que ninguno de los campos £0 son cero, pero 
que £1 A  £2 =  0. Desarrollando esta expresión, llegamos a  que es equiva­
lente a
v(dp) A h(dp) +  v(d0) A /i(d#) =  0
Entonces existe una función D ^  0 de m anera que £2 =  fí£ i. Teniendo en 
cuenta la expresión (5.22), se verifica
U(d9) = nU(dp); *U(d9) =  * U(dp) (5.23)
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y por lo tanto de (5.21) obtenemos para los Killings 1a. expresión
X \  — ep (eos 9 — físen 9) £i; X 2 — ep (sen 6  +  Ocos 9) £1
Como deben diferir en una constante, se tiene que existe una constante k 
de m anera que
_ eos 9 — ksen 9 . ^Ü = ----- -—  ------  (5.24)
sen 9 + kcos 9
P ara  el análisis de este caso, hemos recurrido al formalismo real. Las 
condiciones de que la estructura principal del Weyl (r, h ) sea umbilical, y 
minima.1 e integrable salvo el gradiente del valor propio del Weyl (5.5) se 
escriben para v como
23 23  23  23
Vi> =  — v 0 h(dp) — U 0  *U(d9) +  h 0  v(dp) +  *U 0  U(d9) (5.25)
23
donde ~ indica el producto tensorial simetrizado en los dos últimos índices. 
Si tenemos en cuenta que estamos imponiendo que el Ricci sea cero, es
decir, que el Riemann coincida con el Weyl y que éste sea. de tipo D con
valor propio e~3p+31<?, las identidades de Ricci para v se expresan como
h x (Vd 9) x U  — *U x  (Vd p) x v  = h(dp) <g> U(d9)~
— * U (d0) 0  v(d9) +  *U(dp) 0  v(dp) +  h(d9) 0  U (dp)
h x  (Vdp) x h  = ~ *  U(d9) 0  *U(d9) -  h(dp) 0  h(dp) + A h  
h x  (V d9) x h  = *U(dp) 0  *U(d9) -  h(d9) 0  h(dp) + B  h 
v x  (Vdp) x  v = —v(dp) 0  v(dp) +  U(d9) 0  U (d9) + C v 
v x  (Vd0) x  v = —U (d0) 0  U(dp) — v(dp) 0  v(d9) + D  v 
e~3pcos 39 = —A  — C  — g(dp, dp) 
e~3psen 39 = —B  — D — g(dp, d9)
(5.26)
donde hemos denotado
2A = AhP + h(dp,dp) + h(d9,d9)\ 2B = Ah9
2C = A vp + v(dp,dp) + v(d9,d9)\ 2D = A v9
Antes de continuar con el análisis de este caso, recordemos que, por el 
corolario 7 las proyecciones de los gradientes del módulo y del argumento 
a cada 2-plano son colineales. Entonces, existen dos funciones a  y /3 de 
m anera que
d9 = a  v(dp) +  (3 h(dp) = (a — f3) v(dp) +  @dp
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Si calculamos la diferencial exterior de la expresión anterior se deduce que
(a  — P)á(v(áp)) =  dp A d/? +  v(dp) A d (a  — /?)
Y si utilizamos (5.25) para sustituir la derivada covariante de v, se llega 
a que si a  — ¡3 ^  0, tenemos
(Vdp) x v — v x (Vdp) =  — Í-—(dp A d/? +  v(dp) A d (a  — /?))+
a  — fj
+2u(dp) A h(dp) -f (a  +  (3) U(dp) A *U(dp)
De esa ecuación podemos calcular 1a. proyección m ixta vh  de la Hessiana. 
de p, y usando que Vdp es simétrica y las ecuaciones (5.26), obtener Vdp.
No entraremos en el análisis de estas expresiones en general, pero las 
utilizaremos en el caso de que los campos de Killing que hemos determi­
nado sean colineales. Teniendo en cuenta (5.23), este caso corresponde 
a a  = — =  Í2, donde í) está dado en (5.24), y por lo tanto  verifica
dí7 =  — (1 +  fi2)d0. Entonces se tiene que:
V£/(dp) +  *Vt/(dp) =  j + p  [fi(02 +  3)d0 -  (3Í22 +  l)dp] ® U{dp)+
+  i+qs ®*U(dp)
V * [/(dp) +  *V * U(dp) = j + p  [ - (O 2 +  3)d0 -  ^ ^ d p ]  ® * í/(dp)+
+ I W  [2n3(1 P ~  2D2dé>] 0  f/(dp)
Vamos a probar que existe otro Killing en el 2-plano que generan U(dp), 
*[/(dp). Para ello, nos preguntamos si existen dos funciones A y 0, de 
m anera que el campo =  0 [/(dp) -1- *[/(dp) sea solución de 1a. ecuación
V #  + tV'Sf =  dA 5  $
Un cálculo directo prueba que 0 =  fi, A =  —p — f  ^dO es solución y nos 
lleva al Killing conocido X \ .  Pero 0 =  —O3 y A =  —3p — f  (2f2 -f f¡)dd es 
o tra  solución. El Campo de Killing asociado a esta últim a es
Y  = e~x (  -  n 3U(dp) +  * í/(dp)) 
que podemos reescribir como
Y  = e_3p(cos 6  -  ksen 6 ) [t/(d 0 ) +  ^  * C7(d<9)J (5.27)
Si calculamos el producto exterior de estos campos se tiene 
X i A  Y =  í í( l  +  f l2 )U(dp) A *U(dp)
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y por lo tanto son independientes siempre que dp tenga proyección no 
nula a  los dos 2-planos principales. Reuniendo los resultados hasta aquí, 
hemos probado que todo espacio de tipo D y de Ricci nulo en el que 
U (dp) A *U(dp) 0 admiten dos campos de Killing que conmutan ya que 
están construidos con invariantes. Al integrar las ecuaciones Einstein para 
el caso de Ricci nulo, veremos que si los campos construidos hasta aquí 
son colineales, el espacio admite un G4 y es una de las A o B métricas 
de Ehlers y Kundt, o las generalizaciones con uno de los 2-planos no 
integrables (métricas de NUT [67])
P ro p o s ic ió n  45 Sea g una métrica de Ricci nulo y de tipo D y sea 
e- 3p+3i0 ei vaior pr0pi0  doble del Weyl. Entonces, los campos X \  y X i  
dados en (5.21) son dos campos de Killing que conmutan.
Estos campos son independientes y por tanto forman un G2 conmuta­
tivo si, y sólo si, F  = v(dp) A h(dp) +  v(dd) A h(dB) 0.
Además si F  = 0 pero v(dB) A h(d0) ^  0, el campo X \  y el campo Y  
dado en (5.27) son dos campos de Killing independientes que conmutan.
d ) En general, en un espacio de tipo D, no podemos determinar una única 
base ortonormal {Ui} ya que todo el 2-plano ortogonal a U\ es propio. 
Pero si alguno de los invariantes o si alguna dirección invariante tiene 
proyección no nula a uno de los 2-planos principales, esta dirección y su 
ortogonal dentro del 2-plano, determinan una única base en ese 2-plano. 
Si ocurre lo mismo en el otro, podemos tener una única base ortonormal 
privilegiada y adaptada a la estructura principa], y por lo tanto una única 
base {Ui} privilegiada. Si esta base se construye con invariantes, además 
cualquier campo de Killing debe dejarla invariante, y, lo mismo que su­
cede en Tipo I, II o III, la dimensión del grupo de isometrías coincide 
con la dimensión de las órbitas, y la derivada covariante del Killing está 
determ inada por las propias componentes del Killing. En concreto, su­
pongamos que g es de Tipo D y de Ricci nulo, y supongamos que U (dp) y 
*U(dp) son no nulos. Las direcciones (v(dp), U(dp), h(dp), *U(dp)J, de­
terminan una única b.o.n. {ea }, y por tanto una única base {Ui} que 
debe ser invariante por cualquier campo de Killing. Por lo tanto  la ex­
presión para V£ que vimos en el capítulo del tipo I en términos de los 
productos por las 1-formas complejas de conexión siguen siendo válidas. 
Si recordamos además que de (5.4) dos de las 1-formas de la conexión son 
A  oc d a  x U3 , B  oc d a  x U2 y  que el Killing que hemos determinado en
(5.20) es X  oc d a  x ¿Y, se verifica que
( X ,A )  = 0 = (X ,B )
y  por lo tanto es ortogonal a  dos de las 1-formas de conexión complejas. 
Entonces es propio del Weyl autodual, y 1a. condición para que defina un 
Killing real con esta propiedad es que
X  A X  = 0
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Veremos más adelante que la métrica de Kerr satisface esa condición, con 
lo que el único campo de Killing que define X  será un campo de Killing 
con derivada covariante principal del Weyl [60].
5 .5  S o lu c i o n e s  d e  v a c ío  y  áO ^  0
a ) Todas las soluciones de tipo D y divergencia del Weyl cero satisfacen 
(5.25), donde a  +  i¡3 = e~3p+319 es el valor propio doble del Weyl y 
(v ,h)  la estructura principal. Esas condiciones se traducen en que la 
estructura principal es umbilical (de acuerdo con el teorema de Goldberg 
y Sachs) y minimal e integrable salvo el gradiente del valor propio del 
Weyl. Teniendo en cuenta cómo varía por conformidad la segunda forma 
fundamental (3.7), podemos conseguir que 1a. estructura principal de una 
métrica conforme sea también minimal. Más precisamente, se cumple
L em a 39 Si g es de tipo D con valor propio doble e~3P+3W y de diver­
gencia del Weyl nula, entonces la métrica g =  e~2pg es de tipo D con 
valor propio doble e~p+3W y la estructura principal verifica
23 23
V v  = -U ® * U { d 0 )  + *U ® U {d0)  (5.28)
Este primer resultado es el equivalente al que vimos en el caso de 
valores propios reales y que nos permitió escribir aquellas métricas como 
conformes a métricas producto. Aquí, como no tenemos la integrabilidad 
de ninguno de los 2-planos, en general no podemos adaptar coordenadas. 
Por ello trabajarem os en una tetrada adaptada a la estructura. El primer 
paso que dimos para valores propios reales fue el de probar que todas las 
métricas producto son de tipo D o O y calculamos el valor propio del Weyl 
para expresar el valor propio del Weyl (y por lo tanto 1a. propia función de 
conformidad) en términos de invariantes de la m étrica producto. Sólo nos 
interesan aquí las soluciones de vacío, y por lo tanto  admiten un con 
órbitas generadas por U(dd) y *U(dd) en el caso en que U(d0) A*U(dd) ^
0.
b ) Empezaremos probando que U(d6) no es isótropo. Si lo fuera, los 
campos de Killing formarían un grupo con órbitas nulas. Llamemos l =  
U(dd), y completemos una tétrada isótropa real {l, k, 0203}, donde k es el 
otro vector principal del Weyl, y 63 está en la dirección de *U(dd). El 2 - 
plano isótropo generado por l y 63 está generado por vectores de Killing, 
que además dejan invariantes a la tetrada construida. Más precisamente, 
si denotamos
*U(dd) = 7T03, U(d6) = l
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estas condiciones junto con las ecuaciones (5.28) se escriben
V/ =  ujI ® l +  p92 <g> l +  irl 0  03
V k  =  —col <g> k — p92 k — 7T03 <g k +  O2 A 03
V 6»2 =  - l  0  03 4- v9z ® 03
V03 = TrlAk + l<8>92 — u93 ® 02
Si imponemos que el tensor de Weyl sea de tipo D con U la 2-form a 
principal y escribimos las identidades de Ricci para la base anterior se 
prueba que 7T =  0, y que también es nula la parte imaginaria del valor 
propio del Weyl. Los valores propios son entonces necesariamente reales 
(en realidad se llega a las B-3 métricas), con lo que se contradice el que 
d0 0. Podemos suponer entonces que la proyección del gradiente de 0
al 2-p lano  principal no es isótropa.
c) En lo que sigue supondremos que U(d9) es temporal, aunque veremos 
que los resultados que obtengamos sirven para el caso de que sea espacial 
y por tanto  no dependen de esta hipótesis inicial, igual que ocurría con 
las soluciones de valores propios reales. Teniendo en cuenta los resultados 
que hemos probado sobre estructuras y que resumimos en la tab la del 
capítulo 3, se verifica
L em a 40 Sea g =  v +  h es una métrica casi-producto 2 +  2 donde la
estructura (v, h) es umbilical, minimal, y es integrable salvo el gradiente
de una función 0 (i.e. verifica (5.28)). Supongamos que U(d0) es tem­
poral. Entonces, si consideramos la tetrada ortonormal {ea } adaptada 
a las direcciones {U(d0),v(dj9),h(dB),*U(dj9)}, ésta verifica las reglas de 
conmutación:
(e0, cj] =  Xeo  +  Y  e\ +  2e2(0)e3 
[e2> 63] =  A ei  +  B e  3 +  2ei(6)eo 
[eo,e2] =  ue\ +  i/e3 
[e i,e2] =  ue0 +  ne3 
[ei, e3] =  pe0 -  ne2 
[eo,e3] = p e  1 -  ve2
Si la proyección de d0 a  algún 2-pla.no es cero, cualquier base ortonormal 
de es 2-plano satisface esas condiciones con la proyección correspondiente 
de d9 nula. Aunque no lo probaremos aquí porque necesitamos un resul­
tado un poco menos general (para, las soluciones que nos interesan tenemos 
garantizada la existencia de simetrías), todas las métricas que verifiquen 
el lema anterior son de tipo D (o O) igual que ocurre con las métricas 
producto. Pero para lo que sigue sólo nos interesan las que son conformes 
a soluciones de Ricci cero. Comenzaremos estudiando el caso en que d9
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tiene proyección no nula a los dos 2-planos principales. Después estudia­
remos lo que ocurre en los más degenerados, es decir, cuando alguno de 
los 2-planos principales sea integrable.
5.5.1 Soluciones de clase D [ll, 11]
a) Si d0 tiene proyección no nula a los dos 2-planos principales, las so­
luciones de vacío admiten un G2 cuyas órbitas coinciden con el 2-plano 
generado por eo y e3. Además, la m étrica minimal conforme del lema 
39 es de clase D|qo- Como la conformidad entre ambas también depende 
de invariantes, la métrica minimal admite también dos campos de Killing 
generados por eo y e3, y por lo tanto  [eo,e3] A  eo A  e3 =  0, con lo que 
p = 0 =  v. Además el gradiente de cualquier invariante es ortogonal a las 
órbitas del grupo con lo que eo(ei(0)) — 0 y por lo tanto [eo,ei](0) =  0 . 
Luego Y  = 0 en este caso. El mismo razonamiento con [e2, 63] nos lleva a 
que A  — 0. Si continuamos con el resto de conmutadores, se demuestra
L em a 41 Sea g una métrica de tipo D con valor propio doble e~3p+310 
de clase D [ l l , l l ]  y tal que el 2-plano (U(d9),*U(d0)) está generado por 
campos de Killing. Entonces la métrica g = e~2pg es de clase D]qq y la 
tetrada principal adaptada a las direcciones {U(dB),v(d9),h(d0),*U(d9)} 
verifica
[eo, ei] =  Xeo  -I- 2e2(0)e3 
[e2,e 3] =  B e3 +  2ei(0)eo 
[e0, e2] =  0; [ej, e2] =  0 
[c i,e3] =  0; [eo,e3] = 0
Además, las identidades de Jacobi implican que
eie i(0) = X e i (d); e2(X )  = - 4  e i (0)e2(0)
62^2(0) =  - B e 2(0)-, e i(B )  = 4 ei(0)e2(0)
(5.29)
b ) Lo que haremos a continuación es encontrar un sistema de coordenadas 
adaptado a  las propiedades de la estructura. Para ello, como [e\ , e2] =  0, 
existen dos funciones u  y w  de manera que e\ =  du, e2 = dw. Además, 
de las relaciones (5.29) sabemos que
X  =  du ln |<9U0|; 
En consecuencia,
B  =  - d w ln \dw0\\ 
du6
dwX  = - d uB
duw ln d,„Q
=  0
y por lo tanto  podemos separar variables en la función ln
duQ
due
d,„e , es decir
ln
<9,„0
ln / (u )  + \ng(w)
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E sta  condición implica que
du9
=  dw9 g(w)
f i u )
Y redefiniendo las coordenadas u = u(F), w = w(G), tenemos
dpO — dcO
de donde se deduce que 6 depende de F  +  G. Tenemos así que
9 = 9{F + G ); ei = a(F ) dF; e2 =  (3(G) dG (5.30)
Con esas coordenadas y denotando ' a la  derivada respecto al argumento 
correspondiente en cada caso tenemos
el(0) =  a:0, ; ^i Gi {9) =  a{a'9' +  a9")
e2(6) = P0'-, e2e2(e) = P(P'9' + P9") (g 31)
9n 9"
X  =  a' +  a -  B =  P ' + P -
con lo que la segunda ecuación de (5.29) que es la últim a que nos queda 
por resolver queda como
ai/t a/t att
—  -  —  +49'9' = 0 
9' 9'9'
Como la ecuación anterior no contiene a la variable independiente po­
demos reducir el orden de la misma y se obtiene una ecuación lineal de 
segundo orden con coeficientes constantes. Integrando esta ecuación y re- 
definiendo además las funciones F  y G para eliminar dos de las constantes 
arbitrarias que aparecen en la integración y llamando x  e y  a las nuevas 
funciones de F  y G respectivamente, se tiene
x — ky
tan 9 = ------ —
y + kx
Por lo tanto, hasta aquí hemos obtenido las siguientes expresiones:
x  — ky
e\ =  a(x ) dx\ e2 = P(y) dy\ tan 0  = y + kx
Para terminar de adaptar coordenadas a una tetrada que satisfaga las 
reglas de conmutación del lema (41), buscamos dos campos y 2 en 
el plano generado por eo y e3 que conmuten entre sí y con ei y e2, y se 
obtiene que
1 , _ . a  P
=  - 5-:— e0 +  P e3); =  —  e0  2 e3x ¿ +  y ¿ x ¿ y ¿
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satisfacen esas condiciones. Así hemos encontrado un sistema de coorde­
nadas { x , y , z , t } ,  de manera que
eo =  -  ( dt +  x 2 dz) , e3 =  4  ( ~ dt +  y 2 dz)a  p
Se ha probado entonces:
L em a 42 Si una tetrada {ea } verifica las condiciones del lema 41, existen 
coordenadas { t , x ,y , z }  y dos funciones a(x), (3(y), tales que
eo =  ¿  (dt +  x 2dz )-, e\ = a  dx
e2 =  P dy', e3 =  i  ( - d t +  y 2dz )
x  — ky
y además tan  0 = ------;—.
y +  kx
c) La expresión anterior para los vectores {ea } es válida siempre que se 
satisfagan las condiciones del lema 41 para una función 0 que sea inva­
riante por los campos de Killing. Ahora bien, para las métricas que nos 
interesan, 0 no es un función arbitraria, sino que queremos que 30 sea
exactamente el argumento del valor propio del Weyl (que no cambia por
una transformación de conformidad). Lo que haremos será calcular el 
Riemann de las métricas del lema 41 utilizando el formalismo de Car- 
tan. Este paso es equivalente al que en las métricas producto nos dice 
que el valor propio del Weyl es proporcional a  la suma de las curvaturas.
Para ello, si traducimos la expresión de los conmutadores a las derivadas
covariantes de la base dual {0a }, se tiene
V0° =  - X  0o 0  01 +  e2(0) 01 ®  03 +  ei(0) 03 A  02 
V01 — —X  0o ® 0o +  e2(0)0° 0  03
V02 =  - B  03 ® 03 +  ei(0) 0o ® 03
V03 = B 0 3 ® 0 2 -  ei(0) 0o ®  02 -i- e2(0) 01 A 0o 
Y utilizando las ecuaciones de Cartan, se demuestra
L em a 43 Si un espacio-tiempo admite una tetrada {ea } que verifica las 
relaciones de conmutación del lema 41, entonces es de tipo D con estruc­
tura principal (v ,h) donde v es el 2-plano generado por {eo,ei}, y donde
1 R
si denotamos p  + iu al valor propio doble del Weyl y Q = - ( Ric — —g),
2 6
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se verifica
Q n  = U  5e2(9)e2(d) -  e i(0 )d (0 ) -  e2(B) + B 2 -  2ej(X ) -  2 X 2 )
Q22 = \ {  5ci(«)ci(tf) -  e2(0)e2(d) + 2 e2(B) - 2 B 2 + e i(X ) +  X 2 )
Qoo =  K  7 ei(B)ei(B) -  5 e2(0)e2(0) +  e2(R) -  B 2 + 2 e i(X ) + 2 X 2 ) 
Qss =  g( 5 e1(0)e1(0) -  7 e2(0)e2(0) +  2 e2(£ )  -  2 B 2 +  e i(X ) +  X 2 ) 
Q12 = 3ei(0)e2(0)
Q 03 =  ~  eie2(0)
Q o i  =  Q 0 2  =  Q l 3 =  Q 23  =  0 
» = í ( e 1(X )  + X 2 - e 2(B) + B 2 
v  = e\e\ (9) +  e2e2(^)
d ) Como queremos que la métrica del lema anterior sea conforme a una de 
Ricci cero, y teniendo en cuenta que los valores propios de ambas métricas 
están relacionados como indica el lema 39, una condición necesaria para 
que esto ocurra es que el valor propio p + iu de la métrica del lema 43 
esté relacionado con el valor propio de la solución que buscamos por
^  + \u = e - p+3ie
Si imponemos entonces esta condición y tenemos presentes las ecuaciones 
(5.31), se obtiene una relación entre tan 36 y las derivadas de X , B  y 
la propia 0. Derivando dos veces esa expresión respecto a x  y dos veces 
respecto a. y se obtiene que
(a 2)íu) =  (p2)™)
y por lo tanto  esas derivadas deben ser constantes. Entonces a 2 y ¡32 son 
polinomios de grado cuatro a lo sumo. Volviendo de nuevo a la ecuación 
para tan  39 se obtiene que los coeficientes de los polinomios están relacio­
nados como sigue
a 2 = m  x4 -f (3A;2 — 1 )n x3 +  p x 2 + k (3 — k2)q x  +  s 
P2 =  m  y4 + k (3 — k2)n y3 — p y2 + (3k 2 — 1 )q y + s
Si calculamos ahora e~2p = p 2 +  v 2 se obtiene
2P _  1 x 2 + y 2
(1 +  k2)3 (nxy  +  q)2
-  4ei(0)ei(0) -  4e2(0)e2(0) )
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donde n 2 + q2 /  0. Recordemos que buscamos las métricas de vacío y 
de tipo D, es decir las conformes a las minimales con factor de confor­
midad e2p. Teniendo en cuenta que hemos calculado el tensor Q =
 ^ ~ ' para la métrica minimal conforme, y usando que
R
Ríe -  — g
g = e2p g => Q = Q -  V dp 4- dp <g> dp -  i  p(dp, dp) g
se deduce del lema 43 que
Q o o  =  Q o o  +  X e i  ( p )  4 - \  ( e i ( p ) e i ( p )  4 - e 2 ( p ) e 2 ( p ) )  =  m9 + sn g QQ
Q n  =  Q n  — e i e i ( p )  +  |  ( e i ( p ) e i ( p )  — e 2 ( p ) e 2 ( p ) )  =  — ¿ sn- g n
Q22 — Q22 ~ e2e2{p) 4- \  (e2(p)e2(p) -  ei(p)ei(p)) =  —mq ;j~sn £22
Q33 =  Q33 +  B e 2 {p) — \  {e\{p)ei(p)  +  e2(p)e2(p)) =  — mq -+-sn g33
Q 0 3  =  Q 03  -  e i  ( p )  e 2 ( ^ )  — e\ (9) ( p )  =  0
Q\2 -  Q12 ~  ei e2(p) 4- ei(p) e2(p) =  0 
Es decir,
Q = ~ 2  (rnq2 + sn2) g
Luego la condición necesaria y suficiente para que g sea solución de las 
ecuaciones de vacío es que las constantes satisfagan
mq2 +  sn 2 =  0
Hemos probado entonces
L em a 44 Todas las métricas g de tipo D y de Ricci nulo de la clase 
£>[11, 11], admiten un sistema de coordenadas ( x ,y , z , t )  de manera que
9 = Ü W  [ íí+í* (y2dt + d*)2 + dx2+
+  x'^+y'1 {~ :^ 2dt + dz) +  x dy2j
con m q2 4- sn2 = 0 y donde
a 2 = m  x4 + (3k2 — l)n  i 3 | p i 2 +  k (3 — k2)q x  +  s 
f32 = m  y4 4- k (3 — k2)n y3 — p y 2 + (3k2 — 1 )q y + s.
Además el valor propio simple del Weyl es e~3P+3l0? donde
tge =  í ^ - ,  e2> =  1  x2 +  y2
y  +  kx  ’ (1 +  k2)3 (nxy  4- q)2
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e ) Un cambio de coordenadas (x , y , z , t ) (a x ,y  = a y ,^ ,a z ) ,  no cam­
bia la expresión de la métrica ni de los invariantes, pero modifica las 
constantes como (m, ñ,p, q, s) = (m a2, na,p, )■ Además, como n  o q 
son diferentes de cero y el cambio de x  e y por sus inversas no cambia la ex­
presión de la métrica pero intercambia p  por q, podemos suponer que q /  0 
y elegir a de manera que <7 =  1. Por lo tanto la condición mq2 +  sn2 = 0 
implica que m  = —sn2. Redefiniendo además las constantes y las coorde­
nadas z y t, podemos reabsorber el factor 1^+^2)3 que aparece delante de 
la métrica. Se obtiene entonces el siguiente resultado.
P ro p o s ic ió n  46 Si g es una solución de las ecuaciones de vacio, de tipo 
D, y de clase Z ?[ll,ll] , entonces existen coordenadas ( x ,y , z , t )  ,de ma­
nera que
1
9 = {y2 dt + dz)2 +  dx2+(nxy + l )2 L x 2 + y 2
x 2 + y2 v 1 p 2
f32 . o n2 x;2 + y2 2H—7.------ t: (—x  dt +  dz) -|-----——  dy
donde
2 0 4  3 k2 — 1 o 2 ^(3 — k 2)
a = ~ s n x  + ( T T k ^ nx + px  + T T T W X + S
2 2 4  k(3 -  k 2) 3 2 3A;2 — 1
0  = ~ s n y  + ( T T W ns' + ( T T ¥ f y + s
y donde el valor propio doble del Weyl es e~3p+310 siendo
tan0 = ^  e2, = ^ ^ ^ !± jíL
y + k x  (1 -ffc2)3 (nxy + l ) 2
La ecuación mq2 +  sn2 =  0 nos dice que si qn /  0, entonces m  y s tienen 
signos opuestos y puede hacerse un cambio de coordenadas (x , y , z , t ) 
{ax,y  — a y ,^ ,a z )  de manera que s = —rh. Si además cambiamos y 
por y  =  k recuperamos la expresión de las C-métricas generalizadas que 
puede encontrarse en un trabajo de Weir y Kerr [87]. Por lo tanto la clase 
más general de las consideradas por estos autores, se obtiene de la pro­
posición anterior si n ^  0. Con nuestros resultados podemos interpretar 
geométricamente el parámetro n  de tres formas diferentes: la primera, 
mostrando su relación con la existencia de un tensor de Killing de orden 
2, la segunda en términos de la posición relativa de los campos de Killing 
calculados en (5.21), y la tercera, en relación con el hecho de que la deri­
vada covariante de un campo de Killing sea principal del Weyl.
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f )  La proposición 3.10 caracteriza el hecho de que una estructura 2+2 
(v,h)  sea la estructura definida por un tensor de Killing, en términos 
de las propiedades geométricas de los 2-planos. El hecho de que la di­
vergencia del Weyl sea cero, garantiza la prim era condición (umbilicidad 
de los 2-planos) y parte de la segunda, en concreto, el que la suma de 
las trazas de las segundas formas fundamentales sea una 1-form a cerrada 
(estructura definida por un tensor conforme Killing como vimos en el lema 
34). Teniendo en cuenta que de (??) se tiene tr(Q v) =  — 2h(áp) y que 
tr(Q h) =  —2v(óp), y teniendo en cuenta la expresión de p y las de v y h 
en la proposición 46, resulta inmediato comprobar
 377,
dtrQv +  trQ v A trQ^ =  - -r¿ dx A dy
[nxy + l ) ¿
Por lo tanto, se tiene
L em a 45 La estructura principal de las soluciones de la proposición 46 
es la estructura definida por un tensor de Killing si, y sólo si, n  — 0.
Como en la literatura [22] [55], se llaman C-íhétricas generalizadas a  las 
que no admiten un tensor de Killing, éstas se obtienen de nuestra forma 
canónica suponiendo n  0 .
La expresión (5.21) nos proporciona de forma intríseca dos campos de 
Killing (no necesariamente independientes) de la m étrica g. Teniendo en 
cuenta que el 2-pla.no principal temporal del Weyl de g es el generado por 
9o y por 91 y que
0 l  _  \ J x  + y  J  0 0  _  ---------- a
a(nxy+l) ’ ( n x y + l ) y / x 2 + y 2  v y  >
Q2 =   ^ ~  ^  ■> ( d Z  — X 2 d t )
0 ( n x y + l )  ( n x y + 1 ) \ /  x2+y2
Podemos calcular explícitamente los campos de (5.21) y se obtiene
X \  = — ^  _|_ ny2) 9o +  f i(nx2 +  k ) 931
y ^ T ^ ( n x y  + 1) LV ^  J
(1 +  k2)~2 (5.32)
X 2 = r ~  --------- — [a ( l -  kn y2)9° -  ¡3{1 +  k n x 2) 03]
y jx ¿ + y ¿(nxy  +  1)
Con estas expresiones, un cálculo directo permite probar
L em a 46 En un espacio de tipo D, de Ricci nulo y de clase D[ 11,11], 
los campos de Killing X \  y X 2 calculados en el lema 46 son colineales si, 
y sólo si, n = 0. Además, en ese caso, k es el factor de proporcionalidad 
entre los dos campos de Killing, es decir
X j =  k X 2
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Si ahora tenemos en cuenta que X \  y X 2 son la parte real y la imagi­
naria de un Killing complejo ortogonal a  dos de las 1-formas de conexión, 
se verifica
P ro p o s ic ió n  47 Sea g una métrica de Ricci cero y de tipo D y de clase 
£>[11,11], y sea X  el campo de Killing complejo determinado en (5.20). 
La condición necesaria y suficiente para que la geometría de V X  sea la 
2-forma principal del Weyl es n  =  0.
Si tenemos en cuenta esta proposición y hacemos n  =  0 en la propo­
sición 46 se demuestra el siguiente corolario
C o ro la rio  8 Las soluciones de tipo D y de Ricci cero de la clase D[ 11,11] 
en las que el campo de Killing determinado en (5.20) tiene derivada cova­
riante principal del Weyl son las métricas de Kerr-NU T [87], y se escriben 
como
Las métricas de Kerr-NUT generalizan a la métrica de Kerr y a las 
soluciones de NUT, aunque estas últimas se obtienen como límite y no 
para valores concretos de los parámetros, ya que en las métricas de NUT 
el argumento del valor propio del Weyl tiene proyección nula a uno de los 
2-planos principales (son de clase £>[11, 01] o £>[01, 11] ), mientras que 
las coordenadas que aparecen en la forma canónica que hemos dado en 
el corolario anterior están adaptadas a la tetrada que define el gradiente 
de 9 y por lo tanto sólo son válidas en la clase £>[11, 11] y no en sus 
degeneraciones. En el artículo de Weir y Kerr, se clasifican las métricas 
de tipo D atendiendo a la expresión de los campos de Killing en un cierto 
sistema de coordenadas. La generalización de las C-métricas, aparece en 
aquel trabajo  en una clase diferente de las métricas de Kerr-NUT, ya que, 
como hemos visto, este caso equivale a una degeneración en los campos 
de Killing encontrados. El caso general para estos autores corresponde en 
nuestro trabajo  a que los campos de la proposición 45 sean independientes. 
Como hemos visto, las métricas de Kerr-NUT se obtienen haciendo n  =  0 
en nuestra expresión general, y no mediante un límite, como sucede en el 
trabajo mencionado. Podemos resumir estos resultados en el siguiente
C o ro la rio  9 Sea g una solución de vacío y de tipo D de clase £>[11,11], 
y sea X  el campo dado en la proposición 45. Los siguientes enunciados 
son equivalentes:
(y2dt +  dzj2 +  X ■ dx2+ 
a r (5.33)
( - x2dt + dz)2 +  ^~y dy2
P¿
donde
2 2 ,a  =  px -f-
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1. g es la métrica de K err-N U T 5.33.
2. La estructura principal del Weyl, es la estructura definida por un 
tensor de Killing.
3. La parte real y la parte imaginaria de X  son proporcionales.
4. La geometría de V X  es la 2-forma principal del Weyl.
g) Si en la expresión de g del corolario anterior hacemos 3k2 =  1, se tiene 
que
(32 = s — py2
Entonces, si p  es positivo necesariamente s debe ser positivo, y existe una 
coordenada u> de manera que y  =  coso;. Se comprueba sustituyendo 
en la expresión de la métrica que el cambio de coordenadas
x  — ~y/pr\   1 rp   y/s~ Vp 
coso;; t =
nos lleva a la métrica de Kerr con masa m  y momento angular a dados 
en términos de p  y s por
3\/3  2 s2m  = ----- -=\  a -  - r
2 3 ^ ’ P2
Las otras posibilidades de signo para p  nos dan las correspondientes gene­
ralizaciones de las A 2 y de las ^ -m é tr ic a s . Además, si k2 = 3, se tienen 
expresiones equivalentes pero en el 2-plano temporal, y que corresponden 
a las generalizaciones de las B-métricas.
Analizaremos más detenidamente el caso de la m étrica de Kerr. Te­
niendo en cuenta el lema 46, ésta se obtiene cuando la constante de pro­
porcionalidad entre los dos campos de Killing X \  y X<¿ calculados en
(5.21) verifica 3k 2 = 1. Teniendo en cuenta que X \  y X 2 son la parte 
real y la imaginaria del campo de Killing complejo X  =  U(da~  3), la 
condición X \  = k X 2 con 3A;2 — 1 puede expresarse en términos de X  y 
de su conjugado X  como
£4
Además, en ese caso, la función (32 se puede obtener como 
ñ2
H =  e2p {h{dp, dp) +  h(d9, d0))
(1 +  k2)3
°2 ~  Vx^+y2 (
62 {fi2)
y teniendo en cuenta que e2 =  , ^ dy se obtiene que
y / 2
p  =
2(1 + k 2 ) 3 e 2pe 2 { p ) 
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Como además h(dp, dp) =  podemos calcular y2. Teniendo en
cuenta que s — (32 + py2, podemos calcular de forma intrínseca p  y s, y 
se obtiene la siguiente caracterización de la métrica de Kerr.
T e o re m a  10 Sea g una solución de Ricci nulo y de tipo D con valor 
propio doble a  = e-3p+3^  =  — y sea IÁ =  - ^ ( U  — i * U) la
2-forma principal calculada en (2.10). Consideremos los concomitantes 
de g
X  —U(da~%); v = U2; h — g — v 
Q, = e2p(h(dp, dp) + h(dO, dd))
Entonces g es la métrica de Kerr si, y sólo si,
(i) v{dff) ¿  0 ¿  h{dO)
(ii) X ® X  + X ® X  + ± X ® X  = Q
Además, la masa m  y el momento angular a correspondientes son
3\/3 2 s2m = ----- = ;  a — —
23V ?  P2
2 \3 o  , (1 + k 2)6e6ph{dp,dp)siendo 3k 2 =  1 y s =  (1 +  k ) Q + p
h ) Es conocido [69] que en vacío, la diferencial de un Killing define una 
estructura maxwelliana. Como en las métricas de Kerr-NUT, además, la 
2-form a de Killing está alineada con la 2-forma principal del Weyl que es 
Maxwelliana y que tiene asociada la solución de las ecuaciones de Maxwell 
(5.3), ambas 2-formas deben estar relacionadas por
FM =  en+i» ( V X i - i * V X i )
donde p y  u son constantes. A partir de la expresión (5.32) con n = 0, se 
dem uestra que
d* i  =  (i+ [ R (x2 "  y2) ~  2Txy ] A e°+
+  [ T (x 2 -  y2) +  2R xy  j d2 A O3 
, , „  k(3 -  k2) „  3k2 - 1  w .
donde R  = -------- tótt»  = --7 -------------- * si escribimos explícitamente la(1 -f k¿)0 (1 -f k ¿)á
solución T m  de las ecuaciones de Maxwell (5.3), su parte real es 
(1 +  k 2)2
Km  = (x2 + y2)2
( ( l—k2)(y2—x2)+/íkxy) U + 2 ( ( l - k 2)xy+ k(x2 —y2) *UJ
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Con lo que se prueba directamente que la rotación de dualidad entre 
ambas está dada por
1
tan  v  =  — 
k
Es decir, se ha obtenido una interpretación del parám etro de NUT que 
recogemos en la siguiente:
P ro p o sic ió n  48 Supongamos que g es una métrica de tipo D y de vacío 
y de clase D [ l l , l l ]  en la que los Killings dados en (5.21) son colineales, 
y consideremos la 2-forma (5.3) solución de las ecuaciones de Maxwell 
definida por el valor propio del Weyl. Entonces,
Em  =  e/i(cosudX\  -f- sini/ * dX i)
donde tan  v = jr.
5.5.2 Soluciones de tipos D[ -,0 ] y D[0-, ••]
a) Empezaremos considerando el caso D[--, 0-]. Además, podemos suponer 
que g es de clase D[l-, 0-], ya que la clase D[0-, 0 ] nos lleva a valores propios 
reales, y por lo tanto a las soluciones consideradas en la sección 3. Tene­
mos así que, el 2-plano principal temporal es foliación ya que *U(d0) =  0. 
Así, la métrica minimal dada en el lema 39, y que es conforme a la de 
Ricci cero que queremos calcular, admite una estructura casi producto 
2 -1- 2 de clase D^qq. Como en el caso anterior, ahora sabemos que además 
existe un campo de Killing en el 2-plano temporal que está en la dirección 
U(dO). Supondremos que u(d0) es espacial. Si consideramos una tetrada 
{ea } adaptada a la estructura principal donde {eo,ei} es la única base 
de v que verifica
eo A U(dd) =  0; e\ A v(dd) = 0
y por lo tanto eo está en la dirección de un campo de Killing, y si {e2, 63} 
es cualquier b.o.n. del 2-plano h , se verifica
[e0, ei] =  Xeo\  [e2, 63] =  Ae2 +  B e3 -I- 2ei(0)eo
[eo,e2] =  ve3\ [e i,e2] =  ne3
[ci, e3] =  - n e 2; [e0, e3] =  - v e 2
Las identidades de Jacobi permiten probar que existe una rotación que nos 
lleva de la base {e2,e3} de h, a una nueva base en la que los coeficientes 
n y  v son nulos. Es decir, podemos suponer que nuestra te trada verifica
[eo»ei] =  Xeo
[e2> e3] =  Ae 2 +  B e 3 -1- 2e\ (0)eo
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y el resto de conmutadores son nulos. Además en este caso las identidades 
de Jacobi son
e\{B)  =  0 =  eo(J3); ei(A) =  0 =  e0(A)
(5.34)
e2(X )  = 0 =  e3(X); eie,(fl) =  X e19
Igual que en el caso anterior podemos traducir estas condiciones para 
1a. derivada covariante de la base dual de 1-formas {0a }, y se obtiene
d0° =  —X 9 °  A 01 +  2ei (0) 03 A 02 ; d0x =  0
(5.35)
d02 =  - A 0 2 A 03 d03 =  B 93 A 02
Notar que el 2-plano h es integrable y totalmente geodésico, y que por 
tanto, hab admite la expresión de una métrica bidimensional arbitraria. 
En términos de los escalares A  y B,  la curvatura de esta métrica es K ( h ) =  
e2{B) -  B 2 — e3{A) — A 2. Veremos que las ecuaciones de vacío implican 
que K ( h ) es constante, con lo que h se podrá escribir como una métrica 
bidimensional de curvatura constante.
El formalismo de C artan permite calcular el Riemann de estas métricas 
y se obtiene que el Weyl siempre es de tipo D (ó O) con (v , h ) 1a. estructura, 
principal. Si nenotamos p  +  \u  al valor propio doble del Weyl y Q  = 
\{R ic  — {rg), obtenemos las mismas expresiones que en el caso general 
con e2 (0) =  0 y cambiando e2 {B) — B 2 por e2 {B) — B 2 -  es (A) — A 2. Por 
lo tanto se tiene
p = i  (e i (X ) + X 2 — 4e i (0)e i(0) +  (es(A) + A 2 + B 2 -  e2(B)))
v =  e ie i(0)
Q 2 2  =  J (c i(X ) +  X 2 +  5e1(0)e1(0) -  2(e3(A) +  A 2 + B 2 -  e2(B)))
Q 3 3  =  Q 2 2
Q 11  =  e i(0)e i(0) -  Q 00
Qoo = ¡ (2e1(X )  +  2 X 2 +  7d(0)ci(0 ) -  (e3(A) +  A 2 +  B 2 -  e2(B)))
y el resto de componentes del Ricci son nulas. Imponer que g sea conforme 
a una métrica con divergencia del Weyl cero se reduce a pedir que el valor 
propio del Weyl esté relacionado con la función de conformidad e2p y con 
la función 0 como:
p + \v =  e~P+^ e
Nosotros buscamos las soluciones de Ricci cero y de tipo D, que deben 
ser entonces g = e2pg. Teniendo en cuenta cómo varía por conformidad el 
tensor Q ,  se verifica que Q o s  = —ei(0)e2(p). Entonces, Q 03 =  0 implica 
que o bien e i(0) =  0, con lo que caemos en valores propios reales que ha
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sido estudiado, o bien e-i (p) = 0, con lo que las proyecciones del gradiente 
del valor propio del Weyl al 2-plano espacial son todas nulas. En términos 
de la clasificación que tenemos, esto se traduce como
P ro p o s ic ió n  49 Si una solución de vacío y de tipo D es de tipo £)[••, 0-], 
entonces es de tipo D[0-,0-] o D{ -,00].
b ) Como hemos comentado al principio de la sección, el caso D[01,01] lo 
estudiamos en la sección tercera, y por lo tanto sólo nos falta estudiar la 
clase D[11,00], que equivale a  sustituir e2(p) =  0 en las expresiones que 
tenemos. Las condiciones que debe cumplir g para que la m étrica g sea 
de Ricci nulo son
e psen30 =  eiei(0)
e-p cos30 =  e ip 0  4- X 2 -  Ae\(0)e\(d) +  e3(A ) 4  A 2 +  B 2 -  e2 {B) 
e iei(p ) -  e i(p)ei(p) -  X e ^ p )  = ei(0)ei(0)
3ei(p)ei(p) =  e \(X )  4  X 2 +  5ei(0)ei(0) — t¿e3 (Á) 4- A 2 +  B 2 — e2 {B)
6 X ei{p )  +  3ei(p)2 =  e3 {A) + A 2 + B 2 -  e2 {B) -  2ex(X ) -  2 X 2 -  7ei(0)2
Si denotamos F  = tg(0), se tiene que, como el gradiente de 6  tiene la 
dirección de 6 1 y el subespacio ortogonal a  6 \ es integrable, existe una 
función A(F)  de manera que e\ =  A(F)dp.  Si denotamos ' a la derivada 
respecto a  F,  la tercera de las ecuaciones anteriores nos dice que p es tal 
que
P" ~ P'P' +  (1 +  F 2) P> ~  (1 +  F 2 ) 2  =  °
Integrando esta ecuación, tenemos
2RV1 +  F 2p — ln
F  — c
donde K  y c son constantes arbitrarias. De las tres siguientes, y teniendo 
en cuenta la expresión de los conmutadores y las identidades de Jacobi, 
se obtiene que e3 {A) + A 2 + B 2 — e2 (B ) es constante. Utilizando ahora 
la prim era de las ecuaciones se llega a
A2 =  w  (1 +  F 2 ) 2 -  — F 3 +  — F 2 -  —  
v '  K  2K  2 K
donde w  es o tra  constante. El resto de ecuaciones sólo relacionan las 
constantes como sigue
- K ( h )  =  e 3 [ A )  +  A 2  +  B 2 -  ea(B) = , 3L w  =2 K ( l+ c 2Y  2 K ( l + c 2)
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Falta encontrar la expresión de la métrica en un sistema de coordenadas. 
P ara  ello, tengamos en cuenta que 1a. tetrada {0a } verifica el sistema 
exterior (5.35), y que como dK (h ) = 0, hab se escribe como una métrica de 
curvatura constante. Por tanto, para obtener la expresión de esta familia 
de métricas distinguiremos el que K (h ) sea positiva, nula o negativa.
• K {h)  >  0
Aquí, h =  . [dy2 -f sen2j/dz2l. Tenemos coordenadas de manera
K \h ) 
que, en este caso
e 1 =  \  dF  ; 8 2 =  ,____
* v ^ S )
1 d y ,  e3 = 1 senydz
Además, el vector 0o =  —7^-0° verifica d0° =  203 A 02. Es fácil probar 
ei(d)
que existen dos funciones t y O tales que 0o =  dt + Í2 dz. A partir de la 
expresión de d0°, se obtiene
0° =  ei(0) dt T eos ydz
y como ei(0) =  y 1a. solución de vacío g = e2p g resulta 
4 K 2 /  A2 2_ (
~  (F  -  c)2 V (1 + F2)
(1 + F 2) 
A2
(dt + eosy d z ) +
V k W )  .
d F 2 +  M . ^ dtr2)
(5.36)
K (h)
donde der2 =  dy2 +  sen2y dz2 es la métrica de la esfera unidad. Hemos 
obtenido así la primera de las métricas de NUT [67] que corresponde a 
la generalización de las A i-m étricas estáticas al caso de que el 2-plano 
tem poral no sea foliación.
• K {h) =  0
Aquí, h =  dy 2 +  dz2. Tenemos coordenadas de manera que,
01 =  \  d F  ; 02 =  dy\ 03 =  dz
A
Además, el vector 0o =  —7rr0° verifica d0° =  203 A 02. A partir de la
ei(0)
expresión de d0°, se obtiene
0o =  ei(0) [dt — 2 ydz\
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con lo que la solución de vacío es
4 # 2 /  A2 , ,  . 2
~  (F  — c)2 (  (1 +  F 2) y ) +2 (5.37)
(1 W 2 +  (1 +  F 2)(dy2 +  d22))
donde además c2 — 3 ya que K (h ) =  0.
• K {h) < 0
Como en los casos precedentes, tenemos que
O2 = —.  ^ dy  ; O3 =  —■ - - - - - senhy dz  ;
j w m  v m m
0° =  e,(0)
2 , ,d t   coshy dz
y / W M
y por lo tanto la métrica se escribe
4K 2 (  A2  2 , J
9 = ( F ^ ( - 0 T ^ ) ( d i - ^ ü cosh!' d2) +
(l±£!ldF2 . i±Z!dff2'1 ( }
A2  !«■(/>)! 1
donde d a2 =  dy2 +  senh2y d^2
Hemos obtenido así las tres métricas que generalizan las A-métricas 
estáticas y que aparecen en la literatura con el nombre de métricas de 
NUT [67]. Todas ellas admiten un G4 con órbitas tridimensionales y el 
valor propio del Weyl e~3p+3W está dado por
0 2AV1 +  F 2ep = --------------- , 9 =  arctan F
F  — c
c) El caso de que g sea. de clase D[ -, 0 ] es completamente paralelo a.1 ante­
rior, y se obtiene que las soluciones son de clase D[0-, 0-] (y las soluciones 
degeneran a  valores propios reales) o que es de clase D[11,00], Ahora la 
métrica de curvatura constante es la del 2-plano tem poral v. Se obtienen 
entonces las B-m étricas generalizadas al caso de que los valores propios 
no sean reales.
5.6 Algunas soluciones interiores con d0 = 0
Hemos probado que todas las soluciones de Tipo D y valores propios 
reales con divergencia del Weyl cero son conformes a m étricas producto 
y que el factor de conformidad está dado en términos de las curvaturas
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gaussianas de las métricas bidimensionales (teorema 8). Tal expresión 
ha sido utilizada para integrar el caso de Ricci =  0 y ha. servido para 
caracterizar de modo intrínseco todas las soluciones. Pretendemos ahora, 
extender estos resultados a contenidos materiales diferentes del vacío, y en 
concreto preguntarnos qué ocurre con las soluciones de Einstein-Maxwell 
o de fluido perfecto. Como veremos que las soluciones del primer tipo con 
divergencia del Weyl cero son conformemente planas, buscaremos solu­
ciones de Einstein-Maxwell en un caso un poco más general que nos lle­
vará a  localizar la solución de Reissner-Nordstrom [76] [68]. En concreto, 
consideraremos las métricas conformes a métricas producto con factor de 
conformidad arbitrario,
g = ^  9 \ 9 = vAB(xc )dxAd xB + h i j (xk)dxtdx:) (5.39)
Notar que todas estas métricas son de tipo D[0-,0-] o de tipo O. Si, igual 
que en el caso de Ricci cero, denotamos X  e Y  a las curvaturas de Gauss 
de v y h respectivamente, es claro que estas métricas pueden reescribirse 
como
es decir, g es de tipo D con valores propios reales y conforme a una métrica 
de divergencia del Weyl cero. Las identidades de Bianchi se escriben:
=  V[a Q/3]5 =  P ap,6
donde Q = |(R ic  — ^ g )  y P  es el tensor de Cotton. Si además tenemos 
en cuenta que por una transformación conforme la divergencia del Weyl 
cambia como
9 = e2Xg Pa/3,5 = Pn0,d +
y que el tensor de Weyl W a es invariante por conformidad, se llega a 
que la. divergencia del Weyl de las métricas (5.39) es
P  =  d l n ^ ^ - ^ x W  (5.41)
Además, el valor propio doble del Weyl de la métrica (5.39) es
i5 =  - i n 2(X  +  y )  (5.42)
Sabemos que la estructura 2 + 2 (v, h ) es la principal del Weyl, y que es
umbilical, integrable y minimal salvo el gradiente de una función. Como
en el capítulo 2 hemos calculado proyectores sobre la 2-forma principal, 
estas condiciones pueden imponerse en términos del propio Weyl, y ca­
racterizar las métricas de 1a, familia. (5.39) como
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Lema 47 Una métrica g de tipo D, es conforme a una métrica producto 
si, y sólo si, es de tipo D con valores propios reales y además la 2-forma  
principal del Weyl verifica
V U  =  U(dX)  x \ U ® U  +  Q]
donde X es una función real.
Teniendo en cuenta cómo cambia el Ricci por conformidad y que para 
una m étrica producto g =  v + h, el tensor de Riemann está dado en (5.9), 
se obtiene para el Ricci de la métrica (5.39) la expresión
Ric(g) = ^ V d fi+
[X + — j^^(df2, di))] v+  (5.43)
[T +  £  A f t -  jfr ff(dn,d íí)] h
donde todos los operadores corresponden a la métrica producto g. Impon­
dremos ahora que el tensor impulso-energía sea de tipo Einstein-Maxwell 
o de fluido.
5.6.1 Soluciones de Einstein-M axwell
a )  Si buscamos soluciones de tipo c.e.m. regular el Ricci debe tener la 
forma
Ric(g) =  k (v — h)
donde (v, h ) define una estructura casi producto 2 + 2  en principio diferente 
de la que define el tensor de Weyl. Si imponemos que la divergencia del 
Weyl sea cero, se tiene que
12d« A (v — h) + 2«di2^ =  0
donde hemos denotado á \2V a la antisimetrización en los dos primeros 
índices de la derivada covariante de v. La única solución de la ecuación 
anterior es k  constante y (v, h ) una estructura producto. Por lo tanto  la 
propia m étrica g es una m étrica producto 2 +  2, y para que su Ricci sea 
solución de Einstein-Maxwell, las curvaturas deben ser iguales cambiadas 
de signo y por lo tanto constantes. Pero entonces la suma de las curvaturas 
es cero, y el tensor de Weyl es cero, es decir, g es conformemente plana. 
Se tiene entonces
Lema 48 Las únicas soluciones de Einstein-Maxwell y de divergencia del 
Weyl cero son métricas producto 2 + 2 conformemente planas. Además 
estas soluciones se escriben
9 — v a b ( x C ) dxAdxB +  h i j ( x k)dx t dx^
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donde v es hiperbólica de curvatura constante X  y h es riemanniana de 
curvatura constante —X . Si U es el elemento de volumen de v. las solu­
ciones de las ecuaciones de Maxwell son
F  =  e^[cosip U +  semjj * U]
con (f) y i¡) constantes.
b) Podemos intentar debilitar la condición Ó\V =  0 manteniendo las pro­
piedades geométricas de la estructura principal, es decir, la umbilicidad y 
el carácter maxwelliano. Esto nos garantiza la existencia de una solución 
de las ecuaciones de Mawwell alineada con la estructura principal, y po­
demos buscar soluciones alineadas utilizando la forma canónica (5.39). 
Teniendo en cuenta la expresión (5.43) del tensor de Ricci de g, las condi­
ciones para que sea solución de Einstein-Maxwell alineado son
fi =  X(xA) -f e(x*) (5.44)
VdA =  a  v, Vde = (3 h (5.45)
(X  + Y )  + ^ ( a  + 0) = j^ s fd í l ,  d 17) (5.46)
d a  +  AdA =  0; d/?-t-Yde =  0 (5.47)
Además el valor propio del 2-plano temporal propio del Ricci es
K =  | q +  X  +  -  p f l ( d n ,  dO)
donde los operadores diferenciales corresponden a la métrica g o a  la 
m étrica bidimensional adecuada en cada caso. Las ecuaciones (5.47) son 
las condiciones de integrabilidad de (5.45). Para obtener las soluciones del 
sistema anterior distinguimos los casos de que ninguna de las curvaturas 
sea constante o de que alguna lo sea igual que hicimos en el caso de Ricci 
nulo. Debido a la similitud entre los casos que aparecen y los equivalentes 
en el caso de vacío, denotaremos también aquí A, B y C métricas al caso 
equivalente.
Caso C: áX  ¿  0 ¿  áY
Podemos considerar entonces X  e Y  como coordenadas, una en cada 
2-plano. Calculando la diferencial de las ecuaciones (5.47), se deduce que
d X  A dA =  0 -> X = X (X ) -* a  = a {X )  
dY A de =  0 -+ e =  e(Y) -> (3 = /?(Y)
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Consideremos ahora la ecuación (5.46)
O2 (X  + Y ) +  e n  (a  +  ¡3) = 6 p(dft, d íí)
Si calculamos la derivada respecto a X  de esta expresión se tiene
2íl{X  +  Y )d x Sl +  O2 +  6 (a  +  0 )d x Q +  6fld x a  = 6 dx {dÜ) 2
Si ahora calculamos la derivada respecto a Y  teniendo en cuenta que 
dxY&  =  0 =  d xY  (díí)2, y denotam os' =  -¿y, ' =  se verifica
2(X  4- Y )  ¿V =  O (é +  V)
De esta ecuación se deduce que X' =  0 sii é =  0, es decir sii fi es constante, 
con lo que g sería producto y caemos en los casos tratados en el lema 
48. Por lo tanto, como estamos suponiendo que ninguna curvatura es 
constante, podemos dividir por X'é, y se llega a
" ( H ) -=  2{X  4- Y )
Derivando de nuevo esta ecuación respecto a X  y después respecto a Y  
podemos separar variables y obtener e y A. Imponiendo la ecuación inicial 
para relacionar las constantes se llega a
e =  ^ V C Y T ü  -  K-
X = - £ V D - C X  + K-, X' —
VCY + D 
1
y/D-CX
donde las constantes y el rango de variación de las coordenadas X  e Y  
son tales que los radicandos sean positivos.
Ahora, de las condiciones de integrabilidad (5.47) sabemos que
X
V D - C X
á X
El cambio de variable
r = V D  -  C X  





- - D r + S
En el caso de /?, si definimos
Z  =  V C Y  + D
se deduce que
P C 2 D Z  + T
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Tenemos hasta aquí, las siguientes expresiones:
P -  Q2
y  3
— - D Z + T
ó
2  , d \  1
X = ~ C r + K ' d X  = r '
r = V D  - C X
C2 j - D r + s
Consideremos ahora de nuevo 1a. ecuación (5.45). Teniendo en cuenta 
que las funciones que aparecen en (5.46) sólo dependen de X  y de Y , se 
concluye que v(dA,dA) sólo depende de X ,  y de modo equivalente sólo 
depende de r. Entonces, en las coordenadas {¿,r}, v tiene la forma:
v — 72(r ) d r2 +  crA2(r, t)d t2
donde a  es +1 ó —1 según la signatura de v, y donde como hicimos en el 
caso de Ricci cero, suponemos que el gradiente de la curvatura es espacial. 
Teniendo en cuenta la expresión de A en términos de r  se tiene
VdA = - | v d r  = |  (r;rdr2 + 2r:,drdt + r[,dt2)
Los símbolos de Christoffel para la métrica v son 
d in  7r  = r:, =  0; F[t = - 2 ^ 9 rA
d r "  ” 7 *
Si imponemos entonces que VdA =  a  v, se llega a
dr ln A =  ~ Y a  72 
=  §  e n 2
Sumando las dos expresiones se tiene que
dr ln A7 =  0
Luego, A 2 =  K2 (t) 7 -2 , y redefiniendo la coordenada t se llega a que
v =  7 2(r) d r2 + -^ d í2
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que en particular implica que todas las soluciones admiten a  dt como 
Killing integrable. Pero además tenemos la ecuación
d7 C  3 
T r = 2 a l
y como la expresión a ( r )  es conocida se llega a.
l r 4 _ | r 2  +  S r . +  P
De 1a. misma manera, las condiciones de integrabilidad para h  implican 
que h(dZ, d Z ) = h (d Z ,d Z )(Z ) , y por lo tanto se verifica que
h = p 2 (Z )d Z 2 +  u2 (Z ,w )dw 2
Conocemos además las expresiones de e y /?. Calculando como antes y 
redefiniendo la coordenada w se tiene que
?
siendo
h — ¡L2d Z 2 -\— —dvj2
± z 4 - j Z 2 + T Z  + QJ _  -  n2 ~ c
donde T  y Q  son nuevas constantes que aparecen en la integración. Pero 
si imponemos ahora la ecuación (5.46), se obtiene que
S  =  T; P  = Q
Podemos enunciar por lo tanto  el siguiente resultado
P ro p o s ic ió n  50 La única solución de Einstein-Maxwell alineada, conforme 
a una métrica producto v +  h en la que las curvaturas de v y h no son 
constantes es
g = ± ( v  + h )
donde
n = 2 ( Z - r ) ;  X  =
v = 7 2 dr2 — dt2', h = ¡i2 dZ2 +  4* dw2
'i'-2 = i _ ?r2 + Sr + p] 
^ 2 = -Mt2z4- t z2 + s z +p]
Casos A (dK = 0, dX  ±  0) y B (dX = 0, dY  f  0)
Distinguiremos a su vez el que alguna de las métricas sea plana o 
que no lo sea y utilizaremos los mismos subíndices que en las métricas 
estáticas para indicar estos casos.
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C asos A 3 ( y  =  0) y  B 3
P ara el caso A3, tenemos que h = da2 +  di?2, y de la ecuación (5.47) 
se llega a que ¡3 =  c =  const. Como h es plana, =  d^e, y de la
ecuación (5.45) se deduce que
e = C (a2 + b2) + Ca + Db + E
donde C, D, E  son constantes arbitrarias. Pero si tenemos presente la 
ecuación (5.46) con Y  = 0, se cumple que
D2X  +  6 Q(a 4- c) =  6(t?(dA, dA) +  h(de, de))
Si utilizamos la expresión conocida de e y de h para calcular /i(de,de), y 
calculamos la segunda derivada dab de (5.46), se obtiene
2{daÜ){dbü ) X  = 0
Sin pérdida de generalidad suponemos que dbQ = 0. Entonces la constante 
c debe ser nula, con lo que se tiene,
e =  Ca + D] (3 = 0
Pero de nuevo, la derivada de (5.46) respecto a a, nos lleva a
(dan ) \2 Ü X  +  6o] =  0
ecuación que implica en cualquier caso que daft = 0. Entonces ü  =  A(u), 
h = da2 +  d&2, c =  0 =  ¡3 y las ecuaciones a resolver son
VdA =  a  v (5.49)
X  + 6 j  = - ^ v ( d \ ,d \ )  (5.50)
a  =  a(X ); A =  A(X); a ' +  X X ' = 0 (5.51)
Las ecuaciones (5.51) son las condiciones de integrabilidad de (??). De 
(5.50) y (5.51) se deduce que el cuadrado con v del gradiente de la curva­
tu ra  X  sólo depende de X ,  y como A' ^  0, se tiene que X  es función de 
A, con lo que podemos escribir la métrica v  como
v = A2(A)dA2 +  oB 2( A, £)d£2
donde a  es +1 ó — 1 según la signatura de v. Con esta expresión de v 
podemos trabajar como en el caso general. Los símbolos de Christoffel 
son
x _  din A A x _  B  „
^  dX ’ ^  ^  Á3
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Si ahora imponemos la ecuación (5.49) teniendo presente que
VdA =  - T $ xdX2 -  2 r AtdAd£ -  T}tá t2
se llega a que d \( \n A B ) =  0, con lo que B  =  ^Z ?2(í). Redefiniendo la 
coordenada t, se tiene la expresión para h
h = A 2 (X) dA2 +  a -^ rd £2 
A 2
y las ecuaciones (5.49), (5.50) y (5.51) se escriben como
a A 3 (5.52)
6
= A 2 (5.53)
= 0 (5.54)
da dX 
d X + dX
Si denotamos ' la derivada respecto a A, de la ecuación (5.54) se tiene que
v  -  da -  
dX
Por otro lado de (5.52), se tiene que
“ = - £ = ( ¿ y
Si derivamos (5.53) respecto a A y tenemos en cuenta que X  =  —a ', se 
deduce que la relación entre a  y A viene dada a través de la siguiente 
ecuación diferencial de Euler:
A2 a" -  4Aa' + 6a = 0
La sustitución A =  e p la transform a en la ecuación lineal de coeficientes 
constantes
a  —  5 á  +  6a =  0 
donde ' =  ^ . La solución general de esta ecuación es entonces
a = C\X3 + C2A2
La ecuación (5.52) nos permite ahora obtener
¿  = 2 J adA =  ^ -A 4 +  | c 2A3 +  C3
Y de (5.54) conocemos Y(A),
X  = -  (3CiA2 +  2C2A)
Si imponemos ahora la ecuación (5.53), se tiene que C3 =  0. Hemos 
demostrado así el siguiente resultado.
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P ro p o s ic ió n  51 Las soluciones de Einstein-Maxwell del Tipo A 3 , son
9 =  J 2 lv + fl\
donde
h =  da2 +  db2 
v = A 2 dX2 — -fí¡dt2
1 _  Q l \ A  i 2^r \3
A ?  ~  2 Á  +  3 2
El mismo razonamiento nos proporciona las B3 métricas 
P ro p o s ic ió n  52 Las soluciones de Einstein-Maxwell del Tipo B 3 , son
9  =  \  [v + h]
donde
v — — dt2 + dr2 
h = B 2 de2 +  ± d Z 2 
W  ~  2 e +  3 ° 2 e
C asos A i (Y > 0), A 2 ( y  <  0), B i y  B 2
Podemos expresar h = - ^ ( d #2 +  f 2 (0)d<j>2), donde f(9 )  = sen0 ó 
f(9 )  = sh0, según la curvatura Y  de h sea positiva o negativa. La ecuación 
(5.46) es
(.X  + Y ) O2 +  6fi(a  +  0) = 6 ((dA)2 +  (de)2)
Si derivamos respecto a A , se tiene
O2 +  2{X  +  y)OA' +  6A'(a + /3) + 6ü a '  =  6 dx  ((dA)2 +  (de)2)
Derivamos ahora esta expresión respecto a 0, con lo que
Ü{dee) + {X  + Y )X \d ee) +  3X'{de¡3) +  3 a'{dee) = 0
Si tenemos en cuenta que de (5.47), a ' =  —X X ', y d(3 =  —yde, se llega a
Ü{dee) =  2 (X  +  Y)X '(dee)
ecuación que implica que 8 qc — 0 (si suponemos que no lo es y simplifi­
camos se llega a 2 (X  +  y)A ' =  A +  e que implica que e es constante). De 
la misma manera se deduce que d^e es nula. Por lo tanto e es constante,
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con lo que (3 = 0. Sin pérdida de generalidad podemos suponer fl = X(v), 
con lo que las ecuaciones a resolver para v son
VdA =  av  (5.55)
(X  +  Y) +  6^  =  6^v(dA ,dA ) (5.56)
d a  +  XdA =  0 (5.57)
De (5.56), razonando como en el caso anterior, se tiene que A y a  sólo
dependen de X ,  y que como dO ^  0, podemos considerar X  = -V(A), con
lo que
v =  j42(A)dA2 +  d i2 
Las ecuaciones anteriores se escriben entonces como
A! = - a A 3 (5.58)
X2(X  + Y )  + 6Aa =  -^2 (5.59)
da
X  = - -  (5.60)
Si denotamos ' = la ecuación (5.58) nos dice
a = 4 = ( ¿ y
Si ahora derivamos la ecuación (5.59) respecto a A se obtiene para a  la 
ecuación de Euler no homogénea
A2a"  +  6a  -  4Aa' =  2YA
Sii nprintamnc ñu — .__dpque generaliza la que obtuvimos en el caso Y  = 0. Si denota os á  = da
La sustitución A =  ep la convierte en lineal no homogénea
á  — 5á +  6a  =  2Y ep
donde á  =  ^ . Teniendo en cuenta que a  =  Y ep es una solución particular 
de la completa, la solución general de la ecuación anterior es
a = CiA3 + C2A2 + YA
Teniendo ahora en cuenta (5.58), se deduce
¿  =  y A4 +  ?C2A3 + YA2 + 2C3
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Y si imponemos la ecuación (5.59), se tiene que C3 =  0. Además, 
X  = -  (3CjA2 +  2C2A +  y)
Con lo que se ha probado
P ro p o s ic ió n  53 Las soluciones de los casos A \ y A 2 , son
O;*',o
9 = A2
A2dA2 -  - jzd t2 +  -J-dcr2 
A 2 \Y\
donde da2 es la métrica riemanniana bidimensional de curvatura + 1  ó -1  
según Y  sea positiva o negativa y donde
¿  =  T A4 +  f C2A3 + ™ 2 
• Si Y  >  0, el cambio de coordenadas
V ?  A
conduce a
2 C2 1 Ci_
3 y §  r  +  2Y 2 r 2 3 Y  2 r 2Y 2 r 2
-1
9  = ~ [  1 +  ó n f  -  +  ^  ^  ) d¿2 +  ( ! +  ? ; § - -  +  ^ 7i  ) d r2+
+ r 2 (d#2 +  sen2 0 d</>2)
es decir a  la solución de Reissner-Nordstróm. Si C2 <  0, redefiniendo r  
y t para reabsorber |C721, y haciendo C\ = 0, recuperamos la métrica de 
Schwarzschild.
De la misma manera se obtienen las soluciones cuando la curvatura de v 
es constante, que recogemos en el siguiente enunciado.
P ro p o s ic ió n  54 Las soluciones correspondientes a los casos B2, y B3 
son
1
9 = ,l~ d a 2 + ^ d e 2 + A 2 dZ2
l \ X \  A2
donde da2 es la métrica lorentziana bidimensional de curvatura + 1  ó -1  
según X  sea positiva o negativa y donde
3 + X e
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Caracterización intrínseca de las soluciones
Hemos probado que todas las soluciones de Einstein-Maxwell alinea­
das con un Weyl de tipo D con valores propios reales y estructura principal 
umbilical, integrable y minimal salvo el gradiente de una función, admi­
ten al menos un G2 y permiten una clasificación equivalente a la de las 
métricas estáticas de vacío. Todas caen en la clase D[0-, 0-]- Además, 
la suma de las trazas de las segundas formas fundamentales es cerrada. 
Como sabemos calcular de modo intrínseco 1a. estructura principal del 
Weyl (o la del Ricci [7]) podemos imponer estas condiciones de modo 
intrínseco. Ahora bien, una vez en este punto, tenemos que distinguir 
el que alguna de las curvaturas de los factores de la métrica producto 
conforme sea o no constante, y además calcular el signo de ésta. Consi­
deremos de nuevo la expresión (5.39) para esta familia de métricas, y 
recordemos que el Ricci es
Ric(g) =  k (v — h) =  kQ2(v — h) (5.61)
y denotamos p al valor propio doble del Weyl (p =  =r-(X -F Y)Í22). Si 
vamos a la expresión de las soluciones obtenidas, se verifica que igual que 
en el caso de Ricci nulo, *W  nos permite distinguir los casos C , A y B, 
sin más que considerar el valor propio del Weyl y calcular *W (dp,dp). 
Si no es cero, es de tipo C y por tanto  dada en la proposición 50. Si 
es cero, tenemos una solución de tipo A o B, dependiendo de cuál de las 
curvaturas sea constante. Si, como en el caso de Ricci cero, llamamos S  = 
^b(W — pG ), se tiene que la forma cuadrática 5(dp;dp) es semidefinida 
y el signo de ella distingue los casos A y B. Falta sólo el equivalente para 
este caso del invariante a  que nos proporcionabla el signo de la curvatura. 
Puede comprobarse directamente que si Y  es constante, entonces
Y  = i [ p ( d ln f í ,  dlníí) - 2 p -  kÜ2}
Si tenemos en cuenta que de (5.61) ací22 es el valor propio del 2-plano 
propio temporal del Ricci, tenemos un invariante que nos determ ina el 
signo de la curvatura cuando esta es constante y que es
ah =  p(dlnO, dlnO) — 2 p — kQ,2
Si consideramos k = 0 y tenemos en cuenta que en vacío lnp =  31ní2, 
recuperamos el invariante a  que fue utilizado en el caso de las soluciones 
de vacío. De la misma manera, si la que es constante es la curvatura de 
v , se tiene
X  =  ^ [^ (d ln Q , dlnfi) — 2p +  kQ,2]
Por lo tanto  tenemos otro invariante a v que nos proporciona el signo de 
la curvatura de v cuando es constante está dado por
a v =  p(dlnO, dlníl) — 2p +  kQ2
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que coincide con si k = 0, es decir, si estamos en vacío.
5.6.2 Soluciones fluido perfecto y SW = 0
Buscaremos ahora las soluciones de fluido perfecto y de tipo D con 
la propiedad de que la divergencia del Weyl sea cero. Barnes [2], calculó 
explícitamente todas las soluciones de fluido perfecto en los que la velo­
cidad es integrable y sin distorsión. Shepley y Taub [80], buscaron las 
soluciones de fluido perfecto con divergencia del Weyl cero, aunque no 
consideraron los fluidos de tipo D, que es el caso que tratarem os nosotros.
El tensor impulso-energía de un fluido perfecto es
T  = (p +  p)u ® u +  pg (5.62)
donde u 2 — — 1 y p y p  son la densidad y la presión. Las ecuaciones de 
Einstein nos dicen entonces que el tensor de Ricci de un espacio-tiempo 
con un contenido de fluido perfecto es
Ric  =  p  u  <g) u + ug\ p  = p +  p\ 2v =  p — p  (5.63)
Si denotamos 6e =  2u + p, se verifica [80]
L em a 49 El tensor de Cotton asociado a (5.63) es cero si, y sólo si,
el espacio es de Einstein (es decir p  =  0, de = 0), o los coeficientes
cinemáticos de u verifican
u  = 0  = a; 7 (cfe) =  0; ^-6 p + é = 0; pú  +  i(d p )  =  0
O
donde hemos denotado 7 = g + u ®  u al proyector ortogonal a u.
Por lo tanto todos los fluidos de con divergencia del Weyl cero, tienen 
velocidad integrable y sin distorsión, y caen dentro del caso considerado 
por Barnes [2]. La clasificación de las soluciones que puede encontrarse 
en este artículo, tiene el inconveniente de que no es intrínseca ya que se 
basa en condiciones del tipo de que la densidad, la presión o la expansión 
dependan o no de coordenadas adaptadas a tetradas particulares que no 
se definen intrínsecamente. Los resultados que ofrecemos pueden servir 
también para clasificar intrínsecamente estas soluciones.
Teniendo en cuenta el lema anterior, estos espacios son de tipo I, D, 
o O, con valores propios reales, y con u  una dirección principal temporal 
del Weyl (la única que hay en tipo I o cualquiera del 2-plano principal 
temporal en tipo D). Nosotros hemos encontrado en la sección 2 que todas 
las métricas de tipo D con valores propios reales y divergencia del Weyl 
cero se escriben
g = ( x  +  y ) 2 ^  +  /l) (5-64)
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El tensor de Ricci de esta familia de métricas es
Ric(g) = x ^ y V d X  +  X T FV d y  + X v  + Y h +
[ x + Y (Apr +  y ) ) - ^ ^  (d (x  +  y ) ) 2] („ +  h)
(5.65)
donde los operadores diferenciales V, A y los cuadados de los gradientes 
de las curvaturas están referidos a la métrica bidimensional correspon­
diente en cada caso. Entonces, para que g sea un fluido perfecto con 
cuadrivelocidad u, debe cumplirse
Además, la presión y la densidad asociados (teniendo en cuenta que la 
solución de fluido es la conforme a la producto) pueden calcularse a partir 
de (5.64) y de (5.63) con
donde las laplacianas y los cuadrados de los gradientes están calculados 
con la métrica producto. No hace falta imponer que la divergencia del 
Weyl sea cero, ni que el espacio sea de tipo D porque esas condiciones 
están implícitas en la forma canónica (5.64). Sí utilizaremos el siguiente 
resultado que se demuestra teniendo en cuenta que para una m étrica 
bidimensional v, el tensor de Riemann es R iem {v) =  y v  Av, y utilizando 
las identidades de Ricci.
L em a 50 Sea v una métrica bidimensional de curvatura de Gauss X .  
Las condiciones de integrabilidad de la ecuación V d \  = a v  + Pu<8 )u ,
Si particularizamos dichas condiciones para la ecuación (5.66), se concluye
Vd Y  =  X  h (5.66)
V dX  =  av  -f ¡3u ® u (5.67)
(5.68)
fi = 2P(X + Y);
u = {X  +  Y ) [X {X  + Y )  + 2a + A (X  + Y)) -  3(d(X  +  Y ))
son
( a c ”1” X X 9c )  V a b  ^ c b ~ ^ ~
+  { P ,c  P^ o> ^c)^6 ”1“ P  [^ c^ a  ^ a ^ c \^ b ~ ^ ~  
P  c VLb ®
A =  - i ( y 2 +  c )
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Con esta expresión para A, la ecuación (5.68) nos dice que
a  =  - i  (X 2 + C)
La solución genera] de la ecuación (5.66) es conocida, ya que es la 
misma ecuación que aparecía en el caso de vacío. Notar que contrayendo 
la ecuación con dY, se obiene
|d [(d Y )2] = - i ( F 2 +  C) d y
y por lo tanto  (dY )2 =  —5 Y3 — C Y  -f D. Entonces h tiene la forma de 
la métrica h que aparece en las soluciones de vacío de la sección 3 y sólo 
falta calcular v. P ara  resolver la ecuación (5.67) distinguiremos los casos 
f3 — 0 (espacio de Einstein) o (3 ^  0.
Caso 1 : (3 =  0
Las ecuaciones (5.66) y (5.67) son las mismas que para el caso de vacío 
y valores propios reales, con la salvedad de que las nuevas constantes que 
aparece en v{dX , dX ) y en h(dY , dY) no están relacionadas. Igual que en 
el caso de vacío, podemos considerar los casos de que ninguna curvatura 
sea constante, o de que alguna lo sea, y además, el caso de que ambas 
curvaturas sean constantes. Denotaremos caso C, B y A a los que tienen 
equivalente con Ricci cero.
C aso  C: d X  /  0 ¿ d Y  




(X  +  Y )2 
1
- 1 1
LW ^ c x T D l dX2 + {z X 3 + c x  + D ' )dt2
+
(X  +  Y )2
1
±Y3 - C Y  +  D 2
dY2 +  ( - - Y 3 - C Y  + D 2 )dZ r¿
El caso D \ =  D 2 implica que el Ricci es cero y recuperamos las C - 
métricas de la sección 3. Como estamos imponiendo Ric ex g, se tiene 
Ric(g) =  \R {g ) g. Directamente se obtiene que R(g) = 12(D\ — D 2), y 
por lo tanto
Ric{g) = 3(I>i -  D 2) g
C aso B: d X  = 0 ^ d Y
En este caso v es de curvatura X  constante y según sea positiva, 
negativa o cero, es conforme a la métrica bidimensional de curvatura + 1,
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-1 ó a la métrica plana. Entonces, se tiene
« +  - l y »  - C Y  + D ***  +  (4 Y3 - Cy + ^
1
9  ~  {X  +  Y ) 2
En este caso se obtiene para el Ricci
Ric(g) = (2 X 3 - 3 D 2) g
Entonces, para 2 X 3 =  3D2 (como X  es constante y /3 =  0 además C = 
—X 2), obtenemos las B-métricas.
C aso  A: d Y  = 0 ¿ d X
En este caso h es bidimensional de curvatura constante, y por lo tanto 
es conforme a la métrica riemanniana bidimensional de curvatura + 1, -1 
o es plana, según la curvatura sea positiva, negativa o cero.
9 = (X  + Y ) 2
1 d X 2 + { \ x z + C X +  D l )d t2 +  h
_ ^X 3 + C X  + D l 3
Igual que en el caso anterior R(g) = 4(2Y 3 +  3D i), con lo que
Ric(g) = (2Y 3 + 3D 1) g
De nuevo podemos incluir las A-métricas como caso particular de éste 
cuando 2Y3 +  3Di =  0.
C aso  D : d X  = 0 = d Y
Las ecuaciones entonces sólo dicen que además X  = Y . Así, g es salvo 
una homotecia, suma de dos métricas bidimensionales con curvaturas + 1,
— 1 ó 0.
Caso 2: (3 ^ 0
Si ¡3 ^  0 queda excluido el caso de que X  sea constante, con lo que 
ahora no habrá un caso parecido a las B-métricas. Como de (5.66) tene­
mos determinada h que es la misma métrica de las soluciones de vacío de 
la sección 3, la única ecuación que hay que resolver es (5.67). Sustituyendo 
la expresión de a  en ésta, se llega a
Vd X  = - ^ { X 2 + C ) v  + P u ® u  (5.70)
Las condiciones de integrabilidad del lema 50, particularizadas para a  =
— \ { X 2 +  C ), A =  X ,  nos dicen que
(/?,c f i ,a  U c )U b  d" (3 [^7c”Ua ^a"^c] Hb d" P  c ^ b  Wc^7<xlí{,] — 0
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Contrayendo con ub, y proyectando al ortogonal, se llega a que dicha 
condición es equivalente a
(/ c^ 'U'cl Pa Uc) "h P [Vctía ^a^c]
Uc Vaíi¿>]
Si calculamos (5.72)x u c, se obtiene
Va-uj, =  - u aúb
Con lo que u es integrable, sin distorsión y sin expansión. Entonces, la 
ecuación (5.71) sólo nos dice
ú = ~  (d ln /?)^
Estas condiciones acerca de u  dicen y sólo dicen que existen coordenadas 
r  y t de manera que
v = d r 2 — P2d t2, u = 0dt (5.73)
La curvatura de esa métrica es X  = — Si escribimos d X  = X rdr +  
X tdt, y calculamos V dX , la ecuación (5.70) se escribe
X, t  - X t & -  X r p p r  =  -a/.l 2 +  i
X t r - X t f  (5.74)
X rr =  a
donde a  = —^ ( X 2 + C). Supongamos primero que X t /  0. Entonces la 
segunda de las ecuaciones anteriores nos dice que P = X t f ( t )  y redefi- 
niendo la coordenada t, podemos suponer
í3 = X t
Y  la tercera de ellas dice que
X r = J - ( ± X *  + C X  + H ( t )
Entonces la primera ecuación nos dice
\ ( ( X r ? ) t + \ ( X 2 + C )X t + j ± ^
Y  utilizando la ecuación tercera para calcular ((X r)2)t se llega a
2 (X t )2 =  H \ t )





De donde X t sólo dependería de t, y por tanto X rt = 0, que es incom­
patible con el resto de ecuaciones. Por lo tanto X  no puede depender 
de t. Entonces (u ,d X ) =0, y por lo tanto contrayendo (5.70) con dX , 
se obtiene d[(dX)2] =  —(X 2 +  C )dX , y con ello, podemos reescribir la 
m étrica como
v =  ( - i x 3 - C X -  E )~ l d X 2 -  0 2(X ,í)d t (5.75)
ó
Con lo que la ecuación (5.70) queda como
( i x 3 +  C X  + E )Ü X = \ { X 2 + C )ü  +  1O ¿i
Expresión que podemos integrar como una ecuación diferencial lineal para 
cada t fijo, y se obtiene
O =  y J - { ^ X *  + C X  + E) A (t) -  J ( - ( i * 3 +  C X  +  E ) ) ^  dX
Conocida O, la expresión (5.75) nos proporciona la métrica v. Com­
binada con cada una de las soluciones h de la ecuación (5.66) que son 
las mismas métricas que aparecieron en la sección 3, tenemos todas las 
soluciones de este caso. Notar que de (5.69) podemos calcular la densidad 
y se obtiene que
p  =  3 { E -  D )
es decir, todas las soluciones tienen densidad constante.
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