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ABSTRACT 
We present the design, preparation, and analysis of a 
subjective experiment on typical HDTV sequences and 
scenarios. This experiment follows the guidelines of ITU 
and VQEG in order to obtain reproducible results. The 
careful selection of content and distortions extend over a 
wide and realistic range of typical transmission 
scenarios. Detailed statistical analysis provides important 
insight into the relationship between technical 
parameters of encoding, transmission and decoding and 
subjectively perceived video quality.  
1. INTRODUCTION 
Users expect excellent quality from High Definition 
Television (HDTV). This can only be achieved by 
transmitting at a high bitrate that preserves image details. 
However, HDTV is often transmitted via satellite 
channels or packet switched networks, which have a 
limited bandwidth and often introduce transmission 
errors. Therefore it is desirable to measure video quality 
and tune the transmission system in order to deliver the 
highest visual quality under given technological 
constraints. Industry needs automated algorithms that 
can make these measurements quickly and easily. 
The Video Quality Experts Group (VQEG) has been 
working since 1997 on the validation of objective 
methods to measure video quality. VQEG performed 
experiments to validate the performance of objective 
models for standard definition television and lower 
resolution video [1], [2]. These models either compared 
the degraded video to the reference video or examined 
the degraded video. The problem is that industry often 
does not have access to the reference video and, thus far, 
models that examine only the degraded video have 
shown limited accuracy in VQEG validation testing.  
Interest is thus focused on an alternative type of model, the 
hybrid model. This type of model examines both the bitstream 
and the decoded video, but not the reference video. Hybrid 
models hope to increase quality estimation accuracy while 
using only data available in a typical in-service application. 
The Joint Effort Group (JEG) within VQEG started a 
collaborative development of such a model in cooperation 
with the International Telecommunication Union – 
Standardization Sector (ITU-T) and their work on P.NAMS 
and P.NBAMS [3].  
The subjective experiment described here was conducted in 
the course of the VQEG HDTV validation test currently 
underway. The bitstream data for this test were retained and 
will be made available by IRCCyN in order to encourage 
research into hybrid models.  
2. SETUP OF THE SUBJECTIVE EXPERIMENT 
The design and execution of this subjective experiment 
conformed to the VQEG HDTV Test Plan [4], and this paper 
uses VQEG terminology. The VQEG term for source video 
sequence is SRC (SouRCe), and the VQEG term for a 
distortion is HRCs (Hypothetical Reference Circuit, a fixed 
combination of a video encoder at a given bitrate, network 
condition and video decoder). Processed Video Sequences 
(PVS) displayed to the observers were generated using a full 
factorial design: each of nine SRC were degraded by each of 
fifteen HRCs (135 PVSs), and the source videos were 
presented as a sixteenth condition. The video resolution was 
1920x1080 pixels at 59.94 fields-per-second in interlaced 
format. The PVSs were generated using 14 second video 
sequences. For the subjective test, only the middle 10 seconds 
were used, thus discarding any transient effect at the 
beginning or end of the sequence resulting from the video 
processing in the first or last two seconds. In addition to the 
144 videos described above, a set of 24 video sequences were 
rated that are common to all subjective tests in VQEG’s 
HDTV test, but those will not be further analyzed in this 
paper. Audio was not included in this experiment.  
The subjective experiment was conducted in an ITU 
conforming test environment following the additional 
guidelines of VQEG’s HDTV testplan. The display was 
a TVLogic LVM401W connected to a DVC1 video 
server using an HD-SDI connection in order to maintain 
the interlaced format. In total, 24 non-expert observers 
viewed the content at a distance of 1.5m corresponding 
to three times the picture height. An interactive setup for 
Absolute Category Rating with Hidden Reference (ACR-
HR) conforming to ITU-T P.910 [5] with a 5 point rating 
scale was used. Each subject’s participation took less 
than one hour. The observers were screened according to 
ITU-T BT.500 [6] and the VQEG multimedia testplan. 
None of the observers were rejected.  
2.1 SRC Selection 
Reference sequence selection is crucial to viewer 
performance and for the validity of the analysis. 
Particular care was spent filming new content and 
selecting a balanced set of nine SRC. These SRC depict 
various video characteristics that might trigger unique 
coder responses or exercise an objective model’s ability 
to track human perception. Figure 1 identifies some 
characteristics that motivated the selection of each scene. 
This selection was constrained by VQEG’s desire to use 
footage that could be freely redistributed. These SRC are 
expected to be made available on the Consumer Digital 
Video Library (CDVL) [7] in 2010. 
2.2 HRC Selection 
The test design focused on two typical video codecs: 
H.264 and MPEG-2. The design includes more H.264 
impairments than MPEG-2, because this algorithm has 
become increasingly popular for HDTV distribution. In 
terms of visual degradations, the fifteen different HRCs 
cover a broad range of typical distortions that occur in 
secondary distribution HDTV. Ten of the HRCs 
included coding impairments only, and five contained 
coding with simulated transmission error impairments. 
An overview of the parameters is given in Table 1. 
Please note, that the last column specifies the mean of 
the average temporal bitrate for all the different contents. 
The average temporal bitrate per content varies 
significantly as a fixed QP was selected. For example, 
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the bitrate for HRC1 is in the range from 1.2Mb/s to 28Mb/s 
with an average of 13.5Mb/s.  
In a hybrid video coder, the individual images are predicted 
from previously transmitted image information. The resulting 
image information is transformed using a discrete cosine 
transform. The coefficients are then linearly quantized. The 
step size of the quantization is controlled by the encoding 
parameter QP (Quantization Parameter). An entropy encoding 
step follows. Quantization is the primary algorithmic cause of 
lost information in these video encoders and it is directly 
linked to image degradation. The QP values of H.264 and 
MPEG-2 translate differently to the quantization step sizes 
and so should not be compared. Further information can be 
found in [8] and [9].  
The visual quality of each encoding in this experiment 
depended primarily on the coarseness of the QP controlled 
quantization of the transformed coefficients. The severity of 
each encoding was controlled by selecting a fixed value for 
QP throughout the complete video sequence, thus minimizing 
temporal quality variation. The intention of this approach was 
to degrade the visual quality of the sequences independently 
from the complexity of the content using a variable bitrate.  
Using a variable bitrate is not typical for video broadcasts. A 
typical application of a variable bitrate coder is a download 
scenario. However, because fast changes in quality annoy the 
viewer, most video encoders restrict temporal variations in 
quality. The video coding standards do not specify the 
encoder implementation, so the temporal adaptation of QP in 
order to maintain a constant bitrate is an implementation 
specific decision. This general behavior can be piecewise 
emulated by using fixed QP evaluations.  
The H.264 HRCs were created using the reference encoder 
[10]. HRCs 1-4 contain coding only impairments, 
corresponding to four different H.264 QPs that span the visual 
quality range: 26, 32, 38 and 44. 
HRCs 5-8 contain coding at the highest quality H.264 QP 
level selected (QP26) plus simulated transmission errors. 
HRCs 5-7 contained the same bitstream as HRC 1. HRC 8 
contained a different color representation that led to a 
different error concealment behavior of the H.264 reference 
decoder. Where packet loss in HRCs 5-7 caused mainly 
blurriness and motion artifacts, packet loss in HRC 8 caused 
green blocks. 
The transmission errors for HRC 5-8 were created by 
manually creating a burst in the middle of the video sequence. 
This placement ensured that the scene cut at the beginning and 
end of the scene would not visually mask transmission error 
artifacts. HRCs 5 and 8 contained one short burst of low level 
 Figure 1. Sample frame from each SRC with content 
characteristics. 
Table 1. List of Hypothetical Reference Circuits (HRC) 
HRC Codec Parameters, 
Remarks  
Average 
Bitrate 
0 None Source video 
sequence (Reference) 
 
1 H.264 QP26 13.5Mb/s 
2 H.264 QP32  5.1 Mb/s 
3 H.264 QP38  2.3 Mb/s 
4 H.264 QP44  1.2 Mb/s 
5 H.264 QP26, Short burst of 
Packetloss at 0.7%  
12.7 Mb/s 
6 H.264 QP26, Long burst of 
Packetloss at 4.2% 
12.3 Mb/s 
7 H.264 QP26, Short burst of 
Packetloss at 4.2% 
12.3 Mb/s 
8 H.264 QP26, Short burst of 
Packetloss at 0.7% 
Green blocks 
13.4 Mb/s 
9 H.264 QP26, Rescaled 
Transmission in 720p 
11.3 Mb/s 
10 H.264 QP38, Rescaled 
Transmission in 720p 
2.5 Mb/s 
11 Transc. MPEG2 at QP15 
followed by H.264 at 
QP38 
2.4 Mb/s 
12 MPEG2 QP10 10.0 Mb/s 
13 MPEG2 QP15 6.5 Mb/s 
14 MPEG2 QP25 3.8 Mb/s 
15 MPEG2 QP10, 3 Bursts of 
Biterrors 
10.0 Mb/s 
 
packet loss. From 42% to 56% of the way through the 14 
second sequence’s bitstream, 0.7% of packets were randomly 
lost. Thus, there were no errors from the beginning of the 
bitstream until 42% of the way through the bitstream and also 
no errors from 56% to the end. HRC 6 and 7 each contained a 
similar burst but created with different parameters. HRC 6 
contained 4.2% of packets randomly lost from 21% to 64% of 
the way through the bitsream.  HRC 7 contained 4.2% of 
packets randomly lost from 42% to 56% of the way through 
the bitstream. The corresponding range of frames is not 
obvious, due to the prediction of the H.264 video encoder. 
These transmission error HRCs simulated packet loss on a 
real-time transport protocol (RTP) connection. In order to 
allow a graceful degradation, the encoder always used two 
interlaced slice groups of 2 macroblock lines. For error 
recovery, an intra image was forced every 24 frames and the 
ratio of intra macroblock refresh was 5%.  
HRCs 9-10 contain coding only impairments over a 720p 
59.94 frames-per-second channel, using QP levels 26 and 38. 
Each 1080i field was up-scaled into a progressive 1080p 
1. Basketball 
• Fast movement 
• Skin tones  
• Observer knowledge of how 
people move  
• Attention sometimes 
focused on part of image 
 
2. ControlledBurn 
• Random movement of 
flames & smoke 
 
3. MrFinsCartoon 
• 3-D animation 
• Fine gradations of color 
• Easy to code  
 
 
4. Rainbow 
• Bright colors 
• Sharp black/white edges 
• Difficult to code: circular 
motion  
 
5. TwoBoys 
• Movie footage 
• Skin tones 
• Night scene 
 
 
 
6. BookZoom 
• High spatial detail 
 
 
 
7. FlowersAndBee 
• Camera jiggle 
• Random movement of grass 
 
 
8. RotationPurple 
• Purple: rare color, small 
part of YUV color space 
• Objects moving past each 
other 
• Attention focused on part of 
image 
 
9. TideRisesPoem 
• Vertically scrolling text, 
simulates closing credits 
• Easy to code 
 
frame using line duplication, and then the 1080p, 59.94 
frames-per-second sequence was scaled to 720p. After 
encoding and decoding, the video was converted back to 
1080i using the inverse process. 
The MPEG-2 HRCs were created using the ffmpeg 
encoder and decoder [11]. HRCs 12-14 contain only 
coding impairments, corresponding to three different QP 
that span the visual quality range. HRC 15 contains 
coding at the highest quality QP level selected plus 
simulated transmission errors. These were generated by 
overwriting about 11% of the bitstream with zeros, 
equally split into three parts at 21%, 43% and 64% of the 
way through the 14s video sequence’s bitstream. For 
some content, these locations had to be shifted slightly, 
because the sequence was not decodable. 
HRC 11 was an example for heterogeneous transcoding 
(e.g., two different video coding methods are applied 
sequentially, in this case, MPEG-2 and H.264). To create 
HRC 11, the decoded HRC 13 PVSs were re-encoded 
with the same settings as HRC 3. 
3. SUBJECTIVE RESULTS 
Figure 2 shows the relationship between the subjective 
Mean Opinion Score (MOS) and QP for the coding only 
H.264 sequences (HRC 1-4). The quality scores range 
from “bad” (MOS=1) to approximately “good” 
(MOS=4). For a single QP, the perceived quality spans a 
range, depending on the content. The range is largest for 
QP32, spanning 1.4 MOS. In this case, the blocking 
artifacts on the smoothly shaded background of the 
MrFinsCartoon sequence (described in Figure 1) appear 
to be very annoying, while the degradations in high 
motion sequences, such as Basketball, RotationPurple 
and FlowersAndBee, are less perceptible. 
Figure 3 presents the data from HRCs 1-4 by bitrate 
instead of QP. This semilogarithmic plot demonstrates 
the exponential relationship between the bitrate and the 
MOS. The gradient in this range is 0.232 
logBitrate/MOS. Figure 3 also demonstrates why a fixed 
bitrate per HRC may not be suitable for subjective 
experiments on HDTV content. The highest quality for 
MrFinsCartoon (MOS=3.9) is associated with a bitrate 
of 1.2 MBit/s, while the lowest quality of Rainbow 
(MOS=1.1) requires 2.1 MBit/s. Thus we see a problem 
with an HDTV experiment design that uses a full matrix 
of SRC by fixed bitrate: easy-to-code SRC produce 
transparent PVSs, while hard-to-code SRC produce 
PVSs of such low quality as to be uninteresting. 
The results for MPEG-2 coding only can be found in 
HRCs 12-14. Figure 4 and Figure 5 depict HRCs 12-14 
for QP and bitrate respectively. As seen in Figure 3 and 
Figure 5, the gradient (i.e., MOS/log(bitrate)) for MPEG-2 is 
equal to the one found for H.264.  
By comparing Figure 2 with Figure 4, we see the different 
relationship between the values of QP and MOS for H.264 
and MPEG-2. While the data on both plots appear linear, 
Figure 2 plots QP while Figure 4 plots log(QP). Because the 
relationship between the value of QP and the quantization step 
is linear for MPEG-2, when QP is low (high quality), small 
changes to QP result in dramatic changes to quality and 
bitrate. When QP is high, small changes to QP result in minor 
changes. This is why HRCs 12-14 used unevenly spaced QP 
(10, 15 & 25) to get MOSs near 2, 3, and 4. The developers of 
H.264 fixed this problem by imposing a logarithmic 
relationship between the step size of the quantizer and QP [8]. 
Thus HRC 1-4 use evenly spaced QP (26, 32, 38 & 44). 
By comparing HRC 1 and HRC 3 with HRC 9 and HRC 10 
respectively, we see that the conversion to 720p resulted in 
small changes. The average MOS for HRC 9 was 0.22 lower 
than HRC 1; and the average MOS for HRC 10 was 0.08 
lower than HRC 3. The average HRC 9 bitrate was 3% higher 
than the average HRC 1 bitrate, and the average HRC 10 
bitrate was 2% lower than the average HRC 3 bitrate.  
HRC 11 employed a two stage transcoding. The first stage 
was identical to HRC 13 (MPEG-2), and the second stage 
corresponded to HRC 3 (H.264). The decoded MPEG-2 video 
(from the first stage) was used as the input for the H.264 
encoder to complete stage two. The overall bitrate of HRC 11 
was about 40% of the bitrate of stage one alone, and the visual 
quality was reduced by 1 MOS with respect to HRC 13. The 
bitrates of the transcoded sequences in HRC 11 stage two 
were always higher than those of corresponding sequences in 
HRC 3. On average, transcoding increased the bitrate 
requirement by 8% but the visual quality stayed the same. It is 
known that there is always loss due to the different 
transformations for MPEG-2 and H.264 and the fact that the 
quantization levels are not in the same positions [12]. 
Figure 6 shows the visual quality of all video sequences with 
native 1080i H.264 encoding. The coding only impairments 
on the left side (HRCs 1-4) can be compared to coding plus 
transmission errors on the right hand side (HRCs 5-8). Since 
HRC 5-8 were all generated from HRC 1, it is obvious that the 
transmission errors were perceptible. The short burst of 0.7% 
packet loss in HRC 5 received the highest quality score. HRC 
8 used the same amount of packet loss, and this was judged to 
be 0.7 MOS worse. This can be attributed to the inferior error 
concealment algorithm. HRC 7 used the same duration of 
packet loss as HRCs 5, but a higher percentage of dropped 
packets (4.2%) which led to a lower MOS. HRC 6 also used 
the higher percentage of dropped packets (4.2%) and a longer 
duration which was judged to be even worse.  
 Figure 2: MOS versus QP for H.264 Coding (HRC 1-4) 
 
Figure 3: MOS versus bitrate [Bit/s] in semilogarithmic scaling for 
H.264 (HRC 1-4) 
 
Figure 4: MOS versus the logarithm of the QP for MPEG-2 (HRC 
12-14) 
 
Figure 5: MOS versus bitrate [Bit/s] in semilogarithmic scaling for 
MPEG-2 (HRC 12-14) 
 
Figure 6: Influence of coding, transmission errors and different 
concealment strategies on the MOS 
4. MODELING & UPPER BOUNDS, CODING ONLY 
Figure 2 through Figure 5 show the relationship between the 
MOS, QP and bitrate for H.264 and MPEG-2. The diagrams 
suggest linear behavior of the dependent variable MOS. For 
each figure, two linear models were derived using a least-
squares fit. The first model contains only the two parameters 
for a straight line. In the second fit, the offset, f(SRC), is 
chosen optimally per SRC. Thus the function has ten 
parameters in total. This second fit is over-trained yet useful 
in its indication of trends. These functions are shown in 
Table 2. For each fitting, the resulting linear correlation and 
the root mean square error (RMSE) are presented. The 
RMSE is compensated for the number of degrees of the 
fitted function. Because there was a small number of data 
points available, the increase of degrees of freedom for the 
second fit leads to a poorer RMSE in all cases. 
Table 2: Linear Fit for MOS and QP or Bitrate 
Linear Approximation (2 or 10 parameters) Corr RMSE 
H.264 
QP 
MOS= -0.172 QP + 9.249 
MOS= -0.172 QP + f(SRC) 
0.956 
0.981 
0.364 
0.417 
H.264 
Bitrate 
MOS= 2.101 log10(BR) – 10.393 
MOS= 3.082 log10(BR) + f(SRC) 
0.824 
0.963 
0.704 
0.805 
MPEG2 
QP 
MOS= -3.923 log10(QP) +8.181 
MOS= -3.923 log10(QP) +f(SRC) 
0.916 
0.983 
0.291 
0.353 
MPEG2 
Bitrate 
MOS= 1.183 log10(BR) – 4.429 
MOS= 3.721 log10(BR) + f(SRC) 
0.586 
0.954 
0.587 
0.712 
The linear fit with two parameters leads to acceptable results 
when using the QP value. QP alone explains 91% of the 
variance of subjective scores for H.264, and 84% for 
MPEG-22. When using bitrate values instead, the linear fit 
accuracy drops significantly. The two parameter bitrate 
model explains only 68% of the variance of subjective 
scores for H.264 and 34% for MPEG-2. Here, a scene 
dependent offset seems mandatory in order to reliably 
predict the perceived quality.  
This finding poses a problem for hybrid models analyzing 
encrypted transmissions. In this situation, only the bitrate is 
available and no obvious metric exists to predict the scene 
dependent offset. 
Compare the increase in accuracy when moving from the 
linear fit with two parameters to ten parameters for H.264 
and MPEG-2. The greater improvement for MPEG-2 
indicates that MPEG-2 has a stronger scene dependent 
response than H.264. This phenomenon also appears in [13].  
The correlation and the RMSE in Table 2 might be 
considered as upper bounds when validating an objective 
model that uses the QP or bitrate and eventually performs a 
content analysis as was analyzed for example in [14]. It 
should be noted that in this modeling approach many 
important aspects are missing, e.g. the image size, the frame 
rate, the influence of transmission distortions, the influence 
of different coder/decoder implementations. The results are 
also restricted to the scenario of a fixed QP value and the 
usage of the encoders and decoders used ([10] and [11]). 
5. CONCLUSIONS 
An extensive study of representative content transmitted 
over typical HDTV IPTV systems was conducted. The 
analysis contained in this paper could help tune an HDTV 
transmission system. The relationship between the visual 
quality and the bitrate or the quantization parameter was 
investigated in a linear model fit with two or ten parameters.  
The video sequences, MOS and bitstreams will be made 
freely available for research and development purposes after 
the VQEG HDTV Final Report is published. We expect that 
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this dataset could become a valuable tool for designing an 
objective video quality measurement tool that examines the 
bitstream and the decoded sequence. Upper bounds on the 
expected accuracy were given. 
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