The aim of this work is the simulation of the acoustic propagation in a moving flow using the high-frequency approach. We linearize the Euler equations around a stationary state for which the resulting system of PDE cannot be in general reduced to a wave equation. We are however able to perform a high-frequency analysis of the acoustic perturbation, using the W.K.B. method, introducing a phase and an amplitude A. The phase is solution of a Hamilton-Jacobi equation that we solve by a numerical Eulerian method using a monotone scheme [S.J. Osher, C.W. Shu, High-order essentially nonoscillatory schemes for Hamilton-Jacobi equations, SIAM J. Numer. Anal, 28 (4) (1991) 
Introduction
The goal of the present work is to apply the high-frequency asymptotic theory to the aeroacoustic equations in order to calculate the noise generated by the turbojet engines of an aircraft. The equations that model this phenomenon are the Euler equations linearized around a stationary flow U 0 .
In the case of a perturbation of an uniform flow as well as the case of a perturbation of a potential flow, the linearized Euler system reduces to the standard second order wave equation on the acoustic pressure. This resulting scalar equation has been studied by G. Legendre [9] . In our framework, we consider general stationary flows, for which the linearized Euler system can seldom be reduced to the acoustic wave equation. We concentrate on the high-frequency regime. We use for the mathematical study of this system the methods introduced by Lax [8] and by Joly-Métivier-Rauch [7] .
Recall that the plane wave a 0 e i( k. x− t) with k =| k|= /c is a classical solution of the wave equation with an uniform wave speed c: (j 2 t 2 − c 2 )u = 0. This property has been used by physicists and mathematicians to derive results in the high-frequency regime (k?1) using the Wentzel-Kramers-Brillouin (WKB) expansion. This approach permits the resolution of the original problem by searching a solution in a general analytic form usually called Ansatz:
u(t, x, k) = A(x, k)e i(k (x)− t) , A(x, k)
where is the phase of the wave and A j are real smooth functions. The asymptotic solution can locally be considered as a plane wave whose wavevector is ∇ . The asymptotic expansion is substituted in the wave equation and the sequence of coefficients of different powers of k are collected and set to zero. One deduces a nonlinear equation for the phase called the Eikonal equation. The coefficients A j of the asymptotic series are determined recursively by an evolution equation with source terms. The boundary conditions for the asymptotic solution are derived from the boundary conditions that correspond to the physical problem.
The Eikonal equation is a Hamilton-Jacobi equation of the form H (x, ∇ )=0, where H is the Hamiltonian, which is C 1 function from T * R d to R. Its solution is commonly computed along the bicharacteristics: dx/ds = jH/j , d /ds = −jH/jx. The analysis of this Hamilton-Jacobi equation taking account the caustics has been done by Duistermaat and Hörmander [5] . They introduced a Lagrangian solution such that is a Lagrangian submanifold of R 2d T * R d , obtained as the union of bicharacteristics of H, included in the characteristic manifold {(x, ), H (x, ) = 0}. The application of this method has been used in the Ph.D. Thesis of Solliec [15] to model a laser wave propagation in a plasma where the wave speed c was no longer constant. We will rely here on the framework introduced by Benamou et al. [2, 3] .
In the case of systems, this approach is still valid. The first section of this article is devoted to the linearization of the Euler system. In Section 3, we derive the asymptotic theory in this case. Section 4 introduces an Eulerian method to solve the Eikonal equation. In Section 5, we prove that the energy associated with the acoustic perturbation can be deduced from a quantity measuring convergence or divergence of rays called geometrical spreading, and which can be computed with an Eulerian method. The energy allows then to recover the amplitude of the acoustic perturbation.
Statement of the linearized problem
We consider the aeroacoustic behavior of a compressible inviscid fluid in 2D. The velocity of the fluid is denoted by ũ = (ũ,ṽ). The density, pressure, and entropy are denoted respectively by˜ ,p,S. Our problem is governed by the standard Euler equations in R t × R 2 (no sources and heat flux)
The last relation is the perfect gas state law, C v is the specific heat at constant volume, is the perfect gas constant. The aeroacoustic model is based on perturbations of a reference stationary solution
The sound velocity is given bym 2 = p/˜ . We introduce ∞ and m ∞ the constants measuring, respectively, the density of the fluid and the sound velocity in the fluid at infinity. We denote by u 0 , v 0 , m 0 , p 0 the quantities given
The system (1) rewrites using the unknowns˜ ,˜ ũ,˜ ṽ,S. Using the equalitiesp=˜ eS
The system of Euler equations is thus linearized around the given reference stationary solution as follows:
Let L be the following linear differential matricial operator of order 1 with coefficients depending on the stationary profile
where
The system (4) writes
The aim of this paper is to perform, both theoretically and numerically, a high-frequency analysis of the solution of this system using Eulerian methods. We shall compute numerically the phase associated with the high-frequency regime and give the method to evaluate the leading order term of the amplitude.
Hamilton-Jacobi equation and transport equations

Fundamental equations
In the high-frequency regime, the oscillatory behavior of the solution makes too expensive the direct numerical simulation. However, when the wave number k is much larger than the scale of the variations of the stationary quantities, we may replace the solution by the classical Anstaz ⎛
where the quantities a, b, c, d, have an asymptotic expansion, for example
The phase , as well as a j , b j , c j and d j , are assumed to be smooth real valued functions.
Remark. This approximation is not valid in the vicinity of caustics. The phase is multi-valued in this region and the amplitude becomes infinite. The generalization of this approximation is the Maslov theory of global oscillatory functions, which characterizes solutions through a Fourier Integral operator of Hörmander [6] .
Proposition 1. Expression (6) is an asymptotic solution of (5) if and only if the terms of the asymptotic expansion satisfy the system of equations:
For ∈ {−1, 0, 1}, we introduce the Hamiltonian H defined by
Proposition 2. There exists a non-trivial solution of (7) if and only if there exists
The leading order term of (6) is thus an eigenvector of j x A 1 + j y A 2 associated with the eigenvalue −j t . (7) exists if and only if:
This nonlinear first order partial differential equation is called the Eikonal equation. It splits into two families
• the equation j t + U 0 .∇ = 0, which corresponds to the whirling and entropy modes ( = 0).
• the equation (j t + U 0 .∇) 2 = m 2 0 ||∇|| 2 , which defines the acoustic modes ( = ±1).
In the study of the function , the following curves are generally introduced, they are called bicharacteristics, rais or big rays: Definition 3. The bicharacteristics are the integral curves in T * R 3 for the Hamiltonian field
Remark. Note that a bicharacteristic of the Hamiltonian H is also a bicharacteristic of the Hamiltonian det(L(Y, )). Let 0 be a given function on R 3 . Define the initial hypersurface 0 = {(t, x, y), x = x 0 (t, y)} where x 0 is smooth. Introduce the Lagrangian phase solution oḟ The proof of this result is based on the fact that the Hamiltonian is an homogeneous function of degree one in the variables = ( , , ). This property shall be the main tool of the calculus of an analytic phase which will be our reference solution to test the numerical scheme developed here. 
Transport equation
be the solution of the generic system (7). It can be shown that this system reduces to an Eulerian transport equation on a 0 as follows. 
One deduces that there exists a function S(Y, q) such that (12) is equivalent to the transport equation
We refer to [13] and to [10] for the detailed proof of this result. The characteristic curves of (14) are the rays defined by (11) (projection of bicharacteristics on (t, x, y)). Moreover, the function S depends on ∇ and Jac() which makes the numerical computation of the solution of the transport equation (14) difficult.
In what follows, we consider the acoustic modes ( = ±1) and concentrate on = 1 to have a convex Hamiltonian function. The associated Hamiltonian H 1 will be denoted in what follows by H. The case = −1 can be deduced considering a viscosity solution of H 1 (with suitable conditions) and noticing that − is a solution of H −1 .
The next section is devoted to the presentation of the numerical method.
Numerical solution of the Hamilton-Jacobi equation
We apply in this paper a numerical Eulerian method to calculate the solution of (10). This approach to determine solutions of Hamilton-Jacobi equations has been used in several areas of applications, such as in electromagnetic in the high-frequency regime (see [2] ), the shape-from-shading problem (see [11] , [12] , [14] ) and optimal control [4] . Note that it differs from the usual ray method, which consists in solving ordinary differential equations for Lagrangian unknowns along a Lagrangian trajectory.
We use a class of monotone schemes, investigated by Crandall and Lions, based upon a numerical Hamiltonian. The numerical solutions calculated through monotone schemes converge to a viscosity solution which belongs to a class of weak solutions of Hamilton-Jacobi equations characterized by entropy inequalities [1] . This viscosity solution selects (when the phase is multivalued) what the geophysicists call usually the first-arrival traveltime
The Eulerian numerical scheme
We consider the Eikonal equation for the acoustic modes
2 is a convex function with respect to and . Along with the initial condition (0, x, y) = 0 (x, y), we impose the following boundary conditions:
• Incoming condition: (t, 0, y) = inc (t, y).
• Outgoing conditions.
In particular, when there is no reflection, we enforce an outgoing boundary condition for on the boundary of computational domain.
Eq. (15) is discretized in space and time with uniform mesh intervals dx, dy and time step dt under a CFL condition. Let n ij denote a numerical approximation to the viscosity solution (t n , x i , y j )=(n dt, i dx, j dy). Upwind derivative operators are:
We consider the numerical HamiltonianĤ
where for x ∈ R, x + = max(x, 0) and x − = max(−x, 0). The hypotheses given in [11] are satisfied:
•Ĥ is a Lipschitz continuous function.
•Ĥ is consistent with H:Ĥ (u, u, v, v) = H (u, v).
•Ĥ is monotone.
Recall that the usual method in the high-frequency regime is the ray method which is a Lagrangian approach which needs to evaluate a large number of rays and to compute the phase along its characteristics. The advantage of the method used here compared with a ray tracking method is that we compute the phase on a fixed Eulerian grid.
A simple example
In this paragraph, we consider a simple non-constant non-potential reference flow U 0 = (u 0 (y), 0) and a constant sound velocity m 0 (in the region x > 0). We introduce the quantity M 0 (y) = u 0 (y)/m 0 = M 0 y + M 0 . This case is a reference case, because we are able to compute analytically the solution (t, x, y) of (15) . We compare the analytical phase and the numerical phase.
The incident acoustic wave is a wave which gradient on the incident boundary inc = {(x 0 , y 0 ) ∈ R 2 } is given by (cos , sin ). The rays (projection of the bicharacteristic strips on the physical space) are
For any given point (x, y), we deduce the initial point on the ray (x 0 , y 0 ). We thus obtain the Eulerian expression for the phase: Fig. 1 illustrates the behavior of the L ∞ error between the Eulerian numerical solution and the analytical expression according to the number of cells for the simple case of Section 4.2, which shows that the numerical scheme is valid for our reference solution. Figs. 2-4 shows the phase portraits computed by the Eulerian scheme for different more general cases of stationary flows where there is no analytical solution. 
Numerical results
Conservation of energy and geometrical spreading
In this section, we present the computation of the amplitude (a 0 , b 0 , c 0 ) needed to evaluate the term of geometrical optics. We have seen that a 0 is solution of the transport equation (14) whose source term is function of the second derivatives of , which makes the numerical simulation difficult.
To overcome this difficulty, we use the conservation of the physical energy to introduce an Eulerian method for the computation of the amplitude. This method allows us as well to compute the solution of (5) in the neighborhood of a fold caustic associated with the acoustic wave.
As in [3] , we use the integration of the energy equation along a rays tube. 
Energy conservation outside caustics
For a perfect gas, the density of total energy is given by
The system (1) implies
Hence E(t) = (t, x, y)E(t, x, y) dx dy, which is the total energy in the domain , is independent of t for a domain on which we have the boundary condition u. n = 0.
Let (x(t, y 0 ), y(t, y 0 )) be the ray starting at a point characterized by y 0 . Introduce the geometrical spreading G(t, x, y) defined as the Jacobian of ray field with respect to the coordinates of rays:
It is an Eulerian function which is computed on a fixed grid. This result is the generalization to a system of equations of the result of Benamou-Lafitte-Sentis-Solliec [3] for the geometrical spreading associated with the wave equation.
Proof (Sketch). The strategy of the proof is to use the stationary phase theorem in the expression of the energy to get rid of the terms (t, x, y) cos(k(t, x, y)) dx dy and of ( (t, x, y) cos(k(t, x, y))) 2 − 1 2 ( (t, x, y)) 2 dx dy. The energy E rewrites, using the quantities , , , and s defined by the system (2), as
where T is a linear function of ( , , , s), Q is a quadratic one and R consists of terms of greater order in the perturbed quantity.
From
We define w(0) as an infinitesimal portion of a tube formed by the rays (x(s, y 0 ), y(s, y 0 )) starting in an initial ball y 0 ∈ B(ȳ 0 , ), s ∈ [0, t 0 ], t 0 >1. The subset w(0) is transported by the bicharacteristics and
An important thing is not to truncate the free solution of the problem, but to construct a solution whose initial conditions are localized. For this purpose, for 0 < >1, we introduce a cutoff function equal to 1 on
be the asymptotic solution with the initial condition ⎛
The non-stationary phase theorem imply that the first order term of E satisfies
and that the second order term is given by As this quantity is independent on and k and is (exactly) quadratic in we get Assume now that w(t) does not meet a caustic. As the transformation from Lagrangian to Eulerian coordinates is a diffeomorphism, we obtain By letting and t 0 go to 0, the quantity A(t, x(t, y 0 ), y(t, y 0 ))G(x(t, y 0 ), y(t, y 0 )) is thus conserved along the bicharacteristics. Proposition 8 is proven.
Analysis of a ray crossing a fold caustic
The result obtained by Benamou et al. in [3] for a fold caustic and the Helmholtz equation extends to this system. A caustic point is characterized by the fact that the projection of the bicharacteristic on the physical space is no longer smooth, hence that G(t, x, y) = 0. As on a ray that goes to a caustic point, (m 2 0 (x, y)a 2 0 (t, x, y)/2 0 (x, y))G(t, x, y) is conserved, this proves that the amplitude a 2 0 (t, x, y) goes to infinity. We may extend the solution of (14) on a ray passing through a fold caustic point with the following result: [15] ).
