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Abstract
The transport coefficients of a dilute classical gas in the presence of a
drag force proportional to the velocity of the particle are determined from
the Boltzmann equation. The viscous drag force could model the friction
of solid particles with a surrounding fluid (interstitial gas phase). First,
when the drag force is the only external action on the state of the system,
the Boltzmann equation admits a Maxwellian solution f0(v, t) with a time-
dependent temperature. Then, the Boltzmann equation is solved by means
of the Chapman-Enskog expansion around the local version of the distribu-
tion f0 to obtain the relevant transport coefficients of the system: the shear
viscosity η, the thermal conductivity κ, and a new transport coefficient µ
(which is also present in granular gases) relating the heat flux with the den-
sity gradient. The results indicate that while η is not affected by the drag
force, the impact of this force on the transport coefficients κ and µ may be
significant. Finally, a stability analysis of the linear hydrodynamic equations
with respect to the time-dependent equilibrium state is performed, showing
that the onset of instability is associated with the transversal shear mode
that could be unstable for wave numbers smaller than a certain critical wave
number.
Keywords:
Boltzmann kinetic equation, drag force, transport coefficients, stability
analysis.
PACS: 05.20.Dd, 45.70.Mg, 51.10.+y, 05.60.-k
∗Corresponding author. Tel.: +34 924289527.
Email address: vicenteg@unex.es (Vicente Garzo´)
URL: http://www.unex.es/eweb/fisteor/vicente/ (Vicente Garzo´)
Preprint submitted to Physica A August 7, 2018
1. Introduction
It is quite usual in computer simulations to control the temperature of a
system by the action of a velocity-dependent external force. This type of ex-
ternal forces are usually called “thermostats” [1, 2, 3]. In the case of ordinary
fluids, the possibility of controlling the temperature is quite important from a
practical point of view since it allows for instance to compensate for dissipa-
tive heating effects and achieve a non-equilibrium steady state. In the case of
the so-called granular gases (namely, a gas constituted by hard spheres that
collide inelastically) [4, 5], the presence of an external driving force allows to
compensate for the energy dissipated by collisions and maintain the system
in rapid flow conditions [6]. Nevertheless, in spite of its practical importance,
the understanding of the influence of these forces on the transport properties
of the system is not completely understood yet [7, 8].
One of the simplest choices for the external force F seems to be a ho-
mogeneous force proportional to the velocity of the particle v, namely,
F(v) = mγv, where m is the mass of a particle and γ is a drag or fric-
tion coefficient. This drag force (whose form is based on Gauss’ principle
of least constraint [3]) has been mainly used in non-equilibrium molecular
dynamics simulations of shear flows to prevent the viscous heating effect and
measure the rheological properties of the fluid (such as the non-Newtonian
shear viscosity) in steady state conditions. In this case, the friction coef-
ficient γ is coupled to the shear rate so that the drag force acts as a ther-
mostatic force to keep the temperature constant. A natural question is to
gauge the relationship between the transport properties of the system ob-
tained in the presence of or in the absence of the thermostat. Thus, in the
case of the Boltzmann equation for a dilute gas of Maxwell molecules under
uniform shear flow, there is a close relationship between the velocity distri-
bution function with and without the thermostat [7]. On the other hand, for
non-Maxwell molecules, the above relationship does not exist and the impact
of the force on transport properties can be significant [8]. In particular, the
non-Newtonian shear viscosity of an unforced ordinary gas differs from the
one obtained when the viscous heating is controlled.
Apart from the use of nonconservative forces as thermostats, the viscous
drag force could also model the influence of gas phase on the dynamic proper-
ties of solid particles in gas-solid flows [9, 10, 11, 12]. In fact, the Boltzmann
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kinetic equation employed here (see Eq. (14) below) to determine the trans-
port coefficients reduces (in the case of elastic collisions and when the mean
flow velocities of solid and gas phases coincide) to a recent kinetic equation
[13] proposed to analyze dynamic properties of monodisperse gas-solid sus-
pensions. In this context, we expect that our study may have applications
in mesoscopic systems, such as colloids and suspensions [9, 10, 14, 15].
To the best of our knowledge, the only attempt to analyze the influence
of the drag force on transport was carried out years ago [16] for the self-
diffusion coefficient. Two different physical situations were considered: (i)
when the system as a whole is at equilibrium and (ii) when the system is
under uniform shear flow. While in the first case the friction coefficient γ is
a free parameter independent of the spatial gradients, the parameter γ is a
shear-rate dependent function in the shear flow case. The results clearly show
that in general the expression of the self-diffusion coefficient at equilibrium is
strongly modified with respect to the conventional (unforced) situation. The
aim of this paper is to extend the calculations carried out in Ref. [16] for the
self-diffusion coefficient to the remaining transport coefficients of the system.
The fact that the drag force mimics the effect of the interstitial fluid on solid
particles in gas-solid suspensions justifies the physical interest of the present
study. In this paper, the transport coefficients of the system are obtained by
solving the Boltzmann equation by means of the Chapman-Enskog method
[17] to first order in the spatial gradients. As noted in Ref. [16], since the
main effect of the external force is just to change the temperature in time,
the zeroth-order approximation f (0) in the Chapman-Enskog expansion is a
(local) time dependent Maxwell-Boltzmann distribution function. This fact
introduces additional technical difficulties not present in the absence of the
drag force. As expected, while all the transport coefficients can be exactly
obtained from the Boltzmann equation for Maxwell molecules, one has to
resort to a simple kinetic model equation to determine them for non-Maxwell
molecules. When the friction coefficient γ is not uniform, there is a new
contribution (not present in the unforced case) to the heat flux proportional
to the density gradient. This contribution defines a transport coefficient µ
which is also present in the case of granular gases [18, 19]. On the other
hand, the origin of the coefficient µ here is associated with the presence of
the viscous drag force (γ 6= 0) rather than the inelastic character of collisions.
Note that the presence of this extra term in the heat current could give rise
to an anomalous heat flow since the flow of heat from cold to hot could be
permitted [20].
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The knowledge of the transport coefficients, allows us to perform a linear
stability analysis of the hydrodynamic equations with respect to the time-
dependent equilibrium state in order to identify the conditions for stability
as functions of the wave vector and the friction coefficient γ. As we shall
see, linear stability shows two transversal (“shear”) modes and a longitudi-
nal (“heat”) mode to be unstable with respect to long enough wavelength
excitations. This kind of instability follows essentially from the presence of
a sink term in the equation for the balance of energy and presents some
similarities with the clustering instability for granular gases detected in the
seminal papers of Golhirsch and Zanetti [21] and McNamara and Young [22]
in the so-called homogeneous cooling state.
The plan of the paper is as follows. In Section 2, the drag force to be
considered is defined. It is shown that whether this force is the only external
action on the system, the system reaches in time an equilibrium-like state
but with a time-dependent temperature. Then, the corresponding Boltz-
mann equation with the presence of the drag force is solved by means of the
Chapman-Enskog expansion around this time-dependent equilibrium. The
transport coefficients are explicitly determined in Section 4 from the Boltz-
mann equation for Maxwell molecules and from the well-known Bhatnagar-
Groos-Krook (BGK) model [23] for general repulsive potentials. Section 5 is
devoted to the linear stability analysis around the time-dependent equilib-
rium state while the paper is closed in Section 6 with some conclusions.
2. Boltzmann kinetic equation. Nonconservative forces
We consider a dilute classical gas subjected to a nonconservative external
force F(r,v, t). In the low-density regime, one can assume that there are no
correlations between the velocities of two particles that are about to collide
(molecular chaos hypothesis) and hence, the two-body distribution function
factorizes into the product of the one-particle distribution functions f(r,v, t).
This distribution obeys the nonlinear Boltzmann equation
∂f
∂t
+ v · ∇f +
∂
∂v
·
(
F
m
f
)
= J [v|f, f ], (1)
where m is the mass of a particle and J [f, f ] is the Boltzmann collision
operator [23]. At a kinetic level, the knowledge of the velocity distribution
function f(r,v, t) provides all the relevant information on the state of the
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system. In particular, the first few velocity moments of f are the local
number density
n(r, t) =
∫
dv f(r,v, t), (2)
the local flow velocity
U(r, t) =
1
n(r, t)
∫
dv vf(r,v, t), (3)
and the local temperature
T (r, t) =
m
3n(r, t)
∫
dv V 2(r, t)f(r,v, t), (4)
where V(r, t) ≡ v−U(r, t) is the peculiar velocity. The macroscopic balance
equations for density, momentum, and energy follow directly from Eq. (1) by
multiplying with 1, mv, and 1
2
mv2 and integrating over v. The result is [8]
Dtn+ n∇ ·U = 0 , (5)
ρDtU+∇ · P = σU , (6)
3
2
nkBDtT +∇ · q+P : ∇U = σT . (7)
Here, Dt = ∂t +U · ∇, ρ = mn is the mass density, and the microscopic ex-
pressions for the pressure tensor P and the heat flux q are given, respectively,
by
P =
∫
dvmVV f(v), q =
∫
dv
1
2
mV 2V f(v). (8)
In addition, in Eqs. (6) and (7) we have introduced the production of mo-
mentum σU and energy σT due to the external force. They are given by
σU =
∫
dv Ff(v), σT =
∫
dv V · Ff(v). (9)
2.1. Homogeneous states
In computer simulations [3, 6], the external nonconservative forces F have
been widely employed to control the temperature of the system. The simplest
possibility seems to be a homogeneous nonconservative force proportional to
the velocity of the particle [3]. In this case,
F(v, t) = mγ(t)v, (10)
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where the amplitude of the external force γ can be a function of time. In
the case of sheared ordinary fluids, the friction coefficient γ is a negative
shear-rate dependent function chosen to compensate for the viscous heating
produced by shear work [8]. On the other hand, in the case of granular fluids
(a gas whose particles collide inelastically), γ is a positive coefficient (coupled
to the coefficient of restitution of inelastic collisions) chosen to compensate
for the energy lost by collisions [24]. In both cases, the external force plays
the role of an external thermostat introduced to maintain the system in
stationary conditions. However, as said in the Introduction, the viscous drag
force (10) has been also used to model the friction of solid particles with the
surrounding fluid in gas-solid suspensions [10, 11, 12, 13]. In this case and for
classical gases, γ is a negative coefficient independent of the imposed spatial
gradients. This will be the point of view adopted in this paper.
In the homogeneous state, n and T are spatially uniform, and with an ap-
propriate selection of the frame of reference, the mean flow velocity vanishes
(U = 0). Moreover, the production terms are σU = 0 and σT = 3nkBT so
that, the only relevant balance equation is that of the temperature (7) which
reads
∂T
∂t
= 2γT. (11)
Under these conditions, it is easy to see that the Boltzmann equation (1)
admits the solution [16]
f0(v, t) = n
(
m
2πkBT (t)
)3/2
exp
(
−
mv2
2kBT (t)
)
, (12)
where T (t) is the solution to Eq. (11). Thus, the system is in a “time-
dependent equilibrium” state. The time evolution of the temperature de-
pends on the choice of the friction coefficient γ(t). In particular, the choice
γ ≡ const. leads to an exponential behavior. Moreover, in Ref. [16] it was also
proved an H-theorem for the distribution f0 in the sense that, starting from
any initial condition and in the presence of the drag force (10), the velocity
distribution function f(r,v, t) reaches in the long time limit the Maxwellian
form (12) with a time-dependent temperature.
3. Chapman-Enskog method
The homogeneous state briefly described in Section 2 can be disturbed
by the presence of small spatial gradients. These gradients give rise to con-
tributions to the momentum and heat fluxes which are characterized by the
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transport coefficients. The determination of these coefficients is one of the
main goals of this paper.
Since we have to consider an inhomogeneous state, one has first to gen-
eralize the form of the drag force (10) to this situation. Since the influence
of the drag force on transport attempts to model the effect of gas phase into
the dynamics of solid particles, here we will assume that the external drag
force is given by
F = mγ(v −Ug), (13)
where Ug is a known reference velocity of the system. Therefore, Ug can
be interpreted as the mean velocity of gas surrounding the solid particles.
Thus, the Boltzmann equation (1) with the form (13) for the external force
becomes
∂f
∂t
+ v · ∇f + γ∆U ·
∂
∂v
f + γ
∂
∂v
·Vf = J [f, f ], (14)
where ∆U = U −Ug. When U = Ug and γ < 0, the Boltzmann equation
(14) is similar to a kinetic equation recently proposed to model the effect of
the interstitial fluid on grains in monodisperse gas-solid suspensions [13]. In
this context, our results can be considered of practical interest to analyze
transport in a dilute suspension of solid particles (whose collisions are elas-
tic) when the velocity of the particles follows the velocity of the fluid [25].
Moreover, when Ug = 0 and γ ≡ const., in the case of hard spheres the drag
force term γ∂v · vf appearing in Eq. (14) arises from a (logarithmic) change
in the time scale of the hard sphere system without external force [26].
To solve Eq. (14), we consider states that deviate from the time-dependent
equilibrium f0 by small spatial gradients. In these conditions, the Boltz-
mann equation (14) can be solved by the Chapman-Enskog method [17]
conveniently adapted to account for the time dependence of the reference
distribution function f0(r,v, t). As usual, the Chapman-Enskog method as-
sumes the existence of a normal or hydrodynamic solution [17] such that all
the space and time dependence of the distribution function f(r,v, t) only
occurs through the hydrodynamic fields n(r, t), U(r, t), and T (r, t):
f(r,v, t) = f [v|n(r, t), T (r, t),U(r, t)] . (15)
The notation on the right hand side indicates a functional dependence on
density, temperature and flow velocity. In the case of small spatial varia-
tions, the functional dependence (15) can be made local in space through an
expansion in spatial gradients of the fields. In this case,
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f = f (0) + ǫ f (1) + ǫ2 f (2) + · · · , (16)
where each factor of ǫ means an implicit gradient of a hydrodynamic field.
Moreover, in ordering the different level of approximations in Eq. (14), one
has to characterize the magnitude of the drag coefficient γ relative to the
gradients as well. As in recent previous studies [13, 27, 28], we take it to
be at least of zeroth-order in gradients. Thus, since the friction coefficient
can also depend on space, one has to write γ = γ(0) + ǫγ(1) + · · · . A dif-
ferent consideration must be given to the term proportional to the velocity
difference ∆U in Eq. (14) since it is expected that this term contributes to
the mass or heat fluxes in sedimentation problems, for instance. In fact,
the term ∆U can be interpreted as an external field (like gravity) and so, it
should be considered at least to be of first order in perturbation expansion..
Finally, according to the expansion (16) for the distribution function, the
time derivative and the fluxes are also expanded in powers of ǫ. This is the
usual Chapman-Enskog method for solving kinetic equations.
3.1. Zeroth-order approximation
To zeroth order in ǫ, the Boltzmann equation (14) for f (0) reads
∂
(0)
t f
(0) + γ(0)
∂
∂v
·Vf (0) = J [f (0), f (0)]. (17)
Upon writing Eq. (17) use has been made of the fact that ∆U is at least
of first order in the gradients. The balance equations at zeroth order give
∂
(0)
t n = ∂
(0)
t Ui = 0 and ∂
(0)
t T = 2γ
(0)T . Using these derivatives, Eq. (17)
becomes
2γ(0)T
∂f (0)
∂T
+ γ(0)
∂
∂v
·Vf (0) = J [f (0), f (0)]. (18)
A solution to Eq. (18) is given by the local version of the time-dependent
Maxwellian distribution f0, namely, f
(0) is given by Eq. (12) with the replace-
ments n→ n(r, t), v→ V(r, t), and T (t)→ T (r, t). The isotropic properties
of f (0) yield P
(0)
ij = pδij and q
(0) = 0, where p = nkBT is the hydrostatic
pressure.
4. Transport coefficients
The analysis to first order in spatial gradients is more involved and follows
similar steps as those made in the absence of external forces [17]. The kinetic
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equation for the distribution f (1) is given by(
∂
(0)
t + L
)
f (1) + γ(0)
∂
∂v
·Vf (1) = −f (0)
(
mV 2
2kBT
−
5
2
)
V · ∇ lnT
−f (0)
m
kBT
(
ViVj −
1
3
V 2δij
)
∇iUj ,
(19)
where L is the linearized Boltzmann collision operator
Lf (1) = −
(
J [f (0), f (1)] + J [f (1), f (0)]
)
. (20)
Note that γ(1) = 0 since the drag coefficient γ is a scalar, and corrections to
first order in the gradients can arise only from the divergence of the vector
field. However, as Eq. (19) shows, there is no contribution to f (1) proportional
to ∇ · U and so, the first-order correction to γ vanishes. It must be also
remarked that term ∆U does not explicitly appear in the form of the first-
order distribution f (1).
The first order contributions to the pressure tensor and the heat flux
vector are, respectively
P
(1) =
∫
dv mVVf (1)(v), q(1) =
∫
dv
m
2
V 2Vf (1)(v). (21)
The evaluation of these fluxes allows one to identify the transport coefficients.
In order to get explicit forms of these coefficients, the dependence of the
friction coefficient γ on space and time must be chosen. Here, we will assume
that γ(r, t) ∝ ν(r, t) where ν(r, t) is an effective collision frequency of the gas
(to be chosen later, see for instance the second identity in Eq. (23) for the
Boltzmann equation). In particular, for r−β-repulsive potentials, ν ∝ nT q
where q = 1
2
− 2
β
[8, 17]. For hard spheres (β → ∞), q = 1/2 while ν is
independent of temperature for Maxwell molecules (β = 4 and so, q = 0).
With this choice, the dimensionless friction coefficient γ∗ ≡ γ(0)/ν is constant.
Another possible simple choice is γ ≡ const. In this case, γ∗ depends on space
and time through the dependence of ν on the density and temperature. This
was the choice considered in Ref. [16] to evaluate the influence of the external
force on self-diffusion. The expressions of the transport coefficients when
γ ≡ const. are provided in Appendix A.
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4.1. Maxwell molecules. Boltzmann equation
The determination of the transport coefficients requires the evaluation of
certain moments of the Boltzmann collision operator. Unfortunately, these
collisional moments can only be exactly computed in the particular case
of Maxwell molecules, namely, a repulsive interaction potential of the form
φ(r) = K/r4. In this case, the collision rate appearing in the Boltzmann
collision operator is independent of the relative velocity of the two colliding
particles and hence, the collisional moments of degree k can be expressed
in terms of velocity moments of the distribution f of degree equal to or
smaller than k [29]. This is the great advantage of the Boltzmann equation
for Maxwell molecules with respect to other interaction potentials.
Let us determine first the pressure tensor P
(1)
ij . Multiplying both sides of
Eq. (19) by mViVj and integrating over velocity, one gets(
∂
(0)
t + ν
)
P
(1)
ij − 2γ
(0)P
(1)
ij = −p
(
∇iUj +∇jUi −
2
3
δij∇ ·U
)
, (22)
where use has been made of the result [8, 29]∫
dv mViVj Lf
(1) = νP
(1)
ij , ν = 3nA2. (23)
The numerical value of A2 is A2 ≃ 1.3703
√
2K/m, where K is the constant
of the Maxwell interaction potential. The solution to Eq. (22) is
P
(1)
ij = −η
(
∇iUj +∇jUi −
2
3
δij∇ ·U
)
, (24)
where η is the shear viscosity coefficient. The shear viscosity coefficient η
can be written as η = η0η
∗(γ∗), where η0 = p/ν is the Navier-Stokes shear
viscosity of a dilute gas in the absence of the external force (γ = 0). Since
γ∗ does not depend on time for Maxwell molecules, then ∂
(0)
t P
(1)
ij = 2γ
(0)P
(1)
ij
and Eq. (22) leads to the simple result η = η0. Thus, the shear viscosity η
does not depend on the drag force for Maxwell molecules.
The analysis for the heat flux q(1) follows similar mathematical steps as
those carried out for the pressure tensor. From Eq. (19), one obtains(
∂
(0)
t +
2
3
ν
)
q(1) − 3γ(0)q(1) = −
5
2
nk2BT
m
∇T, (25)
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where use has been made of the result [8]∫
dv
m
2
V 2Vi Lf
(1) =
2
3
νq(1). (26)
Since it is expected that q(1) contains a term proportional to ∇T , then the
action of the operator ∂
(0)
t on ∇T will induce a term proportional to the
density gradient due to the dependence of γ(0) on n(r, t). Thus, to first order
in gradients, the heat flow is given by
q(1) = −κ∇T − µ∇n, (27)
where κ is the thermal conductivity coefficient and µ is a new coefficient that
is absent in the absence of the drag force. As said before, the existence of this
new term in the heat flux is only due to the local dependence of γ(0) through
the density. In fact, as shown in Appendix A, µ = 0 when γ is assumed to be
constant. A similar contribution to the heat flux proportional to the density
gradient is also present in granular gases [5, 18, 19]. In this latter case, the
presence of this term is associated with the inelastic character of collisions
since the coefficient µ vanishes for elastic collisions (ordinary gases).
The coefficients κ and µ have the forms κ = κ0κ
∗(γ∗) and µ = (κ0T/n)µ
∗(γ∗),
where κ0 = (15/4)(nk
2
BT/mν) is the Navier-Stokes thermal conductivity co-
efficient in the absence of the external force. Here, κ∗ and µ∗ are dimension-
less functions of γ∗ to be consistently determined from Eq. (25). Since for
Maxwell molecules κ∗ and µ∗ do not depend on temperature, the solution to
Eq. (25) simply yields
κ∗ =
1
1 + 3
2
γ∗
, µ∗ = −3γ∗κ∗2. (28)
In contrast to the shear viscosity, the thermal conductivity κ and the coef-
ficient µ depend explicitly on the friction coefficient γ. As expected, µ = 0
when γ = 0.
4.2. General potentials. BGK kinetic model
The results derived in the previous Subsection hold for the Boltzmann
equation in the particular case of Maxwell molecules. On the other hand,
the Chapman-Enskog solution to the Boltzmann equation for interactions
different from the Maxwell one is technically difficult. In this case, it is
11
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Figure 1: Plot of the reduced transport coefficients κ∗ (left panel) and µ∗ (right panel)
versus the (dimensionless) friction coefficient |γ∗|. In the case of κ∗, the solid line refers to
the result obtained from the Boltzmann equation for Maxwell molecules while the dashed
line corresponds to the result derived from the BGK kinetic model for general repulsive
interaction potentials. In the case of µ∗, the solid line is the result obtained from the
Boltzmann equation for Maxwell molecules while the dashed and dotted lines correspond
to the results derived from the BGK kinetic model for Maxwell molecules (q = 0) and
hard spheres (q = 1
2
), respectively.
useful to consider kinetic models with the same qualitative features as the
Boltzmann equation but with a mathematically simpler structure. The most
widely kinetic model used for a dilute gas is the BGK kinetic model [8] which
is constructed by replacing the true Boltzmann collision operator by a single
relaxation-time term:
J [f, f ]→ −ζ(f − fLE), (29)
where ζ(r, t) is an effective collision frequency (independent of particle ve-
locity) and fLE is the local equilibrium distribution function. The collision
frequency ζ can be seen as a free parameter of the model to be chosen to op-
timize the agreement with the results derived from the Boltzmann equation.
The Chapman-Enskog solution to the BGK kinetic model equation pro-
ceeds in the same way as described in the previous subsection. The first-
order distribution f (1) is determined from Eq. (19) with only the replacement
Lf (1) → ζf (1). With these changes, the corresponding BGK expressions for
the transport coefficients are
η∗ =
1
1− 2qγ∗
, (30)
κ∗ =
1
1 + γ∗
, µ∗ = −
2γ∗
(1 + γ∗)[1 + (1− 2q)γ∗]
. (31)
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Equation (31) shows that, in contrast to what happens for η∗, the BGK
predictions for κ∗ and µ∗ for Maxwell molecules (q = 0) differ from those
obtained from the Boltzmann equation, Eq. (28). In addition, since γ∗ < 0
then Eqs. (30) and (31) yield physical (positive) values of the (reduced)
coefficients η∗, κ∗, and µ∗ when |γ∗| < 1.
The dependence of the (reduced) thermal conductivity κ∗ ≡ κ/κ0 and the
(reduced) coefficient µ∗ = (κ0T/n)µ on the (reduced) friction coefficient |γ
∗|
is plotted in Fig. 1. The results obtained from the Boltzmann equation for
Maxwell molecules are compared with those derived from the BGK model
for Maxwell molecules (q = 0) and hard spheres (q = 1
2
). We observe first
that the BGK predictions for Maxwell molecules agree qualitatively well with
those obtained from the Boltzmann equation, showing again the reliability of
the BGK model kinetic equation. On the other hand, the differences between
both predictions increase with the magnitude of the friction coefficient γ∗,
specially in the case of the coefficient µ∗. With respect to the influence of
the interaction potential on µ∗, we see that it is in general weak although it
becomes more significant as |γ∗| increases.
5. Stability of the time-dependent equilibrium state
The closed Navier-Stokes hydrodynamic equations for the hydrodynamic
fields n, U, and T can be obtained by replacing the constitutive forms of
the pressure tensor and the heat flux into the balance equations (5)–(7).
The corresponding Navier-Stokes hydrodynamic equations are analogous to
that of an unforced gas, except for the presence of the term γ(0)∆U in the
momentum balance equation and the terms 2γ(0)T and µ∇n in the energy
balance equation. In addition, as shown in Section 4, the shear viscosity
η and the thermal conductivity κ coefficients differ in general from those
obtained in the absence of the drag force.
As said in Section 2, the Navier-Stokes hydrodynamic equations ad-
mit a simple solution which corresponds to the so-called time-dependent
equilibrium state. It describes a uniform state with vanishing flow fields
(U = Ug = 0) and a time-dependent temperature obeying Eq. (11). An
interesting question is whether the above time-dependent equilibrium state
is stable. In order to perform this analysis, we will assume here that U = Ug
(and so, the term ∆U = 0) and consider the realistic case of hard spheres
interaction. In this case, we will use the BGK expressions of the transport
coefficients for hard spheres (q = 1/2). The analysis for other interaction
13
potentials follows similar mathematical steps as those made below for hard
spheres.
Under the above conditions, we want to carry out a linear stability anal-
ysis of the nonlinear Navier-Stokes hydrodynamic equations with respect to
the (homogeneous) time-dependent equilibrium state for small initial excita-
tions. We assume that the deviations δyα(r, t) = yα(r, t)− ysα(t) are small,
where δyα(r, t) denotes the deviations of n, U, and T from their values in
the homogeneous reference state. The quantities in this homogeneous state
verify ∇nH = ∇TH = 0, UH = 0, and ∂t lnTH = 2γ
(0), where the subscript
H means that the quantities are evaluated in the homogeneous state. On
the other hand, in contrast to the conventional analysis for unforced gases
[30], the linearization of the Navier-Stokes equations around the homoge-
neous state yields a system of partial differential equations with coefficients
that are independent of space but depend on time since the reference state is
time-dependent. Hopefully, this time dependence can be eliminated through
a change in time and space variables and a scaling of the hydrodynamic fields
[18, 31].
Let us consider now the following (reduced) time and space variables:
τ =
∫ t
0
ζH(t
′)t′, ℓ =
ζH(t)
vH(t)
r, (32)
where ζH ∝ nHT
1/2
H is the BGK collision frequency and vH =
√
2kBTH(t)/m
is the thermal velocity. The dimensionless time scale τ is a measure of the
average number of collisions per particle between 0 and t while the dimen-
sionless length scale ℓ is proportional to the mean free path of gas particles.
A set of Fourier transformed dimensionless variables are then introduced by
ρk(τ) = δnk(τ)/nH, wk(τ) = δUk(τ)/
√
TH(τ)/m and θk(τ) = δTk(τ)/TH(τ),
where δykα ≡ {ρk,wk(τ), θk(τ)} is defined as
δykα(τ) =
∫
dr′ e−ik·r
′
δyα(r
′, τ). (33)
Note that in Eq. (33) the wave vector k is dimensionless.
In Fourier space, as happens in the unforced case [30], the transverse
velocity components wk⊥ = wk − (wk · k̂)k̂ (orthogonal to the wave vector
k) decouple from the other three modes and hence can be obtained more
easily. Their evolution equation can be written as
∂
∂τ
wk⊥ +
(
γ∗H +
1
2
η∗Hk
2
)
wk⊥ = 0, (34)
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Figure 2: Dispersion relations for a dilute gas in the presence of a drag force with |γ∗
H
| =
0.1. From top to bottom the curves correspond to the two degenerate shear (transversal)
modes s4 and the remaining three longitudinal modes s1, s2 and s3. Only the real part of
the eigenvalues is presented.
where η∗H is given by Eq. (30) with q = 1/2. The solution to Eq. (34) is
wk⊥(k, τ) = wk⊥(0) exp (s⊥(k)τ) , s⊥(k) = −
(
γ∗H +
1
2
η∗Hk
2
)
. (35)
Since |γ∗H| < 1 (see Subsection 4.2), then Eq. (35) shows that there exists a
critical wave number
k⊥ =
√
2|γ∗H|(1 + |γ
∗
H|) (36)
that separates two regimes: transversal shear modes with k > k⊥ always
decay in time (stable modes) while those with k < k⊥ grow exponentially in
time (unstable modes).
The remaining (longitudinal) modes correspond to ρk, θk, and the longi-
tudinal velocity component of the velocity field, wk|| = wk · k̂ (parallel to k).
These modes are coupled and obey the equation
∂δykα(τ)
∂τ
= Mαβδykβ(τ), (37)
where δykα(τ) denotes now the set
{
ρk, wk||, θk
}
and M is the square matrix
M =
 0 −ik 0−1
2
ik −2
3
η∗Hk
2 − γ∗H −
1
2
ik
2γ∗H −
5
6
µ∗Hk
2 −2
3
ik γ∗H −
5
6
κ∗Hk
2
 , (38)
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Figure 3: Plot of the critical wave numbers k⊥ (solid line) and k‖ (dashed line) as functions
of the friction coefficient |γ∗
H
|.
where κ∗H and µ
∗
H are given by Eq. (31) with q = 1/2. The longitudinal
three modes have the form exp[sℓ(k)τ ] for ℓ = 1, 2, 3, where sℓ(k) are the
eigenvalues of the matrix M. As in the unforced case [30], it is seen that
at very small k all modes are real, while at larger k two modes become a
complex conjugate pair of propagating modes. The dispersion relations sℓ(k)
with |γ∗H| = 0.1 are plotted in Fig. 2. Only the real part (propagating modes)
of the eigenvalues is represented. We observe that the heat mode can be also
unstable for k < k‖, where k‖ is obtained from the relation detM = 0. Its
expression is
k‖ =
√
6
5
|γ∗H|
κ∗H − µ
∗
H
. (39)
The dependence of the critical values k⊥ and k‖ on |γ
∗
H| is illustrated
in Fig. 3. We observe that the magnitude of both critical values increases
with |γ∗H|. Moreover, given that k⊥ > k‖, the onset of instability is always
driven by the shear mode. Thus, according to the results obtained here, three
different regions can be identified. For k > k⊥, all modes are negative and
the system is linearly stable with respect to initial perturbations with wave
number in this range (short wavelength region). For k‖ < k < k⊥, the shear
mode is unstable while the heat mode is linearly stable. In this range, the
density (which is coupled to the heat mode) is also stable and so, density
inhomogeneities can only be generated by the nonlinear coupling with the
unstable shear mode. Finally, if k < k‖, first vortices and then clusters are
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developed and the final state of the system is strongly inhomogeneous.
It must be recalled that we have scaled the velocity field with the time-
dependent thermal velocity
√
TH(t)/m of the homogeneous reference state.
Thus, if one considers the (unscaled) velocity U, we have that the perturba-
tion δU decays exponentially in time because of ∂tTH = 2γ
(0)TH (γ
(0) < 0).
This result indicates that the linear analysis will not be sufficient and one
has to consider nonlinear terms (such the viscous heating appearing in the
balance equation for temperature) accounting for coupling between the dif-
ferent hydrodynamic modes. As happens in granular fluids [32], it is possible
that the above coupling leads to the formation of the clusters in the time-
dependent equilibrium state. In any case, the behavior of the transversal
component of the scaled velocity field provides the onset of instability since
it gives the critical size of the system beyond which the time-dependent equi-
librium state becomes unstable.
Before closing this Section, it is important to recall that we have analyzed
here the stability of the homogeneous time dependent state rather than the
stability of the steady states generated in computer simulations with the
thermostat. In this latter case, as shown in previous works on driven granular
gases [27, 33], the steady reference state turns out to be linearly stable.
6. Conclusions
In this paper we studied the effect of a drag force proportional to the
particle velocity on the transport coefficients of a dilute gas. As shown in a
previous work [16], in the homogeneous state, when this force acts only on
the system then the distribution function of gas reaches in the long time limit
a Maxwellian form f0(v, t) with a time-dependent temperature [see Eqs. (11)
and (12)]. The transport coefficients of the gas have been obtained by means
of a Chapman-Enskog expansion around the local version of the distribution
f0(v, t) instead of the (local) equilibrium distribution function. This is the
new feature of the corresponding expansion.
The fact that the temperature is not stationary in the zeroth-order so-
lution (i.e., ∂
(0)
t T 6= 0) gives rise to conceptual and practical difficulties not
present in the absence of the drag force. One of them is that in general
the evaluation of the complete nonlinear dependence of the transport coeffi-
cients on the friction coefficient γ [defined in Eq. (13)] requires the numerical
integration of the differential equations defining the transport coefficients.
This is quite an intricate problem. On the other hand, if one assumes that
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γ ∝ ν (where ν is an effective collision frequency of the system), then explicit
expressions for the above transport coefficients can be obtained. This has
been exactly accomplished here from the Boltzmann equation for Maxwell
molecules while the BGK kinetic model has been used to determine the trans-
port coefficients for non-Maxwell molecules. One of the main differences with
respect to the results derived in the conventional case is that the heat flux
q does not obey Fourier’s law since there is an additional contribution to
q proportional to the density gradient. The existence of this new term in
the heat flux is also present in the case of granular gases [4, 20]. Thus, our
model (model of elastic spheres subject to a drag force) can be seen as an
alternative [34] to the well-known inelastic hard sphere model for granular
media.
The knowledge of the transport coefficients allows one to solve the closed
set of hydrodynamic equations for situations close to the time-equilibrium
state described by the distribution f0(v, t). A linear stability analysis of
those hydrodynamic equations have been carried out and the corresponding
conditions for instability have been identified in terms of the friction coef-
ficient γ. Our results show that the reference state f0 can be unstable and
this instability is driven by the transversal shear mode (see Fig. 3). It must
be noted that the above instability is absent when the external force F is
proportional to the particle velocity v instead of the peculiar velocity V.
This result is consistent with the findings of Ref. [16] where an H-theorem
was proved for the distribution f0(t) when F ∝ v.
A possible direction of study is to extend the analysis made here for
ordinary gases to the important subject of granular gases. As a first step,
one could consider the so-called inelastic Maxwell models whose tractability
opens the possibility of obtaining exact results in some problems. Previous
works carried out by one of the authors and co-workers [35] have clearly
shown the reliability of inelastic Maxwell models to reproduce some trends
observed in real granular flows.
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Appendix A. Transport coefficients when γ is constant
In this Appendix we provide the explicit expressions of the transport
coefficients when the friction coefficient γ is constant. In this case, in contrast
to the results derived in Section 4, γ∗ ∝ ν−1 ∝ n−1T−q so that T∂Tγ
∗ ∝
−qγ∗. The expressions for the dimensionless functions η∗, κ∗, and µ∗ can be
easily determined for this choice. In particular, µ∗ = 0 for any interaction
potential and so, the conventional Fourier’s law is recovered.
In the context of the Boltzmann equation for Maxwell molecules, the
expressions of η∗ and κ∗ are the same as those obtained in Section 4, namely,
η∗ = 1 and κ∗ is given by Eq. (28). On the other hand, the BGK results differ
from those derived when γ ∝ ν since η∗ and κ∗ obey the following nonlinear
differential equations:
2γ∗
(
1− qγ∗
∂
∂γ∗
)
η∗ + (1− 2γ∗)η∗ = 1, (A.1)
2(1− q)γ∗κ∗ − 2qγ∗2
∂κ∗
∂γ∗
+ (1− γ∗)κ∗ = 1, (A.2)
where the particular case of r−β potentials has been considered. It is quite ap-
parent that Eqs. (A.1) and (A.2) must be solved in general numerically to ob-
tain the dependence of η∗ and κ∗ on γ∗. An exception corresponds to Maxwell
molecules (q = 0), in which case one simply gets η∗M = 1 and κ
∗
M = (1+γ
∗)−1.
For q 6= 0, based on previous results derived for Maxwell molecules and hard
spheres in the absence of external nonconservative forces[36, 37], it is ex-
pected that there is a weak influence of the interaction potential on transport
properties. This suggests to expand the transport properties in powers of the
interaction parameter q as an alternative to obtain accurate analytical results
for non-Maxwell molecules. Thus, for non-Maxwell molecules, we consider
the simplest approximations η∗ ≃ η∗M + η1q and κ
∗ ≃ κ∗M + κ1q. Inserting
the above expansions into Eqs. (A.1) and (A.2), respectively, and neglecting
nonlinear terms in q one obtains η1 = 0 and κ1 = 2γ
∗/(1 + γ∗)3.
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