Building meromorphic solutions of $q$-difference equations using a
  Borel-Laplace summation by Dreyfus, Thomas
ar
X
iv
:1
40
1.
45
64
v3
  [
ma
th.
CV
]  
22
 Se
p 2
01
4
BUILDING MEROMORPHIC SOLUTIONS OF q-DIFFERENCE
EQUATIONS USING A BOREL-LAPLACE SUMMATION.
THOMAS DREYFUS
Abstract. After introducing q-analogs of the Borel and Laplace transformations, we
prove that to every formal power series solution of a linear q-difference equation with
rational coefficients, we may apply several q-Borel and Laplace transformations of con-
venient orders and convenient direction in order to construct a solution of the same
equation that is meromorphic on C∗. We use this theorem to construct explicitly an in-
vertible matrix solution of a linear q-difference system with rational coefficients, of which
entries are meromorphic on C∗. Moreover, when the system has two slopes and is put in
the Birkhoff-Guenther normal form, we show how the solutions we compute are related
to the one constructed by Ramis, Sauloy and Zhang.
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Introduction
Let us consider a formal power series hˆ solution of a linear differential equation in
coefficients in C(z), where z is a complex variable. Then, see [Bal94, Ram85, Mal95,
vdPS03], we may apply to hˆ several Borel and Laplace transformations of convenient
orders and convenient direction, in order to obtain a solution that is meromorphic in
the neighborhood of the origin on a sector of the Riemann surface of the logarithm, and
that is asymptotic to hˆ. This summation process play an important role in differential
Galois theory since, for instance, it is involved in the local analytic classification of linear
differential equations. See [vdPS03].
The analytic and algebraic theory of q-difference equations has recently obtained
many contributions in the spirit of Birkhoff program. See [RSZ13]. As in the differential
case, the summation of formal power series solutions of linear q-difference equations in
coefficients in C(z) play a major role. The main goal of this paper is to explain how to
transform such power series into solutions that are meromorphic on C∗, using q-analogs
of the Borel and Laplace transformations.
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∗ ∗ ∗
Throughout this paper, q will be a fixed complex number with |q| > 1. Let us consider as
an example, the q-version of the Euler equation
zσqy + y = z,
where σq is the dilatation operator that sends y(z) to y(qz). The latter equation admits
as a solution the formal power series with complex coefficients
hˆ :=
∑
ℓ∈N
(−1)ℓq
ℓ(ℓ+1)
2 zℓ+1.
To construct a meromorphic solution of the above equation, we use the Theta function
Θq(z) :=
∑
ℓ∈Z
q
−ℓ(ℓ+1)
2 zℓ =
∏
ℓ∈N
(1− q−ℓ−1)(1 + q−ℓ−1z)(1 + q−ℓz−1),
which is analytic on C∗, vanishes on the discrete q-spiral −qZ := {−qn, n ∈ Z}, with simple
zero, and satisfies
σqΘq(z) = zΘq(z) = Θq
(
z−1
)
.
Then, for all λ ∈
(
C∗/qZ
)
\{−1} the following function S
[λ]
q
(
hˆ
)
, which is asymptotic to hˆ,
is solution of the same equation as hˆ and is meromorphic on C∗ with simple poles on the
q-spiral −λqZ:
S[λ]q
(
hˆ
)
:=
∑
ℓ∈Z
1
1 + qℓλ
×
1
Θq
(
q1+ℓλ
z
) .
More generally, consider a formal power series solution of a linear q-difference equation
in coefficients in C(z). Although there are several q-analogs of the Borel and Laplace
transformations, see [Abd60, Abd64, Dre14, DVZ09, MZ00, Ram92, RZ02, Zha99, Zha00,
Zha01, Zha02, Zha03], and we know the existence of a solution of the same equation that
is meromorphic on C∗, see [Pra86], we did not know until this paper how to compute in
general such solution using q-analogs of the Borel and Laplace transformations.
Let (µ,K) ∈ Q>0×N
∗ withK ∈ µN∗, and λ ∈ C∗/qK
−1Z. Following [Ram92, Zha02], we
define the q-analogs of the Borel and Laplace transformations we will use, see Definition 1.1
for more precisions:
Bˆµ :
∑
ℓ∈N
aℓz
ℓ 7−→
∑
ℓ∈N
aℓq
−ℓ(ℓ−1)
2µ ζℓ, L
[λ]
µ,K : f 7−→
µ
K
∑
ℓ∈K−1Z
f
(
qℓλ
)
Θq1/µ
(
q
1
µ+ℓλ
z
) .
We now present our main result, see Theorem 1.10 and Proposition 1.14 for a more
precise statement.
Theorem. Let hˆ be a formal power series solution of a linear q-difference equation in co-
efficients in C(z). There exist κ1, . . . , κr ∈ Q>0, n,K ∈ N
∗ and a finite set Σ ⊂ C∗/qn
−1Z,
we may compute from the q-difference equation, such that for all λ ∈
(
C∗/qn
−1Z
)
\ Σ,
S[λ]q
(
hˆ
)
:= L[λ]κr,n ◦ L
[λ]
κr−1,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
,
is meromorphic on C∗, and is solution of the same equation as hˆ. Moreover, S
[λ]
q
(
hˆ
)
is
asymptotic to hˆ and, for |z| close to 0 it has pole of order at most 1 that are contained in
the q1/n-spiral −λqn
−1Z.
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In §2, we give two applications of our main result. Consider a linear q-difference system
of the form
σqY = BY,
where B ∈ GLm
(
C(z)
)
, that is an invertible matrix with entries in C(z). Praagman
in [Pra86] has proved that the above equation admits a fundamental solution, that is
an invertible matrix solution, of which entries are meromorphic on C∗. The proof is
based on purely theoretical argument and is not constructive. Using the formal local
classification of q-difference systems of [vdPR07], and our main result, we show how to
construct a fundamental solution of σqY = BY , of which entries are meromorphic on C
∗.
See Corollary 2.3.
On the other side, the meromorphic solutions play a major role in Galois theory of
q-difference equations, see [Bug11, Bug12, DVRSZ03, Roq08, RS07, RS09, RSZ13, Sau00,
Sau03, Sau04a, Sau04b]. In particular the meromorphic solutions are used to prove the
descent of the Galois group to the field C, instead of the field of functions invariant
under the action of σq, that is, the field of meromorphic functions on the torus C
∗ \ qZ.
Note that this latter field can be identified with the field of elliptic functions. In [RSZ13]
the meromorphic solutions are obtained via successive gauge transformation. We show
in a particular case, see Theorem 2.5, how the solutions we compute with q-Borel and
q-Laplace transformations are related to the meromorphic solutions appearing in [RSZ13].
Acknowledgments. The author would like to thank Changgui Zhang, Jacques Sauloy,
and the anonymous referees, for their suggestions to improve the quality of the paper.
1. Meromorphic solutions of linear q-difference equations.
Let C[[z]] be the ring of formal power series and let hˆ ∈ C[[z]] be a solution of a linear
q-difference equation in coefficients in C(z). The formal series hˆ might diverges but we will
see that we can construct from hˆ, a solution of the same equation that is meromorphic
on C∗, and that is asymptotic to hˆ. In §1.1, we define q-analogs of Borel and Laplace
transformations. In §1.2 we prove that we might apply several q-Borel and q-Laplace
transformations to hˆ, to construct a solution of the same linear q-difference equation that
is meromorphic on C∗, and that is asymptotic to hˆ.
1.1. Definition of q-analogs of Borel and Laplace transformations. We start
with the definition of the q-Borel and the q-Laplace transformations. Note that the
q-Borel transformation was originally introduced in [Ram92]. When q > 1 is real and
µ = K = 1, we recover the q-Laplace transformation and the functional space introduced
in [Zha02], Theorem 1.2.1. Earlier introductions of q-Laplace transformations can be
found in [Abd60, Abd64]. Those latter behave differently than our q-Laplace transfor-
mation, since they involve q-deformations of the exponential, instead of the Theta function.
Throughout the paper, we will say that two analytic functions are equal if their analytic
continuation coincide. We fix, once for all a determination of the logarithm over the
Riemann surface of the logarithm we call log. If α ∈ C, then, we write qα instead of eα log(q).
One has qα+β = qαqβ, for all α, β ∈ C.
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Definition 1.1. Let (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, and λ ∈ C∗/qK
−1Z.
(1) We define the q-Borel transformation of order µ as follows
Bˆµ : C[[z]] −→ C[[ζ]]∑
ℓ∈N
aℓz
ℓ 7−→
∑
ℓ∈N
aℓq
−ℓ(ℓ−1)
2µ ζℓ.
(2) LetM(C∗, 0) be the field of functions that are meromorphic on some punctured neigh-
borhood of 0 in C∗. An element f ofM(C∗, 0) is said to belongs to H
[λ]
µ,K if there exist ε > 0
and a connected domain Ω ⊂ C, such that:
•
⋃
ℓ∈K−1Z
{
z ∈ C∗
∣∣∣ ∣∣∣z − λqℓ∣∣∣ < ε ∣∣∣qℓλ∣∣∣ } ⊂ Ω.
• The function f can be continued to an analytic function on Ω with q1/µ-exponential
growth of order 1 at infinity, which means that there exist constants L,M > 0,
such that for all z ∈ Ω:
|f(z)| < L
∣∣∣Θ|q|1/µ(M |z|)∣∣∣.
An element f of M(C∗, 0) is said to belongs to Hµ,K , if there exists a finite
set Σ ⊂ C∗/qK
−1Z, such that for all λ ∈
(
C∗/qK
−1Z
)
\ Σ, we have f ∈ H
[λ]
µ,K .
(3) Because of Lemma 1.3 below, the following map is defined and is called q-Laplace
transformation of order µ:
L
[λ]
µ,K : H
[λ]
µ,K −→ M(C
∗, 0)
f 7−→
µ
K
∑
ℓ∈K−1Z
f
(
qℓλ
)
Θq1/µ
(
q
1
µ+ℓλ
z
) .
For |z| close to 0, the function L
[λ]
µ,K (f) (z) has poles of order at most 1 that are contained
in the q1/K -spiral −qK
−1Zλ.
Remark 1.2. The necessity of the factor µK in L
[λ]
µ,K will appear clearly in Remark 1.7.
The following lemma generalizes [Zha02], Lemma 1.3.1, when q is not real. Since the
proof is basically the same, it will be only sketched.
Lemma 1.3. Let (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, ε > 0 and let us define
Ω :=
⋂
ℓ∈K−1Z
{
z ∈ C∗
∣∣∣ ∣∣∣z + qℓ∣∣∣ ≥ ε ∣∣∣qℓ∣∣∣ }.
There exists C > 0 such that we have on the domain Ω:∣∣∣Θq1/µ(z)∣∣∣ ≥ C ∣∣∣Θ|q|1/µ(|z|)∣∣∣ .
Proof. Since the function
∣∣∣∣ Θq1/µ (z)Θ
|q|1/µ
(|z|)
∣∣∣∣ is invariant under the action of σ1/µq := σq1/µ , we just
have to prove that we have the inequality for
z ∈ Ω
⋂{
z ∈ C∗, |z| ∈
[
1, |q|1/µ
] }
=: Γ.
We remind that Θq1/µ(z) is analytic on C
∗ and vanishes on the discrete q1/µ-spiral −qZ/µ.
Therefore, the function f :=
∣∣∣∣ Θq1/µ (z)Θ
|q|1/µ
(|z|)
∣∣∣∣ is continuous and does not vanish on Γ. Since Γ
is compact, f admits a minimum C > 0 on Γ. This yields the result. 
The following lemma will be needed in §1.2.
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Lemma 1.4. Let (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, hˆ ∈ C[[z]], λ ∈ C∗/qK
−1Z and
g ∈ H
[λ]
µ,K . Then
• Bˆµ
(
σ
1/K
q hˆ
)
= σ
1/K
q Bˆµ
(
hˆ
)
, where σ
1/K
q := σq1/K .
• Bˆµ
(
zσ
1/µ
q hˆ
)
= ζBˆµ
(
hˆ
)
.
• L
[λ]
µ,K
(
σ
1/K
q g
)
= σ
1/K
q L
[λ]
µ,K (g).
• L
[λ]
µ,K (ζg) = zσ
1/µ
q L
[λ]
µ,K (g).
Proof. The two first equalities are straightforward computations. Let us prove the third
equality. Since K ∈ µN∗, we obtain K−1Z+ µ−1 = K−1Z. Then,
L
[λ]
µ,K
(
σ
1/K
q g
)
=
µ
K
∑
ℓ∈K−1Z
g
(
q
1
K
+ℓλ
)
Θq1/µ
(
q
1
µ+ℓλ
z
)
=
µ
K
∑
ℓ∈K−1Z
g
(
qℓλ
)
Θq1/µ
(
q
1
µ+ℓλ
q1/Kz
) = σ1/Kq L[λ]µ,K (g) .
Let us now prove the last equality.
L
[λ]
µ,K (ζg) =
µ
K
∑
ℓ∈K−1Z
qℓλg
(
qℓλ
)
Θq1/µ
(
q
1
µ+ℓλ
z
)
= z
µ
K
∑
ℓ∈K−1Z
g
(
qℓλ
)
Θq1/µ
(
qℓλ
z
) = zσ1/µq L[λ]µ,K (g) .

Remark 1.5. Let us keep the same notations as in Lemma 1.4 and assume that
Bˆµ
(
hˆ
)
∈ H
[λ]
µ,K . Using Lemma 1.4, it follows that
σ1/Kq
(
L
[λ]
µ,K ◦ Bˆµ
(
hˆ
))
= L
[λ]
µ,K ◦ Bˆµ
(
σ1/Kq hˆ
)
and zL
[λ]
µ,K ◦ Bˆµ
(
hˆ
)
= L
[λ]
µ,K ◦ Bˆµ
(
zhˆ
)
.
In particular, if we additionally assume that hˆ ∈ C[[z]] is solution of a linear q-difference
equation in coefficients in C[z], then L
[λ]
µ,K ◦ Bˆµ
(
hˆ
)
∈ M(C∗, 0) is solution of the same
equation as hˆ. Since the latter solution belongs toM(C∗, 0), we obtain automatically that
it belongs to M(C∗), the field of functions that are meromorphic on C∗.
More generally, if hˆ ∈ C[[z]] is solution of a linear q-difference equation in coeffi-
cients in C[z], we wonder if there exists (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, so that
we have Bˆµ
(
hˆ
)
∈ Hµ,K . Unfortunately the answer is no as shown the following example
and we will have to apply successively several q-Borel and q-Laplace transformations to
obtain a meromorphic solution. See Theorem 1.10.
Example 1.6. Let us consider the formal power series hˆ :=
∑
ℓ∈N
q
ℓ(ℓ−1)
2 zℓ
2 ∈ C[[z]], which
is solution of the linear q-difference equation(
q2z3σ2q − z(z + 1)σq + 1
)
hˆ = 1 + z.
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We claim that for all (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, we have Bˆµ
(
hˆ
)
/∈ Hµ,K . Note
that this series was already used in [MZ00], Page 1872, as a similar counter-example. In
the latter paper, it is shown that the series Bˆµ
(
hˆ
)
belongs to C{ζ}, the ring of germ of
analytic functions at 0, if and only if µ ≤ 1. Using Lemma 1.4, we find that for all j ∈ N,
i ∈ Q, µ ∈ Q>0 and fˆ ∈ C[[z]],
(1.1) Bˆµ
(
zjσiqfˆ
)
=
ζj (σq)
i− j
µ Bˆµ
(
fˆ
)
q
j(j−1)
2µ
.
Let µ ≤ 1. Following (1.1), we obtain that Bˆµ
(
hˆ
)
is solution of(
q2−3/µζ3σ2−3/µq − q
−1/µζ2σ1−2/µq − ζσ
1−1/µ
q + 1
) (
Bˆµ
(
hˆ
))
= 1 + ζ.
Let M > 0. Using the q-difference equation satisfied by Θ|q|1/µ(M |ζ|), we find that
f :=
Bˆµ
(
hˆ
)
Θ|q|1/µ(M |ζ|)
is solution of
(1.2)
q2−3/µM2µ−3|ζ|2µ
(
ζ
|ζ|
)3
σ
2−3/µ
q f − q−1/µMµ−2|ζ|µ
(
ζ
|ζ|
)2
σ
1−2/µ
q f
−Mµ−1|ζ|µ
(
ζ
|ζ|
)
σ
1−1/µ
q f + f =
1+ζ
Θ
|q|1/µ
(M |ζ|) .
Since µ ≤ 1, (1.2) yields that
Bˆµ(hˆ)
Θ
|q|1/µ
(M |ζ|) can be continued to a meromorphic function
on C∗ with no poles, if µ < 1, and with poles of order 1 in the q-spiral qN := {qn, n ∈ N}
if µ = 1. Moreover, for all K ∈ µN∗
⋂
N∗, λ ∈ C∗/qK
−1Z, L > 0, there exists ℓ ∈ Z, such
that ∣∣∣∣∣∣
Bˆµ
(
hˆ
) (
qℓ/Kλ
)
Θ|q|1/µ(M |q
ℓ/Kλ|)
∣∣∣∣∣∣ > L.
Here, we have made the convention, that if the meromorphic function f has a pole
in ζ0, then |f(ζ0)| = +∞. Hence, for all K ∈ µN
∗⋂N∗ and for all λ ∈ C∗/qK−1Z,
we have Bˆµ
(
hˆ
)
/∈ H
[λ]
µ,K . To conclude, for all (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, we find
Bˆµ
(
hˆ
)
/∈ Hµ,K . This proves our claim.
Remark 1.7. Using the expression of Θq, we find that for all k ∈ Z, and all µ ∈ Q>0,
Θq1/µ
(
qk/µz
)
= q
k(k−1)
2µ zkΘq1/µ(z).
Following the definition of the q-Laplace transformation, we obtain that, for all
(µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗ and λ ∈ C∗/qK
−1Z,
L
[λ]
µ,K (1) = 1.
Using additionally Remark 1.5, it follows that if ℓ ∈ N, then for all (µ,K) ∈ Q>0 × N
∗
with K ∈ µN∗ and λ ∈ C∗/qK
−1Z, the function Bˆµ
(
zℓ
)
belongs to H
[λ]
µ,K and
L
[λ]
µ,K ◦ Bˆµ
(
zℓ
)
= zℓ.
More generally, if f belongs to C{z}, then for all (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗ and
λ ∈ C∗/qK
−1Z, the function Bˆµ (f) belongs to H
[λ]
µ,K and
L
[λ]
µ,K ◦ Bˆµ (f) = f.
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We finish the subsection by describing an asymptotic property of the q-Laplace trans-
formation. The following definition is inspirited by [Zha02], Definition 1.3.2.
Definition 1.8. Let us consider(µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, λ ∈ C∗/qK
−1Z,
f ∈M(C∗, 0) and fˆ :=
∑
i∈N
fˆiz
i ∈ C[[z]]. We say that
f ∼
[λ]
µ,K fˆ ,
if for all ε,R > 0 sufficiently small, there exist L,M > 0, such that for all k ∈ N and for
all z in {
z ∈ C∗
∣∣∣|z| < R} \ ⋃
ℓ∈K−1Z
{
z ∈ C∗
∣∣∣ ∣∣∣z + qℓλ∣∣∣ < ε ∣∣∣qℓλ∣∣∣ },
we have ∣∣∣∣∣f(z)−
k−1∑
i=0
fˆiz
i
∣∣∣∣∣ < LMk|q|k(k−1)2µ |z|k.
For µ ∈ Q>0, we define the formal q-Laplace transformation of order µ as follows:
Lˆµ : C[[ζ]] −→ C[[z]]∑
ℓ∈N
aℓζ
ℓ 7−→
∑
ℓ∈N
aℓq
ℓ(ℓ−1)
2µ zℓ.
Using Remark 1.7, for all ℓ ∈ N, K ∈ µN∗
⋂
N∗, and λ ∈ C∗/qK
−1Z, we obtain
L̂µ
(
ζℓ
)
= L
[λ]
µ,K
(
ζℓ
)
.
Proposition 1.9. Let us consider (µ,K) ∈ Q>0 × N
∗ with K ∈ µN∗, λ ∈ C∗/qK
−1Z,
f ∈ M(C∗, 0) and fˆ :=
∑
i∈N
fˆiζ
i ∈ C[[ζ]] such that f ∼
[λ]
µ,K fˆ . Let (µ1,K1) ∈ Q>0 × N
∗
with K1 ∈ µ1 N
∗ and K/K1 ∈ N
∗, let us choose an identification of λ, as an element of
C∗/qK
−1
1 Z and assume that f ∈ H
[λ]
µ1,K1
. Then, we have
L
[λ]
µ1,K1
(f) ∼
[λ]
µ2,K1
L̂µ1
(
fˆ
)
,
where
µ−12 := µ
−1 + µ−11 .
Proof. Let us fix ε,R > 0 sufficiently small. Due to f ∼
[λ]
µ,K fˆ , there exist L,M > 0, such
that for all k ∈ N and for all ζ in{
ζ ∈ C∗
∣∣∣|ζ| < R} \ ⋃
ℓ∈K−1Z
{
ζ ∈ C∗
∣∣∣ ∣∣∣ζ + qℓλ∣∣∣ < ε ∣∣∣qℓλ∣∣∣ } := Γ,
we have
(1.3)
∣∣∣∣∣f(ζ)−
k−1∑
i=0
fˆiζ
i
∣∣∣∣∣ < LMk|q|k(k−1)2µ |ζ|k.
Let Γ1 :=
{
z ∈ C∗
∣∣∣|z| < R} \ ⋃
ℓ∈K−11 Z
{
z ∈ C∗
∣∣∣ ∣∣∣z + qℓλ∣∣∣ < ε ∣∣∣qℓλ∣∣∣ }. We want to prove the
existence of C ∈ R>0 such that for all z ∈ Γ1, for all k ∈ N, we have∣∣∣L[λ]µ1,K1 (f) (z)− L̂µ1 (fˆ (k)) (z)∣∣∣ ≤ CMk|q|k(k−1)2µ2 |z|k.
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Let us fix k ∈ N and let fˆ (k) :=
k−1∑
i=0
fˆiζ
i. In virtue of Remark 1.7, we find that, for
all z ∈ Γ1, we have the equality∣∣∣L[λ]µ1,K1 (f) (z) − L̂µ1 (fˆ (k)) (z)∣∣∣ = ∣∣∣L[λ]µ1,K1 (f − fˆ (k)) (z)∣∣∣ .
Since K/K1 ∈ N
∗, we have Γ1 ⊂ Γ. Then, the inequality (1.3) can be used in the following
computation: ∣∣∣L[λ]µ1,K1 (f − fˆ (k)) (z)∣∣∣
≤
µ1
K1
∑
ℓ∈K−11 Z
∣∣∣∣∣∣∣∣∣∣∣
f(qℓλ)−
k−1∑
i=0
fˆiq
iℓλi
Θq1/µ1
(
q
1
µ1
+ℓ
λ
z
)
∣∣∣∣∣∣∣∣∣∣∣
≤ LMk|q|
k(k−1)
2µ
µ1
K1
∑
ℓ∈K−11 Z
∣∣∣∣∣∣∣∣∣∣
qℓkλk
Θq1/µ1
(
q
1
µ1
+ℓ
λ
z
)
∣∣∣∣∣∣∣∣∣∣
.
By straightforward computations, we find that the latter quantity is equal to
LMk|q|
k(k−1)
2µ
µ1
K1
K1/µ1∑
j=1
∣∣∣∣∣∣Θq1/µ1
q jK1 λ
z
∣∣∣∣∣∣
−1∑
ℓ∈Z
∣∣∣∣∣∣ q
jk
K1 q
ℓk
µ1 λkzℓ
q
k
µ1 q
jℓ
K1 q
ℓ(ℓ+1)
2µ1 λℓ
∣∣∣∣∣∣
≤ LMk|q|
k(k−1)
2µ
µ1
K1
K1/µ1∑
j=1
∣∣∣∣∣∣Θq1/µ1
 z
q
1+ j
K1 λ
∣∣∣∣∣∣
−1 ∣∣∣∣∣∣q
jk
K1 λk
q
k
µ1
Θ|q|1/µ1
∣∣∣∣∣∣ q
k
µ1 z
q
1+ j
K1 λ
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ LMk|q|
k(k−1)
2µ |q|
k(k−1)
2µ1 |z|k
µ1
K1
K1/µ1∑
j=1
∣∣∣∣∣∣∣
q
j
K1 Θ|q|1/µ1
(∣∣∣ z
q1+j/K1λ
∣∣∣)
q
k
µ1 Θq1/µ1
(
z
q1+j/K1λ
)
∣∣∣∣∣∣∣ .
For j ∈ {1, . . . ,K1/µ1}, let us define fj(z) :=
∣∣∣∣∣∣∣
q
j
K1 Θ|q|1/µ1
(∣∣∣ z
q1+j/K1λ
∣∣∣)
q
k
µ1 Θq1/µ1
(
z
q1+j/K1λ
)
∣∣∣∣∣∣∣ which is invariant
under the action of σq and is continuous on Γ1. With the same reasoning as in the proof
of Lemma 1.3, we establish the existence of C0 > 0, such that for all z ∈ Γ1, and for all
j ∈ {1, . . . ,K1/µ1},
fj(z) < C0.
Hence,
LMk|q|
k(k−1)
2µ |q|
k(k−1)
2µ1 |z|k
µ1
K1
K1/µ1∑
j=1
fj
≤ C0LM
k|q|
k(k−1)
2µ |q|
k(k−1)
2µ1 |z|k = C0LM
k|q|
k(k−1)
2µ2 |z|k.
This completes the proof. 
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1.2. Main result. The goal of this subsection is to prove that if a linear q-difference
equation with rational coefficients admits a formal power series hˆ as a solution, then
we may apply to hˆ several q-Borel and q-Laplace transformations of convenient orders
and convenient direction in order to obtain a solution of the same equation that belongs
to M(C∗). First, we introduce some notations.
For R ∈ {C[z],C(z)} and n ∈ N∗, we define DR,n as the ring of q-difference operators
of the form:
m∑
i=l
biσ
i/n
q ,
where bi ∈ R, l,m ∈ Z, l ≤ m, and σ
i/n
q := σqi/n . Let DR,∞ :=
⋃
n∈N∗
DR,n. To simplify the
notations, we will write DR instead of DR,1.
Let P ∈ DR,∞. The Newton polygon of P is the convex hull of the
m⋃
i=l
{
(i, j) ∈ Q× Z
∣∣∣j ≥ v0(bi)},
where v0 denotes the z-adic valuation. Let (d1, n1), . . . , (dr+1, nr+1) with d1 < · · · < dr+1,
be a minimal subset of Q× Z for the inclusion, such that the lower part of the boundary
of the Newton polygon of P is the convex hull of (d1, n1), . . . , (dr+1, nr+1). If r > 0, we
call slopes of P the rational numbers ni+1−nidi+1−di , and multiplicity of the slope
ni+1−ni
di+1−di
the
integer di+1 − di. We call positive slopes of P , the set of slopes that belongs to Q>0. If
r = 0, we make the convention that the q-difference equation has an unique slope equals
to 0.
Let hˆ ∈ C[[z]] \ {0} be a solution of a linear q-difference equation in coefficients in
C(z). Let C((z)) be the fraction field of C[[z]] and let m + 1 ∈ N∗ be the dimen-
sion of the C(z)-vectorial subspace of C((z)), spanned by 1 and
{
σiq
(
hˆ
)
, i ∈ N
}
. Let
P = amσ
m
q + am−1σ
m−1
q + · · · + a0 ∈ DC[z] and a ∈ C[z] with gcd(a, a0, . . . , am) = 1 and
P
(
hˆ
)
= a. Until the end of the subsection, we assume that P has slopes strictly bigger
than 0. Let µ1 < · · · < µr be the positive slopes of the equation and set µr+1 := +∞.
Let (κ1, . . . , κr) be defined as:
κ−1i := µ
−1
i − µ
−1
i+1.
Let K ∈ N∗ (resp. n ∈ N∗) be minimal, such that for all i ∈ {1, . . . , r}, Kκi ∈ N
∗ (resp.
such that nκr ∈ N
∗). Note that Kn ∈ N
∗, and therefore Hκr,K ⊂ Hκr,n. In what follows,
we are going to identify the elements of C∗/qn
−1Z as elements of C∗/qK
−1Z. We now state
the main result of the paper.
Theorem 1.10. There exists a finite set Σ ⊂ C∗/qn
−1Z, such that if λ ∈
(
C∗/qn
−1Z
)
\Σ,
then
Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈ H
[λ]
κ1,K
and for i = 1 (resp. i = 2, . . . , i = r−1), L
[λ]
κi,K
◦ · · · ◦L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈ H
[λ]
κi+1,K
.
Moreover, the following function
S[λ]q
(
hˆ
)
:= L[λ]κr,n ◦ L
[λ]
κr−1,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈M(C∗),
is solution of
P
(
hˆ
)
= P
(
S[λ]q
(
hˆ
))
= a ∈ C[z].
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Remark 1.11. For |z| close to 0, S
[λ]
q
(
hˆ
)
has poles of order at most 1 that are contained
in the q1/n-spiral −qn
−1Zλ.
A similar result was proved by Marotte and Zhang in [MZ00]. They have used the
analytic factorization of P to deduce a summation theorem. We are going to prove the
theorem by a purely algebraical argument based on (1.1). To illustrate the strategy of the
proof, we treat explicitly the following example.
Example 1.12. Let hˆ ∈ C[[z]] be a solution of P
(
hˆ
)
= 1 with
P := z4σ4q + zσ
2
q + σq,
and assume that the dimension of the C(z)-vectorial subspace of C((z)), spanned by 1 and{
σiq
(
hˆ
)
, i ∈ N
}
is 4. The slopes are 1 and 3/2. With (1.1), we find Q
(
Bˆ3/2
(
hˆ
))
= 1,
with
Q := (q−4ζ4 + ζ)σ
4
3
q + σq,
which has slope 3. We again use (1.1) to find R
(
Bˆ3 ◦ Bˆ3/2
(
hˆ
))
= 1, with
R := (ζ + 1)σq + q
−6ζ4σ0q ,
which has slope −4. In particular, Bˆ3◦Bˆ3/2(hˆ) ∈ C{ζ}. The q-difference equation satisfied
by this latter function implies that if λ ∈
(
C∗/q3
−1Z
)
\ {−1}, then Bˆ3 ◦ Bˆ3/2(hˆ) ∈ H
[λ]
3,3.
With Remark 1.5, we obtain that for such a λ :
Q
(
L
[λ]
3,3 ◦ Bˆ3 ◦ Bˆ3/2(hˆ)
)
= 1.
Using the same reasoning, we deduce that if
λ ∈
(
C∗/q3
−1Z
)
\
{
−1, e
iπ
3 , e
−iπ
3
}
,
then L
[λ]
3,3 ◦ Bˆ3 ◦ Bˆ3/2
(
hˆ
)
∈ H
[λ]
3/2,3, and
P
(
S[λ]q
(
hˆ
))
= 1,
where
S[λ]q
(
hˆ
)
:= L
[λ]
3/2,3 ◦ L
[λ]
3,3 ◦ Bˆ3 ◦ Bˆ3/2
(
hˆ
)
.
Newton polygon of P Newton polygon of Q Newton polygon of R
Before proving the theorem, we need to state and prove a proposition.
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Proposition 1.13. Let K ∈ N∗, hˆ ∈ C[[z]], and P ∈ DC[z],K with maximal slopes strictly
bigger than 0, such that P
(
hˆ
)
= a ∈ C[z]. Let µ1 < · · · < µr, be the positive slopes of P ,
let µ ≥ µr be a rational number, and let us assume that
K
µ ∈ N
∗. The following statement
hold.
(1) There exists Q :=
m2∑
i=m1
i∈K−1Z
bi(ζ)σ
i
q ∈ DC[ζ],K, such that the series Bˆµ
(
hˆ
)
satisfies
Q
(
Bˆµ
(
hˆ
))
= Bˆµ (a). Moreover:
• The positive slopes of Q are equal to
(
µ−11 − µ
−1
)−1
, . . . ,
(
µ−1r − µ
−1
)−1
, if µ > µr,
• The positive slopes of Q are equal to
(
µ−11 − µ
−1
)−1
, . . . ,
(
µ−1r−1 − µ
−1
)−1
, if
µ = µr, r > 1,
• Q has maximal slope equal to 0, if µ = µr, r = 1,
(2) For all i ∈ [m1,m2] ∩K
−1Z, we have
(1.4) deg
(
bi
bm2
)
≤ (m2 − i)µ.
(3) Any solution of Q
(
Bˆµ
(
hˆ
))
= Bˆµ (a) that belongs to M(C
∗, 0) belongs also to Hµ,K .
Proof. (1) We compute explicitly a linear q-difference equation satisfied by Bˆµ
(
hˆ
)
using
Lemma 1.4. Let (s1, t1), . . . , (sk, tk) with s1 < · · · < sk, be a minimal subset of Q × Z
for the inclusion, such that (s1, t1), . . . , (sk, tk) is the lower part of the boundary of the
Newton polygon of P . Since the Newton polygon has r positive slopes, it follows that
tk−r < · · · < tk. Let us write
P =:
sk∑
i=s1
i∈K−1Z
ki∑
j=0
ai,jz
jσiq,
with ai,j ∈ C and ki ∈ N. Using (1.1), we find the existence of Q ∈ DC[ζ],K, such that
Q
(
Bˆµ
(
hˆ
))
= Bˆµ (a), where
(1.5) Q :=
sk∑
i=s1
i∈K−1Z
ki∑
j=0
ai,jζ
jσ
i−j/µ
q
q
j(j−1)
2µ
.
Consequently,
• Q has positive slopes equal to
tk+1−r − tk−r
sk+1−r − sk−r −
tk+1−r−tk−r
µ
, . . . ,
tk − tk−1
sk − sk−1 −
tk−tk−1
µ
, if µ > µr,
• Q has positive slopes equal to
tk+1−r − tk−r
sk+1−r − sk−r −
tk+1−r−tk−r
µ
, . . . ,
tk−1 − tk−2
sk−1 − sk−2 −
tk−1−tk−2
µ
if µ = µr, r > 1,
• Q has maximal slope equal to 0, if µ = µr, r = 1.
Those latter equal to(
µ−11 − µ
−1
)−1
, . . . ,
(
µ−1r − µ
−1
)−1
, if µ > µr
resp. (
µ−11 − µ
−1
)−1
, . . . ,
(
µ−1r−1 − µ
−1
)−1
, if µ = µr, r > 1.
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(2) Let us write Q :=
m2∑
i=m1
i∈K−1Z
bi(ζ)σ
i
q. Following the proof of (1), we find m2 := sk −
tk
µ .
Using (1.5), we find that the ζ-degree of bm2 is tk, and the ζ-degree of the other bi are
bounded by tk + (m2 − i)µ. Hence, for all i ∈ [m1,m2] ∩K
−1Z,
deg
(
bi
bm2
)
≤ (m2 − i)µ.
This proves (2).
(3) Assume now the existence of f ∈ M(C∗, 0) solution of Q (f) = 0. Let us prove the
existence of a finite set Σ ⊂ C∗/qK
−1Z, such that for all λ ∈
(
C∗/qK
−1Z
)
\ Σ, there exist
M0 ∈ C
∗, L, ε > 0, such that f admits an analytic continuation on⋃
ℓ∈K−1Z
{
ζ ∈ C∗
∣∣∣ ∣∣∣ζ − λqℓ∣∣∣ < ε ∣∣∣qℓλ∣∣∣ },
that satisfies
(1.6) |f(ζ)| < L
∣∣∣Θ|q|1/K (M0|ζ|)∣∣∣µ/K .
Let M ∈ C∗. The function, f(ζ)Θ|q|1/K(M |ζ|)
−µ/K satisfies a linear q-difference equation
(1.7) RM
(
f(ζ)Θ|q|1/K (M |ζ|)
−µ/K
)
=
Bˆµ (a)
bm2(ζ)M
m2µ |ζ|m2µΘ|q|1/K (M |ζ|)
µ/K
with
RM :=
m2∑
i=m1
i∈K−1Z
bi(ζ)M
iµ |ζ|iµ
bm2(ζ)M
m2µ |ζ|m2µ
σiq =:
m2∑
i=m1
i∈K−1Z
ci,M (ζ)σ
i
q.
Due to (1.4), for allM ∈ C∗, the ci,M (ζ) are bounded for |ζ| big. Note that for allM ∈ C
∗,
for all i ∈ K−1Z, we have:
ci,M =M
(i−m2)µci,1.
Consequently, there exists M0 ∈ C
∗ such that
∣∣∣∣∣∣∣∣
m2−1/K∑
i=m1
i∈K−1Z
ci,M0(ζ)
∣∣∣∣∣∣∣∣ is bounded by
1
2K(m2−m1)
for |ζ| big. The q-difference equation satisfied by the right-hand side of (1.7) implies that it
tends to 0 as |ζ| tends to infinity. We recall that by construction, cm2,M0 = 1. From (1.7)
and the previous facts, we obtain that for all ζ ∈ C∗ with ζqK
−1Z does not intersect the
poles of the ci,M0 , there exists a constant L > 0, such that we have for all ℓ ∈ Z:∣∣∣∣f (ζqℓ/K)Θ|q|1/K (M0 ∣∣∣ζqℓ/K ∣∣∣)−µ/K ∣∣∣∣ < L.
In particular, this yields (1.6). The q-difference equations satisfied by Θ|q|1/K (M0|ζ|)
µ/K
and Θ|q|1/µ(|M0ζ|) imply that the function
∣∣∣∣∣∣Θ|q|1/K
(
M0|ζ|
)µ/K
Θ
|q|1/µ
(
|M0ζ|
)
∣∣∣∣∣∣ is bounded. Hence
f ∈ Hµ,K .

Proof of Theorem 1.10. Applying successively Proposition 1.13 r times, Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
has maximal slope equals to 0 and therefore it converges. Proposition 1.13 yields that
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it belongs also to Hκ1,K . Let λ ∈ C
∗/qK
−1Z such that the convergent series belongs to
H
[λ]
κ1,K
. Because of Remark 1.5, for i = 1, the function
L
[λ]
κi,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈M(C∗, 0)
satisfies the same linear q-difference equation as the formal power series Bˆκi+1◦· · ·◦Bˆκr
(
hˆ
)
.
Using additionally Proposition 1.13, we obtain that for i = 1,
L
[λ]
κi,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈ Hκi+1,K .
We apply successively the same reasoning for i = 2, . . . , i = r − 1. We obtain the existence
of Σ′, a finite subset of C∗/qK
−1Z, such that for all λ ∈
(
C∗/qK
−1Z
)
\Σ′, the following
composition of functions makes sense
L
[λ]
κr−1,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈ Hκr,K .
We recall that Kn ∈ N
∗, which implies in particular that Hκr,K ⊂ Hκr,n. Therefore, there
exists Σ, a finite subset of C∗/qn
−1Z, such that for all λ ∈
(
C∗/qn
−1Z
)
\ Σ, the following
composition of functions makes sense
S[λ]q
(
hˆ
)
:= L[λ]κr,n ◦ L
[λ]
κr−1,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
hˆ
)
∈M(C∗, 0).
Using again Remark 1.5, we deduce that S
[λ]
q
(
hˆ
)
satisfies the same linear q-difference
equation as hˆ. Since S
[λ]
q
(
hˆ
)
∈ M(C∗, 0) is solution of a linear q-difference equation
with rational coefficients, we obtain that S
[λ]
q
(
hˆ
)
belongs to M(C∗). This concludes the
proof. 
Using Proposition 1.9, we find that the meromorphic solution of Theorem 1.10 is as-
ymptotic to hˆ.
Proposition 1.14. Let us keep the same notations as in Theorem 1.10. For all
λ ∈
(
C∗/qn
−1Z
)
\ Σ, we have
S[λ]q
(
hˆ
)
∼[λ]µr,n hˆ.
Remark 1.15. Let us keep the same notations and let λ ∈
(
C∗/qn
−1Z
)
\ Σ. We wonder
if the map hˆ 7→ S
[λ]
q
(
hˆ
)
has algebraic properties. We give here a partial answer. Let
us consider f ∈ C(z) such that fhˆ ∈ C[[z]]. Since the slopes of the linear q-difference
equations satisfied by hˆ and fhˆ are the same, we obtain using Remark 1.5, that there
exists a finite set Σ′ ⊂ C∗/qn
−1Z, such that for all λ ∈
(
C∗/qn
−1Z
)
\Σ′,
S[λ]q
(
fhˆ
)
= fS[λ]q
(
hˆ
)
.
Let us now state a similar result for the system, which will be used in §2. Let us con-
sider the vector Yˆ =
(
Yˆj
)
j≤m
∈
(
C[[z]]
)m
of formal power series, solution of σqYˆ = AYˆ ,
with A ∈ GLm(C(z)). Let {µ1, . . . , µr} ∈ (Q>0)
r, be minimal in r for the inclusion, such
that each entries of the vector Yˆ satisfy a linear q-difference equation in coefficients in C[z]
with positive slopes contained in {µ1, . . . , µr}. Without loss of generality, we may assume
that µ1 < · · · < µr. Set µr+1 := +∞. Let (κ1, . . . , κr) be defined as:
κ−1i := µ
−1
i − µ
−1
i+1.
Let K ∈ N∗ (resp. n ∈ N∗) be minimal , such that for all i ∈ {1, . . . , r}, Kκi ∈ N
∗ (resp.
such that nκr ∈ N
∗).
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Theorem 1.16. There exists a finite set Σ ⊂ C∗/qn
−1Z, such that if λ ∈
(
C∗/qn
−1Z
)
\Σ,
then (
Bˆκ1 ◦ · · · ◦ Bˆκr
(
Yˆj
))
j≤m
∈
(
H
[λ]
κ1,K
)m
and for i = 1 (resp. i = 2, . . . , i = r − 1),(
L
[λ]
κi,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
Yˆj
))
j≤m
∈
(
H
[λ]
κi+1,K
)m
.
Moreover, the following vector
S[λ]q
(
Yˆ
)
:=
(
L[λ]κr,n ◦ L
[λ]
κr−1,K
◦ · · · ◦ L
[λ]
κ1,K
◦ Bˆκ1 ◦ · · · ◦ Bˆκr
(
Yˆj
))
j≤m
∈
(
M(C∗)
)m
,
is solution of σqS
[λ]
q
(
Yˆ
)
= AS
[λ]
q
(
Yˆ
)
, and satisfies S
[λ]
q
(
Yˆ
)
∼[λ]µr ,n Yˆ .
Proof. The proof is similar to the proof of Theorem 1.10. The only major difference is
that we may need additionally Remark 1.7 to treat the coordinates hˆ of Yˆ that satisfy
Bˆκi ◦ · · · ◦ Bˆκr
(
hˆ
)
∈ C{ζ}, for i ∈ {2, . . . , r}. 
2. Applications
We give two applications of Theorem 1.16. In §2.1, we obtain an explicit version of a
theorem proved by Praagman: we show how we can compute a fundamental solution of a
linear q-difference system in coefficients in C(z), of which entries are meromorphic on C∗.
In §2.2, we explain how the solutions of Theorem 1.16 are related to the solutions present
in [RSZ13] in a particular case.
If the entries of the matrix Hˆ =
(
Hˆi,j
)
∈ GLm
(
C[[z]]
)
are solutions of linear q-difference
equations in coefficients in C(z), then for a convenient n ∈ N∗ and convention choice of
λ ∈ C∗/qn
−1Z, we may apply the q-Borel and the q-Laplace transformations to every
entries of Hˆ as in Theorem 1.16 and for such a λ ∈ C∗/qn
−1Z, we write
S[λ]q
(
Hˆ
)
:=
(
S[λ]q
(
Hˆi,j
))
.
2.1. Computing a meromorphic fundamental solution of a q-difference system.
The goal of this subsection is to show how to compute an invertible matrix solution of
a linear q-difference system in coefficients in C(z), of which entries are meromorphic on C∗.
First, we introduce some notations. Note that the Theta function was already
introduced but we recall the expression for the reader’s convenience. Let us consider
the meromorphic functions on C∗, Θq(z) :=
∑
ℓ∈Z
q
−ℓ(ℓ+1)
2 zℓ, ℓq(z) :=
z
Θq(z)
d
dzΘq(z) and
Λc(z) :=
Θq(z)
Θq(z/c)
, with c ∈ C∗, that satisfy the linear q-difference equations:
• σqΘq = zΘq.
• σq ℓq = ℓq + 1.
• σq Λc = cΛc.
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Let C ∈ GLm(C) and consider now the decomposition in Jordan normal form
C = P (DN)P−1 where DN = ND, D = Diag(di) is diagonal, N is a nilpotent upper
triangular matrix and P is an invertible matrix with complex coefficients. We construct
the matrix
ΛC := P
(
Diag(Λdi)e
log(N)ℓq
)
P−1 ∈ GLm
(
C
(
ℓq, (Λc)c∈C∗
))
that satisfies
σqΛC = CΛC = ΛCC.
Remark that if c ∈ C∗ and (c) ∈ GL1(C) is the corresponding matrix, then by construc-
tion, we have Λ(c) = Λc.
Let n ∈ Z, d ∈ N∗, with gcd(n, d) = 1, if n 6= 0 and a ∈ C∗. We define the d times d
diagonal matrix as follows:
En,d,a := Diag
(
Θqd(az)
n, . . . ,Θqd(q
d−1az)n
)
.
Let C((z)) (resp. C({z})) be the fraction field of C[[z]] (resp. C{z}) and let
A,B ∈ GLm
(
C((z))
)
. The two q-difference systems, σqY = AY and σqY = BY are
said to be formally (resp. analytically) equivalent, if there exists P ∈ GLm
(
C((z))
)
(resp.
P ∈ GLm
(
C({z})
)
), called the gauge transformation, such that
B = P [A]σq := (σqP )AP
−1.
In particular,
σqY = AY ⇐⇒ σq (PY ) = BPY.
Conversely, if there exist A,B,P ∈ GLm
(
C((z))
)
such that σqY = AY , σqZ = BZ and
Z = PY , then
B = P [A]σq .
For the proof of the following theorem, see [Bug12], Theorem 1.18. See also [vdPR07],
Corollary 1.6.
Theorem 2.1. Let B that belongs to GLm
(
C({z})
)
. There exist integers n1, . . . , nk ∈ Z
we will assume to be in increasing order, d1, . . . , dk,m1, . . . ,mk ∈ N
∗, with gcd(ni, di) = 1,∑
midi = m, and
• Hˆ ∈ GLm
(
C[[z]]
)
,
• Ci ∈ GLmi(C),
• ai ∈ C
∗,
such that B = Hˆ[A]σq , where A ∈ GLm
(
C(z)
)
is defined by
σq
(
Diag
(
ΛCi ⊗ Eni,di,ai
))
= ADiag
(
ΛCi ⊗ Eni,di,ai
)
,
and Diag
(
ΛCi ⊗ Eni,di,ai
)
:=
ΛC1 ⊗ En1,d1,a1 . . .
ΛCk ⊗ Enk,dk,ak
.
Assume now that B ∈ GLm
(
C(z)
)
. We want to construct a fundamental solution of
the system σqY = BY , of which entries are meromorphic on C
∗. First, remark that the
entries of Hˆ satisfy linear q-difference equations in coefficients in C(z) since
B = σq
(
Hˆ
)
AHˆ−1.
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Lemma 2.2. There exist n ∈ N∗ and a finite set Σ˜ ⊂ C∗/qn
−1Z, such that for all
λ ∈
(
C∗/qn
−1Z
)
\ Σ˜, the invertible matrix S
[λ]
q
(
Hˆ
)
∈ GLm
(
M(C∗)
)
, is solution of:
B = σq
(
S[λ]q
(
Hˆ
))
AS[λ]q
(
Hˆ
)−1
.
Proof. Let n ∈ N∗ and Σ˜ ⊂ C∗/qn
−1Z be such that for all λ ∈
(
C∗/qn
−1Z
)
\ Σ˜, we may
apply the q Borel-Laplace summation to every entries of Hˆ and to det
(
Hˆ
)
. We apply
Theorem 1.16. We only have to prove that S
[λ]
q
(
Hˆ
)
is invertible. There exists µ ∈ Q>0,
such that
det
(
S[λ]q
(
Hˆ
))
∼[λ]µ,n det
(
Hˆ
)
6= 0.
This implies
det
(
S[λ]q
(
Hˆ
))
6= 0.

Corollary 2.3. Let λ ∈
(
C∗/qn
−1Z
)
\ Σ˜. Then,
S[λ]q
(
Hˆ
)
Diag
(
ΛCi ⊗ Eni,di,ai
)
∈ GLm
(
M(C∗)
)
is solution of σqY = BY .
2.2. Local analytic classification of linear q-difference equations. Consider a linear
q-difference system in coefficients in C({z}) that will satisfy an additional condition we
explicit above. The next theorem says that after an analytic gauge transformation, we
may put this system in the Birkhoff-Guenther normal form.
Theorem 2.4 ([RSZ13], §3.3.2). Let B ∈ GLm
(
C({z})
)
and let us consider integers
n1, . . . , nk, d1, . . . , dk,m1, . . . ,mk, and matrices C1, . . . , Ck given by Theorem 2.1. Let us
assume that all the di ∈ N
∗ are equal to 1. Then, there exist
• Ui,j , mi times mj matrices with coefficients in
nj−1∑
ν=ni
Czν ,
• F ∈ GLm
(
C{z}
)
,
such that B = F [D]σq , where:
D :=

zn1C1 . . . . . . . . . . . .
0
. . . . . . Ui,j . . .
...
. . .
. . . . . . . . .
... . . .
. . .
. . . . . .
0 . . . . . . 0 znkCk

.
In §3.3.3 of [RSZ13], it is shown the existence and the uniqueness of
Hˆ :=

Id . . . . . . . . . . . .
0
. . . . . . Hˆi,j . . .
...
. . .
. . . . . . . . .
... . . .
. . .
. . . . . .
0 . . . . . . 0 Id

∈ GLm
(
C[[z]]
)
,
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formal gauge transformation, that satisfies
D = Hˆ
[
Diag(zniCi)
]
σq
.
In [RSZ13], Theorem 6.1.2, it is proved that if for all i < j we choose λi,j ∈ C
∗/q(nj−ni)
−1Z
such that
λ
nj−ni
i,j q
−
nj−ni−1
2 qZ 6=
αi′
αj′
qZ,
for any αi′ ∈ Sp(Ci), that is the spectrum of Ci, and any αj′ ∈ Sp(Cj), then there exists
an unique matrix
Hˆ [(λi,j)] :=

Id . . . . . . . . . . . .
0
. . . . . . Hˆ
[λi,j ]
i,j . . .
...
. . .
. . . . . . . . .
... . . .
. . .
. . . . . .
0 . . . . . . 0 Id

∈ GLm
(
M(C∗)
)
,
solution of DHˆ [(λi,j)] = σq
(
Hˆ [(λi,j)]
)
Diag(zniCi), such that for all i < j, and for |z| close
to 0, the matrix Hˆ
[λi,j ]
i,j has simple poles contained in the spirals −λi,jq
(nj−ni)
−1Z.
Assume now that k = 2 and let us define the finite set Σ′ ⊂ C∗/q(n2−n1)
−1Z as follows:
Σ :=
{
λ ∈ C∗/q(n2−n1)
−1Z
∣∣∣∣∃α1 ∈ Sp(C1), α2 ∈ Sp(C2), such that λn2−n1q−n2−n1−12 qZ = α1α2 qZ
}
.
The next theorem says that in this case, the above solution is exactly the same as the one
in Theorem 1.16.
Theorem 2.5. Let λ ∈
(
C∗/q(n2−n1)
−1Z
)
\ Σ. Then, the entries of Bˆn2−n1
(
Hˆ1,2
)
belong
to H
[λ]
n2−n1,n2−n1 and
S[λ]q
(
Hˆ
)
= Hˆ [λ] :=
(
Id Hˆ
[λ]
1,2
0 Id
)
.
Proof of Theorem 2.5. Using D = Hˆ
[
Diag(zniCi)
]
σq
, we find,
(2.1) zn2σq
(
Hˆ1,2
)
C2 = z
n1C1Hˆ1,2 − U1,2.
Hence, there exist K ∈ N∗, and a finite set Σ′ ⊂ C∗/qK
−1Z, such that if
λ ∈
(
C∗/qK
−1Z
)
\Σ′, then the matrix
S[λ]q
(
Hˆ
)
:=
(
Id S
[λ]
q
(
Hˆ1,2
)
0 Id
)
∈ GLm
(
M(C∗)
)
,
is solution of DS
[λ]
q
(
Hˆ
)
= σq
(
S
[λ]
q
(
Hˆ
))
Diag(zniCi), and S
[λ]
q
(
Hˆ1,2
)
has simple poles
that are contained in the q1/K-spirals
−λqK
−1Z.
We claim that K = n2 − n1. Since the n2 − n1 is an integer, we have to prove that each
entry of Hˆ1,2 satisfies a linear q-difference equation with maximal slope n2 − n1. This
is a direct consequence of (2.1) and the fact that the entries of C1 and C2 belong to C.
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Hence K = n2 − n1 and the properties described just above the theorem tell us that if
λ ∈
(
C∗/q(n2−n1)
−1Z
)
does not belongs to neither Σ′ or Σ, then
S[λ]q
(
Hˆ
)
= Hˆ [λ].
To conclude to proof, we have to show that Σ′ ⊂ Σ. Let λ ∈
(
C∗/q(n2−n1)
−1Z
)
\ Σ and let
us prove that λ /∈ Σ′. Applying Bˆn2−n1 to Hˆ1,2, we find using Lemma 1.4 that
ζn2−n1q−
n2−n1−1
2 Bˆn2−n1
(
Hˆ1,2
)
C2 = C1Bˆn2−n1
(
Hˆ1,2
)
− Bˆn2−n1
(
z−n1U1,2
)
.
Due to Lemma 2.6 below, the entries of Bˆn2−n1
(
Hˆ1,2
)
belong to H
[λ]
n2−n1,n2−n1. Therefore,
we have λ /∈ Σ′. 
Lemma 2.6. Let α ∈ C be an eigenvalue of X 7→ C−11 XC2. Then, α is the quotient of
an eigenvalue of C2 by an eigenvalue of C1.
Proof. Let α ∈ C that is not the quotient of an eigenvalue of C2 by an eigenvalue of C1.
Let us prove that α is not an eigenvalue of X 7→ C−11 XC2. This is equivalent to prove
that 1 is not an eigenvalue of X 7→ α−1C−11 XC2, which is equivalent to the fact that
X 7→ αC1X − XC2 is not bijective. Let X such that αC1X = XC2. Then, for all
P ∈ C[T ], P (αC1)X = XP (C2). Taking P = P1, the characteristic polynomial associated
to αC1, we find that 0 = XP1(C2). The assumption we have made on α tell us that
αC1 and C2 have no eigenvalues in common. This implies that P1(C2) is invertible, and
therefore X = 0. We obtain that X 7→ αC1X − XC2 is bijective. Hence, α is not an
eigenvalue of X 7→ C−11 XC2. 
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