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ON THE COMBINATORICS OF SMOOTHING
MICAH W. CHRISMAN
Abstract. Many invariants of knots rely upon smoothing the knot at its crossings. To compute
them, it is necessary to know how to count the number of connected components the knot diagram
is broken into after the smoothing. In this paper, it is shown how to use a modification of a
theorem of Zulli together with a modification of the spectral theory of graphs to approach such
problems systematically. We give an application to counting subdiagrams of pretzel knots which
have one component after oriented and unoriented smoothings.
1. Introduction
In [16], Zulli gave a beautiful method by which to compute the number of state curves in any
state. By a state, we mean a choice of oriented or unoriented smoothing at each crossing in an
oriented virtual knot diagram.
Unoriented:
di = 1
Oriented:
di = 0
∆ = diag(d1, . . . , dn)
Using this convention (which is different than the convention in [16]), Zulli’s counting principle may
be described as follows. Let D be the Gauss diagram of a virtual knot K and G the intersection
graph of D. Let A be the adjacency matrix of the intersection graph (see Figure 1). Labelling the
vertices arbitrarily from 1 to n, we set di = 0 if the i-th crossing has an oriented smoothing and
di = 1 if the i-th crossing has the unoriented smoothing. Let ∆ = diag(d1, . . . , dn), the diagonal
matrix with these entries. For any state S, let #D(S) denote the number of state curves in K after
smoothing.
Zulli’s Loop Counting Principle (ZLCP): The number of state
curves in the smoothing S = (d1, . . . , dn) is:
#D(S) = nullityZ2(A+∆) + 1
In the present paper, we introduce a refined loop counting principle(RLCP). The aim of the re-
finement is to facilitate the computation of combinatorial invariants of virtual knots. The principle
is especially useful when applied to infinite families of knots. Such infinite families arise frequently
in virtual knot theory [5, 6].
While Zulli’s loop counting principle works for an arbitrarily labelled intersection graph, the
refined loop counting principle requires the introduction of linearly ordered graphs. A linearly ordered
graph is a simple graph having vertices labelled 1 to n and edges directed u→ v whenever u < v. A
Gauss diagram with a base point gives a canonical ordering of the arrows, so its intersection graph
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Figure 1. A knot and it’s Gauss diagram, intersection graph, and adjacency matrix.
G becomes a linearly ordered graph ~G relative to this ordering. Let ~A~G denote the skew-adjacency
matrix of ~G. With our choice for the directed edges, the skew-adjacency matrix is non-negative
above the diagonal and non-positive below the diagonal. The diagonal itself consists only of zeros.
The RLCP will also apply to smoothing along any subset of crossings. Let So be the set of
oriented smoothings, Su the set of unoriented smoothings, and S∅ the set of crossings which are not
smoothed. We call S = (So, Su, S∅) a partial smoothing of the virtual knot. If D is a Gauss diagram
of the virtual knot diagram, let D∅ denote D with all arrows corresponding to crossings in S∅ erased.
Let O be the choice of smoothing where all arrows of a diagram are given the oriented smoothing.
For any square matrix A, Let m0(A) denote the multiplicity of zero as a root of the characteristic
polynomial of A. The refined loop counting principle may then be stated as:
Refined Loop Counting Principle (RLCP): Let S = (So, Su, S∅)
be a partial state. Let ~G∅ be the linearly ordered graph of D∅.
A If Su = ∅, then #D(S) = m0( ~A~G∅) + 1.
B If j ∈ Su 6= ∅, there are Gauss diagrams Dfj (S) and Dsj (S), called
double covers of D such that #Df
j
(S)(O) = 2 · #D(S) = #Dsj (S)(O)
(see Section 2.4) .
C m0( ~A~G) may be computed directly from simpler linear ordered
graphs with known characteristic polynomials.
Part (A) of the RLCP is established along lines similar to the ZLCP. In our case, the major differ-
ence lies in computing homology over Q rather than Z2. Part (B) of the RLCP says that any loop
counting problem can be reduced to loop counting of the all oriented state. To do this, we construct
a Gauss diagram from a topological double cover of a non-orientable surface ΣD(S) associated to
D and S (see Section 2.4). Part (C) is established by considering a modification of spectral graph
theory[8, 7] for linearly ordered graphs. Indeed, we show how to compute characteristic polynomials
of linear ordered graphs from mirror images, joins, coalescence, and adding an edge. The results are
somewhat different than in the standard symmetric case. It is hoped that the RLCP will be viewed
as both an interesting application of spectral graph theory and as a useful tool for combinatorial
knot theorists.
We should pause for a moment to consider why the RLCP is necessary. In [16], Zulli introduced
the ZLCP in order to compute the Jones polynomial of knot. Besides the Jones polynomial, there
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are many virtual knot invariants which require the use of loop counting. In [3], it was shown that
there exists a Gauss diagram formula for the Conway polynomial. The diagrams in the formula may
be described as those diagrams which have one component after applying the all oriented smoothing
and are ascending (first passage of an arrow is in the direction of the arrow). This invariant also
extends to long virtual knots [4]. In [6], it was shown that this extension to long virtual knots can
be used to define infinitely many inequivalent extensions of the Conway polynomial to long virtual
knots, all of which satisfy the same skein relation. Also, loop counting can be used to generalize
many other knot invariants [1]. The RLCP is thus a useful method to aid in the computation of
these new invariants, especially on infinite families of knots (like torus knots, pretzel knots, twist
sequences, fractional twist sequences, etc.).
The author was additionally inspired by the impressive accomplishments of Zulli and Traldi [15],
Traldi [14], Manturov and Ilyutko [10], and Ilyutko, Manturov, and Nikonov[9]. In these works,
the Z2-nullity of the adjacency matrix is used to extend the ideas of knot theory to graph theory.
Traldi and Zulli have introduced the idea of loop interlacement graphs while Ilyutko, Manturov and
Nikonov have developed the concept of graph-links. It is hoped that the techniques presented here
will lead to new insights for graph-links and loop interlacement graphs.
The organization of this paper is as follows. In Section 2, we define linearly ordered graphs and
establish parts (A) and (B) of the RLCP. In Section 3, we develop a version of spectral graph theory
which applies to linearly ordered graphs and thus establish part (C) of the RLCP. In Section 4 we
illustrate the loop counting principle by counting one-component subdiagrams of pretzel knots for
different kinds of smoothings. We conclude in Section 5 with some open problems and questions.
Acknowledgements: The author is very grateful to the anonymous reviewer who found an er-
ror in the statement of Theorem 18. The author is also grateful for the interest of C. Frohman, A.
Lowrance, and M. Saito in this work.
2. Loop Counting on Gauss Diagrams
2.1. Gauss Diagrams, Intersection Graphs, and Linearly Ordered Graphs. The reader will
be assumed to be familiar with the notion of a virtual knot diagram (see, for example, [11]). We
may consider any oriented virtual knot diagram as an immersion S1 → R2 where the double points
are given as either classical crossings (with local orientation ⊕ or ⊖) or virtual crossings. The other
points are regular points of the immersion. We choose a basepoint at some regular point and leave
it fixed throughout. The basepoint is denoted by ∗. The Gauss diagram is obtained by connecting
the pre-images in S1 of each classical double point by a line segment in R2. The line segments are
directed from the over-crossing arc to the under-crossing arc. We also decorate each arrow with
the local orientation of the corresponding crossing: ⊕ or ⊖. The pre-image of the basepoint is also
marked with an ∗. This is illustrated in Figure 2.
−
+
+
1.2.
3.
4.
−
Figure 2. A virtual knot with a basepoint and its Gauss diagram
For the purposes of loop counting, the directions and signs of the arrows are irrelevant as long as it
is known whether the smoothing is oriented or unoriented. We will thus only consider the underlying
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Linearly Ordered Graphs :
~G =
1.2.
3.4.
~A~G =


0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0


Figure 3. The Linearly Ordered Graph and Skew-Adjacency Matrix of the knot
in Figure 1.
chord diagram of the Gauss diagram. Let D(S1, ∗) denote the collection of chord diagrams on S1
with a basepoint ∗.
If D ∈ D(S1, ∗), then the chords of D have a canonical ordering. The chord having the first
endpoint encountered while travelling CCW from ∗ is labelled one. Delete the chord labelled one.
The chord with the first endpoint in this diagram is labelled 2 in the original. This process is
repeated until all chords are labelled.
For any D ∈ D(S1, ∗), we define the intersection graph GD as follows [13]. The vertices of GD
are in one-to-one correspondence with the chords of D. Two vertices u, v are connected by an edge
if their corresponding chords in the Gauss diagram intersect. Each vertex of GD is labelled with the
canonical ordering of the corresponding chord. For v ∈ GD, let l(v) denote the label of v. If i is a
chord in a diagram D ∈ D(S1, ∗), then the degree of i is the degree of the corresponding vertex vi
in GD.
The intersection graph may be directed according to the canonical ordering. If u, v ∈ V (~GD) and
u ∼ v, then the edge is directed towards v if l(u) < l(v) and towards u if l(v) < l(u). All intersection
graphs GD for D ∈ D(S1, ∗) are assumed to be labelled and directed according to the canonical
ordering. An illustration for the virtual knot in Figure 1 is given in Figure 3.
Many of our results will hold not just for directed intersection graphs of chord diagrams, but also
for a class of directed graphs which we will call linearly ordered graphs : Let G be a graph with n
vertices labelled 1, . . . , n. If v is a vertex of G, let l(v) denote its label. Suppose that the edges of G
are directed so that u → v if and only if l(u) < l(v). A graph whose vertices have been so labelled
and directed will be called linearly ordered. A linearly ordered graph will be denoted ~G.
The skew-adjacency matrix of ~G is defined to be the adjacency matrix of the directed graph ~G.
In particular, the columns of the matrix are ordered by the labels of the vertices. The aij entry is 1
if i ∼ j and l(i) < l(j), 0 if i 6∼ j, and −1 if i ∼ j and l(i) > l(j). By construction, all of the elements
of the skew-adjacency matrix above the diagonal are non-negative and all of the elements below the
diagonal are non-positive (compare with [8]). The skew-adjacency matrix will be denoted ~A~G. This
is illustrated in Figure 3. The characteristic polynomial det(xI − ~A~G) of ~A~G will be denoted by
~P~G(x).
2.2. States, Smoothings and Bands. A partial state S of a virtual knot K is a choice at each
crossing of an oriented smoothing, an unoriented smoothing, or no smoothing. Let So be the set of
crossings of K with the oriented smoothing, Su the set of crossings with the unoriented smoothing,
and S∅ the set of crossings which are not smoothed. We write S = (So, Su, S∅). Let O denote the
partial state where all crossings are given the oriented smoothing. By a no-unoriented smoothing,
we mean any partial smoothing with Su = ∅.
Now suppose D ∈ D(S1, ∗). A partial state S = (So, Su, S∅) is a partition of the chords of D
into three sets where at most two of So, Su, and S∅ are empty. The partial smoothing is a compact
surface ΣD(S) defined as follows. First, the circle of D is considered as the boundary of a disk D
2.
Let D∅ denote the diagram obtained from D by deleting every chord in S∅. For every i ∈ So, we
attach an untwisted band to the endpoints of i in D∅ as in the left hand side of Figure 4. For every
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Figure 4. Adding an untwisted band (left) and a half-twisted band (right).
i ∈ Su, we attach a band with a half-twist as in the right hand side of Figure 4. The resulting
surface is ΣD(S) (see Figure 5).
1
2
3
S = ({3}, {1}, {2})
Figure 5. A chord diagram D (left) and partial smoothing ΣD(S) (right).
Definitions: The number of boundary components of ΣD(S) will be denoted #D(S). The number
of closed curves of a partial smoothing S of virtual knot K is denoted #(K|S).
Lemma 1. Let S be a partial state of a based virtual knot diagram K. Let D be the chord diagram of
a Gauss diagram of K with the canonical labelling (hence, the partial smoothing S gives a partition
of the set of chords of D). Then #(K|S) = #D(S).
Proof. Note that an oriented smoothing at a crossing creates a two component link. An unoriented
smoothing at a crossing returns a one component knot. Also, note that making a classical crossing
of K into a virtual crossing corresponds to deleting the chord of the crossing in D. The procedure
for adding bands in the definition of ΣD(S) models this procedure exactly. Hence, the number of
boundary components of ΣD(S) is exactly the number of immersed curves in the partial state. 
It will be useful in the sequel to refer to the endpoints of the chords and the corners of each band.
The endpoint of the chord i occurring first when travelling CCW from the basepoint is labelled
ai. The other endpoint is labelled bi. The two corners of side of the i-th band containing ai are
labelled a′i and a
′′
i , where a
′
i comes before ai when travelling from the basepoint and a
′′
i comes after
ai when travelling from the basepoint. Similarly, the two corners of the side of the band containing
bi are labelled b
′
i and b
′′
i , where b
′
i is encountered before bi and b
′′
i is encountered after bi. For an
illustration, see Figure 6. Note that the notation is independent of the choice of smoothing.
2.3. The No-Unoriented Smoothing: Zulli’s Theorem over Q. In this section, we establish
the validity of part (A) of the RLCP. First, it is shown that the number of partial state curves can
be computed from the rational nullity of the skew-adjacency matrix. It is then proved that this is
identically the multiplicity of zero as a root of the characteristic polynomial of the skew-adjacency
matrix.
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ai
a′i a′′i b
′′
ib
′
i
bi
Figure 6. The labelling of the endpoints of a chord and the corners of its band.
i
i*
i’
Figure 7. The 1-cycles i, i′, and i∗.
Theorem 2. [Zulli’s Theorem over Q] Let D ∈ D(S1, ∗). Let S = (So, Su, S∅) be a partial state of
D with Su = ∅. Let ~G∅ be the canonical linearly ordered graph of D∅. Then:
#D(S) = nullityQ( ~A
t
~G∅
) + 1 = nullityQ( ~A~G∅) + 1 = dimQH1(∂ΣD(S);Q).
Proof. Let n be the number of chords of D∅. Let j : (ΣD(S), ∅) → (ΣD(S), ∂ΣD(S)) denote the
inclusion of pairs. By [16], it is sufficient to show that the skew-adjacency matrix ~A~G∅ represents
the map:
j∗ : H1(ΣD(S);Q) → H1(ΣD(S), ∂ΣD(S);Q)
∼= H1(ΣD(S);Q) (Lefschetz duality)
∼= HomQ(H1(ΣD(S);Q),Q).
Consider the band I × I attached along the arcs a′ka′′k and b′kb′′k. Let ck be a 1-simplex in the
band with endpoints ak and bk corresponding to the central arc of the band. The central arc of the
band is the homeomorphic image of {1/2} × [0, 1] in ΣD(S). This 1-simplex is oriented from bi to
ai. Let c
′
k denote the 1-simplex of the chord labelled k. We orient c
′
k from ai to bi. Then ck + c
′
k is
a 1-cycle in Z(ΣD(S);Q) (see Figure 7). We will denote this 1-cycle of the chord labelled k by k.
The set of 1-cycles k just defined is a basis for H1(ΣD(S);Q). We will denote this basis by
B = {1, 2, . . . , n}. A choice of basis for H∗1 (ΣD(S);Q) can be made canonical as follows. Start
from the basepoint and move in the direction of orientation. The arc directed from a′i to a
′′
i can be
considered as a 1-cycle in Z(ΣD(S), ∂ΣD(S);Q). Denote this class by i
∗. By the proof of Alexander-
Poincare´ duality (see [12], Theorem 5.3.13), the ordered set {1∗, . . . , n∗} can be taken as an ordered
basis of H1(ΣD(S), ∂ΣD(S);Q).
Following Zulli [16], we replace the class i ∈ B by a homologous class i′ such that j∗(i) = j∗(i′)
(drawn red in Figure 7). The class of i′ is the class of the 1-simplex from a′′i to b
′
i together with the arc
from b′i to a
′′
i along the boundary of the i-th band. With this notation, it is clear that j∗(i) = j∗(i
′).
Moreover, it is seen that j∗(i
′) modulo the boundary is the i-th row of the skew-adjacency matrix.
Indeed, if a chord labelled k intersects the chord labelled i and i < k, then the contribution to the
linear combination is +1. On the other hand, if k < i, then the contribution is −1. As the surface
is orientable, the remainder of the argument in [16] follows without alteration to give:
dimQ(ker(j∗)) + 1 = dimQ(H1(∂ΣD(S),Q)).
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This completes the proof. 
To establish (A) of the RLCP, it remains to show that the number of loops in the all-oriented state
can be computed directly from the characteristic polynomial. First we must identify the eigenvectors
in the λ = 0 eigenspace. We use the notation of Theorem 2. Let E(0) denote the λ = 0 eigenspace
of ~A ~G∅ . A spanning set of eigenvectors for E(0) can be determined as follows. Let SD denote the set
of boundary components of ΣD(S). Let ι(C) be the set of all arcs a
′
ib
′′
i and a
′′
i b
′
i on the i-th band
which the component C ∈ SD contains. Let c ∈ ι(C). If c = a′ib′′i for some i, define σ(c) = 1. If
c = a′′i b
′
i for some i, define σ(c) = −1. If c ∈ ι(C) is on the i-th band, let ec denote the vector of
length n(= number of chords) having a 1 in the i-th position and zero elsewhere.
Corollary 3. Given the notation as above, the following statements hold.
(1) For all C ∈ SD, the element θC =
∑
c∈ι(C) σ(c)ec ∈ ker( ~A~G∅).
(2) The set β(D) = {θC : C ∈ SD} is a spanning set for the λ = 0 eigenspace of ~A~G∅ and is
hence linearly dependent.
(3) If β(D) 6= {~0}, there is an element of β(D) which can be removed from β(D) to give a basis
for E(0).
(4) The dimension of the λ = 0 eigenspace is equal to the algebraic multiplicity of 0 as a root of
the characteristic polynomial.
Proof. For the first claim, we note that with our choice of signs, θC is just the homology class of
±[C] written in terms of the basis B from the proof of Theorem 2. Hence θC is in the kernel of ~A~G∅ .
The second and third claims follow from Theorem 2. For the last claim, recall that since ~A~G∅ is a
skew-symmetric matrix over R, it is diagonalizable over C. On the other hand, the first three claims
show that E(0) has a basis consisting of vectors over the rationals. It follows that the dimension
of the eigenspace over the complex numbers is equal to the dimension of the eigenspace over the
rational numbers. This is exactly the algebraic multiplicity. 
2.4. Unoriented Smoothings: Double Covers of ΣD(S). Now consider the case of a partial
smoothing S where at least one arrow has the unoriented smoothing. Then ΣD(S) is non-orientable.
Thus, the proof of Theorem 2 does not apply. This problem may be solved by taking an orientable
double covering of ΣD(S) and interpreting it as a chord diagram.
Let S = (So, Su, S∅) be a partial state of D ∈ D(S1, ∗). Note that if Su is non-empty, then the
surface ΣD(S) is not orientable.
We construct an orientable double cover Σ2D(S) of ΣD(S) as follows. Draw two copies of ΣD(S)
side-by-side in R2 × R, where one is shaded blue and the other is shaded red. Consider a twisted
band B on the blue ΣD(S) and its corresponding band B
′ on the red ΣD(S). We make a horizontal
cut on B and the corresponding cut on B′. This divides each into two halves B1,B2 and B
′
1, B
′
2. We
sew B1 to B
′
2 and B2 to B
′
1 so that the half twist is preserved. The result is an orientable double
cover for ΣD(S). This process is illustrated in Figure 8.
→
The Non-Orientable Surface ΣD(S) ΣD(S) and a copy Cut and sew
Figure 8. The construction of Σ2D(S).
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Let S = (So, Su, S∅) be a partial state of D. Let A be the set of letters ai and bi and A denote
the set of letters of the form a¯i, b¯i. Travelling counter-clockwise from ∗, we write D∅ as a word in
these letters:
aj bj
W1
W2
W3
→W1ajW2bjW3,
whereWk is a possibly empty word in the characters from A\{aj, bj}. For any wordW in the letters
from A, let W¯ denote the wordW written backwards with each character x from A written as x¯ ∈ A.
We define two words W fj (S) and W
s
j (S) as follows.
W fj (S) = W1W¯2a¯jW¯1W¯3W2bjW3,
W sj (S) = W1ajW2W¯1W¯3b¯jW¯2W3.
Label 4n− 2 points counter-clockwise on S1 according to the left-to-right order of the letters in the
word W fj (S) or W
s
j (S). We define the double cover Gauss diagrams D
f
j (S) or D
s
j (S), respectively,
by drawing chords as follows.
(1) For i 6= j, if i ∈ So, then aibi and a¯ib¯i are chords.
(2) For i 6= j, if i ∈ Su, then a¯ibi and aib¯i are chords.
(3) In Dfj (S), a¯jbj is a chord. In D
s
j (S), aj b¯j is a chord.
Lemma 4. Let S = (So, Su, S∅) be a smoothing with |Su| ≥ 1. If j ∈ Su, then:
#Ds
j
(S)(O) = 2 ·#D(S) = #Df
j
(S)(O).
Proof. We construct a surface Σ′ as follows. Draw a copy of ΣD(S) in R
2×R together with a line l in
R2 which does not intersect D. Let D¯ denote the reflection of D about l. Starting with ∗, label the
endpoints of the chords in D as follows. If the chord endpoints and band corners are labeled ai, bi,
a′i, a
′′
i , b
′
i, b
′′
i as usual, the corresponding points via reflection through l, are labelled a¯i, b¯i, a¯
′
i, a¯
′′
i , b¯
′
i, b¯
′′
i
respectively. If the chord i is not in Su, we draw an untwisted band from ai to bi and a¯i to b¯i. If
the chord i is in Su, we draw an untwisted band from ai to b¯i and an untwisted band from bi to a¯i.
For the example in Figure 8, this construction is illustrated on the left hand side of Figure 9.
Figure 9. Contracting along an edge to obtain a double cover.
We must show that Σ′ is homeomorphic to Σ2D(S) and that this information is encoded in the
smoothing O of both Dfj (S) and D
s
j (S). First note that for the chord j we have two untwisted
bands. The (f)irst is one from aj to b¯j and the (s)econd is the one from bj to a¯j . First we will
choose the second band. It will be denoted by E. The band is a rectangle I × I with one side on
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the left copy of S1 and the other on the right copy of S1. The other two sides of the rectangle are
arcs going from one copy of S1 to the other. Now imagine taking the following trip. Move from the
basepoint on the first copy of S1 to the point b′j . Then follow the arc b
′
j a¯
′
j to the second copy of S
1.
Continue counter-clockwise on the D¯ copy of S1 until the arc a¯′′j b
′′
j is reached. Now continue along
this arc to the D copy of S1. Stop at the basepoint. Since the bands are connected exactly as in
Σ2D(S), we conclude that Σ
′ ≈ Σ2D(S).
Deform the embedding of the surface so that E is contracted to an interval and so that the copies
of S1 are glued along this interval (see the right picture in Figure 9). This also identifies the endpoint
of a chord in D and a chord in D¯ to create a new chord (but decreasing the total number of chords
by one). In addition, this gives a distinguished circle S1. Indeed, the circle is the path taken by
the trip defined in the previous paragraph. The resulting diagram is Dsj(S) (up to equivalence of
chord diagrams). The smoothing O of each of these diagrams is a surface homeomorphic to Σ2D(S).
Similarly, we may contract along the other untwisted band of j to get Dfj (S). 
3. Computing Characteristic Polynomials
The previous sections have reduced the problem of counting loops of partial states to finding
characteristic polynomials of the skew-adjacency matrices of linearly ordered graphs. Fortunately,
this partially falls under the purview of an existing mathematical theory. It is one of the major
accomplishments of spectral graph theory [8, 7]. Unfortunately, the theory of symmetric adjacency
matrices must be redone so that it applies to linearly ordered graphs. Many of the ideas from the
symmetric case may nonetheless be applied to our situation. Typically, we will require stronger
hypotheses to obtain similar results. The formulas we obtain will turn out to be a little different.
3.1. Mirror Images. In the symmetric case, the properties of the determinant guarantee that the
order of the vertices does not affect the characteristic polynomial. This is not the case for the
skew-symmetric adjacency matrix. However, it is true in the case of the mirror image.
Theorem 5. Let D ∈ D(S1, ∗) and let D¯ denote its mirror image. Here, D¯ is labelled by the
canonical ordering moving CCW from the basepoint. Let ~G be the linearly ordered intersection graph
of D and G¯ the linearly ordered intersection graph of D¯. Then:
~P~G(x) =
~PG¯(x).
Proof. Suppose that D has n chords. We use the Leibniz formula for the determinant of a matrix.
For the label i of D, let τ(i) denote the canonical label of the mirror image of the chord labelled i
in D¯. Then τ ∈ Sn, the symmetric group on n letters. Let A be the canonical adjacency matrix of
D and A¯ the canonical adjacency matrix of D¯. Then we have that aij = a¯τ(j)τ(i). Let A
′ = xI −A.
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Then according to the Leibniz formula for det(A′),
∑
σ∈Sn
sign(σ)
n∏
i=1
a′iσ(i) =
∑
στ−1∈(Sn)τ−1
sign(στ−1)
n∏
i=1
a′iστ−1(i)
=
∑
τ−1σ∈τ−1(Sn)
sign(τ−1σ)
n∏
i=1
a′iτ−1σ(i)
=
∑
τ−1σ∈τ−1(Sn)
sign(τ−1σ)
n∏
i=1
a¯′σ(i)τ(i)
=
∑
τ−1σ∈τ−1(Sn)
sign(τ−1σ)
n∏
j=1
a¯′jτσ−1(j)
=
∑
τ−1σ∈τ−1(Sn)
sign(τσ−1)
n∏
j=1
a¯′jτσ−1(j)
=
∑
τσ−1∈τ(Sn)−1
sign(τσ−1)
n∏
j=1
a¯′jτσ−1(j)
=
∑
γ∈Sn
sign(γ)
n∏
j=1
a¯′jγ(j)
= det(xI − A¯)
This completes the proof. 
3.2. Adding an Edge. Let ~G be a linearly ordered graph with n vertices. Let u, v ∈ V (~G) with
l(v) = l(u) + 1 and u, v not adjacent. We denote by ~G + uv the linearly ordered graph obtained
from ~G by adding a directed edge from u to v. Denote by ~G−u the graph which is obtained from ~G
by deleting the vertex u and renumbering in the obvious way. Finally, for any square matrix X , we
denote by θuv(X) the (u, v) entry of adj(X), the adjugate of X . Here, we are using the notation of
[8, 7]. For the results in this section, the reader is invited to compare these with the similar results
for the symmetric adjacency matrix case in equations (5.1.4) and (5.1.5) of [7].
Theorem 6. With the notations above, the characteristic polynomial of the skew-adjacency matrix
of ~G+ uv is given by:
~P~G+uv(x) =
~P~G−u−v(x) +
~P~G(x) + θuv(xI −A~G)− θvu(xI −A~G).
Proof. The proof is by multi-linear expansion of the determinant. Suppose that the skew-adjacency
matrix of ~G is given by:
~A~G =


A −a −b B
at 0 0 −ct
bt 0 0 −dt
C c d D

 , xI − ~A~G =


A′ a b B′
−at x 0 ct
−bt 0 x dt
C′ −c −d D′

 .
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The multi-linear expansion of |xI − ~A~G+uv| is then:∣∣∣∣∣∣∣∣
A′ a b B′
−at x −1 ct
−bt 1 x dt
C′ −c −d D′
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
A′ ~0 b B′
−at 0 0 ct
−bt 1 x dt
C′ ~0 −d D′
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
A′ ~0 ~0 B′
−at 0 −1 ct
−bt 1 0 dt
C′ ~0 ~0 D′
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
A′ a b B′
−at x 0 ct
−bt 0 x dt
C′ −c −d D′
∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
A′ a ~0 B′
−at x 1 ct
−bt 0 0 dt
C′ −c ~0 D′
∣∣∣∣∣∣∣∣
.
The first determinant on the right is θuv(xI − ~A~G). The second expression is ~P~G−u−v(x). The
third expression is ~P~G(x). The last expression is θvu(xI − ~A~G). This completes the proof of the
theorem. 
Corollary 7. Let ~G be a linearly ordered graph with vertices u, v, such that l(v) = l(u) + 1, u 6∼ v,
and a vertex in ~G is adjacent to u if and only if it is adjacent to v. Then:
~P~G+uv(x) =
~P~G−u−v(x) +
~P~G(x).
Proof. Consider the multi-linear expansion given in Theorem 6. By hypothesis, we have a = b and
c = d. Hence, we have that θuv(xI − ~A~G) = θvu(xI − ~A~G). 
3.3. Joins. Let ~G1 and ~G2 be linearly ordered graphs with n1 and n2 vertices respectively. We may
form the linearly ordered graph ~G1 ⊔ ~G2 as follows. The underlying graph is the disjoint union of
G1 and G2. Vertices corresponding to those in G1 are labelled as in ~G1. A vertex v in G2 is labelled
l(v) + n1 in ~G1 ⊔ ~G2. The following result is exactly the same as the symmetric adjacency matrix
case [8].
Theorem 8. The characteristic polynomial of ~G1 ⊔ ~G2 is given by:
~P~G1⊔~G2(x) =
~P~G1(x) · ~P~G2(x).
Suppose that we are given two linearly ordered graphs ~G1 and ~G2 with n1 and n2 vertices
respectively. We may form the join, denoted, ~G1~∇ ~G2 by taking the disjoint union of ~G1 and ~G2,
relabelling every vertex v of ~G2 by l(v) + n1 and connecting every vertex of ~G1 with every vertex
of ~G2. The new edges are directed from u ∈ V (~G1) towards v ∈ V (~G2). Then the skew-adjacency
matrix is given by: [
~A1 J
−J t ~A2
]
,
where J denotes the matrix of appropriate dimensions having all ones. An example of the join
construction is given in Figure 10.
The reader should compare this notion of join with the notion of join in [8] (Theorem 2.1.5,
Corollary 2.1.6, and Proposition 2.1.7).
Theorem 9. The characteristic polynomial of the skew adjacency matrix of ~G~∇ ~H is given by:
~P~G~∇ ~H(x) =
~P~G(x)
~P ~H(x) + (
~PK1 ~∇~G(x) − x~P~G(x))(~PK1 ~∇ ~H(x) − x~P ~H(x)).
Proof. Suppose that |~G| = n ≥ 1 and | ~H | = m ≥ 1. Let N = n +m. The proof is by induction on
N . If N = 2, then n = m = 1. In this case, the left and right hand sides of the equation are both
x2 + 1.
Now suppose that the result is true up to N − 1, where N − 1 ≥ 1 and that ~G~∇ ~H has N = n+m
vertices. We will first show that the derivative of the left-hand side is equal to the derivative of
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~G ~H ~G~∇ ~H
Figure 10. Join of ~G and ~H.
the right-hand side. Then we will show that both sides have the same value at 0. Note that the
derivative may be expressed as:
~P ′~G(x) =
n∑
j=1
~P~G−j(x),
where ~G− j represents the linearly ordered graph ~G with the vertex j deleted and all the remaining
vertices are relabelled appropriately (subtract one from the label of all vertices with label greater
than l(j)). The proof of this fact is identical to the proof of Theorem 2.3.1 in [8] (also, see this book
for further references).
It follows that the derivative of the left hand side is given by:
~P ′~G~∇ ~H(x) =
∑
j∈V (~G~∇ ~H)
~P(~G~∇ ~H)−j(x) =
∑
j∈V (~G)
~P(~G−j)~∇ ~H(x) +
∑
j∈V ( ~H)
~P~G~∇( ~H−j)(x).
We can apply the induction hypothesis to each of these summands. This gives:
~P(~G−j)~∇ ~H(x) =
~P~G−j(x)
~P ~H(x) + (
~PK1 ~∇(~G−j)(x) − x~P~G−j(x))(~PK1 ~∇ ~H(x) − x~P ~H(x)),
~P~G~∇( ~H−j)(x) =
~P~G(x)
~P ~H−j(x) + (
~PK1 ~∇~G(x)− x~P~G(x))(~PK1 ~∇( ~H−j)(x)− x~P ~H−j(x)).
The derivative of the right hand side of the equation is as follows:
~P ~H(x)
∑
j∈V (~G)
~P~G−j(x) +
~P~G(x)
∑
j∈V ( ~H)
~P ~H−j(x) + (
~PK1 ~∇~G(x) − x~P~G(x))′(~PK1 ~∇ ~H(x) − x~P ~H(x))
+ (~PK1 ~∇(~G)(x) − x~P~G(x))(~PK1 ~∇ ~H(x)− x~P ~H(x))′.
Now we take the derivative of the terms in parentheses. For ~C = ~G or ~H , we obtain:
(~PK1 ~∇ ~C(x)− x~P~C(x))′ = ~P ′K1 ~∇ ~C(x)− x · ~P
′
~C
(x)− ~P~C(x)
=
∑
j∈V (K1~∇~C)
~P(K1 ~∇~C)−j(x)− x ·
∑
j∈V (~C)
~P~C−j(x)− ~P~C(x)
=
∑
j∈V (~C)
~PK1 ~∇(~C−j)(x)− x ·
∑
j∈V (~C)
~P~C−j(x).
Comparing these expansions of the derivatives of the left and right hand sides reveals that their
derivatives are identical. To finish the proof, it needs to be shown that:
~P~G~∇ ~H(0) =
~P~G(0)
~P ~H(0) +
~PK1~∇~G(0)
~PK1 ~∇ ~H(0).
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Ultimately, we will use the Leibniz formula to justify this claim. Let A denote the skew-adjacency
matrix of ~G and B denote the skew-adjacency matrix of ~H . Note that the determinant of the skew-
adjacency matrix of K1~∇~G, where the vertex labelled 1 corresponds to the vertex added to ~G, is
~jtnadj(A)~jn. For K1
~∇ ~H , the determinant is ~jtmadj(B)~jm, where ~jm is the m× 1 matrix of all ones.
LetM denote the skew-adjacency matrix of ~G~∇ ~H . Recall the Leibniz formula for the determinant
of a matrix:
det(M) =
∣∣∣∣ A J−J t B
∣∣∣∣ =
∑
σ∈Sn+m
sign(σ)
n+m∏
i=1
miσ(i).
Let σ ∈ Sn+m and let k be the number of i between 1 and n such that σ(i) > n. Let X = {i1, . . . , ik}
denote the set of such elements.
Claim: If k ≥ 2,then there is a τ ∈ Sn+m such that:
sign(σ)
n+m∏
i=1
miσ(i) + sign(τ)
n+m∏
i=1
miτ(i) = 0.
There must also be exactly k elements j from n + 1 to m such that σ(j) < n + 1. Denote the set
of these by Y = {j1, . . . , jk}. Note that for i ∈ X and j ∈ Y , we have miσ(i) = 1 and mjσ(j) = −1.
Thus, if we take any permutation of the elements of σ(X) or a permutation of the elements of
σ(Y ) and compose it with σ to obtain a new permutation γ ∈ Sn+m, then the term below will be
unaffected:
n+m∏
i=1
miγ(i).
Since k ≥ 2, the result creates as many even permutations as odd permutations. This completes the
proof of the claim. ⊡
Now, if k = 0, then σ = τγ where τ , γ are disjoint, τ ∈ Sn and γ is a permutation of the elements
{n+ 1, . . . ,m}. It follows that:
∑
σ∈Sn+m,k=0
sign(σ)
m+n∏
i=1
miσ(i) = det(A) det(B).
Now suppose that k = 1. In this case,
∏m+n
i=1 miσ(i) consists of n−1 elements of A, m−1 elements
of B, a 1, and a −1. The 1 specifies a row coordinate i, 1 ≤ i ≤ n, and a column coordinate j,
n + 1 ≤ j ≤ m. The −1 specifies a row coordinate i′, n+ 1 ≤ i′ ≤ m and a column coordinate j′,
1 ≤ j′ ≤ n. Then these together specify the (i, j′) cofactor of A and the (i′, j) cofactor of B.
We will set-up a one-to-one correspondence with permutations of the form σ1σ2 such that σ1 ∈
S(1, . . . , n), σ2 ∈ S(n+1, . . . ,m), and sign(σ)sign(σ1σ2) = −1. Indeed, using the notation as above,
define σ1 to be σ|X and σ1(i) = j′. Define σ2 to be σ|Y and σ(i′) = j. Now, take the disjoint
cycle decompositions of σ1 and σ2. Let τ1 be the cycle of σ1 which contains i and τ2 the cycle of
σ2 which contains i
′. Note that τ1(ij)τ2 is a permutation which sends i→ j and i′ → j′. It follows
that σ = σ1(ij)σ2 and that sign(σ)sign(σ1σ2) = −1.
Hence, this defines a one-to-one correspondence between the summands of the elements of det(M)
with k = 1 and the product:
(~jtnadj(A)~jn)(~j
t
madj(B)~jm).
Note: The extra −1 adjusts for the fact the permutation in M contains an additional transposition
(ij).
It follows the desired formula evaluated at 0 is always true. Thus our argument by differentiation
shows that the formula holds for all N . This completes the proof by mathematical induction. 
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~G ~H ~G · ~H
Figure 11. Coalescing over the vertex 2 of ~G and 2′ of ~H .
3.4. Coalescence. Let G and H be disjoint undirected graphs having vertices u and v respectively.
The coalescence of G and H at u and v is the graph obtained by identifying the vertices u and
v. The coalescence is denoted G · H . For linearly ordered graphs ~G and ~H with vertices u and v
respectively, the coalescence ~G · ~H is defined to be G ·H with all the vertices of G labelled as in ~G
and each vertex w of ~H−v labelled as l(w)+n. The vertex u(= v) is labelled u. Since u is less than
every vertex in ~H − v to which it is adjacent, all of the edges from u to x ∈ V ( ~H − v) are directed
u→ x. This is illustrated in Figure 11.
Let ~G be any linearly ordered graph and u any vertex of ~G. We define the promotion of u in
~G to be the linearly ordered graph obtained from ~G by deleting the vertex u, adding a vertex v0
(with l(v0) = 1) having the same adjacent vertices as u, and relabelling any other vertex w with
l(w) < l(u) as l(w) + 1. We will denote the promotion of u in ~G as ~G↔ u.
The next result shows how the skew-spectrum of the coalescence is related to the skew-spectra of
simpler linearly ordered graphs. The proof is very similar to the proof of Theorem 2.2.3 in [8].
Theorem 10. The characteristic polynomial of the coalescence of two linearly ordered graphs ~G and
~H at u and v is given by:
~P~G· ~H(x) =
~P~G(x)
~P ~H−v(x) +
~P~G−u(x)
~P ~H↔v(x) − x~P~G−u(x)~P ~H−v(x).
Proof. Suppose that the skew-adjacency matrices of ~G and ~H are given as below:

 A α B−αt 0 βt
C −β D

 ,

 E γ F−γt 0 δt
C −δ D

 .
Here the “Greek columns” in the matrices represent the skew-adjacencies of u and v respectively.
Let M represent the skew-adjacency matrix of the linearly ordered graph ~G · ~H. Then xI −M is
given by:


A′ −α B′ ~0 ~0
αt x −βt −γt −δt
C′ β D′ ~0 ~0
~0 γ ~0 E′ F ′
~0 δ ~0 G′ H ′

 ,
where A′, B′, C′, D′, E′, F ′, G′, H ′, I ′ are the matrices obtained from A,B,C,D,E, F,G,H, I upon
subtracting M from xI. Since the determinant is multi-linear, it follows that det(xI −M) may be
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expressed as:
∣∣∣∣∣∣∣∣∣∣
A′ ~0 B′ ~0 ~0
αt x −βt −γt −δt
C′ ~0 D′ ~0 ~0
~0 γ ~0 E′ F ′
~0 δ ~0 G′ H ′
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
A′ −α B′ ~0 ~0
αt x −βt −γt −δt
C′ β D′ ~0 ~0
~0 ~0 ~0 E′ F ′
~0 ~0 ~0 G′ H ′
∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣
A′ ~0 B′ ~0 ~0
αt x −βt −γt −δt
C′ ~0 D′ ~0 ~0
~0 ~0 ~0 E′ F ′
~0 ~0 ~0 G′ H ′
∣∣∣∣∣∣∣∣∣∣
.
The second determinant is ~P~G(x)
~P ~H−v(x). The third determinant is x
~P~G−u(x)
~P ~H−v(x). The first
determinant may be rearranged as follows to obtain ~P~G−u(x)
~P ~H↔v(x):
∣∣∣∣∣∣∣∣∣∣
A′ ~0 B′ ~0 ~0
αt x −βt −γt −δt
C′ ~0 D′ ~0 ~0
~0 γ ~0 E′ F ′
~0 δ ~0 G′ H ′
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
A′ B′ ~0 ~0 ~0
C′ D′ ~0 ~0 ~0
αt −βt x −γt −δt
~0 ~0 γ E′ F ′
~0 ~0 δ G′ H ′
∣∣∣∣∣∣∣∣∣∣
.

3.5. Building Block: Linear Ordered Paths. Let Dn denote the based chord diagram whose
labelled chord endpoints from the basepoint are given by the code:
12132435465 · · ·(n− 1)(n− 2)n(n− 1)n.
Then the intersection graph of Dn is the ordered path ~Pn. The skew-adjacency matrix of Dn is
given by:
~An =


0 1 0 · · · 0 0
−1 0 1 · · · 0 0
0 −1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
0 0 0 · · · −1 0


.
Theorem 11. Let n ∈ N. Then the ordered path ~Pn satisfies:
(1) The recurrence relation ~P~Pn(x) = x · ~P~Pn−1 (x)+ ~P~Pn−2(x) with initial conditions ~P~P1(x) = x
and ~P~P2(x) = x
2 + 1.
(2) The solution to this recurrence relation is:
~P~Pn(x) =
1
2n+1
[(
1 +
x√
x2 + 4
)(
x+
√
x2 + 4
)n
+
(
1− x√
x2 + 4
)(
x−
√
x2 + 4
)n]
.
(3) The solution may be expressed as a sum:
~P~Pn(x) =
1
2n
⌊n/2⌋∑
j=0
(
n+ 1
2j + 1
)
xn−2j(x2 + 4)j .
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Proof. For the first, we simply compute det(xI − ~An).∣∣∣∣∣∣∣∣∣∣∣∣∣
x −1 0 0 · · · 0 0
1 x −1 0 · · · 0 0
0 1 x −1 · · · 0 0
...
. . .
. . .
. . . · · · ... ...
0 0 0 0 · · · x −1
0 0 0 0 · · · 1 x
∣∣∣∣∣∣∣∣∣∣∣∣∣
= x · ~PPn−1(x) +
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 0 · · · 0 0
0 x −1 0 · · · 0 0
0 1 x −1 · · · 0 0
...
. . .
. . .
. . . · · · ... ...
0 0 0 0 · · · x −1
0 0 0 0 · · · 1 x
∣∣∣∣∣∣∣∣∣∣∣∣∣
= x · ~P~Pn−1(x) + ~P~Pn−2(x) +
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 −1 0 0 · · · 0 0
0 x −1 0 · · · 0 0
0 1 x −1 · · · 0 0
...
. . .
. . .
. . . · · · ... ...
0 0 0 0 · · · x −1
0 0 0 0 · · · 1 x
∣∣∣∣∣∣∣∣∣∣∣∣∣
= x · ~P~Pn−1(x) + ~P~Pn−2(x).
The second claim follows from solving the recurrence relation. The third claim follows from an
application of the Binomial Theorem and Pascal’s Triangle formula. 
3.6. Building Block: Linearly Ordered Complete Graphs. Let Dn denote the based chord
diagram whose labelled chord endpoints from the basepoint are given by the code:
123 · · ·n123 · · ·n.
The intersection graph of Dn is the complete graph on n vertices. We will denote this graph with
its canonical ordering as ~Kn. Let ~An denote the skew-adjacency matrix of ~Kn. Then:
~An =


0 1 1 · · · 1
−1 0 1 · · · 1
...
...
. . .
...
...
−1 −1 −1 · · · 0

 .
Lemma 12. The following hold for the skew-adjacency matrix ~An of ~Kn.
(1) For n ∈ 2N, ~An is invertible and det( ~An) = 1.
(2) For n /∈ 2N, det( ~An) = 0.
Proof. Fist suppose that n /∈ 2N. It is sufficient to demonstrate that there is a nonzero vector in the
λ = 0 eigenspace. Indeed, for n odd, we have:
~vn = [1 − 1 1 · · · − 1 1]t .
By direct computation, we see that ~An · ~vn = 0 for all odd n. Hence, det( ~An) = 0 for n odd.
Now suppose that n ∈ 2N. It can be easily checked that the inverse is given by:
~A−1n =


0 −1 1 −1 · · · −1
1 0 −1 1 · · · 1
...
...
. . .
...
...
...
1 −1 1 −1 · · · 0

 .
Since ~A−1n is a matrix over Z, it follows that det( ~An) = ±1 (as these are the only units in Z). We
will compute the determinant of ~An using the identity:
~A−1n =
1
det( ~An)
adj( ~An) = ±adj( ~An),
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where adj(B) denotes the adjugate of B. The proof is by induction on n. For n = 2, we have
~A2 =
[
0 1
−1 0
]
and hence det( ~A2) = 1. Suppose that the proposition is true for all even numbers
less than n. For a matrix B, let Bjˆ denote the matrix obtained by deleting the j-th column of B.
For a square matrix B, Let Bjˆ
iˆ
denote the square matrix obtained from B by deleting the i-th row
and the j-th column. We expand the determinant given by the (1, 2)-cofactor of ~An:
∣∣∣∣∣∣∣∣∣∣∣
−1 1 1 · · · 1
−1
... ~An−2
−1
∣∣∣∣∣∣∣∣∣∣∣
= − det( ~An−2) +
n−2∑
i=1
(−1)i
∣∣∣∣∣∣∣
−1
... ( ~An−2)
iˆ
−1
∣∣∣∣∣∣∣
= −1 +
n−2∑
i=1
(−1)i+1
∣∣∣∣∣∣∣
1
... ( ~An−2)
iˆ
1
∣∣∣∣∣∣∣
= −1 +
n−2∑
i=1
(−1)i+1
n−2∑
j=1
(−1)j−1
∣∣∣( ~An−2)iˆjˆ
∣∣∣
= −1 +
n−2∑
i=1
n−2∑
j=1
(−1)i+j
∣∣∣( ~An−2)iˆjˆ
∣∣∣
= −1 +
n−2∑
i=1
n−2∑
j=1
(adj( ~An−2))ij
= −1 +
n−2∑
j=1
(−1)j
= −1.
In the third line from the bottom, we are using the induction hypothesis that ~A−1n−2 = adj(
~An−2).
Thus, 1 is the (2, 1) entry of adj( ~An). Since ~A
−1
n = ±adj( ~An), and the (2, 1) entry of ~A−1n is also 1,
we must have that det( ~An) = 1. This completes the proof by mathematical induction. 
Theorem 13. The following holds for the linearly ordered complete graphs ~Kn.
~P ~Kn(x) =
1
2
((−1 + x)n + (1 + x)n) .
Proof. We will again use the fact that ~P ′~G(x) =
∑n
j=1
~P~G−j(x). Let
~G = ~Kn. We note that for all
j = 1, . . . , n, ~G− j ∼= ~Kn−1. Hence, ~P ′G(x) = n · ~P ~Kn−1(x). Suppose firstly that n is even. It follows
that ~P
(n−2)
~G
(x) = n!2 (x
2 + 1). Recall that ~P ~Kt(0) = (−1)t det( ~At) for all t. By Theorem 12, we have
that ~P ~Kt(0) = 1 for t even and 0 for t odd. From these observations, we conclude that:
~P
(k)
~Kn
(0) =
{ n!
(n−k)! k ≤ n− 4, k even
0 k ≤ n− 3, k odd .
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By Taylor’s Theorem, we have that:
~P ~Kn(x) =
n∑
i=0
~P
(i)
~Kn
(0)
i!
xi
=
n!
2
(
xn
n!/2
+
xn−2
(n− 2)!
)
+
n−4
2∑
j=0
n!
(n− 2j)!(2j)!x
2j
=
n/2∑
j=0
(
n
2j
)
x2j
=
1
2
((−1 + x)n + (1 + x)n) .
The last equality follows from the Binomial Theorem. Now suppose that n is odd. In this case we
have that ~P
(n−1)
~G
(x) = n!x. Using an argument similar to that of the n ∈ 2N case, it follows that:
~P
(k)
~Kn
(0) =
{ n!
(n−k)! k odd
0 k even
.
Taylor’s Theorem and the Binomial Theorem imply that:
~P~G(x) =
(n+1)/2∑
j=1
(
n
2j − 1
)
x2j−1 =
1
2
(−(1− x)n + (1 + x)n) .

4. Application To Pretzel Knots
Let F be a set (not necessarily finite) of virtual knot diagrams (in particular, we do not consider
them up to Reidemeister equivalence). Let m ≥ 1 be a natural number. Let j be a natural number,
0 ≤ j ≤ m.
Question (j,m): Given a diagram inK ∈ F, how many ways are there to give the oriented smoothing
on m − j crossings and the unoriented smoothing at j crossings so that the result has exactly one
connected component?
We will take the convention that if m is greater than the number of crossings of K ∈ F, then
the answer to Question (j,m) is 0.
Using our notation, an equivalent formulation of Question (j,m) would be: Given a diagram
K ∈ F, for how many partial states S = (So, Su, S∅) of K is it true that |Su| = j, |So| = m− j, and
#(K|S) = 1.
Now, let F denote the set of diagrams of pretzel knots. We will answer Question (0,m) and (1,m)
for all m. Let p, q, r ∈ Z\{0}. Recall that a pretzel link is a link of the form shown in Figure 12,
where inside the boxes we have the 2-braids σp, σq, σr respectively [2]. It is easy to check that the
L(p, q, r) pretzel link is a pretzel knot if and only if at most one of p, q and r is even. When all
of p, q and r are odd, then the Gauss diagram resembles the middle of Figure 12. Here, the chord
represents p, q, or r parallel chords. When one of them is even, say p, the Gauss diagram resembles
the right hand side of Figure 12. The chord of degree two represents p parallel chords. The chords
of degree 1 represent q and r chords whose intersection graphs are the complete graphs Kq and Kr,
respectively.
First we prove a number of results which will be of use to answer Question (0,m) and (1,m).
Note that instead of writing out the characteristic polynomials explicitly, we will just write out their
values at zero and their derivatives at zero. In the figure below, the regions labelled with α (or β)
have a total of α chords (respectively, β chords) with at least one endpoint in them such that every
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σp σq σr
p, q, r ∈ Z\{0} p, q, r all odd p even, q, r odd
Figure 12. Two cases of pretzel knots.
chord in the region intersects every other chord in the region. Black chords having no endpoints
contained in an α region or β region represent single chords. If a black chord passes through a
region, it intersects every chord with an endpoint in that region.
D14 = , D15 = ,
D16 = , D17 =
Figure 13. Diagrams considered in Lemmas 14, 15, 16, and 17.
Lemma 14. Let ~G14 be the linearly ordered graph associated to D14 in Figure 13. Then:
~P~G14
(0) =
1
2
(
1− (−1)α+β) ,
~P ′~G14
(0) =
1
4
(
1 + (−1)α + (−1)β + 2α+ 2β + (−1)α+β(1 + 2α+ 2β)) .
Proof. Consider the linearly ordered graphs ~Kα+1 and ~Kβ+1. We form the coalescence over the
vertices labelled 1 in each graph. Then ~G14 is
~Kα+1 · ~Kβ+1. By Lemma 13, the polynomials
~P ~Kα+1(x) and
~P ~Kβ+1(x) are known. Note that for any vertex j ∈ V ( ~Kβ), the promotion of j does
not change the linearly ordered graph: ~Kβ+1 is identical to ~Kβ+1 ↔ j. Then by Theorem 10, we
can determine ~P ~Kα+1· ~Kβ+1(x). From this we can determine the polynomial and its derivative at zero
(as above, simplified using Mathematica). 
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Lemma 15. Let ~G15 be the linearly ordered graph associated to D15 in Figure 13. Then:
~P~G15
(0) =
1
8
(1 + (−1)α) (1 + (−1)β)
· ((1 + (−1)α+1) (1 + (−1)β)+ (1 + (−1)α) (1 + (−1)β+1)) ,
~P ′~G15
(0) =
1
16
(
8α
(
1 + (−1)β) (1 + (−1)2α+β)+ (1 + (−1)α)
· ((1 + (−1)α) (1 + (−1)β)2 + 8β (1 + (−1)α+2β))) .
Proof. Consider the linearly ordered graphs ~Kα+1 and ~Kβ+1. First form the coalescence over the
vertices labelled 1: ~Kα · ~Kβ. The new vertex, which is labelled 1, is adjacent to a copy of ~Kα and
a copy of ~Kβ. Now take two copies of this ~Kα+1 · ~Kβ+1 and form the coalescence over the vertices
labelled 1. It follows that ~G15 is given by (
~Kα+1 · ~Kβ+1) · ( ~Kα+1 · ~Kβ+1). Since we are always
coalescing over the vertices labelled 1, promotion does not affect the characteristic polynomial. We
have a closed form for ~P ~Kα+1· ~Kβ+1(x) from the previous lemma. On the other hand, deleting the
vertex 1 in ( ~Kα+1 · ~Kβ+1) gives the disjoint union ~Kα ⊔ ~Kβ. Hence, ~P~G15(x) can be computed from
Theorem 10. The formulas for the polynomial and its derivative at 0 follow. 
Lemma 16. Let ~G16 be the linearly ordered graph associated to D16 in Figure 13. Then:
~P~G16
(0) = 0,
~P ′~G16
(0) =
3
4
(−1 + (−1)α+β)2 .
Proof. First consider ~H1 = K2~∇( ~Kα ⊔Kβ). Then by Theorem 9, ~P ~H1(x) is determined solely by
~P ~Kα(x),
~P ~Kβ (x),
~P ~K1 ~∇( ~Kα⊔ ~Kβ)(x), and
~P ~K3(x). It is easy to see that K1
~∇( ~Kα ⊔ ~Kβ) is the same as
~Kα+1 · ~Kβ+1, as computed in Lemma 14.
Let ~H2 denote the linearly ordered graph obtained by deleting the blue and red subsets of arrows
on the right hand side of D16 and the resulting isolated chord on the bottom right. Then
~H2
contains two subsequent chords with the same adjacency. Then ~H2 may be obtained from ~H1 by
deleting the edge between the vertices labelled 1 and 2. If follows from Corollary 7 that:
~P ~H2 (x) =
~P ~H1(x) − ~P ~Kα(x)~P ~Kβ (x).
Finally, we can form the linearly ordered graph of D16 as
~H2 · ~H2, where the coalescence is taken
over the vertex labelled 2 in the first graph and the vertex labelled 1 in the second graph. Once
again, promotion does not affect the graph. Hence, ~P~G16
(x) is determined from Theorem 10. The
polynomial and derivative at zero follow. 
Lemma 17. Let ~G17 be the linearly ordered graph associated to D17 in Figure 13. Then:
~P~G17
(0) = 0,
~P ′~G17
(0) =
1
4
(−1 + (−1)β + (−1)α + 2(−1)α+β
+ (−1)2α+β + (−1)α+2β + 8α+ 8β) .
Proof. Start with ~H1 = ~Kα+1 · ~Kβ+1, where the coalescence is taken over the vertex labelled 1 in
~Kβ+1 and some vertex other than the vertex labelled 1 in Kα+1. Then take two copies of ~H1 and
form ~H1 · ~H1 over the vertices labelled 1. Recall that H¯ denotes the intersection graph of a the
mirror image of a diagram. Recall that for linearly ordered graphs obtained in this way, we have
ON THE COMBINATORICS OF SMOOTHING 21
from Theorem 5 that ~PH¯(x) = ~P ~H(x). It follows that
~P~G17
(x) = ~P ~H1· ~H1(x). This latter polynomial
can be computed easily from two applications of Theorem 10. The statements about the polynomial
and its derivative at zero follow from this computation. 
We are now poised to answer Questions (0,m) and (1,m). Let p, q, r ∈ Z\{0} and P = |p|,
Q = |q|, R = |r|. Let m ∈ N. Let N0(p, q, r,m) be the number of ways that m crossings can be
chosen from the pretzel knot L(p, q, r) such that the oriented smoothing at those m crossings has
one component. Let N1(p, q, r,m) be the number of ways that m crossings can be chosen from the
pretzel knot L(p, q, r) such that exactly one is an unoriented smoothing, exactly m− 1 are oriented
smoothings, and the result has exactly one component. In other words, Nj is the answer to Question
(j,m) for the parameters p, q, r,m.
Theorem 18. Suppose that p, q, r are all odd.
N0(p, q, r,m) =
{
0 m 6= 2
PQ+QR+RS m = 2
,
N1(p, q, r,m) =


0 m > 3
P +Q+R m = 1
2(PQ+QR+RS) m = 2
3PQR+ 2
(
P
2
)
(Q+R) + 2
(
Q
2
)
(P +R) + 2
(
R
2
)
(P +Q) m = 3
.
Proof. Note that if a pair of parallel chords is chosen, and both carry the oriented smoothing, then
the number of components is automatically at least two, regardless of any other choices made.
Consider first the formula for N0. If m = 1, the the oriented smoothing will give two components.
If m > 3, then at least one pair of parallel chords must be chosen in Figure 12. It follows that
N0 = 0 in this case. Similarly, if m = 3 and two parallel chords are chosen, we get N0 = 0. If m = 3
and all chords are intersecting, we can check that N0 = 0. If m = 2, the number of components
will be one exactly one only when a pair of intersecting chords is chosen. This gives the formula as
above.
Consider now the formula for N1. If m = 1, we give the unoriented smoothing at exactly one
crossing. This will give one component. If m = 2, the number of components will be one only when
a pair of intersecting chords is chosen. One of the chords will have the unoriented smoothing and
the other will have the oriented smoothing. Hence, the number of ways is 2(PQ+QR+RS).
For m = 3, the number of components will be one when (1) none of the chords are parallel or
(2) when two parallel chords are chosen, one of which has the unoriented smoothing, and the third
chord intersects both parallel chords. The contribution in (1) is 3PQR. The contribution in (2) is
2
(
P
2
)
(Q+R) + 2
(
Q
2
)
(P +R) + 2
(
R
2
)
(P +Q).
When m > 3, we must choose at least two parallel chords. If the unoriented smoothing is not
amongst a set of parallel chords, then the number of components is at least 2. Therefore, we have
that m ≤ 4, Suppose that m = 4. Then the only possibility is that two chords are parallel and
that two chords intersect all three of the other chords. Moreover, we must have that the unoriented
smoothing is chosen to be one of the two parallel arrows. By drawing such a chord diagram and
checking, we see that the number of components is two. The formula above follows. 
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Theorem 19. Suppose that one of p, q and r is even (say, p). Then we have:
m = 1 :
N0(p, q, r, 1) = 0,
N1(p, q, r, 1) = P +Q+R,
m ≥ 2, even :
N0(p, q, r,m) =
m/2∑
k=0
(
Q
2k
)(
R
m− 2k
)
+ P ·
(
Q
2k
)(
R
m− 1− 2k
)
+ P ·
(
R
2k
)(
Q
m− 1− 2k
)
,
N1(p, q, r,m) = P ·
(m−2)/2∑
k=0
(
Q
2k
)(
R
m− 1− 2k
)
+
(
Q
m− 1− 2k
)(
R
2k
)
+ PQ
m−2∑
k=0
(
Q− 1
k
)(
R
m− 2− k
)
+Q
⌊m−1
2
⌋∑
k=0
(
R
2k
)(
Q− 1
m− 1− 2k
)
+ PR
m−2∑
k=0
(
R− 1
k
)(
Q
m− 2− k
)
+R
⌊m−1
2
⌋∑
k=0
(
Q
2k
)(
R− 1
m− 1− 2k
)
,
m ≥ 3, odd :
N0(p, q, r,m) = 0,
N1(p, q, r,m) = P ·
(m−1)/2∑
k=0
(
Q
2k
)(
R
m− 1− 2k
)
+ P ·
(m−3)/2∑
k=0
(
Q
2k
)(
R
m− 2− 2k
)
+
(
Q
m− 2− 2k
)(
R
2k
)
+ PQ
m−2∑
k=0
(
Q− 1
k
)(
R
m− 2− k
)
+Q
(m−1)/2∑
k=0
(
R
2k
)(
Q− 1
m− 1− 2k
)
+ PR
m−2∑
k=0
(
R− 1
k
)(
Q
m− 2− k
)
+R
(m−1)/2∑
k=0
(
Q
2k
)(
R− 1
m− 1− 2k
)
.
Proof. The formula for N0 follows immediately from Lemma 14.
Let S = (So, Su, S∅) be a partial smoothing with |Su| = 1. For N1, first choose a chord a to
be the unoriented smoothing. Then a may be amongst the p chords, the q chords or the r chords.
Suppose first that a is amongst the p parallel chords. Immediately we see that if more than 1 of the
remaining m − 1 chords are chosen from the amongst the p − 1 chords parallel to a, then you get
more than one component. Hence, you can choose 1 or 0 from these chords.
Now take the double cover Σ2D(S) defined in Section 2.4 and contract along one of the two bands
corresponding to a. This gives a Gauss diagram Dfa(S) (or D
s
a(S)) as previously described. The
question for D translates to the question of a no-unoriented smoothing on Dfa(S) for a choice of a
and 2(m− 1) other chords which gives exactly two components. Note that the chords other than a
in Dfa(S) are chosen in pairs via the inverse image of the double cover. Let α denote the number of
chords chosen from amongst the q chords and β the number of chords chosen from amongst the r
chords.
Suppose that 0 of the chords parallel to a are chosen for the oriented smoothing. Then Dfa(S)
is D15 of Figure 13. By Lemma 15,
~P~G15
(0) = 0 for all α, β ≥ 1 and ~P ′~G15
(0) 6= 0 when α, β are
not both odd. If α = β = 0, then m = 1 and the answer is P + Q + R. If α = 0, β 6= 0 or α 6= 0,
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β = 0, then by Lemma 14, Dfa(S) has two components. Thus the contribution to N1 from this case
for m ≥ 2 is:
m odd : P ·
(m−1)/2∑
k=0
(
Q
2k
)(
R
m− 1− 2k
)
,
m even : P ·
(m−2)/2∑
k=0
(
Q
2k
)(
R
m− 1− 2k
)
+
(
Q
m− 1− 2k
)(
R
2k
)
.
Now suppose that one of the chords parallel to a is chosen for an oriented smoothing. Then
Dfa(S) is D16 in Figure 13. In this case we need to choose α, β so that α+ β = m− 2. By Lemma
16, ~P~G16
(0) = 0 whenever α ≥ 1, β ≥ 0 or β ≥ 1, α ≥ 0 and ~P ′~G16
(0) 6= 0 whenever α and β have
opposite parity. If α = β = 0, then m = 2 and D16 has 4 components. Thus the contribution to N1
is:
m odd : P ·
(m−3)/2∑
k=0
(
Q
2k
)(
R
m− 2− 2k
)
+
(
Q
m− 2− 2k
)(
R
2k
)
,
m even : 0.
Suppose that the unoriented smoothing is chosen from amongst the q chords. If more than one
of the p chords is chosen for the oriented smoothings, then there are more than two components.
So either zero of the p chords are chosen or one of the p chords is chosen. If one of the p is chosen,
Dfa(S) is the diagram D17 in Figure 13. Note that we must have α ≥ 1. By Lemma 17, ~P~G17(0) = 0
for all α, β ≥ 1 and ~P ′~G17
(0) 6= 0 for all α, β ≥ 1. If β = 0, then Lemma 14 implies that there are
two components for every choice of α. Thus the contribution to N1 for this case is:
PQ
m−2∑
k=0
(
Q − 1
k
)(
R
m− 2− k
)
.
Now suppose that none of the p chords is chosen. Then we have α+ β = m, where α ≥ 1. Then
by moving the basepoint if necessary (this does not affect the number of boundary components),
the skew characteristic polynomial of the linearly order graph is given (~P ~Kβ (x))
2 · ~P ~Kα· ~Kα(x) for all
α ≥ 1, β ≥ 0. This will give two components exactly when β is even and α is any number greater
than or equal to 1. Then the contribution to N1 is:
Q
⌊m−1
2
⌋∑
k=0
(
R
2k
)(
Q− 1
m− 1− 2k
)
.
Similarly, the contribution to N1 if the unoriented smoothing is chosen from the r chords is given
by:
PR
m−2∑
k=0
(
R− 1
k
)(
Q
m− 2− k
)
+R
⌊m−1
2
⌋∑
k=0
(
Q
2k
)(
R− 1
m− 1− 2k
)
.
Adding all of the contributions together and accounting for the parity of m, we obtain the indicated
formula. This completes the proof.

5. Some Problems and Questions
We conclude with a list of questions about the skew-spectra of virtual knots. The author has
spent some time investigating them, but has not made significant progress toward their resolution.
It is hoped that this list will inspire a more sophisticated investigation.
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(1) For each partial state S of a Gauss diagram D, is the skew-spectrum of S determined by
the skew-spectrum of the all-oriented state?
(2) For each partial state S of a Gauss diagram D having at least one unoriented smoothing,
can the linearly ordered graph of the double cover be determined from graph operations on
the linearly ordered graph ~GD?
(3) For Gauss diagrams associated to knot theory relations (e.g Reidemeister moves, six-term
relations, four-term relations), what relations appear in the skew-spectra of their linearly
ordered graphs?
(4) What is the answer to Question (j,m) for other infinite parametrized families of virtual
knots?
(5) Answers to Question (j,m) will be linear combinations of generalized hypergeometric func-
tions. Also, we know that knot polynomials and finite-type invariants count certain subdi-
agrams of Gauss diagrams. Are there any hypergeometric identities which can be derived
using these counting principles, Reidemeister equivalence, and mutations?
(6) (Manturov) Which combinatorial formulae can be defined on intersection graphs (or on
graph spectra) and which of those can be integrated as finite-type invariants of free knots?
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