Immanants are functions on square matrices generalizing the determinant and permanent. Kazhdan-Lusztig immanants, which are indexed by permutations, involve q = 1 specializations of Type A Kazhdan-Lusztig polynomials, and were defined by Rhoades and Skandera in [12] . Using results of [7] and [15] , Rhoades and Skandera showed that Kazhdan-Lusztig immanants are nonnegative on matrices whose minors are nonnegative. We investigate which Kazhdan-Lusztig immanants are positive on k-positive matrices (matrices whose minors of size k × k and smaller are positive). For v a permutation avoiding 1324 and 2143, we give a sufficient condition on k so that the Kazhdan-Lusztig immanant indexed by v is positive on k-positive matrices. Our main tool is Lewis Carroll's identity.
Introduction
Given a function f : S n → C, the immanant associated to f , Imm f : Mat n×n (C) → C, is the function Imm f (M ) := w∈Sn f (w) m 1,w(1) · · · m n,w(n) .
(1.1)
Well-studied examples include the determinant, where f (w) = (−1) (w) , the permanent, where f (w) = 1, and more generally character immanants, where f is an irreducible character of S n .
We will be interested in immanants evaluated on matrices that meet certain positivity conditions. Definition 1.1. Let M ∈ Mat n×n (C). We call M k-positive (respectively, k-nonnegative) if all minors of size at most k are positive (respectively, nonnegative). If M is n-positive (respectively, n-nonnegative), we also call M totally positive (respectively, totally nonnegative). The positivity properties of immanants have been of interest since the early 1990s. In [5] , Goulden and Jackson conjectured (and Greene [6] later proved) that character immanants of Jacobi-Trudi matrices are polynomials with nonnegative coefficients. This was followed by a number of positivity conjectures by Stembridge [16] , including two that were proved shortly thereafter: Haiman showed that character immanants of generalized Jacobi-Trudi matrices are Schur-positive [7] and Stembridge showed that character immanants of totally nonnegative matrices are nonnegative [15] .
In [16] , Stembridge also asks if certain immanants are nonnegative on k-nonnegative matrices. More generally, it is natural to ask what one can say about the signs of immanants on k-nonnegative matrices. Stembridge's proof in [15] does not extend to k-nonnegative matrices, as it relies on the existence of a certain factorization for totally nonnegative matrices which does not exist for all k-nonnegative matrices.
Here, we will focus on the signs of Kazhdan-Lusztig immanants, which were defined by Rhoades and Skandera [12] . (1) m 1,w(1) · · · m n,w(n) (1.2) where P x,y (q) is the Kazhdan-Lusztig polynomial associated to x, y ∈ S n and w 0 ∈ S n is the longest Notice that v avoids the patterns 1324 and 2143. In addition, we can see that the largest square region in Γ[v, w 0 ] is 2 × 2.
So, Theorem 1.8 guarantees that Before giving the proof of Theorem 1.8, we would like to provide some additional motivation and context for Question 1.4. For an arbitrary reductive group G, Lusztig [10] defined the totally positive part G >0 and showed that elements of the dual canonical basis of O(G) are positive on G >0 . Fomin and Zelevinsky [4] later showed that for semisimple groups, G >0 is characterized by the positivity of generalized minors, which are dual canonical basis elements corresponding to the fundamental weights of G and their images under Weyl group action. Note that the generalized minors are a finite subset of the (infinite) dual canonical basis, but their positivity guarantees the positivity of all other elements of the basis.
In the case we are considering, G = GL n (C), G >0 consists of the totally positive matrices and generalized minors are just ordinary minors. Skandera [14] showed that Kazhdan-Lusztig immanants are part of the dual canonical basis of O(GL n (C)), which gives another perspective on their positivity properties. (In fact, Skandera proved that every dual canonical basis element is the projection of a Kazhdan-Lusztig immanant evaluated on matrices with repeated rows and columns.) In light of these facts, Question 1.4 becomes a question of the following kind. These questions have a similar flavor to positivity tests arising from cluster algebras, which is different than the approach we take here. The coordinate ring of GL n is a cluster algebra, with some clusters given by double wiring diagrams [1] . The minors are cluster variables. If we restrict our attention to the minors of size at most k in the clusters for GL n , we obtain a number of sub-cluster algebras, investigated by the first author in [3] . The cluster monomials in those sub-algebras will be positive on k-positive matrices. Thus, one strategy to show Imm v (M ) is k-positive is to show it is a cluster monomial in a sub-cluster algebra. Interestingly, the Kazhdan-Lusztig immanants of 123-, 2143-, 1423-, and 3214-avoiding permutations do appear in sub-cluster algebras of this kind for k = 2. In general, however, it is not known if Imm v is a cluster variable in the cluster structure on GL n , or in the sub-cluster algebras using only minors of size at most k. It is conjectured that cluster monomials form a (proper) subset of the dual canonical basis, so the cluster algebra approach would at best provide a partial answer to Question 1.10. This paper will proceed as follows. In Section 2, we obtain a determinantal formula for Imm v (M ) when v avoids 1324 and 2143. Section 3 is the proof of our main result, Theorem 1.8. In Section 4 we consider the condition on v in Theorem 1.8 that the largest square region contained in Γ[v, w 0 ] is size k × k. We discuss how this condition relates to pattern avoidance and show that our main theorem supports Pylyavskyy's conjecture. Finally, Sections 5 and 6 provide proofs of technical lemmas used in Section 3.
Preliminaries
as a point in row i and column j of an n × n grid, indexed so that row indices increase going down and column indices increase going right. To discuss inversions or non-inversion of a permutation v, we'll write i, j to avoid confusion with a matrix index or point in the plane. In the notation i, j , we always assume i < j.
We first note that (1.2) has a much simpler form when v is 1324-and 2143-avoiding. By [8] , P x,y (q) is the Poincaré polynomial of the local intersection cohomology of the Schubert variety indexed by y at any point in the Schubert variety indexed by x; by [9] , the Schubert variety indexed by y is smooth precisely when y avoids 4231 and 3412. These results imply that P x,y (q) = 1 for y avoiding 4231 and 3412. Together with the fact that P x,y (q) = 0 for x y in the Bruhat order, this gives the following lemma.
Let v ∈ S n be 1324-and 2143-avoiding. Then
(2.1)
The coefficients in the formula in Lemma 2.1 suggest a strategy for analyzing Imm v (M ) for v ∈ S n avoiding 1324 and 2143: find some matrix N such that det(N ) = ± Imm v (M ). If such a matrix N exists, the sign of Imm v (M ) is the sign of some determinant, which we have tools (e.g. Lewis Carroll's identity) to analyze. The most straightforward candidate for N is a matrix obtained from M by replacing some entries with 0. 
For a fixed v ∈ S n that avoids 1324 and 2143, suppose there exists Q ⊆ [n] 2 such that Imm v (M ) = ± det M | Q . Given the terms appearing in (2.1), Q must contain Γ(w) for all w in [v, w 0 ], and so must contain Γ[v, w 0 ]. In fact, the minimal choice of Q suffices. Before proving this, we give a characterization of Γ[v, w 0 ] as a subset of [n] 2 .
We also say k, l sandwiches (i, j).
That is to say, (i, j) is sandwiched k, l if and only if, in the plane, it lies inside the rectangle with opposite corners (k, v k ) and (l, v l ).
is sandwiched by a non-inversion of v}. Proof.
is the transposition sending a to i and vice versa) and v(a i) sends i to j. If a, i is an inversion, then v ·
These permutations send i to j, so we are done.
To show that the above description gives all elements of Γ[v, w 0 ], suppose that a, b is a noninversion of v such that (v(a b)) = (v) + 1. The graph of v · (a b) can be obtained from Γ(v) by applying the following move: look at the rectangle bounded by (a, v a ) and (b, v b ), and replace (a, v a ) and (b, v b ) with the other corners of the rectangle, (a, v b 
, then it is also sandwiched by a non-inversion of v.Thus repeating this move produces graphs whose points are sandwiched by some non-inversion of v. Since for arbitrary u > v, the graph of u can be obtained from that of v by a sequence of these moves, we are done.
We are now ready to prove the following proposition, which follows from work of Sjöstrand [13] . Proof. Notice that by definition,
We would like to show that for permutations v avoiding the appropriate patterns, 
We will use Lewis Carroll's identity to determine the sign of (2.3) in Section 3, using some results on the structure of Γ[v, w 0 ].
Dodgson Condensation
We are now ready to prove Theorem 1.8. Our main proof technique will be application of the following: 
3.1. Young diagrams. We begin by considering the cases where Γ[v, w 0 ] is a Young diagram or the complement of a Young diagram (using English notation). Recall that the Durfee square of a Young diagram λ is the largest square contained in λ.
Proposition 3.2. Let λ ⊆ n n be a Young diagram with Durfee square of size k and µ := n n /λ. Let M be an n × n k-positive matrix. Then
and equality holds only if (n, n − 1, . . . , 1) λ.
For σ ∈ S n , let a σ := a 1,σ(1) · · · a n,σ(n) . Note that if λ n−j+1 < j, then the last j rows of λ are contained in a j × (j − 1) rectangle. There is no way to choose j boxes in the last j rows of λ so that each box is in a different column and row. This means at least one of the matrix entries in a σ is zero. So det A = 0 if (n, n − 1, . . . , 1) λ. Now, assume that (n, n − 1, . . . , 1) ⊆ λ. We proceed by induction on n to show that det(A) has sign (−1) |µ| . The base cases for n = 1, 2 are clear.
We would like to apply Lewis Carroll's identity to find the sign of det(A). Let λ J I denote the Young diagram obtained from λ by removing rows indexed by I and columns indexed by J. Note that A J I = M J I | λ J I . The submatrices M J I are k-positive and the Durfee square of λ J I is no bigger than the Durfee square of λ, so by the inductive hypothesis, we know the signs of det A J I for |I| = |J| ≥ 1. We will analyze the following Lewis Carroll identity:
Note that λ 1,n 1,n contains (n − 2, n − 3, . . . , 1) and λ n n , λ n 1 , λ 1 n contain (n − 1, n − 2, . . . , 1), so the determinants of A 1,n 1,n , A n n , A n 1 , and A 1 n are nonzero. Suppose the last row of µ contains r boxes and the last column contains c (so that the union of the last column and row contains r + c − 1 boxes). Note that r, c < n. Then det(A 1,n 1,n ) and det(A n n ) have sign (−1) |µ|−(r+c−1) , det(A n 1 ) has sign (−1) |µ|−c , and det(A 1 n ) has sign (−1) |µ|−r . Notice that det(A 1 1 ) is either zero or it has sign (−1) |µ| , since µ 1 1 = µ. In both of these cases, the right hand side of (3.1) is nonzero and has sign (−1) 2|µ|−r−c+1 ; the left hand side has sign sgn(det(A)) · (−1) |µ|−r−c+1 , which gives the proposition.
Corollary 3.3. Let µ ⊆ n n be a Young diagram and let λ := n n /µ. Suppose λ has Durfee square of size k, and M is a k-positive n × n matrix. Then (−1) |µ| det(M | λ ) ≥ 0 and equality holds if and only if (n n /(n − 1, n − 2, . . . , 1, 0)) ⊆ λ (or equivalently, µ ⊆ (n − 1, n − 2, . . . , 1, 0)).
Proof. If you transpose M | λ across the antidiagonal, you obtain the scenario of Proposition 3.2. Transposition across the antidiagonal is the same as reversing columns, taking transpose, and reversing columns again, which doesn't effect the sign of minors. 
In fact, there is a bijection between boxes of µ and inversions of v. If a box of µ is in row r and column c, then v(r) < c and v −1 (c) < r; otherwise, that box would be in Γ[v, w 0 ]. This means exactly that (v −1 (c), r) is an inversion. If (a, b) was an inversion of v and the box in row b and column v(a) was not in µ, then for some j, the box in row j and column v(j) is southeast of the box in row b and column v(a). But then 1 v(a) v(b) v(j) would be an occurrence of the pattern 1324, a contradiction. 
w 0 ] implies λ contains the partition (n n /(n − 1, n − 2, . . . , 1, 0)). By Corollary 3.3, we know that
As in the proof of Corollary 3.4, there is a bijection between boxes of µ and inversions of v. So, we know We first reduce to the case when w 0 v is not in any parabolic subgroup of S n .
] and the other antidiagonal block is equal to Γ[v 2 , w (n−j) ] (up to translation; see Figure 2 ). If M is an n × n matrix, then
In the notation of Lemma 3.6, j = 3, v 1 = 41253, and v 2 = 132.
is the square submatrix of M using columns n − j + 1 through n and rows 1 through j (resp. columns 1 through n − j and rows j + 1 through n).
For a block-antidiagonal matrix A with blocks A 1 , A 2 of size j and n − j, respectively, we have
. This, together with the fact that n 2 = j 2 + n−j 2 + j(n − j) and the formula for the determinant of a block-antidiagonal matrix, gives the desired equality.
We have the following immediate corollary. , 6), (3, 4) , (6, 9) , (8, 3), (9, 1), and (10, 2).
We now introduce two propositions we will need for the proof of the general case.
We denote the set of spanning corners of Γ[v, w 0 ] by S. (See Figure 3 for an example.) Remark 3.9. To justify the name "spanning corners," notice that if (i, v i ) not sandwiched by any
The name "bounding boxes" comes from the following lemma. 
Notice that if (i, w i ) is sandwiched by k, l , then R i,l and R k,i are contained in R k,l . So to show the desired containment, it suffices to show that R k,l is contained in ( 
We also color the bounding boxes.
is on the antidiagonal, and blue if (i, v i ) is above the antidiagonal. In the case where B i,vi is a bounding box and B n−vi+1,n−i+1 is also a bounding box, then B i,vi = B n−vi+1,n−i+1 is both red and blue, in which case we call it purple. (See Figure 3 for an example.) For the next proposition, we need some additional notation.
Let v ∈ S n be 2143-and 1324-avoiding, and choose i ∈ [n]. Let x ∈ S n−1 be the permutation x : δ i (j) → δ vi (v j ) (that is, x is obtained from v by deleting v i from v in one-line notation and shifting the remaining numbers appropriately). Then
The proofs of these propositions are quite technical and appear below Sections 5 and 6 respectively.
Theorem 3.15. Let v ∈ S n avoid 1324 and 2143 and let k be the size of the largest square in
Proof. We proceed by induction on n; the base case n = 2 is clear. Now, let n > 2. If Γ[v, w 0 ] is a partition or a complement of a partition (that is, it has a single bounding box), we are done by Corollary 3.4 or Corollary 3.5. If it is block-antidiagonal (that is, w 0 v is contained in some parabolic subgroup), then we are done by Lemma 3.7. So we may assume that v has at least 2 bounding boxes and that adjacent bounding boxes have nonempty intersection (where bounding boxes are ordered as usual by the row of their northeast corner). Because v avoids 1324 and 2143, the final two bounding boxes of Γ[v, w 0 ] are of opposite color by Proposition 3.12. Without loss of generality, we assume the final box is red and the second to last box is blue. (Otherwise, we can consider the antidiagonal transpose of M restricted to Γ[w 0 v −1 w 0 , w 0 ], which has the same determinant.)
This means the final box is B n,vn , and the second to last box is B a,va for some a < n with 1 < v a < v n . We analyze the sign of det M | Γ[v,w0] using Lewis Carroll's identity on rows a, b := v −1 (1) and columns 1, c := v a . Note that a < b and 1 < c.
We will consider the determinants appearing in Lewis Carroll's identity one by one, and show that they are of the form det
) where x is the permutation obtained from v by deleting 1 and v a from v in one-line notation and shifting remaining values to obtain a permutation of [n − 2]. Indeed, (b, 1) is a corner of Γ[v, w 0 ] but not a spanning corner. Combining the proof of Proposition 6.1 with Lemma 5.1,
where u is obtained from v by deleting 1 from v in one-line notation and shifting appropriately. So we have 
Note that u a = c − 1 and deleting c − 1 from the one-line notation of u gives x. So taking determinants and applying Proposition 3.14 gives the desired equality.
Note To see this, first note that there are no pairs (i, v i ) with n > i > b and v i > v n ; such a pair would mean that v a 1v i v n form a 2143 pattern, which is impossible. There are also no pairs (i, v i ) with i < a and v i < v n . Indeed, because (a, v a ) is a corner, we would have to have v a < v i < v n . This means we would have a red bounding box B j,vj following B a,va with a < j and v n < v j . 
where z is obtained from v by deleting v n from v in one-line notation and shifting as necessary. This follows from the fact that Γ[v, w 0 ] has the same number of dots in rows b and n, and in columns c and v n (proved in (2)). So 
where p is obtained from v by deleting 1 from v in one-line notation and shifting appropriately.
Note that (p) = (v) − b + 1. , we see that both terms on the right-hand side have sign (v). Thus, the right-hand side is nonzero and has sign (v), which completes the proof.
Pattern Avoidance Conditions
In this section, we investigate restating Theorem 1.8 fully in terms of pattern avoidance. That is, we consider pattern avoidance conditions for a permutation v that are equivalent to the condition that Γ[v, w 0 ] has no square of size k + 1. 
Notice that this proposition tells us that Theorem 1.8 supports Conjecture 1.6. Now, we assume that Γ[v, w 0 ] contains a square of size 3 and show that v must contain a pattern 123, 1432, or 3214. Let a square of size 3 be located in rows i, i + 1, i + 2 and columns j, j + 1, j + 2. By Lemma 2.4, we know that either (i, j) is in Γ[v, w 0 ] or is sandwiched by a, b , a non-inversion of v. If the former, let α = i. If the latter, let α = a (this choice may not be unique). We also know that either (i + 2, j + 2) is in Γ[v, w 0 ] or is sandwiched by c, d , a non-inversion of v. If the former, let β = i + 2. If the latter, let β = d (this choice may also not be unique). Since α ≤ i and β ≥ j + 2, we have that for any (r, c) in our square, α ≤ r ≤ β. Also, since v α ≤ j and v β ≥ j + 2, we know v α ≤ c ≤ v β . So, every (r, c) in our square is sandwiched by the non-inversion α, β .
Consider v i+1 and :
then v has a 2143 pattern, which can't happen.
We get the following immediate corollary from the above proposition and Theorem 1.8: However, analogous statements for k > 2 are difficult to state. The larger k is, the more patterns need to be avoided in order to mandate hat Γ[v, w 0 ] has no square of size k + 1. We illustrate with the following example. Due the number of patterns to be avoided, statements analogous to Corollary 4.3 for larger k seem unlikely to be useful.
Proof of Proposition 3.12
In order to simplify the proofs in the next two sections, we will consider the graphs of lower intervals [e, w] rather than upper intervals [v, w 0 ]. As the next lemma shows, the two are closely related. Proof. This follows immediately from the fact that left multiplication by w 0 is an anti-automorphism of the Bruhat order. Left-multiplication by w 0 takes the anti-diagonal to the diagonal, so we also have an analogue of bounding boxes and Lemma 3.10.
Definition 5.3. Let w ∈ S n . Define B i,wi ⊆ [n] 2 to be the square region with corners (i, i), (i, w i ), (w i , i), (w i , w i ). We call B i,wi a bounding box of Γ[e, w] if it is not properly contained in any B j,wj . In this situation, we call (i, w i ) a spanning corner of Γ[e, w]. We denote the set of spanning corners of Γ[e, w] by S. We introduce one new piece of terminology.
Rather than proving Proposition 3.12 directly, we instead prove the following: Proof. Suppose w −1 (i) = w i , and let t be the transposition sending i to w i , w i to i, and fixing everything else. We can assume that i < w i . We compare w and t in the Bruhat order by comparing w[j] and t[j] for j ∈ [n].
For two subsets I = {i 1 < · · · < i r }, K = {k 1 < · · · < k r }, we say
For j < i and j ≥ w i , t[j] = [1, j] , and so clearly
Notice that a j = w i and w i ∈ w[j], so we definitely have that a j ≤ b j . For the other inequalities, suppose
It also implies that a r+k ≤ i + k and b r+k ≥ i + k for r + k < j, which establishes the remaining inequalities. Thus, w ≥ t.
Since w ≥ t, every reduced expression for w has a reduced expression for t as a subexpression. Thus, Proposition 5.9 implies t must have a reduced expression in which each simple transposition appears once. Now, t has a reduced expression which is a palindrome; it is length 2c + 1 and contains at most c + 1 simple transpositions. Every reduced expression of t has the same length and contains the same set of simple transpositions. So if c > 0, in each reduced expression, some simple transposition appears twice. We conclude that (t) = 1 and |i − w i | = 1. Proof. If a bounding box B i,wi is green, then by definition i = w i . The corner (i, i) has maximal span, which implies there are no (j, w j ) with j < i and w j > i. In other words, w[i − 1] = [i − 1], which would contradict the assumption that w is not contained in a maximal parabolic subgroup.
There are also no spanning corners of the form (i, i + 1). Indeed, if (i, i + 1) were a spanning corner, then there are no (j, w j ) with j ≤ i − 1 and w j > i + 1 or with j ≥ i + 1 and w j ≤ i − 1. The latter implies that w i+1 = i, which, together with the first inequality, implies w[i − 1] = [i − 1], a contradiction. By Lemma 5.10, if a bounding box B i,wi is purple, then |i − w i | = 1. This implies a spanning chord of the form (k, k + 1), which is impossible, so there are no purple bounding boxes.
So all bounding boxes are either blue or red. Suppose the bounding box B i,wi is followed by B j,wj in the ordering specified in the proposition. We suppose for the sake of contradiction that they are the same color. Without loss of generality, we may assume that they are blue, so i < w i and j < w j . Otherwise, we consider w −1 instead of w. (By Proposition 5.9, w −1 is also 321and 3412-avoiding. The span of (i, w i ) and (w i , w −1 (w i )) are the same, so the bounding boxes of Γ[e, w −1 ] are the same as the bounding boxes of Γ[e, w], but with opposite color.)
Since B j,wj follows B i,wi , there are no pairs (k, w k ) with k < j and w i < w k . Indeed, such a pair is spanned by neither (i, w i ) nor (j, w j ), so its existence would imply the existence of a bounding box between B i,wi and B j,wj or enclosing one of them, both of which are contradictions. In other words, w[j − 1] ⊆ [w i ], so we must have j − 1 ≤ w i . If j = w i + 1, then w[w i ] ⊆ [w i ], a contradiction. So we have i < j ≤ w i < w j . Now, consider the reduced expression for w obtained by starting at the identity, moving w 1 to position 1 using right multiplication by s a 's, then moving w 2 to position 2 (if it is not already there) using right multiplication, etc. Note that when w k is moved to position k, no numbers greater than w k have moved. Also, once w k is in position k, it never moves again. Suppose w i−1 has just moved to position i − 1. Because (i, w i ) is a spanning corner, we have not moved any numbers larger than w i . In other words, k is currently in position k for k ≥ w i ; in particular, w i is in position w i . Now, to move w i to position i, we must use the transpositions s wi−1 , s wi−2 , . . . , s i+1 , s i in that order. By Proposition 5.9, each simple transposition can only be used once in this reduced expression for w. Thus, these simple transpositions have not been used before we move w i to position i, so in fact k is in position k for k > i before we move w i to position i. Now we move w i to position i. Since s wi−1 , . . . , s i will never be used again in the expression for w, we conclude that w i+1 , . . . , w wi−1 are already in positions i + 1, . . . , w i − 1. Note also that the number currently in position w i is w i − 1, since |i − w i | > 1.
Since w j > w i , w j is not yet in position j. This implies that j ≥ w i . We already had that j ≤ w i , so in fact they are equal. So after w i has moved to position i, w j is the next number not yet in the correct position. Recall that for k > w i , k is still in position k. So to move w j to position w i , we use s wj , s wj −1 , . . . , s j in that order (since |j −w j | > 1, s j+1 is on this list of transpositions). Notice that the number in position j, which is w i − 1, moves to position j + 1. We cannot use s j or s j+1 again, so w i − 1 must be w j+1 . However, the pair (j + 1, w i − 1) satisfies j + 1 > j and w i − 1 < w i , so it is spanned by neither (i, w i ) nor (j, w j ). Say (j + 1, w i − 1) is spanned by the spanning corner (a, w a ). Then (a, w a ) spans neither of (i, w i ), (j, w j ), which implies i < min(a, w a ) < j < max(a, w a ) < w j . This means exactly that the bounding box order is B i,wi , B a,wa , B j,wj , a contradiction.
We can in fact extend Proposition 5.11 to all permutations avoiding 3412.
Recall that δ i : [n] \ {i} → [n − 1] is defined as Proof. Let α a denote the inverse of δ a , so that w sends α i (j) to α ui (w j ) (since (i, w i ) is a non-corner, i, w i = n and this is well-defined). Note that δ a and α a are order-preserving. Let δ := δ i × δ wi and α := α i × α wi . We first show that δ is a bijection from the non-corner pairs (j, w j ) of Γ[e, w] with j = i to the non-corner pairs (k, u k ) of Γ [e, u] . Recall that (j, w j ) is a non-corner of Γ[e, w] if and only if (j, w j ) is sandwiched by an inversion of w. Moreover, every non-corner pair (j, w j ) is sandwiched by an inversion k, l where (k, w k ) and (l, w l ) are corners of Γ[e, w]. Indeed, choose the smallest k such that k, j is an inversion and the largest l such that j, l is an inversion. Then (k, w k ) and (l, w l ) are both corners.
Let j = i and suppose (j, w j ) is sandwiched by an inversion k, l of w. We can choose k, l so that (k, w k ) and (l, w l ) are corners of Γ[e, w]; in particular, neither is equal to i. Because δ a is order-preserving, δ i (k), δ i (l) is an inversion of u and sandwiches δ(j, w j ). Similarly, if (j, u j ) is sandwiched by an inversion k, l of u, then α(j, u j ) is sandwiched by the inversion α i (k), α i (l) of w. As δ and α are inverses, we are done.
This also implies that δ is a bijection from the corner pairs (j, w j ) of Γ[e, w] to the corner pairs (k, u k ) of Γ[e, u].
Next, we show that δ respects containment of spans for corner pairs of w. Suppose σ(k, w k ) is contained in σ(j, w j ) and both pairs are corners of Γ[e, w]. We may assume that k = j (otherwise, δ clearly respects containment of spans) and that j < w j (otherwise, we can consider instead w −1 , which avoids 3412 also, and u −1 ). By assumption, k, w k ∈ [j, w j ], so δ i (k) and δ wi (w k ) are in [j − 1, w j ]. We have
(Case IV)
Case I: The only way σ(δ(j, w j )) could fail to contain σ(δ(k, w k )) here is if j−1 ∈ {δ i (k), δ wi (w k )}. If j − 1 = δ i (k), then k = j, a contradiction. If j − 1 = δ wi (w k ), then w k = j and w k > w i . But w k < w j and w j < w i by assumption, so we reach a contradiction.
Case II: The only way σ(δ(j, w j )) could fail to contain σ(δ(k, w k )) here is if j − 1 or w j is in {δ i (k), δ wi (w k )}. We will show that w j is not in {δ i (k), δ wi (w k )} by contradiction; the other case is similar.
Suppose w j ∈ {δ i (k), δ wi (w k )}. Since w k < w j , we must have w j = δ i (k), which means k = w j and k < i. Notice that j, k is an inversion of w, as is j, i . Since (k, w k ) is not sandwiched by any inversions of w, we must have w k < w i . To summarize, j < k < i and w k < w i < w j . This means w j w k w i form a 312 pattern in w.
Note that w cannot have any inversions a, j or k, a , since this would result in (j, w j ) or (k, w k ), respectively, being sandwiched by an inversion. We further claim that if a forms an inversion with k and i, then it must also form an inversion with j. Indeed, if a forms an inversion with k and i, then a < k < i and w a > w i > w k . If j < a and w j < w a , then w j w a w k w i form a 3412 pattern; similarly if j > a and w j > w a .
Consider a < j. From above, we know that a, j is not an inversion. If w a > w i , then a, i and a, k are both inversions. This combination is impossible, so w[j − 1] ⊆ [w i − 1]. Also, any a ∈ [j + 1, k − 1] with w a > k forms an inversion with k and i but not j, which is impossible. So
Case III: The span of δ(k, w k ) is contained in [j − 1, w j ] by assumption. Case IV: The only way σ(δ(j, w j )) could fail to contain σ(δ(k, w k )) here is if w j ∈ {δ i (k), δ wi (w k )}. The argument that this cannot happen is similar to Case I; we leave it to the reader.
Finally, we will show that α respects span containment for corner pairs of u. This completes the proof of (1): suppose (j, w j ) is a spanning corner of Γ[e, w] and σ(δ(j, w j )) ⊆ σ((a, u a )) for a spanning corner (a, u a ). Note that δ(j, w j ) is a corner. Since α respects span containment for corners, σ(j, w j ) ⊆ σ(α(a, u a )). By maximality of σ(j, w j ), we have σ(j, w j ) = σ(α(a, u a )). In particular, σ(α(a, u a )) ⊆ σ(j, w j ), so since δ preserves span containment for corners, the span of (a, u a ) is contained in the span of δ(j, w j ). So δ(j, w j ) is a spanning corner of Γ [e, u] . Reversing the roles of w and u in the above argument shows that α(j, u j ) is a spanning corner of Γ[e, w] if (j, u j ) is a spanning corner of Γ[e, u]. So δ is a bijection between the spanning corners of Γ[e, w] and the spanning corners of Γ [e, u] .
Suppose σ(k, u k ) is contained in σ(j, u j ) and both pairs are corners of Γ [e, u] . Again, we may assume that k = j (otherwise, δ clearly respects containment of spans) and that j < u j (otherwise, consider instead w −1 , which avoids 3412, and u −1 ). By assumption, k, u k ∈ [j, u j ], so α i (k) and α wi (u k ) are in [j, u j + 1]. We have
(Case IV') Case I': The only way σ(α(k, u k )) could fail to be contained in σ(α(j, u j )) is if u j + 1 ∈ {α i (k), α wi (u k )}. Suppose that this occurs. Since u k < u j , we must have k = u j and k ≥ i. Also, u k < u j < w i . So α(k, u k ) = (k + 1, u k ) and α(j, u j ) = (j, u j ). To summarize, we have j < i < k + 1 and w k+1 < w j < w i . So w j w i w k+1 form a 231 pattern.
Because (k + 1, w k ) and (j, w j ) are corners and are not sandwiched by any inversions, w has no inversions of the form a, j or k + 1, a . Also, any a forming an inversion with i and k + 1 but not j would give rise to a 3412 pattern, so no such a exist.
Consider a > k + 1. If w a < w j , then a would either form an inversion with k + 1, which is impossible, or a would form an inversion with both i and j but not k + 1, which is also impossible. So w[k + 2, n] ⊆ [w j , n]. Since j < k + 2 and w j = k, in fact w[k + 2, n] ⊆ [k + 1, n]. Notice that w i ≥ k + 1 and i < k + 1, so we can refine this further to w[k + 2, n] = [k + 1, n] \ {w i }. But (i, w i ) is sandwiched be some inversion a, b , so a < i < k + 1 and w a > w i ≥ k + 1. This is clearly a contradiction.
Case II': By assumption, σ(α(k, u k )) ⊆ [j, u j + 1], so the claim is true. Case III': The only way σ(α(k, u k )) could fail to be contained in σ(α(j, u j )) is if j or u j + 1 were in {α i (k), α wi (u k )}. Suppose that j ∈ {α i (k), α wi (u k )}. Since k > j, this means u k = j = α wi (u k ) and w i > u k . So α(k, u k ) = (k + 1, u k ) and we have i < j + 1 < k + 1 and w k+1 < w j+1 < w i . This means that (j + 1, w j+1 ) is sandwiched by the inversion i, k + 1 , a contradiction. The other case is similar.
Case IV': The only way σ(α(k, u k )) could fail to be contained in σ(α(j, u j )) is if j ∈ {α i (k), α wi (u k )}. This is similar to Case I', so we leave it to the reader.
For (2): The map
is well-defined and injective because α and δ preserve span containment (for corners) and thus also preserve equality of spans (for corners). So We will show β preserves the colors of the boxes by contradiction. Suppose the color of β(B j,wj ) differs from the color of B j,wj . This situation means that the relative order of j, w j must be different from that of δ i (j), δ wi (w j ). This can only happen if min(j, w j ) is not shifted down by δ a (for the appropriate a ∈ {i, w i }), max(j, w j ) is shifted down by δ b (for b ∈ {i, w i } \ {a}) and |j − w j | ≤ 1. That is, min(j, w j ) < a and max(j, w j ) > b. If j = w j , this implies (j, w j ) is spanned by (i, w i ), a contradiction. Otherwise, this implies (i, w i ) is spanned by (j, w j ). Because |j − w j | = 1, the only possibility for this is that i = w j and w i = j, so the spans are equal. But (j, w j ) is a corner and (i, w i ) is not, a contradiction.
This means β sends green bounding boxes to green bounding boxes, blue to blue, and red to red. It also sends purple to purple: suppose (j, w j ) is a spanning corner and B j,wj is purple. Then (w j , j) is also a spanning corner of Γ[e, w] and is not equal to (j, w j ). Since the span of (j, w j ) and (w j , j) are the same, the span of δ(j, w j ) and δ(w j , j) are the same; since δ is a bijection on spanning corners, δ(j, w j ) = δ(w j , j). So B δ(j,wj ) = B δ(wj ,j) and this bounding box is both red and blue.
For (3): Suppose B j,wj and B k,w k are two bounding boxes of Γ[e, w] and B j,wj precedes B k,w k in the order given. That is, min(j, w j ) < min(k, w k ). Suppose for the sake of contradiction that min(δ i (j), δ wi (j)) ≥ min(δ i (k), δ wi (k)). In fact, because δ a shifts numbers by at most 1, the only possibility is that min(δ i (j), δ wi (j)) = min(δ i (k), δ wi (k)). Since δ(j, w j ) and δ(k, w k ) are both spanning corners of Γ[e, u] and thus have maximal span, this implies that the span of δ(j, w j ) is equal to the span of δ(k, w k ). So B δ(j,wj ) = B δ(k,w k ) . Since β is a bijection, this implies B j,wj = B k,w k , a contradiction. Repeatedly apply the operation of Proposition 5.12 to w until you arrive at a permutation u with no non-corner pairs.
The permutation u will avoid 3412. Indeed, tne-line notation for u can be obtained from w by repeatedly deleting some number a and applying δ a to the remaining numbers. Since δ a preserves order, any occurrence of 3412 in u would imply an occurrence of 3412 in w. It will also avoid 321, since if u i u j u k form a 321 pattern, (j, w j ) is sandwiched by the inversion i, k and thus is a non-corner pair. By Proposition 5.11, no bounding boxes of Γ[e, u] are purple and they alternate between red and blue (when ordered by the row of the northwest corner). Proposition 5.12 implies that the bounding boxes of Γ[e, w] are in bijection with the bounding boxes of Γ[e, u] and that this bijection preserves the coloring and ordering of the bounding boxes. So no bounding boxes of Γ[e, w] are purple, and they alternate between red and blue.
We now are ready to prove Proposition 3.12. 
Proof of Proposition 3.14
We apply a similar technique as in the above section. Rather than proving Proposition 3.14 directly, we instead prove the following: Proposition 6.1. Let w ∈ S n be 4231-and 3412-avoiding, and choose i ∈ [n]. Let u ∈ S n−1 be the permutation obtained from w by deleting w i from w in one-line notation and shifting appropriately (that is, u : δ i (j) → δ wi (w j )). Then
We prove this using a sequence of lemmas. be the unique order-preserving bijection between the two sets. Let u be the permutation of [m] whose one line notation is ρ(w k1 )ρ(w k2 ) · · · ρ(w km ). The part of Γ[e, w] that lies in B 3,7 is identical to Γ[e, u] (up to translation along the diagonal).
Proof. (of Lemma 6.2) We may assume i < w i , so B i,wi is blue; otherwise, we can consider w −1 , which will still avoid 3412, u −1 , which can be obtained from w −1 by the same procedure as u is obtained from w, and the bounding box B wi,i , which is blue. The intersection Γ[e, w −1 ] ∩ B wi,i is simply the transpose of B i,wi ∩ Γ[e, w].
We may also assume that w is not contained in a maximal parabolic subgroup of S n . (If it were, we could consider just the block of Γ[e, w] containing (i, w i ) and argue just about that block.) We may further assume that Γ[e, w] has more than one bounding box. By Proposition 5.8, the bounding boxes of Γ[e, w] alternate between blue and red, and none are green or purple.
Notice that N is contained in [i, n], since if j, i were an inversion of w, (j, w j ) would span (i, w i ). So k 1 = i, and u 1 = ρ(w i ). Because ρ is order preserving, 1, k is an inversion of u for all k ∈ [m], which implies ρ(w i ) = m.
We have j ∈ N precisely when (j, w j ) lies southwest of (i, w i ) in the plane, since there are no (j, w j ) to the northeast. To obtain Γ(u) from Γ(w), delete all rows and columns of the n × n grid which have a cross to the north or east of B i,wi (that is, a cross (j, w j ) with j < i or w j > w i ) and renumber remaining rows and columns with [m]. Note that |i − w i | = |1 − m| because for every row above i that is deleted, a column to the left of w i is deleted. So B i,wi is an m × m square, which we can identify with the m × m square containing Γ[e, u] by relabeling rows and columns. Also, these deletions take the corners (resp. non-corners) of Γ[e, w] with j ∈ N to corners (resp. non-corners) of Γ[e, u].
Thus, it suffices to check the following: if (r, c) ∈ B i,wi is sandwiched by an inversion i, j , where (j, w j ) is a corner of Γ[e, w], then the corresponding square of Γ[e, u] is sandwiched by an inversion of u.
First, let B a,wa and B b,w b be the red bounding boxes immediately preceding and following B i,wi , respectively, in the usual order on bounding boxes. If i, j is an inversion of w, then (j, w j ) ∈ B a,wa ∪ B i,wi ∪ B b,w b . Indeed, suppose (j, w j ) is a corner such that i, j is an inversion, and (j, w j ) / ∈ B a,wa ∪ B i,wi ∪ B b,w b . Then either w j < w a or j > b; otherwise (j, w j ) would not be in the union of bounding boxes for w, a contradiction of Lemma 5.4. If j > b, then there is a blue bounding box B d,w d immediately following B b,w b in the usual order of bounding boxes. One can check that i < d < b < j and w i w d w b w j forms a 3412 pattern. If w j < w a , there is a blue bounding box B d,w d immediately preceding B a,wa , and one can check that d < i < j < a and w d w i w j w a forms a 3412 pattern. If (j, w j ) is not a corner but i, j is an inversion, then (j, w j ) is sandwiched by an inversion i, k where k is a corner, so (j, w j ) is also in the union of the three bounding boxes.
This implies that if i, j is an inversion of w such that (j, w j ) is a corner, then either (j, w j ) ∈ B i,wi or j ∈ {a, b}. So either w i ≥ j or i ≤ w j .
Suppose w i ≥ j (so (j, w j ) is either in B i,wi or j = a). We claim no rows between i and j are deleted. Indeed, a row between i and j is deleted only if there is a dot (k, w k ) to the east of B i,wi with i < k < j. Necessarily, w k > w i . If there is a dot to the east of B i,wi , then B i,wi is not the last bounding box. By Proposition 5.8, the following bounding box B s,ws is red. One can check that w i w k w j w s is a 3412 pattern, a contradiction. By a similar argument, if (j, w j ) is a corner such that i, j is an inversion of w, and i ≤ w j (so (j, w j ) is either in B i,wi or j = b), then no column between w j and w i is deleted. Now, if a corner (j, w j ) is in B i,wi , then i ≤ w j and w i ≥ j, so the relative position of (i, w i ) and (j, w j ) is the same as the relative position of the images of (i, w i ) and (j, w j ) after deletion. So if (a, b) ∈ B i,wi is sandwiched by i, j , the corresponding square in Γ[e, u] is sandwiched by the image of i, j .
If j = a (resp. j = b), then ρ(w j ) = 1 (resp. j = k m ). That is, the image of (j, w j ) after deletion is (j, 1) (resp. (m, w j )). This is because (j, w j ) is the west-most (resp. south-most) cross forming an inversion with (i, w i ). So if (a, b) ∈ B i,wi is sandwiched by i, j , the corresponding square in Γ[e, u] is sandwiched by the image of i, j . From Lemma 6.2, we can derive the following. Lemma 6.4. Let w ∈ S n be 3412-avoiding, and let (i, w i ) be a spanning corner. Suppose (r, c) / ∈ B i,wi is sandwiched by an inversion involving i. Then (r, c) is also sandwiched by some inversion a, b where neither (a, w a ) nor (b, w b ) are in B i,wi .
Proof. We will assume that B i,wi is blue; otherwise, we consider w −1 instead. We also assume that w ∈ S n is not contained in any parabolic subgroup; if it were, Γ[e, w] is block-diagonal and we can argue for each block individually. The lemma is vacuously true if Γ[e, w] has a single box, so we may assume it does not. By Proposition 5.8, the bounding boxes of Γ[e, w] alternate between red and blue, and none are purple.
Suppose B a,wa and B b,w b are the (red) bounding boxes immediately preceding and following B i,wi , respectively. As in Lemma 6.2, if j forms an inversion with i, then (j, w j ) ∈ B a,wa ∪ B i,wi ∪ B b,w b .
This implies that the positions (r, c) satisfying the conditions of the lemma are contained B a,wa ∪ B b,w b . The positions (r, c) ⊆ B a,wa satisfying the conditions of the lemma are exactly those with
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