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Abstract 
We describe two simple optimal-work parallel algorithms for sorting a list 9 = 
(X,>X,, . . . . X,) of m strings over an arbitrary alphabet Z, where Crzl IXil = n and two 
elements of C tan be compared in unit time using a Single processor. The first algorithm is 
a deterministic algorithm that runs in 0( log’ m/log log m) time and the second is a randomized 
algorithm that runs in O(logm) time. Both algorithms use O(mlogm + n) operations. Com- 
pared to the best-known parallel algorithms for sorting strings, our algorithms offer the 
following improvements. 
1. The total number of operations used by our algorithms is optimal while all previous 
parallel algorithms use a nonoptimal number of operations. 
2. We make no assumption about the alphabet while the previous algorithms assume that 
the alphabet is restricted to { 1,2, . . ., nocl)}. 
3. The computation model assumed by our algorithms is the Common CRCW PRAM 
unlike the known algorithms that assume the Arbitrary CRCW PRAM. 
4. Our algorithms use O(mlogm + n) space, while the previous parallel algorithms use 
O(n’+” ) space, where E is a positive constant. 
We also present optimal-work parallel algorithms to construct a digital search tree for 
a given set of strings and to search for a string in a sorted list of strings. We use our parallel 
sorting algorithms to solve the Problem of determining a minimal starting Point of a circular 
string with respect to lexicographic ordering. Our Solution improves upon the previous 
best-known result to solve this Problem. 
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1. Introduction 
The Problem of sorting has been studied extensively in the literature because of its 
many important applications and because of its intrinsic theoretical significance. 
Given n elements drawn from a linearly ordered set, the sequential time complexity for 
sorting these n elements is O(n log n) on the comparison tree model. In addition, there 
are several parallel sorting algorithms that run in O(log n) time using O(nlogn) 
operations (e.g. [2,10]). 
In this Paper, we consider the Problem of sorting a set of strings containing a total 
of n Symbols from an arbitrary alphabet L. More formally, given a list LZ = 
(X,,XZ, . . . . X,) of m strings over an arbitrary alphabet C, where CyZ1 IXil = n, we 
are supposed to rearrange dp into a lexicographically sorted list of strings. This 
Problem has been considered before in the case where the input alphabet is restricted 
to (1,2,...,n0”’ } [l, 13,161. In particular, Aho et al. [l] provide a sequential 
algorithm that runs in O(n) time; Hagerup and Petersson [13] provide a parallel 
algorithm that runs in O(log’ n/log log n) time using O(n log log n) operations on the 
Arbitrary CRCW PRAM, and JaJa and Ryu [16] provide an improved parallel 
algorithm that runs in 0( log n) time using the same number of operations on the Same 
model. 
The Problem of sorting strings tan be solved in O(logm) time using O(n logm) 
operations on the Common CRCW PRAM by directly applying the parallel sorting 
algorithm of [lO]. Esch comparison of the algorithm in [lO] is now a comparison 
between two strings which tan be achieved in constant time and linear work on the 
Common CRCW PRAM [12], and each string participates in at most O(logm) 
comparisons. However, the total work is not optimal. 
We present in this Paper two simple optimal-work parallel algorithms to solve our 
sorting Problem. The first is a deterministic algorithm that runs in O(log’ m/log log m) 
time using 0( m log m + n) operations. To achieve these bounds, we make use of the 
digital search tree data structure for representing the sorted strings compactly. In 
Order to derive finally the claimed complexity results, we Show how to merge such 
data structures within a sort-by-merge paradigm to allow effective application of 
pipelining. Our second algorithm is a randomized algorithm that runs in O(logm) 
time using 0( m log m + n) operations. This algorithm is similar to Reischuk’s parallel 
sorting algorithm [ 193. Both algorithms run on the Common CRCW PRAM, and use 
only O(m log m + n) memory locations. Note that the time complexities are functions 
of m only. 
Our randomized parallel algorithm is based on an optimal algorithm for solving the 
string search Problem. This Problem is to find a string Yin a sorted list of m strings 
LZ = (X,,Xz, . . . . X,), when IX1 1 = ..e = 1 X, 1 = n/m = 1. A naive binary search takes 
0( l log m) time. Kosaraju [17] provides an 0( 1 fi) time algorithm. We develop 
in this Paper an O(logm + Z) time sequential algorithm for the case where the input 
list is properly preprocessed. We also present a very fast parallel algorithm to 
preprocess the input list using a linear number of operations. 
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In addition, we provide an algorithm for constructing a digital search tree for 
asortedlist _!Z = (X,,X2, . . . . X,), where Cr! 1 lXi/ = n. The digital search tree tan be 
deterministically constructed in O(logzm/loglogm) time using O(mlogm + n) op- 
erations. Note that the time complexity does not depend on the lengths of the input 
strings. 
We show how to use our parallel sorting algorithms to find a minimal starting Point 
(msp.) of a circular string with respect to lexicographic ordering. This Problem is 
known to admit a sequential linear time algorithm [8,20]. When the input alphabet is 
restricted to {1,2, . . . , no(‘)} Iliopoulos and Smyth [14] provide a parallel algorithm , 
that runs in O(log n log log n) time using O(n log log n) operations on the Arbitrary 
CRCW PRAM, and JaJ5 and Ryu [16] independently provide an important algo- 
rithm that runs in O(logn) time using the same number of operations on the same 
model. A deterministic parallel algorithm that runs in O(log’ n/log log n) time and 
a randomized parallel algorithm that runs in O(log n) time are presented; both 
algorithms use O(n) operations and do not impose any restriction on the input 
alphabet. 
The rest of the Paper is organized as follows. We review in Section 2 the PRAM 
model and some related results, and introduce some basic terminology that will be 
used in the remainder of this Paper. The deterministic parallel algorithms for sorting 
and for constructing digital search trees are presented in Sections 3 and 4. The 
randomized parallel sorting algorithm is presented in Section 5. Finally, an optimal 
parallel algorithm for finding a minimal starting Point of a circular string is presented 
in Section 6. 
2. Preliminaries 
A PRAM (Parallel Random Access Machine) consists of p synchronous processors, 
po,p1, **.> Pp_ 1, all having access to a large shared memory. In a Single cycle, each 
processor may read or write from or into a shared memory cell, or perform a local 
Operation. Esch processor Pi, 0 < i < p - 1, is uniquely identified by an index i which 
tan be referred to in the program. 
There are several variations of the above general model based on the assumptions 
regarding the handling of simultaneous access by seve;al processors to a Single 
location of the common memory. An EREW (Exclusive-Read-Exclusive-Write) 
PRAM does not allow simultaneous access by more than one processor to the same 
memory location. A CREW (Concurrent-Read-Exclusive-Write) PRAM allows si- 
multaneous access only for read instructions. A CRCW (Concurrent-Read-Concur- 
rent-Write) PRAM allows simultaneous access for both read and write instructions. 
On the Common CRCW PRAM, it is assumed that if several processors attempt to 
write simultaneously into the same memory location, then all of them are writing the 
same value. In the Arbitrary CRCW PRAM, it is assumed that one of the processors 
attempting to write into the same memory location succeeds, but we do not know in 
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advance which one. On the Priority CRCW PRAM, it is assumed that the processor 
with minimum index among the processors attempting to write simultaneously into 
the Same memory location succeeds. 
Let TA(n) denote the time required by a parallel algorithm A to solve a Problem of 
size n and let f+‘,(n) be the total number of operations used. We say that A is work 
optimal if W,(n) is @(Seq(n)), where Seq(n) is the running time of the best sequential 
algorithm for solving the Same Problem. 
The following known results on the PRAM will be used throughout the Paper. 
Consider a sequence of n integer-s (aI , u2, . . . , a,) each of length O(logn) bits. The 
preJx sums of this sequence are the n partial sums defined by Si = ul + u2 + ... + ai, 
1 < i < n. Then we have the following lemma. 
Lemma 2.1 (Cole and Vishkin [ll]). The prejix sums ofu sequence ofn integers euch 
of length 0( log n) tun be found in 0( log n/log log n) time using O(n) operutions on the 
Common CRC W PRAM. 
A slight modification of the above prefix sums algorithm tan be used to solve the 
following segmented prejix sums Problem. Given a sequence A = (uI, u2,. .., u,) of 
n integers each of length O(logn) and a Boolean array B of length n such that 
bI = b, = 1; for each iI < i2 such that bi, = bi, = 1 and bj = 0 for all iI < j < i2, we 
wish to compute the prefix sums of the subarray (Ui, + l,. . . , Uil) of A. 
Corollary 2.1. The segmented prejix sums of u sequence of n integers euch of length 
O(log n) tun be found in O(log n/log log n) time using O(n) operutions on the Common 
CRCW PRAM. 
The following four lemmas state known results for finding the first 1 in a Boolean 
array, solving the all nearest one-bit Problem, merging two sorted lists, and sorting 
a list of n elements, respectively. 
Lemma 2.2 (Fich et al. [12]). Given u Booleun urruy B[ 1: n] of size n, the index i such 
thut B[i] = 1 und B[j] = 0, for all 1 <j < i - 1, tun befound in O(1) time using O(n) 
operutions on the Common CRC W PRAM. 
Lemma 2.3 (Berkman and Vishkin [SI). Given u Booleun urruy BC1 : n] = 
(bl,bz> . . . . b,) of size n, for all 1 < i < n, the nearest one bit Of bi to its left tun befound in 
O(cr(n)) time using O(n) operations, where c1 denotes the extremely slowly increusing 
LLinverse-Ackermunn” function. 
Lemma 2.4 (Kruskal [18] and Borodin and Hopcroft [7]). Given two sorted lists of 
m und n elements, respectively, druwn from u lineurly ordered set, the two lists tun be 
merged in O(log log(m + n)) time using O(n + m) operations on the CREW PRAM. 
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Lemma 2.5 (Cole [lO]). Given a list of n elements from a linearly ordered set, the list 
tan be sorted in O(logn) time using O(nlogn) operations on the ERE W PRAM. 
We now introduce the basic terminology needed for describing our operations on 
strings. Let C be an alphabet consisting of an arbitrary set of Symbols. Assume that C is 
equipped with a total Order < that tan be evaluated in constant time by a Single 
processor for any given pair of Symbols from C. A string X = ( al , a2, . . . , ak) is a finite 
tuple of Symbols from Z, where k is the length of X which is denoted by (X (. Let X [ i] 
be the ith Symbol of X, i.e., X[ i] = ai, where 1 < i < 1x1. For any pair of indices i and 
j such that 1 < i, j < k, a consecutive Portion of X, X [ i : j] = (ai, ai+ 1, . . . , aj), defines 
a substring of X. Note that X[i : j] is the empty string 4 if i > j, while X[ i : j] is 
a nontrivial substring of X if i G j. A substring defined by X [ 1: i], for some i such that 
1 d i < k, is called a prefix of X, whereas a substring of the form X[ j : k], for some 
jsuchthat 1 <j< k,iscalledasufJixofX.IfX=(a,,...,ak)and Y=(bi,...,b,)are 
strings, the concatenation of X and Y is the string XY = (aI, . . . , ak, bI, . . . , bt). Let Xi 
be the string consisting of X concatenated with itself i times, for i 2 0. Then X” = 4, 
and Xi = XX’-‘, for i > 0. For a string X = (a1,a2, . . ..ak). we consider akfr = 
ak+2 = “’ = #, where # is a Symbol not occurring in Z (“blank symbol”), and extend 
the total Order 4 to the alphabet C u { # } such that # <a, VaGC. 
Given a list of strings 9 = (X,, Xz, . . . , X,), let 158 ( = m be the number of strings in 
9, and let CF= 1 IXil = n be the total number of Symbols in the list. Without loss of 
generality, we assume that none of the strings is the empty string 4 and that the input 
strings are pairwise distinct since we tan add a unique marker to the end of each 
string. Hence, for any two distinct strings X = (ai, . . . . ak) and Y = (b,, . . . . bt) of 9, 
there is a Position j in which X and Y differ. The total Order of C induces a lexi- 
cographic Order on the list of strings as follows. When X = (a,, . . . . ak) and 
Y = (b,, . . . . bt) are any two distinct strings, we say that X< Y if and only if ai = bi, for 
1 < i < j, and aj<bj (j is the most significant Position in which X and Y differ). 
Sorting the list of input strings implies rearranging the strings in a sorted list with 
respect to the lexicographic ordering. 
One of our algorithms makes use of a slight Variation of the digital search tree as 
defined, for example, in [15]. Let 9’ = (Xi, X2, . . . , X,) be a sorted list of distinct 
strings over the alphabet C. Assume that no Xi is a prefix of some Xj, whenever i #j. 
We define the digital search tree T associated with 9 to be an ordered rooted tree 
with m leaves such that: 
(1) Esch edge of T is labeled with a Symbol from the alphabet C, and is directed 
away from the root. 
(2) No two edges emanating from the same node have the same Symbol as their 
labels. 
(3) All the edges from each node appear in sorted Order with respect to their labels. 
(4) Esch leaf node u is uniquely identified with a string Xi, in the sense that the 
concatenation of the labels on the path from the root to u is Xi. 
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Fig. 1. A digital search tree associated with a sorted list of six strings 9 = (XI ,Xz,X,,X4,XS, X,) = 
(aaba,abaa, abb, abcba, abcbc, abcc). 
Notice that condition (3) of our definition does not appear in the usual definition of 
digital search trees and is needed here to describe our deterministic sorting algorithm. 
The digital search tree associated with the list _Y = (X1,X2, XJ, X4, X5,X6) = 
(aaba,abaa, abb,abcba, abcbc, abcc) is shown in Fig. 1. Note that the total number 
of Symbols that appear as the labels of the tree edges is 13 while the total number 
of Symbols in Y is Cf= 1 [Xi1 = 25. Since the reconstruction of the sorted list of 
the input strings from the corresponding digital search tree tan be done quite 
easily, we tan define the sorting Problem as follows: Given a list of strings over 
an arbitrary alphabet, construct the digital search tree associated with the corres- 
ponding sorted list. We use this definition in the next section to obtain the optimal 
parallel algorithm when all the input strings are of the same length 1 and E is small 
(1~ log m). We will then generalize this algorithm to sort strings of different 
lengths. 
3. A deterministic sorting algorithm 
In this section, we present a simple optimal algorithm that lexicographically sorts 
a list _Y = (X1,X2, ..,, X,) of m input strings, where CF= t IXi 1 = n. This algorithm 
runs in O(log* m/log log m) time using O(m log m + n) operations. Note that the time 
complexity depends only on m. During the execution of our algorithm, digital search 
trees are constructed for sorting substrings of the same length. Without loss of 
generality, we assume that the input strings are pairwise distinct and no string is 
a prefix of another string. 
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Before going further, we introduce a straightforward algorithm to sort a list of 
m strings. Note that by Lemma 2.2, any two strings of lengths 1i and lz tan be 
compared in O(1) time using O(1i + 12) operations. Hence, if we apply Cole’s 
mergesort algorithm (Lemma 2.5) to solve our string sorting Problem, each of its 
O(log m) iterations tan be executed in 0( 1) time using O(n) operations. Thus, we have 
the following lemma. 
Lemma 3.1. A list of m input strings whose total number of Symbols is n tan be sorted in 
O(logm) time using O(nlogm) operations on the Common CRCW PRAM. 
The total number of operations used by the modified Cole’s mergesort algorithm is 
nonoptimal in the sense that the Problem tan be solved in 0( m log m + n) operations 
which is strictly less than O(nlogm) whenever m = o(n) and m is not a constant. 
The basic strategy of our optimal algorithm follows the mergesort technique. Given 
two digital search trees with m, and m, leaves, respectively, we show how to merge 
these two trees into a digital search tree with m, + m, leaves. We begin by describing 
a relatively slow algorithm that merges the two digital search trees by sweeping 
through these trees from top to bottom in a breadth-first search manner. 
Algorithm Merging_Two_Trees 
Input: Digital search trees S and T with m, and m, leaves corresponding to two sorted 
lists of m, and m, strings, respectively. 
Output: The merged digital search tree R with m, = m, + m, leaves. 
Let the roots be at level 0. Let s be a vertex of S and let t be a vertex of T. The 
vertices s and t are pairwise ambiguous if the string defined by the path from the root of 
S to the vertex s is equal to the string defined by the path from the root of T to the 
vertex t. In this case, the vertices s and t will be merged to one vertex r in R. 
begin 
The algorithm works in iterations i 3 1. 
Input to iteration (i 3 1): All ambiguous pairs (s,,tl), . . ..(sk.tk) at level i - 1, where 
vertices si , . . . , sk belong to S and vertices t 1, . . . , tk belong to T. The children of each Sj 
in S are in sorted Order according to the ith Symbols of the strings leading to them. 
Similarly, the children of each tj in T are in sorted Order according to the ith Symbols 
of the strings leading to them. 
Iteration i: 
for every input ambiguous pair (s, t) do in parallel 
Merge the list of children of s with the list of children of t, using a parallel merging 
algorithm. Identify ambiguous pairs at level i. For each input ambiguous pair, form 
a new vertex r in R. 
Implementation Remark: We store each tree in a one-dimensional array. The children 
of each vertex are stored in sorted Order in consecutive memory locations so that the 
merging of the children of two vertices tan be done in a linear number of operations. 
Prior to advancing from iteration i - 1 to iteration i, we apply a prefix sums routine 
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so that all the ambiguous pairs of level i - 1 are given in consecutive memory 
locations. 
end 
Let n, and n, be the numbers of vertices of the input digital search trees S and T, 
respectively. Similarly, let n, be the number of vertices of the output digital search tree 
R. Then, clearly n, + n, > n,, and one tan Show the following lemma. 
Lemma 3.2. Given two digital search trees S and T with m, and m, leaves, respectively, 
Algorithm Merging-Two-Trees merges the two trees into a Single digital search tree 
R with m, = m, + m, leaves in O(d (log m,/log log m,)) time using O(m, + ((n, + 
n,) - n,)) operations, where d = min{ depth(S), depth( T)}, and where depth(2) is the 
length of the longest path jirom the root to a leaf in tree 2. 
Proof. Since the correctness of the algorithm is straightforward, we concentrate here 
on establishing the complexity bounds. During each iteration, we only perform the 
operations of merging sets of sorted Symbols and of computing prefix sums. Thus, the 
time for each iteration is O(log m,/log log m,), since the children of each vertex and all 
the ambiguous pairs are stored in consecutive memory locations. Hence, the total 
parallel time of the algorithm is 0( d (log m,/log log m,)). 
Let a trivial vertex be a vertex that has at most one Child; otherwise the vertex is 
called nontrivial. Note that in the two input trees, the total number of children of all 
the nontrivial vertices is bounded by 2m,. Let (s, t) be an ambiguous pair, and let 1 SI 
and 1 t 1 be the number of children of s and t, respectively. If (s 1 < 1 and 1 t 1 < 1, then the 
children of s and t need not be merged. Otherwise, we need to merge the children of 
s and the children of t, and this tan be done with 0( 1 s 1 + 1 t 1) operations by Lemma 
2.4. Thus, the total number of operations for merging is proportional to the total 
number of children of all the nontrivial vertices, and hence it is O(m,). 
The prefix sums routine is used to compact the ambiguous pairs or to compact the 
children of each vertex after the merging Operation. The total number of operations 
for compacting children is O(m,) as explained above. The total number of operations 
for compacting the ambigous pairs is clearly proportional to the total number of 
ambiguous pairs created during the execution of the algorithm. Note that for each 
ambiguous pair (s, t), the two vertices s and t reduce to a vertex r, and the number of 
vertices is decreased by one. Thus, the total number of ambiguous pairs is equal to the 
differente of the number of vertices before and after the execution of the algorithm, 
and hence this is the Same as n, + n, - n,. Therefore, the total number of operations 
used by the algorithm is O(m, + ((n, + n,) - n,)). •i 
Fig. 2 Shows the digital search tree R derived by merging the two trees S and 
T associated with the two lists each with three strings, respectively. Note that the 
number of vertices is decreased by 4, i.e., n, + n, - n, = 4. 
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Fig. 2. (a) TWO digital search trees S and T associated with the two lists 9, = (X,.X,,X3) = 
(aaba, abaa, abcc) and cLpl = (X,, X5, X,) = (abb, abcba, abcbc) respectively. (b) The digital search tree 
R derived by merging S and T. 
We use our tree merging algorithm to derive the following mergesort algorithm. We 
fit-st consider the case where all the m input strings are of the same length l = n/m. We 
then generalize our algorithm. 
Algorithm Merge-Sort 
Input: m digital search trees. Esch tree is a chain of length 1 = n/m which represents 
a string of length 1. For simplicity, we assume that m = 2h, for some positive integer h. 
Output: The digital search tree for the sorted list of the input strings. 
begin 
forjc 1 tologmdo 
for i c 1 to m/2j do in parallel 
Merge the two adjacent trees rZi _ I and Tzi each with 2j-’ leaves; 
(* Use Algorithm Merging_Two_Trees in this Step. * ) 
Let the resulting tree be Ti; 
end 
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(a) Input digital search trees. 
(b) After iteration 1. 
(c) After iteration 2. 
(d) After the final iteration. 
Fig. 3. The step-by-step illustration of the execution of Algorithm Merge-Sort when m = 8 and l = 4. 
Fig. 3 gives a step-by-step illustration of the exceution of Algorithm Merge_Sort 
when m = 8 and 1= 4. 
By Lemma 3.2, iteration j of this algorithm runs in 0( I(log m/log log m)) time, and 
hence the total time for the algorithm is 0( l(log’ m/log log m)). During iteration j, the 
J.F. JbJh et ~1.1 7’heoretical Computer Science 154 (1996) 225-245 235 
number of operations necessary to merge children of m/2’ pairs of trees each with 2’- ’ 
leaves is 0( 2.2j- ’ m/2j) = 0( m). Thus, the total number of operations required for 
merging the children by this algorithm is 0( m log m). As shown in the proof of Lemma 
3.2, the number of ambiguous pairs during iteration j is the differente between the 
number of vertices in the trees before the iteration and that in the trees after the 
iteration. Thus, the total number of ambiguous pairs during the execution of the 
algorithm is bounded by the total number of vertices in the input m trees which is 
O(n), and hence the total number of operations for manipulating the ambiguous pairs 
is O(n). It follows that the total number of operations is 0( m log m + n). Therefore, 
we have the following lemma. 
Lemma 3.3. Given a list of m strings euch of length n/m = 1, Algorithm Merge-Sortjnds 
the sorted list of the strings in 0(1(log2 m/loglogm)) time using O(mlogm + n) 
operations. 
We tan make the algorithm faster by pipelining the operations of the two loops. 
Once the first iteration of the inner loop terminates, we tan proceed with the next 
outer iteration while trying to complete the inner loop of the previous iteration. Thus, 
we have the following lemma. 
Lemma 3.4. Given a list of m strings euch of length n/m = 1, the sorted list of the input 
strings tan be determined in 0(( 1+ log m) log m/log log m) time using 0( m log m + n) 
operations. 
We tan improve the previous algorithm by reducing the time complexity to 
0(log2 m/log log m) regardless of the value 1. 
Lemma 3.5. Given a list of m strings euch of length n/m = 1, the sorted list of the input 
strings tan be determined in O(log2 m/log log m) time using 0( m log m + n) operations. 
Proof. If 1 d log m, the proof follows from Lemma 3.4. Suppose 1 > log m. We parti- 
tion each input string Xi = (ai, 1, ag, . . . , ai,l), 1 d i d m, into s = r l/log ml substrings, 
say, xi,l = (ai,l,ai,2, .--,ai,~~~~)~ xi,2 = (ai,bgm+l, ...,ai.210grn),...,Xi,s = (ai,~s-l)logm+l~ ...) 
ai,l); hence 1 Xi,j 1 = log m for 1 Q j < s - 1 and 1 Xi,, 1 < log m. This trick has been used 
before in the literature (e.g. Cl]). We sort in parallel s lists, {Xi,j, X,,j, . . . . Xm,j}, 
1 < j < s, each consisting of m substrings such that each substring is of length at most 
log m. Esch such list tan be sorted in O(log’ m/loglog m) time using O(m log m) 
operations. Thus, this Step tan be done within the Same time bound using 
0( m log m . l/log m) = O(n) operations. Next, replace each substring of length at most 
log m with the index of its Position in the sorted list containing the substring. Then the 
list of input strings reduces into a list of m strings each of length l/logm without 
changing their relative ordering in the original list. By Lemma 3.1, these m strings tan 
be also sorted in O(log m) time using 0( ml/log m log m) = O(n) operations. 0 
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Finally, we generalize this result to the case where the input strings are of different 
lengths. 
Theorem 3.1. Giuen a Eist 9’ = (XI, X2, . . . , X,) of m strings, where CF= 1 1 Xi 1 = n, the 
sorted list of the input strings tan be found in O(log’ m/log logm) time using 
O(mlogm + n) operations. 
Proof. Convert the input list of m strings into a list of at most 2m strings each of length 
exactly rn/ml as follows: For each string whose length is less than rn/m], pad 
appropriate amount of blank Symbols. For each string whose length is greater than 
[n/mJ, partition th e string into several substrings each of length exactly rn/ml by 
padding some blank Symbols to the last substring. When m is very small, the above 
time bound may be dominated by the time necessary for allocating processors to the 
m strings appropriately. But, this processor allocation Problem tan be solved by the 
same strategy as in [7]. Then, we sort the converted list using the algorithm of Lemma 
3.5. We then replace each substring of length at most rn/m] or each string of length at 
most rn/ml in the original list with the index of its Position in the sorted list of the 
converted strings. The resulting list consists of m strings whose total number of 
symbols is O(m). Note that the relative ordering of the strings in the list does not 
Change. Clearly, this list tan be sorted in O(log m) time using 0( m log m) operations 
by Lemma 3.1, and therefore our theorem follows. 0 
Remark. One tan get a somewhat simpler optimal time sequential algorithm. In 
particular, Lemma 3.5 is not needed. We tan just merge the input m digital search 
trees of different lengths two by two by using a sequential algorithm similar to 
Algorithm MergingTwo-Trees. This sequential algorithm merges two digital search 
trees by processing them in a breadth-first search or a depth-first search manner. 
4. Constructing a digital search tree 
Given a lexicographically sorted list Y = (X, , X2, . , . , X,) of m input strings, where 
Cl= r IXiI = n, we show how to construct a digital search tree for the list within the 
same complexity bounds as those of the sorting algorithm. We have already presented 
an optimal-work parallel algorithm to construct a digital search tree when each input 
string is of length logm. In this section, we generalize this result to an optimal-work 
deterministic parallel algorithm when the input strings are of different lengths. If the 
input strings are not sorted, we tan sort them by using the sorting algorithm in the 
previous section without affecting the Overall complexity of the algorithm. Without 
loss of generality, we assume that the input strings are pairwise distinct and no string 
is a prefix of another string. The following simple algorithm constructs the digital 
search tree in O(log’m/loglogm) time using O(mlogm + n) operations. 
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Algorithm DigitaLSearchTree 
Input: A sorted list 9 = (X,, X,, . . . , X,) of m input strings, where Cy= 1 IXi( = n. 
Output: The digital search tree for the list 9. 
begin 
Step 1: Partition each string Xi = (ai.1, ai.2, . . . , Ui,l,), 1 < i < m, into Si = 
rIXiI/logml substrings, say, Xi,1 = (ai,l,ai.2> .*.,ai,logm), Xi,2 = (ai,logm+l, ..., 
ui,210gm ) > . . .3 xi,s, = (“i,(s,-l)logm+l~ -..> ai,l,); hence IXi,jl = logm, for 1 d j < si - 1, 
and /Xi,,> 1 d log m. 
Step 2: For each substring X,,j of Xi, where 1 < i < m and 1 6 j < Si, find the 
minimum interval(l, r), where 1 < i < r, and such that X,,j exists but XI_ l,j does not, 
and X,,j exists, but X, + 1, j does not. This Step tan be performed in O(log m) time using 
O(n) operations with the doubling technique, and enables allocation of processors for 
executing the following Steps. 
Step 3: For each 1 < j < Si and each substring Xi,j of Xi, 1 6 i < m, find the 
maximum interval (1’, r’), where I’ < i < r’, and such that Xl,,h = X1,+ l,h = ... = Xrz,h, 
for each 1 < h < j. We do this in two substeps. First we use an auxiliary array A and 
set A(i,j):= 0, if Xi,j = Xi_ l,j and A(i,j):= 1, otherwise, we also set the following 
default values: A( 1,1) := 1. Now for each i separately, find the smallest k for which 
A(i,k)= l;weconcludethatforeveryj< k,A(i,j)= A(i,j- l),andwesetB(i,j)=O 
for all j < k; we also conclude for every j > k, that A(i,j) # A(i,j - l), and we set 
B( i,j) = 1 for all j 2 k. This computation tan be done in O(1) time and O(n) 
operations on the Common CRCW by Lemma 2.2. The second substep finishes the 
computation of this Step. Let the interval (l’, r’) of Xi,1 be (1, m). Determining 1’ for the 
interval (l’, r’) of Xi,j, for j > 2, is done by finding the largest integer k < i for which 
B( k, j - 1) = 1. The value r’ of (I’, r’) tan be also determined in a similar way. This Step 
tan be done in O(a(m)) time and O(n) operations by Lemma 2.3. (See Fig. 4 for an 
example.) Note that the two-dimensional arrays A and B of this Step are used for ease 
of explanation and are not really needed. 
Step 4: We construct in parallel a digital search tree of depth at most log m for each 
interval determined in Step 3 in the following way. Let (1’, r’) and (1”, r”) be such 
intervals of substrings Xi,j and Xi,j_ 1, respectively. Clearly, I” < 1’ and r’ d r”. Then, 
the (j - 1)st substrings { X,,,j_ 1, Xt, + i,j_ 1, . . ., X,,,j_l} form a Single path of length 
logm in the digital search tree corresponding to the interval (I”, r”), and the jth 
substrings { X,,,j, XI, + i.j, . . . , X,,,j} form a digital search tree corresponding to the 
interval (I’, r’). 
Step 5: For each interval (I’, r’) of Xi,j, let the leaf node corresponding to the 
substrings IXl’,j~1,Xl,+l,j~1)..., X,,,j- 1} be the root node of the tree corresponding 
to the substrings { X,,,j, Xl,+ i,j, . . ., X,,,j}. 
end 
Theorem 4.1. Given u sorted list of m strings whose total length is n, the corresponding 
digital seurch tree tun be constructed in O(log’ m/log log m) time using O(m log m + n) 
operutions. 
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Fig. 4. An example for Step 3 of Algorithm DigitalLSearchkTree. 
Proof. Steps 1 and 5 tan be done in constant time using O(n) operations. Note that 
the processor allocation Problem in Step 1 tan be solved in constant time using O(n) 
operations [7]. Steps 2 and 3 tan be done within the resource bounds as described in 
the algorithm. Step 4 tan be performed in O(log’m/loglog m) time using 
O(mlogm + n) operations by using the algorithm of Lemma 3.4. 0 
5. A randomized sorting algorithm 
In this section, we present a simple randomized algorithm that sorts a list 
9 = (X,,Xz, . ..) X,) of m input strings, where Cy’ i IXiJ = n, in O(log m) time using 
O(m log m + n) operations, with high probability. As in Section 3, we first consider the 
case where all the input strings are of the Same length 1 = n/m, and later generalize the 
result. We also assume that the input strings are stored in an array X[ 1. .m; 1. .l], 
where 1 = n/m. 
Our randomized algorithm requires an efficient algorithm for the following string 
search Problem. Given a sorted list Y’ = (X; , X2, . . . , Xm.) of m’ strings, each of length 
1, and a string Y of the Same length 1, we need an algorithm to search for Y in 9’ 
serially. A naive binary search algorithm will take O(Zlog m’) time. Kosaraju [17] 
provides an O(1Jiogm’) time algorithm. We now develop a very simple algorithm 
that takes O(log m’ + 1) time given that the input list 9’ is properly preprocessed. The 
following algorithm for preprocessing the input list is similar to Step 3 of Algorithm 
DigitaLSearch-Tree of previous section, and tan be done in 0( a( m)) time using O(n) 
operations. 
Algorithm BinarySearchkPreprocessing 
Input: A sorted list 9’ = (X; , Xz, . . . , Xmp of m’ strings, each of length 1. 9” is stored in 
array X’[l . .m’; 1. J]. We use two auxiliary Boolean arrays A[ 1. .m’; 1. .l] and 
B[l...m’;1...1]. 
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Output: An array A’ [ 1. . m’; 1. . 11. For each i and j, A’ [i, j] contains a pair of integers 
(r1,r2) such that rI < i f r2 and (rI,zz) is the maximum interval such tha 
X’[rl,k] = X’[rI + l,k] = -.. = X’[rz, k], for all k such that 1 < k < j. 
begin 
1. forall 2 < i < m’ and 1 < j < 1 do in parallel 
if X’[i - l,j] = X’[i,j] then A[i,j] + 0 
else A[i,j] 4- 1; 
A[l, l] = 1; 
2. forall 1 < i d m’, find the smallest ki such that A [ i, k] = 1 in parallel; 
3. forall 1 d i d m’ and 1 Q j < 1 do in parallel 
ifj < ki then B[i,j] + 0 else B[i,j] + 1; 
4. forall 1 < i d m’ and 1 < j d 1 do in parallel 
compute rl for the interval ( rl , r2) of A’ [i, j] by finding 
the largest integer k < i for which B[k,j] = 1; 
compute r2 for the interval in a similar fashion; 
end 
Fig. 5 Shows the contents of the output array A’[ 1.. 8; 1.. 61 given a list of eight 
strings each of length six in array X’[ 1. .; 1.. 61. Step 2 of the above algorithm tan be 
done in O(1) time using O(m’l) operations by Lemma 2.2. Steps 1 and 3 tan be also 
performed within the same complexity bounds. Step 4 tan be done in O(cc(m’)) time 
and O(m’l) operations by Lemma 2.3. Thus, we have the following lemma. 
Lemma 5.1. Given a sorted list 9 = (Xi, Xi, . . ..Xh.) of m’ strings euch of length 1, 
Algorithm Binary_Search_Preprocessing correctly constructs the auxiliary array 
A’[ 1 . . m’; 1 . l] in O(a(m’)) time using a linear number of operations. 
We now provide a binary search algorithm that optimally finds a given string in 
a sorted list of strings. The algorithm Starts by comparing the given string Y with the 
middle string in the sorted list. The first Position in which these two strings differ gives 
a restricted range where Y tan occur. We use the information stored in A’ to determine 
the new search range for Y. 
Algorithm BinaryStringSearch 
Input: A sorted list 9’ = (X; , X;, . . . , Xk,) of m’ strings each of length 1 stored in an 
array X’ [ 1. . m’; 1. . 1 ] and a string Y. The auxiliary array A’[ 1. . m’; 1. . l] of 
X’[ 1 . . m’; 1 . . l] is also provided as part of the input. 
Output: An index middle such that Xkiddle = Y or middle is the number of strings in 9’ 
that are lexicographically smaller than Y. 
begin 
1. Let pos = 1, lower = 1, and upper = m’; 
2. middle = L(lower + upper)/2 J; 
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Fig. 5. The contents of the output array A’ after the execution of Algorithm Binary_Search_Preprocessing 
(m’ = 8, l = 6). 
3. while pos < 1 and lower d upper do 
while X’[middle, pos] = Y[pos] do pos c pos + 1; 
if pos > 1 then 
let A’[middle, pos - l] = (rl,r2); 
lower 4- max { rl, lower); 
upper t min { r2, upper} ; 
if X’ [middle, pos] < Y[pos] then lower c middle + 1 
else upper t middle - 1; 
4. return (middle); 
end. 
Lemma 5.2. Given a sorted list 3” = (Xi, Xi, . . . , X&,,}, a string Y, and the auxiliary 
array A’[ 1. . m’; 1. . 11, Algorithm Binary-StringSearch correctly determines the posi- 
tion of Y in 9’ in O(logm’ + 1) time sequentially. 
Proof. The value of pos cannot decrease since during the execution of the algorithm, 
X’[middle, i] = Y[i], for all 1 < i < pos - 1, because of the characteristics of the 
auxiliary array A’[ 1. . m’; 1. . 11. Hence, during each iteration of Step 3, pos increases at 
least one or the interval (lower, upper) decreases to at most half of the previous 
interval. Thus, the total time is proportional to the length I of string Y and the number 
of iterations of Step 3 necessary to find the correct Position of Yin the m’ strings and 
hence it is O(logm’ + 1). 0 
The following randomized algorithm uses the above search algorithm to sort a list 
of m strings, each of length 1, in O(log m + 1) time using 0( m log m + n) operations, 
with high probability. This algorithm tan be modified to sort m strings of different 
lengths in O(logm) time using O(mlogm + n) operations as in Section 3. 
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Algorithm RandomizedSorting 
Input: A list _.Y = (X,,XZ, . . . . X,) of m strings, where 1 X1 1 = 0.. = (X, 1 = n/m = 1. 
Output: The list 9 in sorted Order. 
begin 
Step 1: Pick randomly m/logm strings and sort them deterministically. 
Step 2: Preprocess the sorted list of the m/logm strings introduced in Step 1 and 
determine the Position of each of the m input strings in the sorted list. 
Step 3: Partition the set of input strings into (m/logm + 1) sets according to their 
positions in the sorted list. Esch such set consists of at most O(log’ m) strings with 
high probability. 
Step 4: Sort all the (m/logm + 1) sets independently in parallel. 
end 
Lemma 5.3. Let m’ be the number of strings in any set after Step 3 of the above 
algorithm. Then Pr { m’ 2 8 log’ m} < m-4. 
The proof of this lemma follows by using Standard techniques (e.g. [15]). 
Lemma 5.4. Given a list of m strings each of length njm = 1, Algorithm Random- 
ized_Sorting sorts the input strings in O(logm + 1) time using O(mlog m -t- n) opera- 
tions with high probability. 
Proof. The correctness of the algorithm is obvious. Step 1 tan be done within our 
resource bounds by Lemma 3.1. In Step 2, we use the above preprocessing and binary 
string search algorithms. Since all the input strings are searched in parallel, this step 
tan be done within our stated time bound using 0( m( log m + 1)) = 0( m log m + n) 
operations. Step 3 tan be also done within the stated bounds since it just requires 
m integers representing the positions of the strings to be sorted. We use the result of 
Lemma 3.5 to sort all the (m/log m + 1) sets independently in Step 4, and therefore our 
lemma follows. 0 
The proof of the following lemma is similar to that of Lemma 3.5. 
Lemma 5.5. Given a list of m strings each of length n/m = 1, the sorted list of these 
strings tan be found in O(logm) time using O(mlogm + n) operations with high 
probability. 
Finally, we generalize this result to the case where the input strings are of different 
lengths. The proof of the following theorem is also similar to that of Theorem 3.1. 
Theorem 5.1. Given a list 9 = (XI, XZ, . . . , X,) of m strings, where Cy= 1 [Xi1 = n, the 
sorted list of the input strings tan be found in O(logm) time using O(mlogm + n) 
operations with high probability. 
242 J.F. JbJb et al./ Theoretical Computer Science 154 (1996) 225-245 
We next consider an application of our sorting algorithms, namely that of deter- 
mining the minimal starting Point of a circular string. 
6. Finding a minimal starting Point of a circular string 
Let C = (cO,cl, . . . ,cn-i) be a string over the arbitrary alphabet C. The string is 
called circular if the following n strings are considered equivalent: 
(Cj ,... ,~,-1,~o,...,Cj-l),j=O,...,n- 1. Let C(jo)=[Cj,, ,... ,C,-1,Co ,...) CjO_i] be 
a linear string of C with j. as a starting Point. Given C(i) and C(j), we define 
C(i)<C(j) ifs [Ci p..., c,-~,cO,...>C~-~] precedes [Cj j..., c,_~,cO ,..., cj_11 in lexi- 
cographic Order, and C( i)sC(j) ifs C(i)iC(j) or C(i) = C(j). C(jo) is minimal if 
C(jo)iC(j) for all j = 0, . . . . n - 1. The index j. is called a minimal starting Point 
(m.s.p.) of C. A circular string C is defined to be repeating if it has more than one m.s.p. 
Given a circular string, the Problem of finding a minimal starting Point tan be 
solved in linear sequential time [8,20]. This Problem tan be also solved in 
O(log n log log n) time [14] or O(log n) time [16] using O(n log log n) operations on 
the Arbitrary CRCW PRAM if the input alphabet is restricted to { 1,2, . . . , no(‘)}. In 
this section, we show that the two parallel algorithms of Sections 3 and 5 tan be used 
to derive an optimal parallel algorithm for this Problem that runs in 
0(log2 n/loglog n) time deterministically or in O(log n) time with high probability. 
The corresponding algorithm provides four kinds of improvement over the algo- 
rithms of [14,16]. The first improvement is that the input alphabet is not restricted; 
the second is that the new algorithm uses O(n) operations; the third is that the 
algorithm runs on a weaker model, namely the common CRCW PRAM; and the 
fourth is that the algorithm uses O(n) space while those of [14,16] use O(nl+“) space, 
where E is a positive constant. 
In this section, we assume that the input circular string is not repeating, since if it is 
repeating, we tan find its smallest repeating prefix in O(logn) time and O(n) 
operations [9,12]. Clearly, the m.s.p. of a smallest repeating prefix is also an m.s.p. of 
the original string. One tan easily check that there is only one m.s.p. in a nonrepeating 
circular string. We begin with a simple 0( log n) time algorithm that uses 0( n log n) 
operations. We will use it later to derive a more efficient algorithm. This simple 
algorithm is based on the following lemma from [20]. 
Lemma 6.1. Let C = (cO,cl, . . . ,cnml) be a circular string with a unique m.s.p. Zf 
c~+~ = cj+l, for all 1 = 1, . . . . s, then any of (i + 1, . . . . i + s + 1) n (j + 1, . . . . j + 
s + 1 } cannot be the m.s.p. 
Algorithm Simple_MSP 
Input: A nonrepeating circular string C = (cg, ci , . . ., c,_ l). 
(Assume for convenience that n = 2k, for some integer k > 0.) 
Output: The m.s.p. of the input string. 
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begin 
1. Mark all n positions as candidates for the m.s.p.; 
2. for i = 1 to logn do 
for each block of size 2’ do in parallel 
(* Note that each block has two subblocks of size 2’-‘, and each subblock 
has only one candidate.* ) 
Compare the two strings of length 2’ starting at the candidate positions, and 
eliminate one of them; 
end 
We assign 2’ processors to each block of size 2’, and compare the two strings of 
length 2’ each starting from its candidate Position. If the two strings are different, we 
find the smaller string and mark its string Position as a further candidate. If the two 
strings are the Same, we mark the first of the two candidates as a further candidate by 
using Lemma 6.1. This tan be done in constant time using O(2’) operations by 
Lemma 2.2. Thus, the above algorithm finds the m.s.p. of a nonrepeating circular 
string in O(log n) time and 0( II log n) operations on the Common CRCW PRAM. 
Now, we describe the optimal algorithm. 
Algoritbm OptimalLMSP 
Input: A nonrepeating circular string C = (cg, cl, . . . , c,_ l). (Assume for convenience 
that y1 = 2k, for some integer k > 0, and that n is a multiple of logn.) 
Output: The m.s.p. of the input string. 
begin 
Step 1: Partition C into n/log ~1 = m blocks, Bi, Bz, . . , B,, where Bi = (Cti _ 1, logn, 
C(i-l)logn+l,...,Cilogn~l > ) l<idm. 
Step 2: Let $ be a special Symbol not in C such that V~EC, a < $. Then construct 
m circular strings, Ci, . . . , C,eachoflength2log~+ l,whereCi=(Bi,B~i+,,,,,,,$), 
1 < i d m. Clearly, for each i, Ci is nonrepeating and has only one m.s.p. 
Step 3: Find the m.s.p. of Ci serially, for each i = 1, . . . , m. We tan easily prove that 
this Position is better than any other Position of {(i - 1)log n, (i - 1)log n + 
1, . . . . ilog II - 1) in C by using Lemma 6.1. If the m.s.p. is in Bi, mark the Symbol. 
Otherwise, do not mark any Symbol in Bi. 
Step 4: Now, there are at most m candidates which have been marked in Step 3. 
Construct at most m strings each of which Starts at a candidate and ends at just before 
the next candidate. 
Step 5: Sort the strings constructed in Step 4 by using one of the algorithms 
developed in Sections 3 and 5. 
Step 6: Replace each of the strings sorted in Step 5 with its ranking in the sorted list 
from Step 5. Then C is reduced into a circular string of length at most m = n/logn. 
Step 7: Apply Algorithm SimpleeMSP to the resulting string and find the final 
m.s.p. 
end 
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Lemma 4.2. The m.s.p. of the modijied circular string after Step 6 of Algorithm 
OptimalLMSP maintains the same m.s.p. as the original one. 
Proof. Let j, be the m.s.p. of the original circular string and j be any other Position 
such that Cj is marked in Step 3. Then there is k 2 0 such that Cjo = cj, . . . , c~,,+~ = c~+~, 
andCj,+k+l< cjtk+l since& is the m.s.p. Since the substring in the reduced circular 
string corresponding t0 (Cj,,, . . . , Cj+ f + 1 ,. . . ) still precedes the substring corresponding 
to (cj, ea.,Cj+k+l,e.. ), the m.s.p. is still j, in the reduced string. 0 
Clearly, all the Steps of the above algorithm tan be done in O(log n) time using O(n) 
operations deterministically except for Step 5. Thus, we have the following theorem. 
Theorem 6.1. Given a circular string of length n, Algorithm OptimalLMSPJinds m.s.p. of 
the input string in 0(log2 n/log log n) time deterministically or O(log n) time random- 
ized, using O(n) operations on the Common CRCW PRAM. 
References 
[l] A.V. Aho, J.E. Hopcroft and J.D. Ullman, The Design and Analysis ofcomputer Algorithms (Addison- 
Wesley, Reading, MA, 1974) 78-84. 
[Z] M. Ajtai, J. Komlos and E. Szemeredi, An O(nlogn) sorting network, Proc. 157% ACM Symp. on 
Theory of Computing (1983) l-9. 
[3] R.J. Anderson and G.L. Miller, Optimal parallel algorithms for list ranking, 3rd Aegean Workshop in 
Computing, Lecture Notes in Computer Science, Vol. 319 (Springer, Berlin 1988) 81-90. 
[4] A. Apostolico, C. Iliopoulos, G.M. Landau, B. Schieber and U. Vishkin, Parallel construction of 
a suffix tree with applications, Algorithmica 3 (1988) 347-365. 
[S] 0. Berkman and U. Vishkin, Recursive *-tree parallel data structure, Proc. 30th Ann. Symp. Founda- 
tions of Computer Science (1989) 196-202. Also, SIAM J. Comput., to appear. 
[6] P.C.P. Bhatt, K. Diks, T. Hagerup, V.C. Prasad, T. Radzik and S. Saxena, Improved deterministic 
parallel integer sorting, Inform. and Comput. 94 (1991) 29-47. 
[7] A. Borodin and J.E. Hopcroft, Routing, merging, and sorting on parallel models of computation, J. 
Comput. System Sei. 30 (1985) 130-145. 
[S] K.S. Booth, Lexicographically least circular substrings, Znform. Processing Lett. 10 (1980) 240-242. 
[9] D. Breslauer and Z. Galil, An optimal O(loglogn) time parallel string matthing algorithm, SIAM 
J. Comput. 19 (1990) 1051-1058. 
[lO] R. Cole, Parallel merge sort, SIAM J. Comput. 17 (1988) 770-785. 
[ll] R. Cole and U. Vishkin, Faster optimal prefix sums and list ranking, Inform. and Comput. 81 (1989) 
334-352. 
[12] F.E. Fich, P.L. Ragde and A. Wigderson, Relations between concurrent-write models of parallel 
computation, SIAM J. Comput. 1 (1988) 606-627. 
[13] T. Hagerup and 0. Petersson, Merging and Sorting strings in parallel, Mathematical Foundations of 
Computer Science 1992,17th Internat. Symp., Lecture Notes in Computer Science, Vol. 629 (Springer, 
Berlin, 1992) 298-306. 
[14] C.S. Iliopoulos and W.F. Smyth, Optimal algorithms for computing the canonical form of a circular 
string, personal communication, 1992. 
[15] J. JaJa, An Introduction to Parallel Algorithms (Addison-Wesley, Reading, MA, 1992). 
[16] J. JaJa and K.W. Ryu, An efficient parallel algorithm for the Single function coarsest partition 
Problem, Proc. 5th ACM Symp. on Parallel Algorithms and Architectures, 1993. 
J.F. J6J6 et ~1.1 Theoretical Computer Science 154 (1996) 225-245 245 
[17] SR. Kosaraju, ,On a multidimensional search Problem, Proc. 11th Ann. ACM Symp. Theory of 
Computing (1979) 67-73. 
[18] C.P. Kruskal, Searching, merging, and sorting in parallel computation, IEEE Trans. Comput. C-32 
(1983) 942-946. 
[19] R. Reischuk, Probabilistic parallel algorithms for sorting and selection, SIAM J. Compur. 14 (1985) 
396-409. 
[20] Y. Shiloach, Fast canonization of circular strings, J. Algorithms 2 (1981) 107-121. 
[21] IJ. Vishkin, Optimal parallel matthing in strings, Inform. and Control 67 (1985) 91-113. 
