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Abstcasi
This study examined the use of textural analysis to assist in the
segmentation of synthetic aperture radar (SAR) imagery. A previous study,
which dealt with imagery collected passively by electro-optical systems in the
visible and infrared portions of the electromagnetic spectrum, tested a
method of identifying optimal subsets of texture features from a large pool of
possibilities. Three new features were added to this pool and tested against
the others to determine their specific utility in the segmentation of SAR
imagery. Their value is demonstrated by consistent appearance in optimal
subsets of texture features, and by their contribution of up to 8% to image
classification accuracy.
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1.0 Introduction
The interpretation of images gathered by remote sensing systems into
identifiable land cover types is of profound importance to scientists and
analysts in many disciplines. One of the primary methods of interpretation is
segmentation, which classifies areas of an image into specific class types such
as grass, bodies of water, roads, etc. Segmentation can utilize spectral
information and/or textural information based on intensity variations
between pixels within one spectral band. This study focuses on the
segmentation, or classification, of images acquired with a high resolution
( = 1 meter) synthetic aperture radar (SAR) system which collects imagery
operating in a single frequency band. Because of this, only the textural
information contained in these images is analyzed.
Many texture metrics have been proposed in the literature over the
years. These, when added to the number of spectral bands now available in
many electro-optical (EO) systems, present the user with an overwhelming
number of choices available for image exploitation. Although computers
may be used to analyze this huge data set, the increased computation time for
analysis must be compared to the increase in accuracy. Since so many
potential textural and spectral features are available to improve the
classification of imagery, it is imperative that some optimal subset of
descriptors be found to reduce computation. This study uses an optimization
algorithm that has already been developed and tested on multispectral
imagery (Rosenblum, 1990).
The original optimization routine examined both spectral and textured
features. The spectral features are not applicable to SAR imagery and are not
included. However, three new textural features were added to the pool of
potential features. These features are based on texture spectra (to be described
later) and have been proposed to be of assistance in the classification of SAR
imagery (Wang, 1990). This study will assess the utility of these features
compared to those that have proven useful in past studies of multispectral
images.
Since human image interpretation is also a viable method of
classifying remotely sensed imagery, it is desirable to suppress any noise that
may be present in an image to improve the visibility of the textural features.
Thus, a secondary goal of this study is to investigate the relative effectiveness
of a texture filtering algorithm. This filter, like the features mentioned above,
is based on the calculated texture spectra of the digital image.
2.0 Background
2.1 Digital Imagery
A digital image is a finite number of discrete data points each of which
has one of a discrete set of possible brightnesses. The data points (referred to
as pixels) are unique locations within the image and are generally organized
into a matrix of rows and columns. The data that is contained by each pixel is
a descriptor of the brightness value of that portion of the image (Gonzalez,
1977). Each of the images used and referred to in this study was originally a
digital image containing 512 rows and 512 columns.
The brightness value of each pixel can be represented by a finite
number of values, the range of which depends on the allocation of bits used
to store the values. For example, an allocation of eight bits per memory
location yields 28 = 256 possible brightness values. The imagery that was used
in this study was originally received in a complex format (to be described
later) and was converted into 8-bit data.
2.2 Imaging Radar Systems
2.2.1 Introduction
Imaging radar systems, which operate in the microwave region of the
electromagnetic spectrum (1mm < X < lm), compete with more traditional
electro-optical systems that operate in the visible and infrared regions of the
spectrum. EO imagery looks very similar to photographic imagery which has
been collected for many more years than radar imagery, and the means for
exploiting the former are more advanced and the imagery is familiar and
more easily interpreted. Since visible imagery represents data that is similar
to what is seen by the human eye, it has a further advantage in that it is
intuitive; the manner in which ground features interact with light are
known.
It would seem that there would be little interest in collecting data from
a system that will be shown to be more operationally complex and whose
imagery is more difficult to understand and exploit. However, radar imagery
does have one major advantage over EO imagery: microwaves used as a basis
for image formation are capable of penetrating planetary atmospheres under
almost any condition. One of the reasons remotely sensed imagery is useful
is that the same ground area can be imaged periodically and changes in
features of interest can then be monitored. One of the difficulties in
exploiting EO data for this type of task is that images taken at different times
of the day often look different and this fact may affect the assessment of the
situation on the ground. Depending on tasking constraints, one could try to
image the area of interest at the same time of the day at each collection, but
many such attempts might be foiled by the presence of cloud cover.
Collection of imagery with a radar system is not subject to the adverse effects
from such temporal or weather constraints as systems collecting visible or IR
wavelengths.
2.2.2 Characteristics of Radar Imaging Systems
Imaging radar systems were not developed until the early 1950's. The
first radar systems, developed during the Second World War, were not used
to construct terrain images. Instead, they were used to detect and determine
the distance to a particular object - hence the acronym Radar: Radio detection
and ranging. Although some microwave sensors collect passive emissions by
objects on the earth, they are not very common and are closer, operationally,
to traditional EO imaging sensor systems. Instead, most radar systems are
active which means that the system transmits bursts of coherent
electromagnetic radiation from an antenna and collects the echo signals that
are scattered back to the antenna from objects that reside in the path of the
transmitted beam.
In the case of imaging radar systems, echo returns are collected over a
series of pulses which are then reconstructed in order to represent ground
terrain. This greatly increases the operational complexity since both
transmitted and received signals must be accurately and continuously
monitored. The following figure is offered to assist in the discussion of
imaging radar systems because it helps to illustrate the terms that will be used
in this section:
Flight Path
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Fig. 1 - Geometric Characteristics of an Imaging Radar System (Avery, 1992)
As is the case with most imaging systems, the resolution of the image
is the primary measure of image quality and exploitation potential. For radar
imagery, resolution is measured in two orthogonal directions: across the track
of the image swath (range) and along the track of the image swath (azimuth).
The range resolution determines the minimum possible distance between
two objects in the across-track direction such that the objects may be resolved.
This separation is necessary because the entire return signal of the nearer
object must be completely received before the beginning of the return signal
of the farther object is received. The operating characteristic of the system
that dictates the range resolution is the bandwidth of the transmitted pulse.
The ground-range resolution can be calculated as follows:
R& ~ 2cosP
where: x = pulse length as distance
p = antenna depression angle
The antenna depression angle decreases as range increases, and therefore the
ground-range resolution improves for targets located farther in the range
direction from the imaging platform. The effects of this degradation can be
controlled to a certain extent by shortening the temporal length of the
transmitted pulse. However, to obtain the same total pulse energy and thus
the same sensitivity, the shorter pulse must exhibit higher peak power. In
this way, the range resolution is effectively limited by the pulse power that
can be generated by the transmitter.
Azimuthal resolution is defined as the minimum distance between
two clearly distinguishable objects in the along-track direction. This is
determined by the width of the emitted beam, in
"spotlight"
mode, projected
on the ground, which is also called the antenna pattern. Azimuthal
resolution for a real aperture system is approximated by Avery (1992) as
follows:
where: X = operating wavelength
Rs = slant range to the target
Da = antenna length
Since the beamwidth increases in proportion to the distance from the
imaging platform, the azimuthal resolution worsens for longer slant ranges.
The azimuthal resolution may be improved by decreasing A, or increasing Da,
up to the practical limits on antenna size and wavelength response. One
limit on wavelength is the penetration depth of the atmosphere: longer
wavelengths penetrate shorter distances, which tends to negate the advantage
of using radar imaging systems. Thus, antenna size is the factor that limits
the resolution of traditional imaging radar systems. Herein lies the reason
this form of image collection did not get widespread use until the late 1960's
with the advent of a new imaging radar system called Synthetic Aperture
Radar.
2.3 SAR Systems
As shown above, the azimuthal resolution of traditional radar imaging
systems is limited by antenna size. A beam must be sharply focused for high
resolution which means that the antenna would be too large to mount on an
aircraft. This problem is surmountable through the use of a SAR system
because it simulates a large antenna by combining the data collected by the
series of smaller apertures generated by the system antenna as the aircraft is
moving forward. Antenna lengths of the order of several hundred feet in
length can be simulated through the following configuration:
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Effective (synthetic) aperture
Aircraft flight path
Series of actual apertures
Fig. 2 - Schematic of a Synthetic Aperture
SAR image reconstruction requires intensive computation. Returns
from different targets arrive at different times and with different strengths,
and thus keeping track of the echoes from a particular reflector is extremely
difficult. The key to the success of this type of imaging system is the fact that
the echoes from a specific target can be distinguished from moment to
moment by changes in the phase of the signal. If the velocity of the imaging
platform is constant, then the phase of the echoes from a target will be a
quadratic function of position. This type of signal is often called a chirp
function, or a linear frequency-modulated signal.
Originally, SAR images were produced optically. In this kind of
system, the echo pulses are recorded as they are received by coherently mixing
the signal with video frequencies to modulate the intensity of a moving CRT
spot which is recorded on film. The processed film contains the phase
histories from the ground scatterers. Each scan line corresponds to the echoes
from one transmitted pulse. The phase history of a reflector is recorded on
the film in the direction perpendicular to the scan line. If the film is
illuminated by coherent light (as from a laser) the chirp functions that
correspond to the phase histories act as lenses to focus the light to a point
corresponding to the position of the ground reflector. Optical reconstruction
is done off-line because it is not easily adapted to real-time implementation.
Another limiting factor of optical processing is the inability to compensate for
other movements of the SAR system platform (e.g. yaw or pitch) as it is
moving (Ausherman, 1977). The development of computers able to quickly
process large data sets has enabled digital processors to replace the optical
systems. Digital systems also have capability for autofocus, are easily
calibrated geometrically and radiometrically, and are much more flexible for
use with multimode systems (Avery, 1992) (Ausherman, 1977).
An imaging radar system parameter yet to be mentioned is the
polarization of transmitted and reflected radiation. Microwaves may be
transmitted or received with antennas which are polarized in a horizontal or
a vertical direction. Thus there are four possible image configurations: HH,
W, VH, HV. The system used to collect the imagery used in this study can
collect all four types of data. As will be revealed later, polarization plays
several roles in the SAR imaging process.
2.4 SAR Imagery
2.4.1 Collection Parameters
As mentioned earlier, SAR imaging systems yield terrain images by
continuously collecting signal echoes and reconstructing the ground
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representation from the data in a line-by-line fashion. A simplistic example
of collecting data for an image line is represented in the following figure:
Fig. 3 - Schematic of an Image line Being Formed By an ImagingRadar System (based on
Lillesand, 1987)
Note that there are regions on the resulting image line with no recorded echo
signal. Even though no solar factors play a role when imaging with a radar
system,
"shadows"
still exist since tall ground features (such as the tall hill),
may prevent the emitted signal from reaching some ground areas.
Though they exhibit shadows analogous to those in traditional EO
imagery, the appearance of SAR images is quite different from that of visible
or infrared images. Although physical features are readily apparent, SAR
images tend to show more variation (texture) especially in the natural ground
areas such as agricultural fields. These textures arise from unique
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interactions between the microwaves emitted by the system and the ground
features.
2.4.2 Brightness Variations
The intensity of response, or brightness, in a radar image is directly
related to the echo signal. Many factors contribute to the strength of the radar
returns, including the dielectric constant of the object, the distance from the
transmitter, and the geometry of the reflecting surfaces.
The complex-valued dielectric constant e determines the refractive
index, i.e. the ability of a material to conduct or reflect microwave energy; the
larger the real part of , the more the microwave energy is reflected. The
dielectric constant of water is large, and thus damp soil reflects microwaves
better than dry soil, and thus will appear brighter in an image.
The penetration distance of microwaves into the ground feature is also
an important factor in determining the intensity of return echoes. For
example, the return from thick tree canopies or loosely packed soil is
significantly less than for sparsely wooded areas or hard-packed soil. The
penetration depth depends on wavelength; longer wavelengths penetrate
deeper. Thus, the selection of the system operating frequency is very
important and should be influenced by the imaging application. The
following table defines radar-band designations and lists some of the
commonly chosen wavelengths for imaging systems:
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Band Designation Range of A, (cm) Imaging System A.
Ka 0.8 - 1.1 0.86
K 1.1 - 7.7
Ku 1.7-2.4
X 2.4-3.8 3.03-2
C 3.8-7.5 6.0
S 7.5-15.0
L 15.0-30.0 23.5, 24.0, 25.0
P 30.0-100.0 68.0
Fig. 4 - Potential OperatingWavelengths for Imaging SAR Systems (Avery, 1992)
Other parameters also vary with wavelength, including noise sensitivity,
water-vapor absorption, atmospheric content absorption frequencies, and the
power output capability of the system antenna. Thus different bands are
more suitable for different applications.
Another primary factor affecting the strength of the returns is the
orientation of the ground in relation to the system. This is often described by
surface slope and surface roughness and is illustrated below:
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Fig. 5 - The Effects ofGround Orientation on RadarReturn (based on Lillesand, 1987)
The orientation of surface features also affects imagery collected under
different polarization configurations. In general, radar echoes are stronger in
like-polarization (HH or W) than in cross-polarization (VH or HV).
However, rougher surfaces will produce more interaction leading to cross
polarization. Thus, if rough surfaces such as deep tree canopies are the
subject of interest, a system should be configured to HV or VH. Surface
features with a dominant orientation can be optimally collected with like-
polarization configurations. Vertical features such as towers and tree trunks
yield strong returns when imaged with aW configuration, and horizontal
features such as building tops are better imaged with an HH configuration.
2.43 Image Speckle
As mentioned above, SAR uses coherent illumination. One of the
defining characteristics of coherent electromagnetic waves is their
14
susceptibility to constructive and destructive interference. This is what causes
the characteristic "speckled" appearance of S.AR imagery. Speckle noise can be
a problem in this study of textural analysis since the random speckle noise
may be construed as texture.
Research into algorithms which reduce speckle noise is ongoing, and
includes a debate about the effectiveness of traditional random noise filters to
reduce the amount of speckle. However, most experts agree that speckle can
be considered as multiplicative noise and that the intensity variation caused
by speckle is proportional to the mean of the signal echoes received by the
antenna (Burns, 1984). One method proposed for speckle removal
specifically addresses the danger of removing important textural information
during filtering. The texture of a SAR image is divided into two distinct
components: "intrinsic texture" and "fading
texture" (speckle). The fading
portion of the texture is isolated using "fading
statistics"
proposed by the
authors (Laur, 1987) (Ulaby, 1986).
If more than one image polarization is available, the need for special
filters is alleviated. If several simultaneously collected polarizations are
available for the same ground area, then a combination of the singularly
polarized images often will cancel most of the speckle. In this study, all four
polarizations were combined to reduce the speckle noise. The specific
combination method used will be more fully described in a later section.
2.5 Characterization of Texture
Although techniques to exploit texture information were first
developed for visible imagery, recent interest has been focused on texture
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metrics that are explicitly applicable to SAR imagery. Section 2.5.1 below
describes the three features that were tested in this study to assess their utility
for segmenting SAR imagery. The subsequent sections describe the other
texture metrics that were used, all of which were developed originally for EO
imagery. It is hoped that by testing all of these feature metrics, some
conclusions can be reached about the applicability of each to SAR imagery.
The final section briefly describes other metrics that have been proposed in
the literature to assist in the characterization of SAR image texture.
2.5.1 Features Based on Texture Spectrum Statistics
The utility of this relatively new type of texture characterization is the
subject of this investigation. Three texture metrics have been proposed by
Wang and He (1990) and are based on the concept of a texture spectrum,
which is essentially a frequency histogram of specific patterns within a 3x3
pixel area.
Each specific 3x3 neighborhood within an image is called a Texture
Unit (TU). The following gives an example of an image neighborhood, as
well as a reference for the nomenclature used to describe the neighborhood:
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27 85 12 a fc c
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Consider the pixel x and its eight neighbors (labeled a-h). The gray level of
each neighbor is compared to x; if any level exceeds that of x, its position is
labeled with a "2". Any pixel where the gray level is equal to that of x is
labeled with a "1", and those less than x are labeled with a "0". So for the
neighborhood given above, the TU (and the new corresponding
nomenclature reference) would be:
0 2 0 Ea Eb Ec
2 X 0 Eh X Ed
2 0 1 Eg Ef Ee
These TUs are then given a unique number based on the clockwise order of
the Ei values along the perimeter of the TU. These values, or Texture Unit
Numbers (NTUs) are assigned to pixel x using the following formula:
NTU= 3*-iEj
i=l
Since there are eight neighbors surrounding the pixel of interest, the
summation occurs over eight values, and since one of three values can be
assigned to a neighbor (0, 1, or 2), three is the base of the NTU.
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The summation counter variable i in the above equation can start with
any of the eight perimeter pixels a-h. For a given ordering scheme, there are
38 = 6561 possible NTUs that may be assigned to it. For the example presented
above, the numerical value of the NTU is 5919 if beginning at pixel position
a.
For a given image or image region, NTUs are calculated for each pixel.
and a frequency histogram of the NTUs is constructed. This histogram is
called the texture spectrum for that region. Below is an illustrative example
of the texture spectra for a single image region, calculated for each of the eight
possible ordering schemes.
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Order
a
Order
b
Order
c
6560
6560
6560
Order
d
Fig. 6 - Eight Texture Spectra Computed Over Each PossibleOrdering Scheme
Note that the spectrum translates by one eighth of this period, but does not
change.
It is the texture spectrum that is used to calculate the three Wang
textural features, as they will continue to be called throughout this paper.
Each of these features will be defined below, as will the role of the texture
spectrum.
19
2.5.1.1 Black and White Symmetry (BWS)
This is the simplest of the three Wang features and is calculated from
the following formula:
BWS =
Sif 1 S(i) - S(3281 +i) 1
xlOO
(
where S(i) is the frequency of theNTU number i.
This metric essentially measures the symmetry between the halves of the
texture spectrum. A high BWS would indicate that a gray level inverse of an
image (or an image portion) would have the same texture spectrum.
8~-
7__
fe 6--
I*
si
lh
0 3279
NTU
6560
Fig. 7 - Demonstration of the Use of Black and White Symmetry to Characterize Texture
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In this example, the simple image containing a checkerboard pattern will
have a BWS=100 since the gray level inverse of the image will have the
identical spectrum.
2.5.1.2 Geometric Symmetry
Geometric Symmetry (GS) measures the linear structure in an image by
evaluating the level of symmetry between texture spectra as created through
the use of orderings a and e, b and /, c and g, and d and h. The formula for its
calculation is as follows:
GS =
I V4 2_.i=o I Sj(i) - Sj+iG) Ii Y
2 x Z_/i=0 Sj(i)
xlOO
The GS metric determines the shape regularity of a texture by assigning a high
value to an area whose spectrum would be the same if the image was rotated
180 degrees. The following is an example of two simple textures and the
resulting GS values:
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Texture Rotated
Original Texture 180 degrees
BBSS mm
KV. BBSffi
Texture Rotated
Original Texture 180 degrees
High GS Value For This Texture Low GS Value For This Texture
Fig. 8 - Demonstration of the Use of Geometric Symmetry to Characterize Texture
The texture on the left is unchanged by rotation of 180 degrees, and so is
assigned a GS value of 100. The texture on the right is very different when
rotated by 180 degrees and would be assigned a low GS value.
2.5.1.3 Degree ofDirection
Degree of Direction (DD), the lastWang feature, is calculated from:
DD =
ly3 y-4
1 ~ ^m=l^n=l
ESo*lsm(i)-sn(i)
2xESSm(i)
xlOO
This metric assesses the linear nature of an image by comparing a texture
spectrum calculated under one ordering scheme to the spectrum that results
from each of the seven other ordering schemes. The following schematic
offers an illustration of the DD values of two simple textures:
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Fig. 9 - Demonstration of the Use of Degree ofDirection to Characterize Texture
Textures that are insensitive to rotation, such as the one illustrated on the
right, are assigned low DD values. This is due to the fact that the texture
spectra for this texture, regardless of ordering scheme, will be very similar, if
not exactly the same. Those textures that are sensitive to orientation, such as
the example on the left, will be assigned high DD values since there will be
differences in the texture spectra calculated under different ordering schemes.
Values for DD and GS are, loosely speaking, inversely related.
2.5.2 Features Based on First-Order Statistics
These features consist of classic statistical measures such as mean,
standard deviation and frequency of gray-level occurrence. The features are
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computed over a specified number of neighboring pixels. In the case of this
study, the region is defined by a kernel with odd dimensions.
2.5.3 Co-occurrence Features
Texture is characterized by utilizing a co-occurrence matrix which
measures the frequency of occurrence of each pair of gray values. The
frequency of these pairs is calculated over four directional angles: 0, 45, 90, and
135 degrees. For each combination of gray levels, the number of pixels
involved in that occurrence is counted and recorded. The following figure
illustrates how these matrices are calculated for each of the four orientations:
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These matrices can be calculated for any square kernel, but in order to
calculate an evenly weighted feature value to represent a single pixel, the
dimension of the kernel must be odd. The metrics based on co-occurrence
characteristics of a texture utilize different features of the matrices, such as
how many pixels separate similar pixels. These features have been found to
be among the most useful for a wide range of imagery applications
(Haralick, 1979).
2.5.4 Run Length Statistics
These features are similar to the co-occurrence features. However, only
directly connected pixels with the same gray tone are counted. An example,
again over four orthogonal orientations, is offered below:
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The run-length texture metrics are based on various features of the matrices,
such as the lengths of a run of like-toned pixels.
2.5.5 Other Proposed Textural Features for Use on SAR Imagery
Frequency transform-based metrics analyze image texture by operating
on an image that has been transformed, digitally or optically, into the
frequency domain (Ehrhard, 1992). As will be discussed later, this approach to
texture characterization has met with some success, and is a very feasible
direction to pursue.
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Fractal dimension feature metrics are primarily used for the detection
of man-made objects since they have been shown to provide information
about the spatial distribution of the brightest scatterers. Use of this technique
has been demonstrated to be an effective means of automatic target
recognition in natural ground clutter (Burl, 1989). It has also been found that
some natural surfaces can be accurately modeled by geometric fractal
functions (Giusto, 1989). Since fractals are being used in many areas of
scientific research, it seems reasonable that metrics based on fractal theory
could be used to describe image texture. All of the references found in the
literature mentioned only that research into the use of fractals to characterize
texture was still in process, and specific results for use of fractal metrics in
image class segmentation were not found.
2.6 Calculation of Textural Features
The calculations necessary to use texture for classifying images are very
complex and intensive. Because of this, various image-related qualities and
characteristics need to be addressed and optimized. Rosenblum (1990)
describes several points in her study which are also outlined below.
2.6.1 Angular Dependence
Almost every textural feature used in this study is, to some degree,
sensitive to angular orientation. Thus, features calculated from objects with
the same texture at different orientations can result in different texture
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feature values. For example, consider Figure 12. Squares A-D represent
examples of a single class, or texture, and are distributed around the larger
area at different orientations. Most of the textural features used in this study
would assign differentmetric values to each of the boxes A-D. This would
probably lead to a classification result in which each of the boxes is assigned to
a different class.
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Fig. 12 - A Single Class Represented in Four Orientations
Misrepresentations due to angular orientation can be avoided in
several ways. The method used in this study averages the calculated feature
values over four orthogonal angles and uses the resulting average feature
value to represent that area of the image.
The sensitivity of texture metrics to terrain feature orientation is very
important since it can assist in distinguishing textures with strong angular
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dependence from textures with little or none. Important texture differences
such as these can be flagged by observing the range of the four angular
dependent values calculated in the averaging step described above. Larger
ranges suggest significant dependence on angle, whereas low ranges suggest
little dependence.
2.6.2 Window Sample Size
The window over which a texture is calculated determines the number
of pixel combinations that will be observed. The size of the window must be
optimized such that excessive calculation time is not incurred, while
assurances are made that the whole texture primitive is being adequately
represented. In the schematic presented in Figure 13, an "aerial view" of an
area of water and a cluster of three different trees is represented against an
area of grass.
'!^*^*W*JT^,!'W!,.
Fig. 13 - Demonstration of How Kernel Size Affects Characterization of Texture
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Kernel B is small, which is advantageous because the computation time that
is necessary over each kernel as it is moved over the entire image is quite
short. However, individual leaves on one of the tree types is characterized,
not the tree crown itself. At the other extreme, kernel A is much too large to
capture the unique texture characteristics of any of the classes, except for grass.
By using such a large kernel, the texture of the three types of trees, as well as
that of the water, would not be accurately represented. Additionally, the
computation time necessary to characterize the texture over such a large
kernel could lead to prohibitively long computation times. It would be
advantageous to have a kernel size somewhere in between kernels A and B.
This study used a 13x13 kernel to accommodate the excellent resolution of the
original SAR imagery.
2.6.4 Image Quantization
The number of gray-levels in an image depends upon the system that
was used for its collection. Many images are pared down to 8-bit data (256 gray
levels) since most display monitors can only display that amount of data.
This is the case with the SAR imagery used in this study. For a computer
system engaged in textural analysis, 8 bits is still too much data to be easily
and expediently handled. This is an overload in terms of the amount of data
storage necessary for each image as well as the computation time, which is
especially critical with some of the co-occurrence features. Thus, it is usually
advisable to reduce the number of gray levels used to represent the image
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data. However, care should be taken when quantizing an image since fewer
gray levels tend to
"flatten" textures.
The imagery used in this study was quantized to 32 levels for two
reasons. The first is the fact that Rosenblum successfully used image data that
was quantized to 32 levels in her study. The second reason was based on
observations made during a quick study of a digitally scanned photograph.
An original photograph was scanned with 256 gray levels available to the
digitizer. The image was then quantized to the following levels: 128, 64, 32, 8,
and 4. A visual comparison was made and it was determined that 32 was the
fewest number of levels that could reasonably represent the texture in the
image data. Although it is not felt that this affected the integrity of the
textural analysis to a large degree, a rigorous quantification of this effect could
be a topic for future research.
2.7 Classification Theory
Imagery is collected from remote sensing systems in order to assist in
some specific set of tasks. In many cases, it is hoped that something can be
learned about specific ground features, or classes, such as bodies ofwater,
buildings, or crops. Thus an image must be segmented into classes in order to
isolate the areas of interest. Image analysts and photo interpreters use many
clues to visually segment images, such as shape, size, pattern, tone,
association, and site (Lillesand, 1987). Each of these dues is valuable
individually, but the ability to use all of them simultaneously, as a human
can, is optimal.
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Unfortunately humans are only able to see three "channels" at a time:
red, green, and blue. As multispectral imagery becomes more commonly
available, and with studies such as this one that create multiband images of
generated feature images, the ability to utilize more than three channels of
information is very desirable. For this reason, computer processing has been
utilized to more accurately segment digital imagery. Unfortunately, artificial
intelligence is still in its infancy and computers are still not able to detect and
observe phenomena through the typical human clues such as association and
site. So for the time being, computers are trained to work with more
quantifiable clues such as tone, texture, and shape by using statistical
classification of image features.
Supervised training of computers to classify imagery is accomplished
by having a human identify, for the computer, distinct areas that can be
considered representative of each class within an image. Many iterations of
training area selection are usually done so that the user can better understand
what is entailed in selecting an area that adequately represents each class.
Based on these training areas, the computer must determine to which class
each of the pixels in the image belongs. The most commonly used method of
classification was used in this study: maximum-likelihood, or Bayes optimal,
classification. A simplistic description of the methods used in maximum-
likelihood classification is given below.
First, histograms are computed for each class for a given image feature
(spectral, textural, or other) which represent probability distribution
functions. As an example of such a construction, consider a simple two-class
case:
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Fig. 14 - ProbabilityDistribution Functions for Two Classes
In this case (in fact, in most cases) the probability distribution functions for
the two classes overlap .
Bayes'
rule is used to compute the probability of class
membership of a pixel, given that it has been computed to belong to feature x:
P*-1^p(x)
where:
p(i): the a priori probability that class i exists in
the image
p(x): that probability of finding a pixel from any
class at location x, a normalizing constant.
If it assumed that p(i) is equal for all classes, and that p(x) is constant for all
classes, a pixel should be assigned to the class to which it has the highest
probability of belonging. In Figure 14, a pixel that lies in the overlapping area
of the two curves would be assigned to the class that has the higher p(x I i)
value at that point. The line perpendicular to the x axis that bisects the class
histogram boundaries is called the decision boundary. The error in this
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classification scheme is defined by the overlap area of each class over the
decision boundary.
This example can be extended to multivariate cases with many classes
and features. Each pixel is associated with a feature vector X whose
dimension is equal to the number of feature bands in the image. By making
the same assumption that the probability of occurrence of a particular class is
equal for all classes, Schowengerdt (1983) describes the probability of finding
the vector X for pixels that belong to class i as :
p(X I i) = j ^ [exp[ -ftkx-Mi^SjVx-Mj)] ]
I S I 2(2p)2
where:
p(X I i): the probability of finding feature vector X given class i
k: number of feature bands
X: the pixel feature vector
Mi: themean vector for class i
Si: k x k covariancematrix for class i
The classification routine used in this study is based on Bayesian
analysis and produces a map which specifies the class assigned to each pixel by
the algorithm. The calculations made by the computer are based on the
training areas described earlier.
Obviously, it is important to understand and determine the accuracy of
the classifications made for an image. In this study, two methods were used
to calculate classification accuracy. The first utilizes independent polygons,
which are areas of an image selected by the user to be representative of a
particular class. In order to get a more valid assessment, the independent
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polygons should be different from the training areas that were used by the
classifier. The final classification accuracy is determined by comparing the
class map values to the class values that are dictated by the independent
polygons.
The other method for determining classification accuracy checks pixels
selected from random locations in the image. The user is prompted by the
computer to specify the class represented by each of these pixels. The classes
are then compared to those in the class map produced by the classification
algorithm. This method is considered to be more accurate than the
independent polygon method since the pixels to be tested are selected from
anywhere in the scene, thus removing any user bias. However, it is often
very difficult for the user to determine the exact class to which an individual
pixel belongs. To reduce the effects of user uncertainty, 300 random pixels
were used for each image in this study.
2.8 Textural Filtering
Digital image enhancements are intended to improve the ability of a
human analyst or a computer to derive information from available image
data. Enhancement tools range from simple contrast manipulation (such as
gray-level thresholding) to complex mathematical manipulations (e.g. data
fusion). Image enhancement via spatial filtering falls in between this range
of complexities. Filtering may be used to suppress or remove useless and
undesirable characteristics such as noise, or to enhance useful image
characteristics such as texture.
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Although this is not a study of SAR image enhancements, the use of a
spatial textural filter, also proposed byWang (1990), was investigated in order
to facilitate a better understanding of image analysis using the concept of
texture spectra. Recall that the center of a 3x3 neighborhood of pixels can be
defined by an NTU value, and that the frequency histogram of NTUs (texture
spectrum) across an image can be used as a basis for describing image texture.
The filter algorithm is designed to maintain the texture spectrum of the
image while suppressing any regional tone variations in the background. It
accomplishes this by looking at all of the 3x3 neighborhoods that have the
same NTU. Each pixel in a 3x3 neighborhood is averaged with its positional
equivalent in any other neighborhood that is calculated to have the same
NTU. That average value then replaces all the pixel values that went into its
calculation. The NTU of each neighborhood does not change since the
relationship of the center pixel with the surrounding eight pixels in each
neighborhood remains unchanged. Since the NTUs are preserved, so is the
texture. The following formula defines the filtering process:
M)(NTU) = Su4oIVi(Nnj)
where:
Mj(NTU): new (filtered) pixel value at position j of
given NTU
j: each of the 9 pixels within the texture unit
Vj(NTU): the gray level value at each pixel in the
neighborhood
S(NTU): Frequency of the texture unit in the
image
The results of this filtering exercise will be presented as part of Section 5.
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3.0 Selection of Optimal Features
As mentioned in the introduction, the increasing number of textural
features available for exploitation of imagery has resulted in a large quantity
of potentially useful data. Some optimal subset of the total pool of available
features should be found in order to make the analysis more tractable.
One of the easiest methods of reducing the pool is to eliminate
redundant data. In terms of remote sensing and classification, two techniques
are frequently used: principal component analysis, and multiple-discriminant
analysis. Both methods are implemented by calculating the linearly
independent components of the original data set. The independent
components are ordered by decreasing variance; thus allowing highly
correlated and redundant data to be identified and discarded (Avery, 1992).
These types of mathematical transformation are not useful in this
study because before the optimal subset of features could be determined, the
calculation of an entire texture image for each of the 49 features from the pool
that is used in this study would be required. This is exactly the computation
that we are trying to avoid in the first place. Thus, another means of data
reduction must be utilized.
The method utilized here was developed by Rosenblum (1990) to select
an optimal subset of textural features. Rosenblum investigated several
methods of data reduction. Only those methods determined to be useful and
incorporated in the selection process is outlined below.
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3.1 Selection Through Separability Measures
Statistical measures of "distance" are often used to assess the degree to
which data points are similar or dissimilar. The Mahalanobis distance and a
"Mahalanobis-like" distance measure are used quite frequently to determine
the statistical distances between class means. The Mahalanobis distance
assumes that the covariance matrices of all classes are equal, which is not true
for the current study. What has been called a "Mahalanobis-like" distance
corrects this problem by allowing the individual class covariances to be
introduced into the calculation of the statistical distance (Schott, 1988). This
new distance measure is:
dj) = In I Zj I +[(MrMi)S.1(Mj-Mi)]
Mi,Mj:Mean vectors of classes i and j
: Pooled covariance matrix for each class
To select an optimal set of m features, from an available set of 49, the
distances for all combinations of the m features from the available 49 features
49!
would need to be calculated for a total of \, sets. Ifm=7, then the
number of sets is 8.6x10. The sum of the m distances for each combination
is computed. The set with the largest total distance is the least correlated set
and should yield the best discrimination between classes. However, the total
distance may be strongly affected by extreme outliers and thus a less optimal
set may be chosen. An illustration of this case can be seen in Figure 15. The
sum of the statistical distances between the three variables on the right
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implies less correlation between those three values than in the case pictured
on the left where b and c appear to be highly correlated. To avoid this, a
distance threshold based on the class covariance matrices is set such that
distances larger than the threshold value do not continue to inflate the
summation.
Fig. 15- Examples of Statistical Distance Between Three Classes
It is important to note that the optimal set of texture metrics is the one that
maximizes the statistical distance between the classes. Thus, an optimal set of
seven metrics will not necessarily include all of the metrics included in a set
of six since there may exist a different combination of six metrics that has a
larger statistical distance.
3.2 Pre-Screening of the Features
The calculations for selecting optimal features are computationally
intensive because of the large number of possible combinations to be
examined. Pre-screening features to reduce the number to be calculated (in
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this case, to about 20) makes the computation more tractable. It is important
to note that this pre-screening is a method of data reduction and not of
optimization. The process that is used is based on eigenvector analysis, and is
commonly used in a variety of scientific fields.
4.0 Experimental Process
4.1 Description of and Preparation of Imagery
Four images were selected for use in this study: three collected with a
SAR system and one multispectral (MS) image collected with an EO system.
The MS image (hereafter referred to as RR1) was a medium resolution color
aerial photograph with an approximate ground sample distance (GSD) of 10
feet. The photograph was digitized to a 512x512 format by using an Eikonix
camera (Rosenblum, 1990). RR1 was selected for inclusion in this study
because it was one of the images used in the 1990 work of Rosenblum which
studied optimal selection of texture features for EO imagery. It is hoped that
inclusion of this image in this study will allow some conclusions to be drawn
about the use ofWang texture features on EO imagery.
Since the primary goal of this study was to evaluate the effectiveness of
textural analysis in the classification of SAR imagery, three SAR images were
used. These images were selected from a set of high-resolution, fully
polarimetric imagery collected by the Lincoln Laboratory of the Massachusetts
Institute of Technology. The millimeter-wave sensor, operated at a center
frequency of 33.56 GHz, was developed by Loral Systems, and flown on a
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Gulfstream G-l aircraft. The image nomenclature utilized by Lincoln Labs is
maintained in this study. The three images were selected from a pool of
sixteen images based on simplistic scene content. Two of the images (Im9 and
Im27) contain three classes: grass, trees and shadows. The third SAR image
(Im4) contains an additional road class.
Fig. 16 - Original Im4 SAR Image
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Rg. 17 - Original Im9 SAR Image
Fig. 18 - Original Im27 SAR Image
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Fig. 19 - Original RR1 EO image
The original SAR image data was received in a compressed digital
format referred to as "8-8-4": the complex data are represented by an 8-bit in-
phase mantissa, an 8-bit quadrature mantissa and a common 4-bit exponent
for a total of 20 bits per sample, (see Appendix C for more detailed
information). The data was processed before it could be displayed as an 8-bit
image using the following method. First, brightness magnitude images were
constructed for each of the four possible polarization combinations: HH, HV,
VH, VV. The equation for theW polarization follows as an example:
j=VjMagCVV)^ Re(W)--+_m(W)fj
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The images associated with each polarization component were then
combined to construct the final, fully polarized image that was used in this
study. The geometric mean was utilized to combine the component images
to minimize noise in as simple a manner as possible and was calculated in
the following manner:
4.2 Modifications To The Feature Selection Algorithm
Although the algorithm used to select the optimal set of features had
been tested in previous work (Rosenblum, 1990), a few problems with the
code were subsequently noted and adjusted before this research was
conducted.
The first adjustment was the addition of the three Wang features to the
feature set. The second adjustment was made to the calculated feature values
before computing the covariance matrix. Since features from many sources
are used in the pool, the range of the possible values for a particular texture is
wide. Some features have potential values ranging from 0 to 1, while others
may range from 0 to 100. Since the process of selecting optimal features
depends upon the distances between class means, it is important that the class
means not be biased due to different ranges of values. Thus, all values for a
particular texture feature were re-scaled to have a value between 0 and 100.
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4.3 Algorithm Flow
The following flowchart offers an example of the flow of algorithms
used to get a SAR image from its original data format to a class map which
was used to assess the results of this study.
Beginwith original
"8-84" data format
Convert "8-8-4" data
to 8bit data -?
Select training areas
for each class
Calculate the resulting 20
metrics on training areas
I
Submit texturemetric data
to optimization routine
Assess accuracyof classificatior -^
Pre-screenmetrics based on
calculation of eigenvectors
Create texture feature images
formetrics selected as optimal
I
Submit themulti-band texture
image to classification routine
Fig. 20 - Flowchart of Experimental Process
5.0 Results
The primary goal of this study was to determine the relative merit of
three Wang features for classifying SAR imagery by two methods: (1) observe
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whether any of the three was selected in optimal sets, and if so, (2) construct
textural feature images and classify them to determine whether the addition
of these three new features improves the classification accuracy of a SAR
image.
5.1 Optimal Features for the SAR Images
Seven optimal features were selected for each of the three SAR images
despite the general findings by Rosenblum that more than four texture bands
did not contribute significantly to the overall classification of an EO image.
The reason for using seven is to compensate for the lack of previous
experience in the exploitation of SAR imagery. The following tables list the
seven optimal features selected for each image by the algorithm :
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IM4 (16) Sum entropy range
(18) Entropy range
(22) Correlation of A range
(34) Short run emphasis
range
(37) G.L. non-uniformity
avg.
(48) Geometric symmetry
(49) Degree of direction
IM9 (16)
(22)
Sum entropy range
Correlation of A range
(23) Correlation of B average
(28) Maximum probability
range '
(34) Short run emphasis
range
(48) Geometric Symmetry
(49) Degree of Direction
IM27 (16)
(18)
Sum entropy range
Entropy range
(28) Maximum probability
range
(29) Gradient
(34) Short run emphasis
range
(37) G.L. nonuniformity avg.
(48) Geometric Symmetry
Fig. 21 - Table of Seven Optimal Features for SAR Test Imagery as Selected by the Algorithm
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As shown in the above tables, at least one Wang feature was included
in the option set for each of the three test images. The conclusion that the
Wang texture spectrum statistics are useful when applied to SAR imagery is
strengthened by the observation that the Wang features appear in smaller
optimal feature sets. It can be seen in the data presented in Appendix F that
for Im4, one Wang feature appears in a set of three optimal features and two
appear in sets of four through six. One Wang feature appears in a set of six for
Im9, and in sets of three through six for Im27. These results strongly indicate
that two of the Wang features may be useful when applied to assist in the
classification of SAR imagery.
The indications of the Wang features' utility is further supported by
noting the correlations between texture features over each class. Observing
the correlation matrices, which were calculated from the individual class
covariance matrices, showed that the two Wang features which occurred
repeatedly in the optimal sets had average correlations with the other 49
features between 03 and 0.4. No correlations greater than 0.55 were noted for
any of the classes.
The fact that the Black and White Symmetry metric (feature 47) was
never selected as being optimal is not very surprising because it is the
simplest of the Wang features and is quite similar to other features in the
available pool that were not selected as optimal in either Rosenblum's or the
current study. The following imagery, based on the original SAR Im27,
supports the conclusion that this feature cannot really be considered useful in
this application or, most likely, in any other. Figures 22, 23, and 24 represent
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the separate texture bands of BWS, GS, and DD respectively. Note that Image
22 in no way resembles the information contained in the original.
Fig. 22 - Black and White Symmetry Textural Band
Fig. 23 - Geometric SymmetryTextural Band
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Fig. 24 - Degree ofDirection Textural Band
5.2 Results of Classification of SAR Images
To determine the usefulness ofWang features for classification of SAR
images a maximum-likelihood classifier segmented the images into their
component classes. First, seven optimal texture features were selected from
the pool of 46 non-Wang features for each image. The resulting texture
images were then classified and the accuracies were assessed using the two
methods described in section 2.7. The tables below show the overall
classification accuracy based on imagery composed of seven non-Wang
textural bands.
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Image Grass Shadow Trees Road Overall
Im4 50.0 100.0 75.0 100.0 82.4
Im9 100.0 75.0 80.0 84.6
Im27 75.0 100.0 80.0 84.6
Fig. 25 - Qassification Accuracy Based on INDEPENDENT POLYGONS (%)
EXCLUDES WANG FEATURES
Image Grass Shadow Trees Road Overall
Im4 70.8 69.0 48.5 84.6 68.7
Im9 93.4 63.6 84.7 84.0
Im27 82.2 84.9 52.9 79.7
Fig. 26 - Classification Accuracy Based on RANDOM PIXELS (%)
EXCLUDES WANG FEATURES
The images that included the Wang feature bands in the optimal set were
classified and the accuracies were assessed using the same independent
polygons. The random pixel locations differed though a direct comparison
can still be considered to be statistically valid since 300 points were used.
Image Grass Shadow Trees Road Overall
Im4 75.0 100.0 75.0 100.0 88.2
Im9 100.0 100.0 80.0 923
Im27 100.0 100.0 100.0 100.0
Fig. 27 - Classification Accuracy of SAR Imagery Based on INDEPENDENT POLYGONS (%)
INCLUDES WANG FEATURES
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Image Grass Shadow Trees Road Overall
Im4 72.2 76.3 58.1 63.6 70.7
Im9 83.2 81.8 833 83.0
Im27 86.5 73.9 52.9 79.0
Fig. 28 - Classification Accuracy of SAR Imagery Based on RANDOM PIXELS (%)
INCLUDES WANG FEATURES
For the texture-band images that contained Wang features, there was a
statistically significant improvement in the accuracies when the independent
polygon test was applied; however, the accuracies changed little when the
random pixel test was used. A hypothesis test of proportions confirms that
for the random pixel accuracy assessment, there is no difference at the 5%
significance level between the classification of a SAR image with and without
Wang features. Since this observation is quite clear from examination of the
data, the tests of proportion are not reported here. Overall, the classification
accuracies in general were rather disappointing when considering the fact that
the same pool of texture features (without the Wang features) were used to
classify lower resolution EO imagery and had accuracies in the 95% range
(Rosenblum, 1990). There are two factors which probably contribute heavily
to this dichotomy. The first is the issue of image noise which will be
discussed later. The second is that the utility of the 46 non-Wang features for
classification of SAR imagery has never been tested. So it may well be that
contribution of the non-Wang features was not enough to produce higher
classification results.
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5.2.1 Class Maps of the SAR Images
Classification accuracy is a very important measure of the effectiveness
of a particular method of analysis but it alone does not provide all of the
important factors that need to be taken into account. A particularly useful
thing to know about a classification effort is in what specific areas the
classifier failed. For example, quite often the failure is at class boundaries.
The following figures show the class maps that resulted from the
classification of the SAR texture-band images that contained the Wang
features.
Fig. 29 - Im4 Classified Image
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Fig. 31 - Im27 Classified Image
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Image Cass Tone
Im9 and Im27 Shadows Medium Gray
Grass Black
Trees LightGray '
Im4 Shadows DarkGray
Grass Black
Trees Medium Gray
Road LightGray
Fig. 32 - ToneKey for ImageClassMaps
The only image that exhibits any strong evidence of classification error on
boundaries is Im9. There is a strong misclassification boundary around the
top of the shadow class. Im4 appears to have the worst classification
problems, especially with the road class. Itmay not have been a wise choice to
count the road as a separate class, especially when considering that the road
surface is unknown. Itmay be a dirt road with some grass growing in it,
which could explain the confusion between the grass and the road classes.
Im27 seemed to have difficulty discriminating between the grass and tree
classes. Referring back to the original SAR imagery, the grass and tree
textures for Im27 appear to be very similar; more so than in Im4 and Im9.
The type of tree and the density of the canopy may be contributing factor to
the confusion.
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5.2.2 Further Investigation of Wang Features
Although two of the Wang features had a strong showing in optimal
subsets for the SAR imagery, their "optimality" was not really supported by
the classification results reported above. In an effort to try and bring their
utility and merit to a higher level of certainty another test was conducted, the
idea for which is based on the conclusion made by Rosenblum (1990) that
once four or five texture feature bands were used in a maximum-likelihood
classifier, the accuracy of the class map does not improve. If this is indeed the
case for SAR imagery, then the presence ofWang-based features bands in a
texture image would have little or no impact on classification accuracy.
To better determine the impact of the Wang-based features, the
optimization algorithm was used to select a set of four optimal features for
Im4 from a pool containing the Wang features and from a pool without the
Wang features. The following features were selected as optimal:
Optimal Four Features:
Wang Feature Pool
29 Gradient
38 Gray Level Non-
Uniformity Range
48 Geometric Symmetry
49 Degree of Direction
Optimal Four Features:
Non-Wang Feature Pool
16
22
37
38
Sum Entropy Range
Information Measure
- correlation A range
Gray Level Non-
Uniformity Average
Gray Level Non-
Uniformity Range
Fig. 33 - Sets of Four Optimal Features for Im4
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These four band texture images were created and then classified with
the same training sets used on the seven band Im4 tested earlier. The
classification results are presented below.
Image Grass Shadow Trees Road Overall
With Wang
Without Wang
100.0
50.0
75.0
100.0
75.0
75.0
100.0
80.0
88.2
76.5
Fig. 34 - Classification Accuracy for the 4-Band Im4 Based on INDEPENDENT POLYGONS (%)
Image Grass Shadow Trees Road Overall
With Wang
Without Wang
86.0
71.8
75.0
66.7
70.5
61.1
73.7
90.0
73.3
70.3
Fig. 35 - Classification Accuracy for the 4-Band Im4 Based on RANDOM PLXELS (%)
Overall, the classification results were lower for a four texture-band image
than for the seven band image, supporting Rosenblum's observation. The
point of interest, however, is that the classification accuracy for the image that
contained the Wang feature-bands was significantly higher than for the other
image. This result strongly suggests that it is the Wang features that are
responsible for the discriminating powers of the classifier.
5.3 Spatial vs. Frequency Domain Characterizations of Texture
A loose comparison of the spatially based texture metrics was made to
another method of texture analysis described in a study done by Ehrhard
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(1992). Ehrhard investigated and compared two methods of assessing SAR
image texture in the frequency domain. Two images, Im4 and Im9, were used
in both Ehrhard's work and in the current study. Ehrhard used Im28, which
is similar to Im27 used in this study. For the independent polygon test of
accuracy, Ehrhard's results averaged to be 83%, 99.9%, and 98% for Im4, Im9,
and Im27 respectively. For the random pixel test, the results in the same
order were 69%, 74%, and 77%. The spatial texture features used in this study
yield slightly better results than those obtained with frequency domain
texture features, although no firm conclusion can be drawn about the relative
merits of these features because of the differences in the studies, and the fact
that Ehrhard used five bands in his classification while this study used seven.
Further work should be conducted in order to be able to compare the two
methods of texture characterization more directly.
5.4 Optimal Features for EO Imagery
In order to determine the relative merit of the Wang features on EO
imagery, RR1 was used (from the Rosenblum study). All training areas from
the Rosenblum study were used to eliminate possible contributions to
experimental error. As can be noted in the following table, the set of seven
optimal features calculated by the optimization algorithm included one of the
Wang features, Degree of Direction.
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RR1
18 Entropy range
32 Brightness
34 Short run Emphasis
range
40 R.L. non-uniformity
average
44 Angular second
moment
49 Degree of Direction
51 Green Spectral Band
Fig. 36 - Table of Seven Optimal Features for EO Test Image as Selected by the Algorithm
The fact alone that this feature was selected as optimal indicates that the use
of Wang's texture spectrum analysis may have some utility in the
characterization of texture in EO imagery. Initially, it was planned to run a
maximum-likelihood classifier on this image to compare the accuracy of
classifying with a Wang feature-band with that obtained in the Rosenblum
study. However, in further tests, it was found that the Wang feature came up
only in an optimal sets containing at least seven features (see Appendix F).
Because of the finding by Rosenblum that little or no additional classification
accuracy of EO imagery is obtained with more than four or five bands, it was
decided that classifying RR1 in this study would be of no value; the fact that
the Wang features were not selected in optimal sets of four or five was taken
as sufficient evidence to doubt that the Wang features are useful for
classifying EO imagery.
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However, several facts should be noted before concluding that the
Wang features are of no use on EO imagery of any kind. First, the kernel size
used to calculate the textural features in the SAR imagery was 13x13 while the
kernel size used for the RR1 image was 5x5 in order to maintain consistent
experimental constraints with Rosenblum's study. Due to the way in which
the Wang features are calculated, smaller kernel sizes do not yield an
acceptably filled range of values in the texture spectrum. In fact, a 5x5 kernel
applied to the RR1 image yielded a value of zero at each pixel in the training
sets for the Black and White Symmetry feature. This is one of the reasons
that a kernel size of 13x13 was used in the calculations of the SAR imagery.
Another factor is the fact that the ground sample distance of RR1 is
substantially higher than that of the SAR imagery. This, coupled with the fact
that the scene contained in the RR1 image was much busier than the SAR
imagery, dictated that the training polygons had to be very small in order to
accurately represent several of the classes. Thus, less information is available
for the feature calculations. The SAR images, on the other hand, were very
simple and almost all classes had hundreds of training pixels available. This
was undoubtedly a major contributing factor to the conclusion implied by this
study that the Wang features have more utility when used on SAR imagery
than on EO imagery.
5.5 Filtering Based on Wang's Texture Spectrum
The performance of the Wang texture spectrum based textural filter for
enhancing texture in SAR imagery did not yield conclusive results. The filter
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was applied to an entire SAR image in the first investigation of its
effectiveness. Although not specified in the literature, it quickly became
evident that the filter was intended to be applied to one class region at a time.
The application of the filter to a multiclass area dramatically decreased the
fidelity of individual class textures. The results of this attempt on Im27 of the
SAR images can be noted below:
Fig. 37- Result of Full-image Application of Texture Spectrum Based Filter
Upon further research in the area of textural filtering, it became clear that the
Texture Spectrum is useful only for characterizing single classes. The filter
was applied to a 25x25 area of trees from Im27. Presented in Fig. 38 below is
the original area on the left and the filtered version of the area on the right
(both have a zoom factor of two applied). Although the filter did not appear
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to degrade the image quality to the same extent that the application of the
filter on the whole image did, no enhancement is readily evident. It appears
that the use of the filter is to enhance the detectability of texture in images in
the presence of extreme background tone variation.
Fig. 38 - Results of the Application of a Texture Spectrum Based Filter to a Single Class
The primary benefit in conducting this filtering experiment was
increased understanding of the use of the Wang texture spectrum in
characterizing the texture of an image.
6.0 Conclusions
6.1 Textural Analysis Applied to SAR Imagery
The assertion that textural analysis has potential use in the exploitation
of SAR imagery has been reinforced by this study. Although the classification
accuracies indicate that this study was not as successful as earlier studies with
EO imagery, the point should be made that this is a first attempt to work with
S_\R imagery with no effort (other than speckle suppression through the
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combination of four polarizations) to optimize the of use spatial textural
analysis for exploiting of this type of image data.
The investigation of the effectiveness of other speckle noise removal
algorithms should be undertaken. For example, it would be useful to
determine the optimal means of speckle removal by noting the effect on
classification accuracy. In this study, polarizations were combined in the
hopes that much of the noise would be canceled. It is possible that some type
of noise filter would do a better job and, subsequently, classification of the
SAR images would be improved. Since speckle could be filtered from each
polarization image individually they could then be used as separate bands in
classification, similar to the use of separate spectral bands in multispectral
image exploitation. This is potentially very useful since SAR images at
different polarizations vary greatly in response to structurally different types
of ground features. These differences are probably not exploited to their
fullest extent in an image comprised of all four configurations.
6.2 Assessment of Texture Spectrum Analysis
The textural features proposed byWang did prove to be effective for
texture analysis of SAR imagery. That two of the three features were
consistently selected as optimal lends strong evidence to their usefulness
when applied to S_AR imagery. Although their presence in a seven band
texture feature image apparently did not improve classification accuracy,
improved accuracy was realized in a four band composite. One way to further
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enhance the segmentation potential of the Wang features is to maximize the
SAR image data content as described above.
6.3 Assessment of Entire Pool of Texture Metrics
In an effort to facilitate future studies that may utilize the texture
features that were investigated in this study, an attempt was made to track the
performance of the various features so that some of the less useful features
can be eliminated in order to accommodate new features. In this study,
overall, only 18 of the 49 possible texture descriptors were ever selected as
being optimal. The following table outlines the types of features that were
selected at least once:
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Type of Feature # Selected Feature Name
Co-Occurrence 7 of 28 Angular second
moment range
Inverse difference
moments range
Sum entropy range
Entropy range
Correlation A range
Correlation B average
Maximum probability
range
First-Order Statistics 2 of 4 Gradient
Brightness
Run Length Statistics 6 of 10 Short run emphasis
range j
Gray level non-
uniformity average
Gray level non-
uniformity range
Run length non-
uniformity average
Run length non-
uniformity range
Fraction of image in
runs range
Texture Spectrum
Statistics
2 of 3 Geometric Symmetry
Degree of Direction
Spectral Band (EO only) lof3 Green
Fig. 39 - Tested Texture Features Selected At LeastOnce ByOptimizer
As stated earlier, theWang features do not appear to be useful for EO
imagery. As for the other 46 features tested on the EO image, only one of the
co-occurrence features, Entropy Range, was selected in the optimal sets of less
than seven in size. The overwhelming number of the remaining texture
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descriptors were run length statistics. These facts are important to note since
Rosenblum (1990) had concluded co-occurrence features were far more useful
than run length features. At this time, without the benefit of further
investigation, it would appear that the modifications made to the
optimization code which normalized the texture calculations may have
played an important role in allowing the run length features to be evaluated
on a more equal footing with the other texture descriptors.
As stated previously, two of the three Wang features, Geometric
Symmetry (GS) and Degree of Direction were consistently selected as being
optimal for the SAR images. As for the other kinds of texture metrics, the co
occurrence features appeared more often than the run length statistics. The
two run length metrics which appeared as optimal measure were short runs
of a single gray level, and non-uniformity. These finding are consistent with
the more textured appearance of SAR imagery. This appearance would lead
to the expectation that metrics, such as co-occurrence features, that are
sensitive to pixel-by-pixel variations in brightness would be considered more
optimal than run length features.
6.4 Further Recommendations
In addition to the issues raised above, this study produced many more
questions and observations which point to future research directions related
to this study. One of the most obvious is to attempt the exploitation of SAR
imagery that is more complex and contains man-made objects. Several things
66
might be gained from expanding the image set in this manner. The first is
that the selection algorithm would probably need to be to be expanded to add
the ability to specify unique kernel sizes for each texture feature. This is
because many of the man-made features are very small in relation to the
background classes and do not allow the luxury of large training areas. Thus,
the ability of each texture feature to extract meaningful information would be
optimized. Further study of the features on an individual basis would need
to be conducted in order to assess each one's optimal kernel size.
Another benefit of expanding the range of SAR image scene content
would be to more accurately determine which of the pool of 49 features have
little use when applied to SAR imagery. With the exception of the
dirt/gravel road in Im4, the scenes in this study were made up entirely of
natural ground clutter. These types of classes seemed to lend themselves to
texture metrics outside of the co-occurrence class of features, implying that
those features are of little or no use. The possibility exists however, that with
the addition of man-made features to the image scene, that conclusion would
be invalidated.
Depending upon the outcome of the test described above, some
features would indeed be deemed to be of little value for application to SAR
imagery. In that case, they could be eliminated from the pool of potential
features. This might then justify the addition of features that show promise,
such as fractals or frequency domain features. The fusion of frequency and
spatial domain texture analysis seems to be a reasonable suggestion in light of
recent studies. Each of these approaches shows promise in its own right; the
combination of the two may exceed the potential of either one separately.
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Group # Feature #
C<
1
>-occurance
1
2
2 3
4
3 5
6
4 7
8
5 9
10
6 11
12
7 13
14
8 15
16
9 17
18
10 19
20
11 21
22
23
24
12 25
26
13 27
28
APPENDIX A
FEATURES LIST
(based on Rosenblum, 1990)
Feature Name
Angular second moment average
Angular second moment range
Contrast average
Contrast range
Correlation average
Correlation range
Variance average
Variance range
Inverse difference moments average
Inverse difference moments range
Sum average average
Sum average range
Sum variance average
Sum variance range
Sum entropy average
Sum entropy range
Entropy average
Entropy range
Difference entropy average
Difference entropy range
Information measure - correlation A average
Information measure - correlation A range
Information measure - correlation B average
Information measure - correlation B range
Difference variance average
Difference variance range
Maximum probability average
Maximum probability range
A-l
Group fl Feature*
First-Order St.
Feature Name
itistics Features
14 29 Gradient
15 30 Mean Brightness
31 Variance
32 Brightness
Run Length Statistics Features
16 33 Short run emphasis average
34 Short run emphasis range
35 Long run emphasis average
36 Long run emphasis range
37 Gray level non-uniformity average
38 Gray level non-uniformity range
39 Run length non-uniformity average
40 Run Length non-uniformity range
41 Fraction of image in runs average
42 Fraction of image in runs range
Gray Level Difference Statistic Features
17 43 Contrast
44 Angular second moment
45 Entropy
46 Mean
Texture Spectrum Based Features
18 47 Black and white symmetry
48 Geometric Symmetry
49 Degree of direction
Texture Spectrum Based Features
(used in only one test case)
19 50 Red spectral film band
51 Green spectral film band
52 Blue spectral film band
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APPENDIX B
Detailed ClassificationResults For 7-Band Images
Im4 - DependentClassificationResults (for 19 training polygons)
with 2 WangBands
Classified
Data
Reference Data
Grass Trees Shadow Road
Grass
Tree
Shadow
Road
3
0
0
1
0
3
0
1
0
0
4
0
0
0
0
5
Total 4 4 4 5
Im4 - DependentClassificationResults (for 19 training polygons)
with no Wang bands
Classified
Data
Reference Data
Grass Trees Shadow Road
Grass
Tree
Shadow
Road
2
0
0
2
0
3
0
1
0
0
4
0
0
0
0
5
Total 4 4 4 5
Im4 - Independent Classification Results (for 300 random pixels)
with 2 Wang bands
Classified
Data
Reference Data
Grass Trees Shadow Road
Grass
Tree
Shadow
Road
151
5
1
52
4
18
0
9
0
0
29
9
6
0
2
14
Total 209 31 38 22
Im4 - IndependentClassification Results (for 300 random pixels)
with no Wang bands
Classified
Data
Reference Data
Grass Trees Shadow Road
Grass
Tree
Shadow
Road
150
2
1
59
8
16
0
9
3
0
29
10
2
0
0
11
i Total 212 33 42 13
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Im9 - DependentClassification Results (for 13 trainingpolygons)
with 2 WangBands
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
4
0
0
0
4
0
1
0
4
Total 4 4 5
Im9 - Dependent Classification Results (for 13 training polygons)
with no WangBands
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
4
0
0
1
3
0
1
0
4
Total 4 4 5
Im9 - Independent Classification ErrorMatrix (for 300 random pixels)
with 2 WangBands
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
114
7
16
4
45
6
14
4
90
Total 137 55 108
Im9 - IndependentClassification ErrorMatrix (for 300 random pixels)
with no WangBands
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
127
0
9
20
42
4
15
0
83
Total 136 66 98
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Im27 - DependentClassification ErrorMatrix (for 13 training polygons)
with 1 WangBand
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
4
0
0
0
4
0
0
0
5
Total 4 4 5
Im__7 - Dependent Classification ErrorMatrix (for 13 training polygons)
with no WangBand
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
3
0
1
0
4
0
1
0
4
Total 4 4 5
Im27 - IndependentClassification ErrorMatrix (for 300 random pixels)
with 1 WangBand
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
154
1
23
19
65
4
16
0
18
Total 178 88 34
Im27 - IndependentClassification ErrorMatrix (for 300 random pixels)
with no WangBand
Classified
Data
Reference Data
Grass Trees Shadow
Grass
Trees
Shadow
148
3
29
12
73
1
16
0
18
Total 180 86 34
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APPENDIXC
Description of 8-8-4 SAR Data Format
The following information was furnished by MIT's Lincoln Laboratory
in their report "Data Coversion Between ADT Image Formation Processor
and Vax Computer", ADT Project Memorandum No. 47PM-ADT-0053, 10
November 1986 by T.J. Morin (Bessette et al, 1991).
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This document will describe the compressed data format that the Advanced
Detection Technology (ADT) project has adopted as a standard for the turntable
database and the subroutines that perform the conversion between the com
pressed format and the VAX format. The format, referred to as. "8-8-4", allows
a complex number to be represented with an 8-bit in-phase mantissa, an 8-bit
quadrature mantissa and a common 4-bit exponent.
The decision to adopt the 8-8-4 format as the ADT standard was made for
several reasons: The ADT Image Formation Processor (IFP) operates on data in
this format, and compatibility between the turntable database data format and
IFP images is desired. This format also provides for an efficient method for
storing large amounts of calibrated radar data. The amount of space needed to
store the data in 8-8-4 format (3 bytes per complex sample) is only 37% of the
amount needed if it were stored in VAX format (C0MPLEX*8).
A VAX complex number is represented as two normalized single precision
floating point numbers whose bit layout is shown in figure 1. Each 4 byte
number has an 8 bit excess 128 exponent in bits 7 to 14. Bit 15 is a sign
bit, and bits 0 to 6 and 16 to 31 represent a normalized 24 bit fraction.
Because a normalized number always has its most significant bit set, this is
redundant and is therefore not represented. (See the VAX Architecture Hand
book, chapter on Data Representation.)
The 8-8-4 format consists of two signed 8 bit
I'
& Q mantissa fields and a
common 4 bit exponent. The mantissa fields may or may not be normalized, so
there is no implied most significant bit as in the VAX format. The bit layout
of an 8-8-4 number is shown in Figure 1. The 8-8-4 I and Q values can be
represented by the following equation:
V = (1/32) * (M/128)
* (2 " E)
where -128 < M< 127
0 < E< 15
The 8-8-4 format is intended to be used to store calibrated radar signal
in meters (sqrt(RCS)). Because the bulk of the data values will fall between
-10 meters and +10 meters (RCS of 0 - 100 sq. meters), we want to have as
little loss of precision as possible for small data values. For this reason
the additional 1/32 factor was added, ensuring acceptable granularity in the
desired range and allowing a dynamic range of -1000 meters to +1000 meters.
The 1/128 factor is inherent and results from representing the mantissas as
8-bit signed fractions. The lowest value that can be represented with full
precision (a non-zero most significant bit) is 0.0156 meters, or -36.1 dBsm.
Since the mantissas do not have to be normalized, however, representation of
values down to -72 dBsm is possible. Table 1 shows the range of values that
the 8-8-4 format is able to represent, and Figure 2 shows their distribution.
The algorithm which converts VAX to 8-8-4 format employs a lookup table.
The low order 16 bits of a VAX word are mapped to a 4-bit exponent and 8-bit
mantissa, and is done for both the I and Q words. The two exponents are com
pared and, if unequal, the mantissa with the smaller exponent is shifted right
by the difference between the exponents. The exponent, I and Q mantissas are
then packed into a three byte array element. The conversion is performed in
place, with the 8-8-4 data replacing the VAX data in the array. Figure 3
details the format of the VAX and 8-8-4 data buffers.
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The conversion from 8-8-4 to VAX format also makes use of a lookup table.
For each of the I & Q values, the 4 bit exponent is placed into a register and
shifted 8 bits left to make room for the mantissa. The mantissa is placed in
the low eight bits of the register and the resultant 12-bit value is used as
an offset into a table of floating point values. The process starts at the
end of the complex array and works backwards in order to facilitate an "in
place"
conversion, so the output VAX data replaces the input 8-8-4 data in the
buffer. The macro source for both conversion routines is included in the
appendix.
The VAX to 8-8-4 lookup table contains 2**16 values. Although there are
only 4096 distinct values, this allows for fast translation of a floating
point number to a packed value by using the low order 16 bits of the number as
an offset into the table. The table is constructed by taking all combinations
of 16 bits and treating them as the low order bits of a floating point number.
The most significant bits are extracted, the implied bit is set, the excess
(128) is removed from the exponent and the new bias (1/32) is inserted, and
the sign bit is set if necessary. The original 16 bit number is then used as
the address in the table.
The 8-8-4 to VAX table is similarly constructed, using all combinations
of 12 bit values (i.e., 4096 values). Source code for both table construction
routines is appended.
A timing analysis was done in batch mode for four cases of access modes
and one case to determine the overhead involved in executing a batch job. The
five cases, denoted as cases A - E, all consisted of 15 separate batch jobs.
In cases A-D, complex samples were either read from magnetic disk or written
to magnetic disk. Each experiment involved approximately one million complex
samples. Case E consisted simply of the batch execution of a
"no-op" job to
determine what overhead (CPU and elapsed time) is involved in executing in the
batch mode. All jobs ran on an unloaded machine. The five cases are de
scribed below:
Case A: VAX complex samples are converted to "8-8-4" format and
written to magnetic disk.
Case B: The same complex samples generated in Case A are
read from magnetic disk and converted to VAX complex*8.
Case C: VAX complex samples are written to magnetic disk.
A
Case D: The same samples generated in Case C are read from
magnetic disk.
Case E: Overhead case. A job which does nothing is submitted in
batch mode.
Table 2 summarizes the timing results in units of CPU and elapsed seconds
per sample in terms of how long it takes to read/write complex data. The
table indicates that, although more CPU time is needed to convert the data to
and from 8-8-4 format, the elapsed time involved in accessing the 8-8-4 data
is less than the time involved in accessing VAX complex floating point data.
For example, a typical operation reading 8-8-4 data from a disk runs 23%
faster, consumes 63% less space and takes only 5 microseconds more CPU time
per sample.
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VAX Single Precision Floating Point Bit Layout
bit 31 bit 0
LSB's SB EXP MSB
0000000000000000 0 OOOOOOOO 0000000
8-8-4 Complex Format
bit 23 bit 0
EXP I MSB Q MSB
V C X X SB SB
OOOO OOOO OOOOOOOO OOOOOOOO
Where: LSB = Least Signifigant Bit
MSB = Most Signifigant Bit
SB = Sign Bit
EXP. = Exponent
V = Valid data bit
C = Control bit (0=data word,l=header word)
X = Not used
Figure 1.
C-4
VAX Data Buffer Layout
byte: 0
II Ql
8
12
16
Q2
20
8-8-4 Data Buffer Layout
-^ byte 0
'
: Header vord 0
Header, vord 1
: Header vord 2
: El
: 11
: Ql
: E2
: 12
: Q2
byte 3
byte 6
byte 9
byte 10
byte 11
byte 12
byte 13
byte 14
: E N
: I N
: Q N
: Trailer vord
byte 3 * (3 + (N-l))
3 BNTi"?
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APPENPDCD
Source Code for Calculation of Texture Spectrum Features
The following source code was written during the summer of 1992 by
the author of this study. The code represents the computation of the three
textural features as proposed byWand and He in 1991, and was written in 'C
on a VAX mainframe supporting VMS 5.5.
D-l
/*
/* This code exists in order to utilize a method of texture analysis
/* proposed by Li Wang. This method calculates 3x3 texture units
/* and then assigns them numbers to identify them with. There are
/* 3~8 possible texture units (6561) and a texture spectrum of these
/* texture units is calculated (essentially a frequency histogram) and
/* this is used to describe the image and its texture variation.
/*
/* Created: Over a million years
/* By: Eleni Paliouras
/* With gads of help from: Steve Schultz
/*****?**********??***?**?*****?***?*
#include <stdio.h>
#include <stdlib.h>
# include <math.h>
#ifdef VMS
#include "ipi_disk: [lib] ipilib.h"
#include <file.h>
# include <unixio.h>
#else
#include <sys/file.h>
#include "/home/slspci/ipilib/ipilib.h"
#endif
double calc_BWS ( ) ;
double calc_GS ( ) ;
double calc_DD ( ) ;
main ( )
{
unsigned char * image, center;
ipi picops *picops;
int states, fd, headertype, length, width,
tex_length, tex_width;
char in_file[ 80 ] ;
int tex_num[ 6561 ] [ 8 ] ;
int list [ 16 ] ;
int c, d, i, j , m, n, z, k;
int answer=0;
double temp2, upper_sum, lower_sum;
double BWS, GS, DD;
/*
** Zero-out the spectrum array.
*/
for (i=0; i<6561; i++)
{
for (j=0; j<8; J++)
{
tex_num[i] [ j] = 0;
}
}
/*
** Solicit the name of
** the input file.
* /
printf ("\n Please enter the name of the file that is to be read. ")
scanf("%s", in_f ile) ;
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/*
? ?
**
**
**
*/
Open the binary file
and test for any errors
in opening the file.
Then, read in the image.
if ( ( fd = open( in_file, 0_RDONLY, 0 ) ) < 0 )
printf ("\n\nError opening file %s . Aborting program", in file);
exit (EXIT FAILURE);
}
"
/* Check for an image header */
picops = ipi_initpicops ( 0 ) ;
ipi_checkpicheader ( fd, picops, &headertype );
printf ( "Found header type: %d\n" , headertype );
if ( headertype == 0 )
picops->xsize = 512;
picops->ysize = 512;
picops->xdimens = 512;
picops->ydimens = 512;
picops->bands = 1;
picops->linewidth = 512;
} else
{
lseek( fd, picops->headersize, SEEK_SET );
Grab the length and width and
define tex_image dimensions.
length = picops->ydimens;
width = picops ->linewidth;
tex_length = length - 2;
tex_width = width - 2 ;
/*
** Allocate and read in the image.
*/
image = (unsigned char *) calloc( (size_t) (length * width),
(size_t) sizeof ( unsigned char ) );
if ( image == NULL )
{
printf ( "Yow! Out of memory dude!\n" );
exit ( 1 ) ;
}
status = read( fd, image, length * width ) ;
printf (" \nThe outcome of the read statement is %d.\n", status);
close ( fd ) ;
/*
** This section of code
** computes the texture units.
/*
**
**
*/
* /
for(j=l; j<length-l; j++)
for ( i = l ; i<width-l ; i++ ]
{
D-3
Load center of image
/*
**
center = *( image + i + (j*width) )
Produce list of comparisons
/*
**
**
? ?
*/
list 0 ] = compare center, * image + (i-1 + (j-l) ? width
list 1 = compare center, * image + (i + 'J-D * width
list 2
'
= compare center, * image + (i+1 + j-l) * width
list 3
'
= compare center, * image + (i+1 + j ) * width
list 4
'
= compare center, * image + (i+1 + j+1) * width
list 5 ] = compare center, *. image + (i + j+1) * width
list 6 ] = compare center, * image + (i-1 + j+1) * width
list 7 = compare . center, * image + (i-1 + j ) * width
list 8 ] = list. 0 ]
list 9 ] = list[ 1 ]
list 10 ] = list[ 2 ]
list
'
11 ] = list[ 3 ]
list
'
12 ] = list[ 4 ]
list
'
13 ] = list[ 5 ]
list 14 ] = list. 6 ]
list 15 ] = list[ 7 ]
Calculate Texture Number for orderings : [a..h]
[b..a], [c.b], [d..c], [e..d], [f..e],
[g..f], [h..g].
for (c=0; c<8; C++)
{
tex_num[ k = calctu( list, c )] [ c ]++;
}
}
printf ("\n Would you like the Black-White Symmetry calculated?");
printf ("\n Input 1 for yes or 0 for no: " ) ;
scanf ( " %d " , &answer ) ;
if (answer == 1)
{
BWS = calc_BWS( tex_num, tex_length, tex_width );
printf ( "\n The BWS is: %lf\n", BWS);
}
printf ("\n Would you like the Geometric Symmetry calculated?");
printf ("\n Input 1 for yes or 0 for no: ");
scanf ( " %d " , &answer ) ;
if (answer == 1)
GS = calc_GS ( tex_num, tex_length, tex_width );
printf ( "\n The GS is: %lf\n", GS) ;
}
printf ("\n Would you like the Degree of Direction calculated?");
printf ("\n Input 1 for yes or 0 for no: ");
scanf ( "%d" , &answer) ;
if (answer == 1)
{
D^
}DD = calc DD( tex_num, tex_length, tex width );
printf ( "\n The DD is: %lf\n", DD) ;
/*
? *
/*
* *
**
*/
End of main ( )
Subroutine to compare
kernel spot with center.
int compare ( unsigned char center, unsigned char spot
if ( center > spot ) return ( 0 ) ;
if ( center == spot ) return ( 1 );
if ( center < spot ) return ( 2 );
/*
** Subroutine to calculate
the texture unit value.
*/
int calctu( int *array, int start )
int i, ace, mult;
ace = 0;
mult = 1;
for ( i = start; i < start + 8; i++ )
{
ace += array [ i ] * mult;
mult *= 3;
}
return ( ace ) ;
** Subroutone to calculate
** the Black and White Symmetry.
*/
double calc_BWS ( int array [ 6561 ][ 8 ], int tex_length, int tex width )
{
int i, j , k, sum = 0;
int order, dimensions;
double BWS;
dimensions = tex_length*tex_width;
printf ( "\n Indicate the spectrum number you would like to use (0-7) ")
scanf ( "%d", &order) ;
for (i=0; i<3280; i++)
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{
j = 3281 + i;
if ( (array [i] [order] != 0) II (array [j ] [order] != 0) )
sum = sum + (fabs( array [i] [order] - array [j ] [order] ));
}
BWS = ( 1.0 - ( (double) (sum) / (double) dimensions) ) * 100.0;
return ( BWS ) ;
}
/*
** Subroutine to calculate
** the Geometric Symmetry.
V
double calc_GS( int array [ 6561 ][ 8 ], int tex_length, int tex_width )
int tally, i, low_order, high_order, upper_sum, dimensions;
double primary_sum, GS;
dimensions = tex_length*tex_width;
tally = low_order = high_order = 0;
primary_sum = GS = 0.0;
for ( low_order=0; low_order<4; low_order++)
{
high_order = low_order + 4;
upper_sum = 0 ;
for( i =0; i<6561; i++)
{
if ( (array[i] [low_order] != 0) II (array[i] [high_order] 1= 0) )
{
upper_sum += fabs ( array [i] [low_order] - array [i] [high_order] );
}
}
primary_sum += (double) (upper_sum) / (double) (2*dimensions) ;
}
primary_sum = ( primary_sum / 4.0 ) ;
GS = ( ( 1.0 - primary_sum ) * 100.0 );
return ( GS ) ;
/*
** Subroutine to calculate
** the Degree of Direction.
* /
double calc_DD( int array [ 6561 ][ 8 ], int tex_length, int tex_width )
int tally, i, first_order, second_order, third_sum, dimensions;
double first_sum, second_sum, DD;
dimensions = tex_length*tex_width;
third_sum = tally = 0;
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first_sum = DD = 0.0;
for( first_order = 0; first_order < 3; first order++)
{
second_sum = 0.0;
for( second_order = first_order + 1; second order < 4; second_order++.
{
third_sum = 0;
for ( i =0; i<6561; i++)
if ( (array [i] [f irst_order] != 0) II (array [i] [second_order] != 0)
third_sum += fabs ( array [i] [f irst_order] - array [i] [second_order]
}
}
second_sum += ( (double) (third_sum) / (double) (2*dimensions) ) ;
}
first_sum += second_sum;
}
DD = ( ( 1.0 - ( first_sum / 6.0 ) ) * 100 );
return ( DD ) ;
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APPENDIX E
Source Code for Texture Spectrum Based Filtering
The following source code was written during the summer of 1992 by
the author of this study. The code represents the textural filter algorithm as
proposed byWang and He in 1991, and was written in 'C on a VAX
mainframe supporting VMS 5.5.
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#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#ifdef VMS
ttinclude <file.h>
#include <unixio.h>
#include "ipi_disk: [lib] ipilib.h"
#else
#include <sys/file.h>
#include "/home/slspci/ipilib/ipilib.h"
#endif
main ( )
{
/*
* *
**
*/
/*
? *
**
**
**
V
/*
**
V
unsigned char *image, *final_image, center=0;
ipi__picops *picops, *outpicops;
unsigned int *tex_image, *sum_image, fd, headertype, status,
Ntu = 0, value = 0, temp = 0;
int length, width, acc_ker[ 3 ][ 3 ], occur;
char in_file[ 80 ], out_file[ 80 ];
int tex_num[ 6561 ] ;
int list [ 8 ] ;
int i, j, x, y, loop, m, n, k, z;
int answer=0;
double avg = 0, final = 0;
Zero-out the spectrum array.
for ( i=0; i<6561; i++ )
{
tex_num[ i ] = 0;
}
/*
** Solicit the names of
the input and output files
printf ( "\nEnter the name of the file holding the image to be filtered. \n"
scanf ( "%s", in_file );
Open the binary file
and test for any errors
in opening the file.
Then, read in the image.
if ( ( fd = open( in_file, 0_RDONLY, 0 ) ) < 0 )
{
printf (" \n\nError opening file %s . Aborting program", in_file );
exit ( EXIT_FAILURE ) ;
}
Check for an image header
picops = ipi_initpicops ( 0 ) ;
ipi_checkpicheader ( fd, picops, &headertype );
printf ( "Found header type: %d\n", headertype );
if ( headertype == 0 )
{
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picops->xsize = 512;
picops->ysize = 512;
picops->xdimens = 512;
picops->ydimens = 512;
picops->bands = 1;
picops->linewidth = 512;
}
else
{
lseek( fd, picops->headersize, SEEK_SET );
}
/*
** Grab the length and width.
length = picops->ydimens;
width = picops->linewidth;
/*
** Allocate and read in the image
** and allocate for the sum and tex images.
* /
image = (unsigned char *) calloc( (size_t) (length * width),
(size_t) sizeof ( unsigned char ) )
tex_image = (unsigned int *) calloc( (size_t) (length * width),
(size_t) sizeof ( unsigned int ) )
sum_image = (unsigned int *) calloc( (size_t) (length * width),
(size_t) sizeof ( unsigned int ) )
final_image = (unsigned char *) calloc ( (size_t) (length * width),
(size_t) sizeof ( unsigned char ) )
if ( (image == NULL) I I (sum_image == NULL) I I
(tex_image == NULL) I I (final_image == NULL) )
{
printf ( "Yow! Out of memory dude!\n" );
exit ( 1 ) ;
}
status = read( fd, image, length * width );
printf (" \nThe outcome of the read statement is %d.\n", status);
close ( fd ) ;
/*
** This section of code
** computes the texture units.
* /
*
for( j=l; j<length-l; j++ )
{
for( i=l; i<width-l; i++ )
{
/
** Load center of image
*/
center = *( image + i + (j*width) );
/*
** Produce list of comparisons
V
list[ 0 ] = compare( center, *( image + (i-1) + (j-l)
* width ) );
list[ 1 ] = compare( center, *( image + d ) + (j-l)
* width ) );
E-3
list[ 2
list[ 3
list[ 4
list[ 5
list[ 6
list[ 7
/*
** Pal nil aho I1
] =
] =
] =
] =
] =
] =
compare (
compare (
compare (
compare (
compare (
compare (
center,
center,
center,
center,
center,
center,
image + (i+1) + (j-l) * width ) )
image + (i+1) + (j ) * width ) )
image + (i+1) + (j+1) * width ) )
image + (i ) + (j+1) ? width ) )
image + (i-1) + (j+1) * width ) )
image + (i-1) + (j ) * width ) )
Calcul te Texture Number
z = 0;
k = calctu( list, z) ;
tex_num[ k ]++;
*( tex_image + i + (j*width) ) = k;
/*
** Begin the filtering process
/*
**
for ( j=l; j<length-l; j++ )
{
for ( i=l; i<width-l; i++ )
printf ( "\n The filter is on [%d][%d].", j, i) ;
Ntu = *( tex_image + i + (j*width) );
Resets the accumulator kernel
/*
* *
for ( m=0; m<3 ; m++ )
{
for ( n=0; n<3 ; n++ )
{
acc_ker[ n ] [ m ] = 0;
}
}
Skips a tex_number pixel that
has already been assessed.
if ( Ntu != (6562) )
{
for ( loop=0; loop<2; loop++ )
{
This is the first loop that searches for
same Ntu's and accumulates the kernel values.
if ( loop == 0 )
{
for ( y= j ; y<length-l; y++ )
{
for ( x=l; x<width-l; x++ )
{
if ( * ( tex_image + x + (y*width) )
{
for ( n=0 ; n<3 ; n++ )
{
for ( m=0; m<3; m++ )
== Ntu )
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/*
**
**
**
V
/*
/*
**
**
**
**
*/
{
value = * (image + (x-l+m) + ( (y-l+n) *width) );
acc_ker[n] [m] += value;
}
}
}
}
This is the second loop that re-searches
for the same Ntu's and replaces the gray valuesin that neighborhood with the averaged kernel values.
else
{
}
}
}
for ( y=l; y<length-l; y++ )
for ( x=l; x<width-l; x++ )
if ( *( tex_image + x + (y*width) ) == Ntu )
for ( n=0; n<3; n++ )
{
for ( m=0; m<3 ; m++ )
{
avg = ( ( acc_ker[n] [m] / tex_num[Ntu] ) + 0.5);
*( sum_image + (x-l+m) + ( (y-l+n) *width) )
+= avg;
}
}
*( tex_image + x + ( y*width ) ) = 6562;
}
}
}
}
Divide summed image by 9 .
for ( j=2; j<length-2; j++ )
{
for ( i=2; i<width-2; i++ )
{
final = ( ( ( *( sum_image + i + (j*width) ) )/ (9.0)) +0.5);
* (final_image + i + (j*width)) = final;
}
}
Open the binary file
and test for any errors
in opening the file.
Then, write out the image.
printf ( "\nEnter the name of the file to hold the filtered image. \n" );
scanf ( "%s", out_file );
if ( ( fd = open( out_file, 0_WRONLY I 0_CREAT, 0644 ) ) < 0 )
{
printf
(" \n\nError opening file %s. Aborting program", out_file );
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exit ( EXIT_FAILURE ) ;
/*
** Create the picops and write the image header
*/
outpicops = ipi_initpicops ( 0 ) ;
ipi_setpicheader ( outpicops, Ipi_W_Erd74Hdr );
ipi_setpicdimens ( outpicops, length, width ) ;
ipi_setpicbands ( outpicops, 1 );
ipi_writepicheader ( fd, outpicops, Ipi_W_Erd74Hdr );
/*
** write out the final image.
*/
write ( fd, final_image, length * width );
close ( fd ) ;
}
/*
** End of main( ) .
V
/*
** Compare kernel spot with center
V
int compare ( unsigned char center, unsigned char spot )
{
if ( center > spot ) return ( 0 );
if ( center == spot ) return ( 1 );
if ( center < spot ) return ( 2 );
/*
** Calculate the texture unit value
V
int calctu( int *array, int start )
{
int i, ace, mult;
ace = 0 ;
mult = 1 ;
for ( i = start; i < start + 8; i++ )
{
ace += array [ i ] * mult;
mult *= 3;
}
return ( ace ) ;
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Image #features
Im4 2
3
4
5
6
Im9
Im27
ImRR
2
3
4
5
6
2
3
4
5
6
2
3
4
5
6
APPENDDCF
Optimal Feature Lists
Features selected
23 29
23 29 48
29 38 48 49
29 38 40 48 49
34 37 38 40 48
37 39
2 28 37
2 22 28 37
18 22 28 34 37
16 22 28 34 37
16 18
10 18 48
16 18 28 48
16 18 28 34 48
16 18 28 29 34
32 44
32 39 44
34 40 42 44
32 34 40 42 44
32 34 39 40 42
49
48
48
44
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APPENPD. G
Feature Formulas (adapted from Rosenblum. 1990)
Co-occurence matrix features
The first twenty-eight features in the potential texture feature pool
used in this study are based on gray-level co-occurrence matrices. There are
actually only fourteen features, but each one is calculated for an average value
over four orientations, and the range of those four orientation values. The
variables used in the following co-occurrence features are as follows:
Ng: number of gray levels in the quantized image
R: dimension of the co-occurrence matrix
p(i, j): entry in the co-occurrence matrix for gray levels i and j.
px(i): ith entry of the marginal probability matrix obtained by
summing the rows of p(i,j)
pv(j): jth entry of the marginal probability matrix obtained by
summing the columns of p(i,j)
px+y(k) = J, SpGj)
i=lj=l
for k=2,3,...,2Ng ^d i+j=k
NgNg
px-y(k) = p(i,j)
i-lj-1
for k=0,l,...,Ng-l and li-jl=k
Group 1 - Angular Second Moment
NgNg
fi=II[p(ij)]2
i-1 j-l
Group 2 - Contrast
Ng-1
f2= ]n2
i=l
NgNg
i=lj=l
for li-jl=k
G-l
Group 3 - Correlation
,
i=l j=l
3= l
SXSy
Group 4 - Variance
NgNg
f4=Z'Bi-m>2p(M)
i=ij=i
Group 5 - Inverse Difference Moment
NcrNc
-TO-EflJLl
_5
Group 6 - Sum Average
2Ng
f6 = i px+y(i)
i=2
Group 7 - Sum Variance
2Ng
f7= (MB)2 px+y(0
i=2
G-2
Group 8 - Sum Entropy
2Ng
ffi = - X Px+yG'P log[px+y(i)l
i=2
Group 9 - Entropy
NgNg
=
-XI p(i,j) log [p(i,j)])
i=lj=l
Ng-1
flO=- J px-y(i/j) log[px-y(0]
Group 10 - Difference Entropy
i=2
Group 11,12 - Information Measures of Correlation
HXY-HXY1
11=
max (HX, HY)
fl2 = [l-e_AriAIZ'riAi;]
NgNg
HXY = -X2,p(i,j)iog[p(i,j)]
i=ij=i
NgNg
HXY1=-ff pdP log [px(D Py(j)l
i=lj=l
NgNg
HXY2=-ff px(0 Py(j) log [Px( Py(j) ]
i=lj=l
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13 - Difference Variance
fl3 = variance of px-y
14 - Maximum Probability
fl4 = -y/second largest eigen vector ofQ
oa o - y p(i/k) p(j/k)W/JJ - 2_ nv(i) r^flc)px(i) py(k)
First Order Statistic Features
These are basic features which measure simple statistics on a specified
kernel of pixels.
15 - Gradient
fl5 = [ I I<M> " M-kM) I + I IOj)-I(M.P I + I Ki,jH(i,j-Ki) I + I Ki,j)-Ki,K) I ]
i&j=N
16 - Mean brightness over the kernel
17 - Variance over the kernel
18 - Brightness of individual pixel
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Run Length Statistics Features
These statistics features are based on the lengths and orientations of
linearly connected pixels over a specified kernel. P(i,j) is defined to be the
number of runs of length j and brightness i. With P(i,j) defined for a given
area, a matrix can be constructed with i rows and j columns containing values
representing the number of runs corresponding to the i and j characteristics.
Similar to the co-oocurence matrix, the run length matrix can be calculated
over different angles with the average range reported as the final feature
value. For the run length statistics:
Nr = number of runs
Ng = the number of gray levels in the quantized image
P = the number of pixels in the kernel
19 - Short Run Emphasis
NK Nr
I 2^
fl9 =
i=1 H ]
"*
Ng Nr
I I pap
i=i j=i
This divides the number of runs by the length of the run squared and
tends to emphasize short runs. The denominator is the total number
of runs and is present as a normalizing factor
20 - Long Rim Emphasis
Ne Nr2Xi2P<M>
--^T
i=i h
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This multiplies the number of runs by the length of the run squared
emphasizing longer runs.
21 - Gray Level Non-Uniformity
(21 =
Nr
X
H
X pap
.i=l
2 X p^p
i=i h
This squares the number of runs for each gray level, minimizing the
feature when the runs are equally distributed among gray levels.
22 - Run Length Non-Uniformity
f22 =
i=l
X P<M>
Lj=i J
i=l
Nr
X pap
h
This squares the number of runs for each length, minimizing the
feature when the rims are equally distributed among lengths.
23 - Run Percentage
f23=
Ng Nr
X X p&P
^ w
G-6
This ratios the total number of runs to the total number of pixels in the
kernel, minimizing the result when the kernel contains highly linear
structure.
Gray Level Difference Statistics Features
These features are calculated from a matrix whose entries are based on
gray levels distance d apart. The absolute value of the difference between the
gray level of the pair of pixels is computed and entered into the matrix. The
distribution
fd(i,j)= I I(_,j)-Ki+d,j+d) |
is the basis for the features below where pd(k) is the probability density of
fd(i,j) and k is the range of possible values for the distribution.
24 - Contrast
Ng-1
f24= Xk2Pd00
k=0
25 - Angular Second Moment
Ng-1
f25=
Xk2pd(k)2
k=0
26 - Entropy
Ng-1
f26= k2pd(k)log[pd(k)]
k=0
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27 - Mean
No-l1 nl
e7=N: XkPd(WNe . js k=0
Texture Spectrum Statistical Features
Three texture metrics have been proposed by Wang and He (1991) and
are based on the concept of a texture spectrum which is essentially, a
frequency histogram of specific neighborhoods of variation within a 3 x 3
pixel area. Each specific neighborhood within an image is called a Texture
Unit (TU) and consists of the pixel x and its eight neighbors (labeled a-h). The
gray level of each neighbor is compared to x; if any level exceeds that of x, its
position is labeled with a "2". Any pixel where the gray level is equal to that
of x is labeled with a "1", and those less than x are labeled with a "0". These
TUs are then given a unique number based on the clockwise order of the Ei
values along the perimeter of the TU. These values, or Texture Unit
Numbers (NTUs) are assigned using the following formula:
8
NTU =X3i_1Ei
i=l
Once the NTUs are calculated across a desired image or image region, a
frequency histogram is constructed. This histogram is called the texture
spectrum for that region. It is the texture spectrum that is used to calculate
the three textural features of an image region. Each of these three Wang
features, as they will be called throughout this paper, are defined and
described below.
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28 - Black and White Symmetry
f28 =
r.3279 . |
A=q IS(i)-S(3281+i) I
-6560.
~~
i=0 S^)
xlOO
This is the simplest of the three Wang features and essentially
measures the symmetry between the halves of the texture spectrum. A
high value of BWS would indicate that a gray level inverse of an
image (or an image portion) would have the same texture spectrum.
29 - Geometric Symmetry
f29 =
1V4 2-i=o I SjG) - Sj+4(i)
1"4iLi=l"
6560..
2x_?Ts,(i)1=0 -t
xlOO
This metric helps to determine the shape regularity of a texture by
assigning a high value to an area whose spectrum would be the same if
the image were rotated 180 degrees.
30 - Degree of Direction
f30 =
ly3 y4 j=Q ISmG)-Sn(i)l
1 -6^11=1^1 y6560c ...2x2.i=0Sm(i)
xlOO
This metric assesses the linear nature of an image because high DD
values indicate that the image is sensitive to the orientation of the
image.
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