This paper develops and applies tools to assess multivariate aspects of Bayesian Dynamic Stochastic General Equilibrium (DSGE) model forecasts and their ability to predict comovements among key macroeconomic variables. We construct posterior predictive checks to evaluate the calibration of conditional and unconditional density forecasts, in addition to checks for root-mean-squared errors and event probabilities associated with these forecasts. The checks are implemented on a three-equation DSGE model as well as the Smets and Wouters (2007) model using real-time data. We find that the additional features incorporated into the Smets-Wouters model do not lead to a uniform improvement in the quality of density forecasts and prediction of comovements of output, inflation, and interest rates.
Introduction
Dynamic stochastic general equilibrium (DSGE) models use modern macroeconomic theory to explain and predict comovements of aggregate time series over the business cycle, which is one of the features that makes DSGE models attractive to central banks for forecasting and policy analysis. 1 The small existing literature on the assessment of DSGE model forecasts tends to focus on point forecasts, predominantly evaluated based on root-mean-squared error (RMSE) measures. The general finding is that DSGE model forecasts are comparable to standard autoregressive or vector autoregressive models in terms of RMSE but are dominated by sophisticated univariate or multivariate statistical time series models. However, RMSEs do not reflect the DSGE models' alleged strength, namely their ability to predict comovements between key macroeconomic variables. Moreover, the quadratic prediction error loss function underlying RMSE comparisons may not be the relevant loss for decision makers. In fact, central banks increasingly pay attention to density forecasts to assess the probability of particular events, such as inflation and output growth being above or below target, and to judge the uncertainty about future economic developments more generally.
The contribution of this paper is to extend the evaluation of DSGE model forecasts in two dimensions. First, we develop and apply statistics that are designed to assess multivariate aspects of DSGE model forecasts. Second, rather than measuring the precision of point forecasts, our evaluation focuses on whether predictive densities are well calibrated in the sense that predicted probabilities of events are commensurable with actual frequencies in a sequential application of the forecasting procedure.
DSGE models are frequently estimated with Bayesian methods, in particular if the goal is to track and forecast macroeconomic time series. Bayesian inference delivers posterior predictive distributions that reflect uncertainty about latent state variables, parameters, and future realizations of shocks conditional on the available information. To assess a model's ability to predict comovements among macroeconomic variables, three statistics are considered in this paper. First, we derive conditional distributions from the model's joint predictive distribution. In particular, we condition on future realizations of one of the DSGE model variables. We assess whether the resulting conditional predictive densities are well calibrated in the sense that probability integral transforms (PITs) are uniformly distributed. Second, we compute point forecasts from the conditional predictive distributions and construct RMSE ratios of conditional versus unconditional forecasts, where the latter are computed from the marginal predictive distribution. We examine to what extent the actual RMSE ratios are commensurable with the model-implied RMSE ratios. Finally, we compare the predicted probability of events, such as inflation and output growth being below target, with the observed frequencies.
We evaluate the predictions of comovements for two DSGE models, a simple, threeequation New Keynesian model and the more elaborate model developed by Smets and Wouters (2007) . The small-scale model reduces the New Keynesian monetary theory to an intertemporal Euler equation, a New Keynesian Phillips curve (NKPC), and a monetary policy rule and thus provides a natural benchmark. The Smets-Wouters (SW) model is a New Keynesian model that has been augmented by internal and external propagation mechanisms to improve its time series fit, and variants of the model have been considered in other studies of forecasting performance of DSGE models. Given the relevance of the exercise to the policy making process, we use a real-time data set constructed in Edge and Gürkaynak (2010) . Using this data in our estimation ensures that the information set upon which the forecasts are based matches the one that was available to policymakers over the past 15 years.
The starting point of our analysis is the observation that output growth, inflation, and interest rate forecasts from the two models considered in this paper attain very similar RMSEs. However, going beyond their respective means, the density forecasts of the two DSGE models are quite different in various dimensions. We find that the additional mechanisms incorporated into the SW model do not lead to a uniform improvement in the quality of the density forecasts and in the prediction of comovements compared with the small threeequation DSGE model. The PITs computed from the marginal density forecasts of the small-scale model are by and large uniform, at least over short horizons. The realized RM-SEs are of similar magnitude as the model-implied RMSEs. For the SW model, on the other hand, the distribution of output growth PITs is skewed, and in general, the density forecast of output is too diffuse. The reason for this deficiency is most likely the counterfactual common trend restriction that the SW model imposes on output, consumption, and investment.
In terms of predicting whether average output and inflation will fall above or below their long-run target values, the small-scale model also does a better job than the SW model as actual frequencies are closer to the predicted probabilities.
With respect to other dimensions of comovement predictions, the SW model comes out ahead. The estimated small-scale DSGE model exhibits a fairly strong correlation between output and inflation in the predictive distribution that would imply that knowing future output would lead to a substantial reduction in the forecast error of inflation. However, it turns out that the predictive distribution does not adequately capture the comovement among the two variables, as the actual RMSE of the conditional forecast is larger than the RMSE of the unconditional forecast. The SW model, on the other hand, implies that there is very little exploitable correlation between output and inflation as well as output and interest rates, which turns out to be consistent with an actual RMSE ratio that is close to one. The predictive distribution of the SW model does, however, contain a strong correlation between interest rates and inflation, which correctly implies that knowing future interest rates can substantially improve the precision of inflation forecasts, and vice versa.
For the SW model we also find that the predictive distribution of inflation conditional on the federal funds rate delivers better calibrated probability statements than the unconditional predictive distribution, which is consistent with inflation being well modeled conditional on interest rates and a relatively poor fit of the monetary policy rule.
While, strictly speaking, the predictive distributions in a Bayesian framework are subjective, an important question for practitioners is whether they are well calibrated in view of the observed data. In repeated practical (as opposed to hypothetical) use of a statistical procedure such as sequential forecasting, it is desirable that the long-run average level of accuracy is no less than (and ideally equal to) the long-run average reported accuracy. Bayarri and Berger (2004) refer to this notion as frequentist principle. Geweke and White-man (2006) emphasize that Bayesian approaches to forecast evaluation are fundamentally different from non-Bayesian approaches, although they might appear superficially similar.
In a Bayesian framework, there is no uncertainty about the predictive density given the specified collection of models. Predictive densities are simply constructed by the relevant conditioning. Non-Bayesian approaches, surveyed in Corradi and Swanson (2006) , tend to adopt the notion of a "true" data-generating process (DGP) and try to approximate the predictive density inherent in the DGP with a member of a collection of probability distri-
To the extent that the forecaster faces uncertainty with respect to θ, there is uncertainty about the density forecast itself. In turn, non-Bayesian assessments of density forecasts try to account for this uncertainty.
Formally, we conduct so-called posterior predictive checks to assess the adequacy of DSGE model forecasts. A discussion of the role of predictive checks in Bayesian analysis can be found, for instance, in Lancaster (2004) and Geweke (2005) . It is important to note that the objective of the forecast evaluation conducted in this paper is not to select the best forecasting model from a collection of DSGE models, to average predictive densities from competing DSGE models, or to "reject" or "accept" a particular DSGE model specification. Instead, the goal is to examine whether, despite some of the empirical deficiencies of DSGE models documented in the literature, e.g. Del Negro, Schorfheide, Smets, and Wouters (2007) , the probability forecasts generated by the models are adequate in certain dimensions, as policymakers at central banks shift their attention from point forecasts to interval and density forecasts.
2 In general, the purpose of posterior predictive checks is to provide diagnostics that may spur creative thinking about new models.
One of the statistics used in our posterior predictive checks, namely PITs constructed from the DSGE models' predictive distributions, has a long tradition in the literature on density forecast evaluation. Dawid (1984) proposed a prequential approach to statistics, founded on the premiss that the purposes of statistical inference is to make adequate sequential probability forecasts for future observations. While there are many different ways of defining the adequacy of probability forecasts, Dawid (1984) suggested, among other things, to examine 2 Bayesian methods to formally compare DSGE models in instances in which the model space spanned by a collection of DSGE models is deemed incomplete are discussed in Schorfheide (2000) and Geweke (2010) .
whether PITs are iid uniformly U[0, 1] distributed. Kling and Bessler (1989) construct probability density forecasts from a VAR for interest rates, money stock, consumer prices, and output. To examine whether the PITs are uniformly distributed, the authors compared their empirical distribution functions with the cumulative distribution function (cdf) of a U [0, 1] random variable and reported the outcome of χ 2 tests. Diebold, Gunther, and Tay (1998) emphasize that PITs of a sequence of density forecasts should also be independent across time in addition to marginally uniformly distributed. Thus, the authors inspect autocorrelation functions of PITs (and nonlinear transformations of PITs) to assess density forecasts for the S&P 500 constructed from GARCH models. Diebold, Hahn, and Tay (1999) The remainder of the paper is organized as follows. Section 2 briefly reviews empirical findings regarding the forecasting performance of DSGE models. The predictive checks are described in Section 3, and the two DSGE models considered in this paper are summarized in Section 4. The empirical results are presented in Section 5 and Section 6 concludes. An
Online Appendix 3 contains the log-linearized equilibrium conditions of the SW model as well as a description of how we use Kernel methods to compute moments and PITs from conditional densities based on a sequence of draws from a joint density.
Forecasting Record of DSGE Models
Most of the literature on evaluating the forecasting performance of DSGE models has focused on the evaluation of point forecasts based on RMSEs or the log determinant of the error covariance matrix of the forecasts. The latter criterion, henceforth "ln-det" statistic, had been proposed by Doan, Litterman, and Sims (1984) . 4 Table 1 summarizes pseudo out-of-sample RMSEs for U.S. data obtained with Wouters (2003, 2007) ln-det statistic. They find that the DSGE model is competitive with other forecasting models such as VARs of various sizes. The authors also find that the assessment of multivariate forecasts based on the ln-det statistic can sometimes be severely affected by the inability to forecast just one series, nominal wage growth.
The Bayesian VARs that serve as a benchmark in the above cited papers use a Minnesota prior but are typically not optimized with respect to their empirical performance.
For instance, some of the dummy observations described in Sims and Zha (1998) forecasts, subsequently the emphasis will be on examining whether the probability density forecasts are well calibrated.
Econometric Approach: Predictive Checks
The forecast evaluation in this paper is based on posterior predictive checks. The actual sample is partitioned into Y 1:R and Y R+1:T and we define P = T − R. In addition, let Y * R+1:T be a hypothetical sample of length P . The predictive distribution for Y * R+1:T is given by
Draws from the predictive distribution can easily be obtained in two steps. First, generate a parameter drawθ from p(θ|Y 1:R ). Second, simulate a trajectory of observations Y the DSGE model conditional onθ. The simulated trajectories can be converted into sample statistics of interest, S(Y * R+1:T ) to obtain an approximation for predictive distributions of these sample statistics. Finally, one can compute the value of the statistic S(Y R+1:T ) based on the actual data and assess how far it lies in the tails of its predictive distribution. A S(Y R+1:T ) far in the tails of its predictive distribution can be interpreted as a model deficiency. We now discuss the specific choices of checking functions S(·).
PITs for One-Step Ahead Forecasts. Let y i,t , i = 1, . . . , n, denote the elements of the vector y t and define the probability integral transform for the actual one-step ahead forecast of y i,t+1 based on time t information by
Likewise, the probability integral transform constructed for a forecast of y * i,t+1 based on the sample (Y 1:R , Y * R+1:t ) can be defined as
Thus, the sequence {z * i,t,1 } T −1 t=R can be interpreted as a draw from the model-implied predictive distribution of the probability integral transforms. It is shown in Rosenblatt (1952) and Diebold, Gunther, and Tay (1998) 
This property can be exploited in a predictive check. For instance, suppose we divide the unit interval into J sub-intervals. According to the predictive distribution, the fraction of PITs in each sub-interval is equal to 1/J. Paraphrasing Bayarri and Berger's (2004) frequentist principle, the fraction of actual PITs in each sub-interval should be close to the predicted fraction.
The closeness can be assessed with a χ 2 goodness-of-fit statistic of the form
where n j is the number of PITs in the bin
PITs for Multi-Step Ahead and Conditional Forecasts. The multi-step generalization of (2) is given by by directly generating draws from its distribution.
PITs for conditional predictive distributions p(ỹ i,t+h |y j,t+h , Y 1:R , Y R+1:t ) are defined as
Finally, the DSGE models are specified in terms of growth rates rather than log levels of output and prices. Thus, instead of forecasts of a growth rate between period t + h − 1 and t + h, we consider forecasts of the average growth rate between period t and period t + h
In turn hȳ i,t+1:t+h captures the total change between the forecast origin and period t + h. The corresponding PITs are defined by replacing y i,t+h andỹ i,t+h in (5) and (6) withȳ i,t+1:t+h andỹ i,t+1:t+h , respectively. RMSE Ratios. We also use RMSEs and ratios of conditional and unconditional RMSEs as in Schorfheide, Sill, and Kryshko (2010) to form a predictive check. Letŷ i|j,t+h andŷ i,t+h denote the means of the conditional and marginal predictive distribution of y i,t+h . The RMSE ratio is defined as
and has a straightforward extension to the prediction of multi-step averagesȳ i,t+1:t+h . If the forecast errors are homoskedastic and normally distributed, then the RMSE ratio is one if the forecast errors are uncorrelated and less than one if the forecast errors are correlated.
Event Forecasts. Finally, we consider probability forecasts for events of the form {y i,t+h ≥ a, y j,t+h ≥ b}. Let P t [{y i,t+h ≥ a, y j,t+h ≥ b}] denote the model predicted probability that the event occurs. The event forecasts are evaluated based on
The statistic P(i, j, h) measures the divergence of the actual frequency of the events {y i,t+h ≥ a, y j,t+h ≥ b} from the probabilities of these events implied by the model. Schorfheide, Sill, and Kryshko (2010) , that paper did not provide a formal benchmark, such as percentiles of predictive distributions, against which the ratios could be evaluated. Moreover, Schorfheide, Sill, and Kryshko (2010) used a parametric approximation of the predictive density to form conditional forecasts, whereas we are using a nonparametric Kernel-based approximation of the predictive density.
The DSGE Models
The predictive checks are applied to two New Keynesian DSGE models. First, we consider a small-scale model that consists of three basic equations: a consumption Euler equation, a New Keynesian Phillips curve, and a monetary policy rule. The theoretical properties of this class of models are discussed extensively in Woodford (2003) , and numerous versions that differ with respect to the specification of the exogenous shock processes and the formulation of the monetary policy rule have been estimated based on output, inflation, and interest rate data, see Schorfheide (2008) for a survey. Second, we generate forecasts from the SW model. This model has a richer structure that accounts for capital accumulation, variable capital utilization, wage rigidity in addition to price rigidity, and households' habit formation.
A Small-Scale Model
Empirical specifications of the canonical small-scale New Keynesian DSGE model differ with respect to the exogenous shock processes as well as the formulation of the monetary policy rule. Our version is identical to the one studied in the survey paper by An and Schorfheide (2007) and includes a technology growth, a government spending, and a monetary policy shock. The interest rate feedback rule implies a reaction to output growth deviations from steady state rather than to deviations of the level of output from a measure of potential output.
Log-Linearized Equilibrium Conditions. We briefly summarize the log-linearized equilibrium conditions associated with the small-scale DSGE model. The underlying decision problems of households and firms are described in detail in An and Schorfheide (2007) . Let 
Here y t denotes output, π t inflation, and R t nominal interest rates. The parameter β is the households' discount factor and τ is the inverse intertemporal elasticity of substitution. The parameter κ captures the slope of the Phillips curve. The monetary policy rule depends on the smoothing parameter ρ R and the coefficients ψ 1 and ψ 2 , which determine how strongly the central bank reacts to deviations of inflation and output growth from their target levels.
The model economy is perturbed by three exogenous shocks. R,t is a monetary policy shock, andẑ t andĝ t are AR(1) processes that capture total factor productivity growth and the evolution of government spending (as a fraction of output):
Measurement Equations. The model is completed by a set of measurement equations that relate the model states to a set of observables. We assume that the time period t in the model corresponds to one quarter and that the following observations are available for estimation: quarter-over-quarter per capita GDP growth rates (YGR), annualized quarterover-quarter inflation rates (PI), and annualized nominal interest rates (INT). 5 The three series are measured in percentages, and their relationship to the model variables is given by the following set of equations:
The parameter γ (Q) captures the steady-state growth rate of output, which in this simple model is identical to the growth rate of the exogenous technology. π (A) is the annualized steady-state inflation rate, which is equal to the central bank's target rate. Finally, we use r (A) to denote the following transformation of the households' discount factor:
Prior Distribution. Bayesian estimation of a DSGE model requires the specification of a prior distribution. This distribution is constructed as a product of marginals, which are summarized in Table 2 . We use the same priors as in An and Schorfheide (2007) with one exception: The inflation coefficient in the monetary policy rule is fixed at ψ 1 = 1.7. It is well known in the literature that ψ 1 is difficult to identify. This lack of identification causes some numerical instabilities in the application of Markov-Chain Monte-Carlo (MCMC) methods.
Since the predictive check requires us to estimate the DSGE model many times and the precise measurement of ψ 1 is not the objective of our analysis, we decided to fix the parameter.
5 Here we follow An and Schorfheide (2007) 
The Smets-Wouters Model
The SW model is second model considered in this paper. The model is a more elaborate Measurement Equations. The SW model is estimated based on seven macroeconomic time series. The period t corresponds to one quarter and the measurement equations for output growth, inflation, interest rates, consumption growth, investment growth, wage growth, and hours worked are given by:
Unlike in the small-scale model, for the estimation of the SW model both measured interest and inflation rates are not annualized. Moreover, since the neutral technology shock in the SW model is assumed to be stationary, the model variables are not transformed as in the small-scale model to induce stationarity, and the growth rate of the technology shock does not appear in the measurement equations.
Prior Distributions. Based on information that does not enter the likelihood function, SW fix the following five parameters in their estimation: δ = 0.025, g y = 0.18, λ w = 1.50, ε w = 10.0, ε p = 10.
We deviate from SW's analysis by some additional parameters: ϕ = 5.00, σ c = 1.5, h = 0.7, ξ w = 0.7, σ l = 2, ξ p = 0.7, ι w = 0.5, ι p = 0.5, r π = 2, α = 0.3.
These parameter values are close to the posterior mean estimates reported in Smets and Wouters (2007) . Our predictive check requires us to estimate the SW model several hundred times on recursive samples. Fixing the additional parameters ensures the numerical stability of our MCMC methods. The marginal prior distributions for the remaining parameters are identical to those used by SW and are summarized in Table 3 . The joint prior density is constructed as the product of the marginal densities.
Posterior Inference. The posterior simulator is implemented in the same way as for the small-scale New Keynesian model.
Empirical Results
The empirical results are presented in three steps. First, we discuss the data set that is used to conduct the predictive check (Section 5.1). Second, we evaluate the marginal predictive distributions of output growth, inflation, and interest rates (Section 5.2). 
Data Set
For the evaluation of the density forecasts, we are using the real-time data set assembled by Edge and Gürkaynak (2010) . These authors compared the accuracy of point forecasts from the SW model to those from the Fed's Greenbook. Thus, for each Greenbook publication date, EK compiled the time series that are used in the estimation of the SW model. Since the focus in our paper is not a comparison of the DSGE model and the Greenbook forecast we use only a subset of the data sets constructed by EK, namely those for the Greenbooks published in March, June, September, and December. We refer to the March forecast as the first-quarter forecasts, and the remaining forecasts are associated with Quarters 2 to 4.
The March forecasts are based on fourth-quarter releases from the previous year, meaning that the estimation period for the DSGE model effectively ends in Q4 of the preceding year.
Thus, the first forecast in March is essentially a nowcast for Q1, and the subsequent forecasts are for Q2, Q3, and so forth. For each forecast origin, we refer to the "nowcast" as a one-stepahead forecast and choose the maximum forecast horizon according to the maximum horizon of the corresponding Greenbook. Thus, we construct forecasts up to eight periods ahead for March origins, seven periods ahead for June origins, 10 periods ahead for September origins, and nine periods ahead for December origins. The first forecast origin in our analysis is March 1997 and the last forecast origin is December 2004, which provides us with 32 sets of forecasts.
Since there is strong empirical evidence that monetary policy as well as the volatility of macroeconomic shocks changed in the early 1980s, we estimate both DSGE models based on data sets that start in 1984:Q3. 6 We use both the small-scale DSGE model as well as the SW model to construct pseudo out-of-sample forecasts using the real-time data set.
Forecast errors are calculated based on the first final release of each variable. The predictive distribution for the model checks -using the notation of Section 3 -is constructed conditional on Y 1:R . Period R corresponds to 1996:Q4, which is the last period in the estimation sample that is used to generate the March 1997 forecasts. When simulating from the predictive distribution p(Y * R+1+T |Y 1:R ), we do not take into account the data revision process. For the analysis of the SW model, all real series are converted into per capita terms, whereas we do not convert GDP growth in per capita terms when estimating the small-scale DSGE model. Finally, all h-step forecasts refer to averages over the forecast horizon. Thus, using the notation of Section 3, we consider forecasts ofȳ i,t+1:t+h rather than y i,t+h . interval. This deficiency is also apparent at longer horizons. In fact, it is consistent with the RMSE predictive check discussed above. The estimated shock processes generate a predictive distribution that is too diffuse. If the model is simulated forward, the counterfactual output growth RMSEs are much larger than the actual RMSEs because the simulated trajectories exhibit an unrealistically large output volatility. Figure 3 displays the autocorrelation function of the one-step ahead PITs of the actual forecasts and the 90% credible interval associated with the predictive distribution. As emphasized by Diebold, Gunther, and Tay (1998) , the PITs should be independent and thus serially uncorrelated. For both DSGE models, the PITs of the inflation forecasts indeed appear uncorrelated. The PITs for the observed interest rates, on the other hand, are highly correlated in particular at horizons one and two. This correlation is slightly higher in the small model. With respect to output, the two DSGE models differ quite substantially.
Evaluation of Marginal Predictive Distributions
The output growth PITs based on the small-scale DSGE model exhibit a strong positive correlation, whereas they are essentially uncorrelated for the SW model. Deviations from independence are indicative of a dynamic misspecification in the sequence of predictive distributions, which overall is more pronounced for the small-scale model than the SW model.
This finding is consistent with the SW model containing many additional features that were designed to capture the dynamics of U.S. data. Figures 1, 2 , and 3 taken together portray the collective performance of the marginal predictive distributions for output growth, inflation, and interest rates. Consider the one quarter-ahead forecast for output, for example. While the RMSEs of point forecasts from both models are similar, the predictive distributions exhibit important differences. The predictive distribution for the small model is well calibrated in the sense that the marginal distributions of the PITs appear to be uniform. However, the model forecasts are deficient in a dynamic sense. The positive correlation of the output growth PITs indicates that a too-high GDP forecast is likely to be followed by a too-high GDP forecast the next quarter.
On the other hand, the output growth forecasts from the SW model appear dynamically well calibrated. Forecast errors in one quarter contain no information about errors in future quarters. However, in an unconditional sense the density forecasts are deficient because they predict output volatility much higher than what was observed in the data. While the density forecast performance of the two DSGE models is markedly different, no clear ranking emerges. Both models have deficiencies along different dimensions. The posterior predictive checks highlight deficiencies that are not apparent from a RMSE comparison.
Evaluating Predictions of Comovements
To assess the DSGE models' ability to predict comovements among macroeconomic aggregates, we now consider statistics computed from bivariate predictive distributions. Since a joint density of two random variables can be factorized into a marginal and a conditional density and since we have examined marginal densities in the previous subsection, we shall now focus on predictive densities that are conditioned on future realizations of output growth, inflation, or interest rates.
The starting point of the analysis is the relative precision of conditional and unconditional point forecasts. The unconditional point forecasts are the same that were used in Section 5.2 to compute the RMSEs displayed in Figure 1 . To obtain forecasts conditional on future realizations, say of output growth, we compute the mean of the conditional predictive density.
In a nutshell, if a joint predictive distribution is approximately normal and implies that two variables are highly correlated, then knowing the future realization of one of them should substantially reduce the RMSE when predicting the other. If the correlation structure in the predictive distribution is consistent with the observed comovements of the two variables, the predicted RMSE reduction should be commensurable with the actual reduction. Figure 4 displays the RMSE ratios of conditional and unconditional forecasts, R(i|j, h) in (7). For the small DSGE model, there are gains to forecasting output by conditioning on interest rates and vice versa at short horizons. Moreover, these gains are consistent with those implied by the predictive distribution. On the other hand, there is no reduction in RMSE associated with forecasts of GDP conditional on inflation and vice versa, which is largely inconsistent with the gain in efficiency predicted by the estimated model. Thus, the correlation structure in the predictive distribution does not appropriately capture the comovements of output and inflation.
The RMSE ratios for the SW model exhibit different behavior. There is hardly any gain using the conditional relationship between output and inflation and output and interest rates for forecasting. Moreover, this is, for the most part, consistent with the predictive distribution for the RMSE ratios. On the other hand, there are sizable gains from conditioning on interest rates to forecast inflation and vice versa. At the eight-quarter horizon, the reduction in RMSE associated with these conditional distributions is roughly 15 basis points (annualized) for the annualized inflation rate and 30 basis points for the annualized interest rate.
We proceed by examining the calibration of predictive distribution conditional on the average realization of the output, inflation, and interest rates at one-and four-quarter horizons, respectively. Figure 5 displays PITs based on density forecasts conditional on future output. For the small DSGE model, the PIT histograms for one-step ahead conditional fore-casts look very similar to their unconditional counterparts in Figure 2 . For average inflation over four-quarters, however, the predictive distribution conditional on output appears better calibrated than the unconditional counterpart, which overstates the volatility of inflation. This is reflected in the goodness-of-fit statistics reported in Table 4 . The χ 2 statistic for the unconditional forecast lies much farther in the tail of its predictive distribution. For the SW model, the distribution of the PITs conditional on output looks similar to the distribution of the unconditional PITs.
The comovement of output growth and inflation with the federal funds rate is of particular importance to central banks, which often compare macroeconomic forecasts based on various hypothetical paths for short-term nominal interest rates. Thus, Figure 6 depicts PIT histograms for output and inflation forecasts that condition on average future interest rates. It is important to note that these histograms do not convey any information about the DSGE models' ability to generate accurate counterfactual policy predictions. We only examine whether the DSGE model is able to capture the comovement between interest rates and other macroeconomic variables under the actual policy.
For the small DSGE model, the histograms look very similar to their unconditional counterparts. One difference is that, at the four-quarter horizon, the conditional distribution for inflation appears better calibrated than the unconditional distribution. This is reflected in the χ 2 statistics reported in Table 4 . Its value for the unconditional distribution exceeds the 90th percentile, whereas the value for the unconditional distribution does not. Recall from Figure 4 that at the four-quarter horizon, the RMSE ratio for inflation conditional on interest rates is greater than one (and far outside the predictive distribution). Since the RMSEs of the unconditional point forecasts were small relative to the predictive distribution, the RMSE ratio being greater than one is consistent with a correction of this deficiency in the conditional distribution. In short, a conditional distribution can be properly calibrated even when the marginal distribution is not.
For the SW model, at the short horizon the conditional distribution looks similar to the unconditional distribution. This is consistent with the observation that the RMSE ratios for one-quarter ahead forecasts are basically unity for output and inflation conditional on interest rates. At the longer horizon, there is a large gain in precision in forecasting inflation when conditioning on interest rates. While the PITS for inflation forecasts conditional on interest rates are still not distributed uniformly, the distribution is less skewed to the left.
Using the model, conditional on knowing the average interest rate over one year, one is less likely to underpredict the inflation rate, relative to the case in which the interest rate is not known. This is consistent with the reduction in RMSE displayed in Figure 4 .
We now consider a simple event study as a final dimension along which to evaluate the predictive densities. We partition the sample space for average output and inflation in four events: output growth and inflation are both above (below) their respective long-run targets, output growth is above and inflation is below target, and output is below and inflation is above target. These events summarize the models' ability to correctly forecast the directional movements of output and inflation, which are important in policy settings. If both output and inflation are above (below) their steady-state values, the policymaker has an incentive to raise (lower) interest rates. We assess how big the divergence is between the realized frequency of these events and the average probabilities of events implied by the model in Figure 7 for up to eight quarters ahead, see P(i, j, h) in (8).
The small DSGE model does a good job at predicting these events overall. It slightly underpredicts the event in which output is growing above trend and inflation is falling but these predictions still fall within the 90% band of the predictive distribution. The results for the SW model indicate that it performs slightly worse than the small DSGE model. The event in which output growth and inflation are above target is overpredicted by the model relative to the actual occurrences. Moreover, like the small DSGE model, the event in which output growth is above and inflation is below target is underpredicted.
The SW model also generates a predictive distribution for consumption, investment, hours, and wages, in addition to the three variables we have considered. Now we augment our earlier results with a selection of results on the predictive distribution for consumption, investment, and hours. Figure 8 displays the PITs based on forecasts of consumption, investment, and hours given future interest rates. We see that for one-quarter ahead forecasts, the predictive distributions appear well calibrated. The histogram for consumption is skewed slightly to the right, while the histograms for investment and hours have too much mass in the [0.4, 0.6] quantile, but nearly all of the realizations lie within the 90% band of the predictive distribution. At four quarters, these undesirable features, which are also present in the unconditional density forecasts of investment and consumption, become much more pronounced. The SW model imposes a common growth rate on consumption, investment, and output. In the data, however, the growth rates are slightly different. While the estimated model generates a predictive distribution for investment that is correctly centered, it tends to underpredict consumption and overpredict output growth. Conditioning on the federal funds rate leads to a RMSE reduction of the hours worked forecast but has essentially no positive effect on the consumption and investment forecasts.
Conclusion
This paper develops and applies tools to assess multivariate aspects of Bayesian DSGE model density forecasts and their ability to predict comovements among key macroeconomic variables. The forecast evaluation is implemented through posterior predictive checks. These checks are based on three sets of statistics. First, we consider PITs computed from marginal and conditional density forecasts. Second, we compute ratios of RMSEs attained by point forecasts derived from marginal and conditional predictive densities. Finally, we study the difference between the frequency of occurrence and the model-implied probability of particular events.
The predictive checks are applied to a simple three-equation New Keynesian model as well as the more elaborate SW model. The starting point is the observation that the output, inflation, and interest rate forecasts from both models attain very similar RMSEs. However, these point forecasts capture only the mean of the density forecast. It turns out that the predictive densities of the two DSGE models are quite different in various dimensions, yet no clear ranking emerges. The additional features incorporated into the SW model do not lead to a uniform improvement in the quality of the density forecasts and in the prediction of comovements. The predictive density for output appears to be poorly calibrated. Surpris-ingly, the small scale model also seems to do better in terms of predicting whether output growth and inflation will be above or below target.
Moving forward, we hope that these predictive checks can be used as a diagnostic tool to assess model performance in a policy-relevant way and to spur new thinking about DSGE models, particularly in modeling the relationship between variables. To do so, we use draws from the predictive distribution p(ỹ t+1 |Y 1:t ). Let {ỹ
i=1 be a set of such draws. The approximation of the integral takes the form
(A.2)
