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a b s t r a c t
We derive characterizations of weak sharp minimizers of order one for the class of
lower-C1 functions. The characterizations of such minimizers are obtained for a nonlinear
programming problem with an abstract set constraint. The first characterization is
formulated in terms of the proximal normals to a given set relative to the abstract set
constraint, and the directional derivative of the objective function. Two examples are given
to illustrate this characterization. The other characterizations are extensions of the main
characterizations of weak sharp minima for convex functions, recently proved by Burke
and Deng (2002) [13, Theorems 2.2 and 2.3], to the class of lower-C1 functions.
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1. Introduction
Lower-Ck functions provide a robust extension of both convexity and smoothness. Convexity or smoothness are often
too strong assumptions for the needs of applications, for instance in mathematical economics. Recently, much attention
has been given to special classes of nonsmooth functions having interesting properties which could serve as substitute
to these assumptions. Among these classes are the following ones: lower-C1 and lower-C2 functions (see e.g., [1–6]),
semismooth functions (see e.g., [7,8]), subsmooth functions (see e.g., [9,5]), approximately convex functions in the sense
of Luc–Ngai–Théra (see e.g., [1,10,11]). Here we focus our attention on lower-C1 functions on Rn.
The class of lower-C1 functions is first introduced by Spingarn [4]. Lower-C1 functions are locally representable as a
maximum of a compactly indexed family of C1 functions. Spingarn, in Proposition 2.4 and Theorem 3.9, shows that these
functions are (Mifflin) semismooth and Clarke regular, and that are characterized by a generalized monotonicity property
of their subgradients, called strict submonotonicity. Recently, in finite dimensions, Daniilidis and Georgiev [10, Corollary 3]
have pointed out that the class of lower-C1 functions coincides with the class of locally Lipschitz approximately convex
functions.
Weak sharp (local or global)minimaof orderm (m ≥ 1 an integer) are some special types of possibly non-isolatedminima
where the objective function is constant on a given set of minimizers and satisfies a certain ‘‘growth condition’’ outside this
set. Weak sharp minima occur in many optimization problems. For example, every minimizer of a linear program is a weak
sharp minimizer of order one. Burke and Ferris [12] have shown that solutions of certain convex quadratic programs and
linear complementarity problems are weak sharpminima of order one and that many optimization algorithms exhibit finite
termination at weak sharp minima. Weak sharp minima have been studied in a number of papers (see e.g., [13–20]).
The aim of this paper is to obtain efficient characterizations of weak sharp minima of order one for constrained
minimization problems where the objective functions are lower-C1 onRn. Bonnans and Ioffe [21,22] have derived sufficient
conditions and characterizations for weak sharp minima of order two in the case where f is a pointwise maximum of C2
functions. Studniarski [18, Theorem 11] has derived a characterization of weak sharp local minimizers of order one for the
unconstrained minimization of the function f which is defined as a finite maxima of strictly differentiable functions. Here
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we derive a simple characterization of weak sharpminima of order one in terms of the directional derivative along proximal
normal directions. This characterization is new and of an interest. The other characterizations in this paper are extensions of
the main characterizations of weak sharp minima for convex functions, recently proved by Burke and Deng [13, Theorems
2.2 and 2.3], to the class of lower-C1 functions.
2. Notations and preliminaries
Let us consider the constrained optimization problem:
min {f (x) | x ∈ C} , (1)
where f : Rn −→ R and C is a nonempty subset of Rn.
A function f : Rn −→ R is said to be locally Lipschitz at a point x ∈ Rn if there exist scalars K > 0 and ε > 0 such that
|f (y)− f (z)| ≤ K ∥y− z∥ , for all y, z ∈ B(x, ε),
where B(x, ε) is the open ball with center x and radius ε > 0.
If f : Rn −→ R is locally Lipschitz at x ∈ Rn. Then the Clarke subdifferential of f at x is the set
∂ f (x) := z ∈ Rn | f ◦(x; v) ≥ ⟨z, v⟩ for all v ∈ Rn ,
where the Clarke derivative f ◦(x; v) is defined by
f ◦(x; v) := lim sup
(y,t)→(x,0+)
f (y+ tv)− f (y)
t
.
Recall that, f ◦(x; ·) is a continuous sublinear function. The elements of ∂ f (x)will be called Clarke’s subgradients of f at x. The
support function of a nonempty subset A of Rn is given by
Ψ ∗A (x) := sup

x, x∗
 : x∗ ∈ A .
The Clarke derivative f ◦(x; v) is the support function of ∂ f (x) at v, i.e.,Ψ ∗∂ f (x)(v) = f ◦(x; v). The usual (one-sided) directional
derivative of f at x in the direction v is
f ′(x; v) := lim
t→0+
f (x+ tv)− f (x)
t
when this limit exists. The function f is said to be Clarke regular at x if for every v ∈ Rn, f ′(x; v) exists and f ◦(x; v) = f ′(x; v).
See [23] for further details of Clarke subdifferential calculus.
A function f : Rn −→ R is lower-C1 provided that for each x¯ ∈ Rn, there are a compact set S, a neighborhood U of x¯, and
a function g : U × S → R such that g and ∇xg are continuous jointly in x and s, and such that
f (x) := max
s∈S
g(x, s) for all x ∈ U . (2)
In particular [24, p. 447], a function
f (x) = max {fi(x)|i ∈ I} , (3)
where I = {1, . . . ,m} is a finite index, is lower-C1 when each fi : Rn −→ R is of class C1. It is easily seen that every lower-
C1 function is locally Lipschitz. Spingarn [4], in Proposition 3.5 and Theorem 3.9, gives an important characterization of the
class of lower-C1 functions as follows:
Theorem 1. Let f : Rn −→ R be locally Lipschitz. Then f is lower-C1 on Rn if and only if for each x ∈ Rn,
lim inf
(y,λ)→(x,0+)

f (y+ λd)− f (y)
λ
− Ψ ∗∂ f (y)(d)

≥ 0, for all d ∈ Rn. (4)
We note that, if f : Rn −→ R is convex, then it is lower-C1 since it is locally Lipschitz and (4) is trivially satisfied by
Rockafellar [25, Theorem 23.1]. Also, the condition (4) is equivalent to
lim sup
(y,λ)→(x,0+)

Ψ ∗∂ f (y)(d)−
f (y+ λd)− f (y)
λ

≤ 0, for all d ∈ Rn. (5)
For a set S ⊂ Rn, we denote the closure of S by cl S, and the boundary of S by bd S. The closed ball with center x and radius
ε > 0 is denoted by B¯(x, ε). The symbol ⟨·, ·⟩ denotes the usual inner product in Rn, and ∥·∥—the Euclidean norm on Rn.
If S ⊂ C ⊂ Rn are nonempty sets, and f : Rn −→ R is constant on the set S, we can say that:
(a) The set S is a set of weak sharp minima of order one for the function f over the set C with modulus α > 0 if
f (y)− f (u) ≥ α dist (y | S) , for all y ∈ C and u ∈ S,
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where the distance function dist(· | S) to the set S is defined by
dist (x | S) = inf
z∈S
∥x− z∥ , for all x ∈ Rn.
(b) The point x¯ ∈ S is a weak sharp local minimizer of order one for (1) if there exist β > 0 and ε > 0 such that
f (x)− f (x¯) ≥ β dist (x | S) , for all x ∈ C ∩ B¯(x¯, ε).
For a closed set C in Rn, we define the projection of a point x ∈ Rn onto the set C , denoted by P (x | C), as the set of all points
in C that are closest to x as measured by the norm ∥·∥:
P (x | C) = {y ∈ C | ∥x− y∥ = dist (x | C)} .
For a cone C ⊂ Rn, the polar of C is the closed convex cone defined by
C◦ = z ∈ Rn | ⟨z, y⟩ ≤ 0, for all y ∈ C .
Given a nonempty set C ⊂ Rn, and x¯ ∈ C , we denote by K (x¯ | C) the contingent cone to C at x¯, as follows:
K (x¯ | C) := y ∈ Rn | there exist {ti} ↓ 0 and {yi} → ywith x¯+ tiyi ∈ C .
The normal cone to C at x¯ is defined dually by the relation
Nˆ (x¯ | C) = K (x¯ | C)◦ = z ∈ Rn | ⟨z, y⟩ ≤ 0, for all y ∈ K (x¯ | C) .
If C is convex, we have [26, Theorems 2.2.7 and 2.2.8] the relations:
K (x¯ | C) = cl y ∈ Rn | there exist t > 0 so that x¯+ ty ∈ C ,
Nˆ (x¯ | C) = z ∈ Rn | ⟨z, y− x¯⟩ ≤ 0, for all y ∈ C .
For a nonempty closed set S in Rn, and x¯ ∈ S, we define theMordukhovich normal cone to S at x¯, as follows:
N (x¯ | S) := y ∈ Rn | ∃ yj −→ y, xj −→ x¯, tj ⊂ (0,+∞), sj ⊂ Rn
with sj ∈ P

xj | S

and yj = (xj − sj)/tj

.
For nonempty closed sets S ⊂ C ⊂ Rn, and x¯ ∈ S, theMordukhovich normal cone to S at x¯ relative to C is defined by
NC (x¯ | S) :=

y ∈ Rn | ∃ yj −→ y, xj −→ x¯, tj ⊂ (0,+∞), sj ⊂ Rn
with xj ∈ C, sj ∈ P

xj | S

and yj = (xj − sj)/tj

.
Note that NC (x¯ | S) ⊂ N (x¯ | S). Any vector of the form u = t(x− s), where t ≥ 0, x ∈ C and s ∈ P (x | S) is called a proximal
normal to S at s relative to C . For more information, we refer the reader to [16] and [27, p. 8].
3. A characterization through proximal normals
Studniarski [16], in Theorem 3.1, has derived a characterization of weak sharp local minimizers of order one for the
problem (1) as follows:
Theorem 2. Let S, C be nonempty closed subsets of Rn, such that S ⊂ C. Let f : Rn −→ R be constant on S, and let x¯ ∈ S. The
following conditions are equivalent:
(a) x¯ is a weak sharp local minimizer of order one for (1);
(b) for all y ∈ NC (x¯ | S)with ∥y∥ = 1, for all sequences {xj} ⊂ C converging to x¯, {sj} ⊂ P

xj, S

with {(xj−sj)/∥xj−sj∥} −→ y,
we have
lim inf
j→∞ (f (xj)− f (sj))/∥xj − sj∥ > 0.
We now derive a characterization of weak sharp local minimizers of order one in terms of the proximal normals to a
given set relative to the abstract set constraint, and the directional derivative of the objective function.
Theorem 3. Consider the optimization problem (1), where f : Rn −→ R is a lower-C1 function and C is a nonempty closed
and convex subset of Rn. Suppose that f is constant on a closed subset S of C, and let x¯ ∈ S. Then the following conditions are
equivalent:
(a) x¯ is a weak sharp local minimizer of order one for problem (1);
(b) There exist numbers δ > 0 and α > 0 such that, for each s ∈ bd S ∩ B¯(x¯, δ) and for each proximal normal u to S at s relative
to C, such that ∥u∥ = 1, we have
f ′(s; u) ≥ α. (6)
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Proof. (b) H⇒ (a). Suppose that (b) holds. To prove (a), we will verify condition (b) of Theorem 2. Let y ∈ NC (x¯, S) with
∥y∥ = 1 and let δ, α be chosen according to (b). Take any sequences xj ⊂ C converging to x¯, sj ⊂ P xj, Swith
uj := xj − sjxj − sj −→ y. (7)
We can conclude from (7) that xj ∉ S, and so xj ≠ sj and sj ∈ bd S. Since
xj − sj ≤ xj − x¯, we have xj − sj −→ 0+
and hence sj −→ x¯. For each j sufficiently large, we have sj ∈ B¯(x¯, δ). Moreover, uj is a proximal normal to S at sj relative to
C with
uj = 1, and so we have by (6)
f ′(sj; uj) ≥ α. (8)
Let tj :=
xj − sj, then it follows by the Clarke regularity of f and Theorem 1 that
L := lim inf
j→∞

f (sj + tjy)− f (sj)
tj
− f ′(sj; y)

≥ 0. (9)
Observe that the norm of f (sj+tjuj)−f (sj)tj −
f (sj+tjy)−f (sj)
tj
is bounded above by K
uj − y−→j→∞ 0, where K is a Lipschitz
constant for f . Also, by the Clarke regularity of f and the property that f ◦(sj; ·) is Lipschitz with constant K by
Clarke [23, Proposition 2.1.1(b)], we havef ′(sj; uj)− f ′(sj; y) ≤ K uj − y−→
j→∞ 0.
Consequently, (9) implies
L := lim inf
j→∞

f (sj + tjuj)− f (sj)
tj
− f ′(sj; uj)

≥ 0. (10)
It follows from (7), (8) and (10) that
lim inf
j→∞
f (xj)− f (sj)xj − sj = lim infj→∞ f (sj + tjuj)− f (sj)tj
≥ lim inf
j→∞

f (sj + tjuj)− f (sj)
tj
− f ′(sj; uj)

+ lim inf
j→∞ f
′(sj; uj)
≥ L+ α > 0,
which means that condition (b) of Theorem 2 is satisfied.
(a)H⇒ (b). By assumption, there exist β > 0 and ε > 0 such that
f (x)− f (x¯) ≥ β dist(x | S), for all x ∈ C ∩ B¯(x¯, ε). (11)
Let δ := ε/2, s ∈ bd S ∩ B¯(x¯, δ). Suppose that u is a proximal normal to S at s relative to C with ∥u∥ = 1. Then, for any
t ∈ (0, δ], we have
∥s+ tu− x∥ ≤ ∥s− x∥ + ∥tu∥ ≤ δ + t ≤ 2δ = ε.
This means that s + tu ∈ B¯(x¯, ε), for all t ∈ (0, δ]. By the definition of a proximal normal to S at s relative to C , there exist
x ∈ C and µ ≥ 0 such that
u = µ(x− s) and s ∈ P (x | S) . (12)
Now, take any t ∈ [0, 1/µ]. Then tµ ∈ [0, 1] and, by the first part of (12) and the convexity ofC , we get s+tu = s+tµ(x−s) ∈
C . Define σ := min {δ, 1/µ}, hence
s+ tu ∈ C ∩ B¯(x¯, ε), for all t ∈ (0, σ ]. (13)
It follows from ([28], Proposition 1.3, (a)⇔ (b)) and (12) that
s ∈ P (s+ tµ(x− s) | S) = P (s+ tu | S) ,
and so from conditions (11) and (13), we have
f (s+ tu)− f (s) ≥ β dist(s+ tu | S) = β ∥tu∥ = βt, for all t ∈ (0, σ ].
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Consequently,
f ′(s; u) = lim
t−→0+
f (s+ tu)− f (s)
t
≥ β,
so that condition (6) holds with α := β . 
Now we present two examples to illustrate Theorem 3.
Example 4. Consider a lower-C1 function f : R2 −→ Rwhich is defined by
f

x1, x2
 = max x12 − x2 − 2 , 1 .
Define
C :=

x1, x2
 | x12 − x2 ≤ 2
and
S :=

x1, x2
 | 1 ≤ x12 − x2 ≤ 2 .
We have
f

s1, s2
 = max s12 − s2 − 2 , 1 = 1 for all s = s1, s2 ∈ S,
since 1 ≤ s12 − s2 ≤ 2. Hence f is constant on S. Also, for all x = x1, x2 ∈ C \ S, we have x2 > x12 − 1, and hence
x2 − x12 + 1 > 0. Therefore,
f (x)− f (s) = max
x12 − x2 − 2 , 1− 1
= max
x2 − x12 + 1+ 1 , 1− 1
= x2 − x12 + 1
=
x1, x2− x1, x12 − 1 , (14)
where

x1,

x1
2 − 1 ∈ bd S. From (14) and the definition of dist(x | S), we get
f (x)− f (s) ≥ dist (x | S) , for all x ∈ C . (15)
Consequently, any s ∈ bd S is a weak sharp local (and also global) minimizer of order one for the problem (1). We will show
that condition (b) of the above theorem is satisfied at each s ∈ bd S ∩ bd (C \ S). Indeed, let s =

x1,

x1
2 − 1 for some
x1 ∈ R. Observe that there is a unique proximal normal u = (u1, u2) to S at s relative to C with ∥u∥ = 1. Let t > 0 be small
enough that s ∈ P(s+ tu, S), then (15) yields
f (s+ tu)− f (s) ≥ dist (s+ tu | S) = t ∥u∥ = t.
Hence, f ′(s; u) ≥ 1. Therefore, condition (b) is satisfied when α = 1.
Another example in which the set S is a set of local weak sharp minima of order one for the function f over the set C . We
consider example 6.6 in [13] as follows:
Example 5. Let f : R2 −→ R be given by
f (x1, x2) = max g(x1, x2), 0 ,
where g(x1, x2) = (x1)2 + (x2)2 − x1 − 1 is a convex function. Note that, g is not differentiable at (0, 0). However g is
continuously differentiable in some small neighborhood of (0, 0) except (0, 0) so this change has no influence on f . In this
way, f can be expressed as a maximum of some smooth functions, hence it is lower-C1. The set S where
S = (x1, x2) ∈ R2 : (x2)2 ≤ 2x1 + 1 ,
be a set of optimal solutions of f . Let C = R2. Obviously, f (x1, x2) is constant on S and f (s1, s2) = 0 for all (s1, s2) ∈ S. Burke
and Deng [13] pointed out, by Theorems 4.1 and 4.2, that S is not a set of weak sharp minima of order one for f . However,
S satisfies the Slater condition. Hence S is a set of boundedly weak sharp minima for f . By Corollary 6.4 and Definition 5.1
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in [13], S is a set of local weak sharp minima of order one for f . Therefore, for each x¯ ∈ bd S, there exist β > 0 and ϵ > 0
(depend on x¯) such that
f (x) ≥ β dist (x | S) , (16)
for all x ∈ (C \ S) ∩ B¯(x¯, ϵ). Note that β → 0 as x¯ = (x¯1, x¯2) ∈ bd S and x¯1 → ∞. Now, we try to prove condition (b) of
Theorem 3. In fact, for each s ∈ bd S, there is a unique proximal normal u = (u1, u2) to S at s relative to C with ∥u∥ = 1.
Let x¯ ∈ bd S. There exist β > 0 and ϵ > 0 such that (16) is satisfied. Take δ = ε/2. Let t > 0 be small enough such that,
s + tu ∈ (C \ S) ∩ B¯(x¯, ϵ) for each s ∈ bd S ∩ B¯(x¯, δ) and for each proximal normal u to S at s relative to C with ∥u∥ = 1.
Since s ∈ P(s+ tu, S) for each s ∈ bd S ∩ B¯(x¯, δ), Then
f (s+ tu) ≥ β dist (s+ tu | S) = βt ∥u∥ = βt.
Hence f ′(s; u) ≥ β . Therefore, we can take α = β so that condition (b) holds.
4. Characterizations in terms of estimates to the contingent cone
We know from Section 1 that the class of lower-C1 functions contains all finite-valued convex functions. In this section,
we present two theorems for extending the main characterizations of weak sharp minima for convex functions, recently
proved by Burke and Deng [13, Theorems 2.2 and 2.3], to the class of lower-C1 functions.
Lemma 6. (a) Let u ∈ S ⊂ Rn. Then
dist (d | K (u | S)) = ∥d∥ , for all d ∈ Nˆ(u | S).
(b) Suppose S ⊂ Rn is closed and convex, y ∈ Rn and p ∈ P (y | S). Then
(y− p) ∈ Nˆ (p | S) .
Proof. (a) Since 0 ∈ K (u | S), we have dist(d | K (u | S)) ≤ ∥d− 0∥ = ∥d∥. Also, we have
dist2 (d | K (u | S)) = inf
z∈K(u|S)
∥z − d∥2
= inf
z∈K(u|S)
⟨z − d, z − d⟩
= inf
z∈K(u|S)
[⟨z, z⟩ − 2 ⟨z, d⟩ + ⟨d, d⟩]
≥ inf
z∈K(u|S)
∥z∥2 + ∥d∥2 = ∥d∥2
(since ⟨z, d⟩ ≤ 0, whenever z ∈ K (u | S) and d ∈ Nˆ (u | S), and since 0 ∈ K (u | S), the above last inequality and equality
hold respectively). Thus, dist(d | K (u | S)) ≥ ∥d∥. Therefore (a) is satisfied.
(b) Since S ⊂ Rn is closed, the set P (y | S) is nonempty for all y ∈ Rn. Let y ∈ Rn and p ∈ P (y | S). This is equivalent to
∥y− u∥ ≥ ∥y− p∥ , for all u ∈ S.
If we square both sides of this inequality and expand in terms of the inner product, we thus obtain
2 ⟨y, u⟩ − 2 ⟨y, p⟩ ≤ ⟨u, u⟩ − ⟨p, p⟩ , for all u ∈ S.
By adding the term−2 ⟨p, u− p⟩ to both sides, we get
2 ⟨y, u− p⟩ − 2 ⟨p, u− p⟩ ≤ ⟨u, u⟩ − ⟨p, p⟩ − 2 ⟨p, u− p⟩ , for all u ∈ S,
hence
2 ⟨y− p, u− p⟩ ≤ ⟨u, u⟩ − 2 ⟨p, u⟩ + ⟨p, p⟩ = ⟨u− p, u− p⟩ , for all u ∈ S.
Finally, we obtain
⟨y− p, u− p⟩ ≤ 1
2
∥u− p∥2 , for all u ∈ S.
Let u be any point in S. Since S is convex, the point u¯ := p+ t(u− p) also belongs to S for each t ∈ (0, 1). The last inequality
applied to u¯ gives
⟨y− p, t(u− p)⟩ ≤ 1
2
t2 ∥u− p∥2 .
Dividing across by t and letting t ↓ 0 yield ⟨y− p, u− p⟩ ≤ 0. Therefore, (y− p) ∈ Nˆ (p | S). 
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Theorem 7. Let f : Rn −→ R be a lower-C1 function and α > 0. Let S¯ be a nonempty convex and compact subset of Rn, and
let f be constant on S¯. Then the following conditions are equivalent:
(a) For all β ∈ (0, α), there exists δ > 0 such that the set S¯ is a set of weak sharp minima of order one for the function f over the
set S¯δ =x∈S¯ B(x, δ) ⊂ Rn with modulus β;
(b) For all x ∈ S¯ and d ∈ Rn, we have
f ′(x; d) ≥ α dist(d | K(x | S¯)).
Proof. (b)H⇒ (a). Let ε := α − β > 0, where β ∈ (0, α). Since f is lower-C1, we have
lim sup
(v,λ)−→(x,0+)

f ′(v; d)− f (v + λd)− f (v)
λ

≤ 0, (17)
for all x ∈ S¯ and d ∈ Rn. For any x ∈ S¯, we can chooseµx > 0 and Lx > 0 such that f is Lipschitz with constant Lx on B(x, µx).
By (17), For all x ∈ S¯ and d ∈ Rn with ∥d∥ = 1, there exists δx,d ∈ (0, µx] so that ∥v − x∥ < δx,d and 0 < λ < δx,d implies
f ′(v; d) ≤ f (v + λd)− f (v)
λ
+ ε
3
. (18)
By the Clarke regularity of f and Clarke [23, Proposition 2.1.2(b)], we havef ′(v; h)− f ′(v; d) ≤ Lx ∥h− d∥ ≤ ε3 , (19)
for ∥h− d∥ ≤ ε3Lx and ∥v − x∥ < µx. Observe that, for ∥v − x∥ < µx2 , ∥h∥ = 1 and 0 < λ < µx2 , both v + λh and v + λd
belong to B(x, µx). Therefore, it follows from the Lipschitz condition for f that f (v + λh)− f (v)λ − f (v + λd)− f (v)λ
 ≤ Lx ∥λh− λd∥λ
= Lx ∥h− d∥ ≤ ε3 , (20)
for ∥h− d∥ ≤ ε3Lx . Thus, from (18)–(20), for ∥v − x∥ <
δx,d
2 , ∥h− d∥ ≤ ε3Lx and 0 < λ <
δx,d
2 , we obtain
f ′(v; h) ≤ f ′(v; d)+ ε
3
≤ f (v + λd)− f (v)
λ
+ 2ε
3
≤ f (v + λh)− f (v)
λ
+ ε. (21)
Define D = {d ∈ Rn | ∥d∥ = 1}. Since S¯ × D is compact in R2n and
S¯ × D ⊂

(x,d)∈S¯×D
B

x,
δx,d
2

× B

d,
ε
3Lx

,
we can choose a finite collection {(x1, d1), . . . , (xl, dl)} ⊂ S¯ × D such that
S¯ × D ⊂ W :=
l
i=1
B

xi,
δxi,di
2

× B

di,
ε
3Lxi

. (22)
Let δ¯ := min

δxi,di
2 | i = 1, . . . , l

. Using conditions (21) and (22), we get
f ′(v; h) ≤ f (v + λh)− f (v)
λ
+ ε, for all (v, h) ∈ W and 0 < λ < δ¯. (23)
Since the set S¯ × D is compact, the set R2n \W is closed, and (S¯ × D) ∩ (R2n \W ) = ∅, we have
τ := dist(S¯ × D,R2n \W ) > 0. (24)
Let δ := min δ¯, τ , S¯δ :=x∈S¯ B(x, δ). We will show that
S¯δ × D ⊂ W . (25)
Suppose that (25) does not hold, then there exists (y, h) ∈ (S¯δ × D) ∩ (R2n \W ). Since y ∈ S¯δ , there exists x ∈ S¯ such that
∥y− x∥ < δ. Then (x, h) ∈ S¯ × D, (y, h) ∈ R2n \W , and ∥(y, h)− (x, h)∥ = ∥y− x∥ < δ ≤ τ , which contradicts (24).
626 E.D. Rahmo / J. Math. Anal. Appl. 397 (2013) 619–627
It follows from (23), (25) and the definition of δ that
f ′(v; h) ≤ f (v + λh)− f (v)
λ
+ ε, for all v ∈ S¯δ, h ∈ D and 0 < λ < δ. (26)
From (b) and (26) we obtain
α dist

λh | K x | S¯ ≤ f ′(x; λh) ≤ f (x+ λh)− f (x)+ λε, (27)
for all x ∈ S¯, h ∈ D and 0 < λ < δ. This implies
α dist

x+ λh | x+ K x | S¯ ≤ f (x+ λh)− f (x)+ λε, (28)
for all x ∈ S¯, h ∈ D and 0 < λ < δ. Take any y ∈ S¯δ , and let x ∈ P

y | S¯. Then from Lemma 6, we have y − x ∈ Nˆ(x | S¯),
and so
dist

y− x | K x | S¯ = ∥y− x∥ . (29)
Define λ¯ := ∥y− x∥ < δ, h¯ := (y− x)/λ¯ ∈ D. Using these definitions, (28) and (29), we get
f (y)− f (x)+ λ¯ε = f (x+ λ¯h¯)− f (x)+ λ¯ε
≥ α dist x+ λ¯h¯ | x+ K x | S¯
= α dist y | x+ K x | S¯
= α dist y− x | K x | S¯
= α ∥y− x∥ = α dist y | S¯ . (30)
Since λ¯ := ∥y− x∥ = dist y | S¯, we obtain from (30)
f (y)− f (x) ≥ (α − ε)dist y | S¯ = β dist y | S¯ , (31)
for all y ∈ S¯δ and x ∈ P

y | S¯. However, the value f (u) for any u ∈ S¯ is the same as f (x) in (31). Therefore (a) holds.
(a)H⇒ (b). Let β ∈ (0, α), then there exists δ > 0 such that
f (y)− f (u) ≥ β dist y | S¯ , for all y ∈ S¯δ and u ∈ S¯.
Given x ∈ S¯ and d ∈ Rn, for t > 0 sufficiently small, we have x+ td ∈ S¯δ and hence
f (x+ td)− f (x) ≥ β dist x+ td | S¯ ,
which implies that
f (x+ td)− f (x)
t
≥ β dist

x+ td | S¯− dist x | S¯
t
.
By taking the limit on both sides as t ↓ 0 and applying Burke and Deng [13, Theorem A.1, Part 6], we have
f ′(x; d) ≥ β dist d | K x | S¯ .
Now, taking the limit on both sides as β ↑ α, we obtain the result
f ′(x; d) ≥ α dist d | K x | S¯ , for all x ∈ S¯ and d ∈ Rn. 
Theorem 8. Let f , S¯δ , and S¯ be as in (7), and α > 0. The following conditions are equivalent:
(a) Condition (a) of Theorem 7 holds;
(b) For all x ∈ S¯ and d ∈ Nˆ x | S¯,
f ′(x; d) ≥ α ∥d∥ .
(c) For all y ∈ S¯δ ,
f ′ (p; y− p) ≥ α dist y | S¯ ,
where p ∈ P y | S¯.
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Proof. (a)H⇒ (b) Let x ∈ S¯. By Theorem 7,
f ′(x; d) ≥ α dist d | K x | S¯ , for all d ∈ Rn.
By Lemma 6(a), dist

d | K x | S¯ = ∥d∥ for all d ∈ Nˆ(x | S¯). Since x ∈ S¯ is arbitrary, the result is obtained.
(b)H⇒ (c). Let y ∈ S¯δ and let p ∈ P

y | S. Then (y− p) ∈ Nˆ p | S¯ by Lemma 6(b). Therefore, by the assumption,
f ′(p; y− p) ≥ α ∥y− p∥ = α dist y | S .
Since y ∈ S¯δ is arbitrary, the result follows.
(c)H⇒ (a). Let β ∈ (0, α) and let ε = α − β > 0. From (17)–(26), we conclude that, there exists δ > 0 such that
f ′(x; λh) ≤ f (x+ λh)− f (x)+ λε, (32)
for all x ∈ S¯δ, h ∈ D and 0 < λ < δ. Suppose y ∈ S¯δ and set p ∈ P

y | S¯. Then ∥y− p∥ < δ. Define λ¯ := ∥y− p∥ and
h¯ := y−p
λ¯
. Hence, by (32) and the assumption,
α dist

y | S ≤ f ′(p; y− p) ≤ f (p+ λ¯h¯)− f (p)+ λ¯ε.
Since λ¯ := ∥y− p∥ = disty | S¯ and y = p+ λ¯h¯, we have
β dist

y | S = (α − ε)dist y | S ≤ f (y)− f (p).
However, the value f (p) is the same as f (u) for all u ∈ S¯. Thus,
f (y)− f (u) ≥ β dist y | S , for all y ∈ S¯δ and u ∈ S¯,
and the result is obtained. 
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