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Abstract The Yule-Harding-Kingman (YHK) model and the proportional to distinguishable arrangements (PDA) model
are two binary tree generating models that are widely used in evolutionary biology. Understanding the distributions of
clade sizes under these two models provides valuable insights into macro-evolutionary processes, and is important in
hypothesis testing and Bayesian analyses in phylogenetics. Here we show that these distributions are log-convex, which
implies that very large clades or very small clades are more likely to occur under these two models. Moreover, we prove
that there exists a critical value κ(n) for each n> 4 such that for a given clade with size k, the probability that this clade
is contained in a random tree with n leaves generated under the YHK model is higher than that under the PDA model
if 1 < k < κ(n), and lower if κ(n)< k < n. Finally, we extend our results to binary unrooted trees, and obtain similar
results for the distributions of clan sizes.
Keywords Phylogenetic trees · Null models · Clade · Clan · Log-convexity
1 Introduction
Distributions of genealogical features such as shapes, subtrees, and clades are of interest in phylogenetic and population
genetics. By comparing biological data with these distributions, which can be derived from null models such as the Yule-
Harding-Kingman (YHK) model and proportional to distinguishable arrangements (PDA) model, we can obtain insights
into macro-evolutionary processes underlying the data (Felsenstein, 2004; Mooers and Heard, 1997, 2002; Nordborg,
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1998, 2001). For instance, phylogenetic tree statistics were used to study variation in speciation and extinction rates
(see, e.g. Agapow and Purvis (2002); Mooers and Heard (1997); Rogers (1996)).
As a basic concept in phylogenetic studies and systematic classification of species, a clade, also known as a mono-
phyletic group, is a subset of extant species containing all the descendants of a common ancestor. In this paper, we
are interested in the distributions of clade size in a random tree generated under the null models. Such distributions
have been utilized in hypothesis testing as to whether a set of extant taxa forms a clade (Hudson and Coyne, 2002;
Rosenberg, 2007), and are relevant to the Bayesian approach to phylogenetic reconstruction (Pickett and Randle, 2005;
Steel and Pickett, 2006).
Two well-studied and commonly used null models in evolutionary biology are the Yule-Harding model (Yule, 1925;
Harding, 1971) and the PDA model (also known as the uniform model) (Aldous, 2001). Loosely speaking, under the
PDA model all rooted binary trees are chosen with equal probabilities, while under the Yule-Harding model each tree is
chosen with a probability proportion to the number of total orders that can be assigned to internal nodes of the tree so
that the relative (partial) order is preserved (see, e.g. Semple and Steel, 2003). More precisely, the Yule-Harding model
assumes a speciation process with a constant pure-birth rate (Blum et al, 2006; Pinelis, 2003), which generates the
same probability distributions of tree topologies as Kingman’s coalescent process (Kingman, 1982). Therefore, we will
refer to it as the Yule-Harding-Kingman (YHK) model (Aldous, 1996). Both the YHK model and PDA model are used
to generate prior probabilities of tree topologies in Bayesian phylogenetic analyses (Li et al, 2000; Rannala and Yang,
1996).
Comparison studies of various tree statistics between the YHK and PDA models have been reported in the literature.
For example, McKenzie and Steel (2000) derive the asymptotic probability distributions of cherries in phylogenetic
trees; Steel (2012) discusses the root location in a random Yule or PDA tree; Blum et al (2006) obtain formulas for the
mean, variance, and covariance of the Sackin (Sackin, 1972) and Colless (Colless, 1982) indices, two popular indices
used to measure the balance of phylogenetic trees.
Note that in Bayesian analyses, the output is often clade support calculated from the consensus of the approximated
posterior distribution of the topologies. However, the relationships between topological priors and clade priors are often
not straightforward. For instance, it is observed that the uniform topological prior, which is induced by the PDA model,
leads to non-uniform clade priors (Pickett and Randle, 2005). Indeed, for n > 4, neither the PDA model nor the YHK
model gives rise to a uniform prior on clades (Steel and Pickett, 2006). As an attempt to further elucidate these relation-
ships, in this paper we study the distributions of clade sizes in the PDA model, and then conduct a comparison study of
these distributions with those in the YHK model. In addition, we conduct a similar study on clans, the counterpart of
clades for unrooted trees.
The remainder of the paper is organized as follows. Sections 2 and 3 contain necessary notation and background
used in the paper and a brief review of the YHK and PDA models. We then present in Section 4 the results concerning
clade probabilities under the two null models, and those related to clan probabilities in Section 5. Finally, we conclude
in Section 6 with discussions and remarks.
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Fig. 1 Example of a rooted phylogenetic tree (left) and an unrooted phylogenetic tree (right).
2 Preliminaries
In this section, we present some basic notation and background concerning phylogenetic trees and log-convexity that
will be used in this paper. From now on, X will be used to denote the leaf set, and we assume that X is a finite set of size
n = |X |> 3 unless stated otherwise.
2.1 Phylogenetic trees
A tree is a connected acyclic graph. A vertex will be referred to as a leaf if its degree is one, and an interior vertex
otherwise. An unrooted tree is binary if all interior vertices have degree three. A rooted tree is a tree that has exactly one
distinguished node designated as the root, which is usually denoted by ρ . A rooted tree is binary if the root has degree
two and all other interior vertices have degree three.
A phylogenetic tree on X is a binary tree with leaves bijectively labeled by elements of X . The set of rooted and
unrooted phylogenetic trees on X are denoted by TX and T ∗X , respectively. Two examples of phylogenetic trees on
X = {1, . . . ,7}, one rooted and the other unrooted, are presented in Figure 1.
Let T be a rooted phylogenetic tree on X . Given two vertices v and u in tree T , u is below v if v is contained in the
path between u and the root of T . In this case, we also say u is a descendant of v if v and u are distinct. A clade of T is
a subset of X that contains precisely all the leaves below a vertex in T . A clade A is called trivial if |A| = 1 or |A|= X
holds, and non-trivial otherwise. Since T has 2n− 1 vertices, it contains precisely 2n− 1 clades, including n+ 1 trivial
ones. For example, the rooted phylogenetic tree on X = {1, . . . ,7} depicted in Figure 1 has 13 clades: the five non-trivial
ones are {1,2},{3,4},{1,2,3,4},{6,7} and {5,6,7}.
Suppressing the root of a tree T in TX , that is, removing ρ and replacing the two edges incident with ρ with an
edge connecting the two vertices adjacent to ρ , results in an unrooted tree in T ∗X , which will be denote by ρ−1(T ). For
instance, for the rooted tree T and unrooted tree T ∗ in Figure 1, we have T ∗ = ρ−1(T ). Note that for each T ∗ in T ∗X ,
there are precisely 2n− 3 rooted trees T in TX such that T ∗ = ρ−1(T ) holds.
Recall that a split A|B on X is a bipartition of X into two disjoint non-empty sets A and B, that is, A∩B = /0 and
A∪B = X . Let T ∗ be an unrooted tree in T ∗X . Every edge e of T ∗ induces a necessarily unique split A|B of X obtained
as the two sets of leaves separated by e. In other words, the path between a pair of leaves in X contains e if and only if
one of these two leaves is in A and the other one is in B. In this case, we say A|B is a split contained in T ∗. A clan A of
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T ∗ is a subset of X such that A|(X \A) is a split contained in T ∗. Since T ∗ has 2n− 3 edges and each edge induces two
distinct clans, it contains precisely 2(2n− 3) clans.
2.2 Log-convexity
A sequence {y1, . . . ,ym} of real numbers is called positive if each number contained in the sequence is greater than zero.
It is called log-convex if yk−1yk+1 > y2k holds for 2 6 k 6 m− 1. Clearly, a positive sequence {yk}16k6m is log-convex
if and only if the sequence {yk+1/yk}16k6m−1 is increasing. Therefore, a log-convex sequence of positive numbers is
necessarily unimodal, that is, there exists an index 16 k6 m such that
y1 > y2 > · · ·> yk and yk 6 yk+1 6 · · ·6 ym (1)
hold. Recall that a sequence {yi}16i6m is also called unimodal if y1 6 y2 6 · · · 6 yk and yk > yk+1 > · · · > ym hold for
some 16 k 6 m. However, in this paper, unimodal is always referred to the situation specified in Eq. (1).
For later use, we end this section with the following results concerning log-convex sequences (see, e.g. Liu and Wang
(2007)).
Lemma 1 If {yi}16i6m and {y′i}16i6m are two positive and log-convex sequences, then the sequences {yi + y′i}16i6m
and {yi · y′i}16i6m are positive and log-convex. 
3 The PDA and YHK models
In this section, we present a formal definition of the two null models investigated in this paper: the proportional to
distinguishable arrangements (PDA) model and Yule–Harding–Kingman (YHK) model.
To begin with, recall that the number of rooted phylogenetic trees with leaf set X with n = |X | is
ϕ(n) := (2n− 3)!!= 1 ·3 · · ·(2n− 3) = (2n− 2)!
2n−1(n− 1)!
.
Here we will use the convention that ϕ(1) = 1. Under the PDA model, each tree has the same probability to be generated,
that is, we have
PPDA(T ) =
1
ϕ(n) (2)
for every T in TX .
Under the Yule–Harding model, a rooted phylogenetic tree on X is generated as follows. Beginning with a two leafed
tree, we “grow” it by repeatedly splitting a leaf into two new leaves. The splitting leaf is chosen randomly and uniformly
among all the present leaves in the current tree. After obtaining an unlabeled tree with n leaves, we label each of its
leaves with a label sampled randomly uniformly (without replacement) from X . When branch lengths are ignored, the
Yule–Harding model is shown by Aldous (1996) to be equivalent to the trees generated by Kingman’s coalescent process,
and so we call it the YHK model. Under this model, the probability of generating a tree T in TX is (Semple and Steel,
2003):
PYHK(T ) =
2n−1
n! ∏
v∈V˚ (T )
1
λv
, (3)
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where ˚V (T ) is the set of interior nodes of T , and λv is the number of interior nodes of T that are below v. For example,
the probability of the rooted tree in Figure 1 is 27−1/(7!× 3× 2× 6).
For an unrooted tree T ∗ in T ∗X , let ρ(T ∗) denote the set of rooted trees T in TX with T ∗ = ρ−1(T ). As noted
previously in Section 2, T ∗ can be obtained from each of the 2n− 3 rooted trees T in ρ(T ∗) by removing the root of
T . Using this correspondence scheme, a probability measure P on TX induces a probability measure Pu on the set T ∗X .
That is, we have
Pu(T ∗) = ∑
T∈ρ(T∗)
P(T ). (4)
In particular, let PuYHK and PuPDA denote the probability measures on T ∗X induced by PYHK and PPDA, respectively.
Note that this implies
PuPDA(T ∗) =
1
ϕ(n− 1) (5)
for every T ∗ in T ∗X . Since the number of unrooted phylogenetic trees on X is |T ∗X |= ϕ(n−1) = (2n−5)!!, each tree in
T ∗X has the same probability under PuPDA.
We end this section with a property of the PDA and YHK models that will play an important role in obtaining our
results. Recall that a probability measure P on TX has the exchangeability property if P depends only on tree shapes,
that is, if two rooted trees T ′ and T can be obtained from each other by permuting their leaves, then P(T ) = P(T ′) holds.
Similarly, a probability measure on T ∗X has the exchangeability property if it depends only on tree shapes. It is well-
known that both PYHK and PPDA, the probability measures on the set of rooted trees TX induced by the YHK and PDA
models, have the exchangeability property (Aldous, 1996), By Eqs. (5) and (4), we can conclude that the probability
measures PuYHK and PuPDA on the set of unrooted trees T ∗X also have the exchangeability property.
4 Clade probabilities
In this section, we shall present our main results on clade probabilities. To this end, we need some further notation and
definitions. Given a rooted binary tree T , let
IT (A) =


1, if A is a clade of T ,
0, otherwise,
(6)
be the ‘indicator’ function that maps a subset A of X to 1 if A is a clade of T , and 0 otherwise. Now for a subset A of X ,
the probability of X being a clade of a random tree sampled according to a probability distribution P on TX is defined as
P(A) = ∑
T∈TX
P(T )IT (A). (7)
Since ∑A⊆X IT (A) = 2n− 1 for each T ∈ TX and ∑T∈TX P(T ) = 1, we have
∑
A⊆X
P(A) = ∑
A⊆X
∑
T∈TX
P(T )IT (A) = ∑
T∈TX
P(T ) ∑
A⊆X
IT (A) = 2n− 1.
By the last equation, we note that each probability measure P on TX induces a measure on the set of all subsets of X ,
which can be normalized to a probability measure by a factor of 1/(2n− 1).
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The above definitions on a subset of X can be extended to a collection of subsets of X . That is, given a collection of
subsets {A1, . . . ,Ak} of X , we have
IT (A1, . . . ,Am) = IT (A1) · · · IT (Am), (8)
and
P(A1, . . . ,Am) = ∑
T∈TX
P(T )
(
IT (A1) · · · IT (Am)
)
. (9)
Note that IT (A1, . . . ,Am) = 1 if and only if each Ai is a clade of T for 16 i6m. On the other hand, it is well known (see,
e.g. Semple and Steel (2003)) that given a collection of subsets {A1, . . . ,Ak} of X , there exists a tree T ∈ TX with
IT (A1, . . . ,Am) = 1 if and only if {A1, . . . ,Ak} forms a hierarchy, that is, Ai∩A j ∈ { /0,Ai,A j} holds for 16 i < j 6 m.
The following result shows that if a probability measure depends only on tree shapes, then the clade probabilities
derived from it are also independent of the ‘labeling’ of the elements.
Lemma 2 Let P be a probability measure on TX that has the exchangeability property. Then for each pair of subsets A
and A′ of X with |A|= |A′|, we have
P(A) = P(A′) and P(A,X \A) = P(A′,X \A′). (10)
Proof Suppose that A and A′ are two subsets of X that have the same size. Then there exists a permutation pi on X such
that A′ = Api := {pi(x) | x∈ A}. Now for each tree T in TX , let T pi be the tree obtained from T by relabeling the leaves of
T according to permutation pi . Then A is a clade of T if and only if Api is a clade of T pi . Together with Eq. (7), we have
P(A) = ∑
T∈TX
P(T )IT (A) = ∑
T∈TX
P(T )IT pi (Api)
= ∑
T∈TX
P(T pi)IT pi (Api) = ∑
T pi∈TX
P(T pi)IT pi (Api) = P(Api),
where the third equality follows from the exchangeability property of P. This shows P(A) = P(A′), and a similar argu-
ment leads to P(A,X \A) = P(A′,X \A′). 
Since PYHK has the exchangeability property, by Lemma 2 we know that PYHK(A) is determined by the size of A
only. Therefore, we denote
pn(a) = PYHK(A),
as the probability that a random tree in TX , where n = |X |, induces a specific clade A of size a under the YHK model.
Similarly, we let
qn(a) = PPDA(A),
be the probability that a random tree in TX induces a specific clade A of size a under the PDA model. In addition, we
also denote
pn(a,n− a) = PYHK(A,X \A), and qn(a,n− a) = PPDA(A,X \A),
the probabilities that both A and X \A are clades of a tree in TX generated under the YHK and PDA models, respectively.
Note that if both A and X \A are clades of a tree T , then they are precisely the clades consisting of the leaves below the
two children of the root of T .
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Corollary 1 Let P be a probability measure on TX that has the exchangeability property. For each 1 6 a 6 n, the
expected number of clades with size a contained in a random tree sampled according to P is(
n
a
)
P(A),
where A is an arbitrary subset of X with |A|= a.
Proof Denote the collection of subsets of X with size a by Xa and fix a subset A ∈ Xa. Let ZT (a) := ∑Y∈Xa IT (Y ) be
the number of clades with size a contained in a tree T . Then the expected number of clades with size a contained in a
random tree sampled according to P is given by
∑
T∈TX
P(T )ZT (a) = ∑
T∈TX
∑
Y∈Xa
P(T )IT (Y ) = ∑
Y∈Xa
∑
T∈TX
P(T )IT (Y ) = ∑
Y∈Xa
P(Y ) =
(
n
a
)
P(A),
where the last equality holds because by Lemma 2 we have P(Y ) = P(A) for all Y ∈Xa. 
4.1 Clade probabilities under the YHK model
In this subsection we study the clade probabilities under the YHK model. First, we have the following theorem concern-
ing the computation of pn(a) and pn(a,n− a), which was discovered and rediscovered several times in the literature
(see, e.g., Blum and Francois (2005); Brown (1994); Heard (1992); Rosenberg (2003, 2006)).
Theorem 1 For a positive integer a6 n− 1 we have:
(i) pn(a) = 2na(a+1)
(
n
a
)−1
.
(ii) pn(a,n− a) = 2n−1
(
n
a
)−1
.
By the above results, we show below that clade probabilities under the YHK model form a log-convex sequence.
This implies that the clades with small or large size are more likely to be generated than those with middle size under
the model.
Theorem 2 For n> 3, the sequence {pn(a)}16a6n and {pn(a,n− a)}16a<n are log-convex. Moreover, let
∆(n) :=
√
n+
(n− 3
4
)2
+
n− 3
4
;
then we have
(i) pn(a)> pn(a+ 1) for a6 ∆(n), and pn(a)< pn(a+ 1) for a > ∆(n), and
(ii) pn(a,n− a)> pn(a+ 1,n− a− 1) for a6 n/2 and pn(a,n− a)< pn(a+ 1,n− a− 1) for a> n/2.
Proof Let ya = 2na(a+1) for 16 a 6 n− 1 and yn = 1, and y′a =
(
n
a
)−1 for 16 a6 n. Since {ya}16a6n and {y′a}16a6n are
both log-convex, by Lemma 1 and Theorem 1 we can conclude that the sequence {pn(a)}16a6n is log-convex. A similar
argument shows that {pn(a,n− a)}16a<n is also log-convex.
By Theorem 1, we have
pn(a+ 1)
pn(a)
=
a(a+ 1)
(
n
a
)
(a+ 1)(a+ 2)
(
n
a+1
) = a(a+ 1)
(a+ 2)(n− a)
,
for 16 a6 n− 2. The last equation is less than or equal to 1 if and only if
a(a+ 1)6 (a+ 2)(n− a) ⇐⇒ 2a2− (n− 3)a− 2n6 0.
Therefore, pn(a+ 1)6 pn(a) if and only if a6 ∆(n). This establishes Part (i) of the theorem.
Part (ii) of the theorem follows from the fact that (n
a
)
<
(
n
a+1
)
for a6 n/2 and
(
n
a
)
>
(
n
a+1
)
for a> n/2. 
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4.2 Clade probabilities under the PDA model
Parallel to those in the Section 4.1, in this subsection we derive results on clade probabilities under the PDA model.
Theorem 3 For a positive integer a6 n− 1 we have:
(i) qn(a) = ϕ(a)ϕ(n−a+1)ϕ(n) =
(
n−1
a−1
)(2n−2
2a−2
)−1
.
(ii) qn(a,n− a) = ϕ(a)ϕ(n−a)ϕ(n) = 1(2n−2a−1)
(
n−1
a−1
)(2n−2
2a−2
)−1
.
Proof To derive the formula for qn(a), it suffices to show that there are ϕ(a)ϕ(n−a+1) trees in A , the subset of trees
in TX containing A as a clade, because the probability of each tree in TX is 1/ϕ(n). Without loss of generality, we can
assume that X = {1,2, · · · ,n} and A = {n− a+ 1, · · · ,n}. Let
X ′ := (X −A)∪{n− a+ 1}= {1,2, · · · ,n− a,n− a+ 1};
then each tree in A can be generated by the following two steps: picking up a tree in TX ′ and replacing the leaf with
label n− a+ 1 by a tree from TA. In addition, a different choice of trees in the first step or the second step will result in
a different tree in A . Since there are ϕ(n−a+1) possible choices in the first step and ϕ(a) ones in second step, we can
conclude that the number of trees A is ϕ(a)ϕ(n− a+ 1). In addition, using the fact that
ϕ(m) = (2m− 3)!! = (2m− 2)!!
2m−1(m− 1)!
holds for m> 1, we have
qn(a) =
ϕ(a)ϕ(n− a+ 1)
ϕ(n) =
(2a− 2)!(2n− 2a)!(n−1)!
(2n− 2)!(a− 1)!(n−a)!
=
(
n− 1
a− 1
)(
2n− 2
2a− 2
)−1
.
The proof of the formula for qn(a,n− a) is similar to the one for qn(a). Let A ∗ be the collection of the trees in
TX containing both A and X −A as clades. Then a tree in A ∗ is uniquely determined by choosing a tree in TA, and
subsequently another tree from TX−A. This implies the number of trees in A ∗ is ϕ(a)ϕ(n− a). Hence
qn(a,n− a) =
ϕ(a)ϕ(n− a)
ϕ(n) =
1
(2n− 2a− 1)
qn(a)
=
1
(2n− 2a− 1)
(
n− 1
a− 1
)(
2n− 2
2a− 2
)−1
.

Recall that in Theorem 2 we show that clade probabilities under the YHK model form a log-convex sequence. Here
we establish a similar result for the PDA model, which implies that the sequences {qn(a)}16a<n and {qn(a,n−a)}16a<n
are also unimodal.
Theorem 4 For n> 3, the sequence {qn(a)}16a6n and {qn(a,n− a)}16a<n are log-convex. Moreover, we have
(i) qn(a+ 1)> qn(a) when a> n/2, and qn(a+ 1)6 qn(a) when a6 n/2.
(ii) qn(a+ 1,n− a− 1)> qn(a,n− a) when a> (n− 1)/2, and qn(a+ 1,n− a− 1)> qn(a,n− a) when a6 (n− 1)/2.
Clades and clans: a comparison study of two evolutionary models 9
Proof By Theorem 3 and qn(n) = 1, for 16 a < n we have
qn(a+ 1)
qn(a)
=
2a− 1
2n− 2a− 1
,
which is greater than or equal to 1 when 2a− 1 > 2n− 2a− 1, or equivalently when a > n/2. Thus Part (i) follows.
Moreover, we have
qn(a+ 1)qn(a− 1)
q2n(a)
=
(2a− 1
2a− 3
)(2n− 2a+ 1
2n− 2a− 1
)
> 1,
for 26 a < n, and hence {qn(a)}16a6n is log-convex.
Similarly, we have
qn(a+ 1,n− a− 1)
qn(a,n− a)
=
(2n− 2a− 1
2n− 2a− 3
)(qn(a+ 1)
qn(a)
)
=
2a− 1
2n− 2a− 3,
which is greater than or equal to 1 when 2a− 1> 2n− 2a− 3, or equivalently when a> (n− 1)/2. Moreover, we have
qn(a+ 1,n− a− 1)qn(a− 1,n− a+ 1)
q2n(a,n− a)
=
(2a− 1
2a− 3
)(2n− 2a− 1
2n− 2a− 3
)
> 1,
and hence {qn(a)}16a<n is log-convex. 
4.3 A comparison between the PDA and YHK models
Using the formulae for computing clade probabilities under the PDA and YHK models presented in the previous two
subsections, here we investigate the differences between these two models. Let’s begin with comparing pn(a) and qn(a),
the probabilities of a specific (and fixed) clade of size a under the YHK and PDA models, respectively. As an example,
consider the ratio of pn(a)/qn(a) with n = 30 as depicted in Figure 2. Then it is clear that, except for a = 1 for which
both pn(a) = qn(a) = 1, the ratio is strictly decreasing and is less than 1 when a is greater than certain value. This ‘phase
transition’ type phenomenon holds for all n > 3, as the following theorem shows.
Theorem 5 For n > 3, there exists a number κ(n) in [2,n− 1], such that pn(a)> qn(a) for 26 a < κ(n), and pn(a)<
qn(a) for κ(n)< a6 n− 1.
Proof Let
gn(a) =
pn(a)
qn(a)
=
2n
a(a+ 1)
(
2n− 2
2a− 2
)(
n
a
)−1(
n− 1
a− 1
)−1
.
Using the identity
(
m
k+1
)
= m−kk+1
(
m
k
)
, we obtain
gn(a+ 1)
gn(a)
=
a(a+ 1)(2n− 2a−1)
(a+ 2)(2a− 1)(n− a)
.
We have
a(a+ 1)(2n− 2a−1)< (a+ 2)(2a− 1)(n− a) ⇐⇒ a > 2n
n+ 3 ,
and hence gn(a)> gn(a+1) for 2n/(n+3)< a6 n−2. Since 2n/(n+3)< 2, we have gn(2)> gn(3)> · · ·> gn(n−1).
It is easy to see that for n > 3,
gn(2) =
2(2n− 3)
3(n− 1) > 1
and
gn(n− 1) =
2(2n− 3)
n(n− 1)
< 1.
This and the fact that gn(a) is strictly decreasing on [2,n− 1] imply the existence of the number κ(n) in the theorem. 
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Fig. 2 Plots of the ratios pn(a)/qn(a) and pn(a,n−a)/qn(a,n−a), with n = 30 and a = 1, . . . ,29.
Next, we consider pn(a,n− a) and qn(a,n− a). Note that by definition, both pn(a) and qn(a,n− a) are symmetric
about n/2, as demonstrated by the plot of the ratio pn(a,n− a)/qn(a,n− a) with n = 30 in Figure 2. In addition, the
figure shows that the ratio is strictly increasing on the interval [1,⌊n/2⌋] (and by the symmetry of the ratio, it is strictly
decreasing on the interval [⌈n/2⌉,n− 1]). This observation is made precise and rigorous in the following theorem.
Theorem 6 For n > 3, there exists a number λ (n) in [1,⌊n/2⌋], such that pn(a,n− a)< qn(a,n− a) for 16 a 6 λ (n),
and pn(a,n− a)> qn(a,n− a) for λ (n)< a6 ⌊n/2⌋.
Proof Let
hn(a) =
pn(a,n− a)
qn(a,n− a)
=
2(2n− 2a− 1)
n− 1
(
2n− 2
2a− 2
)(
n
a
)−1(
n− 1
a− 1
)−1
.
Then
hn(a+ 1)
hn(a)
=
(a+ 1)(2n− 2a−3)
(2a− 1)(n− a)
> 1,
where the last inequality follows from the observation that
(a+ 1)(2n− 2a−3)− (n−a)(2a−1)= 3(n− 2a− 1)> 0
holds for 16 a6 ⌊n/2⌋− 1. This implies that the function hn(a) is strictly increasing on the interval [1,⌊n/2⌋].
Thus, it now suffices to show that hn(1) 6 1 and hn(⌊n/2⌋)> 1 in order to demonstrate the existence of λ (n). We
have
hn(1) =
pn(1,n− 1)
qn(1,n− 1)
=
2(2n− 3)
n(n− 1)
< 1,
if n > 3. Let k = ⌊n/2⌋. If n is even (i.e., k = n/2), then for k > 2
h2k(k) =
2(4k− 2k− 1)
(2k− 1)
(
4k− 2
2k− 2
)(
2k
k
)−1(2k− 1
k− 1
)−1
=
(
4k− 2
2k− 2
)(
2k− 1
k− 1
)−2
> 1.
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Fig. 3 Plot of function un(a) with n = 30.
The inequality in the last equation can be seen as follows. Let A and B be two sets, each having (2k− 1) elements. The
number of subsets of A∪B that have k−1 elements from each of A and B is
(2k−1
k−1
)2
. On the other hand, the total number
of (2k− 2)-subsets of A∪B is
(4k−2
2k−2
)
.
If n is odd (i.e., k = (n− 1)/2), then
h2k+1(k) =
2(2k+ 1)
2k
(
4k
2k− 2
)(
2k+ 1
k
)−1( 2k
k− 1
)−1
=
2k+ 1
k
(
4k
2k− 2
)
k
2k+ 1
(
2k
k− 1
)−2
=
(
4k
2k− 2
)(
2k
k− 1
)−2
.
Using the same argument as in proving h2k(k)> 1, we also have h2k+1(k) > 1 for k > 1. 
Let A be a fixed subset of X with size a, where 16 a6 n−1. In the previous two theorems, we present comparison
results for P(A) and P(A,X \A) under the YHK and PDA models. We end this subsection with a comparison study of
P(A,X \A)/P(A), that is, the probability that a tree T ∈ TX sampled according to probability measure P contains both
A and X \A as its clades (which means that A and X \A are the clades below the two children of the root of T ), given
that A is a clade of T . To this end, let
un(a) =
pn(a,n− a)
pn(a)
−
qn(a,n− a)
qn(a)
=
a(a+ 1)
n(n− 1)
−
1
2n− 2a− 1
be the difference between the two conditional probabilities under the two models. We are interested in the sign changes
of un(a) as it indicates a ‘phase transitions’ between these two models. For instance, considering the values of un(a)
for n = 30 as depicted in Figure 3, then there exists a unique change of sign. Indeed, the observation that there exists a
unique change of sign of un(a) holds for general n, as the following theorem shows.
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Theorem 7 For n> 3, there exists τ(n) ∈ [1,n− 1] such that un(a)6 0 if a6 τ(n) and un(a)> 0 if a> τ(n).
Proof Consider the function
fn(x) = x(x+ 1)
n(n− 1)
−
1
2n− 2x− 1
, x ∈ R.
Clearly fn(x) agrees with un(a) when x = a. Then
f ′n(x) =
2x+ 1
n(n− 1)
−
2
(2n− 2x− 1)2
=
t(2n− t)2− 2n(n− 1)
n(n− 1)(2n− t)2
,
where t = 2x+ 1. The sign of f ′n(x) thus depends on the sign of
gn(t) = t(2n− t)2− 2n(n− 1).
We see that gn(t) is a polynomial of t of degree 3, and hence it can have at most three (real) roots. On the other hand,
for n> 3, we have:
gn(0) =−2n(n− 1)< 0,
gn(1) = n2 +(n− 1)2 > 0,
gn(2n− 1) =−2n(n− 2)− 1< 0,
and
lim
t→∞
gn(t) = ∞.
Therefore, gn(t) has exactly three roots t1 ∈ (0,1), t2 ∈ (1,2n− 1), and t3 > 2n− 1. Note further that gn(n) = n3 −
2n(n− 1) = n((n− 1)2 + 1)> 0, and hence t2 > n. Denoting xi = (ti − 1)/2 for 1 6 i 6 3, then we have f ′n(x) = 0 for
x ∈ {x1,x2,x3}, f ′n(x)< 0 for x ∈ (−∞,x1)∪ (x2,x3), and f ′n(x)> 0 for x ∈ (x1,x2)∪ (x3,∞). Since x1 = (t1− 1)/2 < 0
and fn(a) = un(a), the sign of f ′n(x) implies that un(1) < un(2) < · · · < un(⌊x2⌋). Similarly, we also have un(⌈x2⌉) >
· · ·> un(n− 2)> un(n− 1). It is easy to see that for n> 3
un(1) =
2
n(n− 1)−
1
2n− 3 =−
(n− 2)(n− 3)
n(n− 1)(2n− 3) 6 0,
un(n− 1) =
n(n− 1)
n(n− 1)
−
1
2n− 2(n− 1)−1
= 0.
Since x2 = (t2 − 1)/2 < n− 1 and x3 = (t3 − 1)/2 > n− 1, ⌈x2⌉ 6 n− 1 < x3. This implies that un(⌈x2⌉) > · · · >
un(n− 2)> un(n− 1) = 0. Therefore, there exists a positive number τ(n) ∈ [1,x2] such that un(a)6 0 if a 6 τ(n) and
un(a)> 0 if a> τ(n). 
4.4 Correlation results on the PDA model
In this section, we generalize results in Section 4.2 for a collection of disjoint subsets of X , and then show that the two
indicator variables IT (A) and IT (B) are positively correlated.
Theorem 8 Let A1, . . . ,Ak be k disjoint (nonempty) subsets of X. Denoting |A1|+ · · ·+ |Ak| by m, then we have
PPDA(A1, . . . ,Ak) =
ϕ(n−m+ k)∏ki=1 ϕ(|Ai|)
ϕ(n) .
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Proof We first compute the number of trees that have A1, . . . ,Ak as clades. To this end, note that such a tree can be
constructed in two steps:
1. Build a tree on
(
X \
⋃k
i=1 Ai
)
∪{x1, . . . ,xk}, where x′1, . . . ,x′k are leaves not in X serving as “placeholders” used in
the second step.
2. Replace each x′i with a tree in TAi .
There are ϕ(n−m+ k) different choices for a tree in the first step, and ∏ki=1 ϕ(|Ai|) different ways to replace x′1, . . . ,x′k
by trees in TA1 , . . . ,TAk in the second step. Therefore the number of trees that have A1, . . . ,Ak as clades is ϕ(n−m+
k)∏ki=1 ϕ(|Ai|). Together with the fact that each tree in TX is chosen with probability 1/ϕ(n) under the PDA model, this
implies the theorem. 
Note that |A1|+ · · ·+ |Ak|= n when A1, . . . ,Ak form a partition of X . Therefore, we obtain the following result as a
simple consequence of Theorem 8 (see Theorem 5.1 in Zhu et al (2011) for a parallel result on the YHK model).
Corollary 2 If A1, . . . ,Ak form a partition of X, then
PPDA(A1, . . . ,Ak) =
ϕ(k)∏ki=1 ϕ(|Ai|)
ϕ(n) .
Theorem 8 is a general result concerning a collection of clades. When there are only two clades, the below theorem
provides a more detailed analysis.
Theorem 9 Let A and B be two subsets of X with a6 b, where a = |A| and b = |B|. Then we have
PPDA(A,B) =


ϕ(a)ϕ(n−b+1)ϕ(b−a+1)
ϕ(n) , if A ⊆ B,
ϕ(a)ϕ(b)ϕ(n−a−b+2)
ϕ(n) , if A and B are disjoint,
0, otherwise.
Proof The first case follows by applying Theorem 2 twice. The second case is a special case of Theorem 8. The third
case holds because if A∩B 6∈ {A,B, /0}, then there exists no tree that contains both A and B as its clades. 
To establish the last result of this subsection, we need the following technical lemma.
Lemma 3 Let m,n,m′,n′ be positive numbers with (m−m′)(n− n′)> 0, then
ϕ(m′+ n′)ϕ(m+ n)> ϕ(m+ n′)ϕ(m′+ n). (11)
In particular, if a6 b6 b′ 6 a′ are positive numbers with a+ a′ = b+ b′, then we have
ϕ(a)ϕ(a′)> ϕ(b)ϕ(b′). (12)
Proof To establish the first claim, we may assume m> m′ and n> n′, as the proof of the other case, m6 m′ and n6 n′,
is similar. Now Eqn. (11) holds because we have
ϕ(m+ n)
ϕ(m+ n′) =
(2(m+ n)− 3) · (2(m+n)−5) · · ·3 ·1
(2(m+ n′)− 3) · (2(m+ n′)− 5) · · ·3 ·1
= (2m+ 2n− 3)(2m+ 2n−5) · · ·(2m+ 2n′+ 1)(2m+ 2n′− 1) (13)
> (2m′+ 2n− 3)(2m′+ 2n− 5) · · ·(2m′+ 2n′+ 1)(2m′+ 2n′− 1) (14)
=
ϕ(m′+ n)
ϕ(m′+ n′) .
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Here Eq. (13) follows from n> n′ and Eq. (14) from m> m′.
The second assertion follows from the first one by setting m′ = n′ = a/2, m = b− a/2 and n = b′− a/2. 
We end this section with the following result, which says that the random variables IT (A) and IT (B) are positively
correlated when A and B are compatible, that is, A∩B ∈ { /0,A,B}.
Theorem 10 Let A and B be two compatible non-empty subsets of X; then
PPDA(A,B)> PPDA(A)PPDA(B).
Proof Set a = |A| and b = |B|. By symmetry we may assume without loss of generality that a6 b holds. Since A and B
are compatible, we have either A∩B = /0 or A ⊆ B.
Since n− a− b+ 26 n− b+ 16 n− a+ 16 n, by Lemma 3 we have
ϕ(n)ϕ(n− a− b+ 2)> ϕ(n− b+ 1)ϕ(n− a+1),
and hence
ϕ(a)ϕ(b)ϕ(n− a− b+ 2)
ϕ(n) >
ϕ(b)ϕ(n− b+ 1)
ϕ(n)
ϕ(a)ϕ(n− a+ 1)
ϕ(n) .
Together with Theorem 9, this shows that the theorem holds for the case A∩B = /0.
On the other hand, noting that b− a+ 16 b6 n and b− a+ 16 n− a+ 16 n holds, by Lemma 3 we have
ϕ(n)ϕ(b− a+ 1)> ϕ(b)ϕ(n− a+ 1),
and hence
ϕ(a)ϕ(b− a+ 1)
ϕ(b)
ϕ(b)ϕ(n− b+ 1)
ϕ(n) >
ϕ(b)ϕ(n− b+ 1)
ϕ(n)
ϕ(a)ϕ(n− a+ 1)
ϕ(n) .
Together with Theorem 9, this shows that the theorem holds for the case A ⊆ B, as required. 
5 Clan probabilities
In this section, we study clan probabilities, the counterpart of clade probabilities for unrooted trees. To this end, given a
subset A ⊆ X and an unrooted tree T ∗ ∈ T ∗X , let IT ∗(A) be the indicator function defined as
IT ∗(A) =


1, if A is a clan of T ∗,
0, otherwise.
Then the probability that clan A is contained in a random unrooted tree sampled according to Pu is
Pu(A) = ∑
T ∗∈T ∗X
Pu(T ∗)IT ∗(A).
Note that the the clan probability defined as above can be extended to a collection of subsets in a natural way, that is, we
have
Pu(A1, . . . ,Am) = ∑
T∗∈T ∗X
Pu(T ∗)
(
IT ∗(A1) · · · IT ∗(Am)
)
.
As a generalization of Lemma 6.1 in Zhu et al (2011), the following technical result relates clan probabilities to
clade probabilities.
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Lemma 4 Suppose that P is a probability measure on TX and Pu is the probability measure on T ∗X induced by P. Then
for a nonempty subset A ⊂ X, we have
Pu(A) = P(A)+P(X \A)−P(A,X \A).
Proof It is well-known (see, e.g., Lemma 6.1 in Zhu et al (2011)) that for a rooted binary tree T , a set A is a clan of
ρ−1(T ) if and only if either A is a clade of T or X \A is a clade of T . Now the lemma follows from the definitions and
the inclusion-exclusion principle. 
Now we proceed to studying the clan probabilities under the YHK and PDA models. To begin with, recall that the
probabilities of an unrooted tree T ∗ ∈ T ∗X under the YHK and PDA models are
PuYHK(T ∗) = ∑
T∈ρ(T ∗)
PYHK(T ) and PuPDA(T ∗) = ∑
T∈ρ(T ∗)
PPDA(T ),
where ρ(T ∗) denotes the set of rooted trees T in TX with T ∗ = ρ−1(T ).
By the definition of clan probabilities, we have
PuYHK(A) = ∑
T ∗∈T ∗X
PuYHK(T ∗)IT ∗(A), and
PuPDA(A) = ∑
T ∗∈T ∗X
PuPDA(T ∗)IT ∗(A).
It can be verified, as with the case of clade probabilities, that the exchangeability property of PuYHK and PuPDA implies
that both PuYHK(A) and PuPDA(A) depend only on the size a = |A|, not on the particular elements in A. Therefore, we
will denote them as p∗n(a) and q∗n(a), respectively.
By Lemma 4, we can derive the following formulae to calculate clan probabilities under the two models, the first of
which is established in Zhu et al (2011). Note that the second formula reveals an interesting relationship between clan
probability and clade probability under the PDA model. Intuitively, it is related to the observation that there exists a
bijective mapping from TX to T ∗Y with Y = X ∪{y} for some y 6∈ X that maps each rooted tree T in TX to the unique
tree in T ∗Y obtained from T by adding the leaf y to the root of T .
Theorem 11 For 16 a < n, we have
p∗n(a) = 2n
[ 1
a(a+ 1)
+
1
(n− a)(n− a+ 1)
−
1
(n− 1)n
](n
a
)−1
; (15)
q∗n(a) =
ϕ(a)ϕ(n− a+ 1)+ϕ(n−a)ϕ(a+1)−ϕ(a)ϕ(n−a)
ϕ(n) (16)
=
ϕ(a)ϕ(n− a)
ϕ(n− 1) = qn−1(a).
Proof Since the first equation is established in Zhu et al (2011), it remains to show the second one. The first equality
follows from Lemma 4 and Theorem 3. To establish the second equality, it suffices to see that
ϕ(n− 1)[ϕ(a)ϕ(n− a+ 1)+ϕ(n−a)ϕ(a+1)]
= ϕ(n− 1)ϕ(a)ϕ(n− a)[(2n− 2a−1)+(2a−1)]
= ϕ(n− 1)(2n− 2)ϕ(a)ϕ(n− a)
= (ϕ(n)+ϕ(n− 1))ϕ(a)ϕ(n− a).

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Fig. 4 Plot of the ratio p∗n(a)/q∗n(a) with n = 30 and a = 1, . . . ,29.
Recall that in Theorem 2 and 4 we show that the sequence {pn(a)}16a<n and {qn(a)}16a<n are log-convex. The
theorem below establishes a similar result for clan probabilities.
Theorem 12 For n> 3, the sequence {p∗n(a)}16a<n and {q∗n(a)}16a<n are log-convex. Moreover, we have
(i) p∗n(a) = p∗n(n− a) and q∗n(a) = q∗n(n− a) for 16 a < n.
(ii) q∗n(a+ 1)6 q∗n(a) when a> ⌊(n− 1)/2⌋− 1, and q∗n(a+ 1)> q∗n(a) when a6 ⌈(n− 1)/2⌉.
Proof Part (i) follows from Theorem 11. Since q∗n(a) = qn−1(a) by Theorem 11, Part (ii) and that {q∗n(a)}16a<n is
log-convex follow from Theorem 4.
It remains to show that {p∗n(a)}16a<n is log-convex. To this end, fix a number n > 3, and let ya = 1a(a+1) for 1 6
a < n. Then clearly {ya}16a<n is log-convex. This implies {y′a}16a<n with y′a = yn−a is also log-convex. In addition,
since 2ya > ya+1 + ya−1 for 2 6 a 6 n− 2, {y∗a}16a<n with y∗a = ya − 1n(n−1) is log-convex as well. By Lemma 1, we
know {y′a + y∗a}16a<n is log-convex. As {
(
n
a
)−1
}16a<n is log-convex, by Lemma 1 and Theorem 11 we conclude that
{p∗n(a)}16a<n is log-convex, as required. 
Next, we consider the relationships between clan probabilities under the two models. For instance, consider the ratio
of p∗n(a)/q∗n(a) with n = 30 (see Figure 4. Then the ratios are symmetric about a= 15, which is consistent with Part(i) in
Theorem 12. In addition, by the figure it is clear that, except for a = 1 for which p∗n(a) = q∗n(a) = 1, the ratio is strictly
decreasing on [2,⌊n/2⌋] and is less than 1 when a is greater than a critical value. We shall show this observation holds
for general n. To this end, we need the following technical lemma.
Lemma 5 For n > 5, we have p∗n(⌊n/2⌋)< q∗n(⌊n/2⌋).
Proof For simplicity, let k = ⌊n/2⌋. To establish the lemma, we consider the following two cases.
Clades and clans: a comparison study of two evolutionary models 17
The first case is when n is even, that is, n = 2k. Then we have
p∗2k(k) = 4k
( 2
k(k+ 1) −
1
2k(2k− 1)
)(2k
k
)−1
=
( 8
k+ 1 −
2
2k− 1
)(2k
k
)−1
=
2(7k− 5)
(k+ 1)(2k− 1)
(
2k
k
)−1
,
and
α(k) :=
q∗2k(k)
p∗2k(k)
=
ϕ(k)ϕ(k)
ϕ(2k− 1)
(
2k
k
)
(k+ 1)(2k− 1)
2(7k− 5)
=
(2k− 2)!(2k− 2)!(2k− 2)!(2k)!
(4k− 4)!(k− 1)!(k− 1)!k!k!
(k+ 1)(2k− 1)
2(7k− 5) .
Note that α(3) = 1514 > 1, and α(k) is increasing for k > 3, because
α(k+ 1)
α(k) =
2(2k− 1)(2k+ 1)2(k+ 2)(7k− 5)
(4k− 1)(4k− 3)(k+ 1)2(7k+ 2)
=
112k5 + 200k4− 116k3− 130k2+ 22k+ 20
112k5 + 144k4− 59k3− 96k2 + k+ 6
> 1,
holds for k> 3. In other words, for k> 3, we have α(k)> 1 and hence also q∗2k(k) > p∗2k(k).
The second case is when n is odd, that is, n = 2k+ 1. Then we have
p∗2k+1(k) = (4k+ 2)
( 1
k(k+ 1) +
1
(k+ 1)(k+ 2)−
1
2k(2k+ 1)
)(2k+ 1
k
)−1
=
7k+ 2
k(k+ 2)
(
2k+ 1
k
)−1
,
and
β (k) := q
∗
2k+1(k)
p∗2k+1(k)
=
ϕ(k)ϕ(k+ 1)
ϕ(2k)
(
2k+ 1
k
)
k(k+ 2)
7k+ 2
=
(2k− 2)!(2k− 1)!(2k)!(2k+ 1)!(k+2)
(4k− 2)!(k− 1)!(k− 1)!k!(k+ 1)!(7k+2).
Now we have β (3) = 25/23 > 1. In addition, β (k) is increasing for k > 3 by noting that
β (k+ 1)
β (k) =
(2k− 1)(2k+ 1)(2k+ 2)(2k+3)(k+3)(7k+2)
(k+ 2)2(4k+ 1)(4k− 1)k(7k+ 9)
=
112k6 + 648k5+ 1156k4+ 630k3− 152k2− 198k− 36
112k6 + 592k5+ 1017k4+ 539k3− 64k2− 36k
> 1
holds for k > 3. In other words, for k > 3 and n being odd, we also have β (k)> 1 and hence also q∗2k+1(k) > p∗2k+1(k).
This completes the proof. 
Parallel to Theorem 5 which compares pn(a) and qn(a), the following theorem provides a comparison between p∗n(a)
and q∗n(a).
Theorem 13 For n > 5, there exists a number κ∗(n) in (1,⌊n/2⌋), such that p∗n(a) > q∗n(a) for 2 6 a 6 κ∗(n), and
p∗n(a)< q∗n(a) for κ∗(n)< a6 ⌊n/2⌋.
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Proof For simplicity, let b := n− a. Since we have
p∗n(2) =
4
(
1
6 +
2
n(n−1)(n−2)
)
n− 1
>
2
3(n− 1) >
1
2n− 5 = q
∗
n(2),
and p∗n(⌊n/2⌋)< q∗n(⌊n/2⌋) by Lemma 5, it suffices to prove that
gn(a) =
p∗n(a)
q∗n(a)
is strictly decreasing on [2,⌊n/2⌋]. To this end, let
fn(a) = 1
a(a+ 1)
+
1
b(b+ 1)−
1
n(n− 1)
.
From the definition of gn(a) and Theorem 11, we have
gn(a+ 1)
gn(a)
=
fn(a+ 1)
fn(a)
(a+ 1)(2b− 3)
b(2a− 1) ,
which is less than 1 for 26 a6 ⌊n/2⌋− 1 if and only if
βn(a) := fn(a)b(2a− 1)− fn(a+ 1)(a+ 1)(2b− 3)> 0 for 26 a6 ⌊n/2⌋− 1. (17)
In the rest of the proof, we shall establish Eq. (17). To begin with, note that
βn(a) = 3
n− 1
−
3(2a+ 1)
n(n− 1)
+
2a2 + an+ 5a− 2n
a(a+ 1)(a+ 2)
+
2a− 3n
(b− 1)(b+ 1) +
a+ 2n+ 3
(b− 1)b(b+ 1).
(18)
This implies
βn(2) = 3n
4− 18n3− 39n2+ 342n− 360
4n(n− 1)(n− 2)(n− 3)
=
3n2(n2− 6n− 13)+ (342n−360)
4n(n− 1)(n− 2)(n−3) > 0
for n> 6 because β6(2) = 1/5, β7(2) = 24/70 and n2− 6n− 13> 0 for n> 8. In addition, we have
β2t+1(t) = 4t
2 + 2t− 2
t(t + 1)(t + 2)
+
−4t + 2
t(t + 2)
+
5
t(t + 2)
> 0
for t > 3 and
β2t+2(t) = 32t− 1 −
3
2t + 2
+
4t2 + 3t− 4
t(t + 1)(t + 2)
−
4t + 6
(t + 1)(t + 3) +
(5t + 7)
(t + 1)(t + 2)(t + 3)
=
9
(2t− 1)(2t+ 2)
+
6t2− 12
t(t + 1)(t + 2)(t + 3)
> 0
for t > 2. Therefore, we have βn(⌊n/2⌋− 1)> 0 for n> 6.
It remains to show that βn(a) is strictly decreasing, that is, βn(a)−βn(a+ 1)> 0 for 3 6 a6 ⌊n/2⌋− 1. Indeed, by
Eqn. (18) we have
βn(a)−βn(a+ 1) = 6
n(n− 1)
+
2a2 + 2an+ 8a− 6n
a(a+ 1)(a+ 2)(a+ 3) +
2a2− 6an+ 4n2− 10n− 8
(b− 2)(b− 1)b(b+ 1)
>
n2− 7n− 8+ 2a2
(b− 2)(b− 1)b(b+ 1)
> 0.
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Here the first inequality follows from a > 3 and a 6 ⌊n/2⌋− 16 (n− 1)/2 implying 3n2− 6an > 3n, and the second
one from a> 3 and n> 6. This completes the proof. 
We end this section with some correlation results about clan probabilities under the PDA model.
Theorem 14 Let A1, . . . ,Ak be k disjoint (nonempty) subsets of X, and let m = |A1|+ · · ·+ |Ak|. Then we have
PuPDA(A1, . . . ,Ak) =
ϕ(n−m+ k− 1)∏ki=1 ϕ(|Ai|)
ϕ(n− 1) .
Proof Since PuPDA(T ∗) = 1/ϕ(n− 1) for each tree T ∗ in TX , it remains to compute the number of trees that have
A1, . . . ,Ak as clans is ϕ(n−m+ k− 1)∏ki=1 ϕ(|Ai|). To this end, note that such a tree can be constructed in two steps:
1. Build an unrooted tree on
(
X \
⋃k
i=1 Ai
)
∪{x1, . . . ,xk}, where x1, . . . ,xk are leaves not in X serving as “placeholders”
used in the second step.
2. Replace each xi with a tree in TAi .
There are ϕ(n−m+k−1) different choices for a tree in the first step, and there are ∏ki=1 ϕ(ai) different ways to replace
x1, . . . ,xk by trees in TA1 , . . . ,TAk . The claim then follows. 
Theorem 15 Let A and B be two subsets of X with a6 b, where a = |A| and b = |B|. Then we have
PuPDA(A,B) =


ϕ(b)ϕ(n−b)ϕ(a)ϕ(b−a)
ϕ(n−1)ϕ(b−1) , if A ⊆ B,
ϕ(a)ϕ(b)ϕ(n−a−b+1)
ϕ(n−1) , if A and B are disjoint,
0, otherwise.
Proof The first case follows by applying Theorem 11 twice; the second case follows from Theorem 14. 
Corollary 3 Let A and B be two compatible subsets of X. Then we have
PuPDA(A,B)> PuPDA(A)PuPDA(B).
Proof Set a = |A| and b = |B|. By symmetry we may assume without loss of generality that a6 b holds. Since A and B
are compatible, we have either A∩B = /0 or A ⊆ B.
To establish the theorem for the first case, note first that n− a− b+ 16 n− b 6 n− a 6 n− 1 holds. Therefore by
Lemma 3, we have
ϕ(n− a− b+ 1)ϕ(n−1)> ϕ(n− a)ϕ(n− a),
and hence
ϕ(a)ϕ(b)ϕ(n− a− b+ 1)
ϕ(n− 1) >
(ϕ(b)ϕ(n− b)
ϕ(n− 1)
)(ϕ(a)ϕ(n− a)
ϕ(n− 1)
)
.
Together with Theorem 15, this shows that the theorem holds for the case A∩B = /0.
For the second case, note that b− a6 n− a6 n− 1 and b− a6 b− 16 n− 1 hold. Therefore by by Lemma 3, we
have
ϕ(n− 1)ϕ(b− a)> ϕ(b− 1)ϕ(n− a).
and hence
ϕ(b)ϕ(n− b)ϕ(a)ϕ(b− a)ϕ(n− b)
ϕ(n− 1)ϕ(b− 1) >
(ϕ(b)ϕ(n− b)
ϕ(n− 1)
)(ϕ(a)ϕ(n− a)
ϕ(n− 1)
)
.
Together withTheorem 15, this shows that the theorem holds for the case A ⊆ B, as required. 
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6 Discussion and concluding remarks
Clade sizes are an important genealogical feature in the study of phylogenetic and population genetics. In this paper we
present a comparison study between the clade probabilities under the YHK and PDA models, two null models which are
commonly used in evolutionary biology.
Our first main result reveals a common feature, that is, the clade probability sequences are log-convex under both
models. This implies that compared with ‘mid-sized’ clades, very ‘large’ clades and very ‘small’ clades are more likely
to occur under these two models, and hence provides a theoretical explanation for the empirical result on the PDA model
observed by Pickett and Randle (2005). One implication of this result is that in Bayesian analysis where the two null
models are used as prior distribution, the distribution on clades is not uninformative as bias is given to those whose sizes
are extreme. Therefore, further considerations or adjustment, such as introducing a Bayes factor to account for the bias
on prior clade probabilities, is important to interpret posterior Bayesian clade supports.
The second result reveals a ‘phase transition’ type feature when comparing the sequences of clade probabilities under
the two null models. That is, we prove that there exists a critical value κ(n) such that the probability that a given clade
with size k is contained in a random tree with n leaves generated under the YHK model is smaller than that under the
PDA model for 1 < k 6 κ(n), and higher for all κ(n)6 k < n. This implies that typically the trees generated under the
YHK model contains relatively more ‘small’ clades than those under the PDA model.
The above two results are also extended to unrooted trees by considering the probabilities of ‘clans’, the sets of taxa
that are all on one side of an edge in an unrooted phylogenetic tree. This extension is relevant because in many tree
reconstruction approaches, the problem of finding the root is either ignored or left as the last step. Here we study the
sequences formed by clan probabilities for unrooted trees generated by the two null models, and obtain several results
similar to those for rooted trees.
Note that the two models studied here are special instances of the β -splitting model introduced by Aldous (1996), a
critical branching process in which the YHK model corresponds to β = 0 and the PDA model to β =−1.5. Therefore,
it would be of interest to study clade and clan probabilities under this more general model. In particular, it is interesting
to see whether the relationships between two models revealed in this paper also hold for general β .
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