Abstract-In this paper, a recurrent neural network called the dual neural network is proposed for online redundancy resolution of kinematically redundant manipulators. Physical constraints such as joint limits and joint velocity limits, together with the drift-free criterion as a secondary task, are incorporated into the problem formulation of redundancy resolution. Compared to other recurrent neural networks, the dual neural network is piecewise linear and has much simpler architecture with only one layer of neurons. The dual neural network is shown to be globally (exponentially) convergent to optimal solutions. The dual neural network is simulated to control the PA10 robot manipulator with effectiveness demonstrated.
K
INEMATICALLY redundant manipulators are those having more degrees of freedom (DOF) than required for position and orientation [1] . The redundancy of such manipulators including intrinsical redundancy and functional redundancy can be utilized to avoid obstacles [2] , singularities [3] , [4] and to optimize various performance criteria [5] - [7] , as well as conduct the end-effector motion task. Since redundant manipulators have more DOF than necessary for position and orientation, multiple solutions exist. As a result, the redundancy of inverse kinematic mappings complicates the manipulator control problem considerably, in addition to the nonlinearity.
To take full advantage of the redundancy, various computational schemes have been developed. Conventionally, the general solution of redundancy resolution is obtained by the pseudoinverse formulation as one minimum-norm particular solution plus a homogeneous solution [8] , [9] . Most of current researchers have applied the pseudoinverse technique to formulate and resolve the redundancy by considering different optimization criteria, such as least-square joint velocities, singularity avoidance, obstacle avoidance and task priority control. However, among those techniques, the physical constraints such as joint limits and joint velocity limits are usually not taken into account. If these physical constraints are not considered, a saturation may occur. As a result, the tracking error may increase considerably, not to mention the physical damage possibly caused when a commanded joint or joint velocity hits its physical bound. For the joint-constrained inverse kinematics, numerical algorithms of redundancy resolution have been developed with physical constraints included. For example, the Jacobian matrix was augmented in [5] by incorporating the joint and velocity constraints and a routine predicting which constraints might be violated was required. The joint and velocity constraints were considered also in [10] . By applying the Gram-Schmidt orthogonalization procedure, a formulation was developed to express the general solution in terms of the redundant joint velocities only. Cheng et al. [11] formulated the constrained kinematic redundancy problem into a quadratic programming (QP) form. A compact QP method, using Gaussian elimination with partial pivoting, was finally developed in [12] to improve the computational efficiency. However, the numerical solutions to redundant inverse kinematics are in general computationally intensive. With more physical constraints and additional tasks considered, the computation process requires considerable time that may hinder the on-line applications, especially in high-DOF sensor-based robotic systems.
In recent years, as parallel distributed computational models, neural networks have been developed for the redundancy resolution of robot manipulators, e.g., [13] - [17] . In particular, two neural networks, namely the pseudoinverse network [18] and the linear-programming neural network [19] , were applied to the minimum infinity norm kinematic control in [15] . The obtained redundancy solution explicitly minimized joint velocities in the minimum infinity-norm sense. A two-layered primal-dual neural network was presented in [16] to online minimize the weighted joint velocity. To reduce network complexity and increase computational efficiency, an early dual-neural-network model [17] was then proposed for kinematic control of redundant manipulators. In the aforementioned schemes, it is assumed implicitly that there exists no joint limits or joint velocity limits when solving the redundancy resolution problem. But physical limits do exist in almost any robotic system. If a solution exceeds such mechanical joint limits or joint velocity limits and locks there, the desired motion path may become impossible to accomplish.
In this paper, our attention is focused on the design and analysis of a general dual-neural-network approach to online redundancy resolution of physically constrained manipulators.
The dual neural network is proven to be globally convergent. The proposed dual neural network scheme is simulated on the 7-DOF PA10 robot arm for the primary task of end-effector trajectory tracking and simultaneously to eliminate the drift phenomenon [20] as an additional task. Its effectiveness and efficiency are then demonstrated.
The remainder of this paper is organized into five sections. Section II provides the background information and the problem formulation of the drift-free redundancy resolution for physically constrained manipulators. Section III presents the proposed dual neural-network approach to online drift-free redundancy resolution of constrained manipulators. The theoretical results on global (exponential) convergence and position error estimation are given in Section IV. Section V illustrates and discusses simulation results of the dual neural network and the PA10 manipulator to show their operating characteristics and performance. Section VI concludes this paper with final remarks.
II. PROBLEM FORMULATION

A. Drift-Free Inverse Kinematics
In a robot manipulator, the end-effector position and orientation vector in the Cartesian space is related to the joint space by a forward kinematics equation (1) where is joint variable vector and is a continuous nonlinear mapping function with a known structure and parameters for a given manipulator. The relation between the Cartesian velocity and the joint velocity can be obtained by differentiating (1) (2) where is the Jacobian matrix defined as . In a redundant manipulator, since , (1) and (2) are both undetermined and hence admit infinite number of solutions.
The conventional pseudoinverse-type solution to the differential inverse kinematics problem (2) is generally formulated as one minimum-norm particular solution plus a homogeneous solution [8] . That is (3) where is the pseudoinverse of and is an arbitrary vector and can be selected by using different optimization criteria, such as singularity avoidance, obstacle avoidance and task priority control.
However, it is shown in [20] that the pseudoinverse or pseudoinverse-type solutions (3) are generally not repeatable in the sense that a closed path of the end-effector does not yield a closed path in joint space. Such joint angle drift is undesirable for cyclic motion control, since the manipulator does not necessarily return to its initial joint configuration after tracking a closed path in the task space. Of course, for the repeatability requirement, the manipulator configuration can be readjusted with a suitable self-motion at the end of every motion cycle, but this would be inefficient and unwanted. The analytic test using Lie bracket condition is given in [21] and [22] , which determines whether or not a given pseudoinverse control strategy possesses the drift-free property, especially for the planar three-link manipulator case [21] .
To make the kinematic control repeatable [8] , a projection term is added to the pseudoinverse term which generates null-space velocities to minimize a secondary criterion. In [11] , Cheng et al. proposed an inverse-kinematic control scheme by solving a quadratic program which minimizes the joint displacements between the current states and the initial states for the remedy of the drift problem. In the QP formulation, the objective function to be minimized is with (4) and is a positive parameter to scale the magnitude of the manipulator response to joint displacement. However, with more subtask criteria and physical constraints considered, the redundancy resolution becomes very time-consuming either by computing the pseudoinverse-type solution or solving the augmented QP problem. The requirement of real-time computation in sensor-based robotic systems further requests the development of much more efficient parallel-processing schemes as alternatives to replace numerical algorithms for online kinematic control of redundant manipulators.
B. Joint Limits Conversion
Besides the drift problem in repetitive motion, the pseudoinverse control (3) does not take account of physical limits of manipulators. As all manipulators are physically limited in their joints and joint velocities, it is more realistic to consider constrained kinematic control. Let us consider the joint limits and joint velocity limits simultaneously, with the superscripts and , respectively, denoting the upper and lower limits/bounds.
Since the manipulator redundancy is resolved at velocity level, the limited joint range [ ] has to be converted into a dynamically updated joint-velocity bound constraint, e.g., (5) where the critical coefficient is selected such that there appears a deceleration when the robot arm enters the critical region or , while the intensity coefficient is used to scale the feasible region of . The coefficient is selected such that the feasible region of made by joint limits conversion is not smaller than the original one made by joint velocity limits; that is, is selected not less than . Note that large values of may cause joint deceleration quickly when the manipulator approaches its joint limits.
Equation (5) and joint velocity limits [ ] can thus be combined into this bound constraint , where the th elements of and are defined, respectively, as Therefore, the physically constrained drift-free redundancy resolution problem can be formulated as minimize subject to (6) It is worth mentioning that actuator limits such as joint acceleration/torque limits are also important factors affecting robot performance [9] , [11] . Such a feature of torque limit avoidance can be achieved by extending the proposed method to the acceleration level, e.g., [23] .
C. Neural-Network Approaches
By the duality theory [24] , the dual problem of the primal quadratic program (6) is minimize subject to where , and are the vectors of the dual decision variables. According to the design methodology [19] , [25] , [26] , a primal-dual neural network can be developed by minimizing the duality gap via gradient decent direction. The dynamical equations of the primal-dual neural network are described below [26] ( 7) where is the state vector representing the estimated , and with
The symbol in hereafter denotes the Euclidean norm of a vector or the Frobenius norm of a matrix. The positive capacitive parameters and are used to scale the convergence rate of the primal-dual neural network. It can be seen that the primal-dual network (7) is composed of two connected layers of neurons and that the network architecture is much complicated in terms of the nonlinear dynamics with third-order elements of .
A recurrent neural networks called the Lagrangian neural network can be similarly developed [14] , [27] , [28] , but the Lagrangian network with joint limits included has four layers of neurons. The hardware complexity of such a neural-network implementation may increase substantially as the number of neurons and layers increase.
III. DUAL NEURAL NETWORK
In this section, we propose a dual neural network approach with a reduced network complexity and increased computational efficiency to the real-time drift-free redundancy resolution of physically constrained manipulators. (10) where is a capacitive design parameter used to scale the convergence of the proposed network and the network output represents the estimated . The dynamic equation described in (9) shows that the dual neural network is composed of only one layer of neurons and without using any analog multiplier or penalty parameter. Compared to the prime-dual neural network (7), the dynamics of dual neural network is piecewise linear without any high-order nonlinear term. Consequently, the architecture of the dual neural network is much simpler than that of the primal-dual network. In a circuit realizing the dual neural network, the piecewise-linear activation function might be implemented by using an operational amplifier. In the robot control process, the desired velocity vector is input into the dual network and simultaneously the network outputs the signals and , namely the estimated joint velocity vector . If ignoring the physical constraints for comparison purposes, we can simplify the dual neural network (9) for solving the "unconstrained" drift-free redundancy resolution problem as follows. That is, , and thus , then the dual neural network (9) is simplified as , which becomes the early dual neural-network model [17] .
IV. CONVERGENCE RESULTS
In this section, we prove the global convergence and exponential convergence of the proposed dual neural network for kinematics control of redundant manipulators and estimate the position tracking error.
Definitions about global convergence and exponential convergence of a neural system are present in [17] . The exponential convergence implies that such a system converges arbitrarily fast. Besides, the following lemma about projection property is often used in optimization literature [32] - [34] .
Lemma 1 [29] : Assume that the set is a closed convex set, then the following two inequalities hold:
where is a projection operator defined as . It is clear that the set is a closed convex set and satisfies the above projection property. The convergence results of the proposed dual neural network (9) for constrained inverse kinematics is thus obtained as follows.
Theorem 1: Starting form any initial state, the dual neural network (9) is convergent to an equilibrium point which depends on the initial state of the trajectory and is an optimal solution to the inverse-kinematics QP problem (6) . Moreover, the exponential convergence of the dual network can be achieved under a mild condition, i.e., (17) .
Proof: To show the convergence property, the following numbered inequalities are first derived.
At any equilibrium point , we have this inequality [17] , [31] , [34] (11) which can be obtained by discussing the following three cases:
Case Therefore, it follows from (11) that (12) In addition, by Lemma 1, we have (13) Then, adding (12) and (13) yields
Defining
, it follows from the above inequality that and, thus, (14) Now we choose a Lyapunov function candidate as (15) where matrix is symmetric positive definite and . Clearly, is positive definite (i.e., if and iff ) for taken in the domain (i.e., the attraction region of ). is negative definite in , since, in view of (14), (16) and if , iff in . Thus, it follows that the dual neural network (9) is asymptotically convergent to , of which the resulting is clearly the optimal solution to (6) in view of the Karush-Kuhn-Tucker optimality condition.
Furthermore, we show the global exponential convergence by reviewing and again. It follows from (15) that , where are, respectively, the maximal and minimal eigenvalues of . Clearly, and are proportional to the capacitive parameter . Moreover, in view that for any in and amounts to , the following mild condition is presented [35] , [36] : ,
In addition, by analyzing the linear/saturation cases of , the range of is (0,1]. Therefore from (14) and (17), we have where is proportional to the reciprocal of capacitive parameter . Thus we have , and hence , , which completes the proof on exponential convergence of the proposed dual network.
Remark 1: Without loss of generality, the above derivation is attained based on the existence of inverse kinematics solutions. Since the exponential convergence rate is proportional to , we can expedite the convergence of dual neural network sufficiently fast by decreasing . and are, thus, time-varying in a time scale sufficiently slower than that of (9) .
Specifically, starting from any and within some small time interval the maximal variation of ( , ) is sufficiently small, while the proposed dual neural network has been asymptotically convergent to the corresponding theoretical solution with a sufficiently small relative error. In the finite-time path-following task, the worst case of and , can be estimated on average as and , respectively, where , depends on the capacitive parameter . In view of and , we can estimate the inverse-kinematics joint configuration deviation as where can be made arbitrarily small by decreasing , namely, increasing the convergence rate of (9) . Based on the Taylor series expansion of (1), , the position tracking error is bounded by the function with less than , where the coefficient can be made arbitrarily small by decreasing the capacitive parameter .
From the above position error estimation, we know that the error can be made small by decreasing . Moreover, though a small can lessen the position error too, it may cause high joint velocity or acceleration. The ensuing simulation results will verify the soundness of the proposed error estimation.
Remark 2: It is worth pointing out that the above derivation and estimation are effective on the condition that external disturbance does not exist. In a real system, model disturbance and computational round-off error always exist, the feedback control thus should be applied. One way is the closed-loop motion rate control [37] - [39] . Instead of , the end-effector motion rate can be given as where and are respectively the commanded position and velocity vector. By appropriately choosing the diagonal gain such that has all the poles located on the left half complex plane, the error dynamics converges to zero.
V. SIMULATION RESULTS
The Mitsubishi PA10 manipulator (portable general purpose intelligent arm) has 7 DOF (three rotation axes and four pivot axes). The mechanical configuration and coordinate system, together with other specifications, of the PA10 redundant manipulator can be found in [14] . Joint limits and joint velocity limits are shown in Table I . In this section, we will apply the dual neural network to drift-free redundancy resolution of physically constrained PA10 manipulator. Simulation has been performed for the path-following task that the end-effector of PA10 manipulator move along a given circle or straight-line in the three-dimensional workspace. In this study, only the positioning of the end-effector is considered, the Jacobian matrix is thus 3 7 in dimension, and the degree of redundancy is 4.
A. Circular Motion
In this Section, first we show the redundancy resolution results without considering joint physical constraints and drift-free criterion. Specifically, the proposed dual neural network (9) with , disabled and the drift-free coefficient (i.e., the simplified dual network) is applied to the PA10 robot arm. The capacitive parameter . The desired motion of the PA10 end-effector is a circular path with radius cm and the revolute angle about -axis, . The task time of the motion is 10 s and the initial joint variables in radians. Fig. 1 illustrates motion trajectories of the PA10 manipulator when its end-effector moving along a circle in the three-dimensional workspace and correspondingly the transient of the joint variables. Although the maximal Cartesian position and velocity tracking errors are less than 1.5 10 mm and 6.0 10 mm/sec respectively, the joint variable has exceeded its mechanical range [ 2.6831, 2.6831] and thus the solution becomes inapplicable. If such a solution is directly applied to the PA10 manipulator with finally locked at position 2.6831 rad, the tracking error increases considerably, in addition to the physical damage possibly caused. Hence the path-following task fails. Moreover, as seen form Fig. 1 , the solution is not repeatable in the sense that the final state of the PA10 manipulator does not coincide with its initial state; i.e., , and . Hence an inefficient and undesirable readjustment is needed for the cyclic motion control. In summary, the above simulation results show that physical constraints and drift-free criterion are in general worthy considering in the repetitive path-following tasks. Now let us consider the joint limits in Table I and the drift-free criterion. Specifically, the proposed dual neural network, with , , and , is applied to PA10 for the same circular-path following task. Fig. 2 shows the three-dimensional motion trajectories of the PA10 manipulator and the corresponding joint variables. Fig. 3 illustrates the transient behaviors of the proposed dual neural network and the PA10 manipulator, including the joint velocity variables in Fig. 3(a) , the dual decision variables in Fig. 3(b) and the Cartesian position error and velocity error depicted in Fig. 3(c) and (d), respectively. As seen in Fig. 2 , the joint variable has never exceeded the mechanical range [ 2.6831, 2.6831] and the solution is repeatable in the sense that the initial state and final state of PA10 manipulator coincide with each other. It follows from Fig. 3(a) that no joint velocity variable exceeds its limits in Table I . In addition, the maximal position and velocity errors are less than 8 10 and 6 10 mm/s, respectively. Namely, in subplots of Fig. 3(c) and (d) , , , and denote the components of tracking position error , respectively, along the , and axes of the base frame and similarly , and denote, respectively, the , , and -axis components of tracking velocity error at the end-effector of the PA10 robot arm.
The circular-path following experiments demonstrate the capability of the proposed dual neural network for online resolving the drift-free redundancy of physically constrained manipulators.
B. Straight Line
In this section, the PA10 manipulator is controlled to move forward and return backward along a straight line, like a reciprocating spot-welding task. The straight line of length 2.5 m, at every motion cycle, starts from the PA10 initial state and shall finally return to the initial state. Angles of the desired straight line making with , , and planes are, respectively, rad, rad and rad. The duration of the path-following task at every motion cycle is specified as 7.0 s.
For comparison, the drift-free inverse kinematics problem is first solved without considering joint physical constraints, as shown in Fig. 4 . Clearly, the solution is not acceptable in practice, since hits its mechanical limit rad at time s and also hits its joint velocity limits at and 4.54 s.
The dual neural network is then applied to the physically constrained PA10 manipulator for drift-free redundancy resolution. Fig. 4(left) , the joint variable in Fig. 5 has never exceeded its upper limit 1.7637 rad and all the other joint variables remain in their limited ranges. Compared to Fig. 4(right) , the joint velocity variables including , as shown in Fig. 5(b) , are kept always within their mechanical limits. The maximal position and velocity errors are less than 4 10 and 10 mm/s, respectively. Observed from other simulations, the maximal tracking error decreases rapidly when the capacitive parameter decreases. The above simulation results substantiate the efficacy of the neural-network approach to online drift-free redundancy resolution for physically constrained manipulators.
VI. CONCLUDING REMARKS
The proposed one-layer dual neural network provides a new parallel distributed computational approach to online drift-free redundancy resolution for physically constrained redundant manipulators. Compared with the supervised-learning neural network approaches to robot kinematic control, the present approach eliminates the need of off-line training and guarantees fast convergence due to the exponential convergence. Compared with other recurrent neural networks, the proposed dual neural network is able to resolve manipulator redundancy under physical constraints such as joint limits and joint velocity limits. Moreover, the dynamic equation of the dual neural network is piecewise linear and does not contain any high-order nonlinear term and, thus, the architecture is much simple. Simulation results based on PA10 robot manipulator also demonstrate the efficacy of dual neural network for real-time kinematic control of joint-constrained redundant manipulators.
