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A new way to solve singular perturbation problems is introdu<&. It 15 designed 
for the practicing engineer or applied mathematician who needs a practical tool for 
these problems (easy to use, modest problem preparation. and ready computer 
implementation). As with other methods. the original problem is partitioned into 
inner and outer solution differential equation systems. However. asymptotic 
solution techniques are not employed. The method is distinguished by the following 
facts: The inner solution problem is solved as a two-point boundary problem. where 
the terminal boundary conditions are supplied by the solution of the outer solution 
problem. In turn, the outer solution differential equations are solved as an initial 
value system. where the initial conditions are supplied by the inner solution at its 
terminal point. The method is iterative on the terminal point of the inner solution 
problem. Three numerical examples are included. 
1. INTR~DIJCTI~N 
A wide variety of techniques have been applied to the solution of singular 
perturbation problems [l-7. 111. In one form or another these techniques 
consist of ( 1) dividing the problem into an inner solution (or boundary laver) 
problem and an outer solution problem, (2) expressing the inner and outer 
solutions as asymptotic expansions, (3) equating various terms in the inner 
and outer solution expressions to determine the constants in these 
expressions. and (4) combining the inner and outer solutions in some fashion 
to obtain a uniformly valid solution. Typically the inner solution equations 
are obtained from the original differential equation by resealing the 
independent variable. In Lighthill’s method 13-5 I. however. both the 
dependent and independent variables are transformed. Commonly the 
differential equations for the outer solution are obtained by setting t‘. the 
perturbation parameter, to zero. When this is done for the familiar problems 
where E multiplies the highest derivative. the order of the system is reduced. 
Consequently, the analyst must determine which of the boundary conditions 
apply to the differential equation of the outer solution. 
For the engineer or applied mathematician who is not a specialist in 
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perturbation, the vast literature and multiple techniques for solving singular 
perturbation problems represent quite a challenge. Such matters as finding 
the appropriate asymptotic expansions are not routine exercises but require 
skill, insight, and experimentation. Even the matching of the coefficients of 
the inner and outer solution expansions can be a demanding process. 
The purpose of this paper is to present a technique for solving singular 
perturbation problems that does not depend on asymptotic expansions and 
the matching of coefficients. It is designed primarily for the practicing 
engineer and applied mathematician who need a practical tool for solving 
singular perturbation problems. (See [8-lo] for techniques, designed for 
similar purposes, applicable to regular perturbation problems.) The method 
requires a minimum of problem preparation and is readily implemented on a 
computer. Numerical experience with three examples is reported. 
2. BOUNDARY VALUE TECHNIQUE 
For convenience we call our method the “boundary value technique” and 
refer to the other methods which match coefficients of asymptotic expansions 
as “coefficient matching” methods. 
In the boundary value technique we partition the original singular pertur- 
bation problem into two problems, an inner solution differential equation 
problem and an outer solution differential equation problem. The solution of 
the outer solution differential equation provides the terminal conditions for 
the inner solution differential equation problem. And in turn, the solution of 
the inner solution differential equation provides the initial conditions for the 
solution of the original singular perturbation problem starting at the terminal 
point of the inner solution. The problem is solved iteratively for various 
values of the terminal point and the terminal boundary conditions of the 
inner solution problem until the profiles stabilize and the boundary 
conditions of the original problem are satisfied. 
To fix the ideas consider the following singular perturbation problem 
&f’(x) + y’(x) + y(x) = 0. o<x< I, (2.1) 
Y(O) = a, 4’(l) =P. (2.2) 
The boundary value method consists of the following steps: 
1. Convert the original singular perturbation equation to the 
differential equation of the outer solution and determine which boundary 
conditions applies. Setting E = 0, (2.1) reduces to the outer solution 
differential equation 
y’(x) + y(x) = 0 (2.3) 
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with 
J(l) =P (2.4) 
as the appropriate boundary condition. 
2. From the original singular perturbation equation. determine the 
scaling equation to create the inner solution differential equation. Here set 
t = S/E. (2.5) 
3. Using (2.5). rescale (2.1) with 
y(x) = Y( t ). 
y’(x) = Y’(f)/&. 
I”‘(X) = Y”(f)/&? 
(2.6a) 
(2.6b) 
(2.6~) 
to obtain the differential equation of the inner solution 
Y”(f) + Y’(f) + EY(f) = 0. (2.7) 
4. Determine the boundary conditions for the inner solution 
differential equation. By (2.5) and (2.6a) 
Y(0) =1*(O) = cl. (2.8) 
Choose t,. to be the terminal point or ‘*width” or “thickness” of the inner 
solution. Solve the outer solution differential equations (2.3)-(2.4). over the 
interval t,.t; < s < 1. to obtain ~([,a): 
Y(t,) = JJ(f,&) = p .^ (2.9) 
5. Solve the inner solution differential equation (2.7) with the two- 
point boundary conditions (2.8~(2.9) over the interval 0 < t < r, to obtain 
the inner solution, Y(r). Express Y(t) also as .~(tc) =)(-XT), 0 <s < t,c. 
6. Integrate the original singular perturbation problem (2.1) as an 
initial value problem with the initial conditions 
y(rfE) = Y(f.f) = j, (2.10) 
.v’(ffE) = Y’(fJE (2.1 I i 
over the interval trc <x < 1. 
7. Adjoin the solutions of items 5 and 6 at t.+ = .Y to obtain the trial 
solution of (2.1)--(2.2) over 0 < x < 1. 
8. Repeat the process from steps 4 through 7 for I/(~‘. k = 1, 2...., 
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(where tftk’ is the value of the tf for the kth iteration), until the solution 
profiles do not differ materially from iteration to iteration and boundary, 
conditions (2.2) are satisfied. 
As an alternative to item 6, we may use the solution of the outer solution 
differential equation (2.3)-(2.4) over the interval t.fc <x < 1. 
To carry out item 8 we may use either relative or absolute error criteria. 
For relative error we require that 
Y(t) (k+‘) - y(p) < 6 
Wk ’ ” 
o<t<t,, 
where 
Y(t)‘k’ = kth iterate of the inner solution. 
6, = prescribed tolerance bound. 
For absolute error criterion, we employ 
1 Y(tp+ ” - Y(t)‘“’ 1 < 6,. o<t<t,, 
(2.12) 
(2.13) 
where 
6, = prescribed tolerance bound. 
3. COMMENTS 
The gist of the boundary value method is to find the terminal boundary 
conditions for the inner solution which match the initial conditions for the 
outer solution. The search for the “proper” tf is the vehicle for doing this. 
Theoretically the original singular perturbation problem (2.1 j(2.2) can be 
solved by the inner solution differential equation (2.7) over the interval 
0 < t < l/s with the boundary conditions Y(0) = a, Y( l/s) =/I. Practically, 
the interval [0, l/e] becomes unreasonably large as s--t 0 so we limit the 
range to [0, tf], where tf< I/E. The tf is not unique but can assume a wide 
range of values. To reduce the amount of computation we desire the smallest 
value of tf that gives the required accuracy. Looking at t.r another way, we 
may say that tf is that value at which the term sy” in (2.1) becomes 
negligibly small, so that the outer solution differential equation generates the 
same solution as the original differential equation would over the interval 
[tfe, I]. 
Because the inner solution interval is small relative to the entire interval of 
the original problem, we can usually improve our accuracy by making f, 
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larger. The analyst must balance his need for accuracy against the costs of 
larger running times. 
In our prescription for the boundary value method we have assumed that 
the inner and outer solutions can be found. While our orientation is toward 
numerical methods using a computer, there is no reason that other solution 
techniques cannot be used: analytical. approximation, or even asymptotic 
methods. 
The boundary value technique is similar in some respects to the coefficient 
matching methods in that inner and outer solution differential equations are 
used and the two solutions fused. The methods differ in how they use the 
data which are available. We determine boundary conditions at I,- as the 
mechanism for generating the solution of the original problem from the inner 
and outer solution differential equations. On the other hand. the coefficient 
matching methods, as the name implies, determines the values of the coef- 
ficients which in turn are used in the asymptotic expressions to generate the 
solution. 
The issue of the selection of the boundary conditions for the inner and 
outer solution differential equations is inherent in all inner-outer solution 
methods. Furthermore, the resolution of the boundary conditions is essen- 
tially the same for all inner-outer solution methods. including this method. 
The choice of the boundary conditions is often made by inspection. insight. 
experience. experimentation, or knowledge of the physics of the problem. 
Cole [ 2. pp. 29-32 1 and O’Malley [ 7, pp. 45-59 1 provide useful approaches. 
In the examples in this paper we employed Cole’s method and experience. 
4. NUMERICALEXAMPLES 
To illustrate the boundary value method, we have applied it to three 
singular perturbation problems: a linear system with constant coefficients, a 
linear system with variable coefficients. and a nonlinear system. Each of 
these examples has been chosen because either analytical or approximate 
solutions are available for comparison. 
EXAhlpLE 1 [ 7. pp. 6-7. 18-2 1 1. 
&l”‘(X) + y’(x) + y(x) = 0, o<x,< 1, (4.1) 
y(0) = a, 1’(l)=/?. (4.2) 
The exact solution is given by 
(4.3) 
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where 
1tdG 
P,= - & 5 P2= - 
l-&X& 
2E * (4.4) 
The outer solution problem is expressed by 
y’(x) + y(x) = 0, 
4’(l) =P, 
whose solution is 
Using the scaling 
y(x) =,&-x. 
t = X/E 
we write the inner solution problem as 
Y”(t) t Y’(t) + &Y(t) = 0, 
Y(0) = a, y<t,> = Li 
where from (4.7) 
fi,/je’-V. 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
0 < t < tp (4.9) 
(4.10) 
(4.11) 
The analytical solution to (4.9)-(4.10) is given by 
(4.12) 
where 
r,= - 
1+&X I--\/1--4E 
2 * 
r2= - 
2 * 
(4.13) 
In Tables 1 A, lB, and 1 C we have tabulated for a = 1, p = 2, and 
& = 10-3, 10e4, and 1O-6 the solutions obtained by the boundary value 
technique as well as the exact solution. For each value of E, the solutions are 
listed at t/= 1, 10, 20, and 30. Upon scanning the tables we observe for each 
E that with the exception of the solution at t,= 1, all the solutions compare 
favorably to one another and to the exact solution. We may choose any 
value of tf> 10 as the “width” of the inner solution. In the last column of the 
tables we have given the relative error of the solution at tr= 30 to the exact 
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solution. For E = lo--‘, 10m4, and 10-6, the maximum absolute relative 
errors are 9.7 (10e4), 9.9(10-5), and 10-6, respectively. Interestingly the 
smallest error occurs near the origin, and the relative error remains constant 
and equal to the maximum relative error over almost the entire interval. 
EXAMPLE 2 [6,pp. 148-1501. 
&Y”(X) + (2X + 1) v’(x) + 24’(x) = 0, o<x< 1, (4.14) 
y(O)=a= 1, J’(1) =p= 2. (4.15) 
While (4.14) is an exact second order equation we have chosen to use 
Nayfeh’s uniformly valid approximation as our “exact” solution [6, p. 149, 
Eq. (4.2.41)]. 
Y(X) = & + (a - 3p) e-(X’+X)‘t + O(E). 
The outer solution problem is given by 
(2x + 1) J”(X) + 24’(x) = 0, 
Y(l) =P, 
whose solution is 
y(x) = 3P/(2x + 1). 
Using the scaling t = X/E, we write the inner solution problem as 
Y”(f) + (2&t + 1) Y’(t) + 2&Y(t) = 0, 
Y(0) = a = 1, Y($l = P, 
where from (4.19) 
@ = 3/3/(2&f, + 1). 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
Because (4.20) is an exact second order equation, we may write 
immediately a first integral 
Y’(f) + (2&f + 1) Y(f) = c,. (4.23) 
Integrating (4.23) yields 
y(f) = e-““+t’c, 1. ekr2+r) df + cze-W+‘)* (4.24) 
A BOUNDARY VALUETECHNIOUE 399 
Upon approximating the integral by expanding the exponential up through 
first order terms and then integrating, we have 
Y(t) = c,e-q 1 + &(f? - 2t + 2)] + C,e-“‘:“‘. (4.25) 
On invoking the boundary conditions (4.21). we evaluate C, and C’, as 
/LCW -(E$+IfI c, = 
e-4[1 +E(t:-211+2)]-e-‘“j+‘,l(l+ 
(4.26) 
cz = a - C,( 1 + 2e). (4.27 ) 
In Tables 2A, 2B, and 2C we have tabulated for a = 1. p = 2. and 
t,.= 1. 10.20. and 30 the solutions obtained by the boundary value method 
for e = 10-j. lo-‘, and 10m6, respectively. The last two columns of the 
tables list the exact solution and the absolute relative errors to the exact 
solution at the tr specified. As expected, for small E. E = 10 ’ (see Table 2C ). 
the boundary value method solutions for each rf (except f., = 1) are close to 
each other and converge to the exact solution as tf- increases. For c: = 10 mh 
and tr= 30. the maximum relative error is 4( IO-‘). 
For larger E. such as E = lo-‘, we observe that the profiles in Table 2A as 
a function of f, are not close to each other and do not converge to the exact 
solution in the inner solution interval. Examination of )1(.x). C,. and C: 
reveals that they take a minimum value at tr= 10 and furthermore at !, = IO 
the J(X) profile closely approximates the exact solution. In Table 2B for 
E = lOA1 we find that with the exception of the profile at L, = 1. the profiles 
at the various fl are close to each other. Viewing the profiles as a function of 
ff, we observe the profile at fr= 10 is the minimum. It closely approximates 
the exact solution and exhibits a maximum relative error of 7( 10 ‘). If we 
examine C, in (4.26) we observe that as E + 0, C, + 6, which our numerical 
experience confirms. Because the method depends on E being small, it 
appears for this problem that E = 1O-J is the upper bound. 
EXAMPLE 3 [7,p.117]. This is a pathological case. It is particularly 
difficult to solve by any method since its solution for the boundary 
conditions given here drops instantaneously from the initial value to zero and 
remains at zero for the entire interval. The equation has the interesting 
property that one of the constants in the analytical solution is a complex 
number. 
&J”‘(X) + y’(x) -y’(xy = 0, o<.u,< 1. (4.28) 
y(O)=a= 1. y(l)=P=O. (4.29) 
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The exact solution is given by 
y(x)=-sln(1 +e-“,-em-“‘). 
The outer solution problem is given by 
y’(x)[ 1 -J’(X)] = 0. 
(4.30) 
(4.3 1) 
Two possible outer solution differential equations exist. 
y’(x) = 0. (4.32) 
y’(x) = 1. (4.33) 
Equation (4.32) is the correct outer solution differential equation with 
J$ 1) = 0 as the terminal condition. Integrating (4.32) yields the outer 
solution 
Using the scaling 
v(x) = 0. tfs < x < 1. (4.34) 
t =x/E. (4.35 ) 
we write the inner solution problem as 
Y”(t) + Y’(t) - (Y’(t)y/F = 0. (4.36) 
Y(0) = 1, Y(t,) = /T. (4.37) 
where 
/f = y(+s) = 0, (4.38) 
Equation (4.36) may be solved analytically to give 
Y(t) = E In s(-e’E+CP - C,)--‘. (4.39) 
de 
t6-t,&-ll;C 
c, = - 1) (eB:E- e(6-f,Elf&) * (4.40) 
C,=D-&In 
( 
+1 -eu-l)!E) 
(e-“- 1) 1 ’ 
(4.4 1) 
Since the argument of the logarithm in (4.41) is negative, Cj is a complex 
number which can be written as 
C,=p-sin 
( 
-Ql _ e&l)/“) 
(e ‘J - 1) ) 
- im (4.42) 
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and the real part of C,, CT is 
+=&ln 
( 
+(I -&y 
(e-‘f- 1) ) ’ 
so: 
In Tables 3A, 3B, and 3C for a = 1, /I = 0, and tr= 1, 10, 20, and 30 are 
listed the solutions by the boundary value method for E = lo--‘. 10-j. and 
lo-‘, respectively. As expected, for each E, the solutions converge to the 
exact solution as tJ increases. Indeed for each E at t,= 30. the maximum 
relative error is zero. 
CONCLUSIONS 
We have described the boundary value technique for solving singular 
perturbation problems. It is a practical method, easily implemented on a 
computer to solve singular perturbation problems with a modest amount of 
problem preparation. We have illustrated the method with three examples 
with known solutions and have demonstrated that the boundary value 
method approximates the exact solution well. 
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