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Abstract
Symmetries in the Lagrangian formalism of arbitrary order are analysed with
the help of the so-called Anderson-Duchamp-Krupka equations. For the case
of second order equations and a scalar field we establish a polynomial structure
in the second order derivatives. This structure can be used to make more
precise the form of a general symmetry. As an illustration we analyse the case
of Lagrangian equations with Poincare´ invariance or with universal invariance.
1 Introduction
The study of classical field theory in the framework of the Lagrangian formalism
is still a subject of active research. For first-order Lagrangian systems one usually
prefers the use of the Poincare´-Cartan form or related geometrical objects (see for
instance [1],[2]). For higher-order Lagrangian systems it is difficult to find a proper
generalization of the Poincare´-Cartan form having the same properties as for the
first-order case. Particulary difficult is to find such a generalization having a nice
behaviour with respect to the (Noetherian) symmetries. A way out is to use a related
formalism based on the Euler-Lagrange operator and its intrinsec characterization
by Helmholtz equations. In fact, it was noticed sometimes ago that, in the case of
second order differential equations describing a system with finite number of degrees
1e-mail: grigore@roifa.bitnet, grigore@ifa.ro
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of freedom, one can give necessary and sufficient conditions such that the equations
follow from a Lagrangian: they are the so-called Helmholtz equations (see [3] for
a rather complete bibliography on this problem). Remarcably, this result can be
extended to the general case of classical field theory and to equations of arbitrary
order, leading to the so-called Anderson-Duchamp-Krupka (ADK) equations [4], [5],
which semms to be less known in the physics literature. The proper framework for
this formalism is based on the jet-bundle structures.
The purpose of this paper is to prove that this formalism based on the ADK
equations can be used to treat rather completely higher-order Lagrangian systems
with groups of symmetries.
Section 2 has the purpose of presenting the formalism. For the sake of the
completeness we will also sketch the derivations of the ADK equations. Section 3
is dedicated to the extensive study of second-order Lagrangian equations. In the
case of a scalar field one can practically ”solve” the ADK equations establishing
a polynomial structure in the second-order derivatives. This central result greatly
simplifies the study of (Noetherian) symmetries.
In Section 4 we impose, in addition, invariance with respect to some symmetry
group. Combining with the result of Section 3 one can completely analyse some
interesting symmetry groups as the Poincare´ invariance and the so-called universal
invariance [6]. Section 5 is dedicated to some final comments.
2 A Higer-Order Lagrangian Formalism
2.1 The kinematical structure of classical field theory is based on a fibered bundle
structure pi : S 7→ M where S and M are differentiable manifolds of dimensions
dim(M) = n, dim(S) = N + n and pi is the canonical projection of the fibration.
Usually M is interpreted as the ”space-time” manifold and the fibers of S as the
field variables. Next, one considers the k-jet bundle Jkn(S) 7→ M (k = 0, ..., p). By
convention J0n(S) ≡ S and p ∈ IN ∪ {∞}.
One usually must take p ∈ IN but sufficienty large such that all formulas make
sense. Let us consider a local system of coordinates in the chart U ⊆ S : (xµ) (µ =
1, ..., n).
Then on some chart V ⊆ pi−1(U) ⊂ S we take a local coordinate system adapted
to the fibration structure: (xµ, ψA) (µ = 1, ..., n, A = 1, ..., N) such that the canon-
ical projection is pi(xµ, ψA) = (xµ).
Then one can extend this system of coordinates to Jkn(S) for any k ≤ p:
(xµ, ψA, ψAµ , ..., ψ
A
µ1,...,µk
), 1 ≤ µ1 ≤ · · ·µk ≤ n.
If µ1, ..., µk are arbitrary, then by {µ1, ..., µk} we understand the operation of in-
creasing ordering; then the notation ψA{µ1,...,µk} makes sense obviously.
2.2 Let us consider s < p and T a (n+1)-form which can be written in the local
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coordinates introduced above as:
T = TA dψ
A ∧ dx1 ∧ · · · ∧ dxn (2.1)
with TA some smooth functions of (x
µ, ψA, ψAµ , ..., ψ
A
µ1,...,µs
).
Then T can be globally defined. Indeed, if we make a change of charts adapted
to the fiber bundle structure:
φ(xµ, ψA) = (fµ(x), FA(x, ψ)) (2.2)
then in the new coordinates T has the same structure (2.1) as above. In fact, one
immediately gets that:
T ′A = det
(
∂fµ
∂xν
)
∂FB
∂ψA
TB ◦ φ˙ (2.3)
where φ˙ is the lift of φ to Jkn(S).
We call such a T a differential equation of order s.
2.3 To introduce some special type of differential equations we need some very
useful notations [4]. We define the differential operators:
∂
µ1,...,µl
A ≡
r1!...rl!
l!
∂
∂ψA{µ1,...,µl}
(2.4)
for any l = 0, ..., k. Here ri is the number of times the index i appears in the
sequence µ1, ..., µl. The combinatorial factor in (2.4) avoids possible overcounting in
the computations which will appear in the following. One has then:
∂
µ1,...,µl
A ψ
B
ν1,...,νl
=
1
l!
δABperm
(
δµiνj
)
(∀l ≥ 0)
and
∂
µ1,...,µl
A ψ
B
ν1,...,νm
= 0 (l 6= m)
where by perm(A) we mean the permanent of the matrix A.
Next, we define the total derivative operators:
Dµ =
∂
∂xµ
+
∑
l≥0
ψAν1,...,νlµ∂
ν1,...,νl
A . (2.5)
One can check that
Dµψ
A
ν1,...,νl
= ψAν1,...,νlµ (2.6)
[Dµ, Dν ] = 0. (2.7)
Finally we define the differential operators
Dµ1,...,µl ≡ Dµ1 ...Dµl . (2.8)
Because of (2.7) the order of the factors in the right hand side is irrelevant.
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2.4 A differential equation T is called locally variational (or of the Euler-Lagrange
type) iff there exists a local real function L such that the functions TA from (2.1)
are of the form:
EA(L) ≡
∑
l≥0
(−1)lDµ1,...,µl(∂
µ1,...,µl
A L) (2.9)
One calls L a local Lagrangian and:
L ≡ L dx1 ∧ · · · dxn (2.10)
a local Lagrange form. Let us note that L can be globally defined if we admit that
at the change of charts (2.2) L changes as follows:
L′ = det
(
∂fµ
∂xν
)
L ◦ φ˙. (2.11)
If the differential equation T is constructed as above then we denote it by E(L).
A local Lagrangian is called a total divergence if it is of the form:
L = DµV
µ. (2.12)
One can check that in this case we have:
E(L) = 0. (2.13)
This property follows easily from:
[∂µ1,...,µlA , Dν ] =
1
l
l∑
i=1
δµiν ∂
µ1,...,µˆi,...,µl
A , (∀l ≥ 0). (2.14)
The converse of this statement is true if one works on J∞n (S) (see [7]). It is not
known if this is true on Jpn(S) with p finite. A local Lagrangian verifying (2.13) is
called trivial.
2.5 Now we come to the central result from [4], [5].
Theorem 1 Let T be a differential equation of order s. Then T is locally variational
iff the functions TA from (2.1) verify the following equations:
∂
µ1,...,µl
A TB =
s∑
p=l
(−1)pC lpDµl+1,...,µp∂
µ1,...,µp
B TA, (l = 0, ..., s). (2.15)
Remark 1 These are the so-called Anderson-Duchamp-Krupka equations. For n =
1 and s = 2 one obtains the well-known Helmholtz equations.
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Sketch of the proof [4]
We remind the reader that we are working on Jpn(S) with p sufficiently large.
=⇒ :
Suppose that L is a local Lagrangian depending on (xµ, ψA, ψAµ , ..., ψ
A
µ1,...,µr
) with
2r ≥ s.
Then we must show that TA = EA(L) verify the ADK equations. The idea is the
following: let yA (A = 1, ..., N) some x-dependent functions and:
yAµ1,...,µl ≡
∂lyA
∂xµ1 ...∂xµl
(∀l = 0, ..., 2r).
We define (locally) the vector field Y by:
Y =
2r∑
i=0
yAµ1,...,µl∂
µ1,...,µl
A .
One proves by direct computations that:
LY (L) = iYE(L) + L0.
Here LY and iY are the standard operations of Lie derivative and inner contrac-
tion. L0 is a Lagrange form corresponding to the trivial Lagrangian L0 = DµV
µ
where:
V µ ≡
r∑
p=1
p∑
l=1
(−1)l+1yAµl+1,...,µpDµ1,...,µl−1
(
∂
µ1,...,µˆl,...,µpν
A L
)
.
So one has evidently:
E(LY (L)) = E(iYE(L)).
But the Euler-Lagrange operator E contains only the operators ∂µ1,...,µlA and Dµ
(see (2.9)) and one can check directly that both commute with LY when applied to
L; so E commutes with LY and the preceeding relation implies:
LY (T ) = E(iY T ).
The ADK equations are nothing but the coefficients of yAµ1,...,µl in this equation.
⇐= :
Suppose that the differential equation T verifies (locally) the equations (2.15).
One can choose the system of local coordinates such that TA are regular functions
in the point: ψAµ1,...,µl = 0 (l = 0, ..., s). Then one defines the (local) Lagrangian:
L =
∫ 1
0
ψATA ◦ χλdλ (2.16)
where
χλ(x
µ, ψA, ψAµ , ..., ψ
A
µ1,...,µp
) = (xµ, λψA, λψAµ , ..., λψ
A
µ1,...,µp
).
Then by direct computations one gets that TA = EA(L). ✷
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The expression (2.16) is called the Tonti Lagrangian.
2.6 One would like to show that the ADK equations have a global meaning i.e.
if in some chart TA verify (2.15), then T
′
A given by (2.3) verify (2.15). Suppose that
TA verify (2.15). Then Theorem 1 shows that TA = EA(L) for some Lagrange form
L. If we consider a change of coordinates φ on S (see subsection 2.2) one can prove
that
T ′A = E(L
′) (2.17)
where L′ is the Lagrange form associated to the Lagrangian given by (2.11). We
apply again Theorem 1 and obtain that T ′A verify again (2.15). Let us give the
idea of the proof of (2.17). An evolution is any section Ψ : M → S of the bundle
pi : S 7→M.
Let us denote by Ψ˙ : M → Jsn(S) the natural lift of Ψ and define the action
functional by:
AL(Ψ) ≡
∫
(Ψ˙)∗L. (2.18)
The fundamental formula of the variational calculus is then:
δXAL(Ψ) ≡
∫
(Ψ˙)∗iXE(L) (2.19)
where X ≡ XA ∂
∂ψA
is the infinitesimal variation. One computes in two obvious ways
this variation and discovers that EA(L) and EA(L
′) are connected by a relation of
the type (2.3). From this the equation (2.17) follows immediately.
2.7 Let us suppose that T is a differential equation and pi : S 7→M is a evolution.
One says that Ψ is a solution of T if one has:
(Ψ˙)∗ T = 0. (2.20)
If T is locally variational T = E(L) one obtains the global form of the Euler-
Lagrange equations. In local coordinates one can arrange such that Ψ has the form
xµ 7→ (xµ,Ψ(x)); then Ψ˙ :M → Jsn(S) is given by
xµ 7→
(
xµ,Ψ(x),
∂Ψ
∂xµ
(x), ...,
∂Ψ
∂xµ1 ...∂xµs
(x)
)
and (2.20) take the well-known form.
2.8 We come now to the notion of symmetry. By a symmetry of T we understand
a map φ ∈ Diff(S) such that if Ψ : M → S is a solution of T , then φ ◦ Ψ is a
solution of T also.
It is tempting to try to classify all possible symmetries associated to a given T.
In general, this problem is too difficult to tackle. We will solve a particular case in
the next section. For the moment we content ourselves to note that if φ verifies:
(φ˙)∗ T = λT, (λ ∈ IR∗) (2.21)
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(φ˙ ∈ Diff(Jsn(S)) being the natural lift of φ), then φ is a symmetry. For λ = 1
these are the so-called Noetherian symmetries. Indeed if T = E(L) one can recover
the usual definition:
AL(φ ◦Ψ) = AL(Ψ) + a trivial action (2.22)
where by a trivial action we mean an action AL0 with L0 a trivial Lagrangian.
Noetherian symmetries are important because from (2.22) one can obtain conserva-
tion laws.
3 Second Order Euler-Lagrange Equations
3.1 We particularize the ADK equations for case s = 2 of second-order Euler-
Lagrange equations. It is not hard to obtain the following set of equations:
∂
µ1µ2
A TB = ∂
µ1µ2
B TA (3.1)
(∂µρ1B ∂
ρ2ρ3
C + ∂
µρ2
B ∂
ρ3ρ1
C + ∂
µρ3
B ∂
ρ1ρ2
C )TA = 0 (3.2)
∂
µ1
A TB + ∂
µ1
B TA = 2
(
∂µ2 + ψ
C
µ2
∂C + ψ
C
{µ2ν1}∂
ν1
C
)
∂
µ1µ2
B TA (3.3)
∂ATB − ∂BTA = −
(
∂µ1 + ψ
C
µ1
∂C + ψ
C
{µ1ν1}
∂ν1C
)
∂
µ1
B TA +(
∂µ1 + ψ
C
µ1
∂C + ψ
C
{µ1ν1}∂
ν1
C
) (
∂µ2 + ψ
D
µ2
∂D + ψ
D
{µ2ν2}∂
ν2
D
)
∂
µ1µ2
B TA. (3.4)
It is plausible to conjecture that from (3.1) and (3.2) follows that TA is a polyno-
mial in the second order derivatives ψA{µν}.We have succeded to prove this conjecture
for the case of the scalar field N = 1.
3.2 Let M ≃ IRn with coordinates (xµ) µ = 1, ..., n and S ⊂M × IR with coordi-
nates (xµ, ψ).We can imbed naturally Jkn(S) in an Euclidean space with coordinates
(xµ, ψ, ψµ, ..., ψµ1,...,µk).
Then we have from (2.1), (2.4) and (2.5):
T = T dψ ∧ dx1 ∧ · · · ∧ dxn (3.5)
∂µ1,...,µl ≡
r1!...rl!
l!
∂
∂ψ{µ1,...,µl}
(3.6)
Dµ =
∂
∂xµ
+
∑
l≥0
ψ{ν1,...,νlµ}∂
ν1,...,νl. (3.7)
The ADK equations (3.1)-(3.4) simplify considerably. In fact (3.1) is trivial,
(3.2) and (3.3) become
(∂µρ1∂ρ2ρ3 + ∂µρ2∂ρ3ρ1 + ∂µρ3∂ρ1ρ2) T (3.8)
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and respectively
∂µT =
(
∂
∂xν
+ ψν∂ + ψ{νρ}∂
ρ
)
∂µνT . (3.9)
Finally (3.4) is a consequence of (3.9). We will be able to prove that (3.8) is
compatible with a polynomial structure of T in the second order derivatives ψ{µν}.
3.3 Let us note that Tonti Lagrangian associated to T is (see (2.16)):
L =
∫ 1
0
ψT ◦ χλdλ (3.10)
with
χλ(x
µ, ψ, ψµ, ψ{µν}) = (x
µ, λψ, λψµ, λψ{µν}).
The Euler-Lagrange equations for L are a priori of order fourth because the
Lagrangian is of second order (see (2.9)). It follows that there are some constraints
on L; namely one should require that the terms of third and fourth order in the
expression E(L) should be identically zero. It is easy to prove that this condition
amounts to:
(∂µρ1∂ρ2ρ3 + ∂µρ2∂ρ3ρ1 + ∂µρ3∂ρ1ρ2)L = 0 (3.11)
More precisely we have
Lemma 1 A second order Lagrangian L leads to second order Euler-Lagrange equa-
tions if and only if it verifies the relation (3.11). In this case we have:
E(L) = ∂L −
(
∂
∂xµ
+ ψµ∂ + ψ{µν}∂
ν
)
∂µL
+
(
∂
∂xµ1
+ ψµ1∂ + ψ{µ1ν1}∂
ν1
)(
∂
∂xµ2
+ ψµ2∂ + ψ{µ2ν2}∂
ν2
)
∂µ1µ2L
(3.12)
3.4 We turn now to the study of the equations (3.8) (or (3.11)). Let us define
the expressions:
ψµ1,...,µk;ν1,...,νk ≡
1
(n− k)!
εµ1,...,µnεν1,...,νn
n∏
i=k+1
ψ{µiνi} (∀k = 0, ..., n) (3.13)
Up to a sign, ψµ1,...,µk;ν1,...,νk is the determinant of the matrix ψ{µν} with the lines
µ1, ..., µk and the columns ν1, ..., νk deleted. The combinatorial factor is chosen such
that:
ψ∅,∅ = det(ψ{µν}). (3.14)
We prove now
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Theorem 2 The general solution of the equations (3.8) is of the following form:
T =
n∑
k=0
1
(k!)2
Tµ1,...,µk;ν1,...,νkψ
µ1,...,µk;ν1,...,νk (3.15)
where T... are independent of ψ{µν}:
∂ρσTµ1,...,µk;ν1,...,νk = 0, (∀k = 0, ..., n) (3.16)
and have the same symmetry properties as ψ...: complete antisymmetry in µ1, ..., µk,
complete antisymmetry in ν1, ..., νk and symmetry with respect to the interchange:
µ1, ..., µk ↔ ν1, ..., νk.
Proof
(i) One uses induction over n. For n = 2, the equations (3.8) are simple to write
and one obtains indeed that the general solution is of the form (3.15). We suppose
that we have the assertion of the theorem for a given n and we prove it for n+1. In
this case the indices µ, ν, ... takes values (for notational convenience) µ, ν, ... = 0, ..., n
and i, j, ... = 1, ..., n. If we consider in (3.8) that µ, ρ1, ρ2, ρ3 = 1, ..., n then we can
apply the induction hypotesis and we get.
T =
n∑
k=0
1
(k!)2
T˜i1,...,ik;j1,...,jkψ˜
i1,...,ik;j1,...,jk (3.17)
Here T˜ has obvious symmetry properties and can depend on x, ψ, ψµ and ψ{0µ}.
The minors ψ˜... are constructed from the matrix ψ{ij} according to the prescription
(3.13).
(ii) We still have at our disposal the relation (3.8) where at least one index takes
the value 0. We obtain rather easily:
(
∂00
)2
T˜i1,...,ik;j1,...,jk = 0, (∀k = 0, ..., n) (3.18)
∂00∂0lT˜i1,...,ik;j1,...,jk = 0, (∀k = 0, ..., n) (3.19)
∂0l∂0mT˜∅;∅ = 0 (3.20)
1
2
k∑
p,q=1
(−1)p+q
(
δmip δ
l
jq
+ δlipδ
m
jq
)
∂00T˜i1,...,iˆp,...ik;j1,...,jˆq,...,jk +
2 ∂0l∂0mT˜i1,...,ik;j1,...,jk = 0, (∀k = 1, ..., n) (3.21)
∑
(l,m,r)
k∑
p,q=1
(−1)p+q
(
δmip δ
r
jq
+ δripδ
m
jq
)
∂0lT˜i1,...,iˆp,...ik;j1,...,jˆq,...,jk = 0 (∀k = 1, ..., n).
(3.22)
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Here by
∑
(l,m,r) we understand the sum over all cyclic permutations of the indices
l, m, r.
It is a remarcable fact that these equations can be solved i.e. one can describe
the most general solution.
From (3.18) we have:
T˜i1,...,ik;j1,...,jk = T
(0)
i1,...,ik;j1,...,jk
+ ψ{00}T
(1)
i1,...,ik;j1,...,jk
(k = 0, ..., n) (3.23)
with the restrictions:
∂00T
(l)
i1,...,ik;j1,...,jk
= 0, (k = 0, ..., n; l = 0, 1) (3.24)
From (3.19) and (3.20) we also get:
∂0lT
(1)
i1,...,ik;j1,...,jk
= 0, (k = 0, ..., n) (3.25)
∂0l∂0mT
(0)
∅;∅ = 0, (3.26)
Finally (3.21) and (3.22) become:
1
2
k∑
p,q=1
(−1)p+q
(
δmip δ
l
jq
+ δlipδ
m
jq
)
∂00T
(1)
i1,...,iˆp,...ik;j1,...,jˆq,...,jk
+
2 ∂0l∂0mT
(0)
i1,...,ik;j1,...,jk
= 0, (∀k = 1, ..., n) (3.27)
∑
(l,m,r)
k∑
p,q=1
(−1)p+q
(
δmip δ
r
jq
+ δripδ
m
jq
)
∂0lT
(0)
i1,...,iˆp,...ik;j1,...,jˆq,...,jk
= 0 (∀k = 1, ..., n) (3.28)
(iii) Now the analysis can be pushed further if we apply the operator ∂0r to
(3.27); taking into account (3.24) we obtain:
∂0r∂0l∂0mT
(0)
i1,...,ik;j1,...,jk
= 0 (∀k = 1, ..., n) (3.29)
The equations (3.26) and (3.29) can be used to obtain rather easily a polynomial
structure in ψ{0l}. The details are elementary and one gets from (3.26):
T
(0)
∅;∅ = T
∅
∅;∅ +
∑
l
T l∅;∅ψ{0l} (3.30)
with
∂0µT ...∅;∅ = 0. (3.31)
Analogously, one establishes from (3.29):
T
(0)
i1,...,ik;j1,...,jk
= T ∅i1,...,ik;j1,...,jk +
∑
l
T li1,...,ik;j1,...,jkψ{0l} +
1
2
∑
l,m
T lmi1,...,ik;j1,...,jkψ{0l}ψ{0m}, (∀k = 1, ..., n). (3.32)
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Here we have:
∂0µT ...i1,...,ik;j1,...,jk = 0 (k = 0, ..., n). (3.33)
We can also suppose that:
T lmi1,...,ik;j1,...,jk = T
ml
i1,...,ik;j1,...,jk
. (3.34)
If we insert (3.32) into (3.27) we get:
T lmi1,...,ik;j1,...,jk = −
1
2
k∑
p,q=1
(−1)p+q
(
δmip δ
l
jq
+ δlipδ
m
jq
)
T
(1)
i1,...,iˆp,...ik;j1,...,jˆq,...,jk
. (3.35)
Finally, inserting (3.32) into (3.28) we get:
∑
(l,m,r)
k∑
p,q=1
(−1)p+q
(
δmip δ
r
jq
+ δripδ
m
jq
)
T l
i1,...,iˆp,...ik;j1,...,jˆq,...,jk
= 0 (∀k = 1, ..., n) (3.36)
∑
(l,m,r)
k∑
p,q=1
(−1)p+q
(
δmip δ
r
jq
+ δripδ
m
jq
)
T ls
i1,...,iˆp,...ik;j1,...,jˆq,...,jk
= 0 (∀k = 1, ..., n) (3.37)
Let us summarize what we have obtained up till now. The solution of (3.18)-
(3.22) is given by (3.23) where T (0)... is given by (3.32) with T
lm
... explicitated by (3.35)
and T l... restricted by (3.36). One also has to keep in mind (3.31) and (3.33). We will
show that (3.35) identically verifies (3.37) so in fact we are left to solve only (3.36).
(iv) It is rather strange that equations of the type (3.36) and (3.37) can be anal-
ysed using techniques characteristic to quantum mechanics, namely the machinery
of Fock space. In fact, let us consider the antisymmetric Fock space F (−)(IRn); we
define next the Hilbert space H ≡ F (−)(IRn)⊗ F (−)(IRn)
It is clear that the tensors T ...i1,...,ik;j1,...,jk can be viewed as elements of H verifying
also the symmetry property:
ST ... = T ... (3.38)
where
S(φ⊗ ψ) = ψ ⊗ φ, (∀φ, ψ ∈ F (−)(IRn)). (3.39)
Let us denote by a(l) and a
∗(l), (∀l = 1, ..., n) the annihilation and respectively
the creation operators acting in F (−)(IRn); then we have in H the operators:
b∗(l) ≡ a∗(l) ⊗ 1, c∗(l) ≡ 1⊗ a∗(l)
and similarly for b(l) and c(l). In these notations (3.35) and (3.36), (3.37) become:
T lm = −
1
2k2
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T (1) (3.40)
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T r = 0 (3.41)
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∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T rs = 0 (3.42)
Now it is extremely easy to prove that (3.40) identically verifies (3.42) so, in fact,
(3.35) identically verifies (3.37) as we have announced above.
We concentrate now on (3.41). If we take l = m = r we get:
b∗(l)c∗(l)T l = 0 (no summation over l!)
which easily implies that T l must have the following structure:
T l = b∗(l)B + c∗(l)C + b∗(l)c∗(l)D
with B,C and D obtained from the vacuum by applying polynomial operators in
all creation operators with the exception of b∗(l) and c∗(l).
From (3.38) we get:
C = SB, D = SD
so, in fact, T l is of the form:
T l = b∗(l)B′ + c∗(l)SB′ (3.43)
with B′ arbitrary. Now it is easy to prove that (3.43) identically verifies (3.41) so it
is the most general solution of this equation.
Reverting to index notations, it follows that the most general solution of (3.36)
is of the form:
T li1,...,ik;j1,...,jk =
k∑
p=1
(−1)p−1
(
δlipTi1,...,iˆp,...ik;j1,...,jk + δ
l
jp
Tj1,...,jˆp,...,jk;i1,...,ik
)
(3.44)
where Ti2,...,ik;j1,...,jk is completely antisymmetric in i2, ..., ik and in j1, ..., jk.
The structure of Ti1,...,ik;j1,...,jk is completely elucidated: it is given by (3.23) where
T (0)... is given by (3.30) and (3.32); in (3.32) T
l
... is given by (3.44) and T
lm
... by (3.35).
Everything depends on some arbitrary functions T ...∅;∅ and T
(1)
... which do not depend
on ψ{0µ}.
(v) It remains to introduce the expression for T˜ in (3.17) and regroup the terms.
If we define:
T∅;∅ ≡ T
∅
∅;∅
T0,i1,...,ik;0j1,...,jk ≡ (k + 1)T
∅
i1,...,ik;j1,...,jk
Ti1,...,ik;j1,...,jk ≡ T
(1)
i1,...,ik;j1,...,jk
T0,i2,...,ik;j1,...,jk ≡ kTi2,...,ik;j1,...,jk
then (3.17) goes into (3.15). ✷
3.5 We can insert the solution (3.15) of (3.8) into (3.9) and obtain some restric-
tions on the functions T....
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It is convenient to define:
δ
δxµ
≡
∂
∂xµ
+ ψµ∂ (3.45)
Then we obtain:
k∑
i,j=1
(−1)i+j
(
δρµi
δTµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
δxνj
+ δρνj
δTµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
δxµi
)
=
k∑
i=1
(−1)i−1
[
δρµi
(
∂λTλ,µ1,...,µˆi,...,µk;ν1,...,νk
)
+ δρνi
(
∂λTµ1,...,µk;λ,ν1,...,νˆi,...,νk
)]
(3.46)
(k = 1, ..., n− 1),
∂ρTµ1,...,µn;ν1,...,νn =
1
2
n∑
i,j=1
(−1)i+j
(
δρµi
δTµ1,...,µˆi,...,µn;ν1,...,νˆj,...,νn
δxνj
+ δρνj
δTµ1,...,µˆi,...,µn;ν1,...,νˆi,...,νn
δxµi
)
(3.47)
So we have:
Theorem 3 The most general local variational differential equation of second order
for a scalar field is given by (3.15) where the functions T... have the structure decribed
in the statement of Theorem 2 and also verify (3.46) and (3.47).
3.6 We concentrate now on the form of possible Lagrangians producing second
order differential equations. According to subsection 3.3 such a Lagrangian can be
taken to be of second order and constrained by (3.11). According to Theorem 2 this
means that L can be taken of the form:
L =
n∑
k=0
1
(k!)2
Lµ1,...,µk;ν1,...,νkψ
µ1,...,µk;ν1,...,νk (3.48)
with L... independent of ψ{ρσ} :
∂ρσLµ1,...,µk;ν1,...,νk = 0 (k = 0, ..., n) (3.49)
and with the same symmetry properties as T....
Of course, it is possible that two different Lagrangians of the type (3.48) give
the same Euler-Lagrange operator. To investigate the extent of this arbitrariness
we compute E(L). As expected, we get something of the form (3.15):
E(L) =
n∑
k=0
1
(k!)2
T (L)µ1,...,µk;ν1,...,νkψ
µ1,...,µk;ν1,...,νk (3.50)
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where:
T (L)µ1,...,µk;ν1,...,νk = (n− k + 1)∂Lµ1,...,µk;ν1,...,νk +
δ
δxρ
(∂ρLµ1,...,µk;ν1,...,νk) +
k∑
i=1
(−1)i
[
δ
δxµi
(
∂λLλ,µ1,...,µˆi,...,µk;ν1,...,νk
)
+
δ
δxνi
(
∂λLµ1,...,µk;λν1,...,νˆi,...,νk
)]
+
k∑
i,j=1
(−1)i+j
δ2Lµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
δxµiδxνj
− ∂λ∂ζLλ,µ1,...,µk;ζ,ν1,...,νk (3.51)
(k = 0,...,n-2),
T (L)µ1,...,µn−1;ν1,...,νn−1 = 2∂Lµ1,...,µn−1;ν1,...,νn−1 +
δ
δxρ
(
∂ρLµ1,...,µn−1;ν1,...,νn−1
)
+
n−1∑
i=1
(−1)i
[
δ
δxµi
(
∂λLλ,µ1,...,µˆi,...,µn−1;ν1,...,νn−1
)
+
δ
δxνi
(
∂λLµ1,...,µn−1;λ,ν1,...,νˆi,...,νn−1
)]
+
n−1∑
i,j=1
(−1)i+j
δ2Lµ1,...,µˆi,...,µn−1;ν1,...,νˆj,...,νn−1
δxµiδxνj
(3.52)
T (L)µ1,...,µn;ν1,...,νn = ∂Lµ1,...,µn;ν1,...,νn −
δ
δxρ
(∂ρLµ1,...,µn;ν1,...,νn) +
n∑
i,j=1
(−1)i+j
δ2Lµ1,...,µˆi,...,µn;ν1,...,νˆj,...,νn
δxµiδxνj
(3.53)
We use in these equations the Bourbaki convention
∑
∅ · · · = 0. So, L given by
(3.48) leads to trivial Euler-Lagrange equations iff the expressions T (L)... defined
above are identically zero.
3.7We are prepared to investigate now the most general expression of a symmetry
for a second order local variational differential equation for a scalar field. We have:
Theorem 4 Let T a local variational differential equation for a scalar field and
φ ∈ Diff(S) a symmetry. Then there exists ρ ∈ F(Jsn(S)) such that:
∂µνρ = 0 (3.54)
and
(φ˙)∗ T = ρT. (3.55)
Proof
The condition that φ is a symmetry is that (2.20) should be equivalent to the
same equation with Ψ 7→ φ◦Ψ for any evolution Ψ :M 7→ S. Because Ψ is arbitrary
one obtains that:
T = 0⇔ (φ˙)∗ T = 0.
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Equivalenty, if we define T ′ by
(φ˙)∗ T = T ′ dψ ∧ dx1 ∧ ... ∧ dxn
then we have:
T = 0⇔ T ′ = 0.
One easily obtains from here, under some reasonable regularity conditions, that
there exists a funtion ρ ∈ F(Jsn(S)) such that
T ′ = ρ T . (3.56)
Because T and T ′ are locally variational T and T ′ have the polynomial structure
given by (3.15). So we have ρ = p
p′
, where p and p′ are some polynomials in ψ{µν}.
So, (3.56) is:
p T = p′ T ′. (3.57)
We identify the terms of maximal degree in ψ{µν} in both sides and find
pmax T∅;∅ det(ψ) = p
′
max T
′
∅;∅ det(ψ) ⇔ pmax = ρ0 p
′
max (3.58)
where ρ0 ≡
T∅;∅
T ′
∅;∅
. We insert this in (3.57) and continue by recurrence. Finally one
gets ρ = ρ0 so we have in fact (3.54). Moreover, it is clear that (3.56) is equivalent
to (3.55). ✷
Remark 2 One can obtain some usefull relations from (3.56) if we insert it into
(3.46) and (3.47) and take into account that T verify these equations also. One
obtains:
k∑
i,j=1
(−1)i+j
(
δρµi
δf
δxνj
+ δρνj
δf
δxµi
)
Tµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
=
k∑
i=1
(−1)i−1
(
δρµiTλ,µ1,...,µˆi,...,µk;ν1,...,νk + δ
ρ
νi
Tµ1,...,µk;λ,ν1,...,νˆi,...,νk
) ∂f
∂ψλ
(3.59)
(k = 1,...,n-1),
∂f
∂ψρ
Tµ1,...,µn;ν1,...,νn =
1
2
n∑
i,j=1
(−1)i+j
(
δρµi
δf
δxνj
+ δρνj
δf
δxµi
)
Tµ1,...,µˆi,...,µn;ν1,...,νˆj,...,νn
(3.60)
These relations can be used to obtain some restrictions on the function f . For
instance, let us suppose that δf
δxλ
= 0 and ∂f
∂ψρ
= 0. Then one obtains that either
∂f
∂ψ
= 0 (in this case f is locally constant) or T... verifies:
k∑
i,j=1
(−1)i+j
(
δρµiψνj + δ
ρ
νj
ψµi
)
Tµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk = 0 (k = 1, ..., n). (3.61)
Remark 3 Theorem 2 is a sort of Lee-Hwa Chung theorem [9] for the Lagrangian
formalism.
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4 Lagrangian Systems with Groups of Symme-
tries
4.1 We will study two types of symmetry in this section. First, the case when the
group of symmetries is a Lie group (with a typical case the Poincare´ invariance) and
next the case when the group of symmetries is infinite dimensional (with the typical
case the universal invariance).
4.2 Let us consider a second order locally variational equation with Poincare´
invariance. (When speaking of Poincare´ invariance we will have in mind the proper
orthochronous Poincare´ group, although there is no dificulty in treating the inver-
sions with the same method.)
So, M from 3.2 is the n-dimensional Minkowski space and for obvious reasons
the indices µ, ν, ... will take the values 0, 1, ..., n−1; the Minkowski bilinear form G..
has the signature (1,−1, ...,−1). The action of the Poincare´ group on S ≡ M × IR
is
φL,a(x, ψ) = (Lx+ a, ψ) (4.1)
with L a Lorentz transformation and a ∈ IRn a translation in the affine space M .
The lift of (4.1) to J2n(S) is:
φ˙L,a(x, ψ, ψµ, ψ{µν}) = (Lx+ a, ψ, Lµ
νψν , Lµ
ρLν
σψ{ρσ}) (4.2)
and the condition of Poincare´ invariance is by definition:
(φ˙L,a)
∗ T = T (4.3)
(so we are considering only Noetherian symmetries).
The equation (4.3) is equivalent to:
T ◦ φ˙L,a = T . (4.4)
For L = 1 one obtains the x-independence of T :
∂T
∂xµ
= 0 (4.5)
and from (4.4) we still have the Lorentz invariance of T :
T (ψ, Lµ
ρLν
σψ{ρσ}) = T (ψ, ψµ, ψ{µν}) (4.6)
If we insert (3.15) into (4.5) and (4.6) we get that T... are x-independent:
∂Tµ1,...,µk;ν1,...,νk
∂xλ
= 0 (k = 0, ..., n) (4.7)
and also that T... are Lorentz covariant tensors depending only of ψ and ψµ.
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Using the usual method [8] of analysing the generic form of such a tensorial
covariant functions one obtains that T... is a sum of expressions of the type:
ψ....ψ.G.....G..A(ψ, J)
where J ≡ ψµψµ is a Lorentz invariant.
One has to take into account now the various symmetry properties of T.... First
one notices that one cannot have more than two factors ψ. because for three factors
or more one contradicts the antisymmetry in µ1, ..., µk or/and in ν1, ..., νk. Because
we also have symmetry with respect to the change (µ1, ..., µk) ↔ (ν1, ..., νk) it is
clear that we have two types of terms: terms containing no ψ. factors and terms
containing exactly two ψ. factors, more precisely of the form ψµkψνl. Also, to avoid
contradicting of the antisymmetry the factors G.. alloweded are of the form Gµkνl.
Summing up, the most general Lorentz covariant tensor T... respecting the sym-
metry properties from the statement of Theorem 2 is
Tµ1,...,µk;ν1,...,νk = AkIµ1,...,µk;ν1,...,νk + BkJµ1,...,µk;ν1,...,νk. (4.8)
Here Ak and Bk are smooth functions of ψ and J . We use the convention B0 = 0
and we have defined
Iµ1,...,µk;ν1,...,νk =
∑
σ,τ∈P{1,...,k}
(−1)|σ|+|τ |
k∏
i=1
Gµσ(i)ντ(i) (k = 0, ..., n) (4.9)
Jµ1,...,µk;ν1,...,νk =
∑
σ,τ∈P{1,...,k}
(−1)|σ|+|τ |ψµσ(1)ψντ(1)
k∏
i=2
Gµσ(i)ντ(i) (k = 0, ..., n) (4.10)
with the conventions I∅;∅ ≡ 1, J∅;∅ ≡ 0.
One must insert (4.8) into the remaining ADK equations (3.46) and (3.47). The
result of this tedious computation is:
∂Ak−1
∂ψ
− 2k
∂Ak
∂J
− 2J
∂Bk
∂J
− (n+ k)Bk = 0 (k = 1, ..., n− 1) (4.11)
∂Bk
∂ψ
= 0 (k = 1, ..., n− 2) (4.12)
2
∂An
∂J
+ (n− 1)!
∂An−1
∂ψ
= 0 (4.13)
where we understand that for n = 2, (4.12) dissapears. Inserting (4.8) into (3.15) it
follows that we have:
Theorem 5 The most general local variational differential equation of second order
for a scalar field having Poincare´ invariance in the sense (4.4) is of the form:
T = A0det(ψ) +
n−1∑
k=1
(AkIk + BkJk) +An (4.14)
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where Ik and Jk are the Lorentz invariants:
Ik ≡
(
k∏
i=1
Gµiνi
)
ψµ1,...,µk;ν1,...,νk (4.15)
and
Jk ≡ ψµ1ψν1
(
k∏
i=2
Gµiνi
)
ψµ1,...,µk;ν1,...,νk. (4.16)
Also the functions A0, ...,An and B1, ...,Bn−1 depend smoothly only of ψ and J
and verify the equations (4.11)-(4.13). One can take B1, ...,Bn−2 arbitrary functions
of J and An,Bn−1 arbitrary functions of ψ and J . Then (4.11)-(4.13) can be used
to fix A0, ...,An−1 up to an arbitrary function of J . The Tonti Lagrangian has the
structure (4.14) also.
4.3 Let us study now the so-called universal invariance. Suppose F ∈ Diff(IR);
then we define φF ∈ Diff(S) by:
φF (x, ψ) = (x, F (ψ)). (4.17)
The natural lift of φF ∈ Diff(S) to J
2
n(S) is:
φ˙F (x, ψ, ψµ, ψ{µν}) = (x, F (ψ), F
′(ψ)ψµ, F
′(ψ)ψ{µν} + F
′′(ψ)ψµψν). (4.18)
We say that the differential equation T has universal invariance if we have:
(φ˙F )
∗ T = ρF T (4.19)
The function ρF ∈ Diff(J
2
n(S)) does not depend on ψ{µν} according to Theorem
4 and it is a cohomological object [10]. As in [10] we will consider only the case
when:
ρF = (F
′)p. (4.20)
In this case (4.19) is equivalent to:
T ◦ φ˙F = (F
′)p−1 T . (4.21)
Remark 4 According to Remark 2, we have two cases: either p = 1 or we have
(3.61).
We take F to be an infinitesimal diffeomorphism i.e.
F (ψ) = ψ + θ(ψ) (4.22)
with θ infinitesimal but otherwise arbitrary and we can cast (4.21) into the infinites-
imal form; one obtains:
∂T = 0 (4.23)
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ψµ∂
µT + ψµψν∂
µνT = (p− 1)T (4.24)
ψµψν∂
µνT = 0. (4.25)
Let us note that (4.24) is the infinitesimal form of the homogeneity equation:
T (x, λψµ, λψ{µν}) = λ
p−1 T (x, ψµ, ψ{µν}) (∀λ ∈ IR
∗). (4.26)
If we insert in these equations the expression (3.15) we obtain equivalently:
∂Tµ1,...,µk;ν1,...,νk = 0 (k = 0, ..., n) (4.27)
Tµ1,...,µk;ν1,...,νk(x, λψµ) = λ
k+p−1−nTµ1,...,µk;ν1,...,νk(x, ψµ) (k = 0, ..., n) (4.28)
n∑
i,j=1
(−1)i+jψµiψνjTµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk = 0. (k = 1, ..., n) (4.29)
Let us note that for p 6= 0, (4.29) follows from (3.61).
One must add to these equations (3.46) and (3.47) which are in our case:
k∑
i,j=1
(−1)i+j
(
δρµi
∂Tµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
∂xνj
+ δρνj
∂Tµ1,...,µˆi,...,µk;ν1,...,νˆj,...,νk
∂xµi
)
=
k∑
i=1
(−1)i−1
[
δρµi
(
∂λTλ,µ1,...,µˆi,...,µk;ν1,...,νk
)
+ δρνi
(
∂λTµ1,...,µk;λ,ν1,...,νˆi,...,νk
)]
(4.30)
(k = 1,...,n-1),
∂ρTµ1,...,µn;ν1,...,νn =
1
2
n∑
i,j=1
(−1)i+j
(
δρµi
∂Tµ1,...,µˆi,...,µn;ν1,...,νˆj,...,νn
∂xνj
+ δρνj
∂Tµ1 ,...,µˆi,...,µn;ν1,...,νˆj,...,νn
∂xµi
)
(4.31)
The system (4.27)-(4.31) seems to be too hard to solve in the general case. We
content ourselves to study two particular cases.
(a) T is translational invariant i.e.
∂T
∂xλ
= 0 (4.32)
or:
∂Tµ1 ,...,µk;ν1,...,νk
∂xλ
= 0 (k = 0, ..., n). (4.33)
For p = n + 1 one obtains the particular solution
T = T∅;∅det(ψ) (4.34)
with T∅;∅ constant. This is the solution appearing in [6].
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(b) It is clear that T follows from a first order Lagrangian iff
Tµ1,...,µk;ν1,...,νk = 0 (k = 0, ..., n− 2). (4.35)
In this case:
T = T0 + T
ρσψ{ρσ}. (4.36)
One easily obtains that (4.27)-(4.31) reduces to:
∂T0 = 0 (4.37)
∂T ρσ = 0 (4.38)
T0(x, λψµ) = λ
p−1T0(x, ψµ) (4.39)
T ρσ(x, λψµ) = λ
p−2T ρσ(x, ψµ) (4.40)
ψρψσT
ρσ = 0 (4.41)
∂ρT µν − ∂µT ρν = 0 (4.42)
∂ρT0 =
∂T ρσ
∂xσ
. (4.43)
This system was analysed in [10] where it was found that it has solutions for
p = 0 and p = 1.
5 Conclusions
The central formula obtained in this paper is (3.15). This expression affords a rather
complete treatement of local variational differential equations of second order with
groups of symmetry.
It is plausible that (3.15) admits generalizations for the case N > 1 (i.e. fields
with more than one components) and for s > 2 (i.e. equations of arbitrary order).
Maybe as a first step one should try the more modest cases: N > 1, s = 2 or
N = 1, s > 2.
These problems will be adressed in further publications.
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