Abstract: Weighted norm estimates and representation formulas are proved for nonhomogeneous singular integrals with no regularity condition on the kernel and only an L log L integrability condition. The representation formulas involve averages over a starshaped set naturally associated with the kernel. The proof of the norm estimates is based on the representation formulas, some new variations of the Hardy-Littlewood maximal function, and weighted Littlewood-Paley theory.
Introduction
R. Fefferman [5] introduced non-homogeneous singular integral operators of the form T f (x) = p. v.
R n Ω(y) |y| n h(|y|)f (x − y) dy.
We prove conditions on weight functions so that T is a bounded mapping on the weighted space L p w = L p (R n , w(x)dx), 1 < p < ∞, n ≥ 2. In addition to the standard requirements on the kernel (Ω is positively homogeneous of degree zero and S n−1 Ω(θ) dθ = 0), we assume only that Ω is in L log L(S n−1 ), that is,
|Ω(θ)|(1 + log + |Ω(θ)|) dθ < ∞.
In particular, there is no regularity condition on Ω. The radial function h satisfies 2R R |h(r)| σ dr ≤ C h R for all R > 0 and for an appropriate value of σ > 1. J. Duoandikoetxea and J.L. Rubio de Francia [4] proved weighted norm inequalities for T when Ω is essentially bounded on S n−1 . Their results were generalized by D.K. Watson [11] to the case Ω ∈ L r (S n−1 ), for some 1 < r ≤ ∞. We extend the results of [4] and [11] by considering a more general class of kernels, namely Ω in L log L(S n−1 ). Our results improve those proved by D.K. Watson and R.L. Wheeden [12] , who studied homogeneous operators, i.e., the case h ≡ 1, with Ω ∈ L log L(S n−1 ). We are also able to prove weighted inequalities and representation formulas for truncated singular integrals, which were not obtained in [12] .
The weighted norm estimates are based on a representation formula for the singular integral using averages over a star-shaped set that is naturally associated with the operator. The set consists of those points where |Ω(x)|/|x| n is greater than 1 and is denoted by S Ω . The homogeneity of Ω implies S Ω is star-shaped about the origin, i.e., if x ∈ S Ω then tx ∈ S Ω for all 0 < t < 1. We call S Ω the star-shaped set associated with Ω.
The approach used in [4] and [11] , when Ω ∈ L r (S n−1 ), 1 < r ≤ ∞, is to study weighted estimates for T by using the Muckenhoupt A p weights. This class consists of those positive locally integrable functions w for which
the supremum is taken over all cubes Q ⊂ R n (p ′ is the dual to p defined by 1/p+1/p ′ = 1). Since we assume that the homogeneous part Ω of the kernel lies in L log L(S n−1 ) and not necessarily in any L r (S n−1 ) for r > 1, the structure of the set S Ω yields restrictions on the weight: we require w to satisfy a condition similar to an A p condition, but with rectangles related to the set S Ω instead of cubes. In general this is a more restrictive condition than the A p condition, since the eccentricities of these rectangles may be unbounded. See Theorems 1.7, 1.10, and Corollary 1.9 for details. (The approach of using star-shaped sets is interesting also when Ω ∈ L r (S n−1 ): the results of [11] , in the special case h ≡ 1, are derived in [12] by using this method.)
The results are based on a representation formula for truncated singular integrals
|y|>ǫ Ω(y) |y| n h(|y|)f (x − y) dy.
In Theorem 1.3 we show that these operators can be written in terms of averages over dilates of the set S Ω : in fact, T ǫ f (x) = n
The weighted norm estimates for T and T ǫ require the study of an associated maximal operator defined by M h f (x) = sup r>0 1 r n B(x,r) h(|x − y|)f (y) dy.
We prove weighted norm estimates and vector-valued inequalities for slightly more general maximal operators as well as weighted norm estimates for a related "starlike operator" (where the integration is over dilates of a star-shaped set instead of balls). See Theorems 2.1, 2.8, and 2.4, respectively. We also discuss results for corresponding fractional maximal operators.
The content of each section is as follows: Section 1 contains the statements of the theorems on singular integrals. The maximal operators are studied in Section 2. Section 3 contains the proof of the representation formula for truncated operators. Some preliminary results are given in Section 4 before the proof of the weighted norm inequalities for singular integrals in Section 5. Finally in Appendix A we state and prove representation formulas for non-convolution type and principal value operators.
The proof of Theorem 1.7 is based on similar arguments in [12] for homogeneous singular integrals. I thank professor Richard Wheeden for his suggestions and encouragement during this project and professor David Watson for useful comments.
As usual the letter C denotes a constant whose value may change from one line to the next.
Statement of main results
Definition 1.1. Let Ω ∈ L 1 (S n−1 ), n ≥ 2, be positively homogeneous of degree 0. The star-shaped set S Ω ⊂ R n associated with Ω is S Ω = {x ∈ R n : |x| ≤ ρ Ω (x)}, where
We let H(σ), 1 ≤ σ < ∞, denote the class of all measurable complex valued functions defined on R + that satisfy the following condition: there exists C h > 0 such that
Note that by Hölder's inequality
and let
where S = S Ω is the star-shaped set associated with Ω. Then for almost all x ∈ R n the representation formula
holds and the integrals in (1.1a) and (1.1b) converge absolutely. Moreover, if f ∈ L ∞ (R n ) has compact support and h ∈ H(1) the representation formula (1.1b) holds for all x ∈ R n and the integrals in (1.1a) and (1.1b) converge absolutely for all x ∈ R n .
See also Appendix A for a discussion of representation formulas for principal value and non-convolution type operators. Note that in [12] the authors use a representation formula for principal value operators, i.e., a result more like theorem A.2 than 1.3. The nature of the operators studied here makes it more convenient to use a representation formula for truncated operators.
Remark 1.4.
By writing the truncated operators in polar coordinates it is easy to show that lim ǫ→0 + T ǫ f (x) exists for all x ∈ R n on test functions, say when f ∈ C 1 0 (R n ) and h ∈ H(1). Moreover, the convergence is uniform in R n . The key observation is lim ǫ→0 + ǫ 0 |h(r)| dr = 0, see Lemma 4.2(b). In fact, for ǫ > η > 0, we have
which is bounded by Ω 1 ∇f ∞ ǫ 0 |h(r)| dr. Letting ǫ→ 0 + and using Lemma 4.2(b) shows the principal value operator T is well defined as the pointwise limit at least on C 1 0 (R n ).
In the following the set S = S Ω is always the star-shaped set associated with Ω and ρ = ρ Ω (see definition 1.1). We decompose S as a disjoint union S = ∞ m=0 S m , where
and we also use the corresponding projections on the unit sphere
Definition 1.5. Let S be as above. A stratified starlike cover of S is a collection of rectangles {R m,k }, m ≥ 0, 1 ≤ k < k m with 0 ≤ k m ≤ ∞, that satisfies the following conditions:
1. Each R m,k is centered at the origin and the length of the longest side of R m,k is comparable to 2 m .
Figure 1: Part of a stratified starlike cover of S Ω : the shaded region, S 1 , is covered by rectangles R 1,1 and R 1,2 . See remark 1.6.
2. For all m ≥ 0, S m ⊂ k R m,k up to a set of measure zero and k |R m,k | ≤ c n |S m |, where c n depends only on the dimension n.
Remark 1.6.
It is easy to show that such a cover always exists, see [12] or [2, pp. 248-249] .
The idea is to cover each Θ m ⊂ S n−1 by "disks" D m,k ⊂ S n−1 , whose combined (surface) measure is proportional to the measure of Θ m . The disks are used to define cones C m,k with vertex at the origin, intersection with S n−1 equal to D m,k , and height 2 m . Clearly k C m,k covers S m up to a set of measure zero. Then R m,k is defined to be any one of the smallest rectangles centered at the origin that contain C m,k .
A very simple two-dimensional example is shown in figure 1 , where, for some α ∈ (0, 1), Ω satisfies |Ω(θ)| = |sin θ| −α , 0 ≤ θ < 2π. The set S Ω has two unbounded "arms" along the x 1 -axis. The cover shown is of the form {R m,k }, m ≥ 0, k = 1, 2. The rectangles become wider and more eccentric and their major axis turns towards the x 1 -axis as m increases.
For any set E ⊂ R n the collection B(E) consists of all translates and (isotropic) dilates of E.
is positively homogeneous of degree 0 and
be a stratified starlike cover of the set S = S Ω . Assume 1 < p < ∞ and that w is a non-negative measurable function that satisfies the following condition: there exists r > 1 such that for all m ≥ 0, 1 ≤ k < k m there is a constant K m,k > 0 so that
holds for all R ∈ B(R m,k ) and the constants K m,k satisfy 
Then there exists σ > 1 such that if h ∈ H(σ) then T can be extended to a bounded operator on L 
Maximal operators
We define the maximal operator
where the non-negative function H satisfies for some σ > 1 and
for all x ∈ R n and r > 0. There are two simple examples of functions that satisfy (2.2). One is given by radial functions in the class H(σ), i.e., H(x, y) = |h x (|y|)| and h x ∈ H(σ) uniformly in x ∈ R n . Another example is given by homogeneous functions: let H(x, y) = |Φ x (y)|, where Φ x is homogeneous of degree zero and Φ x ∈ L σ (S n−1 ) uniformly in x ∈ R n . In both cases the verification of (2.2) follows by writing the integral in (2.2) in polar coordinates (see also Lemma 4.4 below).
In this section the letter C denotes a constant that depends on H only through the constant C H in equation (2.2) above.
Weighted norm inequalities
In order to study the starlike maximal function M S,H (see Theorem 2.4 below) we need to know precisely how the operator norm of M H on L p w depends on the weight. Theorem 2.1. Let 1 < p < ∞ and assume that the weight w satisfies for some r > 1
with operator norm bounded by CK.
Theorem 2.1 follows easily from the next result, which is a special case of Theorem 2.11 in [8] . The Hardy-Littlewood maximal operator is defined by Mf (x) = sup r>0 r −n |y|<r
Theorem 2.2 (Pérez). Let 1 < p < ∞ and suppose w satisfies (2.3) for some r > 1. Then Mf p,w ≤ CK f p,w , where C is independent of f and K.
The estimate CK for the operator norm is not stated in [8] , but it is easy to see that it follows from the proof given there.
Proof of Theorem 2.1. By Hölder's inequality we have
, where M is the Hardy-
, where
Condition (2.3) implies a similar condition with the power p 1 in place of p: generalizing an idea from [9] we claim that there exists ρ > 1 such that
for all cubes Q ⊂ R n . To prove this claim note that the equation rp
. It is easy to see that ρ > 1 is equivalent with σ > r ′ p ′ . Raising both sides of (2.3) to the power
Proof. The reverse Hölder's inequality implies w satisfies (2.3) for some r > 1, see [3, 7] .
A starlike maximal operator
If S ⊂ R n is an arbitrary measurable star-shaped set centered at the origin, a collection {R j } of rectangles is a starlike cover of S if each R j is a rectangle centered at the origin, S ⊂ j R j up to a set of measure zero, and j |R j | ≤ c n |S|, where c n depends only on the dimension of R n . It is shown in [2] that such a cover always exists (see also remark 1.6).
Theorem 2.4. Assume H is a non-negative measurable function on
is star-shaped about the origin, and {R j } is a starlike cover of S. Define the starlike maximal operator
Let 1 < p < ∞ and suppose the weight w satisfies for some r > 1
for all R ∈ B(R j ), where the constants
for all t > 0 and all j, and for some σ > r
w with operator norm bounded by C j K j , where C is independent of {K j }.
Remark 2.5. Theorem 2.4 generalizes to a fractional version of the operator M S,H defined by
The result proved in [8] , Theorem 2.11, is much more general than Theorem 2.2 stated above. Theorem 2.11 gives conditions when the fractional maximal operator is bounded from L p w to L q v , 1 < p ≤ q < ∞. The same proof that is given above for Theorem 2.1 combined with the full strength of Theorem 2.11 of [8] can be easily used to get two weight norm estimates for another fractional maximal operator,
, when the weights v and w satisfy the same conditions as in [8] , and σ > max{r ′ p ′ , n/(n − µ)}. Using these results Theorem 2.4 generalizes to M µ,S,H when the weights v and w satisfy the conditions of Theorem 5(C) of [2] and σ is as above.
Remark 2.6. It is shown below in Lemma 4.4 that if H(x, y)
= h x (|y|) and h x ∈ H(σ) uniformly in x ∈ R n , then H satisfies (2.
7). For homogeneous functions the situation is more complicated:
An interesting special case is H(x, y) = |Ω(y)|, Ω is homogeneous of degree zero, and the set S = S Ω is the star-shaped set associated with Ω as in definition 1.1. If the cover {R j } is constructed as in remark 1.6 (i.e., the rectangles {R j } are the the same as {R m,k } after a renumbering of the latter), condition (2.7) implies Ω ∈ L ∞ (S n−1 ), as we now show. Using the notation of remark 1.6 let D m,k be the intersection of a certain cone inside R m,k with S n−1 . These disks were chosen to cover the set Θ m . But then there exists a constant β ∈ (0, 1) such that for each m at least one of the disks covering Θ m , say D m,km , has the property that ρ(θ) > 2 m−1 on a subset of D m,km with surface measure at least β|D m,km | (we use |·| also for surface measure). Then, using |R m,km | ≈ 2 nm |D m,km |, we have 1
The right hand side is larger than c n,β 2 n(m−1) , which shows (2.7) is impossible when the set S Ω is essentially unbounded. Hence Ω ∈ L ∞ (S n−1 ). If the covering is less efficient there are examples of unbounded Ω that satisfy (2.7) and yield a bounded operator M S Ω ,Ω . In two dimensions let
and
A straightforward computation shows Ω satisfies (2.7). Examples of weights that satisfy (2.6) are
It is of course easy to find examples of star-shaped sets S and unrelated homogeneous functions
, that satisfy (2.7): one idea is simply to require Φ to be (uniformly) bounded along any unbounded arms of S.
Proof of Theorem 2.4.
The proof is almost identical with the one given in [2] in the case H ≡ 1, but since there are many differences in the details we present the full argument:
Since the sets R j cover S we have
where Q 1 is the unit cube centered at the origin. A change of coordinates gives
The functions H j satisfy condition (2.2) uniformly in j: Since for any r > 0 there is
which is equal to Cr n . By a similar change of coordinates condition (2.6) is equivalent with
Vector-valued inequalities
In this section we prove a generalization of the weighted vector-valued inequality for the maximal function:
Theorem 2.7 (Andersen and John [1] ). Let 1 < p, q < ∞ and suppose w ∈ A p . There is a constant C p,q,w such that
where C p,q,w depends on w only through its A p constant.
The corresponding result for the operator M H is as follows:
holds for any sequence {f j }.
Proof. By Hölder's inequality we have
and by Theorem 2.7 this is bounded by
, provided that q/σ ′ > 1 and w ∈ A p/σ ′ , both of which hold when σ is large enough (see [3, 7] ).
Proof of the representation formula
Recall the class of functions H(σ) from definition 1.2.
where ⌈x⌉ is the ceiling of x ∈ R, i.e., the smallest integer greater than or equal to x.
in the sense that either both sides are finite and equal or they are both infinite.
Proof. The identity follows from the fact that y ∈ tS if and only if |y| < t|Ω(y)| 1/n .
Proof of Theorem 1.3. Fix x ∈ R n and ǫ > 0. By Lemma 3.2 the operator T ǫ can be written as
Changing the order of integration-justification is given below-we obtain
as was to be shown.
To justify the change in the order of integration we need to show that
is finite. A change into polar coordinates y = rθ with r = |y| and θ = y/|y| ∈ S n−1 shows the right-hand side of (3.3) is
where we used dθ for the surface measure on S n−1 . We estimate (3.4) by
where R is such that supp f ⊂ B(0, R). By Lemma 3.1 the second integral is finite for all x ∈ R n , thus also (3.3) is finite everywhere. Since the case f ∈ L p (R n ), 1 < p < ∞, is not used in the rest of the paper, we only sketch its proof: We let Q ⊂ R n be an arbitrary cube and compute the L p (Q) norm of (3.4). Using Minkowski's inequality, h ∈ H(p ′ ), and f ∈ L p (R n ), we can estimate (3.4) by C(Q, h, ǫ, f ) S n−1 |Ω(θ)| dθ < ∞. Since the cube Q is arbitrary, this shows that (3.3) is finite almost everywhere.
Preliminaries 4.1 Weighted Littlewood-Paley theory
For proofs of the following facts see [6] and [12] .
Let
, 2)) be such that Ψ ≥ 0 and j∈Z Ψ 2 (2 j t) = 1 for t > 0. Let ψ(ξ) = Ψ(|ξ|) and define Q j f = ψ j * f , where ψ j (x) = 2 −nj ψ(2 −j x). Let 1 < p < ∞ and w ∈ A p . Then there exists C p,w > 0 such that the following estimates hold:
The identity j Q 2 j = Id holds in many senses, e.g., for smooth functions
for all x ∈ R n .
Lemmata on homogeneous and radial functions
In the following lemmata Ω is always positively homogeneous of degree 0 and S = S Ω is the star-shaped set associated with Ω as in definition 1.1.
Lemma 4.1. The following equalities and estimates hold:
for some constant c n depending only on the dimension n.
Proof. Using polar coordinates y = rθ with r > 0, θ ∈ S n−1 , and recalling that ρ(θ) = |Ω(θ)| 1/n , we have
This proves (4.6). The proofs of (4.7) through (4.9) are similar.
To prove estimate (4.10) recall the sets Θ m from (1.3) and notice that |S m | = 1 n Θm |Ω(θ)| dθ by (4.6). This gives
We will use the following characterizations of the class H(σ) interchangeably:
Lemma 4.2. For fixed 1 ≤ σ < ∞ the following are equivalent:
The only non-trivial implication is from (a) to (b), which follows by writing the integral over [0, R] as the sum of integrals over [ 
and a constant C(h, n) > 0 such that
Sketch of Proof. The first part of the lemma follows immediately from Lemma 3.1. For the second part change the order of integration in (4.12), change variables in the t-integral, and use (4.11), (4.6), and (4.8)
, and E ⊂ R n be any measurable set star-shaped about the origin. Then
where C h is as in the definition of h ∈ H(σ) (definition 1.2).
Proof. In polar coordinates
where ρ(θ) is the boundary function of E, that is, up to a set of measure zero E is given by {x ∈ R n : |x| ≤ ρ(x)}. Now the r-integral equals
Lemma 4.2 and a change of coordinates show that the last integral is bounded by a constant, thus
Proof of the weighted norm estimates
We prove Theorems 1.7 and 1.10 in this section. We first show that the uniform boundedness of the truncated operators T ǫ implies that T is bounded: let f, g ∈ C 1 0 (R n ) and use the uniform boundedness to get for any ǫ > 0, We will prove Theorem 1.7 only for 1 < p ≤ 2. The case p > 2 follows by a standard duality argument: the adjoint T * is essentially of the same form as T and if the weight w satisfies (1.4b) then the dual weight w −p ′ /p satisfies (1.4a) with p ′ in place of p.
To simplify notation we leave out ǫ and instead assume that h vanishes in some neighborhood of the origin. This corresponds to truncated operators by replacing an arbitrary h(r) by h ǫ (r) = h(r)χ (ǫ,∞) (r). We show that the operator norm depends on h only through the constants C h in the definition of h ∈ H(σ). In particular, the norm is independent of the support of h. Since |h ǫ (r)| ≤ |h(r)|, r > 0, the functions h ǫ belong to H(σ) with the same constants as h, and therefore the proof shows the truncated operators are uniformly bounded on L p w . We concentrate on the proof of Theorem 1.7 and indicate at the end of this section how the argument is modified to prove Theorem 1.10. From now on, throughout the proof of Theorem 1.7, we assume h vanishes in a neighborhood of the origin.
The decompositions
Corresponding to the decomposition of S into the sets S m , see (1.2), we define the averaging operators
and we also use A t f (x) dt/t, where, see (1.1a), A t f (x) = a t * f (x) and a t (x) = t −n χ tS (x)h(|x|) sgn Ω(x). For test functions f ∈ C 1 0 (R n ) we write
This involves a change in the order of integration and summation, which is justified by the following lemma. The lemma also shows the order of summation does not matter.
If Ω is as in Theorem 1.7, h ∈ H(2), and
Proof. Evaluating the double sum gives
and by Lemma 4.3 this is finite. On the other hand
The first factor is bounded by
. Therefore the second factor is at most 
Term
where A m t is defined in (5.1). Then I = j Q 2 j G j f . We will prove a square norm inequality
for all N ∈ Z + and 1 < p ≤ 2, where C p,w,N is independent of the sequence {f j }. Then, since w ∈ A p by remark 1.8, the Littlewood-Paley estimate (4.4) gives
Since both G j and Q j are convolution operators, they commute. Hence
where the second inequality follows from (5.4). Again by Littlewood-Paley theory, equation (4.2) this time, we get I p,w ≤ C f p,w .
The inequality (5.4) is shown by proving the following two estimates:
where C is a constant independent of f and {f j }. Then (5.5) implies the vector-valued inequality
Interpolation in the sequence norm between (5.6) and (5.7) gives (5.4) for 1 < p ≤ 2. We begin proving (5.5) by first defining the positive operator
where {R m,k } is the stratified starlike cover of S.
and by applying Minkowski's inequalities we get
Hölder's inequality and a change of coordinates gives
where we used R x = x − tR m,k for fixed t, m, and k to simplify notation. Another application of Hölder's inequality gives
and when σ ≥ r ′ p ′ Lemma 4.4 shows this is bounded by
and a change in the order of integration shows this equals
where we also used the symmetry of the rectangle R m,k . Now z ∈ R x = x − tR m,k and x ∈ R y = y − tR m,k imply z ∈ y − 2tR m,k . Hence we get the bound
By condition (1.4a) on the weight w this is bounded by C K m,k f p,w p , for 1 < p ≤ 2.
which, by (1.5), is bounded by C f p,w . This proves (5.5).
To prove (5.6) let Gf = m≥0 (m+ 1)M Sm,|h| (f ), where, with slight abuse of notation, M Sm,|h| is the maximal operator of Theorem 2.4 with the function H(x, y) = |h(|y|)| in the kernel. Then
Since {R m,k } m,k is a stratified starlike cover of the set S, for fixed m the collection {R m,k } k is a starlike cover of S m . Then Lemma 4.4 shows |h(|·|)| satisfies (2.7) on the rectangles
where the last inequality follows from (1.5). We get from (5.10)
and then (5.11) gives the bound C sup j |f j | p,w , which proves (5.6) and completes the proof of the boundedness of the operator defined by term I.
Term II
The norm estimate for II is based on first proving a good unweighted L 2 estimate using Fourier transform techniques. Next bounding the terms in II by maximal functions yields a crude weighted estimate. The final estimate is obtained by interpolating with change of measure.
To find a good unweighted estimate for the terms in II we begin by estimating the Fourier transform of a To estimate the second factor we use some ideas from [4] and write the square of |I r | in the form
sgn Ω(θ)sgn Ω(ω)e −2πitr(θ−ω)·ξ dθ dω, so that
where
A direct estimation combined with an integration by parts shows, for a > 0, b = 0, a 0 e −ibr r n−1 dr ≤ C α a n /(a|b|) α , where 0 < α < 1 and C α > 0. Fix such an α. In particular we get that
To apply this to (5.12) note that ρ(θ) and ρ(ω) are between 2 m−1 and 2 m on Θ m . Taking b = t(θ−ω)·ξ the absolute value of the expression inside the brackets in (5.12) is bounded by
Recall that Q j is convolution by ψ j (x) = 2 −nj ψ(2 −j x) and the support of ψ(ξ) is contained in 1/2 ≤ |ξ| ≤ 2, see Section 4.1. Since ψ j ∞ = ψ ∞ and the support of ψ j is contained in the annulus A j = {ξ ∈ R n : 2
If ξ ∈ A j , then |2 s+j ξ| −α/2 ≤ 2 −sα/2+α/2 , and thus
Hence, by applying Plancherel's theorem twice, we arrive at the inequality 
Since |y| ≤ 2 m on S m , the kernel is supported in a ball of radius 2 s+j centered at the origin, and is bounded by 2
, where, with slight abuse of notation, M |h| is the maximal operator of (2.1) with the radial function H(x, y) = |h(|y|)| in the kernel. Lemma 4.4 shows |h(|·|)| satisfies condition (2.7).
The operator Q j is convolution by 2
and by applying Theorems 2.7 and 2.8 with 1 < p 1 ≤ q = 2 we get
when h ∈ H(σ) and σ is large enough. We treat Q j B m s+j−m , for fixed s and m, as a vector-valued operator taking values in ℓ 2 (Z) and use interpolation with change of measure between (5.13) and (5.14):
Theorem 5.2 (Stein and Weiss [10] ).
Choose p 0 = 2 and v 0 ≡ 1. Recall that (1.4) implies w ∈ A p . The A p properties of w (namely, w 1+α ∈ A p−β for some α, β > 0) allow us to choose p 1 ∈ (1, p] such that v 1 = w 1+α ∈ A p 1 and when p t = p we have ρ t = 1/(1 + α). Then, in particular, v t = w (see [4, 12] ). This yields
for some η > 0. Thus by (4.3), the triangle inequality, and the above estimate, we obtain
Note that m≥0 2 mn s>N m 2 −ηs ≤ c η m≥0 2 mn−ηN m ≤ c η,N < ∞, provided that N is chosen such that ηN > n. We fix such an N. Then from above and by (4.1),
p,w ≤ C p,w f p,w , which shows II defines a bounded operator.
Term III
We write III in the form j∈Z s<0 m≥0 Q j B m s+j−m Q j f . To prove the boundedness of this expression the strategy is to first study the kernel of s<0 m≥0 Q j B m s+j−m and show that it is bounded in absolute value by 2 −nj φ(2 −j x) for some positive test function φ. This gives the estimate s<0 m≥0
for some C > 0 independent of j. Then by (4.3), Theorem 2.7, and finally estimate (4.1),
The kernel of the operator Q j B m s+j−m is the convolution ψ j * b m s+j−m (x), so it is equal to
To estimate s<0 m≥0 K s,j,m (x), define 
(use the mean value theorem and let φ 0 (x) majorize sup |y|<1 |∇ψ(x − y)|). This allows us to estimate (5.15) further. We get s<0 m≥0 According to Lemma 4.4 the innermost integral is bounded by Ct n |S m |. Hence
Thus we get that s<0 m≥0 . Lemma 4.3 shows the t-integral over (0, 1) is bounded by C(h, n) Ω L log L . For j > 0 the remaining part, over (1, 2 j ), is clearly bounded by C(h, n) max{j, 1} Ω 1 by Lemma 4.4. What we need, however, is a bound independent of j and the support of h.
The above argument allows us to change the order of summation and integration. By also changing variables in both integrals we get s<0 m≥0
Using S sgn Ω(y) dy = 0 and the fact that h(t) dt/t is independent of y, the last term
sgn Ω(y) dy, which is bounded by 
Finally, putting together (5.17), (5.18), and (5.19) we get s<0 m≥0
Note that this estimate is independent of j and the support of h. Proof of theorem 1.10 . We show that when p = 2 and h ∈ L ∞ (R + ) we can take r = 1 in the above proof.
When p = 2 to show the boundedness of term I it is enough to show only (5.5). Estimate (5.6) and the interpolation argument between (5.5) and (5.6) is not needed. When h ∈ L ∞ (R + ) the application of Hölder's inequality in (5.9) works with r = 1 and r ′ = ∞, with the usual meaning for the first factor on the right-hand side of (5.9). Hence condition 1.7 is enough.
The only place where the stronger condition (with r > 1) on the weight is used in the proof for II is when Theorem 2.4 is applied to the maximal operator
where M is the Hardy-Littlewood maximal function, hence the estimates for II now require only w ∈ A 2 .
Finally, the estimates for term III use only the fact that w is in A 2 .
A Other representation formulas
The representation formula given in Theorem 1.3 is only for convolution operators. This is not essential. For non-convolution type operators we have the following result:
holds and the integrals in (A.1a) and (A.1b) converge absolutely.
The proof is practically the same as the proof of Theorem 1.3 given in Section 3 and is therefore omitted. Proving Theorem A.1 is actually easier, since k(x, y) is a bounded function as compared to h(|x − y|), which maybe unbounded.
For principal value operators we can derive similar formulas. E.g., for convolution operators we have the following result (recall from remark 1.4 that the principal value operator is well defined on test functions).
is positively homogeneous of degree 0,
where S = S Ω is the star-shaped set associated with Ω and
for all x ∈ R n and all f ∈ C Note the extra term in (A.4b) when compared to the representation formula (1.1b) for truncated operators. Using the pointwise convergence of the truncated operators (remark 1.4) we have that
As above there are corresponding results for non-convolution type operators. We discuss the Calderón commutators as an example: Given a function a(x) with ∇a ∈ L ∞ (R n ) the kth Calderón commutator is
. . , where the truncated operators are defined by
For the truncated operators we have the representation formula
when Ω and f are as in Theorem A.1. This follows from Theorem A.1.
If a satisfies an additional regularity condition we get a representation formula for the principal value operator. Let w x (t) = sup θ∈S n−1 |a(x) − a(x − tθ) − ∇a(x) · tθ| t and assume that 1 0 w x (t)t −1 dt is finite for each x ∈ R n . This corresponds to condition (A.2) for h in Theorem A.2. If Ω ∈ L log L(S n−1 ) is homogeneous of degree zero and satisfies S n−1 θ α Ω(θ) dθ = 0 for all multi-indices α with |α| = k, then
with f and c Ω as in Theorem A.2. The proof is almost identical with the proof of Theorem A.2 given below and is therefore omitted. Note that when Ω ∈ L log L(S n−1 )
A.1 Proof of Theorem A.2
The proof is a generalization of an argument for the case h ≡ 1 that was given in a preprint version of [12] .
A.1.1 Absolute convergence
We begin the proof by showing
To show the first term is finite, we use the fact that since |f (x−ty) −f (x)| is bounded by both 2 f ∞ and ∇f ∞ t|y|, it is bounded by C f t|y|/(1 + t|y|). Making a change of variables in the t-integral (t|y| replaced with t) we get that the first term of (A.5) is at most a constant times
where |y| ∨ 1 = max{|y|, 1}. Using Lemma 3.1 in the last term shows that this is bounded by C S (1 + log
In the second term of (A.5) we change the order of integration and then change variables in the t-integral as above. This gives, without the factor |f (x)|, the estimate 
A.1.2 Representation formula
To prove the representation formula write The above computations also show that the multiple integrals defining each of the terms I, II and III converge absolutely. Making the change of variables η = ty in the y-integral of I and using polar coordinates η = rθ we get I = Changing the order of integration to make the t-integral the inner most (see figure 2) gives The first term corresponds to the triangular region and the second term to the rectangle. Since they are obtained by decomposing the domain of integration of the absolutely convergent integral in II into two disjoint sets, the multiple integrals in II 1 and II 2 converge absolutely. The expression inside the square brackets is equal to This completes the proof of Theorem A.2.
