ABSTRACT Humans and other animals can easily perform self-localization by means of vision. However, that remains a challenging task for computer vision algorithms with traditional image matching methods. In this paper, we propose a memory segment matching network for image geo-localization that is inspired by the discovery of the place cell in the brain by using artificial intelligence. The place cell becomes active when an animal enters a particular location, where the external sensory information in the environment matches features stored in the hippocampus. In order to emulate the operation of the place cell, we employ a convolutional neural network (CNN) and a long-short term memory (LSTM) to extract the visual features of the environment. The extracted features are stored as segmented memory bounded with a location tag. A matching network is utilized to calculate the cross firing probability of the memory segment and the current input visual data. The final prediction of the location is obtained by sending the cross firing probability to an inference engine that uses a hidden Markov model (HMM). According to the simulation results, the localization accuracy reaches up to 95% for the datasets tested, which outperforms the state-of-the-art by 17% in localization detection accuracy.
I. INTRODUCTION
Image geo-localization, which determines the location using only visual information, is becoming a promising supplemental localization technique [1] - [3] . For example, in an autonomous driving vehicle, geo-localization will be useful for vehicle self-localization during times when the GPS signal is weak or unavailable. Similarly, in the case of an unmanned aerial vehicle (UAV), geo-localization can help the UAV find its current position using terrain images when the GPS signal suffers from interference.
However, determining the location of an image from visual information alone is a challenging task [4] - [6] . Traditional image geo-localization methods are based on finding the first nearest neighbor for each local feature in the query image and using a heuristic voting scheme. A Generalized
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Minimum Clique Problem (GMCP) formulation is proposed in [7] by relaxing the restriction of using only the first nearest neighbor. A recently proposed nearest neighbor-based geolocalization work uses a Dominant Set clustering (DSC) method [1] . While these are significant advances, we believe there is still a large opportunity to improve the localization accuracy.
Imitation of the localization process inspired by the memory retrieval mechanisms in the brain is an interesting topic in artificial intelligence research. According to the studies in [8] - [12] , the place cell plays a critical role in the self-localization process. Empirical data taken from single-neuron recordings in mammalian brains indicates that cells fire in specific spatial locations in the hippocampus [13] , [14] . We were inspired by this biological model to determine if a similar image geo-location system can be constructed using machine learning techniques.
Specifically, we propose a memory segment matching network approach to image geo-localization. The novelty of our work is twofold. We first propose a memory segment matching network to calculate the cross firing probability of the memory segment and the current input visual information. This process approximately imitates the behavior of the place cell. Secondly, we formulate the firing probability as a Hidden Markov Model (HMM) and infer the location by a trellis transition probability method. In the firing probability calculation process, we formulate the reference images and query images for a location as continuous streams or multiangle images. This is motivated by the fact that, in the biological case, the visual information input to the retina is a continuous sequence rather than a single picture [15] , [16] . A convolutional neural network (CNN) [17] - [19] is first employed to extract the features of a single image. Then, a Long Short-Term Memory (LSTM) [20] , [21] is used to learn the features from the multiple images comprising the segment. The output of the CNN shows that the memory segment network can automatically render the input images in a pixel-wise, multi-class segmentation style, as is done in existing scene segmentation methods [22] , [23] . In addition, the LSTM firing map indicates that the proposed method is analogous to the believed biological process for localization. The main contributions of this work are as follows:
• We propose a memory segment matching network to calculate the cross firing probability between the memory segment and the current input vision information, which imitates the working mechanism of the place cell.
• We formulate reference and query images for a location as continuous streams or multi-angle images. The features of these images are extracted by a set of CNNs and LSTMs. This process is inspired by the observation that visual information input to the retina is a continuous sequence of images rather than a single picture.
• We employ a Hidden Markov Model (HMM) [24] , [25] to predict the location of images using the cross firing probability as its input. The HMM exploits the location relationship with the predicted position through a trellis transition probability method.
• We have tested our method on several datasets, including Google Street View (GSV) [26] and Oxford Robot Car (ORC) [27] . The test results indicate that the accuracy of the predicted location can achieve 95% for the ORC dataset within a 40-meter error threshold. Compared to an existing method, the accuracy is improved by more than 17%. The remainder of this paper is organized as follows. We first briefly review related work in Section 2. Then, in Section 3, we describe the proposed memory segment network in detail, including the network structure, the HMM inference model and the training process. We present the results of our experiments in Section 4. Finally, we conclude the paper in Section 5.
II. RELATED WORK
Current geo-localization methods utilize a multiple nearestneighbor feature matching process to infer the location of a given image [1] , [4] - [6] . Landmark recognition based geolocalization is formulated as an image retrieval problem, in which structural analysis is performed on the spatial distribution of a geo-tagged dataset [4] , [6] . The images near prominent landmarks are grouped with a location label to be used for position inference [5] . The landmark-based method only supports location recognition around a prominent building or scene. To enlarge the recognition area, a citywide based geo-localization of query images has been proposed [28] . The matching algorithm is performed using the Scale-Invariant Feature Transform (SIFT) [29] . A vote map, which is generated on these features, is smoothed geospatially, and the maximal vote value is selected as the location of the query image. In [30] , the authors employed a clique-finding model to improve the performance by relaxing the constraint of using one nearest-neighbor query feature. The geo-localization technique can be extended to the global scale [31] - [33] . The surface of the earth is divided into thousands of multi-scale geographic cells and a deep network is trained by large-scale geo-tagged data [32] . However, our work deals with the region-scale localization problem, where the input dataset is in part of a city or a campus.
The method proposed in [2] removes outliers and uses a heuristic voting system for selecting the matched reference image based on finding the nearest neighbor for each local feature in the query image. A GMCP method has been proposed to relax the restriction of using only the first nearest neighbor [7] . However, the performance degrades significantly as the number of nearest neighbors increases. A recent work proposed in [1] employs a Dominant Set clustering method to solve the limitation of nearest neighbors for large-scale image geo-localization, which achieves an accuracy of 75% for the Google Street View dataset. However, with the current level of accuracy, it is difficult to satisfy the requirements for real-time navigation.
The development of deep neural networks has enabled the place recognition problem to be converted to a CNN-based image retrieval process. A NetVLAD neural network in [3] is designed to obtain a feature vector, and the predicted location is obtained by matching the cluster feature point. The authors extended the 2D image matching network to a 3D cloud points model [34] . The location of the given picture is obtained by the analysis of 3D image features. A multiple salient maps-based image enhancement algorithm is also employed to improve the performance of the visual localization [35] . The region of interest (ROI) is given by the mean cluster algorithm. The most prominent ROI is selected on which to perform the matching algorithm. The CNN is also used as a regression tool to obtain the six degrees of freedom by extracting the features from an RGB image, which can be used to obtain the camera position [36] . As the strength of CNN processing has improved, a recent trend in computer vision is to use a CNN to extract the features of an input image. The extracted features can be used for further location inference [37] , [38] . However, a limitation of existing CNN-based visual localization methods is that they do not consider the context of the scene. Rather, they formulate place recognition as a simple image matching problem, which affects the location inference accuracy. The recent work in [39] shows that an artificial neural network may have similar characteristics for localization and navigation as in a rat brain. This is an exciting result and suggests that using deep learning to imitate the performance of navigation by mammals may be possible. However, it does not take into account the function of memory coding for visual localization.
III. MEMORY SEGMENT MATCHING NETWORK A. MODEL ARCHITECTURE
The input information is in the form of a segment of continuous images or as a set of images taken from a range of viewing angles, which is referred to as a target image segment. For continuous images, the scene at one location is sampled from a fixed angle at multiple times as the camera moves, such as in the ORC dataset. For multi-angle images, the scene is sampled from multiple camera angles, such as in the GSV dataset. The memory segment matching network (MSMN) converts the raw visual information into a memory segment which contains extracted features of the input data.
The structure of the proposed MSMN is shown in Fig. 1 , and is based on the design of matching networks for one-shot learning proposed in [40] - [42] . Matching networks are based on an attention kernel that implements one-shot learning by using a small, labeled support set and mapping an unlabeled example to its label. It enables rapid learning by eliminating the need for fine-tuning to adapt to new class types. Our proposed MSMN improves on a traditional matching network in two respects, namely at the modeling level and through its operational mechanism. Rather than using a single CNN, we employ a group of CNNs and LSTMs to extract the features of an image segment. Also, during the training process, the loss function of the cross firing probability is calculated for the target image segment and the reference image segment. During the inference process, the cross firing probability is obtained with the target image segment and the stored memory segment rather than with the reference image segment. In other words, the CNNs and LSTMs of the reference image segment are bypassed during inference, as shown in Fig. 1b , which reduces the computational complexity and storage requirements.
Suppose that the total number of memory segments M i is K (i = 1, . . . , K ), which have been obtained during the training process. The generation process for memory segments will be discussed in section III.C on the training strategy. Each memory segment M i contains two elements, the features extracted from the LSTM R i and the corresponding location label L i so that the set M = {R i , L i |i = 1, 2, . . . , K }. The location labels can be obtained from GPS information in the form of L i = {lo i , la i }, where lo i and la i are longitude and latitude coordinates, respectively.
The goal of the inference process is to obtain the location of a given target image segment y j = y 1 j , y 2 j , y 3 j , . . . , y S j , where S is the segment length. Assuming that the CNN function f C has been optimized during the training process, the extracted feature set is obtained as
Also, an LSTM is used to obtain the segment of the image's features as Ry j = f L (Fy j ). In the next step, we employ the matching network algorithm to calculate the cross firing probability by comparing the target segment with the memory segment M i . We use the cosine similarity measure to perform the comparisons as
where ⊗ denotes the inner product. Here, the cross firing probability π i j also represents the probability distribution of the likelihood of Ry j in R i .
B. HIDDEN MARKOV MODEL BASED POST-PROCESSING
To further improve the localization accuracy, we use a Bayesian network to obtain the position from multiple inference locations. We assume that the object is moving continuously so that its location changes smoothly. We employ a Gaussian distribution to specify the relationship between two locations. Suppose the change between two adjacent locations Ly j and Ly j+1 is as follows: (2) where the average distance lyoa between two adjacent inference locations is
Using a random walk model, the distance between Ly j and Ly j+1 satisfies a normal distribution, i.e. Ly j − Ly j+1 ∼ N lyoa,σ as
where g(Ly j , Ly j+1 ) is the probability distribution of a moving object with mean lyoa and variance σ . Here, lyoa is estimated by the past record of the object's motion. The variance will affect the prediction accuracy, which will be shown in section IV. Hence, the probability value in (4) provides another method to predict the location Ly j based on the history of previous location labels Ly j−1 , Ly j−2 , . . .. Thus, we now have two inference probabilities, the cross firing probability π i j from the MSMN and g(Ly j -1 , Ly j ) to predict the actual location Ly j . In particular, we use an HMM as a Bayesian network to infer the location based on the joint probabilities π i j and g(Ly j -1 , Ly j ), as shown in Fig. 2 . The horizontal axis denotes the prediction index j = 1, 2, . . . , J and the vertical axis is the observation node, which is the MSMN cross firing probability π i j . Hence, the transition probability between probability nodes π i j and π k j+1 is obtained as
Then, the maximum likelihood of the actual position can be obtained by HMM inference. This process is performed by updating the transition state probability based on the cross firing probability π i j . The HMM transition process can be represented using a trellis diagram, as shown in Fig. 2 . Each node computes an inference probability for the current state. The edge between two nodes is the transition probability from (4). The forward trellis transition probability is calculated as
where P(Ly k j−1 ) is the probability for inferring location Ly k j−1 . The term P(Ly i j |Ly k j−1 ) is the transition probability G i,k . The probability for the location Ly j can be computed in a successive manner as
The final location inference is given by
As indicated in (1), we will obtain all cross firing probabilities π i j , i = 1, 2, . . . , K . Hence, the number of observation nodes is equal to K . This may lead to a high computational complexity for the HMM inference when K is large. To alleviate this problem, we only input the K M < K largest probabilities π i j rather than the entire set of K probability values. 
C. TRAINING STRATEGY
The training data is divided into two groups. One group is used for matching (i.e., the reference image segments) and the other group is used for inference (i.e., the target image segment). As the training proceeds, the neural network will learn the relative features of the two groups of data. These two groups describe the same scene but from different viewpoints. We use x i to represent the reference image segments and y (T) j to represent the target images segments. Here, the superscript T denotes training data, as opposed to inference data. The training data x i is an image sequence from the recorded video as
and each x i represents a location with label L i = L(x i ). Suppose that the total number of training image segments is K , i.e. the set { x 1 ,x 2 , . . . ,x K }. To accelerate the training process, we formulate the matching network as an N -way parallel set of channels, as shown in Fig. 1 . We also formulate the training segment in an N -way parallel form as
The training reference images segment y 
In each training iteration, the reference image segment y (T) j is sampled randomly from the dataset as L(y
A CNN that is based on the ResNet-32 structure is employed to extract the features of the input images f C (x s i |θ C ). Also, the images from the target segment are input to the CNN in the bottom with green background as f C (y (T) j |θ C ) having the same configuration and the same parameter values. In other words, the parameters for the N + 1 CNNs are shared. After obtaining S features f C (x i ), we use N LSTMs to generate the segment feature as
The features of the target segment are extracted by an LSTM as Ry
We also employ parameter sharing for the N LSTMs. i.e. they all use the same set of parameter values. The parameters θ C and θ L are both trainable quantities. The matching probability is obtained by a cosine similarity measure as
The label for the training is generated in a one-hot form as
where I j ∈ N N ×1 is an N -dimensional vector and α specifies a particular component of I j . In other words, the label I j (α) indicates the index of the '1' position, where L(y j ) given by the target segment is same as location given by reference images segments as L(x KN +α ). Hence, the loss function is established as where the softmax function is employed to train the cross firing probability π
i,(T) j
with the label I j . The last two terms, c 1 θ C and c 2 θ L , are regularization terms used to prevent overfitting. The training process seeks to find the optimal values for the parameters θ C , θ L . In this design, we have used the Adam solver as the network training tool. After the network has been trained, the extracted feature Rx i is stored with the corresponding location label L i = L(x i ) as the memory segment M i = {R i , L i } . We summarize the training phase in Algorithm I.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP
In this section, we present the experimental results for the proposed method and compare them with prior work in the literature. 1 We first give a brief description of the experimental setup and an overview of the parameters for the MSMN. The detailed set of parameter values is given in the Table 1. • Datasets: We use the KITTI [43] , Oxford Robot Car (ORC) [27] , Cityscapes [44] , Google Street 1 Code is available on https://github.com/duanyzhi/Memory_Segment_ Network View (GSV) [26] , WorldCities [1] and our own Campus Scene datasets for network training. The features of these five datasets are summarized in Table 2 . The ORC, GSV and Campus Scene datasets contain views from multiple angles and at different recording times. For testing, we use images that are not part of the training set portions of the ORC, GSV, WorldCities and Campus Scene datasets. Some sample images from the datasets are shown in Fig. 3. • Parameters of the memory segment network: The N -way parallelism used in our memory segment network is set at N = 5. The input images are cropped and resized to be 224x224x3 RGB images. We formulate S = 5 images as a segment for the CNN input. The output of each CNN is of dimension 512x1, which is used as input features of the LSTM. We use a bidirectional LSTM with output feature dimensions of 512 × 1. Hence, the matching network size is (512 × 5, 512).
For the ease of discussion, we employ a default setting as our baseline for comparison which is denoted as B in each figure. The curve with baseline is obtained from K M = 8, σ = 2 with Resnet-32 CNN and LSTM with one layer. 
Algorithm 1 Training the Memory Segment Network
Input: MSLN-training set S msn -train , CNN and LSTM with parameters θ C , θ L . Initialize θ C and θ L randomly repeat: Sample x i and y (T) j from training set S msn -train Generate label I j according x i and y
We first test the performance of the proposed method using different depths, K M , of the HMM in ORC dataset. Specifically, we use K M ∈ 2, 4, 8 and 12, as shown in Fig. 4 . The horizontal axis shows the error threshold in meters, and the vertical axis shows the percentage of the test set localized within a certain error threshold. The error threshold is varied from 0 to 50 meters, which is a reasonable range of values for vision-based localization. The proposed MSMN having the largest K M has best performance but also the highest complexity. For example, when K M is 12, the MSMN outperforms by 17% compared to the case for K M = 2 when the error threshold is 20 meters. Considering the trade-off between accuracy and complexity, we have chosen K M = 8 for the MSMN. The accuracy reaches 97% for K M = 8, which is a good performance level for online visual localization. Then, we test the proposed method on the WorldCites dataset with K M ∈ 2, 4, 8 and 12, as shown in Fig. 5 . Compared with the inference performance of ORC, the location accuracy of WorldCities data is much lower in terms of error threshold. The reason for this is that the pictures from the WorldCites dataset for one location are obtained from multiple angles instead of fixed angles with continuous movement, as for the ORC dataset. This poses a greater challenge for visual-based geo-localization. We plan to optimize our design for multiangle-based visual geo-localization in our future research work.
In Fig. 6 , we compare the localization accuracy for different values of σ in the location probability calculation of (5). The test results indicate that different values of σ have a direct influence on the location inference accuracy. The best performance (excluding training data) is found to be for σ = 2. A possible explanation is that if σ is too large, the MSMN will be unable to distinguish between two different locations. On the other hand, if it is too small, the MSMN will be highly sensitive to the changes of location.
In Fig. 7 , we compare the localization accuracy for the different CNN and LSTM structures. We find that the CNN structure with the Resnet-32 network performs better than the Vgg-16 network [45] . The LSTM with 2 layers is also worse than the default design having 1 layer. Hence, we choose Resnet-32 and the LSTM with 1 layer as our default design. We also test the accuracy for the cross-influence loss proposed in [46] . As shown in the figure, the loss function proposed in [46] suffers slight accuracy loss with the proposed cross-firing loss function.
In Fig. 8 we illustrate the MSMN prediction accuracy with and without using an LSTM. For the MSMN without LSTM, we average the predictions from the N = 5 channels. The simulation result indicates that without the LSTM, the MSMN suffers an accuracy loss of about 10%. This indicates that the LSTM is an important part of the overall system.
In Fig. 9 , we compare the proposed approach with the results obtained by state-of-the-art methods based on the ORC dataset. The video re-localization [47] , DSC [1] and NetVLAD [3] procedures were used for comparison. DSC employs a Dominant Set Clustering approach which selects the most relevant candidate images for the query image in location inference. When the error threshold is 40 meters, the proposed MSMN can reach an accuracy 95%, which is 24% higher than NetVLAD's accuracy of 71% and 17% higher than DSC's accuracy of 78%.
B. COMPUTATIONAL ASPECTS
The computation time required for location inference is given in Table 3 . The typical inference time for a 16-image batch CNN is about 17 milliseconds. In the memory segment network based method, we input 320 images to the CNN for a single location inference using the MSMN, which takes about 340 milliseconds. The LSTM inference time is about 120 milliseconds after CNN processing. The HMM inference is performed by the CPU processor, which runs simultaneously with GPU processing. The total processing time for a single location inference for the GSV dataset is 510 milliseconds, which is much faster than for the existing methods. We also performed a field test for the online location inference process for our Campus Scene dataset. 2 FIGURE 6. Location inference accuracy for different σ values in the location probability distribution function as a function of the error threshold using the ORC dataset. We show the output images for different CNN layers in Fig. 10 . These images indicate that the CNN can extract the features from the original input image. The input images are classified pixel-wise in terms of different objects, which is similar to SegNet in [22] . However, as opposed to SegNet or other scene segmentation methods, the proposed network can automatically render the pictures in a multi-class pixelwise segmentation style, but without any pixel-wise labelbased network training. Finally, we present the firing points map with corresponding images of landmarks in Fig. 11 . The firing map is in the form of a red-colored matrix map. The color in the firing map indicates the firing level with different memory segments as the target image segments. The brighter points indicate that the memory is retrieved at a high level corresponding to the notable landmarks. The high firing points satisfy two conditions: Firstly, the input target segments should be similar to the memory segment. Hence, the given fired pixels are along the diagonal of the firing map, where the corresponding locations of the memory segment and the target images segment are the same. Second, the input images which contain important buildings and landmarks, will be chosen by the memory segment network as fired points as well as by human observers.
V. CONCLUSIONS
In this paper, we have proposed a new image geo-localization approach that was inspired by the mechanism believed to be used in the hippocampus. We encode visual information in a memory segment and then infer the location using an endto-end method. We also employ an HMM post-processing procedure and a nearest-neighbor segment search technique to improve the location accuracy. The test results indicate that the proposed memory segment network can achieve 94% accuracy for the ORC dataset and 92% accuracy for the GSV dataset. This represents a significant improvement in localization accuracy compared to previously proposed methods. By encoding the visual information as a memory segment, the processing can be completed within about 500 milliseconds. Thus, our method provides a potential approach for implementing practical, real-time intelligent navigation and localization. 
