In this work we deal with the problem of using OWA operators in color image reduction algorithms. For this reason, we study OWA operators defined on an arbitrary finite lattice endowed with a t-norm and a t-conorm. In the case of RGB color images, we apply OWA operators defined on a finite product lattice. Depending on the OWA operator considered, we see that the reduced images become brighter or darker. Then, we make a preliminary study of a qualitative orness measure for classifying each lattice OWA operator according to its proximity to the maximum of the given data.
Introduction
Aggregation functions are a very important tool in problems of data fusion. In particular, in image processing it is very usual to aggregate or fuse several inputs into a representative output, as in image filtering, stereo vision, segmentation, among others. In this work we focus on image reduction algorithms. These algorithms reduce the dimension of an image while keeping as much information as possible. From an applied point of view, image reduction can be used to accelerate computation on an image or to reduce its storage or transmission cost.
When we deal with grayscale images, each pixel is associated with its intensity value, typically an integer between 0 (black) and 255 (white). The intensity of a pixel can be easily transformed into a real number in the interval [0, 1] just by dividing by 255. In order to reduce the spatial resolution of the image, in [7] the use of averaging aggregation functions has been widely studied. The authors propose to aggregate non-overlapping blocks of pixels into a single one. Evidently, the quality of the reduced image directly depends on the aggregation function considered.
One of the most versatile functions used in image reduction are OWA operators [8] . Each OWA operator provides a weighted average of the intensities within a block, where each weight associated to each intensity only depends on the their order.
Having this in mind, we can for example prioritize high intensities so that the resulted image becomes very bright. Or, on the contrary, we can prioritize low intensities to obtain darker reduced images. In order to classify each OWA operator attending to their behaviour, in [9] proposed the orness of an OWA operator as a measure of the proximity to an OR aggregation.
However, when we deal with color images, the use of aggregation functions is not trivial. In the RGB color scheme, for example, each pixel is associated with three different intensities, corresponding to red, green and blue colors. In [1] , the authors propose the use of aggregation functions defined on a Cartesian product of lattices in order to reduce images in the RGB color scheme. Following these ideas, in this work we propose the study of lattice OWA operators for reducing color images. As in the case of OWA operators (defined on [0, 1]) we are interested in classifying each operator attending to its behaviour. For this reason, we start studying a qualitative orness measure for lattice OWA operators. This measure will give us the information of the behaviour of the operator in each color channel.
The paper is organized as follows. Section 2 is devoted to revisit results concerning to t-norms, t-conorms and aggregation functions defined on bounded lattices, especially OWA operators. Section 3 introduces and analyzes the concept of qualitative orness for OWA operators defined on finite lattices. Section 4 is devoted to OWA operators defined on product lattices. In Section 5 we analyze the effect of OWA operators in color image reduction. A final section of conclusions closes the paper.
Preliminaries

OWA operators
In [8] , an n-ary ordered weighted average (OWA) operator is defined for values in [0, 1] in the following way.
Definition 1 (Yager [8] 
n be a weighting vector with
In [9] Yager introduces an orness measure for each OWA operator, which depends only on the weighting vector α = (α 1 , . . . , α n ).
Notice that the orness of the OR-operator is equal to 1, while the orness of the AND-operator is equal to 0. Moreover, if
Lattice OWA operators
In order to define lattice OWA operators, we start by recalling some concepts [3] .
Throughout this paper (L, ≤ L ) will denote a bounded lattice, i.e., a partially ordered set in which every two elements have both a supremum and an infimum and there are two elements, 1 L and 0 L , that are respectively the greatest and the least elements of L. In addition, (L, ≤ L , T, S) will denote a bounded lattice endowed with a t-norm T and a t-conorm S.
It is said to be symmetric if, for every permutation σ of the set {1,
In [5] n-ary ordered weighted average (OWA) operators are extended to any bounded lattice endowed with a t-norm T and a t-conorm S whenever the weighting vector satisfies some distributivity condition. Before reminding this extension, we bring together some necessary definitions. For any vector (a 1 , . . . , a n ) ∈ L n , a totally ordered vector (b 1 , . . . , b n ) is defined by
. . .
If n is odd and k = n+1 2 , then b k agrees with the n-ary median function of (a 1 , . . . , a n ). 3. If the set {a 1 , . . . , a n } is totally ordered, then (b 1 , . . . , b n ) is a rearrangement of it. In fact, each b k is the k-th statistic in this case.
Definition 8 ([5]). Let (L, ≤ L , T, S) be a bounded lattice. For each distributive weighting vector
(The vector (b 1 , . . . , b n ) is that defined in Def. 6 for each (a 1 , . . . , a n ) ∈ L n ).
It is easy to check that F α is a symmetric and idempotent n-ary aggregation function which lies between the AND operator, obtained for the weighting vector (0 L , . . . , 0 L , 1 L ) and the OR operator, got
T, S) is the bounded lattice described in Remark 5, then for each distributive weighting vector
n , F α agrees with the OWA operator given by Yager. 
n , we define a qualitative orness measure of the corresponding OWA operator F α in the following way: a descending subchain of {c 1 , . . . , c m } by means of
, where the symbol a b denotes the whole part of a b .
Call orness(F
Remark 10. Notice that the definition of orness(F α ) depends only on the vector α = (α 1 , . . . , α n ). So, it is necessary to check that, if β = (β 1 , . . . , β n ) is another distributive weighting vector with F α = F β , then orness(F α ) = orness(F β ). Indeed, notice that orness(
orness(F α ) = orness(F β ) and this concept is welldefined.
In a complementary way, notice that the same 
Example 11. Consider the lattice L = C 3 × C 2 , where C 3 and C 2 are the chains consisting of 3 and 2 elements respectively:
We consider the t-norm given by the meet and the t-conorm given by the join and the OWA operator 
Proposition 12.
In the conditions of Definition 9:
depends on the number n of weights.
Obviously, Yager's orness for real-valued operators cannot be a particular case of Definition 9 because [0, 1] is not a finite lattice. However, it is possible to consider a finite sublattice of [0, 1] and compare the measure calculated as in Definition 9 with Yager's one, as has been done in the following proposition. 
Proposition 13. Let T be the t-norm defined on the real interval [0, 1] by the product and S the tconorm given by S(a, b)
= min{a + b, 1}. Given a distributive weighting vector α = (α 1 , . . . , α n ) ∈ [0, 1] n ,
Conclusions
In this work we have seen an application of OWA operators defined on a finite lattice for reducing color images in the RGB color scheme. We have seen that the intensities of the reduced images depend on the weighting vector considered.
In order to classify each OWA operator according to their proximity to an OR aggregation, we have made a preliminary study of a qualitative orness measure that behaves as the orness measure proposed by Yager for OWA operators defined on [0, 1].
In the application of image reduction, we have seen that the proposed orness measure give us information of the OWA operator considered. It also allows us to establish a close relation between the orness and the mean intensity of the images on each color channel.
