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Bubbling solutions for Moser-Trudinger type equations
on compact Riemann surfaces
Pablo Figueroa∗ and Monica Musso†
September 4, 2017
Abstract
We study an elliptic equation related to the Moser-Trudinger inequality on a compact Rie-
mann surface (S, g),
∆gu+ λ
(
ueu
2 − 1|S|
∫
S
ueu
2
dvg
)
= 0, in S,
∫
S
u dvg = 0,
where λ > 0 is a small parameter, |S| is the area of S, ∆g is the Laplace-Beltrami operator
and dvg is the area element. Given any integer k ≥ 1, under general conditions on S we find
a bubbling solution uλ which blows up at exactly k points in S, as λ→ 0. When S is a flat
two-torus in rectangular form, we find that either seven or nine families of such solutions do
exist for k = 2. In particular, in any square flat two-torus actually nine families of bubbling
solutions with two bubbling points do exist. If S is a Riemann surface with non-constant
Robin’s function then at least two bubbling solutions with k = 1 exists.
Keywords: Moser-Trudinger inequality. Green’s function.
2010 AMS Subject Classification: 35J08, 35J15, 53C20
1 Introduction
Let (S, g) be a compact, orientable Riemann surface. We denote by |S| the area of S, ∆g
the Laplace-Beltrami operator on S and dvg the area element. This paper is devoted to the
construction of solutions to the problem
∆gu+ λ
(
ueu
2 − 1|S|
∫
S
ueu
2
dvg
)
= 0, in S,∫
S
u dvg = 0,
(1.1)
for any values of the small parameter λ > 0. These solutions turn out to blow-up, as the
parameter λ→ 0+ at very specific points of S.
Problem (1.1) is related to the Trudinger-Moser inequality [29] over a compact Riemann
surface (S, g), which can be stated as follows
sup
{∫
S
e4piu
2
dvg : u ∈ H1(S),
∫
S
u dvg = 0 and
∫
S
|∇u|2 dvg = 1
}
< +∞.
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This type of inequality was first proved in [22] on compact Riemannian manifolds of any dimension
n. When the dimension is two, this inequality was proved in [24] on manifolds with and without
boundary, and the existence of extremal functions was established. We refer also to [25, 26, 34, 35]
for related results and generalizations.
It is simple to see that critical points of the above constrained variational problem satisfy,
after a simple scaling, an equation of the form (1.1). Our purpose then is to study the existence
of solutions to (1.1) for λ positive and small and to describe their asymptotic behavior as λ→ 0+.
Weak solutions of (1.1) are critical points of the following energy functional
Jλ(u) =
1
2
∫
S
|∇u|2g dvg −
λ
2
∫
S
eu
2
dvg, u ∈ H¯, (1.2)
where H¯ = {u ∈ H1(S) : ∫
S
udvg = 0}, which corresponds to the free energy associated to the
critical Trudinger embedding in the sense of Orlicz spaces [30, 32, 33]
H¯ ∋ u 7→ eu2 ∈ Lp(S) ∀p ≥ 1.
The energy functional (1.2) is thus well defined and it has a Mountain Pass geometric structure.
Nevertheless, it is characterized by lack of compactness, which makes it impossible to search for
critical points of (1.2) using the classical tools of the Calculus of Variations or of the Critical Point
Theory. Indeed, loss of compactness translates into the presence of non-convergent Palais-Smale
sequences for the corresponding functional and space of functions.
To better understand this, let us consider the flat case, namely, when S ≡ Ω ⊂ IR2 is
a bounded domain. The Trudinger-Moser inequality concerns the limiting case p = 2 of the
Sobolev embeddings W 1,p(Ω) ⊂ L 2p2−p (Ω). It states that there exists C2 > 0 such that
sup
{v∈W 1,20 (Ω), ‖∇v‖L2(Ω)=1}
∫
Ω
eα|v|
2
dx
{
≤ C2|Ω|, if α ≤ α2
= +∞, if α > α2
,
where |Ω| is the area of Ω and α2 = 4pi. After a simple scaling, critical points of the above
constrained variational problem satisfy the equation
∆u+ λueu
2
= 0 in Ω, u = 0 on ∂Ω, (1.3)
where λ > 0, whose associated energy functional is
Iλ(u) =
1
2
∫
Ω
|∇u|2 − λ
2
∫
Ω
eu
2
, u ∈ H10 (Ω).
For the functional Iλ a precise classification of all Palais-Smale sequences does not seem possible
after the results in [2]. Some information is available for sequences of solutions to (1.3), thanks
to the result in [17], that states
Assume that un solves problem (1.3) for λ = λn, with Iλn(un) bounded and λn → 0 as
n → +∞. Then, passing to a subsequence if necessary, there is an integer k ≥ 0 such that as
n→ +∞
Iλn(un) = 2pik + o(1). (1.4)
A more precise characterization of the sequence of solutions (un)n is known when k = 1, see [1]:
for all large n, the solution un has only one isolated maximum, whose value diverges to +∞ as
λn → 0, which is attained around a very specific point x0 ∈ Ω. In fact, x0 is a critical point of
Robin’s function, defined as x 7→ HΩ(x, x), where HΩ is the regular part of the corresponding
Green’s function for the homogeneous Dirichlet problem in Ω.
Concerning existence of solutions to (1.3) satisfying (1.4), in [2], it is proven that there is a
λ0 > 0 such that a solution to (1.3) exists whenever 0 < λ < λ0 (this is in fact true for a larger
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class of nonlinearities with critical exponential growth). By construction this solution falls into
the bubbling category (1.4) with k = 1 as λ → 0. If Ω has a sufficiently small hole, Struwe
in [31] built a solution taking advantage of the presence of topology. This solution exists for a
class of nonlinearities, perturbation of the Trudinger-Moser one, that also include λueu
2−u for
which no solution exists for small λ, in a disk, see [3, 12]. It is reasonable to believe that the
construction of Struwe in reality produces a second solution of equation (1.3), but this is not
known yet. Similar results to [4, 17] on compact Riemann surfaces are obtained in [34].
In [15] authors addressed the existence of bubbling solutions for (1.3) as λ→ 0 when Ω is not
contractible to a point, and k in (1.4) is any integer number. They provide sufficient conditions
for the existence of solutions to (1.3) for small λ, which satisfy the bubbling condition (1.4) and
give a precise characterization of its bubbling location. In particular, they show that if Ω has a
hole of any size, namely, Ω is not simple connected then at least one of such a solutions exists
with k = 2 and if Ω has d ≥ 1 holes, then d+ 1 solutions with k = 1 exist.
The question we address in this paper is whether it is possible to construct a family of solutions
uλ to problem (1.1), for any λ > 0 small, whose energy Jλ(uλ), defined in (1.2), is quantized in
the sense of (1.4), and whose asymptotic behavior resembles a bubbling phenomena at points,
for λ→ 0.
In order to state our general result, let us introduce some notations. For a given Riemann
surface (S, g), we introduce the Green’s function G(x, p) with pole at p ∈ S as the solution of
−∆gG(·, p) = δp − 1|S| in S∫
S
G(x, p) dvg = 0.
(1.5)
Let k ≥ 1 be an integer, ξ1, ξ2, . . . , ξk ∈ S be k distinct points and m1,m2, . . . ,mk be k positive
numbers. We define the following functional
ψk(ξ,m) = (log 16− 2)
k∑
j=1
m2j +
k∑
j=1
m2j logm
2
j − 4pi
k∑
j=1
m2jH(ξj , ξj)
− 4pi
k∑
i=1
k∑
j=1,j ̸=i
mimjG(ξi, ξj),
(1.6)
where ξ = (ξ1, . . . , ξk) and m = (m1, . . . ,mk). Here, G is the Green’s function for the Laplace-
Beltrami operator on S given by (1.5) and H is its regular part. Let us consider an open set D
compactly contained in the domain of the functional ψk, namely
D¯ ⊂ {(ξ,m) ∈ Sk × IRk+ | ξi ̸= ξj ∀ i ̸= j }.
We say that ψk has a stable critical point situation if there exists a δ > 0 such that for any
g ∈ C1(D¯) with ‖g‖C1(D¯) < δ, the perturbed functional ψk + g has a critical point in D.
We can now state our general result.
Theorem 1.1. Let (S, g) be a compact, orientable Riemann surface. Let k ≥ 1 and assume that
there is an open set D where ψk has a stable critical point situation. Then, for all small λ > 0
there exists a family of solutions uλ of problem (1.1) such that as λ→ 0
1
2
∫
S
|∇uλ|2g dvg −
λ
2
∫
S
eu
2
λ dvg = 2kpi + O(λ). (1.7)
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Moreover, there exists (ξλ,mλ) ∈ D, with ξλ =
(
ξ
(1)
λ , . . . , ξ
(k)
λ
)
and mλ =
(
m
(1)
λ , . . . ,m
(k)
λ
)
such
that, passing to a subsequence, (ξλ,mλ)→ (ξ0,m0) with ∇ψk(ξ0,m0) = 0 and
uλ(x) =
√
λ
 8pi k∑
j=1
m
(j)
λ G(x, ξ
(j)
λ ) + O(λ)
 (1.8)
as λ→ 0, uniformly on compact subsets of S \ {ξ1, . . . , ξk}.
Concrete examples of surfaces S on which problem (1.1) has solutions satisfying (1.7)-(1.8)
depends on the possibility to ensure the existence of special critical points for the function ψk
defined in (1.6).
To start with, we observe that if S is a compact Riemann surface with non-constant Robin’s
function then at least two bubbling solutions with k = 1 exists. Indeed, since S is compact then
H(ξ, ξ) attains its minimum and its maximum. In this case, it is easy to show that ψ1 has two
stable critical point situations. Thus, problem (1.1) has one solution which is bubbling near the
global minimizer of H(ξ, ξ), and another solution which is bubbling near the global maximizer,
as λ→ 0+. Unfortunately, this kind of solutions are hopeless to be found for instance when S is
the unit sphere S2 in IR3 or when S is the flat two-torus T , since, in these examples, the function
H(ξ, ξ) is constant. Nevertheless, in these two examples, we can prove the existence of solutions
with k = 2 bubbling points. The case of the flat torus is particularly surprising.
If k = 2, the functional ψk in (1.6) takes the simplified form
ψ2(ξ,m) = A
2∑
j=1
m2j +
k∑
j=1
m2j logm
2
j − 8pim1m2G(ξ1, ξ2)
where A = log 16− 2− 8pic, where c is the constant value of H(ξ, ξ) in the case of the sphere and
the flat torus.
Let us start with S = S2. Since problem (1.1) is invariant under rotations, it is not restrictive
to look for solutions with one bubbling point to be a fixed point on S2, say ξ2. Indeed, by a
rotation, one can get another solution bubbling at any other point of S2, just rotating ξ2 up to
this other point. Thus, we fix ξ2 ∈ S2 and we are reduced to study the existence of critical points
for ξ1 ∈ S2 7→ G(ξ1, ξ2). Notice that ξ1 7→ G(ξ1, ξ2) has a global minimum. Then from simple
arguments, one sees that ψ2 has a stable critical point situation. We thus get the validity of
Theorem 1.2. Assume that S = S2 is the unit sphere in IR3 and fix ξ2 ∈ S2. Then there exists
a family of solutions uλ to problem (1.1) with two bubbling points such that as λ → 0 the two
bubbling points converge to (ξ1, ξ2) with ξ1 the global minimum of G(·, ξ2) and
1
2
∫
S2
|∇uλ|2g0 dvg0 −
λ
2
∫
S2
eu
2
λ dvg0 = 4pi + o(1), as λ→ 0
where g0 is the standard round metric on S2.
Let us now discuss the case when S = T is a rectangle and we look for solutions u to (1.1)
that are doubly periodic functions on ∂T . The surprising fact of this case is the multiplicity of
solutions.
Without loss of generality, assume that, in complex notation,
T =
{
z = s
a
2
+ t
ib
2
: s, t ∈
(
− 1
2
,
1
2
)}
, (1.9)
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with i the imaginary unity. Since the equation is invariant under translations, if u is a solution
to (1.1) then u(· + p) is also a solution to (1.1) for any p ∈ T . In this setting, our next result
states the existence of families of solutions of the form (1.8), and satisfying (1.7), with k = 2.
The exact number of such solutions can be 7 or 9, depending on the value of
τ = b/a.
Our result states as follows.
Theorem 1.3. Assume that T is a rectangle in IR2 given by (1.9) and τ = b/a. Then there are
τ0 < 1 < τ1 such that if either τ ∈ (0, τ0]∪ [τ1,+∞) or τ ∈ (τ0, τ1) then there is λ0 > 0 such that
for any 0 < λ ≤ λ0 there exist either seven or nine different families of doubly periodic on ∂T
bubbling solutions uλ,i respectively to problem (1.1). These solutions safisfy
Jλ(uλ,i) =
1
2
∫
T
|∇uλ,i|2 dx− λ
2
∫
T
eu
2
λ,i dx = 4pi +O(λ), (1.10)
as λ → 0. Moreover, there exist bubbling points ξλ,i = (ξ(1)λ,i , ξ(2)λ,i ) ∈ T 2 and weights
mλ,i = (m
(1)
λ,i,m
(2)
λ,i) ∈ IR2+ such that, passing to a subsequence, (ξλ,i,mλ,i) → (ξ0,i,m0,i) with
∇ψ2(ξ0,i,m0,i) = 0 and
uλ,i(x) =
√
λ
(
8pim
(1)
λ,iG
(
x, ξ
(1)
λ,i
)
+ 8pim
(2)
λ,iG
(
x, ξ
(2)
λ,i
)
+ O(λ)
)
(1.11)
as λ → 0, uniformly on compact subsets of T \ {ξ(1)0,i , ξ(2)0,i }, where ξ0,i = (ξ(1)0,i , ξ(2)0,i ). Here we
intend that i ∈ {1, . . . , 7} when τ ∈ (0, τ0] ∪ [τ1,+∞), and i ∈ {1, . . . , 9} when τ ∈ (τ0, τ1).
The location of the two bubbling points for the solutions in this result is completely deter-
mined. Indeed, fixing i ∈ {1, . . . , 7} when τ ∈ (0, τ0]∪ [τ1,+∞) or i ∈ {1, . . . , 9} when τ ∈ (τ0, τ1)
the bubbling points ξ
(1)
λ,i and ξ
(2)
λ,i satisfy ξ
(1)
λ,i − ξ(2)λ,i → pj for some j ∈ {1, 2, 3} as λ → 0 where
p1, p2 and p3 are the half periods of T :
p1 =
a
2
, p2 =
ib
2
, p3 =
a+ ib
2
. (1.12)
Moreover, we can show some properties of the weights mi’s. If 0 < τ ≤ τ0 then
• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p1, and three different
pairs of weights (m
(1)
λ,i,m
(2)
λ,i) converging to either (m0,m0), (m1,m2) or (m2,m1) as λ→ 0
for some m0, m1 and m2 with m0 ̸= m1, m0 ̸= m2 and m1 ̸= m2 such that they give rise
to three bubbling solutions;
• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p2, and only a pair of
weights (mλ,1,mλ,2) converging to (m3,m3) as λ → 0 for some m3 such that it gives rise
to a bubbling solution; and
• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p3, and three different
pairs of weights (m
(1)
λ,i,m
(2)
λ,i) converging to either (m4,m4), (m5,m6) or (m6,m5) as λ→ 0
for some m4, m5 and m6 with m4 ≠ m5, m4 ̸= m6 and m5 ̸= m6 such that they give rise
to three bubbling solutions.
If τ ≥ τ1 then
• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p1, and only a pair of
weights (m
(1)
λ,i,m
(2)
λ,i) converging to either (m0,m0) as λ→ 0 for some m0 such that it gives
rise to only a bubbling solution;
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• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p2, and three different
pairs of weights (mλ,1,mλ,2) converging to either (m1,m1), (m2,m3) or (m3,m2) as λ→ 0
for some m1, m2 and m3 with m1 ̸= m2, m2 ̸= m3 and m1 ̸= m3 such that they give rise
to three bubbling solution; and
• there are two bubbling points (ξ(1)λ , ξ(2)λ ) satisfying ξ(1)λ − ξ(2)λ → p3, and three different
pairs of weights (m
(1)
λ,i,m
(2)
λ,i) converging to either (m4,m4), (m5,m6) or (m6,m5) as λ→ 0
for some m4, m5 and m6 with m4 ≠ m5, m4 ̸= m6 and m5 ̸= m6 such that they give rise
to three bubbling solutions.
If τ ∈ (τ0, τ1) then for every j = 1, 2, 3
• there are two bubbling points (ξ(1)λ,j , ξ(2)λ,j) satisfying ξ(1)λ,j−ξ(2)λ,j → pj , and three different pairs
of weights (m
(1)
λ,i,j ,m
(2)
λ,i,j) converging to either (m0,j ,m0,j), (m1,j ,m2,j) or (m2,j ,m1,j) as
λ → 0 for some differents m0,j , m1,j and m2,j such that they give rise to three bubbling
solutions.
A very interesting situation in the rectangular case is when a = b (or τ = 1), namely, in case
of a square. Recall that τ0 < 1 < τ1. This fact follows from the analysis in the proof of the
previous result, but we highlight it due to the multiplicity of bubbling solutions we obtain: there
exist nine different families of doubly periodic on ∂T bubbling solutions to problem (1.1) in any
square.
Theorem 1.4. Assume that T is a square in IR2. Then for any λ small enough and for every half
period pj, j ∈ {1, 2, 3}, see (1.12), there exist bubbling points ξλ,j = (ξ(1)λ,j , ξ(2)λ,j) ∈ T 2 and three
different pairs of weights mλ,i,j = (m
(1)
λ,i,j ,m
(2)
λ,i,j) ∈ IR2+, i = 1, 2, 3 giving rise to nine bubbling
solutions uλ,i,j, satisfying (1.10) as λ → 0 for i = 1, 2, 3 such that, passing to a subsequence,
(ξλ,j ,mλ,i,j)→ (ξ0,j ,m0,i,j), ξ(1)λ,j − ξ(2)λ,j → pj and the property (1.11) holds as λ→ 0, uniformly
on compact subsets of T \ {ξ(1)0,j , ξ(2)0,j }, where ξ0,j = (ξ(1)0,j , ξ(2)0,j ).
Theorems 1.3 and 1.4 follow from the fact that the existence of nondegenerate critical points
of ψ2 is a stable critical point situation. From similar ideas follows Theorem 1.2, studying first
critical points of ξ1’s and then the weights mi’s .
For the case k ≥ 3, or the case k = 2 on a surface S where the function H(ξ, ξ) is not constant,
the analysis of the map (ξ,m) 7→ ψk(ξ,m) is much harder.
We conclude our introduction mentioning the link between the theorems 1.3 - 1.2 and the
results contained in [15, 16] on concentration phenomena for the Liouville-type problem
∆u+ ε2eu = 0, in Ω, u = 0, on ∂Ω, (1.13)
where Ω is bounded smooth domain in IR2, see [5, 14, 19] and references therein. Our results
are also connected to those for Liouville-type equations on compact Riemann surfaces, see [6,
7, 8, 13, 18, 21]. The fine blow-up structure for Liouville-type equations on domains in IR2 or
on manifolds very close to the bubbling points is similar to that we found in the problems we
are discussing in this paper, nevetheless scalings and intermediate regimes are much more subtle
for doubly exponential nonlinearities. Even though the choice of our first approximation to our
bubbling solutions is inspired by the discovery of the blow-up shapes which was obtained first in
[4] and then in [1, 17], in our problem, more accurate information is needed, due to the role of the
distinct weightsmj ’s, which were discovered in [15]. In fact, the presence of the weightsmj marks
a strong difference between double exponential nonlinearity and Liouville type nonlinearity.
As in the usual Lyapunov-Schmidt scheme, the strategy of the proof involves linearization
about a first approximation, to later reduce the problem to a finite dimensional variational one
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of adjusting the bubbling centers and the corresponding weights. The critical character of this
nonlinearity is very much reflected in the delicate error terms left by the first approximation,
which makes the linear elliptic theory needed fairly subtle because of the multiple-regime in the
error size and adapted to the Riemann surface S through the use isothermal coordinates.
The paper is organized as follows: in Section 2, we construct a first approximation to a solution
to (1.1) with the required properties and we estimate the size of the error of approximation with
appropriate norms. In Section 3 we describe the scheme of our proofs, by stating the principal
results we need, and we give the proof of our Theorems. Section 4 is devoted to the computation
of the expansion of the energy functional on the first approximation we constructed in Section 2.
Sections A, B and C are devoted to rigorously prove the intermediate results we state in Section
3.
2 Approximation of the solution
It is convenient for our purposes to rewrite problem (1.1) by replacing u =
√
λv, so that the
problem becomes
∆gv + λ
(
veλv
2 − 1|S|
∫
S
veλv
2
dvg
)
= 0, (2.1)
with
∫
S
v dvg = 0. Following [15], to construct approximating solutions of (2.1), the main idea is
to use as “basic cells” the functions
uδ,ξ(x) = wδ(x− ξ) δ > 0, ξ ∈ IR2,
where
wµ(y) := log
8µ2
(µ2 + |y|2)2 , µ > 0. (2.2)
They are all the solutions of  ∆u+ e
u = 0 in IR2∫
IR2
eu < +∞,
and do satisfy the following concentration property:
euδ,ξ ⇀ 8piδξ in measure sense
as δ → 0. We will use now isothermal coordinates to pull-back uδ,ξ in S as in [18].
Let us recall that every Riemann surface (S, g) is locally conformally flat, and the local coordinates
in which g is conformal to the Euclidean metric are referred to as isothermal coordinates (see
for example the simple existence proof provided by Chern [11]). For every ξ ∈ S it amounts to
find a local chart yξ, with yξ(ξ) = 0, from a neighborhood of ξ onto B2r0(0) (the choice of r0
is independent of ξ) in which g = eϕˆξ(yξ(x))dx, where ϕˆξ ∈ C∞(B2r0(0),R). In particular, ϕˆξ
relates with the Gaussian curvature K of (S, g) through the relation:
∆ϕˆξ(y) = −2K(y−1ξ (y))eϕˆξ(y) for y ∈ B2r0(0). (2.3)
We can also assume that yξ, ϕˆξ depends smoothly in ξ and that ϕˆξ(0) = 0, ∇ϕˆξ(0) = 0.
We now pull-back uδ,0 = wδ in ξ ∈ S, for δ > 0, by simply setting
Uδ,ξ(x) = wδ(yξ(x)) = log
8δ2
(δ2 + |yξ(x)|2)2
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for x ∈ y−1ξ (B2r0(0)). Letting χ ∈ C∞0 (B2r0(0)) be a radial cut-off function so that 0 ≤ χ ≤ 1,
χ ≡ 1 in Br0(0), we introduce the function PUδ,ξ as the unique solution of
−∆gPUδ,ξ(x) = χξ(x)e−ϕξ(x)eUδ,ξ(x) − 1|S|
∫
S
χξe
−ϕξeUδ,ξdvg in S∫
S
PUδ,ξdvg = 0,
(2.4)
where χξ(x) = χ
(
yξ(x)
)
and ϕξ(x) = ϕˆξ
(
yξ(x)
)
. Notice that the R.H.S. in (2.4) has zero average
and smoothly depends in x, and then (2.4) is uniquely solvable by a smooth solution PUδ,ξ.
Let us recall the transformation law for ∆g under conformal changes: if g˜ = e
ϕg, then
∆g˜ = e
−ϕ∆g. (2.5)
Decompose now the Green function G(x, ξ), ξ ∈ S, as
G(x, ξ) = − 1
2pi
χξ(x) log |yξ(x)|+H(x, ξ),
and by (1.5) then deduce that
−∆gH = − 1
2pi
∆gχξ log |yξ(x)| − 1
pi
〈∇χξ,∇ log |yξ(x)|〉g − 1|S| in S∫
S
H(·, ξ) dvg = 1
2pi
∫
S
χξ log |yξ(·)|dvg.
We have used that
∆g log |yξ(x)| = e−ϕˆξ(y)∆log |y|
∣∣∣
y=yξ(x)
= 2piδξ
in view of (2.5).
For r ≤ 2r0 define Br(ξ) = y−1ξ (Br(0)) and Ar1,r2(ξ) = Br1(ξ) \ Br2(ξ), for r2 < r1 ≤ 2r0.
Setting
Ψδ,ξ(x) = PUδ,ξ(x)− χξ[Uδ,ξ − log(8δ2)]− 8piH(x, ξ),
we have the following asymptotic expansion of PUδ,ξ as δ → 0, as shown in [18]:
Lemma 2.1. The function PUδ,ξ satisfies
PUδ,ξ = χξ
[
Uδ,ξ − log(8δ2)
]
+ 8piH(x, ξ) +O(δ2| log δ|) (2.6)
uniformly in S. In particular, there holds
PUδ,ξ = 8piG(x, ξ) +O(δ
2| log δ|)
locally uniformly in S \ {ξ}.
The ansatz will be constructed as follows. Given k ∈ N, let us consider distinct points ξj ∈ S,
mj > 0 and δj = µjεj > 0, j = 1, . . . , k. In order to have a good approximation, we will assume
that the parameters µj ’s and εj ’s are given by
log(8µ2j ) = −2 log(2m2j ) + 8piH(ξj , ξj) + 8pi
k∑
i=1,i̸=j
mim
−1
j G(ξi, ξj), for all j = 1, . . . , k (2.7)
and
log
1
ε4j
=
1
2λm2j
− 2 log(2m2j ), for all j = 1, . . . , k. (2.8)
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Up to take r0 smaller, we assume that the points ξj ’s are well separated andm
′
js are in a compact
subset of (0,+∞), namely, we choose ξ = (ξ1, . . . , ξk) ∈ Ξ and m = (m1, . . . ,mk) ∈M, where
Ξ = {(ξ1, . . . , ξk) ∈ Sk | dg(ξi, ξj) ≥ 4r0 ∀ i, j = 1, . . . , k, i ̸= j} and M =
[
δ0,
1
δ0
]k
,
for some small fixed constant δ0 > 0. Denote Uj := Uµjεj ,ξj , j = 1, . . . , k. Thus, our approxi-
mating solution is
V (x) =
k∑
j=1
mjPUj(x), x ∈ S, (2.9)
where P is the projection operator defined by (2.4). Notice that λ → 0 if and only if εj → 0
for each j = 1, . . . , k. The idea is that the choice of the numbers µj , εj makes the error of
approximation for V small around each point ξj . Let us estimate the error which by definition is
R = ∆gV + λ
(
V eλV
2 − 1|S|
∫
S
V eλV
2
dvg
)
. (2.10)
Setting wj(x) = wµj
(yξj (x)
εj
)
for x ∈ B2r0(ξj), introduce the following L∞-weighted norm for
bounded functions defined in S
‖h‖∗ = sup
x∈S
ρ(x)−1|h(x)|, (2.11)
where
ρ(x) :=
k∑
j=1
χBr0 (ξj)(x)ρj(x) + 1,
with
ρj(x) =χ
( r0|yξj (x)|
δεj | log εj |2
)
(1 + |wj |+ w2j )ε−2j ewj(x)
+
[
1− χ
( 2r0|yξj (x)|
δεj | log εj |2
)][
{1 + | log |yξj (x)|}eλm
2
jw
2
j (x) + λ−1
]
ε−2j e
wj(x),
(2.12)
δ > 0 a large fixed constant and χA is the characteristic function of the set A. Thus, we have
proven the following fact.
Lemma 2.2. Assume (2.7)-(2.8). There exists a constant C > 0, independent of λ > 0 small,
such that
‖R‖∗ ≤ Cλ (2.13)
for all ξ ∈ Ξ, and m ∈M.
Proof: First, notice that for x ∈ B2r0(ξj) Uµε,ξ(x)−log(8µ2ε2) = wµ
(yξ(x)
ε
)
−log(8µ2)+log 1
ε4
.
By (2.7)-(2.8) we find that in Br0(ξj)
V (x) = mj
[
wj(x) +
1
2λm2j
+ θj(x)
]
(2.14)
where
θj(x) = 8pi
〈
∇(H(·, ξj) ◦ y−1ξj )(0) +
∑
i ̸=j
mim
−1
j ∇(G(·, ξi) ◦ y−1ξj )(0), yξj (x)
〉
+O(|yξj (x)|2) +
k∑
i=1
O(ε2i | log εi|).
(2.15)
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Hence, we obtain that in Br0(ξj)
λV =
1
2mj
+ λmj(wj + θj) and λV
2 = wj + θj + λm
2
j (wj + θj)
2 +
1
4λm2j
. (2.16)
Thus, from (2.16) we have that in Br0(ξj)
λV eλV
2
=
1
2mj
e1/(4λm
2
j )[1 + 2λm2j (wj + θj)]e
wj+θj+λm
2
j (wj+θj)
2
= mj [1 + 2λm
2
j (wj + θj)]ε
−2
j e
wj+θj+λm
2
j (wj+θj)
2
,
(2.17)
in view of
1
4λm2j
= log
2m2j
ε2j
. Furthermore, in S \ ∪kj=1Br0(ξj) we have that
V (x) =
k∑
j=1
mj
[
8piG(x, ξj) +O(ε
2
j | log εj |)
]
= O(1), (2.18)
so that λV eλV
2
= O(λ) in S \ ∪kj=1Br0(ξj).
On the other hand, from the definition of V it is readily checked that
∆gV = −
k∑
j=1
mjχje
−ϕjε−2j e
wj +
1
|S|
k∑
j=1
mj [8pi +O(ε
2
j )], (2.19)
where χj = χξj , ϕj = ϕξj for j = 1, . . . , k and in view of e
Uj = ε−2j e
wj and∫
S
χje
−ϕjε−2j e
wjdvg =
∫
Br0 (0)
8µ2jε
2
j
(µ2jε
2
j + |y|2)2
dy +O(µ2jε
2
j ) = 8pi +O(ε
2
j ).
Now, let us estimate the integral term. By using (2.18) we find that
λ
∫
S
V eλV
2
=
k∑
j=1
∫
Br0 (ξj)
λV eλV
2
+O(λ) (2.20)
Now, we write as follows for δ > 0 large enough and fixed (the same as in the definition of ρj in
(2.12))
λ
∫
Br0 (ξj)
V eλV
2
dvg =
[ ∫
Ar0,δ
√
εj
(ξj)
+
∫
Aδ√εj,δεj | log εj |(ξj)
+
∫
Bδεj | log εj |(ξj)
]
λV eλV
2
dvg.
In Ar0,δ
√
εj (ξj), we have that uniformly V (x) = −4mj log |yξj (x)|+O(1), in view of the expansion
in S \ ∪kj=1Bδ√εj (ξj)
PUj(x) = −4χj(x) log |yξj (x)|+ 8piH(x, ξj) + χj(x) log
(
1 +
µ2jε
2
j
|yξj (x)|2
)
+O(ε2j | log εj |),
and for i ̸= j and x ∈ Ar0,δ√εj (ξj), PUi(x) = 8piG(x, ξi) + O(ε2i | log εi|) = O(1). Hence, we find
that∫
Ar0,δ
√
εj
(ξj)
V eλV
2
dvg = mj
∫
Ar0,δ
√
εj
(ξj)
[−4 log |yξj (x)|+O(1)]eλm
2
j [16 log
2 |yξj (x)|+O(| log |yξj (x)||)]dvg
= mj
∫
Br0 (0)\Bδ√εj (0)
[−4 log |y|+O(1)]eλm2j [16 log2 |y|+O(| log |y||)]eϕˆj(y)dy
= O
(∫
Br0 (0)\Bδ√εj (0)
∣∣ log |y|∣∣ e16λm2j log2 |y|dy) = O(1),
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in view of y = yξj (x), e
ϕˆj = O(1), λm2j | log |y|| = O(1) in the considered region and∫
Br0 (0)\Bδ√εj (0)
∣∣ log |y|∣∣e16λm2j log2 |y|dy = 2pi ∫ r0
δ
√
εj
| log s|e16λm2j log2 ss ds
= 2pi
∫ log r0
log(δ
√
εj)
|t|e2t+16λm2j t2 dt (t = log s)
= O
(∫ log r0
log(δ
√
εj)
|t|et dt
)
= O(1),
since for r0 < 1 (if necessary),
1
2 log εj + log δ ≤ t ≤ log r0 < 0 and (2.8) implies that
(16λm2j t+ 2)t ≤ (1 + 4λm2j log(2m2j ) + 16λm2j log δ)t ≤ t+ α for some constant α.
Now, we get that δεj | log εj | ≤ |yξj (x)| ≤ δ√εj implies that
2λ log εj + λ log
8µ2j
(µ2jε
2
j + δ
2)2
≤ λwj(x) ≤ −4λ log | log εj |+ λ log
8µ2j
(
µ2j
| log εj |2 + δ
2)2
< 0,
for λ small enough, so that, we find that λwj = O(1) uniformly in Aδ√εj ,δεj | log εj |(ξj). Further-
more, it follows that
wj(1 + λm
2
jwj) ≤ wj
(
1 + 2λm2j log εj + λ log
8µ2j
(µ2jε
2
j + δ
2)2
)
≤ 3
4
wj + β,
for some constant β in Aδ√εj ,δεj | log εj |, in view of 2λm
2
j log εj = λm
2
j log(2m
2
j ) − 14 . Hence, by
using (2.17), θj = O(1) and scaling εjz = yξj (x), we obtain that∫
Aδ√εj,δεj | log εj |
λV eλV
2
= O
(∫
Aδ√εj,δεj | log εj |
ε−2j e
wj+λm
2
jw
2
j
)
= O
(∫
Aδ√εj,δεj | log εj |
ε−2j e
3
4wj
)
= O
(∫
Bδ/√εj (0)\Bδ| log εj |(0)
exp
(3
4
log
8µ2j
(µ2j + |z|2)2
)
dz
)
= O
(∫ δ/√εj
δ| log εj |
( 8µ2j
(µ2j + s
2)2
)3/4
s ds
)
= O
(∫ δ/√εj
δ| log εj |
ds
s2
)
= O(λ).
In the ball Bδεj | log εj |(ξj), we have that
λ
∫
Bδεj | log εj |(ξj)
V eλV
2
=
∫
Bδεj | log εj |(ξj)
mj [1 + 2λm
2
j (wj + θj)]ε
−2
j e
wj+θj+λm
2
j (wj+θj)
2
= mj
[ ∫
Bδεj | log εj |(ξj)
ε−2j e
wj+θj (1 +O(λw2j + λ|wj |+ λ)) dvg
+ 2λm2j
∫
Bδεj | log εj |(ξj)
ε−2j e
wjO
(
[1 + |wj |][1 + λw2j + λ|wj |]
)
dvg
]
= mj [8pi +O(λ)]
(2.21)
in view of θj = O(1), λ(wj + w
2
j ) = O(1),∫
Bδεj | log εj |(ξj)
ε−2j e
wj+θj = 8pi +O
(
λ+
k∑
j=1
ε2j | log εj |
)
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by using (2.15) (and similar expansion for eθj ), scaling εjz = yξj (x) so that ε
2
jdy = e
−ϕj(x)dvg
and ∫
Bδεj | log εj |(ξj)
ε−2j e
wj (|wj |+ w2j + |wj |3)dvg = O(1),
since 0 ≤ |yξj (x)| ≤ δεj | log εj | implies that
−4 log | log εj |+ log
8µ2j
(µ2j | log εj |−2 + δ2)2
≤ wj(x) ≤ log 8
µ2j
,
namely, wj = O(| log λ|) in Bδεj | log εj |(ξj). Therefore, we conclude that
λ
∫
S
V eλV
2
dvg = 8pi
k∑
j=1
mj +O(λ). (2.22)
Notice that from (2.8), we find that ε2j | log εj | = O(λ), for all j = 1, . . . , k.
From (2.19), (2.17), (2.18) and (2.21) it follows that
• in S \ ∪mj=1Br0(ξj) there holds R = O(λ);
• in Br0(ξj), j ∈ {1, . . . , k}, there holds
R = mjε
−2
j e
wj
([
1 + 2λm2j (wj + θj)
]
eλm
2
j (wj+θj)
2+θj − e−ϕj
)
+O(λ).
Observe that for x ∈ Bεjr0(ξj) we have that R = O(λε−2j ewj + λ), since wj = O(1) uniformly in
Bεjr0(ξj). Moreover, wj = O(| log λ|) in Bδεj | log εj |2(ξj) and hence,
R = ε−2j e
wjO
λ|wj |+ λw2j + k∑
j=1
εj | log εj |2
+O(λ)
in view of λ(wj + θj)
2 = O(λ| log λ|2) and θj(x) = O(|yξj (x)|+
∑k
j=1 εj | log εj |2). Furthermore,
from the choice of εj , j = 1, . . . , k (2.8) it follows that
R =mjε
−2
j e
wj
( [−4 log(µ2jε2j + |yξj (x)|2) + 4 log(2m2j ) + 2 log(8µ2j ) + 2θj]
× λm2jeλm
2
jw
2
j+λm
2
jθ
2
j+θj(1+2λm
2
jwj) − e−ϕj
)
+O(λ)
=λO
([∣∣ log |yξj (x)|∣∣+ 1] ε−2j ewj+λm2jw2j + λ−1ε−2j ewj)+O(λ),
in Ar0,δεj | log εj |2(ξj), in view of log(µ
2
jε
2
j + |yξj (x)|2) = 2 log |yξj (x)|+ O(1). In particular, wj +
1
2λm2j
= −4 log |yξj (x)|+O(1), so that, inAr0,δ√εj (ξj) it holds ε−2j ewj+λm
2
jw
2
j = O(e16λm
2
j log
2 |yξj (x)|),
in view of λwj = O(1) uniformly in B2r0(ξj). Hence, the error of approximation satisfies the
global bound
|R(x)| ≤ Cλρ(x).
This completes the proof.
For simplicity, here and in what follows f designates the nonlinearity
f(v) = λveλv
2
. (2.23)
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Now, we will look for a solution v of (2.1) in the form v = V +φ, for some small remainder term
φ. In terms of φ, the problem (2.1) is equivalent to find φ ∈ H¯ so that
∆gφ+ f
′(V )φ− 1|S|
∫
S
f ′(V )φdvg = −R−
[
f(V + φ)− f(V )− f ′(V )φ
− 1|S|
∫
S
[f(V + φ)− f(V )− f ′(V )φ] dvg
] (2.24)
Here, it is clear that f ′(V ) = λeλV
2
(1+2λV 2). However, instead of solving directly the problem
(2.24) we shall study a different problem. To this purpose we need to estimate f ′(V ). Thus,
denoting
K :=
k∑
j=1
χje
−ϕjε−2j e
wj (2.25)
we have the following result.
Lemma 2.3. Assume (2.7)-(2.8). There exists a constant C > 0, independent of λ > 0 small,
such that
‖f ′(V )−K‖∗ ≤ Cλ (2.26)
for all ξ ∈ Ξ, and m ∈M.
Proof: From (2.16) it follows that in Br0(ξj)
eλV
2
= 2m2jε
−2
j e
wj+θj+λm
2
j (wj+θj)
2
and 2λV 2 = 2(wj + θj) + 2λm
2
j (wj + θj)
2 +
1
2λm2j
,
so that, in Br0(ξj)
f ′(V ) = (1 + 2λm2j + 4λm
2
j (wj + θj) + 4λ
2m4j (wj + θj)
2)ε−2j e
wj+θj+λm
2
j (wj+θj)
2
.
Thus, it is clear that f ′(V ) = ε−2j e
wj (1 + O(λ)) uniformly in Bδεj (ξj) and f
′(V ) = O(λ) in
S \ ∪kj=1Br0(ξj). Furthermore, we have that
f ′(V )−K = ε−2j ewj
[ (
1 + 2λm2j + 4λm
2
j (wj + θj) + 4λ
2m4j (wj + θj)
2
)
× ε−2j ewj+θj+λm
2
j (wj+θj)
2 − e−ϕj
]
uniformly in Br0(ξj) and f
′(V )−K = O(λ) in S \ ∪kj=1Br0(ξj). Similar to the estimate (2.13),
we conclude (2.26).
In order to simplify the arguments, in view of (2.26), we write (2.24) in the form
L(φ) = −[R+N(φ)] in S, (2.27)
where the linear operator L is defined as
L(φ) = ∆gφ+Kφ− 1|S|
∫
S
Kφdvg, (2.28)
and the nonlinear part N is given by
N(φ) = f(V + φ)− f(V )− f ′(V )φ− 1|S|
∫
S
[f(V + φ)− f(V )− f ′(V )φ]
+ [f ′(V )−K]φ− 1|S|
∫
S
[f ′(V )−K]φdvg.
(2.29)
Notice that for all φ ∈ H¯ ∫
S
L(φ)dvg =
∫
S
N(φ)dvg =
∫
S
Rdvg = 0.
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3 Variational reduction and proof of main results
In the so-called nonlinear Lyapunov-Schimdt reduction, an important step is the solvability
theory for the linear operator, obtained as the linearization of (2.1) at the approximating solution
V , namely, (2.24). In our approach, in order to simplify the arguments we will study the operator
L given in (2.28) under suitable orthogonality conditions. Let us observe that L(φ) = L˜(φ)+c(φ),
for functions φ defined on S, with
L˜(φ) = ∆gφ+Kφ (3.1)
and c(φ) := − 1|S|
∫
S
Kφdvg, where K is given by (2.25). Observe that, as λ → 0, formally the
operator L˜, scaled and centered at 0 by setting y = yξj (x)/εj for x ∈ Bεjr0(ξj), approaches Lˆj
defined in R2 as
Lˆj(φ) = ∆φ+
8µ2j
(µ2j + |y|2)2
φ.
Due to the intrinsic invariances, the kernel of Lˆj in L
∞(IR2) is non-empty and is spanned by Yij ,
i = 0, 1, 2, where
Yij(y) =
4µjyi
µ2j + |y|2
, i = 1, 2, and Y0j(y) = 2
µ2j − |y|2
µ2j + |y|2
.
Since [14, 19, 15] it is by now rather standard to show the invertibility of L in a suitable “orthog-
onal” space, and a sketched proof of it will be given in Appendix A. See also [18] for an extension
to a Riemann surface. Furthermore, an important goal in the study of the L operator is to get
rid of the presence of the term c(φ).
To be more precise, for i = 0, 1, 2 and j = 1, . . . , k introduce the functions
Zij(x) = Yij
(
yξj (x)
εj
)
=

2
µ2jε
2
j − |yξj (x)|2
µ2jε
2
j + |yξj (x)|2
for i = 0
4µjεj(yξj (x))i
µ2jε
2
j + |yξj (x)|2
for i = 1, 2.
and let PZij be the projections of Zij as the solutions in H¯ of
∆gPZij = χj∆gZij − 1|S|
∫
S
χj∆gZijdvg in S∫
S
PZijdvg = 0,
. (3.2)
Notice that −∆gZij = e−ϕjε−2j ewjZij in B2r0(ξj) for all i = 0, 1, 2 and j = 1, . . . , k. In Appendix
A we will prove the following result:
Proposition 3.1. There exists λ0 > 0 so that for any points ξ = (ξ1, . . . , ξk) ∈ Ξ and m =
(m1, . . . ,mk) ∈M, there is a unique solution φ ∈ H¯(S) ∩W 2,2(S) and coefficients cij ∈ R of
L(φ) = h+
2∑
i=0
m∑
j=1
cij∆gPZij in S∫
S
φ∆gPZijdvg = 0 ∀ i = 0, 1, 2, j = 1, . . . ,m
(3.3)
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for all 0 < λ < λ0, h ∈ C(S) with ‖h‖∗ < +∞ and
∫
S
h dvg = 0. Moreover, the map (ξ,m) 7→
(φ, cij) is differentiable in (ξ,m) with
‖φ‖∞ ≤ C‖h‖∗ ,
2∑
i=0
k∑
j=1
|cij | ≤ C‖h‖∗ (3.4)
k∑
j=1
(
2∑
i=1
εj‖∂(ξj)iφ‖∞ +
1
| log εj | ‖∂mjφ‖∞
)
≤ C‖h‖∗ (3.5)
for some C > 0.
Let us stress that the right hand side of the equation (3.3) of L(φ) integrates zero.
Let us recall that v = V +φ solves (2.1) if φ ∈ H¯ does satisfy (2.27). Since the operator L is not
fully invertible, in view of Proposition 3.1 one can solve the nonlinear problem (2.27) just up to
a linear combination of ∆gPZij ’s, as explained in the following (see Appendix B for a proof):
Proposition 3.2. Let δ0, r0 > 0 small and fixed. Then there exist λ0 > 0, C > 0 such that for
0 < λ < λ0, for any ξ = (ξ1, . . . , ξk) ∈ Ξ and m = (m1, . . . ,mk) ∈M, problem
L(φ) = −[R+N(φ)] +
2∑
i=0
k∑
j=1
cij∆gPZij in S∫
S
φ∆gPZijdvg = 0 for all i = 0, 1, 2, j = 1, . . . , k
(3.6)
admits a unique solution φ(ξ,m) ∈ H¯ ∩W 2,2(S) and cij = cij(ξ,m), i = 0, 1, 2, j = 1, . . . , k such
that
‖φ‖∞ ≤ Cλ,
2∑
i=0
k∑
j=1
|cij | ≤ Cλ (3.7)
where R, N are given by (2.10) and (2.29), respectively. Furthermore, the map (ξ,m) 7→
φ(ξ,m) ∈ C(S) is C1 and for l = 1, . . . , k we have
‖∂ξlφ‖∞ ≤
Cλ
εl
and ‖∂mlφ‖∞ ≤ C. (3.8)
The function φ(ξ,m) obtained in Proposition 3.2 will be a true solution of (2.27) if ξ and m are
such that cij(ξ,m) = 0 for all i = 0, 1, 2, and j = 1, . . . , k. This problem is equivalent to finding
critical points of the reduced energy
Fλ(ξ,m) = Jλ
(
U(ξ,m) + φ˜(ξ,m)
)
, (3.9)
where Jλ is given by (1.2), U(ξ,m) =
√
λV (ξ,m) and φ˜(ξ,m) =
√
λφ(ξ,m), as stated in (See
Appendix C)
Lemma 3.3. There exists λ0 such that, if (ξ,m) ∈ Ξ×M is a critical point of Fλ with 0 < λ <
λ0, then v = V (ξ,m) + φ(ξ,m) is a solution of (2.1), i.e., cij(ξ,m) = 0 for all i = 0, 1, 2, and
j = 1, . . . , k.
Once equation (2.1) has been reduced to the search of c.p.’s for Fλ, it becomes crucial to show
that the main asymptotic term of Fλ is given by Jλ(U), for which we also have an expansion.
More precisely, in section 5 we will prove
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Proposition 3.4. Assume (2.7)-(2.8). The following expansion does hold
Fλ(ξ,m) = 2pik − λ|S|
2
+ 8piλψk(ξ,m) + θλ(ξ,m)
in C1(Ξ×M) as λ→ 0+, where ψk(ξ,m) = ψk(ξ1, . . . , ξk,m1, . . . ,mk) is given by (1.6) and the
term θλ(ξ,m) satisfies
|θλ(ξ,m)|+
k∑
l=1
[
2∑
i=1
∣∣∂(ξl)iθλ(ξ,m)∣∣+ |∂mlθλ(ξ,m)|
]
= O(λ2| log λ|) (3.10)
uniformly for points (ξ,m) ∈ Ξ×M.
We are now in position to prove the main results stated in the Introduction.
Proof (of Theorem 1.1): According to Lemma 3.3, we have a solution of problem (1.1) if we
adjust (ξ,m) so that it is a critical point of Fλ defined by (3.9). This is equivalent to finding a
critical point of
F˜λ(ξ,m) = 1
8piλ
[
Fλ(ξ,m)− 2pik + λ|S|
2
]
.
Thanks to Proposition 3.4, we have that the function F˜λ(ξ,m) is C1-close to ψk(ξ,m) in Ξ×M
when λ is small enough. Now, let D be the open set such that
D¯ ⊂ {(ξ,m) ∈ Sk × IRk+ : ξi ̸= ξj ,∀i ̸= j},
where ψk has a stable critical point situation. Then any C
1-perturbation of ψk has a critical
point in D. Thus, choosing r0 and δ0 smaller if necessary so that D¯ ⊂ Ξ×M, we conclude that
F˜λ has a critical point (ξλ,mλ) in D, for all such small λ. Therefore
uλ(x) = U(ξλ,mλ)(x) + φ˜(ξλ,mλ)(x) =
√
λ [V (ξλ,mλ)(x) + φ(ξλ,mλ)(x)]
is a solution to our problem (1.1). The qualitative properties of this solution predicted by
Theorem 1.1 are direct consequence of our construction. This concludes the proof.
Proof (of Theorem 1.3): We shall apply the result of Theorem 1.1 for the case k = 2 with
S = T a flat two-torus in rectangular form given by (1.9). In this case, it holds that the function
H(ξ, ξ) is constant. Notice that on T we have invariance under translations, in other words, if u
is a solution to (1.1) then u(·+ p) is also a solution to (1.1) for any p ∈ T . Furthermore, by the
same property, it is know that the Green’s function satisfies G(ξ1, ξ2) = G(ξ1 − ξ2, 0). Hence,
with a slightly abuse of notation we denote G(z) by the Green’s function G(·, 0) and we make the
change of variables z = ξ1− ξ2. Thus, we are reduced to look for critical points of the functional
Fλ(z,m) = 4pi − λ|T |
2
+ 8piλψ2(z,m) + θλ(z,m),
with
ψ2(z,m) = A
2∑
j=1
m2j + 2
2∑
j=1
m2j logmj − 8pim1m2G(z). (3.11)
where A is an absolute constant A = log 16 − 2 − 8piH(ξ, ξ), and, it is sufficient first to find
nondegenerate critical points z of ψ2 (for anym = (m1,m2)) and hence, to look for nondegenerate
critical points m of ψ2(z, ·) (for the latter z), so that (z,m) are nondegenerate critical points of
ψ2, since this is a stable critical point situation. Therefore, there exist λ0 > 0 such that for all
0 < λ < λ0 there exist critical points (ξλ,mλ) of Fλ. Let us stress that we can find critical points
z of ψ2 independent of m, in view of (3.11).
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Claim 3.5. If T is a rectangle then there exist exactly three nondegenerate critical points of
ψ2(·,m) for any m = (m1,m2). They are the half periods of T : p1 = a
2
, p2 =
ib
2
(saddle points)
and p3 =
a+ ib
2
(minimum point), with i the imaginary unity.
Proof: It is know that the Green’s function G has exactly three nondegenerate critical points
p1, p2 and p3, which are the half periods of T given by (1.12), see [8]. Hence, choosing z = pi for
some i = 1, 2, 3 we have nondegenerate critical points of ψ2(·,m) in points z for any m.
Now, let us look for critical points in m = (m1,m2). Thus, we get
∂miψ2(z,m) = 2(A+ 1)mi + 4mi logmi − 8pimjG(z), i, j = 1, 2, j ̸= i
and we have to find points m1,m2 ∈ (0,+∞) solutions to the system{
(A+ 1)m1 + 2m1 logm1 = 4pim2G(z)
(A+ 1)m2 + 2m2 logm2 = 4pim1G(z)
. (3.12)
Let us stress that for each z = pi, i = 1, 2, 3 we look for m a critical point of ψ2(pi, ·).
Claim 3.6. If G(z) ≥ 0 then there exists an only solution (m1,m2) to the system (3.12) and it
satifies m1 = m2. If G(z) < 0 then there exist exactly three different pairs of solutions (m1,m2) to
the system (3.12) in the form (m1,m2) or (m0,m0) or (m2,m1) with some positive real numbers
satisfying m1 < m0 < m2.
Proof: To this aim, denote B = 4piG(z) and first assume that B ̸= 0. Consider the function
f0(t) =
A+ 1
B
t+
2
B
t log t (3.13)
so that we re-write (3.12) in the form {
f0(t) = s
f0(s) = t
. (3.14)
Thus, we look for the intersection points between the two curves s = f0(t) and t = f0(s) in the
plane ts. Note that f0 satisfies f0(0) = 0, its derivative is f
′
0(t) =
A+ 1
B
+
2
B
log t +
2
B
and
hence, f ′0 is strictly increasing if B > 0 and strictly decreasing if B < 0, so that f0 is strictly
convex if B > 0 and strictly concave in [0,+∞) if B > 0 and
f ′0(t)→
{
−∞, B > 0
+∞, B < 0 as t→ 0
+ and f ′0(t)→
{
+∞, B > 0
−∞, B < 0 as t→ +∞.
Now, assume that B > 0, namely, G(z) > 0. From the previous analysis, f0 satisfies that
f(0) = 0, f0 is strictly convex in [0,+∞), f ′0(t)→ −∞ as t→ 0+ and f ′0(t)→ +∞ as t→ +∞.
Furthermore, it is readily check that f0 is strictly decreasing in [0, e
−(A+3)/2], its graph is below
the axis t in [0, e−(A+3)/2] (f0 is negative), it is strictly increasing in [e−(A+3)/2,+∞) and it
has a minimum at t = e−(A+3)/2. Therefore, there is a unique m0 = m0(B) > 0 such that
f0(m0) = m0, namely, m0 is the only fixed point of f0, it satisfies
(A+ 1)m0 + 2m0 logm0 = Bm0
and (m0,m0) is the only solution to system (3.12), since reflecting the curve s = f0(t) with respect
to the line s = t we obtain the curve t = f0(s) and (m0,m0) is the only point of intersection of
the curves.
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On the other hand, assume that B < 0, namely, G(z) < 0. Then, f0 satisfies that f(0) = 0, f0
is strictly increasing in [0, e−(A+3)/2], its graph is above the diagonal s = t in [0, e−(A+3)/2], it is
strictly decreasing in [e−(A+3)/2,+∞), it has a maximum at t = e−(A+3)/2, it is strictly concave in
(0,+∞), f0(t)→ −∞ as t→ +∞, f ′0(t)→ +∞ as t→ 0+ and f ′0(t)→ −∞ as t→ +∞. Notice
that reflecting the curve s = f0(t) with respect to the line s = t we obtain the curve t = f0(s).
Hence, we deduce that there are three distinct points of intersection between the curves s = f0(t)
and t = f0(s). Therefore, there is a unique m0 = m0(B) > 0 such that f0(m0) = m0 and two
more distinct solutions (m1,m2) and (m2,m1) to the system (3.12) with m1 < m0 < m2 and
satisfying f0(f0(m1)) = m1 and f0(f0(m2)) = m2, namely, with m1 and m2 are fixed points of
f0 ◦ f0 (but f0(m1) ̸= m1 and f0(m2) ̸= m2). Also, it follows that m1 < e−(A+3)/2 < m0. Let us
stress that m0 is a fixed point of f0 and m1 and m2 are fixed points of f0 ◦ f0 but not of f0.
Now, for the case B = 0, system (3.12) is reduced to solve the equation
(A+ 1)t+ 2t log t = 0 ⇐⇒ t [A+ 1 + 2 log t] = 0.
Since we look for solutions m1,m2 > 0, we get that m1 = m2 = e
−A+12 is the only solution to
the system (3.12) with G(z) = 0.
The proof of the claim is finished.
To conclude that a critical point (m1,m2) of ψ2(z, ·), namely, a solution to the system (3.12)
is nondegenerate we study its Hessian matrix. Notice that if G(z) = − 1
4pi
then the system (3.12)
has three pairs of solutions in the form (m1,m2) or (m0,m0) or (m2,m1) with some positive real
numbers m1 < m0 < m2.
Claim 3.7. If G(z) ̸= − 1
4pi
then all the solutions (m1,m2) to the system (3.12) are nondegenerate
critical points of ψ2(z, ·). If G(z) = − 1
4pi
then the pairs of solutions (m1,m2) and (m2,m1) to
the system (3.12) are nondegenerate critical points of ψ2(z, ·) and (m0,m0) is degenerate.
Proof: Direct computations lead us to find the determinant of the Hessian matrix as
|Hmψ2(z,m)| =
(
8pi
m2
m1
G(z) + 4
)(
8pi
m1
m2
G(z) + 4
)
− 64[piG(z)]2
=32pi
(m2
m1
+
m1
m2
)
G(z) + 16
by using that (m1,m2) satisfies (3.12). Therefore, if 2pi
(m2
m1
+
m1
m2
)
G(z) ̸= −1 thenm = (m1,m2)
is a nondegenerate critical point of ψ2(z, ·) (for fixed z). In particular, if G(z) ≥ 0 then we have
an only nondegenerate critical point m = (m0,m0), with m0 the only fixed point of f0 defined by
(3.13), when B > 0 or m0 = e
−A+12 when B = 0, since |Hmψ2(z,m)| ≥ 16. In case G(z) < 0 we
have at most three nondegenerate critical points. More precisely, we have several cases readily
checked:
• m = (m0,m0), with m0 the only fixed point of f0 defined by (3.13), is a nondegenerate
critical point of ψ2(z, ·) only if G(z) ̸= − 1
4pi
in view of |Hmψ2(z,m)| = 64piG(z)+16 ̸= 0; in
other words, if G(z) < − 1
4pi
then |Hmψ2(z,m)| = 64piG(z)+16 < 0 and if − 1
4pi
< G(z) < 0
then |Hmψ2(z,m)| = 64piG(z) + 16 > 0;
• if G(z) = − 1
4pi
then on one hand, (m0,m0), with m0 the only fixed point of f0 defined by
(3.13), is a degenerate critical point of ψ2(z, ·), in view of |Hmψ2(z,m)| = 64piG(z)+16 = 0,
and on the other hand, both (m1,m2) and (m2,m1), where m1 and m2 are the fixed points
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of f0 ◦ f0 different than m0 the fixed point of f0, with m1 < m0 < m2, are nondegenerate
critical points of ψ2(z, ·) in view of m1 ̸= m2, so that,
2pi
(m2
m1
+
m1
m2
)
G(z) = −1
2
(m2
m1
+
m1
m2
)
̸= −1; and
• either (m1,m2) or (m2,m1), withm1 andm2 the fixed points of f0◦f0 different thanm0 the
fixed point of f0 defined by (3.13), with m1 < m0 < m2, are nondegenerate critical points
of ψ2(z, ·) if G(z) < − 1
4pi
in view of |Hmψ2(z,m)| ≤ 64piG(z)+16 < 0, since m2
m1
+
m1
m2
≥ 2.
Notice that it remains to analyze the critical points (m1,m2) or (m2,m1), with m1 and
m2 the fixed points of f0 ◦ f0 different than m0 the fixed point of f0 defined by (3.13) when
− 1
4pi
< G(z) < 0. To this aim, we shall use the equation that must satisfy degenerate critical
point of ψ2(z, ·). Thus, we get that
2pi
(m2
m1
+
m1
m2
)
G(z) + 1 = 0 ⇐⇒ 4piG(z)m21 + 2m1m2 + 4piG(z)m22 = 0.
Recall that B = 4piG(z), so that, −1 < B < 0 when − 1
4pi
< G(z) < 0. So, we re-write the latter
equality in the form Bt2 + 2ts+Bs2 = 0 and we consider the system
(A+ 1)t+ 2t log t = Bs
(A+ 1)s+ 2s log s = Bt
Bt2 + 2ts+Bs2 = 0
. (3.15)
Let us show that this system does not have any solution, so that the critical points (m1,m2) or
(m2,m1) are nondegenerate. Assume that (t, s) is a solution of the system (3.15). From the third
equation it follows that either Bt +
(
1 +
√
1−B2) s = 0 or Bt + (1−√1−B2) s = 0. First,
assume that Bt+
(
1−√1−B2) s = 0. Hence, we have that
Bt = −
(
1−
√
1−B2
)
s ⇐⇒ Bs = −
(
1 +
√
1−B2
)
t.
So, replacing Bt in the second equation of the system (3.15) and since s ̸= 0, we get that
s = exp
(
−
[
A+ 2−
√
1−B2
]
/2
)
and t =
−1 +√1−B2
B
exp
(
−
[
A+ 2−
√
1−B2
]
/2
)
.
On the other hand, similarly as above replacing Bs in the first equation of the system (3.15) we
get that
t = exp
(
−
[
A+ 2 +
√
1−B2
]
/2
)
and s =
−1−√1−B2
B
exp
(
−
[
A+ 2 +
√
1−B2
]
/2
)
.
If (t, s) is a solution of the system (3.15) then necessarily
s = exp
(
−
[
A+ 2−
√
1−B2
]
/2
)
=
−1−√1−B2
B
exp
(
−
[
A+ 2 +
√
1−B2
]
/2
)
.
From this equality we obtain that
B exp
(√
1−B2
)
+
√
1−B2 + 1 = 0. (3.16)
Performing the change of variable t =
√
1−B2, we have that 0 < t < 1, B = −√1− t2 and t
satisfies the equation
−
√
1− t2et + t+ 1 = 0.
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It turns out that the function g(t) =
√
1− t2et satisfies g(0) = 1, g′(0) = 1, g is strictly concave
and its tangent line at t = 0 is exactly s = t + 1. Therefore, g(t) < t + 1 for all 0 < t < 1 and
the equality is attained at t = 0. In other words, there is no B with −1 < B < 0 satisfying the
equation (3.16). In case Bt+ (1+
√
1−B2)s = 0, a similar analysis lead us to find the equation
(3.16). Thus, in any case we arrive at a contradiction and the system (3.15) has no solutions.
Therefore, if G(z) ̸= − 1
4pi
then all the critical points are nondegenerate. This finishes the proof
of the claim.
From the previous result it remains to study the case G(z) = − 1
4pi
for some z ∈ {p1, p2, p3},
since we have that there exist three critical points of ψ2 but one of them is degenerate. We shall
address this difficulty by study directly the functional Fλ in that case.
Claim 3.8. Assume that G(z) = − 1
4pi
for some fixed z ∈ {p1, p2, p3}, then there exist three
critical points (zλ,i,mλ,i) i = 1, 2, 3, of Fλ(z,m) such that, up to subsequences, as λ→ 0 zλ,i → z
and mλ,i → m0,i with m0,1 = (m1,m2), m0,2 = (m0,m0) and m0,3 = (m2,m1) the three different
pairs of solutions to the system (3.12) obtained in Claim 3.6.
Proof: We know that z is a nondegenerate critical point of ψ2(·,m). This is a stable critical
point situation so that for each m ∈ (0,+∞)× (0,+∞) there exist a critical point zλ(m) ∈ T of
F˜λ(·,m) with
F˜λ(z,m) = 1
8piλ
[
Fλ(z,m)− 4pi + λ|T |
2
]
,
so that zλ(m) → z as λ → 0. Let us stress that F˜λ(z,m) = ψ2(z,m) + O(λ| log λ|), where O
is uniformly in C1-sense for points in T × Ξ. Moreover, by IFT the map m ∈ Ξ 7→ zλ(m) is a
C1-function in m. Now, let us define Eλ(m) = F˜λ
(
zλ(m),m
)
. Then, it readily follows that
∇mEλ(m) = ∇mF˜λ
(
zλ(m),m
)
= ∇mψ2
(
zλ(m),m
)
+O(λ| log λ|),
since ∇zF˜λ
(
zλ(m),m
)
= 0. Hence, we look for critical points of E by study the system
∇mE(m) = 0. This is equivalent to finding solutions to the perturbation of the system (3.12)
given by{
(A+ 1)m1 + 2m1 logm1 − 4pim2G
(
zλ(m1,m2)
)
+ λ| log λ| θ˜λ,1(m1,m2) = 0
(A+ 1)m2 + 2m2 logm2 − 4pim1G
(
zλ(m1,m2)
)
+ λ| log λ| θ˜λ,2(m1,m2) = 0
, (3.17)
where it holds θ˜λ,i = O(1), i = 1, 2 uniformly for m ∈ Ξ and 4piG
(
zλ(m1,m2)
)→ −1 as λ→ 0.
Since system (3.12) with 4piG(z) = −1 has exactly three different pairs of solutions, as proved
in Claim 3.6, it follows that for λ small enough there are at least three different pairs mλ,i of
solutions to (3.17) such that as λ→ 0 converge, up to a subsequence, to a solution to (3.12). Let
us stress that we can consider the curves (or the implicit functions)
4pimjG(zλ(m1,m2)) = (A+ 1)mi + 2mi logmi + λ| log λ| θ˜λ,i(m1,m2)
for i ̸= j converging uniformly to the curves (or the implicit functions)
−mj = (A+ 1)mi + 2mi logmi
for i ̸= j locally around each m0, m1 and m2 in order to obtain the existence of the pairs
mλ,i, i = 1, 2, 3. Thus, we conclude that mλ,i i = 1, 2, 3 are critical points of Eλ, namely,
∇mE(mλ,i) = 0 and mλ,i → m0,i with m0,1 = (m1,m2), m0,2 = (m0,m0) and m0,3 = (m2,m1)
the three different pairs of solutions to the system (3.12) obtained in Claim 3.6. By the procedure
it follows that
(
zλ(mλ,i),mλ,i
)
, i = 1, 2, 3 are critical points of F˜λ, in view, of
∇zF˜λ
(
zλ(mλ,i),mλ,i
)
= 0 and ∇mF˜λ
(
zλ(mλ,i),mλ,i
)
= ∇mEλ
(
mλ,i
)
= 0.
The proof of the Claim is finished.
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In order to complete the study of existence of two bubbling solutions to (1.1) in the flat
two-torus in rectangular form T , we shall show that the multiplicity depends on the values G(z)
with z ∈ {p1, p2, p3}, precisely, depends on the form of T . Recall, G has three nondegenerate
critical points: p1 =
a
2
, p2 =
ib
2
(saddle points) and p3 =
a+ ib
2
(minimum point). Notice that
since G has zero average and p3 is a minimum point we have that G(p3) < 0 for any a, b > 0.
In other words, G
(a+ ib
2
)
≤ G
(a
2
)
and G
(a+ ib
2
)
≤ G
( ib
2
)
. From an explicit formula for G
shown in [10], direct computations lead us to get that
G (pi) = fi
( b
a
)
, i = 1, 2, 3
where fi, i = 1, 2, 3 are given by
f1(τ) =
τ
12
− 1
2pi
log 2− 1
pi
+∞∑
n=1
log
(
1 + e−2pinτ
)
,
f2(τ) = − τ
24
− 1
pi
+∞∑
n=0
log
(
1− e−pi(2n+1)τ
)
and
f3(τ) = − τ
24
− 1
pi
+∞∑
n=0
log
(
1 + e−pi(2n+1)τ
)
,
so that we can study them in terms of τ =
b
a
. By symmetry arguments it follows that in case
a = b, namely, τ = 1, it holds G
(a
2
)
= G
( ia
2
)
, so, equivalently f1(1) = f2(1) ≈ −0.03. By
studying fi, i = 1, 2, 3 we obtain the following fact.
Claim 3.9. There exist τ0 < 1 < τ1 such that f1(τ1) = 0, f2(τ0) = 0. If τ ∈ (0, τ0] ∪ [τ1,+∞)
then there exist seven different critical points (ξλ,i,mλ,i) i = 1, . . . , 7 of Fλ. If τ ∈ (τ0, τ1) then
there exist nine different critical points (ξλ,i,mλ,i) i = 1, . . . , 9 of Fλ.
Proof: From the definition of f1 it follows that f1 is a continuous function, strictly increasing
and strictly concave, f1(0) ≈ −1.43 and f1(τ) → +∞ as τ → +∞, so that, there is τ1 > 1
such that f1(τ1) = 0. Also, f2 is a continuous function, strictly decreasing and strictly convex,
with f2(τ) → +∞ as τ → 0+ and f2(τ) → −∞ as τ → +∞ so that there is τ0 < 1 such
that f2(τ0) = 0. For f3 we obtain that it is a continuous function, strictly concave, τ = 1 is a
maximum with f3(1) ≈ −0.06, f3(0) ≈ −1.32 and f3(τ)→ −∞ as τ → +∞.
Hence, depending on the value of τ =
b
a
we have three cases.
1. If τ ∈ (0, τ0] then f1(τ) = G
(a
2
)
< 0, f2(τ) = G
( ib
2
)
≥ 0 and f3(τ) = G
(a+ ib
2
)
<
0, so that we have seven critical points of F˜λ. Precisely, G
(a
2
)
< 0, G
( ib
2
)
≥ 0 and
G
(a+ ib
2
)
< 0 gives rise to three, one and three three critical points respectively.
2. If τ ∈ (τ0, τ1) then G
(a
2
)
< 0, G
( ib
2
)
< 0 and G
(a+ ib
2
)
< 0, so that we have nine
critical points of F˜λ. Precisely, G
(a
2
)
, G
( ib
2
)
, G
(a+ ib
2
)
< 0 gives rise to three critical
points each one.
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3. If τ ∈ (τ1,+∞) then G
(a
2
)
≥ 0, G
( ib
2
)
< 0 and G
(a+ ib
2
)
< 0, so that we have seven
critical points of F˜λ. Precisely, G
(a
2
)
≥ 0, G
( ib
2
)
, G
(a+ ib
2
)
< 0 gives rise to one, three
and three three critical points respectively.
The proof of the Claim is finished
Therefore, given a rectangle we can obtain exactly either seven or nine different family of
solutions. This completes the proof.
Proof (of Theorem 1.2): Assume that S = S2. By invariance under rotations it follows that
H(ξ, ξ) is constant. Furthermore, as it was said in the introduction problem (1.1) is invariant
under rotations, so we look for solutions with one bubbling point fixed. Thus, with a slightly
abuse of notation, we are reduced to look for critical points of the functional
Fλ(ξ1,m) = 4pi − λ|T |
2
+ 8piλ
A 2∑
j=1
m2j + 2
2∑
j=1
m2j logmj − 8pim1m2G(ξ1, ξ2)
+ θλ(ξ1,m),
where A = log 16− 2− 8piH(ξ, ξ). In other words, we fix ξ2 ∈ S2 and look for critical points on
ξ1 of G(·, ξ2). Since G(·, ξ2) has a global minimum, for any m there exist ξ1,λ(m) ∈ S2 such that
Fλ attains its minimum at ξ1 = ξ1,λ(m). Hence, from the same procedure used in Claim 3.8 it
follows that for λ small enough there exists mλ such that
(
ξ1,λ(mλ),mλ
)
is actually a critical
point of Fλ(ξ1,m). This finishes the proof.
4 Proof of Proposition 3.4
The purpose of this section is to give a proof of the Proposition 3.4, namely, an asymptotic
expansion of the “reduced energy” Fλ(ξ,m) = Jλ
(
U(ξ,m) + φ˜(ξ,m)
)
, where Jλ is the energy
functional given by (1.2), U =
√
λV with V defined by (2.9) and φ˜ =
√
λφ with φ the solution
given by Proposition 3.2. The proof will be divided into several steps. To this aim, we recall the
following result. See [18] for a proof.
Lemma 4.1. Letting f¯ ∈ C2,γ(S) (possibly depending in ξ), 0 < γ < 1. The following expansions
do hold as δ → 0:∫
S
χξe
−ϕξ f¯(x)eUδ,ξdvg = 8pif¯(ξ)− 4piδ2 log δ∆g f¯(ξ) +O(δ2),
∫
S
χξe
−ϕξ f¯(x)eUδ,ξ
dvg
δ2 + |yξ(x)|2 =
4pi
δ2
f¯(ξ) + pi∆g f¯(ξ) +O(δ
γ)
and∫
S
χξe
−ϕξ f¯(x)eUδ,ξ
aδ2 − |yξ(x)|2
(δ2 + |yξ(x)|2)2 dvg =
4pi
3δ2
(2a− 1)f¯(ξ) + (a− 2)pi
3
∆g f¯(ξ) +O(δ
γ)
for a ∈ R.
We are now ready to establish the expansion of Jλ(U):
Claim 4.2. The following expansion does hold
Jλ(U) = 2pik − λ|S|
2
+ 8piλψk(ξ,m) +O(λ
2| log λ|2) (4.1)
in C(Ξ×M) as λ→ 0+.
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Proof: First, let us consider the term∫
S
|∇V |2gdvg =
∫
S
V (−∆gV )dvg =
k∑
j,l=1
mjml
∫
S
χje
−ϕjeUjPUldvg
in view of
∫
S
V dvg = 0. Since by (1.5) and (2.4)∫
S
χje
−ϕjeUjG(x, ξl)dvg =
∫
S
(−∆gPUj)G(x, ξl)dvg = PUj(ξl) (4.2)
for all j, l = 1, . . . ,m, by Lemmata 2.1, 4.1 and (4.2) we have that for l = j∫
S
χje
−ϕjeUjPUjdvg
=
∫
S
χje
−ϕjeUj
[
χj(Uj − log(8µ2jε2j )) + 8piH(x, ξj) +O(ε2j | log εj |)
]
dvg
=
∫
S
χje
−ϕjeUj
[
χj log
|yξj (x)|4
(µ2jε
2
j + |yξj (x)|2)2
+ 8piG(x, ξj)
]
dvg +O(ε
2
j | log εj |)
= 8
∫
B2r0/µjεj (0)
χ2(µjεj |y|)
(1 + |y|2)2 log
|y|4
(1 + |y|2)2 dy + 8piPUj(ξj) +O(ε
2
j | log εj |)
= −16pi − 32pi logµjεj + 64pi2H(ξj , ξj) +O(ε2j | log εj |)
in view of∫
R2
dy
(1 + |y|2)2 log
|y|4
(1 + |y|2)2 = 2pi
∫ ∞
0
ds
(1 + s)2
log
s
1 + s
= −2pi
∫ ∞
0
ds
(1 + s)2
= −2pi
by means of an integration by parts. Similarly, by Lemmata 2.1, 4.1 and (4.2) we have that for
l ̸= j ∫
S
χje
−ϕjeUjPUldvg =
∫
S
χje
−ϕjeUj
[
8piG(x, ξl) +O(ε
2
l | log εl|)
]
dvg
= 64pi2G(ξl, ξj) +O(ε
2
j | log εj |+ ε2l | log εl|).
By using the definition of µj and εj and summing up the two previous expansions, for the gradient
term we get that
1
2
∫
S
|∇U |2gdvg =
λ
2
∫
S
|∇V |2g dvg
= 2pik − 8piλ(1− log 8)
k∑
j=1
m2j + 8piλ
k∑
j=1
m2j log(2m
2
j )− 32pi2λ
k∑
j=1
m2jH(ξj , ξj)
−32pi2λ
∑
i̸=j
mimjG(ξi, ξj) + λ
k∑
j=1
O(ε2j | log εj |).
Let us now expand the potential term in Jλ(U). By Lemma 2.1 for any j = 1, . . . , k we find
that PUj = O(
∣∣ log | log εj |∣∣) = O(| log λ|), in Br0(ξ) \ B δ| log εj | (ξj). Recall that PUj = O(1) in
S \∪kj=1Br0(ξj) for each j = 1, . . . , k. Hence, we have that V = O(| log λ|), in S \∪kj=1B δ| log εj | (ξj)
and also, ∫
S
eλV
2
dvg =
k∑
j=1
∫
Bδ| log εj |−1 (ξj)
eλV
2
dvg + |S|+O(λ| log λ|2).
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Now, we write∫
Bδ| log εj |−1 (ξj)
eλV
2
dvg =
[ ∫
Aδ| log εj |−1,δ
√
εj
(ξj)
+
∫
Aδ√εj,δεj | log εj |(ξj)
+
∫
Bδεj | log εj |(ξj)
]
eλV
2
dvg
In Aδ| log εj |−1,δ√εj (ξj), we know that uniformly V (x) = −4mj log |yξj (x)|+O(1). Thus, we find
that ∫
Aδ| log εj |−1,δ
√
εj
(ξj)
eλV
2
dvg =
∫
Aδ| log εj |−1,δ
√
εj
(ξj)
eλm
2
j [16 log
2 |yξj (x)|+O(| log |yξj (x)||)]dvg
= O
(∫
Bδ| log εj |−1 (0)\Bδ√εj (0)
e16λm
2
j log |y|dy
)
= O(λ),
in view of eϕˆj = O(1), λm2j | log |y|| = O(1) in the considered region and∫
Bδ| log εj |−1 (0)\Bδ√εj (0)
e16λm
2
j log |y|dy = 2pi
∫ δ| log εj |−1
δ
√
εj
e16λm
2
j log
2 ss ds
= 2pi
∫ log(δ| log εj |−1)
log(δ
√
εj)
e2t+16λm
2
j t
2
dt (t = log s)
= O
(∫ log(δ| log εj |−1)
log(δ
√
εj)
et dt
)
= O(λ).
Now, we shall use that in Br0(ξj) it holds that e
λV 2 = 2m2jε
−2
j e
wj+θj+λm
2
j (wj+θj)
2
and λwj =
O(1) uniformly. Furthermore, we know that wj(1 + λm
2
jwj) ≤
3
4
wj + β, where β is a constant
in Aδ√εj ,δεj | log εj |. Hence, we obtain that∫
Aδ√εj,δεj | log εj |
eλV
2
= O
(∫
Aδ√εj,δεj | log εj |
ε−2j e
wj+λm
2
jw
2
j
)
= O(λ).
Also, it follows that∫
Bδεj | log εj |(ξj)
eλV
2
dvg = 2m
2
j
∫
Bδεj | log εj |(ξj)
ε−2j e
wj+θj+O(λ| log λ|2)dvg
= 2m2j [8pi +O(λ| log λ|2),
in view of wj = O(| log λ|) in Bδεj | log εj |(ξj) and∫
Bδεj | log εj |(ξj)
ε−2j e
wj+θj = 8pi +O
(
λ+
k∑
j=1
ε2j | log εj |
)
.
Therefore, we conclude that∫
S
eλV
2
dvg = 16pi
k∑
j=1
m2j + |S|+O(λ| log λ|2) (4.3)
and consequently,
Jλ(U) = 2pik + 8piλ(log 16− 1)
k∑
j=1
m2j + 8piλ
k∑
j=1
m2j log(m
2
j )− 32pi2λ
k∑
j=1
m2jH(ξj , ξj)
− 32pi2λ
∑
i ̸=j
mimjG(ξi, ξj) + λ
k∑
j=1
O(ε2j | log εj |)−
λ
2
16pi k∑
j=1
m2j + |S|+O(λ| log λ|2)
 .
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This completes the proof.
In order to expand the derivatives ∂(ξl)qFλ and ∂mlFλ, and get some estimates for ∂(ξl)qφ
and ∂mlφ, we have to expand ∂(ξl)qV and ∂mlV for q = 1, 2 and l = 1, . . . , k. Let us notice
that from the definition of PUj and similar ideas to obtain the expansion (2.6), we have that the
derivatives ∂(ξl)qPUj , for q = 1, 2 and ∂mlPUj for j, l = 1, . . . , k expand as follows
∂(ξl)qPUj(x) = δjl∂(ξl)qχj [Uj − log(8µ2jε2j )] + χj∂(ξl)q [Uj − log(8µ2jε2j )]
+ δjl8pi∂(ξl)qH(x, ξj) +O
(
ε2j | log εj |
) (4.4)
and
∂mlPUj(x) = χj∂ml [Uj − log(8µ2jε2j )] +O
(
ε2j | log εj |2
)
, (4.5)
uniformly in S. Let us stress that µj = µj(ξ,m) and εj = εj(mj). Furthermore, from the
definition of εl we get
∂mlεl =
εl
4
(
1
λm3l
+
4
ml
)
=
εl
ml
[−2 log εl + log(2m2l ) + 1] . (4.6)
Hence, we have that uniformly in S
∂(ξl)qV (x) = − 2ml∂(ξl)qχl log(µ2l ε2l + |yξl(x)|2)−mlχl
4µl∂(ξl)qµlε
2
l + 2∂(ξl)q (|yξl(x)|2)
µ2l ε
2
l + |yξl(x)|2
+ 8piml∂(ξl)qH(x, ξl)−
∑
j ̸=l
mjχj
4µj∂(ξl)qµjε
2
j
µ2jε
2
j + |yξj (x)|2
+
k∑
j=1
O
(
ε2j | log εj |
) (4.7)
and
∂mlV (x) = − 2χl log(µ2l ε2l + |yξl(x)|2) + 8piH(x, ξl)−mlχl
4µl∂mlµlε
2
l + 4µ
2
l εl∂mlεl
µ2l ε
2
l + |yξl(x)|2
−
∑
j ̸=l
mjχj
4µj∂mlµjε
2
j
µ2jε
2
j + |yξj (x)|2
+
k∑
j=1
O
(
ε2j | log εj |2
)
.
(4.8)
Claim 4.3. The following expansion does hold
∂ml [Jλ(U)] = 8piλ∂mlψk(ξ,m) +O(λ
2| log λ|2) (4.9)
in C(Ξ×M) as λ→ 0+.
Proof: Notice that
∂ml [Jλ(U)] = −λ
∫
S
[
∆gV + λV e
λV 2
]
∂mlV dvg.
Hence, we have that ∫
S
∆gV ∂mlV dvg = −
k∑
i=1
mi
∫
S
χie
−ϕieUi∂mlV
in view of
∫
S
∂mlV = 0. For i ̸= l, by using Lemma 4.1 and (4.8), we find that
∫
S
χie
−ϕieUi ∂mlV dvg =
∫
S
χie
−ϕieUi
[
8piG(x, ξl)−miχi 4µi∂mlµiε
2
i
µ2i ε
2
i + |yξi(x)|2
+
k∑
j=1
O
(
ε2j | log εj |2
) ]
=64pi2G(ξi, ξl)− 16pimi ∂mlµi
µi
+
k∑
j=1
O
(
ε2j | log εj |2
)
=
k∑
j=1
O
(
ε2j | log εj |2
)
,
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in view of χj ≡ 0 in B2r0(ξi) with j ̸= i and from (2.7)
2
∂mlµj
µj
= 8pim−1j G(ξl, ξj) with j ̸= l. (4.10)
Also, using again (4.8), we find that∫
S
χle
−ϕleUl ∂mlV dvg =
∫
S
χle
−ϕleUl
[
− 2χl log(µ2l ε2l + |yξl(x)|2) + 8piH(x, ξl)
−mlχl 2∂ml(µ
2
l ε
2
l )
µ2l ε
2
l + |yξl(x)|2
+
k∑
j=1
O
(
ε2j | log εj |2
) ]
= − 16pi − 32pi log(µlεl) + 64pi2H(ξl, ξl)− 8pimlpi∂ml(µ
2
l ε
2
l )
µ2l ε
2
l
+
k∑
j=1
O
(
ε2j | log εj |2
)
.
From the definition (2.7)-(2.8), we get that
2
∂mlµl
µl
= − 4
ml
− 8pi
m2l
∑
i ̸=l
miG(ξl, ξi) and − 4
εl
∂mlεl = −
1
λm3j
− 4
mj
(4.11)
so that, we conclude that∫
S
∆gV ∂mlV dvg = − 16pi log 8ml − 16piml log(2m2l ) + 64pi2mlH(ξl, ξl)
+ 64pi2
k∑
j=1,j ̸=l
mjG(ξj , ξl) +O(λ| log λ|).
On the other hand, combining arguments to deduce (2.22) and (4.3), using Lemma 4.1 and
the derivatives (4.8) and (4.10)-(4.11), we find that∫
S
λV eλV
2
∂mlV dvg = 16piml +O(λ| log λ|).
Thus, we conclude (4.9).
Claim 4.4. The following expansion does hold
Fλ(ξ,m) = Jλ(U) + θ˜λ(ξ,m) (4.12)
in C(Ξ×M) and C1(M) as λ→ 0+, where the term θ˜λ(ξ,m) satisfies
|θ˜λ(ξ,m)|+
k∑
l=1
λ
∣∣∣∂ml θ˜λ(ξ,m)∣∣∣ = O(λ3) (4.13)
as λ→ 0+ uniformly for points (ξ,m) ∈ Ξ×M.
Proof: Taking into account that DJλ(U + φ˜)[φ˜] = 0, a Taylor expansion,
√
λV = U and√
λφ(ξ,m) = φ˜(ξ,m), the definition of K and (3.6) gives us
Jλ(U + φ˜)− Jλ(U) = −
∫ 1
0
D2Jλ
(
U + tφ˜
)[
φ˜, φ˜
]
t dt,
= −λ
∫ 1
0
(∫
S
[R+N(φ)]φ+
∫
S
[K − f ′(V + tφ)]φ2
)
t dt.
(4.14)
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Therefore, we get
Jλ(U + φ˜)− Jλ(U) = O(λ3),
since ‖R‖∗ ≤ Cλ, ‖N(φ)‖∗ ≤ C[λ‖φ‖∞ + ‖φ‖2∞], for some s ∈ (0, t)
‖K − f ′(V + tφ)‖∗ ≤ ‖f ′′(V + sφ)φ‖∗ + ‖K − f ′(V )‖∗ ≤ C[‖φ‖∞ + λ]
and ‖φ‖∞ ≤ Cλ.
Let us differentiate with respect to β = ml. We use representation (4.14) and differentiate
directly under the integral sign, thus obtaining, for each l = 1, . . . , k
∂β
[
Jλ(U + φ˜)− Jλ(U)
]
= −λ
∫ 1
0
(∫
S
{[∂βR+ ∂βN(φ)]φ+ [R+N(φ)] ∂βφ}
)
t dt
− λ
∫ 1
0
(∫
S
{∂βK − ∂β [f ′(V + tφ)]}φ2 + [K − f ′(V + tφ)] 2φ∂βφ
)
t dt.
Using Proposition 3.2 and the computations in the Appendix B, we get that∣∣∂ml[Jλ(U + φ˜)− Jλ(U)]∣∣ ≤ Cλ([λ log εl + λ2 log εl + λ‖∂mlφ‖∞] ‖φ‖∞
+
[
λ+ λ‖φ‖∞ + ‖φ‖2∞
] ‖∂mlφ‖∞ + λ log εl‖φ‖2∞ + [‖φ‖∞ + λ] ‖φ‖∞ ‖∂mlφ‖∞).
Thus, we conclude
∂ml
[
Jλ(U + φ˜)− Jλ(U)
]
= O
(
λ3 | log εl|
)
= O(λ2), l = 1, . . . , k
Now, taking θ˜λ(ξ,m) = Fλ(ξ,m) − Jλ(U), we have shown (4.13) as λ → 0+. The continuity in
(ξ,m) of all these expressions is inherited from that of φ and its derivatives in ξ and m in the
L∞ norm.
Now, we are going to study the derivatives of Fλ with respect to β = (ξl)q with q = 1, 2 and
l = 1, . . . , k. Due to the estimates (3.8) given in Proposition 3.2 we have to address this expansion
in a different way. We shall use similar ideas first presented in [20] and also used in [9].
Claim 4.5. The following expansion does hold
∂(ξl)qFλ(ξ,m) = 8piλ∂(ξl)qψk(ξ,m) +O(λ2| log λ|2) (4.15)
in C(Ξ×M) as λ→ 0+.
Proof: Let us differentiate the function Fλ(ξ,m) with respect to (ξl)q with q = 1, 2 and l =
1, . . . , k. Since
√
λV (ξ,m) = U(ξ,m) and
√
λφ(ξ,m) = φ˜(ξ,m), we can differentiate directly
Jλ
(√
λ[V + φ]
)
(under the integral sign), so that integrating by parts we get
∂(ξl)qFλ(ξ,m) = − λ
∫
S
[
∆g(V + φ) + λ(V + φ)e
λ(V+φ)2
] [
∂(ξl)qV + ∂(ξl)qφ
]
dvg
= − λ
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij
[
∂(ξl)qV + ∂(ξl)qφ
]
dvg,
since
∫
S
(
∂(ξl)qV + ∂(ξl)qφ
)
dvg = 0. From the orthogonal conditions we find that for j ̸= l
cij
∫
S
∆gPZij ∂(ξl)qφdvg = −cij
∫
S
∂(ξl)q [∆gPZij ] φdvg = O
(
max
ij
|cij | ‖φ‖∞
)
= O(λ2)
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in view of
∫
S
ρ(x) dvg ≤ C, ‖∂(ξl)q∆gPZij‖∗ ≤ C for j ̸= l and (3.7). For j = l, we compare
∂(ξl)q∆gPZil with derivatives ∂xq∆gPZil to get∫
S
∆gPZil ∂(ξl)qφdvg = −
∫
S
∂(ξl)q [∆gPZil] φdvg =
∫
S
∂xq [∆gPZil] φdvg +O(λ)
Thus, integrating by parts we deduce that
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij ∂(ξl)qφdvg = −
2∑
i=0
cil
∫
S
∆gPZil ∂xqφdvg +O
(
λ2
)
= −
∫
B2r0 (ξl)
[
∆g(V + φ) + λ(V + φ)e
λ(V+φ)2
]
∂xqφdvg +O(λ
2),
On the other hand, from (4.7), we obtain that for j ̸= l in B2r0(ξj)
∂(ξl)qV (x) = 8piml∂(ξl)qG(x, ξl)−mjχj
4µj∂(ξl)qµjε
2
j
µ2jε
2
j + |yξj (x)|2
+
k∑
i=1
O
(
ε2i | log εi|
)
and consequently∫
S
∆gPZij ∂(ξl)qV dvg = −
∫
B2r0 (ξj)
χje
−ϕjε−2j e
wjZij
[
8piml∂(ξl)qG(x, ξl)−mjχj
4µj∂(ξl)qµjε
2
j
µ2jε
2
j + |yξj (x)|2
+
k∑
i=1
O
(
ε2i | log εi|
) ]
dvg
From the definition of Zij it follows that for j ̸= l∫
S
∆gPZij ∂(ξl)qV dvg =
{
O(1) if i = 0,
O(εj) if i = 1, 2.
For j = l, we compare ∂(ξl)qV with derivatives ∂xqV to get∫
S
∆gPZil ∂(ξl)qV dvg = −
∫
S
∆gPZil ∂xqV dvg +O(λ).
Hence, taking into account that |cij | ≤ Cλ for all i = 0, 1, 2 and j = 1, . . . , k, we obtain that
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij ∂(ξl)qV dvg =
2∑
i=0
cil
∫
S
∆gPZil ∂(ξl)qV dvg +O(λ)
= −
2∑
i=0
cil
∫
S
∆gPZil ∂xqV dvg +O(λ)
= −
∫
B2r0 (ξl)
[
∆g(V + φ) + λ(V + φ)e
λ(V+φ)2
]
∂xqV +O(λ).
Therefore, denoting vξ = V + φ we get that
∂(ξl)qFλ(ξ,m) =λ
∫
B2r0 (ξl)
[
∆gvξ + λvξe
λv2ξ
]
∂xqvξ dvg +O(λ)
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Hence, using a Pohozaev type of identity as used in [20, Proof of Lemma 5.3] or [9, Proof of
Proposition 3.2] and the expansion
V (x) + φ(x) = ml [−4χl(x) log |yξl(x)|+ 8piH(x, ξl)] +
k∑
j=1,j ̸=l
8piG(x, ξj) +O(λ)
uniformly on compact subsets of B¯2r0(ξl) \ {ξl} in C1-sense we obtain the following expansion∫
B2r0 (ξl)
[
∆gvξ + λvξe
λv2ξ
]
∇gvξ dvg = 8pi∇ξlψ(ξ,m) +O(λ| log λ|).
This finishes the proof.
Therefore, taking into account the expansions (4.1), (4.9), (4.12) and (4.15) we conclude the
proof of Proposition 3.4.
Appendix A: The linear theory
In this section, we will study the linearized operator under suitable orthogonality conditions.
Throughout the main part of this section we only assume that the numbers µj , j = 1, . . . , k
satisfy C−10 ≤ µj ≤ C0 for all j = 1, . . . , k independently of λ and that the points ξj ∈ S,
j = 1, . . . , k are uniformly separated from each other, namely, ξ = (ξ1, . . . , ξk) ∈ Ξ.
For µ, ε,m > 0 define the function
ρµ,ε,m(y) =χ
( r0|y|
δε| log ε|2
)(
1 +
∣∣wµ(y
ε
)∣∣+ ∣∣wµ(y
ε
)∣∣2)ε−2ewµ( yε )
+
[
1− χ
( 2r0|y|
δε| log ε|2
)][{
1 +
∣∣ log |y|∣∣}eλm2wµ( yε ) + λ−1]ε−2ewµ( yε ), (A.1)
with y ∈ IR2, so that, ρj(x) = ρµj ,εj ,mj (yξj (x)) for x ∈ B2r0(ξj), with ρj defined in (2.12). First,
we will prove the following result.
Lemma A.1. There exist positive constants C, ε0 > 0 with C = C(δ, r) such that for all 0 < ε <
ε0 the solution ψ to problem
−∆ψ = ρµ,ε,m, δε < |y| < r,
ψ(y) = 0 for |y| = δε, |y| = r
satisfies the estimate ‖ψ‖∞ ≤ C. Furthermore, C(δ, r) could be smaller if we choose δ large and
r small.
To be more precise, we will need to take δ large and r small enough so that 2C(δ, r) + r2 < 1.
Proof: Since ρµ,ε,m is radial, ψ(y) = ψ(|y|). If ϕ(t) = ψ(et) then for t ∈ [log(δε), log r] we study
−ϕ′′(t) = e2tρµ,ε,m(et) := g0(t), ϕ(log(δε)) = 0, ϕ(log r) = 0.
Direct computations shows that
ϕ(t) =
t− log(δε)
log rδε
∫ log r
log(δε)
∫ s
log(δε)
g0(τ) dτ ds−
∫ t
log(δε)
∫ s
log(δε)
g(τ) dτ ds.
Notice that ϕ is concave and its maximum t0 satisfies
ϕ′(t0) =
1
log rδε
∫ log r
log(δε)
∫ s
log(δε)
g0(τ) dτ ds−
∫ t0
log(δε)
g(τ) dτ = 0
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and hence,
ϕ(t0) =
∫ t0
log(δε)
g0(s)(s− log(δε)) ds =
∫ log r
t0
g(s)(log r − s) ds.
Thus, we deduce that for all t ∈ [log(δε), log r]
0 ≤ ϕ(t) ≤ ϕ(t0) ≤ max
{∫ log(δ√ε)
log(δε)
g0(s)(s− log(δε)) ds,
∫ log r
log(δ
√
ε)
g(s)(log r − s) ds
}
.
We estimate every integral in the following way∫ log(δ√ε)
log(δε)
g0(s)(s− log(δε)) ds ≤ C
[ ∫ log(2δε| log ε|2)
log(δε)
ε2e−2s(1 + | log ε− s|+ | log ε− s|2)(s− log(δε)) ds
+
∫ log(δ√ε)
log( δ2 ε| log ε|2)
[ε{1 + s}e−s + λ−1ε2e−2s](s− log(δε)) ds
]
≤ C
[ ∫ log(2δ| log ε|2)
log δ
e−2t(1 + |t|+ |t|2)(t− log δ) dt
+
∫ log( δ√
ε
)
log( δ2 | log ε|2)
({1 + t+ log ε}e−t + λ−1e−2t)(t− log δ) dt
]
≤ C1(δ)[C2(ε) + 1] (with t = s− log ε)
with C1(δ), C2(ε)→ 0 as δ → +∞ and ε→ 0, in view of (A.1),∣∣∣wµ(es
ε
)∣∣∣ = | log(8µ2)− 2 log(1 + µ2ε2e−2s) + 4(log ε− s)| = O(1 + | log ε− s|),
for s ∈ [log(δε), log(2δε| log ε|2)], ε−2ewµ( esε ) = O(ε2e−4s), for s ∈ [log(δε), log(δ√ε)] and
ewµ(
es
ε )+λm
2w2µ(
es
ε ) = O(e
3
4wµ(
es
ε )) = O(εe−3s), for s ∈ [log(δε| log ε|2), log(2δ√ε)]. And for
the second integral∫ log r
log(δ
√
ε)
g0(s)(log r − s) ds ≤ C
∫ log r
log(δ
√
ε)
[
(1 + |s|)e2s+16λm2s2 + λ−1ε2e−2s
]
[log r − s] ds
≤ C
∫ log r
log(δ
√
ε)
[
es(1 + |s|+ |s|2) + λ−1ε2e−2s(log r − s)] ds
≤ C3(r)[1 + C2(ε)] + C1(δ)C2(ε)[1 + | log r|]
with C3(r)→ 0 as r → 0, in view of (A.1), ε−2ewµ( e
s
ε ) = O(ε2e−4s), for s ∈ [log(δ√ε), log r] and
ε−2ewµ(
es
ε )+λm
2w2µ(
es
ε ) = O(e16λm
2s2), and e2s+16λm
2s2 = O(es), for s ∈ [log(δ√ε), log r].
We are now ready for
Proof (of Proposition 3.1): The proof of estimate (3.4) consists of several steps. Let assume
the opposite, namely, the existence of sequences λn → 0, points ξn = (ξn1 , . . . , ξnk ) ∈ Ξ, numbers
mnj with m
n = (mn1 , . . . ,m
n
k ) ∈ M, µnj , εnj and cnij , functions hn with ‖hn‖∗ → 0 as n → +∞,
φn with ‖φn‖∞ = 1, and{
L(φn) = hn +
∑2
i=0
∑k
j=1 c
n
ij∆gPZ
n
ij , in S,∫
S
φn∆gPZ
n
ij dvg = 0, for all i = 0, 1, 2, j = 1, . . . ,m,
∫
S
φn dvg = 0,
(A.2)
Without loss of generality, we assume that ξnj → ξ∗j , mnj → m∗j , µnj → µ∗j as n → +∞ and
ξ∗ = (ξ∗1 , . . . , ξ
∗
k) ∈ Ξ m∗ = (m∗1, . . . ,m∗k) ∈M. First, we have the following fact.
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Claim A.2. There exists a constant C > 0 independent of n such that for all i = 0, 1, 2,
j = 1, . . . , k it holds |cnij | ≤ C [‖hn‖∗ + ‖φn‖∞] as n→ +∞.
Proof: For notational purpose we omit the index n. To estimate the values of the cij ’s, test
equation (A.2) against PZij , i = 0, 1, 2 and j = 1, . . . ,m:∫
S
φ(∆gPZij +KPZij) dvg =
∫
S
hPZij dvg +
2∑
p=0
k∑
q=1
cpq
∫
S
∆gPZpqPZij dvg.
Since for j = 1, . . . , k we have the following estimates in C(S)
PZij = χjZij +O(εj) , i = 1, 2 , PZ0j = χj(Z0j + 2) +O(ε
2
j | log εj |), (A.3)
it readily follows that ∫
S
∆gPZpqPZijdvg = −32pi
3
δpiδqj +O(εj), (A.4)
where the δij ’s are the Kronecker’s symbols. Furthermore, we find that∫
S
φL˜(PZ0j) dvg =
∫
S
φ
(
χj∆gZ0j +
k∑
l=1
χle
−ϕlε−2l e
wl
[
χj(Z0j + 2) +O(ε
2
j | log εj |)
])
dvg
=
∫
S
φχje
−ϕjε−2j e
wj
(
− Z0j + χjZ0j + 2χj
)
dvg +O(ε
2
j | log εj |‖φ‖∞)
= 2
∫
S
φχ2je
−ϕjε−2j e
wj dvg +O(ε
2
j | log εj | ‖φ‖∞)
and similarly for i = 1, 2∫
S
φL˜(PZij) dvg =
∫
S
φ
(
χj∆gZij +
k∑
l=1
χle
−ϕlε−2l e
wl [χjZij +O(εj)]
)
dvg
=
∫
S
φχje
−ϕjε−2j e
wj
(− Zij + χjZij) dvg +O(εj‖φ‖∞)
= O(εj‖φ‖∞)
Hence, we get the estimates |c0j | ≤ C
[
‖h‖∗ + ‖φ‖∞ + εj
2∑
p=0
k∑
q=1
|cpq|
]
and
|cij | ≤ C
[
‖h‖∗ + εj‖φ‖∞ + εj
2∑
p=0
k∑
q=1
|cpq|
]
, for i = 1, 2. (A.5)
Thus, the claim follows.
Now, we prove the asymptotic behavior of φn on compact subsets of S \ {ξ∗1 , . . . , ξ∗m}.
Claim A.3. There holds φn → 0 as n → +∞ in C1 uniformly over compact subsets of
S \ {ξ∗1 , . . . , ξ∗m}. In particular, given any 2r0 > r > 0 we have
‖φn‖L∞(S\∪mj=1Br(ξnj )) → 0 as n→ +∞. (A.6)
Proof: Note that for any 0 < r < r0 it holds that up to a subsequence as n→ +∞
c(φn) = − 1|S|
∫
S
K(x)φn(x) dvg = − 1|S|
k∑
j=1
∫
Br(ξj)
e−ϕj (εnj )
−2ewjφn dvg +O([εnj ]
2) = c0 + o(1).
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From Claim A.2, it readily follows that
∑2
i=0
∑k
j=1 c
n
ij∆gPZ
n
ij = o(1) as n → +∞ in S \
∪mj=1Br(ξnj ) for a given r > 0, in view of ∆gPZnij = O([εnj ]2) − 1|S|
∫
S
χj∆gZ
n
ijdvg = O([ε
n
j ]
2) in
S \ ∪mj=1Br(ξnj ). Thus, we get
∆gφn(x) =
k∑
j=1
O((εnj )
2) + c0 + o(1) uniformly for x ∈ S \ ∪mj=1Br(ξnj ).
Therefore, passing to a subsequence φn → φ∗ as n → +∞ in C1 sense over compact subsets of
S \{ξ∗1 , . . . , ξ∗m}. Since |φ∗(x)| ≤ 1 for all x ∈ S \{ξ∗1 , . . . , ξ∗m}, it follows that φ∗ can be extended
continuously to S so that φ∗ satisfies ∆gφ∗ = c0, in S and
∫
S
φ∗ dvg = 0 using dominated
convergence. By,
∫
S
∆gφ
∗ = 0 we get that c0 = 0. Therefore, φ∗ ≡ 0, and the claim follows.
Claim A.4. For all i = 0, 1, 2, j = 1, . . . , k it holds that cnij → 0 as n→ +∞.
Proof: The claim readily follows for i = 1, 2 and j = 1, . . . , k from Claim A.2 and the estimate
in (A.5) in view of ‖h‖∗ = o(1). Let us refine the estimate for c0j , j = 1, . . . , k. It is clear that
in Br0(ξj)
∆gφ+ e
−ϕjε−2j e
wjφ+ c(φ) = h+
2∑
p=0
cpj∆gZpj −
2∑
p=0
k∑
q=1
cpq
|S|
∫
S
χq∆gZpq dvg.
Hence, integrating on Br(ξj) with 0 < r < r0 we find that as n→ +∞∫
Br(ξj)
e−ϕjε−2j e
wjφdvg = −
∫
Br(ξj)
∆gφdvg − c(φ)|Br(ξj)|+
∫
Br(ξj)
h dvg
+
2∑
p=0
cpj
∫
Br(ξj)
∆gZpj dvg −
2∑
p=0
k∑
q=1
cpq
|S| |Br(ξj)|
∫
S
χp∆gZpq dvg
= −
∫
∂Br(0)
∂ν(φ ◦ y−1ξj ) dσ +O
(
|c(φ)|+ ‖h‖∗ +
k∑
q=1
ε2q
)
= o(1),
in view of Claims A.2 and A.3 (the convergence φ→ 0 in C1 sense). Thus, we obtain that
c0j = O
(∣∣∣∣ ∫
Br(ξj)
e−ϕjε−2j e
wjφdvg
∣∣∣∣+ ε2j | log εj | ‖φ‖∞ + ‖h‖∗ + εj 2∑
p=0
k∑
q=1
|cpq|
)
= o(1)
and the claim follows.
We follow ideas shows in [14] to prove an estimate for φn. For y ∈ Br0(0), define φˆn,j(y) =
φn(y
−1
ξj
(y)) and
hˆn(y) = e
ϕˆj(y)
[
− c(φn) + hn(y−1ξnj (y)) +
2∑
p=0
k∑
q=1
cpq∆gPZ
n
pq(y
−1
ξj
(y))
]
,
so that,
Lˆj(φˆn,j) := ∆φˆn,j +
8µ2jε
2
j
(µ2jε
2
j + |y|2)2
φˆn,j = hˆn.
Let us fix such a number δ > 0 which we may take larger whenever it is needed and a small
0 < r < r0. Now, let us consider the “annulus norm” and “boundary annulus norm”
‖φ‖a = ‖φ‖L∞(Ωδ,r) and ‖φ‖b = ‖φ‖L∞(∂Ωδ,r),
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where Ωδ,r := Br(0) \ B¯δεj (0). Note that ∂Ωδ,r = ∪mj=1[∂Bδεj (0) ∪ ∂Br(0)]. By now it is rather
standard to show that for functions on Ωδ,r the operator Lˆj satisfies the maximum principle in
Ωδ,r for δ large and r > 0 small enough, see for example [14]. In fact, the function g(y) :=
Y0j(aε
−1
j y) = 2
a2|y|2−µ2jε2j
µ2jε
2
j+a
2|y|2 with 0 < 4a < 1 and
√
5
3a < δ satisfies Lˆj(g) < 0 and g >
1
2 > 0 in
Ωδ,r. As a consequence, we get that
Claim A.5. There is a constant C > 0 such that if Lˆj(φ) = h in Ωδ,r then
‖φ‖a ≤ C[‖φ‖b + ‖h‖∗∗], (A.7)
where
‖h‖∗∗ = sup
y∈Br(0)
|h(y)|
ρµ,ε,m(y) + 1
.
Proof: We shall omit the subscript n in the quantities involved. We will establish this inequality
with the use of suitable barriers. Consider now the solution of the problem
−∆ψ = 1, for δεj < |y| < r,
ψ(y) = 0 for |y| = δεj , |y| = r.
Direct computation shows that
ψj,1(y) =
δ2ε2j − r2
4
+
δ2ε2j − r2
4
log |y|δεj
log
δεj
r
,
Note that 0 ≤ ψj,1 ≤
r2 − δ2ε2j
4
≤ r
2
4
hence these functions ψj,1 have a uniform bound indepen-
dent of εj .
On the other hand, let us consider the function g defined above, and let us set
ψ(y) = 2‖φ‖b g(y) + ‖h‖∗∗[ψj,1(y) + ψj,2(y)],
where ψj,2 is the solution to
−∆ψ = 2ρµj ,εj ,mj , δεj < |y| < r,
ψ(y) = 0 for |y| = δε, |y| = r.
Then, it is easily checked that, choosing δ larger if necessary, Lˆj(ψ) ≤ h and ψ ≥ |φ| on ∂Ωδ,r.
Hence |φ| ≤ ψ in Ωδ,r. In fact, we have that for all y ∈ ∂Ωδ,r
ψ(y) ≥ 2‖φ‖b g(y) ≥ ‖φ‖b ≥ |φ(y)|.
Also, we have that choosing 2C(δ, r) + r2 < 1 (for δ large enough and r small enough)
Lˆj(ψ) < ‖h‖∗∗
(
∆[ψj,1 + ψj,2] +
8µ2jε
2
j
(µ2jε
2
j + |y|2)2
[ψj,1 + ψj,2]
)
≤ ‖h‖∗∗
(
−1− 2ρµj ,εj ,mj (y) +
8µ2jε
2
j
(µ2jε
2
j + |y|2)2
[2C(δ, r) + r2]
)
≤ −‖h‖∗∗[ρµj ,εj ,mj + 1] ≤ h,
in view of ρµj ,εj ,mj (y) ≥ 8µ
2
jε
2
j
(µ2jε
2
j+|y|2)2 Hence, we conclude that |φ(y)| ≤ ψ(y) for all δεj < |y| < r,
for every j = 1, . . . , k and the claim follows.
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The following intermediate result provides another estimate. Again, for notational simplicity
we omit the subscript n in the quantities involved.
Claim A.6. There exist constants C > 0 such that for large n
‖φ‖L∞(∪mj=1Br0 (ξj)) ≤ C
{‖φ‖L∞(∪mj=1Bδεj (ξj)) + o(1)}. (A.8)
Proof: First, note that
‖hˆ‖∗∗ ≤ C
[
|c(φ)|+ ‖h‖∗ +
2∑
p=0
k∑
q=1
|cpq|
]
in view of the definition of ‖ ·‖∗ and ‖ ·‖∗∗ and ‖∆gPZpq‖∗ ≤ C. From estimate (A.7) we deduce
that there is a constant C > 0 such that
‖φ‖L∞(Br(ξj)\B¯δεj (ξj)) = ‖φˆ‖a ≤ C
[
‖φˆ‖b + ‖hˆ‖∗∗
]
≤ C
[
‖φ‖L∞(∂[Br(ξj)\B¯δεj (ξj)]) + |c(φ)|+ ‖h‖∗ +
2∑
p=0
k∑
q=1
|cpq|
] (A.9)
From (A.6) we find that for large n
‖φ‖L∞(S\∪ml=1Br(ξj)) = o(1). (A.10)
Furthermore, we have that c(φ) = o(1), since c0 = 0. By the assumption, we know that ‖h‖∗ =
o(1). Now, from (A.9) it is clear that
‖φ‖L∞(∪mj=1Br(ξj)) ≤ ‖φ‖L∞(∪mj=1Bδεj (ξj)) + C
[
‖φˆ‖b + ‖hˆ‖∗
]
and the conclusion follows by (A.10).
We continue with the proof of Proposition 3.1 and we get the following fact.
Claim A.7. There exists an index j ∈ {1, . . . , k} such that passing to a subsequence if necessary,
lim inf
n→∞ ‖φn‖L∞(Bδεj (ξnj )) ≥ κ > 0. (A.11)
Proof: Arguing by contradiction, if for all j = 1, . . . , k
lim inf
n→∞ ‖φn‖L∞(Bδεj (ξnj )) = 0,
then (A.8) and (A.10) implies that, passing to a subsequence if necessary, ‖φn‖∞ → 0 as n →
+∞. On the other hand, we know that ‖φ‖∞ = 1 for all n ∈ IN. This conclude (A.11).
Let us set ψn,j(z) = φn
(
y−1ξnj (ε
n
j z)
)
= φˆn,j(ε
n
j z) for any j and z ∈ Br0/εnj (0). We notice that ψn,j
satisfies
∆ψn,j +
8[µnj ]
2
([µnj ]
2 + |z|2)2 ψn,j = [ε
n
j ]
2hˆn,j(ε
n
j z) in Br0/εnj (0).
Elliptic estimates and (A.11) readily imply that ψn,j converges uniformly over compact subsets
of IR2 to a bounded, non-zero solution ψ∗j of
∆ψ +
8µ2
(µ2j + |z|2)2
ψ = 0, µj = µ
∗
j
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in view of
∣∣[εnj ]2hˆn,j(εnj z)∣∣ ≤ C‖hn‖∗ for z in compact subsets of IR2. This implies that ψ∗j is a
linear combination of the functions Yij , i = 0, 1, 2. Thus, we have that for some constants aij ,
i = 0, 1, 2, ψ∗j = a0jY0j + a1jY1j + a2jY2j . See [5] for a proof. But, from (A.2), orthogonality
conditions over ψn,j pass to the limit thanks to ‖ψn,j‖∞ ≤ C and dominated convergence, namely,∫
IR2
∆Yij ψ
∗
j = 0, for i = 0, 1, 2.
A contradiction with (A.11) arises since this implies that a0j = a1j = a2j = 0. Thus, we get the
estimate ‖φ‖∞ ≤ C‖h‖∗. Hence, from the same argument shown in the proof of the Claim A.2,
we conclude the estimates (3.4).
Now, let us prove the solvability assertion. To this purpose we consider the space
H =
{
φ ∈ H10 (S) :
∫
S
∆gPZij φ = 0 for i = 0, 1, 2, j = 1, . . . , k
}
,
endowed with the usual inner product [φ, ψ] =
∫
S
〈∇φ,∇ψ〉g dvg. Problem (3.3) expressed in
weak form is equivalent to that of finding a φ ∈ H, such that
[φ, ψ] =
∫
S
[Kφ− h]ψ dvg, for all ψ ∈ H.
Recall that
∫
S
h dvg = 0. With the aid of Riesz’s representation theorem, this equation gets
rewritten in H in the operator form φ = K(φ) + h˜, for certain h˜ ∈ H, where K is a compact
operator in H. Fredholm’s alternative guarantees unique solvability of this problem for any h
provided that the homogeneous equation φ = K(φ) has only the zero solution in H. This last
equation is equivalent to (3.3) with h ≡ 0. Thus existence of a unique solution follows from the
a priori estimate (3.4).
We have just proven that the unique solution φ = Tλ(h) of (3.3) defines a continuous linear
map from the Banach space C∗ of all functions h in L∞(S) for which ‖h‖∗ < +∞ and
∫
S
h = 0,
into L∞, with bounded norm.
It is important to understand the differentiability of the operator T with respect to the
variable either β = ξj or β = mj . Fix h ∈ C∗ and let φ = Tλ(h). Let us recall that φ satisfies
(3.3), for some (uniquely determined) constants cij , i = 0, 1, 2, j = 1, . . . , k. We want to compute
derivatives of φ with respect to the parameters β = ξl or β = ml. Formally X = ∂βφ should
satisfy
L(X) = −∂βK φ+ 1|S|
∫
S
∂βKφ+
2∑
i=0
k∑
j=1
cij ∂β(∆gPZij) +
2∑
i=0
k∑
j=1
dij∆gPZij ,
where (still formally) dij = ∂β(cij), i = 0, 1, 2, j = 1, . . . , k. The orthogonality conditions now
become ∫
S
∆gPZijX = −
∫
S
∂β(∆gPZij)φ, i = 0, 1, 2, j = 1, . . . , k.
We will recast X as follows. Consider the Y = X +
∑
i,j bijPZij , where the coefficients bij
are chosen so that Y satisfies the orthogonality conditions
∫
S
Y∆gPZij = 0 for all i, j. The
coefficients bij are well-defined since they satisfy an almost diagonal system in view of (A.4).
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Furthermore, it holds that for β = ξl, |bij | ≤ C‖h‖∗ if j ̸= l and |bil| ≤ C
εl
‖h‖∗; and for β = ml,
|bij | ≤ C‖h‖∗ if j ̸= l and |bil| ≤ C| log εl|‖h‖∗, in view of ‖∂ξl(∆gPZij)‖∗ ≤ C if j ̸= l and
‖∂ξl(∆gPZil)‖∗ ≤
C
εl
; and ‖∂ml(∆gPZij)‖∗ ≤ C if j ̸= l and ‖∂ml(∆gPZil)‖∗ ≤ C| log εl|. Then
the function X above can be uniquely expressed as
X = Tλ(f)−
2∑
i=0
k∑
j=1
bij PZij .
where the function
f := −∂βK φ+ 1|S|
∫
S
∂βKφ+
2∑
i=0
k∑
j=1
[
bij L(PZij) + cij ∂β(∆gPZij)
]
.
This computation is not just formal. Arguing directly by definition it shows that indeed ∂βφ = X.
Also, we find that ‖f‖∗ ≤ C
εl
‖h‖∗, for β = ξl and ‖f‖∗ ≤ C| log εl|‖h‖∗, for β = ml, in view of
‖f‖∗ ≤ ‖∂βK‖∗ ‖φ‖∞
[
1 +
1
|S|
∫
S
ρ(x) dvg
]
+
2∑
i=0
k∑
j=1
[
|bij | ‖L(PZij)‖∗ + |cij | ‖∂β(∆gPZij)‖∗
]
.
Indeed, it is easy to check that
∫
S
ρ(x) dvg ≤ C, ‖L(PZij)‖∗ ≤ Cεj for i = 1, 2 and ‖L(PZ0j)‖∗ ≤
C. Furthermore, from the definition of K it follows that ‖∂ξlK‖∗ ≤
C
εl
and ‖∂mlK‖∗ ≤ C| log εl|.
Moreover, using estimate (3.4) applied with R.H.S. f , we find that
‖∂ξlφ‖∞ ≤ C
[
‖f‖∗ +
2∑
i=0
k∑
j=1
|bij |
]
,
so that, ‖∂βφ‖∗ ≤ C
εl
‖h‖∗ and ‖∂mlφ‖∞ ≤ C| log εl|‖h‖∗. Finally, we conclude that
‖∂(ξl)iTλ(h)‖∞ ≤
C
εl
‖h‖∗ for i = 1, 2, l = 1, . . . , k (A.12)
and
‖∂mlTλ(h)‖∞ ≤ C | log εl| ‖h‖∗ for l = 1, . . . , k. (A.13)
This finishes the proof of proposition 3.1.
Appendix B: The nonlinear problem
By Proposition 3.1 we now deduce the following.
Proof (of Proposition 3.2). First, note that R ∈ L∞(S), ‖R‖∗ < +∞,
∫
S
R = 0 and∫
S
N(φ) = 0 for any φ ∈ C(S). Next, we observe that in terms of the operator T defined
in Proposition 3.1, the latter problem becomes
φ = −T (R+N(φ)) := A(φ). (B.1)
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For a given number ν > 0, let us consider
Fν = {φ ∈ C(S) : ‖φ‖∞ ≤ νλ}
From the Proposition 3.1, we get
‖A(φ)‖∞ ≤ C [‖R‖∗ + ‖N(φ)‖∗] .
From (2.13) we know that ‖R‖∗ ≤ Cλ. Furthermore, it follows that for certain 0 < s < s∗ < 1
f(V +φ)−f(V )−f ′(V )φ =
∫ 1
0
[f ′(V +tφ)−f ′(V )] dt φ = [f ′(V +s∗φ)−f ′(V )]φ = f ′′(V +sφ) s∗φ2.
From the definition of f in (2.23) and the estimates used to prove Lemma 2.2, it follows that
f ′′(V + sφ) = 2λ2(V + sφ)eλ(V+sφ)
2 [
3 + 2λ(V + φ)2
]
= λV eλV
2
O(1) + λ2eλV
2
O(1)
so that, from the definition of ‖ · ‖∗ we obtain that ‖f ′′(V + sφ)‖∗ ≤ C. Thus, we find that
‖N(φ)‖∗ ≤
[
‖f(V + φ)− f(V )− f ′(V )φ‖∗ + ‖f ′(V )−K‖∗‖φ‖∞
][
1 +
1
|S|
∫
S
ρ(x) dvg
]
≤ C[‖φ‖2∞ + λ‖φ‖∞] ≤ Cλ2[ν2 + ν],
in view of (2.26) and
∫
S
ρ(x) dvg ≤ C. Hence, we get for any φ ∈ Fν ,
‖A(φ)‖∞ ≤ Cλ
[
1 + (ν + ν2)λ
]
.
On the other hand, for φ1 and φ2 and certain 0 < s, t
∗ < 1 we have that
f(V + φ1)− f(V + φ2)− f ′(V )(φ1 − φ2)
=
∫ 1
0
[f ′
(
V + φ2 + t{φ1 − φ2}
)− f ′(V )] dt [φ1 − φ2]
=
[
f ′
(
V + t∗φ1 + {1− t∗}φ2
)− f ′(V )] [φ1 − φ2]
= f ′′
(
V + s[t∗φ1 + {1− t∗}φ2]
)
[t∗φ1 + {1− t∗}φ2] [φ1 − φ2],
so that,
‖f(V + φ1)− f(V + φ2)− f ′(V )(φ1 − φ2)‖∗ ≤ C [‖φ1‖∞ + ‖φ2‖∞] ‖φ1 − φ2‖∞,
in view of ‖f ′′(V + s[t∗φ1 + {1− t∗}φ2])‖∗ ≤ C. Hence, given any φ1, φ2 ∈ Fν , we have that
‖N(φ1)−N(φ2)‖∗ ≤ C(‖φ1‖∞ + ‖φ2‖∞)‖φ1 − φ2‖∞ + Cλ‖φ1 − φ2‖∞
≤ Cλ[ν + 1] ‖φ1 − φ2‖∞
with C independent of ν. Therefore, from the Proposition 3.1
‖A(φ1)−A(φ2)‖∞ ≤ C‖N(φ1)−N(φ2)‖∗ ≤ Cλ[ν + 1] ‖φ1 − φ2‖∞
It follows that for all ε sufficiently small A is a contraction mapping of Fν (for ν large enough),
and therefore a unique fixed point of A exists in Fν .
Let us now discuss the differentiability of φ depending on (ξ,m), i.e., (ξ,m) 7→ φ(ξ,m) ∈
C(S) is C1. Since R depends continuously (in the ∗-norm) on (ξ,m), using the fixed point
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characterization (B.1), we deduce that the mapping (ξ,m) 7→ φ is also continuous. Then, formally
∂βN(φ) = [f
′(V + φ)− f ′(V )− f ′′(V )φ]∂βV + [f ′(V + φ)− f ′(V )]∂βφ
− 1|S|
∫
S
{
[f ′(V + φ)− f ′(V )− f ′′(V )φ]∂βV + [f ′(V + φ)− f ′(V )]∂βφ
}
+ [f ′′(V )∂βV − ∂βK]φ+ [f ′(V )−K]∂βφ
− 1|S|
∫
S
(
[f ′′(V )∂βV − ∂βK]φ+ [f ′(V )−K]∂βφ
)
.
so that, we estimate as follows
‖∂βN(φ)‖∗ ≤ C
[
‖f ′′(V + s′φ)− f ′′(V )‖∗ ‖φ‖∞‖∂βV ‖∞ + ‖f ′′(V + s′φ)‖∗‖φ‖∞‖∂βφ‖∞
+ ‖f ′′(V )∂βV − ∂βK]‖∗‖φ‖∞ + ‖[f ′(V )−K]‖∗‖∂βφ‖∞
]
,
for some s′ ∈ (0, 1). In particular, precisely for β = ξl we obtain
‖∂ξlN(φ)‖∗ ≤ C
[
‖φ‖2∞‖∂ξlV ‖∞ + ‖φ‖∞‖∂ξlφ‖∞ +
λ
εl
‖φ‖∞ + λ‖∂ξlφ‖∞
]
≤ C
[λ2
εl
+ λ‖∂ξlφ‖∞
]
,
in view of ‖f ′′(V + s′φ)− f ′′(V )‖∗ ≤ C‖φ‖∞, ‖∂ξlV ‖∞ ≤
C
εl
, ‖f ′′(V )∂ξlV − ∂ξlK‖∗ ≤
Cλ
εl
and
estimate (2.26), and for β = ml we obtain
‖∂mlN(φ)‖∗ ≤ C
[
‖φ‖2∞‖∂mlV ‖∞ + ‖φ‖∞‖∂mlφ‖∞ + λ| log εl| ‖φ‖∞ + λ‖∂mlφ‖∞
]
≤ C
[
λ2| log εl|+ λ‖∂mlφ‖∞
]
,
in view of ‖∂mlV ‖∞ ≤ C| log εl|, ‖f ′′(V )∂mlV − ∂mlK‖∗ ≤ Cλ| log εl| ≤ C. Also, observe that
we have
∂βφ = −(∂βT ) (R+N(φ))− T (∂β [R+N(φ)]) .
So, using (A.12) and previous estimates, we get
‖∂ξlφ‖∞ ≤
C
εl
‖R+N(φ)‖∗ + C ‖∂ξl(R+N(φ))‖∗
≤ C
εl
[
λ+ λ‖φ‖∞ + ‖φ‖2∞
]
+ C
[
λ
εl
+
λ2
εl
+ λ‖∂ξlφ‖∞
]
≤ Cλ
εl
+ Cλ‖∂ξlφ‖∞.
and similarly, using (A.13) and previous estimates, we get
‖∂mlφ‖∞ ≤ C| log εl| ‖R+N(φ)‖∗ + C ‖∂ml(R+N(φ))‖∗
≤ C| log εl|
[
λ+ λ‖φ‖∞ + ‖φ‖2∞
]
+ C
[
λ| log εl|+ λ2| log εl|+ λ‖∂ξlφ‖∞
]
≤ Cλ| log εl|+ Cλ‖∂ξlφ‖∞.
We have used an estimate for ‖∂βR‖∗. From the definition of V , the definition of ∂βR
∂βR(y) = ∆g∂βV (y) + f
′(V )∂βV − 1|S|
∫
S
f ′(V )∂βV dvg,
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similar computations to deduce (2.13) and from the definition of *-norm it follows that
‖∂ξlR‖∗ ≤
Cλ
εl
and ‖∂mlR‖∗ ≤ Cλ| log εl|.
Thus, we conclude (3.8).
The above computations can be made rigorous by using the implicit function theorem and
the fixed point representation (B.1) which guarantees C1 regularity in (ξ,m).
Appendix C: Proof of Lemma 3.3
Proof: Let us differentiate the function Fλ(ξ,m) with respect to either β = (ξl)q or β = ml,
with q = 1, 2 and l = 1, . . . , k. Since
√
λV (ξ,m) = U(ξ,m) and
√
λφ(ξ,m) = φ˜(ξ,m), we can
differentiate directly Jλ
(√
λ[V +φ]
)
(under the integral sign), so that integrating by parts we get
∂βFλ(ξ,m) =
√
λDJλ
(√
λ[V + φ]
)
[∂βV + ∂βφ]
= − λ
∫
S
[
∆g(V + φ) + λ(V + φ)e
λ(V+φ)2
]
[∂βV + ∂βφ] dvg
= − λ
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij [∂βV + ∂βφ] ,
since
∫
S
(
∂βV + ∂βφ
)
= 0. From the result of 3.2, this expression defines a continuous function
of (ξ,m). Let us stress that µj = µj(ξ,m) and εj = εj(mj). Hence, from (4.7) we have that
uniformly in S
∂(ξl)qV (x) = −
ml
µlεl
χl
2µlεl∂(ξl)q (|yξl(x)|2)
µ2l ε
2
l + |yξl(x)|2
+O(1)
and from (4.6) and (4.8)
∂mlV (x) = − 2χl log(µ2l ε2l + |yξl(x)|2) + χl
8µ2l ε
2
l log εl
µ2l ε
2
l + |yξl(x)|2
+O(1),
in view of εl∂mlεl = −
2ε2l
ml
log εl+O(1). Let us assume thatDξFλ(ξ,m) = 0 andDmFλ(ξ,m) = 0.
Then, from the latter equality and the estimates (3.8) we get
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij
[
εl∂(ξl)qV +O(λ)
]
= 0, q = 0, 1, 2, l = 1, . . . , k
and also,
2∑
i=0
k∑
j=1
cij
∫
S
∆gPZij
[
∂mlV
log εl
+O(λ)
]
= 0, l = 1, . . . , k.
Using
εl∂(ξl)qV = −
ml
µl
χl
2µlεl∂(ξl)q (|yξl(x)|2)
µ2l ε
2
l + |yξl(x)|2
+O(εl)
and
∂mlV
log εl
=
1
log εl
χl[Ul − log(8µ2l ε2l )] + 2χl[Z0l + 2] +O
( 1
| log εl|
)
,
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where O(εl) and O(| log εl|−1) are in the L∞ norm as λ→ 0, it follows
2∑
i=0
m∑
j=1
cij
∫
S
∆gPZij
[
χl
2µlεl∂(ξl)q (|yξl(x)|2)
µ2l ε
2
l + |yξl(x)|2
+ o(1)
]
= 0, q = 0, 1, 2, l = 1, . . . ,m.
2∑
i=0
m∑
j=1
cij
∫
S
∆gPZij [χl(Z0l + 2) + o(1)] = 0, l = 1, . . . ,m.
with o(1) small in the sense of the L∞ norm as λ→ 0. The above system is diagonal dominant
and we thus get cij = 0 for i = 0, 1, 2, j = 1, . . . , k. We have used that∫
S
∆gPZij χl[Ul − log(8µ2l ε2l )] = O(1).
The proof of Lemma 3.3 is finished.
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