A simple formula is derived for the Ricci scalar curvature of any smooth level set {ψ(x 0 , x 1 ,... , x n ) = C} embedded in the Euclidean space R n+1 , in terms of the gradient ∇ψ and the Laplacian ∆ψ. Some applications are given to the geometry of low-dimensional p-harmonic functions and high-dimensional harmonic functions.
Introduction
Many problems in mathematical physics can be described by "inhomogeneous Laplace equations" in the Euclidean space ∆ψ(r) = V (r), which not only encompass the familiar examples of linear equations (e.g. the Poisson equation in electrostatics, the Helmholtz equation in wave propagation, the Schrödinger equation in non-relativistic quantum mechanics) but also some important classes of nonlinear partial differential equations (including, but not limited to the Landau-Ginzburg model for superconductivity, the Gross-Pitaevski equation for Bose-Einstein condensates and the Navier-Stokes equations for viscous fluids).
In this series of works, we study the geometry of level sets associated with solutions to the "inhomogeneous Laplace equations" ∆ψ(r) = V (r), starting with the current article which revolves around a simple formula for the Ricci scalar curvature R(r) at any point on a smooth level set {ψ(r) = C} embedded in the Euclidean space of arbitrary dimension: R(r) = −∆ log |∇ψ(r)| + ∇ · ∆ψ(r) ∇ψ(r) |∇ψ(r)| 2 .
The right-hand side of the formula above invokes the gradient ∇ψ(r) and the Laplacians ∆ψ(r), ∆log |∇ψ(r)| evaluated in the Cartesian coordinate system of the ambient Euclidean space. Likewise, the divergence operator ∇· also refers to the flat space formulation. By convention, we will restrict our attention to cases where the gradient is non-vanishing ∇ψ(r) = 0, so that the appearance of |∇ψ(r)| 2 in the denominator is meaningful.
We call the proposed scalar curvature identity a "simple formula" because it only involves some familiar operations and quantities of physical interest. Especially, in many practical problems, the modulus of the gradient |∇ψ(r)| provides a measure of the "field intensity", and ∆ψ(r) = V (r) is given as a prescribed function in the Euclidean space or as a certain function(al) of ψ(r). The simple formula in the preceding paragraph thus allows us to deduce some useful information regarding the curvature properties of the level sets and their relations to "field intensities", which we will describe in several papers in this series.
In the current work, we open with generic formulations for the geometry of level sets ( § §1.1-1.2), and follow the proof of the aforementioned scalar curvature identity ( §1.3) with a brief discussion on its invariance properties ( §1.4). We will then show that the degenerate cases of the scalar curvature identity in low dimensions recover some familiar results in classical analysis ( §2.1) and are consistent with various worked examples in classical physics ( §2.2). We close this proof-of-principle article with a simple low-dimensional application to p-harmonic functions ( §3) and a highdimensional application to harmonic functions ( §4).
A Simple Scalar Curvature Formula for Level Sets

Metric, Connection and Curvatures for Level Sets Embedded in Euclidean Spaces
A natural way to describe the local geometric properties of a smooth level set {ψ(x 0 , x 1 ,... , x n ) = C} as a hypersurface in R n+1 is to introduce the line element for curves on the hypersurface as d s 2 
The components of the Weingarten transformŴ = (b The expression For convenience, we shall borrow some notations and terminologies from physics: "force field" is defined via the negative gradient F(r) := −∇ψ(r); "field intensity" F := |F| is the modulus of the gradient; "field line" or "F-line" is the integral curve of the vector field F(r), r ∈ R n+1 . By convention, we orient the normal vector as n = F/F.
To extend the discussion on an isolated level set (n-dimensional manifold) to a family of hypersurfaces that fill a region in the ambient (n + 1)-dimensional Euclidean space, we can employ the natural curvilinear coordinate system r(u 0 , u 1 ,... , u n ) as follows: 
.. , n, so the F-line acts as the curvilinear coordinate curve of u 0 . Accordingly, F = −∇ψ is equivalent to
From the above curvilinear coordinate system constructed in a neighborhood surrounding a non-critical point r where F(r) = |∇ψ(r)| = 0, one can define line element for curves in
where a Greek index takes values 0,1,... , n. By definition, g 00 = F −2 = 1/g 00 and g 0i = g 0i = 0, so the decomposition of the Euclidean metric is a direct sum of the "level value coordinate" and "level set metric". One may extend the definition of connection coefficients as ∂ µ ∂ ν r = Γ λ µν ∂ λ r, where the newly-arisen connection coefficients will be computed in the following proposition. 
along with a modified version of the "harmonic coordinate condition":
Proof To prove the three identities in Eq. 1, it would suffice to compare the equation ∂ µ ∂ ν r = Γ λ µν ∂ λ r with the Gauss and Weingarten formulae:
The two identities in Eq. 2, as well as Eq. 3, follow from the Christoffel formula
Juxtaposing the two expressions of Γ 0 i j in Eqs. 1 and 2, we can put down
On the other hand, the "inhomogeneous Laplace equation" ∆ψ(r) = −∇ · F(r) = V (r) prescribes the divergence of force field
), which can be combined with Eqs. 1 and 5 into
as stated in Eq. 4. If V (r) ≡ 0, and ψ(r) is a harmonic function, then the formula Γ 0 = g µν Γ 0 µν = 0 hearkens back to the "harmonic coordinate condition" in general relativity.
Remark From the identity ∂ 0 g i j = 2b i j /F, we can also readily deduce ∂ 0 g i j = −2g ik b j k /F. Another by-product of the foregoing argument is the following result that will be used later in this work:
When V = 0 and n = 2, the formula above is a standard exercise in electrostatics [Ref.
2, Exercise 1.11].
Laplace Operator in Curvilinear Coordinates and Evolution of Mean Curvature
The Laplace operator on the Euclidean space R n+1 can be presented in curvilinear coordinates as
Here, det(g µν ) = g/F 2 . Similarly, one can define the Laplace operator on the level set Σ as
Proposition 1.2 (Decomposition of Laplacian)
The Laplace operator ∆ can be rewritten as
where
is the Laplace-Beltrami operator on the level set of ψ. Accordingly, we have the following formula
Proof By definition, we have
With the substitution of g 00 = F 2 and the expressions for Γ Remark By the relations ∆r = 0 and ∆ Σ r = Tr(Ŵ)n, one may also use Eq. 7 to deduce an explicit expression for the second order derivative ∂ 2 r/∂ψ 2 .
For a hypersurface embedded in Euclidean space, its Ricci tensor (R i j ) and Ricci scalar curvature R can be spelt out "extrinsically" in terms of the Weingarten transformation and the principal curvatures. Concretely speaking, in the principal curvature coordinate system where the Weingarten transformationŴ = (b i j ) is represented by a diagonal matrix with eigenvalues k 1 ,... , k n (viz. the n principal curvatures of the hypersurface), one has
Here, to identify the two extreme ends of the equation above, we may recall that the geometric relation
applies to any curvilinear coordinate system on any n-dimensional hypersurface embedded in R n+1 , as evident from the
. Consequently, the Ricci scalar curvature
can be explicitly given in terms of moments of principal curvatures R = (
In the proposition below, both the surface Laplacian ∆ Σ and the Ricci scalar curvature R turn up in the evolution of the mean curvature along the "level value coordinate".
Proposition 1.3 (Evolution of the Second Fundamental Form) We have the following identities
and
where R is the Ricci scalar curvature of the level set in question.
Proof From the identity
. This results in Eq. 9, upon substitution of the connection coefficients. Combining
/F with Eq. 9, we obtain
This verifies Eq. 10.
Remark
We originally discovered the scalar curvature identity mentioned in the introduction by an examination of the evolution equation for mean curvature (Eq. 10). We leave it to the interested readers to recover such an "extrinsic proof ". In the next subsection, we will only describe an "intrinsic approach" based on the definition of Ricci scalar curvature via the metric and connection on the level set. As will be explained elsewhere, the intrinsic method has better extendibility when the ambient space is not Euclidean, and/or the co-dimension of the submanifold is higher than one.
Scalar Curvature Identity and Evolution of Ricci Curvature
We are now ready to prove the formula R(r) = −∆ log |∇ψ(r)| + ∇ · ∆ψ(r) ∇ψ(r) |∇ψ(r)| 2 mentioned in the introduction. 
Proof We define the Ricci tensor for the local curvilinear coordinates (
so that g µν R µν = 0 follows from the flatness of the Euclidean space R n+1 . Meanwhile, by the direct sum decomposition of the metric g µν , the following identity holds
Using the modified version of the harmonic coordinate condition Γ 0 := g µν Γ 0 µν = −V (Eq. 4), we may derive
Combining this result with the identity
, we may rewrite Eq. 12 as
where we have employed the relation
= 0 in the penultimate step. Exploiting the identities itemized in Proposition 1.1, along with the relation Γ ℓ mℓ = ∂ m log g, we may reduce Eq. 12 into
which completes the proof.
Remark In Eq. 11, the expression ∂V /∂ψ is understood as the derivative with respect to the curvilinear coordinate ψ, thus is well-defined for any continuously differentiable inputs V ∈ C 1 (D;R). to obtain 
Proposition 1.5 (Evolution of Ricci Curvature) We have the following formulae valid in arbitrary dimensions:
as claimed in Eq. 14. Using covariant derivatives indicated by semicolons, we may rewrite the right-hand side of Eq. 14 as
This leads to a succinct proof of Eq. 14*, based on the fact that covariant derivatives of the metric vanishes (g ik ) ;ℓ := 
Diffeomorphic Invariance of the Curvature Formulae
Locally, a level set of ψ can be identified with a level set of f • ψ, where the smooth function f : R −→ R has nonvanishing derivative f ′ = 0. It is thus natural to ask if the formulae for mean and scalar curvatures (Eqs. 6 and 11) would remain intact under such function compositions. This question is answered in the positive by the following proposition.
Proposition 1.6 (Diffeomorphic Invariance) For every f ∈ C
3 (R;R) satisfying f ′ = 0, Eq. 6 is diffeomorphically invariant in the sense of
where Tr(Ŵ) is evaluated with respect to the normal n = −∇ψ/|∇ψ|, and the diffeomorphic invariance of Eq. 11 is manifested in the following way:
Proof By the chain rule, we have
thus we may compute
which confirms Eq. 16 through Eq. 6. Next, we evaluate
and quote the decomposition of Laplacian (Eq. 7) to deduce
which completes the verification of Eq. 17.
Scalar Curvature Formulae in Low Dimensions
Examples from Classical Analysis
The Ricci scalar curvature identity (Eq. 11) in low dimensions can also be independently verified with brute force.
Example 2.1 (Ricci Scalar Curvature in Low Dimensions) For any real-valued, three-times continuously differentiable function
ψ ∈ C 3 (Ω;R) defined in a two-dimensional domain Ω ⊂ R 2 ,
one has the exact identity
which degenerates into the obvious relation ∂ 
In particular, for the Monge form z = f (x, y), one has
Proof Writing ψ(x, y) as a bivariate function of ζ = x + i y,ζ = x − i y, then we have ∂ ζ ψ = (∂ x ψ − i∂ y ψ)/2 and ∂ ζ ψ = (∂ x ψ + i∂ y ψ)/2, and both sides of Eq. 18 equal 2∂ ζ ∂ ζ log(∂ ζ ψ∂ ζ ψ).
The right-hand side of Eq. 19 is equivalent to
which is a standard formula in differential geometry. Taking ψ(x, y, z) = z − f (x, y), we recover Eq. 20.
Remark Despite being a vacuous truth, the differential identity Eq. 18 (when appropriately rewritten) can serve a good purpose for the geometric analysis of two-dimensional problems. See, for example, the applications in §3.
Example 2.2 (Planar Harmonic Function) Let ϕ(x, y) be a harmonic function in a certain domain in
Proof From complex analysis, one can rewrite |∇ϕ(x, y)| = | f ′ (ζ)| where ζ = x + i y and f (ζ) is constructed from ϕ(x, y) and its harmonic conjugate. As log|∇ϕ(x, y)| = Relog f ′ (ζ) is the real part of a complex analytic function, it must be a two-dimensional harmonic function.
Example 2.3 (Conical Harmonic Function)
In spherical coordinates r = (r sin θ cos φ, r sin θ sin φ, r cos φ), the func- 
φ) is harmonic so long as h(ρ,φ) defines a two-dimensional harmonic function in polar coordinates:
(∂ 2 ρ + ρ −1 ∂ ρ + ρ −2 ∂ 2 φ )h(ρ,φ) = 0.
Examples from Electrostatics
Many worked examples in electrostatics provide analytic expressions for the geometry of equipotential surfaces (level sets of the electrostatic potential ϕ(r), which is a harmonic function) and the corresponding spatial distributions of the electric field intensity E(r) = |∇ϕ(r)|. Several specific cases listed below thus serve as direct verifications of the relation ∆log E(r) + 2K(r) = 0, where K(r) = R(r)/2 is the Gaussian curvature of the equipotential surface.
Example 2.4 (Isolated Ellipsoidal Conductor) For an isolated conducting ellipsoid surface
with total charge Q, the surface charge is distributed as [Ref. 3, p. 22] σ(r) = Q 4πabc
thus on the conductor surface (with r(x, y, z) fulfilling Eq. 21), the electrostatic field intensity satisfies log E = log 4 K + const and the following identity is satisfied:
Proof Following the convention in Ref. [3] , we introduce the curvilinear coordinates r = r(ξ,η,ζ)
as the three roots of the following cubic equation in u:
From the argument in [Ref. 3, §4] , the electrostatic potential is given by
and field intensity is distributed as
and the equipotential surfaces (the ξ = const surfaces), being ellipsoids confocal with the one shown in Eq. 21, has Gaussian curvature
With the Laplace operator [Ref. 3, p. 19] :
one can verify that
Remark The ellipsoidal coordinate system employed in the proof becomes ill-defined for the spheroid case (where either a = b > c or a > b = c), but the relation E ∝ 4 K and 2K + ∆log E = 0 remains valid, as the readers may check on their own.
In the fully degenerate case a = b = c, the equipotential surfaces form a family of concentric spheres. On the surface of radius r, the Gaussian curvature K = 1/r 2 , and the spatial distribution log E(r,θ,φ) = −2 log r + const. It is trivially true that
For a "point charge" in higher dimensional space R n+1 , we have a power law log E(r) = −n log |r| + const instead of the Coulomb inverse square law. Then we may perform the following computations for a hypersphere {x ∈ R n+1 ||x| = r} of radius r:
which is consistent with the fact that a hypersphere of radius r in R n+1 has scalar curvature R = n(n − 1)/r 2 .
Below are two more examples concerning conductors at electrostatic equilibrium with external sources. 1 We have converted the statements in [Ref. 3 , §4] to SI units, wherever applicable.
Example 2.5 (Rectangular Box Conductor Interacting with Electric Charges) Consider a grounded rectangular box conductor at electrostatic equilibrium with a distribution of electric charges (with density ̺(r)) that vanishes in a neighborhood of the box boundary:
For a boundary point r ∈ ∂Ω 0 that is not situated on the edges or corners of the rectangular box, we have ∆log |∇ϕ(r)| = 0.
Proof The electrostatic potential ϕ(r) can be represented as . In order to verify that ∆log(E 2 ) = 0, it is sufficient to check
according to the Bochner-Weitzenböck formula in Euclidean space, and 
on the conductor surface where ξ = 0.
Proof Upon the substitution F(0) = 1, we have the following expression for ξ = 0:
With the relations
we obtain
which is the claimed identity.
A Simple Application to p-Harmonic Functions in Low Dimensions
We consider a class of nonlinear partial differential equations
A solution ψ ∈ W 1,p (Ω) [4] [5] . By convention, the attention is restricted to the scenario with nowhere vanishing gradients ∇ψ(r) = 0, r ∈ Ω, so that one may recast Eq. 22 into the form of "inhomogeneous Laplace equation"
Now that V = (2 − p)F∂F/∂ψ, we immediately arrive at the following geometric identities, according to Eqs. 6 and 11
Here, Eq. 24 is consistent with Eq. 4.3 in Ref. [5] . From the geometric inequality
For p = 2, we may rewrite Eq. 25 as
and the rightmost expression in the equation above remains valid for p = 2. Now, we may test the validity and usefulness of the formulae above in the following proposition by recovering the d = 2 case of Theorem 1.2 in Ref. [5] . 
where (b Proof We divide both sides of Eq. 27 by F p and differentiate, to arrive at
where the p-harmonicity has been exploited in the form of ∂ ψ (F p−1 g) = 0. Now, we simplify
which proves Eq. 28, a formula not found in Ref. [5] .
For d = 2, we have R ≡ 0, and
This brings us from Eq. 28 to 
where s is the arc length of the level set, and we have evaluated ∆ Σ (1/F) from Eq. 27 (with R = 0) in the penultimate step. 
Application to Einstein-Hilbert Actions of High-Dimensional Equipotential Surfaces
During the study of a physical problem that will be described elsewhere, we encountered the following quantity
which is the Einstein-Hilbert action of a curved equipotential surface Σ ϕ (i.e. level set of a harmonic function with level value ϕ). For dim(Σ ϕ ) = 1, the Einstein-Hilbert action vanishes identically. For dim(Σ ϕ ) = 2, the Einstein-Hilbert action is equal to 4π times the Euler-Poincaré characteristic χ(Σ ϕ ), so it remains a local constant of ϕ so long as the field lines are not broken.
In the following proposition, we will present a convexity result for the less trivial cases where dim(Σ ϕ ) ≥ 3. To emphasize that we are handling harmonic functions, we will replace the earlier notation F = |∇ψ| with E = |∇ϕ|. Here, ϕ(r) can be regarded as a high-dimensional "electrostatic potential", and E(r) = |∇ϕ(r)| the corresponding "electric field intensity". Still, it will be tacitly assumed that E = |∇ϕ| is non-vanishing.
Proposition 4.1 (Conditional Convexity of Einstein-Hilbert Action) The Einstein-Hilbert action
A (ϕ) := where the second summand is left out for n = 3. Such an identity as Eq. 36 is elementary though probably not selfevident. By inspection, the left-hand side of Eq. 36 is a homogeneous quartic polynomial in the variables (k 1 ,... , k n ), where each variable cannot appear in a power higher than two. Terms like k
