Abstract-Bearing remaining useful life (RUL) prediction plays a key role in guaranteeing safe operation and reducing maintenance costs. In this paper, we present a novel deep learning method for RUL estimation approach through time Empirical Mode Decomposition (EMD) and Convolutional Neural Network (CNN). EMD can reveal the nonstationary property of bearing degradation signals effectively. After acquiring time-series degradation signals, namely Intrinsic Mode Functions (IMF), we can utilize the featured information as the input of Convolution layer of models. Here, we introduce an EMD-CNN model structure, which keeps the global and local information synchronously compared to a traditional CNN. In order to get a more accurate prediction, an ensemble model with several weighting methods are proposed, where the experiment indicates an improvement of performance.
I. INTRODUCTION
In order to remain competitive, industrial production enterprises must keep their production equipment in well working condition for a long time. It is critical to improve the availability, stability, and safety of equipment under the premise of reducing equipment maintenance costs, therefore how to prediction the equipment useful life becomes a key task. Accurate equipment life prediction can provide equipment state warnings for maintenance operations in advance. In consequence, the unexpected downtime and enterprise losses are also reduced for rational arrangement of maintenance personnel, which is also significant for attendant social and economic benefits. To this end, companies need to adopt appropriate equipment maintenance system to satisfy this demand. Currently, Condition-Based Maintenance (CBM) and Predictive Maintenance (PM) are the most effective methods [1, 2] . Contrary to the traditional maintenance after the failure, these two methods optimize equipment maintenance strategies via diagnosis and prognosis of faults. In the CBM or PM, the maintenance of the equipment is based on the observing or predicting the health states of equipment.
Typically, a CBM system is integrated into seven parts: sensor, signal processing system, fault detection system, health assessment system, fault prediction system, test support system, and finally display part, where failure prediction is an active domain. More and more attention of academy field has been focus on faulty prediction methods, as well as the industrial field [3] . Over the past 10 years, numerous failure prediction methods have been proposed, whichcan be divided into two categories:
model-based methods and data-driven methods [4] .The model-based prediction methods rely on analytical models to describe the operating state of industrial equipment [5] . However, the aging mechanism of real device systems is usually non-linear, randomized and dynamic, which causes difficulty to obtain accurate results by an analytical model. [6] The data-driven approach is designed to transform the device's detection and operational data into the degradation information of device, which reveals the system operational status and corresponding degradation mechanism model [7] . Such methods exploit Artificial Intelligence (AI) and statistical methods to learn the degradation patterns of devices, and predict the Remaining Useful Life (RUL) of the device [8] . Data-driven methods can be applied to the scenario which is uneasy to build analytical model [9] .
Machine learning is the mainstream method in today's databased prediction methods. Convolutional Neural Network (CNN), a model which can learn a high-level representation of data, is wildly used for excellent application, such as vision target recognition, machine translation, and prediction of RUL [10] .
Empirical Mode Decomposition (EMD) is a well-studied signal decomposition method [11] . In the context of lowdimension data, EMD decomposes time-series signals into a limited number of Intrinsic Mode Functions. EMD has been used for fault diagnosis and it already has achieved effective results. [12, 13] In this paper, we utilize the Deep Neural Network (DNN) method with EMD algorithm and ensemble learning to build a data-driven remaining useful life prediction model. The proposed method is evaluated on Prognostics and Health Management 2012(PHM2012) competition data [14] . Results show that our method makes good utilization of the inherent information of the data, and provides the RUL of the device in advanced of failure.
II. METHODOLOGY

A. CNN
The Convolutional Neural Network (CNN) is derived from the study of the cat's visual cortex, which is a special form of the deep network model. Like most neural networks, CNN also contains several convolutional-pooling combination layers each of which are composed by convolutional layer and pooling layer, and each convolutional layer transforms the previous, relatively lower features into a higher abstractive features maps by kernels, a 2D or 3D matrices, also called receptive field. Deep CNN contains several convolutional-pooling combination layers, and each convolutional layer transforms the previous lower features into a higher abstractive features maps by kernels, which are called receptive field. The main differences between deep CNN and traditional Neural Network are the local connectivity and weight sharing. Unlike traditional NN, a conv layer connects the previous conv layer locally through the kernels, where each value in the output feature map is computed by using the same kernel. As the result, the total number of trainable parameters are extremely reduced by exploring the local connectivity and weight sharing [15] .
The structure of CNN is as follows: (1)
where represents the width of the kernel, and represents the position in the output feature map.
In general, multi-dimension sensor signals can be directly used as input of the convolution layer. It is not necessary to extract a large number of features by hand, therefore CNNs can discover the intrinsic relationship between signal features with higher prediction accuracy and avoiding personal bias. It turns out that CNNs have achieved excellent results and application in computer vision, such as image classification, target detection, face recognition [16] . In this paper, we exploit the potential of CNNs in the fields of Prognostics and Health Management (PHM).
B. EMD
The EMD method is designed to decompose time series data without any limitation on the character, which has a significant superiority in handling non-stationary and nonlinear data [11] . Therefore, the EMD method has been applied effectively in multiple engineering fields such as the ocean, atmosphere, celestial and geophysical data analysis.
The EMD method decomposes a time series signals into a finite number of Intrinsic Mode Functions (IMFs) which represent various components of signals containing local characters in different time scales. The EMD decomposition method is based on the following assumptions:
(1) The data has at least two extreme values, a maximum and a minimum value; ( 2) The local time domain characteristics of the data are uniquely determined by the time scale between the extreme points;
(3) If the data does not have an extreme point but has an inflection point, the decomposed result can be obtained by deriving the extreme value one or more times by differentiating the data.
The essence of this method is to obtain the intrinsic fluctuation pattern by characterizing time scale of the data and then decompose the data. The decomposition process is:
(1) Find all the maxima points of the original data sequence ( ) and use the cubic spline interpolation function to fit the upper envelope of the original data. Similarly, find all the minimum values to fit the lower envelope. The mean of the upper envelope and the lower envelope is recorded as 1. A new data sequence ℎ1 is obtained from ( ) by subtracting 1, as shown in following equation.
If ℎ1 satisfies the oscillating mode condition [17] , it is taken as the first IMF and recorded as ( ).
(2) If ℎ1does not satisfy the condition, repeat the above step and regard ℎ1 as the analysis signal until the IMF generation condition is met. The first IMF obtained is recorded as ( ) (3) Separate ( ) from the original sequence:
) Using ( ) as the original signal, repeat steps (1) and (2) to separate a series of components that meet the IMF conditions:
When
( ) cannot satisfy the IMF condition, the decomposition process terminates and the original time series x(t) can be expressed as:
An example of EMD decomposition is as follows: III. DATA DESCRIPTION The PHM2012 [14] dataset was managed by the IEEE PHM 2012 Data Challenge, which is widely used as criterion of performance evaluation. It was released on a new experimental platform for equipment bearing accelerated aging test, PRONOSTIA. This data platform provides aging data for equipment bearings under different load conditions, where the operational data is consistent with the normal degradation process of the bearing. In other words, the bearing is running from a completely new state to the fault occurs.
PRONOSTIA consists of three main parts: the rotating part, the fault generating part and the data measuring the part. The overall structure of PRONOSTIA is shown in Figure 3 . Bearing aging is accomplished by a radial force generator acting on the ball bearing, and aging data of the bearing is collected by a shock sensor and a temperature sensor. The vibration sensor consists of two mutually perpendicular accelerators with a sampling frequency of 25.6 kHz and 0.1 second sampling data once. The temperature sensor is a Resistance Temperature Detector (RTD) PT100 with a sampling frequency of 10 Hz. Depending on the bearing and its degradation process, the failure mode of each bearing varies significantly. As shown in Figure 4 , the full-life vibration data generated by PRONOSTIA under condition 1 for training is heterogeneous in nature.. The data generated by PRONOSTIA has the following aging modes: a) The ideal aging mode. That is, as time progresses, the aging of the bearing with obvious and monotonous trends. Such data can easily predict the RUL of the device by using the threshold. b) Sudden aging. In some cases, the aging of the bearing occurs abruptly without a slow incremental increase. c) The theoretical model is mismatched. d) The degree of noise affects the bearing aging process. PRONOSTIA also provides a scoring function to evaluate the accuracy of the predictive model. The residual effective life of the bearing predicted by the model is RUL and ActRUL represent the true remaining life of the bearing. The error rate of the test data is calculated by (5):
Under-predictive and over-predictive will be treated in different forms: good predictive performance is the ability of the model to predict RUL earlier（Er > 0 or < ）, The poor prediction performance is that the model produces a higher prediction than the actual RUL（Er < or或 > ）. Therefore, the accuracy score of RUL is calculated by (6) and (7) IV. EXPERIMENT
The overall operation of the experiment is divided into three parts, decomposing the original input data, training with the CNN networks, and integrating the results to produce the final result. The overall structure is shown in Figure 5 . The PHM 2012 data contains X-axis vibration and Y-axis vibration with a sampling frequency of 25.6 kHz and 0.1 second sampling data, so the origin input is (2560,2), to inquire more inner information of bearing vibration, EMD is used to decompose X and Y respectively, where five IMFs and the remaining residual are respectively obtained. Since there are 2560 vibration data at each time point, the original data mode is (2560, 2), and the processed data mode is (2560, 12). The data processed by EMD is as shown in Figure 6 .
The output is the predicted useful life of the equipment. The standard residual life is a line from one to zero. The value of the equipment in well condition is one. With the increase of time, the useful life gradually decreases, and when to zero, means the bearing has been completely damaged.
In this paper, We used a simple yet powerful which consisting of a stack of modules each of which is a 3 × 1 convolution by 32 filters with Relu non-linearity activation function and 3 × 1 max-pooling. As for the training setting initialization, the algorithm is selected as the optimization objective and the optimizer. And the learning rate is 0.001.
The dropout technique is used to overcome the over fitting problem, dropout is a method that randomly inactivation neurons during training. The mean absolute error(MAE) is adopted to evaluate the performance and utilized as the loss function in this study.
In each epoch, the training samples are randomly divided into multiple mini-batches with each batch containing 32 samples. The whole experiment is developed and implemented based on Keras framework. It can be seen that the fitting performance of networksis diversified conspicuously. This is because different data features reflect different intrinsic characteristics after EMD processing. Here, we propose several weighing methods to integrate and the estimation effect of IMFs.There are three weighting methods here.
Average weighting
Res-based weighting method: As shown in the previous experiment, some predictors have higher scores on the training set. It can be assumed that the predictor with a higher score in the training set has stronger predictive ability, and consequently a greater weight:
3. Loss-based weighting method: we can find that some predictors have smaller average errors on the training set. It can be assumed that the predictor with a smaller error in the training set has a stronger predictive ability, so it has greater weight value on the test set. where MAE is calculated as follows:
The experimental results are as shown in Table 1 . CNN means to process data using CNN.The CNN+EMD means use EMD decompose the data, then use CNN to process the decomposed data directly. CNN+EMD+Average means use EMD decompose the data, then use CNN to process the decomposed data respectively, then average weighting methods is used to calculation results. Three weighting methods are implemented for comparing. It can be seen that using the EMD method can enhance the score by 10%, which proves that the EMD method is effective in deconstructing the data. We can also find that the weighting methods improve the prediction by 10% again, which proves the effect of the proposed weighting methods.
The prediction results of different methods are compared with the ground truth of the RUL in Figure 8 . The weighting methods outperforms the other methods in the prediction error, especially in the early stage of aging. 
CONCLUSTION
This paper proposes an EMD-CNN model structure for RUL estimation. We firstly decompose the data EMD and expand the data to 12 dimensions. The data are then used to train the CNNs respectively. Finally, the different weighting methods are explored.
The PHM2012 [14] dataset is used to evaluate the performance of the model. Experiment results demonstrate the powerful features extraction ability of EMD and prediction accuracy of EMD_CNN can reach a relatively high accuracy. To improve the performance of prediction, different weighting methods were compared, our experiments prove that Lossbased weighting method achieving higher accuracy.
In the future work, RNN and LSTM will be considered as options for prediction model. More data preprocessing methods are combined and compared. 
