Addiction is characterized by compulsive drug use despite negative consequences. Here we review studies that indicate that compulsive drug use, and in particular punishment resistance in animal models of addiction, is related to impaired cortical control over habitual behavior. In humans and animals, instrumental behavior is supported by goal-directed and habitual systems that rely on distinct corticostriatal networks. Chronic exposure to addictive drugs or stress has been shown to bias instrumental response strategies toward habit learning, and impair prefrontal cortical (PFC) control over responding. Moreover, recent work has implicated prelimbic PFC hypofunction in the punishment resistance that has been observed in a subset of animals with an extended history of cocaine self-administration. This may be related to a broader role for prelimbic PFC in mediating adaptive responding and behavioral flexibility, including exerting goal-directed control over behavior. We hypothesize that impaired cortical control and reduced flexibility between habitual and goal-directed systems may be critically involved in the development of maladaptive, compulsive drug use.
Introduction
Addiction is characterized by high rates of relapse and compulsive drug use despite negative consequences. Compulsive drug use cannot be explained by habitual behavior alone, but rather, has been hypothesized to stem from failure to exert top-down cortical control over habitual actions (Everitt, 2014; Everitt and Robbins, 2005, 2016; Goldstein and Volkow, 2011; Jentsch and Taylor, 1999; Lucantonio et al., 2014; Ostlund and Balleine, 2008; Tiffany, 1990; Torregrossa et al., 2011) . In the present review, we discuss work that supports this hypothesis and provides insight into the relationship between habitual and compulsive drug use, with an emphasis on animal models of punishment resistance. Several impactful reviews have been written about the association between habitual and compulsive drug seeking (Belin et al., 2013; Everitt, 2014; Everitt and Robbins, 2005, 2016; Ostlund and Balleine, 2008; Pierce and Vanderschuren, 2010) . The goal of the present review is to provide an up-to-date summary of the neural mechanisms of instrumental behavior and punishment resistance, and to discuss a broader role for prefrontal cortex (PFC) in promoting behavioral flexibility and adaptive responding.
We first summarize the terminology and methodology related to goal-directed and habitual responding, as well as the neural systems controlling instrumental behavior. We examine the bias toward habitual responding that has been observed following exposure to drugs or stress, and discuss the underlying impairments in striatum and PFC. We then introduce the punishment resistance model of compulsive drug use and examine the neural mechanisms that have been implicated in this phenomenon. Finally, we relate prelimbic PFC dysfunction in addiction to a more extensive role for prelimbic PFC in behavioral flexibility, including adaptive responding to conflict and stress, with the aim of providing novel insight into the mechanisms of maladaptive, compulsive drug use.
Instrumental behavior is guided by goal-directed and habitual systems
Instrumental behavior is action performed to achieve a particular outcome. The outcome (e.g., obtaining a reward, avoiding an aversive stimulus) is contingent upon the action or response (e.g., pressing a lever, running in a maze). Work over several decades has conclusively shown that instrumental behavior is controlled by two distinct neural systems: a goal-directed system and a habitual system . The goal-directed system is responsible for instrumental behaviors that are rapidly acquired, flexible, and performed in direct pursuit of the desired outcome. Goal-directed behavior uses response-outcome (R-O) associations (also called action-outcome, or A-O, associations to emphasize the deliberateness of the behavior). Like humans, rats are capable of performing actions that are goal-directed, purposeful, and controlled by the animal's knowledge about the consequences (Dickinson, 1985) . In contrast to goal direction, the habitual system is responsible for instrumental behaviors that are automatic, inflexible, and performed in response to conditioned stimuli. Habitual behavior uses stimulus-response (S-R) associations that have been strengthened by reinforcement. A wide variety of stimuli can develop powerful control over habitual behaviors, including contexts, discrete cues, preceding actions, and incentive/motivational cues (Holland, 2004; Wood and Neal, 2007) . Habits are generally considered to be adaptive due to their computational efficiency and reduced demand on limited cognitive resources.
When an animal is performing an instrumental behavior, it is not readily apparent which instrumental response strategy is being utilized. However, two experimental methods have been developed to assess whether instrumental responding is goal directed or habitual, and are based on manipulating either the outcome value or R-O contingency. On the basis that goal-directed behaviors are controlled by an R-O association and habitual behaviors are controlled by an S-R association, habits are operationally defined as being insensitive to changes in outcome value or R-O contingency (Adams, 1982; Adams and Dickinson, 1981a; Balleine and Dickinson, 1998; Colwill and Rescorla, 1986) . One experimental method used to assess response strategy is contingency degradation, which slowly weakens the R-O association by breaking the contingency between response and outcome (e.g., food rewards are delivered non-contingent of lever presses) (Hammond, 1980) . Another experimental method is outcome devaluation, which has typically been used with food rewards and is based on reducing the value of food via illness or satiety. For outcome devaluation via illness, the desired food reward is paired with a toxin (e.g., lithium chloride injection), which leads to long-lasting aversion to the food (Adams, 1980 (Adams, , 1982 Adams and Dickinson, 1981b) . For outcome devaluation via sensory-specific satiety, free access to the food reward is provided in the home cage for 30-60 minutes prior to testing (Adams, 1982; Balleine and Dickinson, 1998) . Following the manipulation, instrumental responding is then tested under extinction conditions (no reinforcement), and a within-subject comparison is made between responding after outcome devaluation and non-devaluation. Reduced responding after contingency degradation and/or outcome devaluation is interpreted to indicate the use of a goal-directed response strategy (Balleine and Dickinson, 1998; Dickinson, 1985; Dickinson and Mulatero, 1989) . When animals are trained on multiple instrumental behaviors, devaluation is selective for a particular outcome, such that goal-directed responding is selectively reduced for the R-O behavior associated with that outcome, and not a separate R-O behavior associated with a different outcome.
Typically, instrumental responding is guided by goal-directed associations early in training, and then gradually shifts to being guided by habitual associations following extended training and practice (Adams, 1982) . However, other factors besides amount of training influence which instrumental response strategy is utilized, including performance of multiple instrumental behaviors, schedule of reinforcement, and exposure to drugs or stress (reviewed by Packard and Goodman, 2013) . First, instrumental behavior appears resistant to shifting toward habitual control when multiple R-O associations are learned, indicating that a complex instrumental task may require sustained use of goal-directed strategies (Colwill and Rescorla, 1986; Holland, 2004; Kosaki and Dickinson, 2010) . Second, different schedules of reinforcement have been shown to bias the use of goal-directed or habitual strategies (Dickinson et al., 1983) . While ratio schedules tend to drive the use of goal-directed strategies, interval schedules tend to drive the use of habitual strategies. It is hypothesized that random ratio schedules bias toward goal-directed behavior because of the strong correlation between the rate of reward and the rate of responding (Dickinson, 1985; Dickinson et al., 1983) , whereas random interval schedules bias toward habitual behavior because of the uncertainty in the relationship between the rate of reward and the rate of responding (Derusso et al., 2010; Dickinson et al., 1983) . Third, instrumental response strategy can be biased toward habitual responding following exposure to drugs or stress, as discussed in greater detail below.
Neural systems underlying goal-directed and habitual behavior
Goal-directed and habitual behaviors are mediated by separate neural systems in the cortico-basal ganglia network. Although a role for basal ganglia in motor actions is well established, a role for basal ganglia in goal-directed actions, decision making, and reward-related learning has been recognized only recently over the last few decades (Balleine et al., 2009; Balleine and O'Doherty, 2010; Haber, 2003 Haber, , 2010 Haber, , 2016 Jahanshahi et al., 2015) . Basal ganglia are often functionally divided into segregated, parallel circuits that process limbic, associative, and sensorimotor information (Haber, 2010) . The limbic striatum, including nucleus accumbens (NAc), plays an important role in incentive processes. The associative striatum, or dorsomedial striatum (DMS), is necessary for goal-directed behavior. The sensorimotor striatum, or dorsolateral striatum (DLS), is necessary for habitual behavior. Analogous neural systems in humans and other primates play similar functional roles in goal-directed and habitual behavior (Balleine and O'Doherty, 2010; Liljeholm and O'Doherty, 2012; McNamee et al., 2015; . Although a shift from goal-directed to habitual control of responding occurs with overtraining, DMS and DLS can compensate for each other, such that inactivation of one system results in behavior that is dominated by the remaining, intact system. Delineation of the anatomical boundaries of DMS and DLS is not straightforward. Cortical afferents are commonly used to define striatum subdivisions, and these afferents form a ventromedial to dorsolateral gradient (Groenewegen and Uylings, 2010; Haber, 2010; Parent and Hazrati, 1995; Voorn et al., 2004) . Subcortical afferents as well as striatal efferent projections also adhere to this topographical organization within striatum. In rats, cortical afferents to DMS include the prelimbic area (PL) of PFC, anterior cingulate (ACg), premotor cortex (M2, a.k.a. supplemental motor area, medial agranular cortex, Fr2), and ventral orbitofrontal cortex (OFC), whereas cortical afferents to DLS include primary motor cortex (M1, a.k.a. lateral agranular cortex, Fr1), primary somatosensory cortex, and secondary somatosensory cortex (Alloway et al., 2006; Berendse et al., 1992; Brown et al., 1998; McGeorge and Faull, 1989; Ramanathan et al., 2002; Reep et al., 2003; Takagishi and Chiba, 1991; Vertes, 2004) . Many of these cortical afferents, as well as other afferents to striatum, have been shown to mediate the acquisition or expression of goal-directed and habitual behavior.
Goal-directed behaviors rely on DMS and basolateral amygdala (BLA), with additional roles for PL and mediodorsal thalamus (MD) during acquisition. DMS plays an essential role in the acquisition and expression of goal-directed instrumental actions. Pre-or post-training lesions or temporary inactivation of DMS in animals trained on a random ratio schedule led to insensitivity to outcome devaluation or contingency degradation, indicating that behavior was habitual rather than goal-directed (Corbit and Janak, 2010; Gremel and Costa, 2013; Yin et al., 2005a,b) . Likewise, pre-or post-training lesions of BLA disrupted goal-directed actions Blundell et al., 2003; Corbit and Balleine, 2005; Coutureau et al., 2009 ). Pre-but not posttraining lesions of PL and MD disrupted goal-directed behavior and abolished sensitivity to outcome devaluation and contingency degradation, indicating roles in acquisition but not expression (Balleine and Dickinson, 1998; Coutureau et al., 2009; Gourley et al., 2010; Ostlund and Balleine, 2005; Tran-Tu-Yen et al., 2009) . The role of OFC in goal-directed behavior is not yet clear, as conflicting data have been reported. For ventral/lateral OFC, inhibition or impaired function in mice affected sensitivity to outcome devaluation in some studies, but caused insensitivity to contingency degradation with no change to outcome devaluation in other studies (Gourley et al., 2013; Gremel et al., 2016; Gremel and Costa, 2013; Zimmermann et al., 2017) . In rats, lesions or inhibition of ventral/lateral OFC did not affect outcome devaluation when R-O contingencies were stable, but caused insensitivity to devaluation when R-O contingencies had been updated or when Pavlovian stimuli guided choice behavior Ostlund and Balleine, 2007a,b; Parkes et al., 2017) . These data indicate that conflicting results may be due to species differences, but also may be due to differences in training conditions (e.g., stability of R-O contingency, influence of Pavlovian stimuli). For medial OFC, mice and rats with lesions or impaired function were insensitive to outcome devaluation, but remained sensitive to contingency degradation . However, one study found that posttraining lesions of medial OFC in mice did not affect outcome devaluation (Gourley et al., 2010) . Altogether, these results indicate that ventral/lateral OFC and medial OFC play roles in goal-directed behavior that are dissociable from each other and from PL, but the exact nature of these roles is debated.
In contrast to goal-directed behavior, habitual behaviors rely on DLS and infralimbic cortex (IL). DLS has long been associated with S-R behaviors (Graybiel, 1998; McDonald and White, 1993; Packard and Knowlton, 2002; Packard and McGaugh, 1996) . Accordingly, DLS is necessary for the acquisition and expression of habitual instrumental actions. Pre-or post-training lesions or temporary inactivation of DLS in animals trained on a random interval schedule led to sensitivity to outcome devaluation, indicating that behavior was goal-directed rather than habitual (Gremel and Costa, 2013; Yin et al., 2004 . Dopamine signaling in DLS is involved in habitual behavior, as 6-OHDA lesions or microinjections of D2 antagonists into DLS restored sensitivity to outcome devaluation for food or alcohol, respectively (Corbit et al., 2014b; Faure et al., 2005) . Habitual behaviors also involve IL, although DLS receives no direct afferents from IL. Temporary inactivation of IL restored sensitivity to outcome devaluation, indicating a switch from habitual to goal-directed responding Haddon and Killcross, 2011; Killcross and Coutureau, 2003) . Optogenetic inhibition of IL prevented formation of habits, indicating that IL is involved in acquisition and expression of habits (Smith and Graybiel, 2013; Smith et al., 2012) .
In contrast to DMS and DLS, NAc core and shell are not involved in instrumental responding per se, but rather influence performance of instrumental behavior based on incentive processes, including outcome value and conditioned stimuli (Corbit and Balleine, 2011; Corbit et al., 2001; Floresco, 2015; Hart et al., 2014; West and Carelli, 2016; Yin et al., 2008) . In some studies, NAc lesions have been shown to mildly reduce instrumental responding (Balleine and Killcross, 1994; Corbit et al., 2001; de Borchgrave et al., 2002) or to disrupt the selectivity of outcome devaluation (Corbit et al., 2001; Parkes et al., 2015; Shiflett and Balleine, 2010) . However, numerous studies indicate that these effects can be attributed to a role for NAc in the performance of instrumental behaviors, such as the influence of Pavlovian stimuli and outcome value on behavior, and that NAc lesions do not affect instrumental learning or sensitivity to R-O contingency degradation (Balleine and Killcross, 1994; Cardinal and Cheung, 2005; Cardinal et al., 2002; Christakou et al., 2004; Corbit and Balleine, 2011; Corbit et al., 2001; de Borchgrave et al., 2002; Ito et al., 2004; Parkinson et al., 2000 Parkinson et al., , 1999 .
Drug exposure biases habit learning for food rewards
Chronic exposure to addictive drugs can shift the balance between goal-directed and habitual systems, and bias instrumental response strategies toward habit learning (reviewed by Hogarth et al., 2013) . This effect has been observed in humans and animals after drug exposure. In humans, cocaine addiction has been associated with enhanced habitual responding and insensitivity to outcome devaluation (Ersche et al., 2016) . Alcohol dependence was also associated with a bias toward habit learning, and functional imaging revealed a decreased recruitment of goal-directed brain areas and increased recruitment of habit-associated brain areas (Sjoerds et al., 2013) . Furthermore, acute alcohol exposure in humans impaired goal-directed behavior and caused a bias for habit learning (Hogarth et al., 2012) . The majority of animal studies investigating instrumental response strategies following a history of drug exposure have utilized instrumental tasks that involve food reward, with only a few studies investigating the influence on drug reward.
Accelerated habit formation for food responding has been observed in rats given a sensitizing regimen of psychostimulants. When animals were sensitized via daily cocaine, amphetamine, or methamphetamine injections prior to food training, they were insensitive to outcome devaluation after limited training, indicating a bias for habitual responding over goal-directed responding (Corbit et al., 2014a; Furlong et al., 2017; LeBlanc et al., 2013; Killcross, 2006, 2013; Nordquist et al., 2007) . In contrast, when rats were sensitized to amphetamine after training instead of before, there was no effect on food outcome devaluation, indicating that a history of psychostimulant exposure affects acquisition rather than expression of instrumental behavior (Nelson and Killcross, 2006) . However, post-training injections of cocaine administered immediately after instrumental sessions selectively facilitated an accelerated transition to habitual behavior for the instrumental task paired with cocaine, without affecting a separate instrumental task paired with saline injections (Schmitzer-Torbert et al., 2015) . This habitual behavior was blocked by lesions of DLS or IL (Schmitzer-Torbert et al., 2015) . In contrast to the effect observed with a sensitizing regimen, a neurotoxic regimen of methamphetamine (4 injections 2 h apart) administered prior to food training had the opposite effect and impaired habit learning in rats. This neurotoxic methamphetamine pretreatment resulted in decreased striatal dopamine levels in both DMS and DLS, and caused methamphetamine-treated rats to be sensitive to outcome devaluation after either interval or ratio schedule training, whereas saline-treated rats were sensitive to outcome devaluation only after ratio training (Son et al., 2011) . Finally, mice with a history of escalating cocaine self-administration during adolescence, but not stable self-administration or experimenter-delivered cocaine, were insensitive to food contingency degradation as adults, indicating a long-lasting bias of habitual learning (DePoy et al., 2016) .
The underlying mechanism for accelerated habit formation following drug exposure might be an impaired goal-directed system, an altered habit system, or a combination of the two. A few recent studies indicate that an impaired goal-directed neural system might be responsible. One study reported that sensitizing cocaine injections led to enhanced habit learning, as well as altered glutamate release in DMS, but not DLS (Corbit et al., 2014a) . Another study found that rats were insensitive to outcome devaluation when tested in a context previously associated with a sensitizing regimen of methamphetamine, but not when tested in a context previously associated with saline injections (Furlong et al., 2017) . In this study, exposure to the methamphetaminepaired context was associated with reduced c-Fos expression in DMS, with no change in DLS, which may indicate that the goal-directed system was impaired in the presence of drug-associated cues. Similar effects have been observed with alcohol: rats showed insensitivity to outcome devaluation when tested in an alcohol-paired context but not in a saline-paired context (Ostlund et al., 2010) . These last two studies indicate that the goal-directed system is not necessarily impaired in all situations and contexts following drug exposure. In both studies, though, animals learned multiple R-O associations, which may explain why responding remained goal-directed in the control context. Goaldirected responding was also observed in cocaine-sensitized rats that learned multiple R-O associations for food reward (Halbout et al., 2016) . Additional evidence for an intact goal-directed system, and possibly an altered habit system, comes from animals chronically exposed to highly palatable food, rather than psychostimulants. Rats with a history of binge-like consumption of sweetened condensed milk showed enhanced habit learning and insensitivity to outcome devaluation, as well as increased c-Fos expression in DLS, with no change in DMS (Furlong et al., 2014) . Sensitivity to outcome devaluation was restored after microinjection of AMPA or dopamine D1 receptor antagonists into DLS. Finally, additional work showed that chronic methamphetamine caused increased spine density in DLS and decreased density in DMS, indicating that both areas of dorsal striatum are affected by drug exposure (Jedynak et al., 2007) . Altogether, these data indicate that altered signaling in both goal-directed and habit systems might contribute to accelerated habit formation following a history of psychostimulant exposure.
Drug exposure biases habit learning for drug rewards
The majority of studies that have investigated changes to goal-directed and habitual response strategies following a history of drug exposure have utilized instrumental tasks that involve food reward, and not drug reward. This may be because consumed rewards more easily lend themselves to the methods typically used for outcome devaluation. With non-consumed rewards (such as intravenous cocaine), there are a variety of potential issues related to outcome devaluation and contingency degradation that have been noted previously (Everitt, 2014; Everitt and Robbins, 2013; Ostlund and Balleine, 2008) . These potential issues include: (1) lithium chloride does not readily devalue non-ingested rewards, (2) sensory-specific satiety of psychostimulants via preloading may make it difficult to interpret effects on responding because of stimulant effects, and (3) contingency degradation may be difficult to carry out because of the duration of drug effects. Several studies have circumvented these potential drug devaluation problems by making use of orally consumed drugs (e.g., cocaine or alcohol) and/or conducting a different type of outcome devaluation that involves extinction of the terminal portion of an instrumental response sequence. In addition, a few studies have successfully devalued intravenous drugs with lithium chloride, and are described below.
Enhanced habit learning for drug rewards has been observed following an extended history of exposure to alcohol, nicotine, or cocaine. After extended alcohol self-administration (8 weeks), but not limited alcohol self-administration (2 weeks) or extended sucrose self-administration, rats were insensitive to outcome devaluation via sensoryspecific satiety (Corbit et al., 2012 (Corbit et al., , 2014b . Habitual responding was disrupted by microinjection of GABA receptor agonists, AMPA receptor antagonist, or dopamine D2 receptor antagonist into DLS (Corbit et al., 2012 (Corbit et al., , 2014b . Similarly, mice with a long history of alcohol dependence failed to reduce alcohol self-administration following lithium chloride illness-induced devaluation of alcohol reward, whereas mice with a short history of alcohol exposure reduced self-administration following devaluation (Lopez et al., 2014) . However, in this study, the effects of devaluation were assessed under reinforcement conditions, not extinction, and therefore may be attributed to either enhanced habit learning or impaired incentive learning. Lithium chloride has also been used to devalue intravenous nicotine and cocaine. Rats were insensitive to lithium chloride-induced devaluation of intravenous nicotine after extended, but not limited, nicotine self-administration (Clemens et al., 2014) . Similarly, rats were insensitive to lithium chloride-induced devaluation of intravenous cocaine after a history of long-access (6 h/ day), but not short-access (1 h/day), cocaine self-administration (Leong et al., 2016) . However, this study also observed the effects of devaluation under reinforcement conditions, and not extinction.
An alternative strategy for devaluation of drug reward is extinction of the terminal portion of an instrumental response sequence, and this strategy has been utilized in a seeking-taking chained self-administration schedule as well as a straight maze. In a seeking-taking chained schedule of reinforcement, an animal performs a drug-seeking response in the initial link of the chain and then performs a drug-taking response in the terminal link of the chain. Olmstead et al. (2001) trained rats to press a seeking lever (random interval schedule) to gain access to a separate taking lever that was reinforced with intravenous cocaine (fixed ratio 1 schedule) and followed by a timeout period before the next trial began with the seeking lever available again. Once animals were trained on this schedule, outcome devaluation was carried out by extinguishing the drug-taking response over two weeks and then testing performance of the drug-seeking response. After limited training, rats were sensitive to outcome devaluation, indicating that cocaine selfadministration was goal-directed (Olmstead et al., 2001 ). However, a subsequent study found that extended training on the seeking-taking chained schedule led to insensitivity to outcome devaluation, indicating a switch to habitual responding (Zapata et al., 2010) . Temporary inactivation of DLS with lidocaine restored sensitivity to devaluation (Zapata et al., 2010) . As mentioned above, a straight maze has also been utilized to study outcome devaluation of cocaine. In a straight maze, or runway, an animal is trained to run to the end of the maze to receive reward. Outcome devaluation can be carried out using a latent extinction procedure, in which the animal is placed at the end of the maze without reward and without performing the running response. Rats rewarded with oral cocaine solution at the end of the maze, but not rats rewarded with oral sucrose solution, showed impaired latent extinction, which indicates enhanced use of the habitual (S-R) response strategy .
Additional evidence for a switch to habitual responding for drug rewards comes from studies showing a progressive recruitment of DLS over the course of self-administration. In monkeys, extended self-administration of cocaine caused progressive adaptations in DLS (Letchworth et al., 2001; Porrino et al., 2004a,b) . In rats, fast-scan cyclic voltammetry revealed that phasic dopamine release related to delivery of cocaine and associated cues increased in DLS and decreased in NAc as cocaine self-administration progressed (Willuhn et al., 2012) . Dopamine blockade in DLS impaired cocaine seeking only after extended training (Murray et al., 2012) . Similarly, inactivation of DMS affected only early alcohol responding (1-2 weeks self-admin), while inactivation of DLS affected only later responding (8 weeks), and this coincided with a shift from goal-directed to habitual control (Corbit et al., 2012) .
Stress exposure biases habit learning
Stress influences many aspects of the addiction process, including the development of addiction and relapse vulnerability (Cleck and Blendy, 2008; Goeders, 2003; Koob and Kreek, 2007; Koob, 2008 Koob, , 2013 Sinha, 2007 Sinha, , 2008 Sinha and Jastreboff, 2013; Sinha et al., 2011) . Enhanced vulnerability may be related to stress-induced impairments to memory systems that cause a loss of cognitive flexibility and dominance of habitual learning. Stress has long been known to affect memory systems. The Yerkes-Dodson Law was first described in 1908 and dictates that a high level of stress/arousal can impair learning on a difficult task but enhance learning on a simple task (Diamond et al., 2007; Yerkes and Dodson, 1908) . The relationship between arousal and performance is an inverted U for difficult tasks but more linear for simple tasks. Strong emotional experiences impair performance of tasks that are associated with PFC function and rely on divided attention, multitasking, and working memory. In contrast, strong emotional experiences temporarily enhance performance of tasks that are associated with amygdala and hippocampus, including focused attention ("tunnel vision"), "flashbulb memories," and fear conditioning. Diamond et al. (2007) hypothesized that stress causes transient enhanced plasticity followed by impaired memory consolidation in hippocampus and amygdala, whereas stress causes only impairments to PFC function. In fact, top-down cognitive functions of PFC are rapidly impaired by stress-induced catecholamine release, while the emotional and habitual functions of amygdala and DLS are strengthened (Arnsten et al., 2015; Finlay et al., 1995; Goldstein et al., 1996) . Therefore, acute or chronic stress can modulate behavioral control over instrumental responding in a way that favors habitual learning dependent on DLS and impairs goal-directed, cognitive learning dependent on DMS, PFC, and hippocampus (Schwabe, 2013; .
Human studies show that stress causes a loss of cognitive flexibility and dominance of S-R strategies (Alexander et al., 2007; Diamond et al., 2007; Schwabe et al., 2007; Schwabe and Wolf, 2009, 2010; Steinhauser et al., 2007) . Acute stress effects on habit learning are strongly associated with corticoid and adrenergic activity. Stress effects in humans were mimicked via combined administration of glucocorticoids and an alpha-2 adrenergic receptor antagonist, and stress effects were blocked via a beta adrenergic antagonist or mineralocorticoid receptor antagonist (Alexander et al., 2007; Schwabe et al., , 2013a Schwabe et al., , 2012 Schwabe et al., , 2013b . Similar effects of acute stress have been observed in animal studies. Rats exposed to acute stress or anxiogenic drugs shortly before maze learning showed impaired spatial learning (dependent on hippocampus and DMS) and enhanced response learning (dependent on DLS), and these effects also involved glucocorticoid and adrenergic activity (Goodman et al., 2015; Kim et al., 2001; Packard and Gabriele, 2009; Sadowski et al., 2009) .
Chronic stress has long-lasting effects on behavioral flexibility and instrumental learning. Rats exposed to chronic unpredictable stress for 14 days showed decreased behavioral flexibility in a delayed spatial win-shift task, as well as increased inhibitory tone in IL (McKlveen et al., 2016) . In addition, rats exposed to chronic unpredictable stress for 21 days prior to instrumental training for food under a random ratio schedule were insensitive to outcome devaluation and contingency degradation, indicating a bias toward the habit system. This was accompanied by reduced dendritic complexity in PL, IL, and DMS, and increased dendritic complexity in DLS (Dias-Ferreira et al., 2009 ). These findings are in accordance with previous studies showing reduced dendritic length and spine density in PFC following chronic stress exposure (Liston et al., 2006; Radley et al., 2005; Shansky et al., 2009) . Chronic variable stress for 14 days also led to biased response (habitual) learning in a dual solution T-maze, and this was accompanied by increased dendritic complexity in DLS and NAc core, but no change in DMS . These stress-induced neuroadaptations might enhance habitual learning and contribute to an enhanced vulnerability to develop addiction.
Compulsive drug seeking: Impaired cortical control over habits
A hallmark feature of drug addiction is continued use of a substance despite severe negative or harmful consequences (American Psychiatric Association, 2013) . Compulsive drug seeking has been hypothesized to stem from failure to exert top-down cortical control over habitual actions (Everitt, 2014; Everitt and Robbins, 2005, 2016; Goldstein and Volkow, 2011; Jentsch and Taylor, 1999; Lucantonio et al., 2014; Ostlund and Balleine, 2008; Tiffany, 1990; Torregrossa et al., 2011) . Human studies indicate that exerting goal-directed control over habits requires cognitive resources. In the face of a conflicting goal, habit behavior is suppressed if self-control resources are strong enough (Wood and Neal, 2007) . However, a loss of executive control over habits causes them to become maladaptive and pathological.
Habit behavior is not completely inflexible. Normally, one can rapidly return to goal-directed control over habitual action when faced with a negative or aversive outcome. It has been hypothesized that compulsive drug use is associated with a dominant habit system that persists under conditions that should encourage a transition back to goal-direction . For example, rats overtrained for sucrose responding are insensitive to lithium chloride-induced devaluation of outcome when tested under extinction conditions, but rapidly reduce responding when the devalued sucrose outcome is actually delivered (Adams, 1982; Bolles et al., 1980; Ostlund and Balleine, 2008) . In contrast, rats with DMS or BLA lesions are insensitive to devaluation, even when the devalued outcome is delivered Ostlund and Balleine, 2008) . This indicates that the goal-directed system normally becomes dominant again when faced with aversive consequences that require rapid flexibility and R-O learning. However, chronic exposure to drugs and/or stress may affect this process and lead to a reduced ability to switch from habitual to goal-directed control. We hypothesize that the development of maladaptive, compulsive drug use is related to reduced flexibility between habit and goal-directed systems, such that S-R instrumental processes remain dominant and R-O processes that are necessary to quickly adapt to changed outcomes are not sufficiently engaged. Therefore, compulsive drug use may be related to an impaired ability to update response behavior when faced with a changed outcome value or a new outcome (e.g., delivery of devalued food or footshock in animal models).
Punishment resistance as a model for compulsive drug seeking
Compulsive drug seeking has been modeled in a variety of ways in rats including escalated intake, increased motivation for drug (e.g., enhanced breakpoint under progressive ratio schedule), difficulty stopping drug seeking (e.g., continued responding during extinction or timeout periods), increased relapse (including incubation of craving, and reinstatement following extinction, conflict, or punishment), and resistance to punishment (Ahmed, 2012; Ahmed and Koob, 1998; Belin et al., 2008; Cooper et al., 2007; Deroche-Gamonet et al., 2004; Grimm et al., 2001; Marchant et al., 2013; Panlilio et al., 2003; Vanderschuren and Everitt, 2004) . In the present review, we focus on models of compulsive drug use that are associated with punishment resistance.
Recent studies using animal models of punishment resistance have shown that a subset of rats continue to self-administer cocaine despite adverse consequences after an extended history of cocaine self-administration (Belin et al., 2008; Cannella et al., 2013; Deroche-Gamonet et al., 2004; Pelloux et al., 2007; Vanderschuren and Everitt, 2004) . In 2004, Deroche-Gamonet et al. reported that a subset of rats developed resistance to footshock-induced suppression of responding after extended, but not limited, cocaine self-administration on a fixed ratio schedule. In the same issue of Science, Vanderschuren and Everitt (2004) reported that presentation of a footshock-associated conditioned stimulus reduced cocaine seeking in rats after limited, but not extended, self-administration of cocaine on a random interval seeking-taking chained schedule. Subsequent studies from the Everitt lab also used the seeking-taking schedule and found that a subset of rats was resistant to footshock delivered on 50% of self-administration trials after a history of extended or long-access cocaine self-administration (Jonkman et al., 2012a,b; Pelloux et al., 2012 Pelloux et al., , 2007 Pelloux et al., , 2015 . In these studies, cocaine infusions were omitted on footshock trials to avoid confounding counter-conditioning that might occur between the reward and punisher, although this means that behavior may be influenced by both footshock delivery and reward omission.
Punishment resistance has also been observed in animals with an extended history of exposure to other types of drugs. Animals with a history of methamphetamine self-administration or alcohol dependence showed increased resistance to footshock punishment (Radke et al., 2017; Seif et al., 2013; Torres et al., 2017) . Additionally, using a different type of punishment, several studies found that animals with a long history of oral exposure to alcohol, opiates, or amphetamine became insensitive to the addition of aversive quinine to the solution they self-administered (Heyne, 1996; Heyne and Wolffgramm, 1998; Hopf et al., 2010; Lesscher et al., 2010; Seif et al., 2013; Vendruscolo et al., 2012; Wolffgramm and Heyne, 1991) .
Punishment resistance has not been observed in rats with a history of extended sucrose or chow self-administration, indicating that punishment resistance is related to drug-induced impairments and not extended instrumental practice or habits in general (Limpens et al., 2014; Pelloux et al., 2007 Pelloux et al., , 2015 Radke et al., 2017; Vanderschuren and Everitt, 2004) . This is supported by the finding that an extended history of cocaine self-administration increased responding under punishment, even if extended cocaine exposure occurred in a separate context with different stimuli and instrumental responses associated with cocaine outcome (Jonkman et al., 2012b) . This indicates that punishment resistance does not require extended instrumental training, but is associated with extended drug exposure. Interestingly, this study found that an extended history of cocaine self-administration did not increase punished responding for a sucrose reinforcer. Taken together with previous studies showing a link between psychostimulant sensitization and accelerated habit learning, these studies indicate that a history of psychostimulants enhances habitual responding, but not punished responding, for food rewards. Furthermore, the availability of an alternative, unpunished sucrose reinforcer was found to promote suppression of cocaine self-administration during punishment (Pelloux et al., 2015) . This may be attributed to enhanced goal-directed motivational control when multiple R-O associations are present (Colwill and Rescorla, 1986; Halbout et al., 2016; Holland, 2004; Kosaki and Dickinson, 2010) .
Neural mechanisms of punishment resistance
Several recent studies implicate impaired PL function in the punishment resistance that occurs in a subset of animals after extended drug self-administration. Chen et al. (2013) found that all rats with a history of prolonged cocaine self-administration showed decreased excitability of PL pyramidal neurons, as compared to naive rats, but this effect was more pronounced in animals that were resistant to footshock punishment as compared to those that were sensitive to punishment. Optogenetic stimulation of PL in punishment resistant rats restored sensitivity to punishment and decreased responding for cocaine during footshock sessions. In addition, optogenetic inhibition of PL had the opposite effect and caused sensitive rats to be more resistant to punishment. Neither manipulation had any effect on baseline responding for cocaine without footshock . Consistent with this finding, temporary inactivation of PL, but not OFC, via microinjection of GABA receptor agonists reduced the ability for a footshock-associated conditioned stimulus to reduce cocaine responding (Limpens et al., 2015) . Interestingly, PL inactivation also increased punishment resistance in animals responding for sucrose, indicating that PL is necessary for punishment-induced suppression of responding for both food and drug rewards (Limpens et al., 2015) . Increased resistance to punishment of food responding was also observed in mice with a genetic deletion of GluN2B-containing NMDA receptors in cortical projection neurons (Radke et al., 2015) . In a recent preliminary study in humans seeking treatment for cocaine addiction, repetitive transcranial magnetic stimulation of dorsolateral PFC was associated with significantly reduced craving and cocaine use (Terraneo et al., 2016) . Altogether, these studies indicate that punishment resistance is associated with PFC hypoactivity produced by chronic drug exposure, and that PFC stimulation may represent a potential therapeutic option for restoring behavioral inhibition and flexibility.
However, in contrast to these studies, another report found no effect of pre-training lesions of PL, IL, ACg, OFC, or anterior insular cortex on sensitivity to punishment in rats (Pelloux et al., 2013) . In addition, optogenetic inhibition of PL or insula projections to NAc core was found to increase sensitivity to punishment in rats with a history of alcohol dependence, with no effect on baseline responding (Seif et al., 2013) . However, it is unknown whether other PL projection pathways might have an opposing influence on punishment responding. This may explain why inactivation of PL was shown to increase responding under punishment, whereas inactivation of PL projections to NAc core was shown to decrease responding under punishment. There are also conflicting results for OFC. Although one report found that ventral/lateral OFC inactivation reduced sensitivity to punishment in animals responding for food, another report found that OFC lesions enhanced sensitivity to punishment (Jean-Richard-Dit-Bressel and McNally, 2016; Orsini et al., 2015) .
Additional studies have explored neural mechanisms in cortex and striatum. Punishment resistant rats showed reduced serotonin turnover in PFC, NAc, dorsal striatum, and amygdala (Pelloux et al., 2012) . Acute systemic treatment with a selective serotonin reuptake inhibitor, but not a selective norepinephrine reuptake inhibitor, increased sensitivity to punishment in resistant rats. Furthermore, reducing serotonin via 5,7-DHT-induced forebrain depletion or 5-HT2C antagonists increased resistance to punishment after limited training (Pelloux et al., 2012) . This indicates that serotonin bidirectionally modulates responding under punishment. Temporary inactivation of DLS enhanced sensitivity to punishment in all rats self-administering cocaine, with no effect on unpunished responding, which implicates the habit system in punishment resistance (Jonkman et al., 2012a) . Interestingly, DLS inactivation reduced responding on the footshock session even before delivery of the first footshock. Due to the fact that rats had experience with the footshock on the previous day's session, this indicates that DLS inactivation immediately affected action choice based on recall of the previous day's footshock session. A similar effect of immediate sensitivity was observed when PL was optogenetically activated in animals that had been exposed to footshock on the four preceding sessions . Finally, punishment resistance has been associated with impaired synaptic plasticity in both PL and NAc (Kasanetz et al., 2010 (Kasanetz et al., , 2013 .
Rostromedial tegmental nucleus (RMTg) and amygdala have also been linked to suppression of responding under punishment. Rats with RMTg lesions were extremely resistant to footshock suppression of operant responding for food, with no impairments to extinction learning (Vento et al., 2016) . In addition, punishment resistance was also increased when RMTg projections to VTA were optogenetically inhibited either during footshock delivery or during operant responding (Vento et al., 2016) . In contrast, another study found that inactivation of lateral habenula, which provides excitatory input to RMTg, did not cause resistance to punishment (Jean-Richard Dit Bressel and McNally, 2014) . Finally, both BLA and central amygdala (CeA) have been shown to play a role in punishment sensitivity. Lesions or temporary inactivation of BLA decreased sensitivity to punishment in rats responding for cocaine or food (Jean-Richard-Dit- Bressel and McNally, 2015; Pelloux et al., 2013; Piantadosi et al., 2017) . Likewise, lesions or temporary inactivation of CeA caused rats to be completely resistant to punishment after short-or long-access cocaine self-administration (Xue et al., 2012) . However, another study found that BLA lesions did not impair punishment sensitivity (Orsini et al., 2015) .
Altogether, these studies indicate that the adaptive response to punishment (i.e., suppression of responding) is mediated by PL, BLA, CeA, RMTg, and the serotonergic system. The finding that DLS inactivation increased sensitivity to punishment indicates that DMS also mediates suppression of responding when faced with punishment. Future studies are likely to identify additional neural mechanisms involved in adaptive and maladaptive responding to punishment. Considering that PL hypofunction has been associated with punishment resistance, this may indicate that PL is responsible for re-engaging DMS and goal-directed control over habits when faced with aversive consequences. This corresponds with studies outside the addiction field indicating involvement of PL, as well as other areas of PFC, in adaptive responding to conflict and stress, as described below.
10. Role for PFC in adaptive responding and behavioral flexibility PFC is critical for top-down regulation of behavior, executive function, behavioral inhibition, working memory, and action planning (Arnsten et al., 2015; Blakemore and Robbins, 2012; Drewe, 1975; Goldman-Rakic, 1996; Miller and Cohen, 2001; Milner, 1982; Robbins, 1996) . Consistent with these functions of PFC, chronic drug use in humans has been associated with impaired decision making, cognitive ability, and inhibitory control (Cunha et al., 2011; Hester and Garavan, 2004; Rogers and Robbins, 2001) . Therefore, PFC dysfunction and deficits in corticostriatal processing have been implicated in compulsive drug use and impaired inhibitory control in addiction (Bechara, 2005; Bolla et al., 2003; Ersche et al., 2011; George and Koob, 2010; Goldstein and Volkow, 2011; Jentsch and Taylor, 1999; Naqvi and Bechara, 2010; Volkow and Fowler, 2000; Volkow et al., 2004 Volkow et al., , 2009 Volkow et al., , 2002 .
Different subregions within PFC play distinct roles in behavior. Medial PFC is critically involved in instrumental learning and mediates shifts between new strategies or rules, whereas OFC mediates reversal learning within a strategy (Birrell and Brown, 2000; Dalley et al., 2004; Dias et al., 1996a Dias et al., ,b, 1997 McAlonan and Brown, 2003; Ragozzino et al., 1999a,b; Rich and Shapiro, 2009 ). However, within medial PFC, there is some ambiguity and debate as to the dissociable roles played by dorsal areas (PL) and ventral areas (IL) in behavior execution and response inhibition (Barker et al., 2014; Heidbreder and Groenewegen, 2003; Moorman et al., 2015; Peters et al., 2009) .
PL has been shown to mediate response conflict and the inhibition of competing response strategies. In rats, temporary inactivation of PL, but not IL, via microinjection of the GABA-A agonist muscimol interfered with the ability to select among conflicting responses in an incongruent discrimination task, such that rats were unable to inhibit an incorrect, competing response (de Wit et al., 2006; Marquis et al., 2007) . Similarly, when rats were trained to withhold cocaine responding during presentation of a discriminative stimulus that signaled unavailability, temporary inactivation of PL, and not IL, impaired the ability for rats to withhold responding (Mihindou et al., 2013) . Discriminative stimulus-induced suppression of cocaine responding in this task was associated with increased c-Fos activity in PL, indicating engagement of this area for behavioral inhibition (Mihindou et al., 2013) . Furthermore, human neuroimaging and rat recording studies showed that medial PFC seemed to actively track changes in action-outcome contingencies and strategies (Rich and Shapiro, 2009; Tanaka et al., 2008) . It may be the case that this role played by PL in response conflict is related to a role in mediating response to footshock punishment during cocaine self-administration.
PFC has also been shown to be critical for stress resilience, which represents another form of conflict resolution and behavior control. Imaging with fMRI in humans showed that active coping in response to viewing highly stressful and threatening stimuli was associated with dynamic flexibility in ventromedial PFC (including OFC and rostral ACg) during the stress (Sinha et al., 2016) . Individuals with more flexible activity in ventromedial PFC reported high active coping for real life situations, whereas individuals with lower ventromedial PFC flexibility reported maladaptive coping in real life, including emotional eating and alcohol bingeing (Sinha et al., 2016) . Animal studies also show that PFC plays a key role in stressor controllability, and indicate that the goal-directed system is important for maintaining behavioral control over stressors Maier and Watkins, 2010) . Rats exposed to escapable stress (footshock that can be terminated via an instrumental response) are protected from the negative effects of inescapable stress, including activation of serotonin neurons in dorsal raphe nucleus (DRN), reduced escape behavior (learned helplessness), and exaggerated fear conditioning . Temporary inhibition of medial PFC (PL/IL) with muscimol prior to shock blocked the beneficial effects of escapable stress on DRN activation and behavioral measures (Amat et al., 2005 . Conversely, temporary stimulation of PL with the GABA-A antagonist picrotoxin during stress eliminated the negative effects of inescapable stress on DRN activation and behavioral measures (Amat et al., 2008) . Optogenetic activation of medial PFC projections to DRN also promoted escape behavior and active coping strategies in the forced swim test (Warden et al., 2012) . Temporary inactivation of DMS, but not DLS, via microinjection of the NMDA antagonist D-AP5 prevented the inhibition of DRN serotonin release that is normally produced by escapable shocks (Amat et al., 2014) . Altogether, this work indicates that activation of the goal-directed system (PL, DMS) leads to the acquisition of behavioral control over stressors. When the goal-directed system was engaged by the animal's behavior (via R-O learning for escapable stress) or engaged pharmacologically, animals showed adaptive responses to stress. When the goal-directed system was inhibited, animals showed a loss of behavioral control over stress. Therefore, PL appears to play a broad role in behavioral flexibility, including adaptive responding to stress and conflict.
Conclusions
PL has been implicated in various types of behavioral flexibility, including adaptive responding to aversive consequences, response conflict, and stressor controllability. We hypothesize that the development of maladaptive, compulsive drug use is related to impaired cortical control and reduced flexibility between habitual and goal-directed systems. Exposure to drugs and/or stress has been shown to impair PFC function and bias toward habitual learning. Further, PL hypofunction has been associated with compulsive drug use despite negative consequences. Therefore, maladaptive drug-seeking behavior may be related to a reduced ability for PFC to exert goal-directed control over habits.
