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Хорошо известно, что классические теоремы о сходимости метода Ньютона–Канторовича не 
применимы для широких классов нелинейных интегральных уравнений. Наиболее важными 
и простыми среди этих уравнений являются интегральные уравнения
  F(x) = 0 (1)
с левой частью F вида F = I – A, где A – нелинейный оператор Гаммерштейна:
 
( ) ( , ) ( , ( )) ,Ax t k t s f s x s ds
Ω
= ∫   (2)
рассматриваемые как операторные уравнения в пространствах Lp (1 p≤ < ∞). Применение метода 
Ньютона–Канторовича к этому уравнению требует, чтобы нелинейный оператор A, входящий 
в рассматриваемое уравнение, был дифференцируем и соответствующие производные были рав-
номерно непрерывны на каждом ограниченном множестве. Более того, первоначальные теоремы 
о сходимости метода Ньютона–Канторовича были получены, когда производная левой части со-
ответствующего уравнения удовлетворяла на рассматриваемой области условию Липшица (или 
даже сама была дифференцируемым оператором). Однако хорошо известно, что (см., напр., [1; 2]) 
оператор (2) в пространствах Lp (1 p≤ < ∞) обычно оказывается «плохо» дифференцируемым 
и даже вообще недифференцируемым в обычном (Фреше) смысле даже в предположении об анали-
тичности по u входящей в уравнение (2) нелинейности f(s, u)! И тем самым, основная часть резуль-
татов о сходимости метода Ньютона–Канторовича к уравнениям (2) оказалась неприменимой.
В работе [3] была предпринята попытка описать условия на ядро k(t, s) и на нелинейность 
f(s, u), при которых для уравнения (2) метод Ньютона–Канторовича может быть записан хотя бы 
на формальном уровне. Иными словами, были описаны условия, при которых формальная про-
изводная
  ( ) ( ) ( , ) ( , ( )) ( ) ,uA x h t k t s f s x s h s ds
Ω
′ ′= ∫   (3)
является действующим в пространстве Lp (1 p≤ < ∞) оператором. Там же было выяснено, в каком 
смысле оператор (3) является производной оператора (2) – описанные там условия гарантируют, 
что оператор (3) является производной Гато оператора (2). Наконец, там же была выяснена воз-
можная гладкость оператора (3) при естественных ограничениях на нелинейность f(s, u). С дру-
гой стороны, в этой же работе [3] были получены теоремы о сходимости метода Ньютона–Кан-
торовича в предположениях, когда левая часть соответствующего уравнения является лишь про-
изводной Гато и когда эта производная зависит от своего аргумента разрывным способом. Тем 
самым, были получены теоремы об условиях сходимости метода Ньютона–Канторовича для 
уравнения (2).
Как оказалось, приведенный в [3] анализ свойств гладкости оператора Гаммерштейна (2) ока-
зывается невозможным распространить на более широкие классы операторов, в частности, на 
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такие важные для многочисленных приложений операторы, как нелинейные интегральные опе-
раторы Урысона
  ( ) ( , , ( )) .Ax t k t s x s ds
Ω
= ∫   (4)
В то же время для этих операторов, как и для операторов Гаммерштейна, легко выписывается 
формальная производная:
  ( ) ( ) ( , , ( )) ( ) ( ).u pA x h t k t s x s h s ds x L
Ω
′ ′= ∈∫   (5)
Этот факт позволяет выписать формулы для приближений Ньютона–Канторовича.
Естественно возникает вопрос, нельзя ли установить сходимость метода Ньютона–Канторо-
вича для уравнений (1) с оператором (4), не используя того факта, что формальные производные 
(5) оператора (4) являются настоящими производными в каком-либо общепринятом смысле. На-
стоящее сообщение дает ответ на этот вопрос.
1. Будем предполагать, что Ω – некоторое множество с фиксированной σ-алгеброй множеств 
 и конечной и непрерывной мерой μ, функция k(t, s, u) вместе с производной ( , , )uk t s u′   удовлет-
воряет условиям Каратеодори и определяет интегральный оператор (4), действующий в про-
странстве Lp (1 p≤ < ∞); более того, будем предполагать, что при каждом px L∈  линейный инте-
гральный оператор (2) с ядром ( , , ( ))uk t s x s′  также является действующим в пространстве Lp опе-
ратором. Различные достаточные условия на функции ( , , )k t s u  и ( , , ),uk t s u′   обеспечивающие эти 
предположения, можно найти в [4]; там же отмечалось, что эти условия, вообще говоря, не доста-
точны для того, чтобы операторы (5) были настоящими производными оператора (4). Однако 
сделанные предположения достаточны, чтобы написать приближения Ньютона–Канторовича
 
1
1 ( ) ( ) ( 0,1, 2, )n n n nx x F x F x n
−
+ ′= − = …
для уравнения (1) с оператором Урысона A, определяемым равенством (4). Эти приближения 
имеют вид
 
1 1( ) ( , , ( )) ( ) ( ( , , ( )) ( , , ( )) ( )) ( 0,1, 2, ).n u n n n u n nx t k t s x s x s ds k t s x s k t s x s x s ds n+ +
Ω Ω
′ ′− = − = …∫ ∫   
Ясно, что в простейших случаях сходимость этих приближений можно установить и в случаях, 
когда формальные производные (5) оператора (4) не являются настоящими (в каком-либо смыс-
ле) производными этого оператора.
Пусть : ( )F X Y⊂ →  – некоторая функция, определенный на некотором множестве X⊂  
банахова пространства X и принимающий значения в банаховом пространстве Y. Функция 
: ( ) ( , )H X X X Y× ⊂ × →    называется функцией Адамара для функции F, если справедливо 
равенство
 1 2 1 2 1 2 1 2( ) ( ) ( , )( ) ( , ).F x F x H x x x x x x− = − ∈   
Функция Адамара H для функции F определяется неоднозначно. В случае, если функция F 
в каждой точке x∈ имеет хотя бы слабую производную Гато и множество  выпукло, в каче-
стве функции Адамара можно взять функцию
 
1
1 2 1 2 1 2
0
( , ) ((1 ) ) ( , )H x x F x x d x x′= − λ + λ λ ∈∫ 
(интеграл здесь можно понимать в смысле Римана; можно рассматривать и интегралы в более 
общем смысле). Однако функция Адамара аналогичного вида может существовать и в случае, 
когда функция F не обладает даже слабой производной Гато. Будем говорить, что : ( )h X Y⊂ →  
является H-производной функции F (на ), если
  
1
1 2 1 2 1 2 1 2
0
( ) ( ) ((1 ) ) ( ) ( , );F x F x h x x d x x x x− = − λ + λ λ − ∈∫   
функцию h, если она существует, также будем обозначать через F ′.
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Заметим, что h-производную F ′(∙) функции F(∙) было бы естественно называть производной 
Адамара. Однако этот термин уже используется для одного из понятий производной (промежу-
точного между производными Гато и Фреше) и поэтому здесь и используется термин h-производная.
Как оказывается, при сделанных выше предположениях о том, что интегральный оператор 
Урысона (4) и ассоциированные с ним линейные интегральные операторы (5) действуют в про-
странстве Lp, функция ( ) : ( )p pA x L L′ →  является h-производной функции : .p pA L L→  Это вы-
текает непосредственно из равенства
  
1 2 1 2
1
1 2 1 2
0
1
1 2 1 2
0
( ) ( ) ( , , ( )) ( , , ( ))
( ( , , (1 ) ( ) ( ))( ( ) ( )))
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верного в силу классической формулы Ньютона–Лейбница.
2. Анализ доказательств большинства теорем о сходимости метода Ньютона–Канторовича 
(в частности теорем 3 и 4 из [3]) показывает, что их утверждения остаются справедливыми и для 
случая, если в их условиях вместо обычных производных использовать h-производные, которые 
должны, конечно, удовлетворять требуемым в этих теоремах предположениям гладкости или, 
точнее, предположениям о малости норм F ′(x1) – F
 ′(x2) для малых x1 – x2 при условии, что эле-
менты x1 и x2 берутся из соответствующих шаров.
Для интересующего нас случая последнее требование приводит к необходимости искать спо-
собы оценки разностей A′(x1) – A′(x2) (напомним, что F = I – A) на шарах пространства Lp в терми-
нах разностей 1 2( , , ) ( , , ).u uk t x u k t s u′ ′−  Так как значения функций из Lp на любом шаре могут быть 
сколь угодно большими, то соответствующие оценки для разностей 1 2( , , ) ( , , )u uk t x u k t s u′ ′−   при-
ходится требовать при всех 1 2, .u u ∈  Для формулировки соответствующих неравенств удобнее 
всего использовать специальные пространства функций z(t, s) двух переменных ,t s∈Ω  – про-
странства Заанена.
Напомним, что пространством Заанена Z(q1, q2) на множестве Ω × Ω называется простран-
ство измеримых функций z(t, s) двух переменных , ,t s∈Ω  для каждой из которых имеют смысл 
интегралы
 
211 2 1 2( , ) ( ) ( ) ( , );q qz t s h s h t dsdt h L h L
ΩΩ
∈ ∈∫ ∫  
норма в этом пространстве определяется равенством
 
1 2 1 2( , ) 1 2 1 2sup | ( , ) | ( ) ( ) : 1, 1 .{ }Z q q q qz z t s h s h t dsdt h h
ΩΩ
= ≤ ≤∫ ∫?? ? ? ? ?
К сожалению, проверка включения 1 2( , )z Z q q∈  оказывается достаточно сложной.
Роль пространств Заанена в теории интегральных операторов определяется следующим важ-
ным фактом: линейный интегральный оператор L с ядром l(t, s) действует из некоторого про-
странства Lp в то же или другое пространство Lq и регулярен в том и только том случае, когда 
( , ) .
1
p
l Z p q p
p
 ′ ′∈ = − 






 ′ = − 
 в пространство Lp действу-
ет и регулярен оператор L′ с транспонированным ядром *( , ) ( , ).k t s k s t=  Напомним, что регуляр-
ность оператора означает, что между соответствующими пространствами действует и оператор 
с ядром | ( , ) | .k t s
Наиболее простые и хорошо известные достаточные условия вложения 1 2( , )z Z q q∈  форму-
лируются в терминах пространств со смешанными нормами ( , )M µ µ

  и ( , ),M n n

  т. е. пространства 
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Л е м м а 1. Пусть 1 21 , .q q≤ ≤ ∞  Тогда
 1 2 1 2 1 2 1 2( , ) ( , ), ( , ) ( , ).M q q Z q q M q q Z q q′ ′ ′ ′⊂ ⊂
 
 
Л е м м а 2. Пусть
 
1 1 1 1 1 1
1, 1, 1+ ≤ + ≤ + ≤




1 1 1 1 1 1
1 , 1 .
q q
= − − = − −
µ n n µ 
 
Тогда
  1 21 2 0 1 ( , ) 0 1( , ) ( , )( , ) ( , ) ( , ),  .Z q q M MM M Z q q k k k kµ µ n nµ µ n n ⊂ ≤   
 

 ? ? ? ? ? ?  
Действительно, пусть 0 1( , ) ( , ), ( , ) ( , ).k t s M k t s M∈ µ µ ∈ n n
 
  Тогда, в силу теоремы Фубини, 
дважды примененного неравенства Гельдера, неравенства Минковского и снова дважды приме-
ненного неравенства Гельдера, справедлива цепочка
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откуда и следует утверждение леммы в силу
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µ n′ ′ ′µ ≥ µ = n ≥ n = n ≥ µ
µ − n −
′ = − − = = − − = ′ ′ ′ ′µ µ µ −µ n n n − n  
 
Для применения леммы 2 к оператору L с ядром l(t, s) достаточно представить его ядро в виде
0 1( , ) ( , ) ( , ),l t s k t s k t s=  где 
1
0 1( , ) | ( , ) | , ( , ) | ( , ) | sign ( , );k t s l t s k t s l t s l t s
−λ λ= =  здесь (0,1).λ∈
Отметим, что леммы 1 и 2 в других терминах хорошо известны (см., напр., [4; 5]). Приведен-
ное простое доказательство леммы 2 является новым.
Т е о р е м а 1. Пусть функция A0(t) принадлежит Lp, ядро ( , , 0)uk t s′  является ядром линейно-
го интегрального оператора в пространстве Lp, и пусть для функции ( , , )uk t s u′   выполнено не-
равенство
 
1 2 1 2 1 2
0
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 0 1 0 10 , 0 , 1 ( 0,1, , ),m m j jp p p j m≤ θ ≤ θ ≤…≤ θ ≤ ≤ d ≤ d ≤…≤ d ≤ + θ + d ≤ = …  
и ( , ) , .
1j j j
p
l t s Z p
 
′∈   + θ + d 
 Тогда справедливо неравенство
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′ ′− ≤ − ≤∑? ? ? ? ? ? ? ? ? ?   (7)
Подчеркнем, что в общем случае (если хотя бы одно из чисел ( 0,1, , )j j md = …  обращается 
в нуль) в условиях этой теоремы формальная производная A′(x) не является непрерывной по нор-
ме операторов. Однако в случае, когда все ( 0,1, , )j j md = …  положительны, оператор A′(x) оказы-
вается настоящей производной (Фреше) оператора (4), равномерно непрерывной по норме опера-
торов в пространстве Lp на каждом шаре этого пространства.
Частным случаем теоремы 1 является
Т е о р е м а 2. Пусть функция A0(t) принадлежит Lp, ядро ( , , 0)uk t s′  является ядром линейно-
го интегрального оператора в пространстве Lp, и пусть для функции ( , , )uk t s u′   выполнено не-
равенство
 
1 2 1 2 1 2
0




k t s u k t s u l t s v u u u u vθ
=
 
′ ′− ≤ − ≤  
 
∑   (8)
причем
 0 1 0 10 2, 0 , 1 ( 0,1, , ),m m j jp p p j m≤ θ ≤ θ ≤…≤ θ ≤ − ≤ d ≤ d ≤…≤ d ≤ + θ + d ≤ = …
и ( , ) , .
2j j j
p
l t s Z p
 
′∈   + θ + d 
 Тогда справедливо неравенство
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′ =  +θ 
′ ′− ≤ − ≤∑? ? ? ? ? ? ? ? ? ?   (9)
Оценки (7) и (9) позволяют оценить функции ( , , )A r′ω d  для h-производных (5) оператора 
Урысона (4) и, тем самым, применить теоремы 3 и 4 из [3] для исследования приближений Нью-
тона–Канторовича к решениям уравнения (1) с операторами Урысона.
3. Теоремы 1 и 2, в случае если вместо оператора Урысона (4) рассматривается оператор Гам-
мерштейна (2), не содержат соответствующие результаты из [3]. Причиной является тот факт, 
что в условиях теорем 1 и 2 (неравенства (6) и (8)) приращение формальных производных оцени-
вается неотрицательными операторами. Но хорошо известно [4], что для пространств Lp суще-
ствуют непрерывные интегральные операторы между Lp и Lq с ядрами k(t, s), для которых инте-
гральные операторы с ядром |k(t, s)| уже не являются непрерывными операторами между Lp и Lq . 
В случае операторов Гаммерштейна (2) неравенства для приращений формальных производных 
используются лишь для нелинейностей и в рассуждениях [3] не было необходимости вместо 
ядер k(t, s) использовать ядра |k(t, s)|.
Из вышесказанного вытекает, что используя теоремы 1 и 2 из [3], можно сформулировать ус-
ловия справедливости оценок для формальных операторов Урысона с ядрами вида
 1
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где нелинейности ( , ) ( 1, 2, , )if s u i n= …  определяют операторы суперпозиции fi, действующие 
из пространства Lp в пространство (1 ),ip iL p≤ ≤ ∞  а ядра ( , ) ( 1, 2, , )ik t s i n= …  – линейные ин- 
тегральные операторы из пространства ipL  в пространство Lp. Конечно, если при этом 
( , ) ( , ),i ik t s Z p p′∈   соответствующие утверждения будут вытекать из теоремы 1 (или теоремы 2). 
Однако если хотя бы при одном 1, 2, ,i n= …  включение ( , ) ( , )i ik t s Z p p′∈  неверно, то теоремы 1 
и 2 окажутся уже неприменимыми (в то время, как теоремы 1 и 2 из [3] применимы).
Сделанное замечание кажется не очень существенным для интегральных операторов Урысо-
на, так как оно относится к операторам Урысона, являющимся конечными суммами операторов 
Гаммерштейна (иногда такие операторы даже называются обобщенными операторами Гаммер-
штейна). Однако в действительности для часто встречающихся в приложениях ядер k(t, s, u) 
(в частности, гладких ядер) оказывается справедливым разложение
 0
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где n – натуральное число (не превышающее p!); функция k0(t, s) принадлежит пространству 
(1, ),M p

; функции ki(t, s) (i = 1, 2, …, n) являются ядрами линейных интегральных операторов из 
p
i
L  в Lp и, наконец, ω(t, s, u) – некоторое, в некотором смысле «малое», ядро. Формально инте-
гральный оператор Урысона с ядром (10) является суммой n интегральных операторов Гаммер-
штейна (к ним применимы теоремы 1 и 2 из [3]) и оператора Урысона с ядром ω(t, s, u), к которо-
му может быть применена теорема 1.
Отметим еще, что выше сформулированное ограничение n p≤  является весьма существен-
ным – оно показывает, что сформулированные в [3] теоремы о сходимости метода Ньютона–
Канторовича для интегральных уравнений Урысона могут быть применены лишь в случаях, ког-
да ядро k(t, s, u) такого уравнения имеет по u рост, не превышающий p .
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SMOOTHNESS PROPERTIES OF THE URYSON INTEGRAL OPERATORS  
AND THE NEWTON–KANTOROVICH METHOD
Summary
The article deals with the analysis of “weakened smoothness properties” for Uryson integral operators in the Lebesgue 
spaces Lp (1 p≤ < ∞). It is shown that the formal derivative of the Uryson integral operator generated by a smooth (and even 
analytical) kernel can be considered as a generalized derivative; namely, for this formal derivative, a variant of the classical 
Newton–Leibnitz formula turns to be held. The smoothness conditions for such formal derivatives are presented. All theses 
data allow obtaining some results on the convergence of the Newton–Kantorovich method for Uryson integral equations.
