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Abstract 
 
In this research, we focus on the application of reinforcement learning (RL) in automated agent 
tasks involving considerable target variability (i.e., characterized by stochastic distributions); in 
particular, learning of inspect/correct tasks. Examples include automated identification & 
correction of rivet failures in airplane maintenance procedures and automated cleaning of surgical 
instruments in a hospital sterilization processing department. The location of defects and the 
corrective action to be taken for each varies from task episode. What needs to be learned are 
optimal stochastic strategies rather than optimization of any one single defect type and location. 
RL has been widely applied in robotics and autonomous agents research, but primarily for 
problems with relatively low variability compared to the task requirements overall.  
 
We characterize the performance of RL at varying levels of variability in a grid world environment 
at different task complexity levels and analyze RL performance problems seen during the 
experiments. The experiments revealed that the higher variability in the stochastic environments 
significantly reduces the RL agent's performance due to forgetting (or overwriting) effects as the 
most recent observation from the stochastic environment unduly influences learned behavior. 
Furthermore, we characterize the impact of variability on hyperparameter selection.  
 
To help mitigate the impact of variability on RL performance, we developed a chain of 𝑄-tables 
approach aimed at reducing the impact of subtask variability on other subtasks within a training 
episode. The performance of the chain of 𝑄-tables approach was assessed against the original 
SARSA RL and the double SARSA approach. In high and very high variability cases, the chain of 
𝑄-tables approach outperforms the others in terms of the efficiency, accumulated reward, number 
of steps, and computational time.  
 
An adaptive hyperparameter setting method was developed based on a sample variability metric. 
The approach quickly estimates the environmental variability and automatically sets appropriate 
hyperparameter values. 
 
 
 
 
Chapter 1. Introduction 
 
1.1. Overview 
 
The ability to rapidly train robots for complex tasks is an important precursor to the wider adoption 
of robotics in assembly and inspect/rectify tasks. Robot programming is often time-consuming and 
brittle to unanticipated variations in processing. Automated robot task learning is a solution to this 
problem. Reinforcement Learning (RL) is a commonly used approach for agents, such as robots, 
to autonomously learn simple tasks [1].  In RL, rewards and penalties are defined to help guide the 
robot toward learning an optimal plan or control policy for a task. RL approaches explore the 
solution space to improve performance. Research on RL in robotics began appearing with 
improvements in computational power and after demonstrating successful results in video game 
environments like Atari [2] and AlphaGo [3]. Utilizing RL in robotics has now found its way into 
applications such as navigation [4-6], high precision-level assembly tasks [1], flipping a pancake 
[7], controlling a ball on a pad [8], and ship autopiloting [9]. 
  
In this research, we investigate the application of RL to inspect/correct tasks. In an inspection 
procedure, an object or material is compared with a reference model to determine whether it is in 
proper condition. Deviations from reference must be first detected and then corrected before the 
work item is released. A key element is that the occurrence of defects and their locations in an 
inspection task is stochastic. Thus, the specific sequence of work for a task is probabilistic and will 
vary from item to item. In this work, we focus on first characterizing RL performance for such 
tasks and then on refining the RL architecture to improve performance in stochastic task 
environments. 
 
1.2. Problem Statement 
 
Variability is a critical characteristic of inspect/correct tasks. Inspect/correct tasks are 
characterized by variability in the location of defects. The distribution of defects and defect types 
for each inspect/correct task is stochastic, meaning the specific search sequence and corrective 
actions taken will change from task to task. Using conventional programming methods to train a 
robot on a stochastic task is tedious and difficult. Often, a suboptimal but simple strategy is used 
to make a problem solution feasible.  Using RL in such a stochastic environment seems beneficial 
at first sight, as it provides a means for the robot to self-learn an optimal (or at least "good") 
strategy. However, RL was developed primarily for dealing with low or no variability problems 
[1, 5]. RL presumes the task to be learned is static (unchanging). In other words, every time the 
location of a defect changes from trial to trial (episodes in our parlance), RL treats it as if learning 
a new task, and "forgets" (overwrites) learning for previous defect locations.  
 
While there are some RL examples in the literature for tasks with variability, these papers did not 
specifically investigate the effect of task variability on RL performance. For example, in [10], the 
authors look at a stochastic RL approach to model the variability in the learning environment. The 
authors focused on finding stopping rules based on a success rate utilizing a multi-agent 
framework. In [11], the paper's primary purpose was to estimate the average reward obtained by 
the agent given a fixed policy to evaluate the policy. A policy is a function which maps a state to 
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action, and reward is a feedback signal about how good or bad the action taken is. Details about 
the RL framework and RL elements such as policy, state, reward, and action have been provided 
in Ch 2. In [11], the authors considered the off-policy RL approach to tackle a problem with 
variability and a long trajectory. The authors didn’t cover the on-policy RL approach, such as 
State-Action-Reward-State-Action (SARSA), which we are focusing on for environments with 
variability.  
 
Our preliminary pilot study using SARSA RL revealed that higher variability levels significantly 
decrease the RL's learning performance for inspect/correct tasks.  
 
RL performance depends on many hyperparameters, such as balancing the ratio of 
exploration/exploitation and learning rate [12, 13]. Manually setting these hyperparameters is 
brittle to any changes in the agent observations. However, correctly setting the hyperparameters 
has a significant impact on RL algorithm performance. We investigate how these hyperparameters 
interact with task variability and how parameters should be set or dynamically adapted within 
higher variability environments. In [14], the authors have introduced an autonomous framework 
called “ RLOpt,” which utilizes Bayesian optimization and gaussian progress regression to 
optimize an RL algorithm's hyperparameters.  The purpose of the optimization is to use the agent’s 
past experience with the environment given a different hyperparameter that maximizes the agent’s 
learning efficiency. The authors only have tested their proposed approach to an environment with 
no/low variability tasks. In [15], the authors have introduced a model-based hyperparameter 
optimization of a DRL approach for continuous state-action space called Deep Deterministic 
Policy Gradient (DDPG) and tested their approach on a real-world problem of energy management 
of a Hybrid Electric Vehicle. In the model-based approaches, the hyperparameters are selected 
from a known hyperparameter space compared to the model-free approaches such as RLOpt [15]. 
 
Standard RL algorithm is based on Markov Decision Process (MDP) and looks at only current 
state information in selecting action; i.e., there is no specific memory of states already visited and 
actions taken in those states within an episode. Inclusion of prior visit memory within an episode 
may assist the robot with not excessively repeating search of unproductive state space due to 
learning in prior episodes (when defects were possibly in different locations). Episodic long-term 
memory architectures may be utilized to improve across episode learning of stochastic 
distributions [16, 17]. This information then becomes part of the input context for each state. 
Regarding the survey in [17], many recent DRL approaches are developing external memory based 
on the notion of the episodic memory to reduce the cost of long-run training required for a DRL 
algorithm in Atari games applications. In [18], an external memory module based on episodic 
learning is introduced. The authors in this paper have developed a non-parametric table called 
𝑄𝐸𝐶(𝑠, 𝑎) to record and replay the sequence of actions given a start state which have gained the 
highest reward so far. The table updates after each episode based on the obtained reward. As is 
mentioned in the paper, this approach works in deterministic environments, but since the agent 
would select the highest 𝑄𝐸𝐶 actions, it has a high risk not to find the best behavior in stochastic 
environment.  
 
For satisfactory learning performance using RL in a stochastic task environment, the challenges 
outlined above need to be overcome. After extensive literature review in this dissertation, no work 
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was found on this problem to include all the challenges in one solution for an agent/ a robot to 
perform inspect/correct tasks.  
 
1.3. Objectives 
 
The main research goals for this work are to determine: Can RL methods be used for stochastic 
inspect/correct tasks? And if so, what adaptions to RL are needed to achieve good performance 
on these tasks? The specific objectives of this dissertation work are as follows: 
 
1. Characterize and investigate the impact of defect location variability on RL performance, 
comparing task learning performance at zero (deterministic), low, medium, and high 
values of variance, and at several levels of task complexity. 
 
2. Design and characterize the performance of improved methods for RL for inspect/correct 
tasks with variability, including: 
 
a. Development of a subtask memory approach for handling across-episode learning 
for stochastic tasks. 
b. Development of adaptive parameter setting based on variability levels. 
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Chapter 2. Literature Review and Background 
 
2.1. Recent Research in RL and Robotics Learning  
 
The two major approaches for automated learning in robotics are supervised learning and 
reinforcement learning; Figure 2.1 provides a taxonomy of the major techniques in use in the 
literature for each of these approaches [19] [20]. While supervised learning requires examples of 
how a task is done, reinforcement learning (RL) uses a trial and error approach.  RL relies on a 
reward/consequence policy that rewards actions that lead to completing and improving task 
performance and penalizes actions that do not contribute to task completion. 
 
 
 
 
Figure 2.1.  The taxonomy of robot learning techniques using a machine learning approach 
 
Throughout this section (and throughout the research), we use the terms “Agent” and 
“Environment.” “Agent” refers to the learner or decision-maker (e.g., a robot), and “Environment” 
refers to the interaction media within which the agent operates [21]. In this chapter, a 
comprehensive literature review of the RL method, the effect of variability in RL and its 
applications, and some RL configuration background is presented.  
 
Many of the recent advancements in RL have been based on the use of neural networks and, in 
particular, Deep RL (DRL) approaches. In DRL, deep neural networks are used as function 
approximators. The function approximation approach has proven useful in large/continuous state 
and action spaces and under partial state space observability. For example, where sensors such as 
cameras or microphones are used to get input signals that might be noisy, making the state space 
partially observable [22]. In the absence of the noise, the state space is fully observable. In 
large/continuous state spaces, generalization over the state space is often useful after partially 
sampling the state space [22]. Traditional RL policies provide no generalization across states. For 
instance, in a grid environment, you cannot move left from any cell along the left edge of the grid. 
A traditional RL policy would have to learn this for each left-hand cell, as there is no 
Robot Learning 
Techniques 
Supervised 
Learning 
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Learning 
Learning from 
Demonstration (LfD) 
 Off Policy 
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    Policy  
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generalization; the decision is made based on the unique value of the entire input vector. A neural 
network can learn that perhaps only the column position input in the input vector is pertinent to 
determining a "go left" action decision.   
 
The current intends to incorporate AI with robotics motivates researchers to develop approaches 
that enable the robots for more real-world applications. Most of the current RL methods lack 
generalization, i.e., the agent fails to generalize its experience over the new environment. Even 
when an RL algorithm is trained on a simulated environment rather than a real-world environment, 
the problem of generalization remains, however, under the “Reality Gap” term [23]. Hence 
developing RL approaches on environments with variability might be a solution. Therefore, some 
research, such as [24], is developing a new approach using domain randomization. The purpose of 
this approach is to train a model on a simulated environment with high variability to eliminate the 
need for additional training with the real physical robot.  
 
2.2. Impact of Task Variability on Learning Performance 
 
Although there are some approaches to deal with environments with variability, such as [24], to 
the best of our knowledge, none of these works have investigated the impact of task variability on 
RL learning performance. For example, in [24], the goal is to train the simulated model on an 
environment with variability to avoid extra training on a real robot when using cameras to detect 
the objects. In [25], the authors have used a hierarchical RL approach to reduce the computational 
cost of finding good strategies by using the “MAXQ” approach, which hierarchically decomposes 
the given RL problem and the value function into a set of subproblems and value functions, 
respectively. The goal is to define useful sub-goals and accordingly define subtasks to achieve the 
sub-goals. They have tested “MAXQ” approach on a 5x5 grid world environment with a taxi as 
the agent in the environment, which is supposed to pick up a passenger from a location randomly 
selected from four predefined locations on the grid and drop off the passenger in one of the other 
remained locations. The subtasks in this problem are picking up the passenger and dropping 
him/her off at the destination. Each of the subtasks again can be divided into smaller subtasks of 
navigation.  A form of the goal position variability is addressed in the OpenAI research [26, 27]. 
In this research, a Fetch robotic arm and a Shadow Dexterous Hand have been utilized to 
accomplish some tasks using a multi-goal RL approach. The Fetch robotic arm's defined tasks 
include pushing a block toward a random goal position, sliding a puck toward a goal position, and 
picking up a block and placing it in a goal position. The Multi-goal RL approach in this research 
learns from failure, i.e., by defining different goals every time the robot fails to reach the desired 
goal. In [28], for a surface/shape inspection task, the inspection task is considered a planning 
problem to address the existing variability in defects locations on a surface. An RL approach has 
then been used in the planning problem to generate optimal paths for the inspection task. A robot 
utilized the generated paths to inspect the defects. The RL approach in this work was not used 
directly for the inspection task, though.  
 
2.3. Memory in Reinforcement Learning 
 
The standard RL framework is built upon MDP, which is a memoryless framework. Therefore, in 
RL, the agent interacts with the environment only based on the current state, i.e., the history of the 
agent’s interactions with the environment is not used. The lack of memory in the RL framework 
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makes applications such as atari games [2] and robotics [1] have long training times. A 
comprehensive survey, including the latest memory-based RL approaches, has been provided by 
[17].  Generally, the approaches might be categorized into three classes, a) neural network 
approaches with RL, b) an external memory structure based on episodic memory, and c) an 
integrated memory-RL architecture [17].  Following is an overview of these different approaches. 
 
Neural Networks as a function approximator in RL: Different types of neural networks such as 
multilayer NN (MLN), Recurrent NN (RNN), and LSTM have been used to cover the memory 
deficiency in RL algorithm for tasks or environments with variability. LSTM was used directly as 
the value function approximator of a Q-learning RL algorithm in [29]. This paper was one of the 
first papers to address the long-term dependencies between related events for a maze navigation 
task with the variability of locations in terms of an observed state or a taken action using the RL 
algorithm. The approach was tested on a maze navigation task in which the only way to discern 
between two identical T-junctions is either to remember an observation or an action a long time 
before the T-junctions [29]. In [22], the author has used an LSTM model/critic RL approach to 
handle the large-continues space/action spaces and partial observability in addition to the 
variability of the environment. In [30], the authors have utilized the notion of the active perception 
to build a memory-based Deep RL(DRL) for a 3D game environment, “Minecraft,” with 
variability. In [31], the authors introduce an improved version of the memory network [32],  which 
was a new RNN architecture. This network worked well for language modeling and question 
answering tasks in which there is a large dependency between the input data. Other researches that 
used NNs to build memory-based RL algorithms for tasks such as navigation, which remembering 
the similarities between states does affect the performance of the RL algorithm are but not limited 
to [4, 33]. 
 
External memory structure: The external memory approach is based on episodic memory which 
has been inspired by the human brain's hippocampus, which is responsible for instance-based 
learning. Model-Free Episodic Control (MFEC) is an approach that utilizes instance-based 
learning as an external memory module for RL [17, 18, 34]. In this approach, the sequence of the 
highest returned actions given a start state is recorded in a table, 𝑄𝐸𝐶(𝑠, 𝑎). Then the sequence is 
replayed in the training time. MFEC has been tested on Atari games, and the results revealed faster 
learning compare to the standard Deep Q-learning approach [17]. In [35], the authors have 
developed a neural memory system called “Neural Map,” which is capable of writing information 
about the environment into the neural map. Consequently, the agent could utilize the neural map 
as a memory to reach the goal more efficiently than the previously mentioned structures could. 
This structure was implemented on a set of 2D and 3D maze environments.  
 
Integrated memory-RL architecture: In [36], the authors introduced a “Neural Episodic Control 
(NEC)” as a DRL algorithm with memory. This architecture utilizes three distinct elements of a 
Convolutional Neural Network(CNN) for processing pixel images, a memory component, and a 
final CNN to convert the output of the memory(actions) into Q(s, a) values. This approach was 
tested on the Atari games. 
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2.4. Reinforcement Learning Applications 
 
Reinforcement Learning(RL) has been applied to a variety of applications, and the undergoing 
research implies the RL’s potential for many more applications. A wide range of applications of 
RL is surveyed in [37]. Some of these applications are discussed in this section. 
 
Games: RL gained considerable popularity after a successful application for game competitions 
such as “AlphaGo” and Atari video games [3, 38]. The use of deep learning (Deep RL or DRL) in 
multi-player games or multi-agent game competitions such as “Dota 2” and “Quake III Arena 
Capture the Flag” [39, 40] furthered RL’s popularity. 
 
Robotics: RL has become popular in robotics for a wide range of robotics applications such as 
assistive robotics and industrial robotics [41, 42].  RL has been used for a robot to autonomously 
learn tasks such as high precision-level assembly tasks [1], navigation [4, 5], inspection [43], and 
flipping a pancake [7]. In [1], the authors utilize a benchmark problem of the peg-in-hole task as a 
force-controlled robotic assembly task. A 7-axis articulated robot arm has been selected to do the 
task. The arm robot has been trained to learn the task using LSTM based on the Q learning RL. In 
[4], the authors have applied a memory-based RL algorithm on a mobile robot to make the robot 
navigate autonomously in a social environment and to avoid obstacles. The authors in [43] used 
an arm robot that has been trained based on Q-learning RL for the Tokamak inspection task. 
However, there exist limitations such as large input and action-space dimensionality arising from 
the robot configuration along with the real-world environmental noise/variability which the robot 
interacts with that have limited the application of RL in robotics for the real-world applications to 
date [44].  
 
Other applications: Other applications include but are not limited to autonomous self-driving [45, 
46] cars, ship auto-piloting [9], and marketing and business [47]. In another problem of path 
planning, the RL approach was used to generate paths to address the existing variability in defects 
locations on a surface in the surface/shape inspection task [28].  
 
2.5.  Reinforcement Learning Elements 
 
There are four key elements in the reinforcement learning algorithm as follows [21]: 
 
Policy: A policy specifies the way the agent acts at every moment.  Informally it is a mapping from 
the state that the agent is in, into an action to be taken in such a state, while interacting with the 
environment. It is an analogy from psychology for the so-called “stimulus-response rule.” The 
policy is the core of reinforcement learning.  
 
Reward: A reward is a scalar number that is sent by the environment to the agent as a return for a 
taken action. The aim of the reinforcement agent is to maximize the total reward it receives over 
all the actions. In other words, the reward signal is the indicator of how good or bad the 
consequence of the taken action is. In reinforcement learning, a goal is determined by a reward 
signal. The corresponding biological system to the reward signal is the feeling of pleasure or pain 
as a consequence of an action.  
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Value Function: A value function is an indication of how good or bad is the consequence of 
actions over all the possible future actions and states, starting from that state. A value function is 
the expectation of the total rewards the agent can obtain, starting from that state onwards through 
the whole task. A value function differs from a reward in the sense that the reward is the 
instantaneous consequence or a return given by the environment to the agent. In contrast, the value 
function is the expectation of a series of rewards accumulated over the long run [48]. For example, 
a state might yield a high immediate reward, but it would have low value in the long term because 
of the risk of falling in a low reward state.  
 
Model: A model is an optional element for a reinforcement learning system. The model imitates 
the behavior of the environment. It will help to have a vision about the future behavior of the 
environment. In other words, the model of the environment makes it possible to predict the 
resultant next state and next action given a state and action. Having a model of an environment 
makes it easier to solve planning problems or problems with high dimensionality [5]. 
Reinforcement-learning methods might be categorized as model-based vs. model-free methods.  
 
2.6. Reinforcement Learning Process 
 
In a reinforcement-learning problem, the environment is initially unknown to the agent. The agent 
interacts with the environment to gain some observations from the environment. The agent takes 
action to get a return (a reward) as a consequence of its action. Then the agent updates the value 
function to improve its policy to maximize the reward. This loop continues until the goal is 
obtained. This loop is called a perception-action loop [19]. Figure 2.2 illustrates the classical 
reinforcement-learning loop known as the perception-action loop. 
 
 
 
 
 
 
 
 
 
Figure 2.2. The perception-action loop in RL [19] [21] 
 
Within a single learning cycle, at every time step 𝑡, the agent, receives an observation from the 
environment (called the state of the environment, 𝑠𝑡 ∈ 𝑆 ) and based on that the agent takes an 
action, 𝑎𝑡 ∈ 𝐴(𝑠𝑡), [21]. 𝐴(𝑠𝑡) is the set of available actions in 𝑠𝑡, [48].  The next time step 𝑡 + 1 
finds itself in a new state (𝑆𝑡+1),  the agent receives a scalar numeric reward (𝑅𝑡+1  ∈ ℛ ⊂  ℝ) as 
a consequence of its action [21]. This loop continues until the problem goal is obtained. Therefore, 
the result of such a sequence of observation, action, and reward would be a trajectory like this [21]: 
 
S0, A0, R1, S1, A1, R2, S2, A2, R3 … 
 
(2.1) 
The best trajectory is the best sequence of actions that are determined by the rewards [19]. In every 
transition to a new state in every time step, the environment provides a scalar numeric reward 𝑅𝑡+1 
Reward 
Rt 
Agent 
Environment 
Action At 
State 
St 
Rt+1 
St+1 
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to the agent as feedback. The agent goal is to learn a policy 𝜋 that maximizes the cumulative 
reward [19]. As mentioned earlier, the policy 𝜋 ∶ 𝑆 → 𝐴 is a mapping function that defines which 
action should be taken when the agent is in the state 𝑠𝑡. Therefore, the RL problem is to 
approximate a function 𝜋 ∶ 𝑆 → 𝐴, where 𝑆 is the set of states and 𝐴 is the set of actions, and the 
agent goal is to maximize the accumulative reward obtained during the execution of the policy 
[48].   
 
2.6.1. Markov Decision Process (MDP) 
 
A Markov process is a memoryless random process defined as a tuple ⟨𝑆, 𝑃⟩, in which 𝑆 is a finite 
set of states, and 𝑃 is a state transition probability matrix as follows [49]: 
 
𝑃𝑠𝑠′ = ℙ[𝑆𝑡+1 =𝑠
′| 𝑆𝑡 = 𝑠] (2.2) 
 
A Markov Reward Process (MRP) is a tuple ⟨𝑆, 𝑃,𝑅, 𝛾⟩ defined as a Markov chain with values 
[49]. In the MRP, 𝑆 is again a finite set of states, 𝑃 is a state transition probability matrix (2.2), 
and 𝑅 is a reward function as follows: 
 
𝑅𝑠 = 𝔼[𝑅𝑡+1|𝑆𝑡 = 𝑠] (2.3) 
 
𝛾 ∈ [0,1] is a discount factor that represents the present value of future rewards [21, 49]. It is how 
humans also value the present reward. A present reward is valued more than a reward in the future. 
RL can be defined as a Markov decision process(MDP) [19].  The MDP is a tuple ⟨𝑆, 𝐴, 𝑃, 𝑅,𝛾⟩  
defined as a Markov Reward Process with decisions [49]. In the MDP, 𝑆 is a finite set of states, 𝐴 
is a finite set of actions, and  𝑃 is a state transition probability matrix as follows: 
 
𝑃𝑠𝑠′
𝑎 = ℙ[𝑆𝑡+1 =𝑠
′| 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] (2.4) 
 
𝑅 is a reward function as follows: 
 
𝑅𝑠
𝑎 = 𝔼[𝑅𝑡+1|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] (2.5) 
 
and 𝛾 ∈ [0,1] is a discount factor.  
 
As stated in the previous section, the agent's goal is to maximize the accumulative reward obtained 
during the execution in a long run. The accumulative reward is called a return and is denoted as 
𝐺𝑡. It is simply the sum of the rewards in the long run as follows [21]: 
 
𝐺𝑡 = 𝑅𝑡+1 + 𝑅𝑡+2 + 𝑅𝑡+3 + ⋯ + 𝑅𝑇 (2.6) 
 
where "𝑇" denotes the final step. The return is not applicable in scenarios where there are no natural 
endings for the whole run, which is called an episode [21]. In these so-called “continuing tasks,” 
𝑇 = ∞ and so the return 𝐺𝑡 , which is supposed to be maximized by the agent, could be infinite. 
The discount factor, 𝛾,  is the solution to this problem. Accordingly, applying the discount factor 
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to the return 𝐺𝑡 will reduce the value of future rewards. The agent will try to choose the actions 
that maximize the accumulative reward it receives over the future cycles [21]. The expected 
discounted return can be written as follows: 
 
𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2 + 𝛾
2𝑅𝑡+3 + ⋯ + 𝛾
(𝑇−𝑡−1)𝑅𝑇
= ∑ 𝛾𝑘
∞
𝑘=0
𝑅𝑡+𝑘+1
= 𝑅𝑡+1
+ 𝛾(𝑅𝑡+2 + 𝛾𝑅𝑡+3 + 𝛾
2𝑅𝑡+4 + ⋯ )
= 𝑅𝑡+1 + 𝛾𝐺𝑡+1 (2.7) 
 
2.6.2. Value Function 
 
As mentioned in the previous subsection, a value function indicates the goodness of the policy by 
measuring the expected return starting from state 𝑠 , under the policy 𝜋. In other words, it is an 
expectation function of the total rewards the agent expects to obtain by taking actions starting from 
that state onward through the whole task, under the policy 𝜋. Consequently, the way of acting, 
called policy, affects the definition of the value function [21]. In the simplest form, the value of a 
state 𝑠, under a policy 𝜋  is denoted as 𝑣𝜋(𝑠) and can be written as follows: 
 
𝑣𝜋(𝑠) = 𝔼𝜋[𝐺𝑡|𝑆𝑡 = 𝑠] (2.8) 
 
In an MDP, substituting 𝐺𝑡  with (2.7), 𝑣𝜋(𝑠) can be defined as:   
 
𝑣𝜋(𝑠) = 𝔼𝜋 [∑ 𝛾
𝑘
∞
𝑘=0
𝑅𝑡+𝑘+1|𝑆𝑡 = 𝑠] 
 
(2.9) 
 
The 𝑣𝜋(𝑠) is called “state-value function for policy 𝜋, "  [21].  
 
If the taken action in the state value function 𝑣𝜋(𝑠) is included, it can define another similar 
function called “action-value function,” denoted as 𝑞𝜋(𝑠, 𝑎). In some research, the action-value 
function is called “quality function” and denoted as 𝑄𝜋(𝑠, 𝑎) or 𝑞𝜋(𝑠, 𝑎) [19]. The action-value 
function is an indicator of how good or bad it is to take a particular action in a state, whereas the 
state-value function is an indicator of how good or bad it is to be in a particular state. The action-
value function is the expected return starting from the state 𝑠, taking a particular action 𝑎, and then 
following policy 𝜋, [21]: 
 
𝑞𝜋(𝑠, 𝑎) = 𝔼𝜋[𝐺𝑡|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]
= 𝔼𝜋 [∑ 𝛾
𝑘
∞
𝑘=0
𝑅𝑡+𝑘+1|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎 ] 
(2.10) 
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where 𝔼𝜋 is the expected return conditioned on being in the state 𝑠, and taking the action 𝑎, within 
the learning cycle. Using (2.7), both the state-value function and the action-value function may be 
parsed  into the following equations [21]: 
 
𝑣𝜋(𝑠) = 𝔼𝜋[𝑅𝑡+1 + 𝛾𝑣𝜋(𝑆𝑡+1)|𝑆𝑡 = 𝑠] (2.11) 
𝑞𝜋(𝑠, 𝑎) = 𝔼𝜋[𝑅𝑡+1 + 𝛾𝑞𝜋(𝑆𝑡+1, 𝐴𝑡+1 )|𝑆𝑡 = 𝑠, 𝐴𝑡+1 = 𝑎] (2.12) 
 
In other words, the state-value function 𝑣𝜋(𝑠) can be parsed into the immediate reward 𝑅𝑡+1 and 
the discounted value of the successor state. The same logic is valid for the action-value function 
𝑞𝜋(𝑠, 𝑎). 
 
Equations (2.11) and (2.12) are a form of Bellman equations. (2.11) can be rewritten to get the 
Bellman equation for the state-value function 𝑣𝜋 as follows, [21]: 
 
𝑣𝜋(𝑠) = 𝔼𝜋[𝐺𝑡|𝑆𝑡 = 𝑠] = 𝔼𝜋[𝑅𝑡+1 + 𝛾𝑣𝜋(𝑆𝑡+1)|𝑆𝑡 = 𝑠]
=  ∑ 𝜋(𝑎|𝑠)
𝑎
∑ ∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾𝔼𝜋[𝐺𝑡+1|𝑆𝑡+1
𝑟𝑠′
= 𝑠′] ] = ∑ 𝜋(𝑎|𝑠)
𝑎
∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾𝑣𝜋
𝑠′,𝑟
(𝑠′) ] 
(2.13) 
 
where 𝑠′ is the next state,  𝜋(𝑎|𝑠)𝑝(𝑠′, 𝑟|𝑠, 𝑎)  is a probability of obtaining the reward r in the next 
state 𝑠′ given current state 𝑠, and taking a particular action 𝑎 under the policy 𝜋(𝑎|𝑠). Multiplying 
the bracket with the probability of accruing gives weight to the state-value function in the bracket. 
Then the sum over all the possible actions and the states gives an expected value, 𝑣𝜋(𝑠). The 
Bellman equation for the state-value function 𝑣𝜋(𝑠) defines a relationship between the value of a 
state and the value of its possible successors. A “backup diagram” visually illustrates the Bellman 
equation concept, Figure 2.3, where the red circle represents a state, and the green smaller circle 
represents an action. From the state 𝑠 at the top of the diagram, the agent may take any possible 
actions from the set of the actions to the left or right under the policy 𝜋. By taking the action 𝑎, 
the agent will find itself in the state 𝑠′ as one of the possible states that might be responded to by 
the environment with a reward 𝑟 associated with the state. The blue thunderbolt symbol represents 
the reward 𝑟. According to the (2.13) equation, all the possible trajectories are averaged and 
weighted by the probability of accruing [21, 49].  The Bellman equation has a recursive 
characteristic. This means 𝑞𝜋 can be improved recursively by using the current value of the 𝑞𝜋 to 
improve the expectation [19]. This characteristic will be used in Q-Learning and SARSA 
algorithms, which will be discussed more in the upcoming sections.  
 
2.6.3. Optimality  
 
For the finite MDPs, there exists an optimal state-value function, an optimal action-value function, 
and an optimal associate policy. Since the goal of the RL agent is to obtain the maximum reward 
over a long run cycle, there is at least one optimal policy under which the optimal state-value 
function and the optimal action-value exists. The MDP is said to be solved whenever the optimal 
value function is known. 
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The optimal value function defines the best possible performance in the MDP. The optimal value 
function 𝑣∗(𝑠) is defined as the maximum value function over all the possible policies [21, 49]: 
 
𝑣∗(𝑠) = max
𝜋
 𝑣𝜋(𝑠) (2.14) 
 
Following the same concept, the optimal action-value function 𝑞∗(𝑠, 𝑎)  is defined as the maximum 
action-value function over all the possible policies: 
 
𝑞∗(𝑠, 𝑎) = max
𝜋
 𝑞𝜋(𝑠, 𝑎) (2.15) 
 
The optimal policy is denoted as 𝜋∗ and defined as follows: 
 
𝜋∗ ≥ 𝜋 , ∀𝜋 (2.16) 
 
A policy 𝜋 is said to be better than or equal to a policy 𝜋′ if the expected return for policy 𝜋 is 
greater than or equal to the expected return of the policy 𝜋′.  In other words, 𝑣𝜋(𝑠) ≥ 𝑣𝜋′(𝑠). For 
any MDP, there exists at least one optimal policy 𝜋∗. All optimal policies achieve the optimal 
value function 𝑣∗(𝑠) and the optimal action-value function 𝑞∗(𝑠, 𝑎).   
 
The maximum action-value function or 𝑞∗(𝑠, 𝑎) may be obtained when the maximum state-value 
function 𝑣∗(𝑠) is obtained. That is because the Bellman optimality equation satisfies the fact that 
the value of a state under an optimal policy 𝜋∗ must equal the expected return for the best action 
from that state [21]: 
 
𝑣∗(𝑠) = max
𝑎
 𝑞𝜋∗(𝑠, 𝑎) (2.17) 
 
A potentially unrealistic assumption that most RL algorithms are based on is that only the current 
state affects the next state. To tackle this limitation, partially observable MDPs (POMDPs) as a 
generalized version of MDPs have been used. In POMDPs, once the agent receives an observation, 
the distribution of the observations not only depends on the current state but also depends on the 
previously applied action. This is a belief algorithm in which current observation, and current state, 
depends on the previous action taken and the previous state.  
 
 
 
 
 
 
 
 
 
Figure 2.3. Back up diagram that illustrates the concept of the Bellman equation in (2.13) 
𝑟 
𝑠 
 
𝜋 
𝑎 
𝑠′ 
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2.6.4. Dynamic Programming (DP) 
 
Dynamic programming (DP) refers to a method of solving complex problems by breaking them 
down into subproblems, i.e., to solve the subproblems first and then combine solutions to the 
subproblems to solve the overall problem. DP may be applied for the MDPs as the recursive 
characteristics of the Bellman equation, and the value function makes it possible to utilize dynamic 
programming for the MDP. Both DP and RL are utilizing value function to search and reach good 
policies [21]. 
 
Policy Evaluation (Prediction): Policy evaluation is an iterative update for the value of every state 
to produce a new approximation  of the value function 𝑣𝑘+1(𝑠), [21]: 
 
𝑣𝑘+1(𝑠) = 𝔼𝜋[𝑅𝑡+1 + 𝛾𝑣𝑘(𝑆𝑡+1)|𝑆𝑡 = 𝑠]
= ∑ 𝜋(𝑎|𝑠)
𝑎
∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾𝑣𝑘
𝑠′,𝑟
(𝑠′) ] (2.18) 
 
In other words, to evaluate a given policy 𝜋 for a given initial arbitrary 𝑣0 in each iteration, an 
approximation is obtained using the Bellman equation until it converges to  𝑣𝜋(𝑠) as 𝑘 → ∞.  
 
Policy Iteration (Improvement): After the policy evaluation, which reaches to the 𝑣𝜋(𝑠), it is time 
to improve the policy. That is because the goal of finding the value function is to find better 
policies. Once an improved policy 𝜋′ is yielded using 𝑣𝜋, then 𝑣𝜋′  should be obtained under the 
policy 𝜋′  in which 𝑣𝜋′(𝑠) ≥ 𝑣𝜋(𝑠). Again 𝑣𝜋′(𝑠)  should be improved to obtain a better policy 
𝜋′′ until it converges to an optimal value function 𝑣∗ and policy 𝜋∗ [21]. Figure 2.4 shows this 
loop.  
 
 
 
Figure 2.4. Policy evaluation-improvement loop [21] 
 
2.6.5. Monte Carlo Learning (MC) 
 
A “Monte Carlo” method (MC) is a learning approach for estimating the value function and then 
eventually an optimal policy without having complete knowledge of the environment compared to 
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the MDPs. In other words, an MC is one of the model-free approaches in RL, in which only an 
“experience” or a sample sequence of the states, the actions, and the rewards from a real or a 
simulated interaction with the environment are being used [21].  
 
There are two Monte Carlo methods: the “first-visit MC” method and the “every-visit MC” 
method. The Monte Carlo methods use an averaged sample return instead of the expected return 
for learning the state-value function for the given policy. In the first-visit MC method, 𝑣𝜋(𝑠) is 
estimated by taking the average of the returns following first visits to the state 𝑠. In the every-visit 
MC method, 𝑣𝜋(𝑠) is estimated by taking the average of the returns following all the visits to the 
state 𝑠. The convergence to the optimal state-value function 𝑣𝜋(𝑠) happens for both MC methods 
when the number of visits to the state 𝑠, or the number of first visits to the state 𝑠, goes to infinity 
[21].  
 
2.6.6. Temporal Difference Learning (TD) 
 
Similar to the Monte Carlo methods, the Temporal difference methods (TD) are a learning 
approach in which a robot can learn without having complete knowledge of the environment. In 
other words, the TDs are a model-free learning approach in RL. The TDs are using the experience 
to learn [21].  
 
There are different TD methods, including TD(0) or “one-step TD,” TD(𝜆), and n-step TD. The 
TD methods learn from an incomplete episode by bootstrapping, whereas the MC methods learn 
from a complete episode.  In the every-visit MC method, the value function 𝑣𝜋(𝑠) is updated at 
the end of the episode in which the actual return 𝐺𝑡 was obtained: 
 
𝑣𝜋(𝑠𝑡) ← 𝑣𝜋(𝑠𝑡) + 𝛼[𝐺𝑡 − 𝑣𝜋(𝑠𝑡)] (2.19) 
 
In contrast, in the TD method 𝑣𝜋(𝑠𝑡) is updated every time step 𝑡 uses the reward 𝑅𝑡+1 without the 
need to wait until the end of the episode to obtain the 𝐺𝑡: 
 
𝑣𝜋(𝑠𝑡) ← 𝑣𝜋(𝑠𝑡) + 𝛼[𝑅𝑡+1 +  𝛾𝑣𝜋(𝑠𝑡+1) − 𝑣𝜋(𝑠𝑡)] (2.20) 
2.6.7. Action-Selection Methods 
 
The agent takes an action to see the consequence of its action and get a reward. The reward is 
obtained for the action that leads the agent to a good state, whereas a penalty may be obtained if 
the action leads to a state that is not a good one. In this respect, in both the Monte Carlo method 
and the temporal-difference method, taking an action is a fundamental element of the approach. 
Now the question becomes what strategy the agent can follow to take the best action. There are 
different strategies for the agent to take the actions in addition to the dilemma of exploration vs 
exploitation, which will be explained in the following subsections. 
 
The exploration/exploitation dilemma is an option to choose in online decision-making methods 
compared to offline methods. In exploration, the agent explores the environment to gather more 
information, whereas, in exploitation, the agent takes the best decision given the current 
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information. A well-known example in the exploration/exploitation context is the “restaurant 
selection” analogy. In this context, the exploration tries a new restaurant, whereas exploitation 
goes to the known favorite restaurant and tries a new food from the menu [50]. 
 
Greedy Method: In the greedy action-selection method, the agent selects an action that maximizes 
the expected return. However, this strategy does not guarantee better actions because taking the 
action according to this strategy only depends on the reward. This strategy keeps the agent from 
exploration and might cause the agent to exploit the big reward's actions. In other words, it might 
cause the agent to become stuck in a local minimum.  
 
𝜖 -Greedy Method: To overcome the problem of being stuck in the local minimum in the greedy 
method and urging the agent to explore more, 𝜖 -greedy method introduces the 𝜖  as “exploration 
factor.”  The agent uses the exploration factor 𝜖  to randomly choose an action from a uniform 
distribution of actions. The probability of selecting an action 𝑎 in a state 𝑠𝑡 is defined as follows 
[48]: 
 
𝑃(𝑠, 𝑎) =  {
1 − 𝜖  ,             𝑖𝑓 𝑎 =  𝑎𝑟𝑔𝑚𝑎𝑥(𝑄(𝑠𝑡, 𝑎𝑡))
𝜖
𝑚𝑎 − 1
 ,                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(2.21) 
 
𝑚 is the number of actions in the action set. 
 
Softmax-Boltzman Method: One disadvantage to the 𝜖 -greedy method is that in the exploration 
phase, the agent randomly chooses an action from a uniform distribution of actions. Therefore, the 
agent is likely to choose the worst action instead of the best action. Hence in the Softmax-Boltzman 
method, the actions are ranked based on their state-action value function, 𝑄(𝑠𝑡, 𝑎𝑖). By introducing 
another factor rather than 𝜖 to involve the exploration in the action-selection phase, the Softmax-
Boltzman is defined as (2.22). This factor is called the “temperature” parameter 𝑇. The 𝑇 parameter 
defines the level of being greedy or not greedy. If 𝑇 → ∞ , it means the agent is not greedy and is 
exploring all the time. If 𝑇 → 0, it means the agent is greedy and is only exploiting rather than 
exploring. The probability of selecting an action 𝑎 in a state 𝑠𝑡 is defined as follows [48]: 
 
𝑃(𝑠𝑡, 𝑎) =
𝑒𝑄(𝑠𝑡,𝑎) 𝑇⁄
∑ 𝑒𝑄(𝑠𝑡,𝑎𝑖) 𝑇⁄𝑎𝑖
 
(2.22) 
 
Value-Difference Based Exploration (VDBE): VDBE approach is considered as an extension of 
the 𝜖 -Greedy method. In this method, the temporal difference error (TDE) in Q-learning or 
SARSA algorithms is utilized to define the agent’s uncertainty about the environment to introduce 
a state-dependent exploration probability, 𝜖(s) instead of hand-tuning the 𝜖. In other words, 𝜖 is 
going to be adaptively tuned based on the measured TDE [51]. 
 
Cuckoo method: The cuckoo action-selection method (CAS) is based on an optimization 
algorithm called the cuckoo search algorithm. The cuckoo search algorithm balances between 
exploration and exploitation of actions based on one tuning parameter that is to replace a current 
solution with a possible better solution [52]. 
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2.6.8. SARSA 
 
SARSA is a TD-based learning method which updates the action-value function 𝑄(𝑆𝑡, 𝐴𝑡 ) 
according to the 〈𝑆𝑡, 𝐴𝑡 , 𝑅𝑡+1, 𝑆𝑡+1, 𝐴𝑡+1〉 tuple, and as mentioned before, is an acronym for State, 
Action, Reward, State, Action. SARSA is an on-policy control method that uses 𝜖-greedy 
action_policy improvement strategy. The on-policy control means that the agent learns and follows 
the action-selection policy at the same time that it takes the action, compared to an off-policy 
approach. A schematic of an episode, including a sequence of states and state-action pairs, is 
illustrated in Figure 2.5 [21].  
 
In SARSA, the agent transits from one state-action pair to the next state-action pair and learns and 
updates the value of the state-action pair as is formulated in (2.23): 
 
 
 
Figure 2.5. A sequence of alternating state, state-action pairs [21] 
 
Based on that, a general form of SARSA approach can be expressed in an algorithmic template.  
 
Algorithm 2.1 illustrated the original SARSA algorithm [21]. 
 
Algorithm 2.1. Original SARSA algorithm  
1 𝑄[𝑠,  𝑎] =  0;  ∀𝑠 ∈  𝑆,  ∀𝑎 ∈  𝐴 
2 for each episode(𝑛) do: 
3 Initialize 𝑠𝑡 
4 Choose an action 𝑎𝑡 ← action_policy(𝑄, 𝑠𝑡) 
5 repeat for each step of the episode (t): 
6 Take action 𝑎𝑡, observe 𝑠𝑡+1, get a reward 𝑅 
7 Choose an action 𝑎𝑡+1 ← action_policy(𝑄, 𝑠𝑡+1) 
8 Update 𝑄[𝑠𝑡, 𝑎𝑡] ← 𝑄[𝑠𝑡, 𝑎𝑡] + 𝛼[𝑅 + 𝛾𝑄[𝑠𝑡+1 , 𝑎𝑡+1] − 𝑄[𝑠𝑡, 𝑎𝑡]] 
9 𝑠𝑡 ← 𝑠𝑡+1,  𝑎𝑡 ← 𝑎𝑡+1 
10 until 𝑠 is terminal; 
11 end for 
 
This research uses the SARSA approach for the inspect/correct task. 
 
2.7. Grid-World Testbed in RL 
 
A grid-world environment is a two-dimensional grid of cells in which an agent can always occupy 
one cell at a time [53]. The agent can move like a king in a chess game or can move to the four 
adjacent cells. Grid environments have been used as a testbed for a variety of RL problems and 
𝑄(𝑆𝑡, 𝐴𝑡  ) ← 𝑄(𝑆𝑡, 𝐴𝑡 ) + 𝛼[𝑅𝑡+1 +  𝛾𝑄(𝑆𝑡+1, 𝐴𝑡+1) − 𝑄(𝑆𝑡, 𝐴𝑡 )] (2.23) 
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algorithms. Problems such as Reward in RL or a specific algorithm in RL have been tested on grid 
environments [25] [54] [55]. In [54], the authors used a grid environment to explore 
reward/punishment relationships in an RL algorithm, and they define a different notion to present 
a reward and a penalty in an RL algorithm. In [25], the authors use a  grid environment to test a 
hierarchical reinforcement learning approach in a pick and place task. In [55], the authors 
investigate the pathfinding problem using RL in a grid-world testbed. Furthermore,  AI safety 
problems have been studied in a set of designed grid environments in [53]. 
 
The simplicity of the grid-world environment, which makes the learning problem seem simple and 
intuitive from [53] point of view, is also a reason for us to utilize a two-dimensional m×n grid-
world environment to study RL performance on inspect/correct-like tasks. 
 
2.8. Summary 
 
In this chapter, comprehensive literature related to RL applications, Memory in RL, and the effect 
of variability on the RL performance was review. The RL algorithm and its configuration were 
then covered, which we use throughout the research.  
 
In the next chapter, we utilize the RL approach for inspect/correct-like task where variability is the 
primary concern.  The RL is formulated for an MDP based scenario of an inspect/correct-like task, 
and a new testbed to examine the performance of the RL algorithm is introduced.   
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Chapter 3. SARSA RL for Inspect/Correct-like Tasks 
 
3.1. Overview 
 
In order to answer the research question, we have designed a unique environment with/without 
variability. We define the inspect/correct-like task as an MDP, which we described in Chapter 2. 
Therefore, the essential elements of the MDP problem, such as state, action, and reward for the 
inspect/correct-like task, are defined in this chapter. We apply the SARSA RL approach for 
inspect/correct-like task in this environment to investigate the SARSA RL performance in the 
environments with/without variability. Variability in the environment will be sampled based on a 
Bivariate Gaussian distribution function. The performance measures will be elaborated then.  
 
3.2. RL Formulation for the Inspect/Correct Task  
 
For this research, the inspect/correct task is conducted within a two-dimensional grid-world 
environment (Figures 3.1-3.2). Filled and empty cells are to be inspected, and objects (filled cells) 
moved to their correct location if out of place with respect to a reference model. Figure 3.1 
represents the ground truth reference or the model of the environment. Figure 3.2 represents an 
example of an actual environment to be inspected with an object out of place from the reference 
(i.e., a defect).  
 
 
 
 
 
 
 
 
 
Figure 3.1. The ground truth reference or 
model of the environment 
Figure 3.2. An actual environment to 
be inspected with one defect 
 
A learning episode represents the accomplishment of an inspect/correct-like task. The agent begins 
from a fixed location at the beginning of each episode, and the episode ends when the actual model 
is brought into alignment with the reference model. Within an episode, the state is observed at each 
time step, and a possible reward (or punishment) is received. Based on the current state, an action 
is selected probabilistically following the policy from the set of available actions; actions include 
moving to adjacent cells or picking up or dropping off the object.  A learning cycle is composed 
of multiple episodes in which learning converges to an optimal policy. The agent receives a fixed 
starting location as input at the beginning of a learning cycle.  Besides, the bivariate probability 
distribution of defects remains constant during a learning cycle. The specific defect location is 
sampled from the bivariate probability distribution for each episode.  
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An example of one complete episode is illustrated in Figure 3.3. In this example, the agent starts 
from the (0, 0) location, and then the agent takes multiple steps (shown by red arrows) until it 
finishes the task when it drops the misplaced block in the target location. This episode contains 18 
steps. Each episode might consist of a different number of steps in each learning cycle. In the next 
upcoming sections, the inspect/correct-like task is formulated as an MDP problem. The elements 
of the MDP problem, including action, state, and reward, are carefully defined and explained.  
 
3.2.1. Actions 
 
Actions are the available controls for the agent. For the testbed environment, at any time-step, the 
agent can perform one of the six available actions; the agent will choose the action autonomously. 
These actions include moving one cell in any rectilinear direction (up, down, left, right) and 
picking up or dropping off a block in the current cell location. The set of all possible actions the 
agent may take in each state is then: 
 
 𝐴 =  {𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑟𝑖𝑔ℎ𝑡, 𝑙𝑒𝑓𝑡, 𝑝𝑖𝑐𝑘𝑢𝑝, 𝑑𝑟𝑜𝑝 𝑜𝑓𝑓}  
 
 
 
There are some physical constraints on the action set, as follows: 
 
• The agent cannot go outside of the grid. So, for example, if the agent is in the (0, 0) 
location as illustrated in Figure 3.3, the agent cannot go to either left or down directions 
even though either left or down actions have been selected.  
 
3.2.2. States 
 
The agent interacts with the environment and makes observations of the environment. All 
observations could potentially serve as a state for an RL problem; however, not all the observations 
are necessarily useful as state information. Using all observations as states increase the size of the 
 
 
 
 
 
 
 
  
 
 
 
 
Figure 3.3. The agent is in the (0, 0) location of the grid world. Red arrows show the 
possible steps in one episode 
0 
0 
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state space, which can reduce the effectiveness of RL. State observations used for this research 
were as follows: 
 
• Agent location: The agent's location is defined by (X, Y) grid coordinates, where X, Y  
0-6 for a 7×7 grid-world environment (49 unique locations). 
 
• Agent holding status: Whether the agent is holding a block (1) or not (0).  
 
• Cell status: The current cell has one of the four possible statuses with respect to the 
reference model: {correctly empty, correctly occupied, incorrectly empty, incorrectly 
occupied}. 
 
Consequently, we can define the state at any time t as a vector of three elements as follows: 
𝑆𝑖 =< 𝐴𝑔𝑒𝑛𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝐴𝑔𝑒𝑛𝑡 ℎ𝑜𝑙𝑑𝑖𝑛𝑔 𝑠𝑡𝑎𝑡𝑢𝑠, 𝐶𝑒𝑙𝑙 𝑠𝑡𝑎𝑡𝑢𝑠 > 
 
For a 7x7 grid-world, the state vector S has 7×7×2×4 = 392 unique values. 
 
The proposed state vector configuration is flexible and can be expanded as needed. Therefore, the 
state vector can be generalized to more complicated environments. For instance, it can be 
generalized for the environments with more than one defect block and more than one target 
location, as we explain in Chapter 4. 
 
3.2.3. Rewards 
 
In an RL problem, the agent will learn from the consequences of its actions that are defined by a 
reward or a penalty. That is how the agent will learn where to place the misplaced object. 
Therefore, the reward should be designed in a way that directs the agent to the goal task (place the 
misplaced block in the target location). Accordingly, a problem of bad reward design arises if the 
agent is rewarded on subtasks, i.e., how to do a task instead of what is the objective of the whole 
scenario to be accomplished by the agent [56]. For example, if the agent is rewarded when it finds 
the misplaced block, the agent will ignore the objective, which is to place the misplaced block in 
the target location. The agent will ignore the goal task because, over time, it can accumulate 
rewards for finding a misplaced block, but it never completes the episode. So, the goal task will 
be ignored. 
 
Therefore, the initial reward structure for this research is as follows: 
 
• The agent should obtain a large positive reward for a successful drop off of the misplaced 
object into the target location (i.e., the final goal state). A +5pt reward is given for 
reaching the goal state.  
 
• The agent should obtain a negative reward (a penalty) if it drops off a misplaced object in 
the wrong location, a critical mistake. A -2pt penalty is assigned for misplacing the block. 
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• The agent should obtain a negative reward (a penalty) if it selects the pick-up action 
while it’s not holding any objects and where it is different than the misplaced block 
location, a critical mistake. A -2pt penalty is assigned for the wrong pick up the action.  
 
• The agent receives a small penalty (-0.1pt) for each cell visited that does not achieve the 
final goal state.  
 
The reward function 𝑅(𝑠) may then be summarized as: 
 
 𝑅(𝑠) =  {
+5         𝑖𝑓 𝑠 𝑖𝑠 𝑡ℎ𝑒 𝑓𝑖𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒
−2   𝑖𝑓 𝑠 𝑖𝑠 𝑎 a critical mistake
−0.1                  𝑓𝑜𝑟 𝑎𝑛𝑦𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒
 
 
 
3.2.4. Probability Distribution of Errors 
 
The main focus of this research is the impact of task variability on RL performance. To that end, 
misplaced object(s) will have a perturbed location every time the agent starts an inspect/correct 
task, with the perturbed location sampled from a Bivariate Gaussian distribution with a centroid 
(Xp,Yp) and covariance matrix Σ𝑥𝑦 =  (
𝜎𝑥𝑥 𝜎𝑥𝑦
𝜎𝑦𝑥 𝜎𝑦𝑦
).  
 
The joint probability density function 𝑃(𝑥𝑝, 𝑦𝑝) is given as follows [57]: 
 
𝑃(𝑥𝑝, 𝑦𝑝) =  
1
2𝜋𝜎1𝜎2√1 − 𝜌2
exp [−
𝑧
2(1 − 𝜌2)
] 
(3. 1) 
 
where: 
 
𝑧 ≡
(𝑥𝑝 − 𝜇𝑝)
2
𝜎𝑥2
−
2𝜌(𝑥𝑝 − 𝜇𝑥)(𝑦𝑝 − 𝜇𝑦)
𝜎𝑥𝜎𝑦
+
(𝑦𝑝 − 𝜇𝑝)
2
𝜎𝑦2
 
(3. 2) 
 
and 
 
𝜌 ≡ 𝑐𝑜𝑟(𝑥𝑝, 𝑦𝑝) =
𝑉12
𝜎𝑥𝜎𝑦
 
(3. 3) 
 
where 𝜌 is the correlation. 
 
The impact of zero (deterministic), low, medium, and high values of 𝜎 or more specifically, the 
covariance matrix Σ𝑥𝑦 on RL performance will be investigated as one of the main contributions of 
this research.  
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(a) perturbed location of the block when σ = 0 (b) perturbed location of the block when Σxy =
(
0.1 0
0 0.1
) 
  
(c)perturbed location of the block when Σxy =
(
0.5 0
0 0.5
) 
(d) perturbed location of the block when Σxy =
(
1 0
0 1
) 
  
(e) perturbed location of the block when Σxy =
(
4 0
0 4
) 
(f) perturbed location of the block when Σxy =
(
6 0
0 6
) 
 
Figure 3.4. The defect location distribution based on a Bivariant Gaussian distribution 
function with various covariance matrices 
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Figure 3.4 illustrates the distribution pattern at the four levels of variability. To handle the samples 
falling outside of the grid, we delete those probability samples generated outside of the grid borders 
from the set of possible probability samples.  
 
3.3. SARSA RL Algorithm for Inspect/Correct Task 
 
The RL algorithm for an inspect/correct-like task is defined based on the SARSA algorithm. An 
overview of the proposed algorithm is shown in Algorithm 3.1. The set of states (𝑆), the set of 
actions (𝐴), and the reward function (𝑅) have been appropriately defined in the previous sections. 
A state from the set of states and an action from the set of actions will be noted as "𝑠" and "𝑎" 
respectively, throughout the research. 
 
The learning cycle in Algorithm 3.1 starts from the initialization of the action-value 
function 𝑄(𝑠, 𝑎). The action-value function 𝑄(𝑠, 𝑎) is initialized to zero because the goal is that 
the agent learns the task from scratch. In other words, the agent has to learn everything only 
through interaction with the environment and not from any input or bias information. Then the 
state  𝑠 should be initialized for the agent to begin the inspection from that state. In this research, 
the state for the agent will be initialized to be < (0, 0), not holding, random cell status >.  In the 
real-world scenario, a robot has the physical constraints of where or in what position to start the 
inspection; therefore, the “agent location” within the state vector is initialized to (0, 0). Moreover, 
in the initialized state, the “agent-holding status” is defined as “not holding” since the agent should 
not hold a block before the inspection task. The third variable in the state vector, “cell status,” 
follows a stochastic characteristic as it might have the status of “incorrectly occupied” or “correctly 
empty.” Consequently, the “cell status” will be defined randomly. However, the misplaced object 
will have a perturbed location every time the agent starts the inspection task, with the perturbed 
location sampled from a Bivariate Gaussian distribution with a centroid (Xp,Yp) and variance-
covariance matrix Σ𝑥𝑦 =  (
𝜎𝑥𝑥 𝜎𝑥𝑦
𝜎𝑦𝑥 𝜎𝑦𝑦
).  
 
Algorithm 3.1. inspect/correct-like task algorithm based on the original SARSA algorithm 
1 𝑄[𝑠,  𝑎] =  0;  ∀𝑠 ∈  𝑆,  ∀𝑎 ∈  𝐴: {up, down, right, left, pick up, drop off} 
2 for each episode(𝑛) do: 
3 Initialize 𝑠𝑡; < (0, 0), not holding, random cell status > 
4 Choose an action 𝑎𝑡 ← 𝜖-greedy (𝑄, 𝑠𝑡) 
5 repeat for each step of the episode (t): 
6 Take action 𝑎𝑡, observe 𝑠𝑡+1, get a reward 𝑅 
7 Choose an action 𝑎𝑡+1 ← 𝜖-greedy (𝑄, 𝑠𝑡+1) 
8 Update 𝑄[𝑠𝑡, 𝑎𝑡] ← 𝑄[𝑠𝑡, 𝑎𝑡] + 𝛼[𝑅 + 𝛾𝑄[𝑠𝑡+1 , 𝑎𝑡+1] − 𝑄[𝑠𝑡, 𝑎𝑡]] 
9 𝑠𝑡 ← 𝑠𝑡+1,  𝑎𝑡 ← 𝑎𝑡+1 
10 until 𝑠 is terminal; 
11 end for 
 
 
Following the SARSA algorithm, the agent then needs to choose an action 𝑎 using the 𝜖 -greedy 
action-policy method from the set of actions. However, the agent will consider the constraints on 
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the set of actions based on the agent’s state. Then the inner loop starts by taking the selected action 
𝑎 which leads the agent to be in the next state, 𝑠𝑡+1, and get the immediate reward, 𝑅. Afterward, 
the agent chooses the next action 𝑎𝑡+1 from the state 𝑠𝑡+1 to move forward to the next state. Before 
moving forward, the 𝑄 function is updated, and the loop continues until the agent reaches the final 
state, which completes one episode. The agent reaches the final state when it drops the misplaced 
block in the target location which is at (3, 3) grid location. The learning cycle ends when the goal 
is reached, or in general, based on a defined criterion, for example, the maximum number of steps.   
𝛼, 𝜖, and 𝛾 are called the hyperparameters of the learning cycle.  
 
3.4. Test Environment 
 
We designed unique environments for the inspect/correct-like tasks test purposes since none of the 
available bentch mark environments could sufficiently represent the inspect/correct- like task 
problem. This chapter reviews the environment with one defect location and one target location 
that resembles an inspect/correct-like task. In chapter 4, a wider range of environments for a wider 
class of inspect/correct-like tasks will be presented.  
 
Briefly, there is a range of bench-mark environments, including Gym from OpenAI [26] [58], RL-
Robot [5], and many others [59]. Table 3.1 lists some of the environments used for training and 
testing the RL algorithms based on [5] [26] [58] [60]. We utilized Gym OpenAI to implement our 
test environment. 
 
The first testbed environment that we designed was a 7x7 grid with 392 unique states. The initial 
policy for the environment and the inspect/correct-like task was defined based on the 392 unique 
states and the six unique actions. The policy maps each state to a possible action. In other words, 
the policy defines for each state the possible actions that can be taken, and for each action, the new 
state moved to, the reward, and whether the goal reached.  
 
Figure 3.5 illustrates one sample of the initial policy which is created starting from (0, 0) location 
for the test environment of one defect location and one target location with a unique 392 states. 
The initial policy for a deterministic case of the environment, starting from state 0 all the way to 
state 211, is illustrated in Appendix A, Table A.1. Each state provides three observations of the 
location, the holding status, and the cell status to the agent.  The agent interacts with the 
environment on-policy to learn the task and the grid environment (individual cell), to find any 
misplaced block (defect), and to drop the misplaced block in the target location. While exploring 
the environment to learn the environment and to learn the specified task, the agent might pick up 
a wrong block or might drop the misplaced block in the wrong location. In these situations, as 
stated before, a negative reward will be assigned to the agent. In addition to that, the policy would 
be updated simultaneously if successful pickup or successful drop-off. If pickup was successful, 
the defect was in the current cell but is no longer in the current cell. The policy for all state/actions 
coming to this cell must be modified so the cell status will be empty, not DEFECT, i.e., correctly 
empty. Besides, the pickup action policy for the current cell must be modified so it will not succeed 
(since the cell is now empty). Likewise, if a drop off was successful, the defect was not in the 
current cell but now is in the current cell. The policy for all states/actions coming to this cell must 
be modified so that status will be “DEFECT,” not “EMPTY.” Also, the drop-off action policy for 
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the current cell must be modified so will not succeed (since the cell is now occupied). So, the 
policy is reconstructed in real-time. 
 
Table 3.1. A list of some RL bentch mark environments [5] [26] [58] [60] 
 
Environment Name Common Application 
1 Gym 
General Use for RL 
2 Gym Universe 
3 ALE 
4 Pycolab 
5 Carla 
Vehicle Simulation 
6 AirSim 
7 Deepmind Lab 
Navigation 
8 VizDoom 
9 Project Malmo 
10 AI2Thor 
11 Home Platform 
12 MINOS 
13 House3D 
14 GibsonEnv 
15 Gym-Maze 
16 PySC2 
Strategies 
17 TorchCraft 
18 Roboschool 
Locomotion 
19 Control Suite 
20 ML-Agent General Use for RL 
21 JADE 
General Use 
22 RL-ROBOT 
 
3.5. Impact of Variability on the SARSA RL Performance  
 
To investigate the effect of variability on the SARSA RL agent performance, we tested the 
inspect/correct-like task using SARSA RL on the simulated environment of one defect location 
and one target location. One deterministic case and several levels of variability were tested. The 
variability is embedded in the defect block location, while the target location holds an unchanged 
location during the learning cycle. In the deterministic case, the misplaced block was located in a 
fixed location in the grid environment (1, 3) in every episode during the learning cycle. The target 
location was located at (3, 3) in a two-dimensional coordinate system, Figure 3.3. That is because, 
for the deterministic case, the variance in the covariance matrix is zero. Therefore, a sample from 
the Bivariate Gaussian distribution function always falls in the mean-centroid location, where it is 
(1,3) in our test example. In the variability cases, the misplaced block has a variable location in 
every episode, sampled from the Bivariate Gaussian distribution with a fixed mean-centroid as (1, 
3) and eight different covariance matrixes Σ𝑥𝑦, respectively analogous to the eight different levels 
of variability from low to high. The target location for all the variability cases remained the same 
as it was in the deterministic case, i.e., (3, 3). 
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Figure 3.5. A sample of the initial policy created based on the defined state-action-reward 
starting from [0, 0, 0, 0], selecting each of the available actions, and receiving the reward “r” 
according to Figure A.1 in Appendix A. The larger blue circles represent the states, and the 
smaller green circles represent the actions 
 
Figure 3.6 illustrates the samples’ locations of the probable distribution of the defect locations on 
the grid environment testbed and the related covariance matrix, the grid coverage percentage 
(GCP), and the mean-centroid (the red circle) in a typical learning cycle of 1000 episodes. The 
GCP indicates the ratio of the covered grid’s cells with the generated defect samples after 1000 
episodes (excluding the filled cells and the target cell location). In other words, the GCP is 
equivalent to the percentage of the possible available defect locations in each case of variability 
after 1000 episodes. For instance, there is only one possible defect location in every episode in the 
deterministic case. So, the percentage of the available defect locations would be 1/44*100=2% 
(Figure 3.6).  
 
The variability levels are defined based on the GCP. Based on the GCP, we have selected the 
covariance matrixes of Σ𝑥𝑦0.1, 𝛴𝑥𝑦0.3and 𝛴𝑥𝑦0.4to represent the low-level variability, the covariance 
matrixes of Σ𝑥𝑦0.5, 𝛴𝑥𝑦0.6 and 𝛴𝑥𝑦0.8 to represent the medium-level, the covariance matrixes of 
𝛴𝑥𝑦4and 𝛴𝑥𝑦1to represent the high-level, and the covariance matrix of 𝛴𝑥𝑦6to represent the very 
high-level variability, respectively, in the location of the misplaced block.  
 
We use (i-0-0-i) and (i, 0, 0, i) instead of Σ𝑥𝑦𝑖 to represent the covariance matrix from now on 
throughout the research.  
 
For example Σ𝑥𝑦0.1 is equivalent to (0.1-0-0-0.1), (0.1, 0, 0, 0.1) and (
0.1 0
0 0.1
).  
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Figure 3.6. The Bivariate Gaussian generated samples’(orange cells) locations in the grid 
environment and the relative GCP based on the different covariance matrixes, centroid-mean=(1, 3), 
and after 1000 episodes. The orange cells represent possible defect locations. The purple cells 
represent the filled cells or the objects, the pink cell represents the target cell, and the red circle 
represents the centroid-mean = (1, 3) 
 
To conduct the experiments, to investigate the effect of variability of the SARSA RL performance, 
we utilized the best fit of the hyperparameters, including the exploration/exploitation parameter 
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(𝜖), and the learning rate (𝛼) in the SARSA RL algorithm (algorithm 3.1), according to Table 3.2, 
which we are explaining in the next section. The allowed number of steps in each episode was 
limited to 5000 steps. Each learning cycle consists of 1000 episodes. Stopping criteria for all the 
tasks are either to finish within 5000 steps or to stop learning after 5000 steps in an episode, i.e., 
the episode terminates after 5000 steps if the agent could not finish the task within 5000 steps. In 
all the experiments, the discount factor, 𝛾, was constant as 0.95. The episode starts from (0, 0) 
location where the agent starts the episode and stops either when the goal task is reached, i.e., 
locating, picking up, and dropping off the misplaced block in the target location (3, 3) or after 5000 
steps.  
 
The number of steps (5000) was selected based on the monitored average number of steps needed 
to complete an episode in different empirical experiments. The number of episodes in a learning 
cycle was chosen based on different empirical experiments and tracking the number of episodes 
needed for the agent to learn the whole task. The target location had a fixed location for all the 
episodes as (3, 3). The experiment was repeated for each case of variability with 1000 episodes. 
 
An insightful observation about the agent’s behavior in different cases of variability can be 
observed from the number of steps the agent took in each episode and the accumulated reward in 
each episode. Figure 3.7 depicts how the SARSA RL agent acts in different levels of variability in 
the test environments for the inspect/correct-like task regarding the accumulated reward and the 
number of taken steps in 1000 episodes.  
 
Based on Figure 3.7 in the deterministic case, where both the defect location and the target location 
remained unchanged during the learning cycle, the spikes have occurred only in the first five 
episodes. After that, the number of steps per episode declines significantly. The few small peaks 
further along the episode’s axis arise because of the effect of the (𝜖) (exploration) during the 
learning cycle. 
 
In the low variability cases of (0.1-0-0-0.1), we observe similar behavior to the deterministic one 
by the agent. However, there exist more distinct spikes over the entire learning cycle. Those are 
the result of the higher location variability and the effect of exploration/exploitation parameter (𝜖), 
which consequently make the agent explore more. 
 
In the low to medium variability cases of (0.3-0-0-0.3), (0.4-0-0-0.4), (0.5-0-0-0.5), (0.8-0-0-0.8), 
and (1-0-0-1), the agent acts more exploratory, as is evident from the number of steps taken in 
each episode, Figure 3.7(a). More spikes along the episode axis show the variability in the defect 
location. The unknown and stochastic environment causes the agent to navigate more and 
consequently to take more steps.  
 
In Figure 3.7(b), big negative rewards and notable valleys along the episode axis in the reward 
illustrations relative to each variability level match the agent's exploration behavior in these cases. 
As the agent navigates more, it accumulates more negative rewards, i.e., punishments. Therefore, 
in the variability cases, the accumulated reward graph oscillates sharply with negative spikes.   
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(a) Steps per Episode (b) Reward per Episode 
 
 
Deterministic 
  
Deterministic 
 
 
(0.1-0-0-0.1) 
 
 
(0.1-0-0-0.1) 
 
 
(0.3-0-0-0.3) 
 
 
(0.3-0-0-0.3) 
 
 
(0.4-0-0-0.4) 
 
 
(0.4-0-0-0.4) 
 
Figure 3.7. (a) The number of steps and (b) accumulated reward per episode for each case of 
variability in the SARSA RL 
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(a) Steps per Episode (b) Reward per Episode 
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(Figure cont’d) 
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(a) Steps per Episode (b) Reward per Episode 
 
 
(6-0-0-6) 
 
 
(6-0-0-6) 
 
 
 
In the high variability case of (4-0-0-4) and the very high variability case of (6-0-0-6), the agent's 
exploratory character becomes more evident as the variability in the defect location and GCP 
grows to 88.63%-100%. The number of steps reaches the limit of 5000 steps in some episodes, 
which shows the agent's inability to accomplish the task. That is because the agent was unable to 
locate the defect location based on the previous state-action value function on the one hand. On 
the other hand, (𝜖) causes more exploration compared to other variability levels. The big negative 
accumulated reward in each episode is a confirmation of the agent’s exploratory behavior. 
 
3.5.1. Metrics to Evaluate the Observations 
 
The metrics used in evaluating the primary study of the SARSA RL performance for 
inspect/correct-like task in all levels of variability are: 
 
1. The total number of steps over the last 100 episodes out of 1000 episodes,  
 
2. The average accumulated reward gained over the last 100 episodes out of 1000 episodes 
of 5000 steps, 
 
3. The quality measures of OE and efficiency, which we will be explaining in details. 
 
The number of taken steps is proportional to the time needed to accomplish one episode. More 
steps lead to more computational time to complete the task. Figure 3.8 illustrates the agent's total 
number of steps in the deterministic case and each case of variability over the last 100 episodes 
out of 1000 episodes. Figure 3.6 shows that increasing the variability increases the number of steps 
needed for the agent to complete the task. This is an expected result. Because as the agent is not 
prescient, higher variability will require a more expansive search field to find the new defect 
location.  
 
Figure 3.9 shows the agent's first 17 steps' trajectory in the deterministic case in the first episode. 
In this very first episode, the agent randomly explores the environment. That is because the 𝑄-
table values are still zero for all the states-actions pairs. So, the search pattern is random, as is 
illustrated in Figure 3.9. 
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Now we look at the steps of the last episode for both deterministic and stochastic environments. 
Figures 3.10-3.11 show the search pattern, including all the steps taken by the agent in the last 
episode. In these Figures, the green cell is the defect location, and the purple cell is the target 
location. The purple cells represent the filled cells. 
 
 
 
 
Figure 3.8. The total number of steps for the deterministic and variability cases in the last 100 
episodes 
 
 
 
Figure 3.9. The first 17 steps taken by the agent starting from state 0 in the first episode 
 
Figure 3.10 illustrates the last episode's trajectory in the inspect/correct-like task in the 
deterministic case. Obviously, the agent has learned the inspect/correct task in the deterministic 
case and completes the task within ten steps.  
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Figure 3.10. The search pattern in the deterministic case in the last episode. The green cell is 
the defect location, and the pink cell is the target location. The purple cells represent the filled 
cells 
 
Figure 3.11 illustrates the agent's trajectory in the last episode in the high variability case. The 
trajectory taken by the agent shows a random navigation and search pattern. According to Figure 
3.11, the agent could not find the defect location in the minimum number of steps, or in other 
words, the agent could not learn the task. Therefore, the agent could not learn an efficient search 
strategy. This inability in learning is because the stochastic appearance of the defect location in 
every episode reduces the state-action value related to the last episode with a different defect 
location.  Therefore, the previous state-action values should be modified toward another strategy 
for the new defect location. In fact, the old values cannot help the agent to find the new defect 
location. Hence, it costs the agent a long exploration to find another solution. So, these variations 
in the state-action values of the 𝑄-table across the episodes, eliminate the 𝑄 function to stabilize 
in a way that could guide the agent toward the best strategy per each defect location.  
 
Figure 3.12 illustrates the average accumulated reward for the deterministic case and all the 
variability cases over the last 100 episodes out of 1000 episodes. The outcome was expected, as 
higher variability will require more expansive navigation and consequently decreases the 
accumulated reward. 
 
We have defined two "quality" metrics of OE and efficiency to provide an evaluation metric of the 
quality of learning achieved by the agent in the SARSA RL algorithm in this chapter. We will be 
utilizing the same metric to evaluate the SARSA RL algorithm against the other approaches that 
we present in Chapter 5. In the following sections, we describe these measures in detail. 
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Figure 3.11. The search pattern in the high variability case of (6-0-0-6) in the last episode. The 
green cell is the defect location, and the pink cell is the target location. The purple cells represent 
the filled cells. The number “18” in the figure indicates the total number of oscillations between 
states 64 and 72 correspond to the state vector [1,1,0,0]  and the state vector [1,2,0,0] 
 
 
 
Figure 3.12. The average accumulated reward for the deterministic and the variability cases 
over the last 100 episodes 
 
We define an optimal episode (OE) as an episode completed with the minimum number of steps 
needed to accomplish the task. For instance, the best trajectory in the deterministic case contains 
eight steps in an episode, including the pick-up and the drop-off steps. Figure 3.13 shows the best 
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trajectories the agent can follow in the inspect/correct task's deterministic case. The best 
trajectories can be reached by four different paths, as shown with four different colors in Figure 
3.13. In this figure, the green cell represents the defect location, the pink cell represents the target 
location, and the purple cells represent the filled cells. However, all four paths are considered to 
be the best trajectory that the agent can learn to take. Hence if the steps in an episode correspond 
to one of these trajectories, it would be OE.  
 
 
       
       
       
       
       
       
       
 
Figure 3.13. The four trajectories contain the minimum number of steps needed to 
accomplish the task in an episode for the deterministic case 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14. State transition schema in an optimal policy according to the red trajectory of 
Figure 3.10 
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Figure 3.14 illustrates the state-action transition schema in an optimal policy according to the red 
trajectory of Figure 3.13. Starting from the initial state vector [0, 0, 0, 0], the schema shows how 
much it is difficult for the agent to learn the optimal policy with no input information about the 
environment or task. Because at each state node, any wrong action choice would direct the agent 
to a different trajectory.   
 
We define the %𝑂𝐸 as follows: 
 
 
%𝑂𝐸 =  
∑ 𝑇𝑂𝐸𝑖𝑖
100
∗ 100 
(3.4) 
 
 
where TOEi is the total number of OEi in the last hundred episodes. The OE in the deterministic 
case has a constant value over the learning cycle, i.e., the minimum number of steps in the OE is 
constant since there is only one unchanged defect location. Therefore, the best trajectory would 
consist of the same number of steps to accomplish the task.  
 
However, there is more than one possible location for the defect in the variability cases (Figure 
3.4). Therefore, there would be more than one best trajectory that corresponds with any of the 
defect locations. We can find defect zones where the zone would have an equal OE for each of the 
defect locations within the area. Different defect zones, each with a unique OE, where starting 
from the initial state, are depicted with colored borders in Figure 3.15. 
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Figure 3.15. Relative OEi based on the defect zone in the grid 
 
Furthermore, we define an efficiency metric as follows: 
 
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  
𝑀𝑖𝑛 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑒𝑝𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑒𝑝𝑠
∗ 100 
(3.5) 
 
where the numerator is the total number of steps if the agent followed the optimal trajectory (the 
best trajectory) for each episode (if the agent was prescient) and “Total number of steps” in the 
denominator is counted over the last 100 episodes. Increasing values (closer to 100%) are more 
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"efficient" than smaller values. Note that the numerator is harsh, as a non-prescient agent will 
never achieve this except in the deterministic case.   
 
We explain the above formulas using an example for the high variability case of (6-0-0-6). The 
generated defect locations for the very high variability case is depicted in Figure 3.4. According 
to the location of the defects, the relative OEs for the high variability case of (6-0-0-6) are {OE8, 
OE10, OE12, OE14, OE16, OE18, OE20} (Figure 3.12). Therefore, %𝑂𝐸 and Efficiency are calculated 
as follows: 
 
%𝑂𝐸 = 
𝑇𝑂𝐸8+𝑇𝑂𝐸10+𝑇𝑂𝐸12+𝑇𝑂𝐸14+𝑇𝑂𝐸16+𝑇𝑂𝐸18+𝑇𝑂𝐸20
100
∗ 100 =  
0+0+0+0+0+0+0
100
∗ 100 =  0% 
 
where 0% shows the absence of any OE per defect location. In other words, the agent could not 
learn to accomplish the task within the minimum possible number of steps per none of the defect 
locations. 
 
Efficiency = 
968
38134
∗ 100 =  2.58% 
 
where 38134 is the total number of steps over the last 100 episodes, and 968 is the minimum 
possible number of steps within the last 100 episodes per the set of the defect locations, i.e., 
52*8+22*10+14*12+9*14+3*16 = 968. 
 
Figure 3.16 summarizes the efficiency results for four cases of variability, including deterministic 
(0.1-0-0-0.1), (1-0-0-1), and (6-0-0-6). As is evident from Figure 3.16, the performance of the 
agent in the deterministic case and the low variability case is higher than the medium variability 
case of (1-0-0-1) and the very high variability case of (6-0-0-6).  
 
 
 
 
Figure 3.16. Comparison of the IFR for the instances of variability against the IFR Baseline 
 
 
To summarize the results of this section through Figures 3.6-3.16, it might be said that even with 
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RL algorithm performs differently in different levels of variability for inspect/correct-like task 
based on the total number of steps, OEs, efficiency, and the average accumulated reward metrics. 
As the defect location variability increases, the SARSA RL algorithm shows instability in the 
navigation and the search pattern. Consequently, the total number of steps increases, whereas the 
accumulated reward decreases significantly, which is the natural outcome of the environment's 
variability. The measure of efficiency for the instances of the deterministic and the variability 
cases, including (0.1-0-0-0.1), (1-0-0-1), and (6-0-0-6), indicates that the agent is not efficient in 
learning the best strategy for each defect location for variability cases.  
 
3.6. Impact of Hyperparameters on RL Performance 
 
Since we are utilizing the 𝜖-greedy action-policy approach according to (2.21) along with the 
SARSAL RL(algorithm 3.1), the hyperparameters such as the exploration parameter (𝜖), the 
discount factor (γ) and the learning rate (α) should be selected in a way that best assists the agent 
to accomplish the task. For example, the exploration probability parameter value (𝜖) should be 
small enough to avoid extra random exploration. Still, on the other hand, it should not be zero to 
avoid being stuck in the local minimum. Several trials and error experiments were conducted to 
find hyperparameter's impact on the RL algorithm's performance for the inspect/correct task and 
find the best hyperparameter values.  
Figures 3.17-3.18 illustrate the impact of the different exploration probability parameter value (𝜖) 
and the learning rate (α) on the SARSA RL agent's performance in inspect/correct task evaluated 
by the average accumulated reward over the last 100 episodes out of 1000 episodes. The maximum 
number of steps allowed to be taken by the agent in each episode was limited to 5000 steps.  Each 
experiment was repeated 20 times. In all the experiments, the discount factor (γ) was constant as 
0.95. The episode starts from (0, 0) location where the agent starts the episode and stops either 
when the goal task is reached, i.e., locating, picking up, and dropping off the misplaced block in 
the target location (3, 3) or after 5000 steps. 
 
Five different exploration parameter values (𝜖)  in a range of (0.1-0.5), ten levels of variability 
related to the location of the misplaced block (including the deterministic case), and two learning 
rates (α) in a range of (0.4-0.5) were tested to find the impact of exploration parameter (𝜖), and the 
learning rate on the performance of the RL agent in different variability cases based on the average 
accumulate reward criterion. 
 
As shown in Figures 3.17-3.18, increasing the exploration probability parameter (𝜖) decreases the 
average accumulated reward over the last 100 episodes (out of 1000 episodes) for the deterministic, 
the low variability cases of (0.1-0-0-0.1), (0.3-0-0-0.3), (0.4-0-0-0.4), (0.5-0-0-0.5) and the 
medium variability cases of (0.6-0-0-0.6) and (0.8-0-0-0.8). The results are similar for both of the 
learning rate parameters (α), i.e., (0.4 or 0.5).  
 
However, in the medium variability case of (1-0-0-1), the average accumulated reward increases 
with the increment of the exploration probability parameter (𝜖) until 0.3. After that, it decreases 
until the exploration probability parameter (𝜖) = 0.5.  
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Figure 3.17. The impact of the exploration probability parameter (𝜖) on the RL agent's 
performance evaluated by the average reward accumulated over the last 100 episodes, with the 
learning rate 𝛼 = 0.4 
 
The agent acts differently in the high variability case of (4-0-0-4) when the learning rate parameter 
is either 0.4 or 0.5. When the learning rate (α) is 0.4, and the exploration probability parameter (𝜖) 
is incremented from 0.1 to 0.5, the average accumulated reward increases. However, when the 
learning rate (α) is 0.5, while the exploration probability parameter (𝜖) is in the range of (0.1 - 0.2), 
the average accumulated reward remains constant. The average accumulated reward increases for 
the exploration probability parameter (𝜖) in the range of (0.2 - 0.4) and then decreases again for 
the exploration probability parameter (𝜖) in the range of (0.4 - 0.5).  
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Figure 3.18. The impact of the exploration probability parameter (𝜖), on the performance 
of RL agent evaluated by the average reward accumulated over the last 100 episodes, with 
the learning rate 𝛼 = 0.5 
 
Figures 3.17-3.18 also show, the agent acts more productive when the exploration probability 
parameter (𝜖) increases in the very high variability case of (6-0-0-6). While the learning rate 
parameter (α) is 0.4, the average accumulated reward over the last 100 episodes increases with the 
increment of (𝜖). In the learning rate (α) of 0.5, the average accumulated reward increases by an 
increment of (𝜖) up to 0.3. Afterward, the average accumulated reward almost remains constant 
up to (𝜖) = 0.4, and then the average accumulated reward increases by the increment of (𝜖) to 0.5. 
 
Table 3.2 summarizes where the agent gained the highest accumulated reward based on the 
exploration probability parameter (𝜖) and the learning rate parameter (α) per each case of 
variability. The results are based on the average reward earned over the last 100 episodes of 1000 
episodes of 20 training cycles per each variability case with the SARSA RL algorithm 3.1. 
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We utilized the values of the hyperparameters of (𝜖) and (α) for each case of variability in the 
SARSA RL algorithm based on Table 3.2.  
 
Table 3.2. The exploration probability parameter (𝜖) and the learning rate parameter (α) 
where the agent gained the highest gained average accumulated reward in each case for the last 
100 episodes out of 1000 episodes 
 
Variability level 𝝐 α 
Deterministic 0.1 0.5 
Σ𝑥𝑦0.1 0.1 0.5 
𝛴𝑥𝑦0.3 0.2 0.4 
𝛴𝑥𝑦0.4 0.1 0.4 
Σ𝑥𝑦0.5 0.1 0.4 
𝛴𝑥𝑦0.6 0.2 0.5 
𝛴𝑥𝑦0.8 0.3 0.4 
𝛴𝑥𝑦1 0.3 0.5 
𝛴𝑥𝑦4 0.5 0.4 
𝛴𝑥𝑦6 0.4 0.4 
 
 
3.7. Analyzing the Observations and the Results 
 
First, based on the results and the observations, the SARSA RL agent could learn the 
inspect/correct task in the deterministic case. Since the defect location was unchanged during the 
entire learning cycle in the environment, the state-action values, 𝑄(𝑠, 𝑎), were strengthened after 
each episode toward the best strategy. Second, for the low variability cases, the SARSA RL agent 
could estimate the defect zone from the state-action values, 𝑄(𝑠, 𝑎). Therefore, the algorithm had 
a high-efficiency performance. But in the medium, high, and very high variability cases, the 
SARSA RL agent could not benefit from the state-action values, 𝑄(𝑠, 𝑎), as much as was expected. 
Since the defect location was sampled from a Bivariate Gaussian distribution function in every 
learning episode, which was unknown for the agent at each learning episode, the agent could not 
learn and complete the task efficiently in the stochastic environments. The 𝑄(𝑠, 𝑎) values of the 
𝑄-table in the stochastic environments were overwritten in every episode in the direction of the 
new defect location compared to the deterministic case where the 𝑄-table values were strengthened 
toward the unchanged defect location. Furthermore, following the last learned task pattern did cost 
the agent extra time and steps to adapt to the new task pattern.  
 
Second, the exploration parameter (𝜖), learning rate (α), discount factor(γ), and immediate reward 
(R) all affect the 𝑄(𝑠, 𝑎) values or the 𝑄-table values of (2.23). Increment of the exploration 
parameter (𝜖) caused the agent to gain higher accumulated reward in the medium, high, and very 
high variability cases. Whereas in the lower exploration parameter situations, the agent gained a 
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lower accumulated reward in the same variability cases (Figure 3.17-3.18). The higher the 
exploration parameter, the lower was the average accumulated reward in the deterministic cases. 
Furthermore, RL performance was sensitive to the amount of exploration parameter (𝜖) with the 
conjunction of the learning rate(α). Therefore, manually setting the hyperparameters for unknown 
environments with unknown defect distribution seems impractical. An adaptive approach based 
on variability to autonomously set the parameters is essential for the RL inspect/correct task.  
 
3.8. Summary and Conclusion 
 
To summarize, in this chapter, we have presented an inspect/correct-like task scenario. The 
scenario is defined based on an MDP with actions, states, policy, and the reward function. We 
created a new testbed environment to best simulate an inspect/correct task with/without variability. 
The new environment is a 7x7 grid world with initial four objects, one defect block, and one target 
location. The environment updates its policy in real-time. The agent interacts with the environment 
to find the defect block and place it in the correct location. To investigate the effect of variability 
on the SARSA RL performance, we created one deterministic case and nine variability cases. In 
the deterministic case, the defect block had an unchanged location during the learning cycle. In all 
the variability cases, the defect location had a variable location sampled from the Bivariate 
Gaussian Probability distribution in every episode during the learning cycle. The goal was to learn 
the best strategy (minimum steps with the highest accumulated reward) to accomplish the task of 
Search-Find-Pick_up-Drop_off the defect block in the target location. To do so, first, we 
conducted multiple experiments to find the optimum hyperparameters such as (𝜖) and (α) for all 
the cases of variability for the SARSA RL agent. Then we conducted experiments for each of the 
nine cases of variability. Each experiment consisted of 1000 episodes with maximum allowed steps 
of 5000.  
 
Based on the above results, insightful observations were gained regarding the impact of variability 
on the SARSA RL performance for the inspect/correct task as follows: 
 
a. Variability in the 𝑄-table values: 
 
Variability in the defect location across the episodes eliminates the 𝑄-table values to be 
stabilized toward the best strategy per each defect location.  Consequently, it eliminates 
the agent from utilizing the previously learned strategy through the 𝑄-table values in the 
current situation. Therefore, the agent needs to explore more to learn another new 
strategy based on the new defect location. This causes an increment in the number of 
steps in each episode, which eventually increases the number of steps over the whole 
learning cycle. As such, the agent gains more punishments than rewards for exploring the 
environment. Even though the agent explored the environment more to learn a new 
strategy to accomplish the task, it was eventually unable to learn the OEs related to each 
defect location in each episode. Therefore, efficiency declined. That also indicates that 
the agent could not learn the distribution of the defect in the medium, high, and very high 
variability cases. The 𝑄-table values that are the accumulated memory-information for 
the agent at the current state could not guide the agent toward the optimal strategy in the 
variability cases.  
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b. Hyperparameters settings: 
 
Based on the previous section's conducted experiments, manually setting the 
hyperparameters for unknown environments with unknown defect distribution is going to 
be tedious work which exposed to failure with any unpredictable variations in the 
environment. Having an adaptive and dynamic approach based on the variability levels to 
autonomously set the parameters would impact the RL approach's efficiency for 
inspect/correct task. In Chapter 6, we introduce an adaptive hyperparameters setting 
based on the observed variability. 
 
Consequently, the collection of the variability of the defect location, the hyperparameter values, 
the one 𝑄-table values, and the 𝑄-table update procedure are the reasons for the above results and 
how the agent acts in the inspect/correct task procedure. We utilized these results in the upcoming 
chapters to introduce improvements to the RL algorithm. Therefore, a new configuration of 
SARSA RL for the inspect/correct task is introduced in Chapter 5. Furthermore, In Chapter 6, we 
introduce an adaptive hyperparameters setting based on the observed variability.  
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Chapter 4. Chain of 𝑄-Tables 
 
4.1. Overview of the Concept of Chain of 𝑄-tables Approach 
 
In Chapter 3, we showed that in an environment with high variability, i.e., a stochastic 
environment, the SARSA RL algorithm along with an 𝜖-greedy exploration/exploitation strategy 
performs poorly compared with the performance of the SARSA RL algorithm in a deterministic 
environment, i.e., an environment with no variability. This poor performance is caused by the 
state-action values of the 𝑄-table, which were adapted to the previous observation instance of the 
stochastic environment through the learning process. Therefore, following the state-action values 
for the current characteristic of the stochastic environment leads to poor performance, as was 
shown in Chapter 3. As a result, utilizing the SARSA RL algorithm with an 𝜖-greedy 
exploration/exploitation strategy for a class of related inspect/correct-like tasks is not efficient 
when the task encounters a stochastic environment. 
 
To reduce the impact of variability on the learning process, we introduce a modified configuration 
of a Hierarchical RL (HRL) algorithm [25] that we call a chain of 𝑄-tables approach. Our goal is 
to mitigate the impact of variability and increase the efficiency of RL in a stochastic environment 
by breaking down the task into subtasks. The chain of 𝑄-tables approach is intended for MDP 
problems in environments with high variability. The configuration utilizes the HRL concept of 
task decomposition, which breaks down the task into multiple subtasks with defined subgoals. 
There are different HRL approaches for MDP problems and Semi- MDP problems [25, 61, 62]. 
However, there are advantages and disadvantages to them in general. The advantages are that the 
learned value functions and policies for each subtask are reusable, but on the other hand, the 
learned policy might be suboptimal [25, 61]. How a subtask is defined also differs in each of these 
approaches and is a design issue. A simple example of a normal hierarchical human decision-
making process is discussed first in the upcoming section. Then, we review some of the RL 
approaches, including HRL and double SARSA. 
 
For example, imagine that you want to drink a glass of water. What do you do? You can think of 
this task as a hierarchy with ‘pick up the glass of water’ as the first required subtask and ‘drink the 
water’ as the second required subtask to do in the hierarchy. You cannot drink the water before 
picking up the glass of water. But actually, you have more tasks to do. You have to control your 
hand muscles in a way to be able to grasp the glass and hold it, bring it up close to your mouth, 
and then drink it.  Each of these tasks can be considered as a subtask under the higher-level tasks. 
In fact, there are lower-level subtasks for each of the subtasks. And if you go all the way down to 
the nervous system, you will find that the task of ‘drink a glass of water’ is a long horizon task 
with multi-levels of subtasks which each has to go through different or overlapping states.  
Breaking up a long learning horizon into multiple smaller windows, each with a defined subgoal 
and also with a subset of a state space, to be able to solve a problem, is a goal of an HRL approach. 
In this research, we utilize the same rationale to build up the chain of 𝑄-tables approach for a class 
of inspect/correct-like tasks with variability as the main concern in the environment of the task.  
  
There are three common methods to define a subtask in an HRL approach: 1) policy-based method, 
2) action-based method, and 3) local-reward-function based method. In [63], they use a policy-
based approach to define subtasks in terms of a policy, for a Semi MDP (SMDP) problem.  An 
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SMDP problem is an MDP problem featuring actions having holding times before being taken 
[21]. This approach, which was built upon the notion of “macro actions”, encapsulates actions and 
represents them as a single action [61, 63]. Thus, an encapsulated policy is created in which 
subtasks are defined based on this policy. The advantage of this approach is that the exploration is 
more efficient because following each policy moves the agent from the current state to the next 
state, where it might not be the adjacent state. But the problem with the current literature is that it 
is defined for SMDP problems and not for MDP problems. The Action-based approach defines 
each subtask in terms of nondeterministic finite actions. This approach is difficult to implement 
when the number of actions is infinite or where state-space and action-space are continuous [25]. 
The local-reward-function-based method suffers from a suboptimality caused by subtask-policy 
and children-policy configuration under the HR configuration. That means, in some circumstances, 
it is not feasible to achieve an optimal policy for both subtasks and their children.  
 
The MAXQ HR approach uses the local-reward-based method to define the subtasks based on a 
defined local reward function.  The MAXQ HR approach breaks down a given MDP 𝑀, into a 
finite set of subtasks as {𝑀0, 𝑀1, . . ., 𝑀𝑚}, in which 𝑀0 is the highest-level subtask. Solving 𝑀0, 
solves the entire task of MDP 𝑀 [25]. Furthermore, In the MAXQ HR approach, a hierarchical 
policy 𝜋 is defined as a set of policies as follows [25]: 
 
𝜋 =  {𝜋0, 𝜋1, . . . , 𝜋𝑚} 
 
(4.1) 
where 𝜋𝑖 is a policy for each subtask in the MDP. Therefore, the state-action value function, 
𝑄(𝑠, 𝑎), is decomposed. The decomposition is presented by a graph with two different nodes, Max 
and Q nodes. The MAXQ HR approach requires specifying all the way down to the action levels 
which are called primitive actions. Max nodes with no lower-level subtasks represent primitive 
actions, and MAX nodes with lower-level subtasks represent subtasks. Q nodes represent 
permissible actions that can be performed to achieve the subtasks [25, 64]. The MAXQ HR 
approach is computationally complex.   
 
The chain of 𝑄-tables approach is similar to the MAXQ HR approach in that it is built for MDP 
problems, and it includes a hierarchical policy 𝜋. In the chain of 𝑄-tables approach, however, we 
define a subtask based on a policy. A policy is satisfied when it reaches a predefined goal state. In 
contrast to [63], we use the policy-based method for MDP problems. This approach does not 
require a restriction on actions per subtask in contrast to action-based methods. Also, it does not 
require defining a reward function for each subtask, nor does it require going all the way down to 
the lowest possible level. In contrast to MAXQ, the chain of 𝑄-tables approach does not require 
specifying down to the action level. Since the original subtask is decomposed into subtasks based 
on the policy-method, in the chain of 𝑄-tables approach, the state-action value function, 𝑄(𝑠, 𝑎), 
is decomposed.  
 
Another set of RL algorithms that use more than one 𝑄-table for the learning process are double 
SARSA/ double Q-Learning algorithms. In the following sections, we provide a comparison 
between double SARSA/Q-Learning and the chain of 𝑄-tables approach. Double SARSA and 
double Q-Learning algorithms are extensions from the original SARSA and Q-Learning 
algorithms, respectively, [65, 66]. The main similarity between the chain of 𝑄-tables approach and 
double SARSA/double Q-Learning approaches is that all of them utilize more than one 𝑄-table in 
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the learning process. In addition to that, these approaches are developed for stochastic 
environments where the original algorithms with one 𝑄-table perform poorly either because the 
original algorithm, for example, Q-Learning, over-estimates the state-action values caused by the 
max operator of (4.2), [66], or because the stochastic characteristic of the environment does not 
allow the original algorithm to converge and stabilize, as shown in Chapter 3.  
 
𝑄(𝑠𝑡, 𝑎𝑡)  ←  𝑄(𝑠𝑡, 𝑎𝑡)  +  𝛼[𝑟 +  𝛾𝑚𝑎𝑥𝑎𝑄(𝑠𝑡+1, 𝑎)  −  𝑄(𝑠𝑡, 𝑎𝑡)] 
 
(4.2) 
However, the configuration of the double 𝑄-tables approaches differs from the chain of 𝑄-tables 
approach.  First, in the double SARSA/Q-Learning algorithms, the original task, the original MDP, 
is not decomposed into subtasks. In the chain of 𝑄-tables approach, however, the original task, the 
original MDP, is decomposed into subtasks, each with a defined subgoal. Therefore, more than 
two 𝑄-tables are allowed in the chain of 𝑄-tables approach, per each defined subtask. The number 
of 𝑄-tables depends on the number of defined subtasks in the chain of 𝑄-tables approach, and there 
are no limitations for the number of 𝑄-tables as long as each belongs to one defined subtask.   
 
Second, the rationale for the existence of the two-𝑄 tables in the double SARSA/Q-learning 
algorithms is different from the rationale for the existence of the two or more 𝑄-tables in the chain 
of the 𝑄-tables approach. The double SARSA/Q-Learning algorithms are built upon the fact that 
the determination of the next state-action value given the current state-action value, through one 
𝑄-table (using the max operator in the Q-learning), leads to a positive bias towards estimation of 
the maximum expected value, which causes overestimation of the maximum expected value [66]. 
Consequently, this overestimation decreases the efficiency of the algorithm in a stochastic 
environment [66]. The remedy for this overestimation through one 𝑄-table therefore, was to 
estimate the maximum expected value through two 𝑄-tables. The detailed description for the 
double SARSA /double Q-Learning is provided in [65, 66], respectively. However, they looked at 
a different form of variability: stochastic reward variability versus physical variability in the 
solution process itself. Furthermore, in their test experiment, they had two deterministic goal states, 
and their definition of a stochastic environment was based on the stochastic reward configuration 
[65]. For the inspect/correct-like tasks, however, we rather encounter a physical variability in the 
environment itself in which the goal state is the source of variability and not the reward 
configuration. In the chain of  𝑄-tables approach, we are looking to address high levels of 
variability in the environment, which initiates from the physical variability in the environment. We 
believe that averaging the state-action values of the two 𝑄-tables to reduce the effect of variability 
in the double SARSA approach, in an environment with high variability in the goal state, will not 
improve the performance. To prove this statement, we applied the double SARSA algorithm on 
different environments with various levels of variability and compared the performance against 
the chain of 𝑄-tables approach, which we present in the next sections. Furthermore, we have done 
some studies looking at the effort of keeping multiple 𝑄-tables, one 𝑄-table for each defect 
location, and then averaging them to reduce the effect of variability in the state-action values.  
Algorithm 4.1 shows the approach that we took. 
 
As a result of applying algorithm (4.1), we had a very poor performance of about 2.5% efficiency 
for environments with variability. Figure 4.1 shows the number of steps in each episode for an 
environment with variability.  
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Algorithm 4.1. SARSA MBRL2-averaging 
1 Initialize 𝑄 
2 Initialize M[ds] to copy 𝑄 ds ∈ 𝑠; ds is a defect state 
3 for each episode(𝑛) do: 
4 Initialize 𝑠𝑡 
5 Choose an action 𝑎𝑡 ← softmax-Boltzman (𝑄,  𝑠𝑡 ) 
6 repeat for each step of the episode(t): 
7 Take action 𝑎𝑡, observe 𝑠𝑡+1, get a reward 𝑅 
8 Choose an action 𝑎𝑡+1 ← softmax-Boltzman ( 𝑄, 𝑠𝑡+1) 
9 Update 𝑄[𝑠𝑡,  𝑎𝑡] ← 𝑄[𝑠𝑡,  𝑎𝑡] + 𝛼[𝑅 + 𝛾𝑄[𝑠𝑡+1 , 𝑎𝑡+1] − 𝑄[𝑠𝑡,  𝑎𝑡]] 
10 𝑠 ← 𝑠′,  𝑎 ← 𝑎′ 
11 if 𝑠 ∈ ds :  
12 Count[𝑠] += 1 
13 𝑀[𝑠]  =  [(𝐶𝑜𝑢𝑛𝑡[𝑠] − 1)𝑀[𝑠] + 𝑄] 𝐶𝑜𝑢𝑛𝑡[𝑠]⁄  
14 𝑄 = (∑ 𝐶𝑜𝑢𝑛𝑡[𝑠]𝑀[𝑠]
∀𝑑𝑠
) 𝑛⁄  
15 Until 𝑠 is terminal; 
16 end for 
 
 
Figure 4.1.  Number of steps taken in each episode in the SARSA MBRL2-averaging 
approach 
The two 𝑄-tables in the double SARSA/Q-learning algorithms interact with each other quite 
differently compared with how the 𝑄-tables in the chain of 𝑄-tables approach interacts with each 
other. In the double SARSA algorithm, the average of the two 𝑄-tables is used to update the 𝑄-
table as follows, (for example, if the exploration/exploitation strategy is an 𝜖-greedy approach) 
[65]: 
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𝑃(𝑎|𝑠)  =  {
1 −  𝜖,    if a =  argmax(𝑄𝐴(𝑠𝑡, 𝑎𝑡)  +  𝑄
𝐵(𝑠𝑡, 𝑎𝑡))
𝜖
𝑚𝑎 −  1
,                                                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
 
(4.3) 
 
where 𝑃(𝑎|𝑠) which is called an arbitrary policy is the probability of action 𝑎 being selected given 
the state 𝑠, 𝑚𝑎 is the number of actions, and 𝑄
𝐴 and 𝑄𝐵 are the two 𝑄-tables. Therefore, the update 
procedure will be as follows [65]: 
 
𝑄𝑡+1
𝐴 (𝑠𝑡, 𝑎𝑡)  ←  𝑄𝑡
𝐴(𝑠𝑡, 𝑎𝑡)  +  𝛼[𝑟 +  𝛾𝑄𝑡
𝐵(𝑠𝑡+1, 𝑎𝑡+1)  −  𝑄𝑡
𝐴(𝑠𝑡, 𝑎𝑡)] 
 
(4.4) 
Algorithm 4.2 illustrates the double SARSA procedure [65].  The algorithm is similar to the 
original SARSA RL algorithm 3.1 in Chapter 3, except in the update procedure of the 𝑄-table. The 
difference is that after each taken step either 𝑄𝐴-table or 𝑄𝐵-table is updated. If the switching 
probability is 0.5, then in every taken step, either 𝑄𝐴-table or 𝑄𝐵-table is updated which it means 
in the 50% of the learning episodes 𝑄𝐴-table updates and in the other 50% of the learning episodes 
𝑄𝐵-table updates.  
 
Algorithm 4.2. Double SARSA, [65] 
0 Hyperparameters: 𝛼, 𝛾, ϵ 
1 Initialize 𝑄𝐴(𝑠𝑡, 𝑎𝑡)  =  0 , 𝑄
𝐵(𝑠𝑡, 𝑎𝑡) = 0;  ∀𝑠 ∈  𝑆, ∀𝑎 ∈  𝐴 
2 for each episode(𝑛) do: 
3 Initialize 𝑠𝑡 
4 Choose an action 𝑎𝑡 ← arbitrary_policy(𝑄
𝐴, 𝑄𝐵, 𝑠𝑡 ) 
5 repeat for each step of the episode(t): 
6 Take action 𝑎𝑡, observe 𝑠𝑡+1, get a reward 𝑅 
7 Choose an action 𝑎𝑡+1 ← arbitrary_policy(𝑄
𝐴, 𝑄𝐵, 𝑠𝑡+1 ) 
8 Update 𝑄𝑡+1
𝐴 (𝑠𝑡, 𝑎𝑡)  ←  𝑄𝑡
𝐴(𝑠𝑡, 𝑎𝑡)  +  𝛼[𝑟 +  𝛾𝑄𝑡
𝐵(𝑠𝑡+1, 𝑎𝑡+1)  −  𝑄𝑡
𝐴(𝑠𝑡, 𝑎𝑡)] 
9 𝑠𝑡 ← 𝑠𝑡+1 
10 𝑎𝑡 ← 𝑎𝑡+1 
11 swap(𝑄𝐴, 𝑄𝐵) ←with a probability of 0.5 
12 until 𝑠𝑡 𝑖𝑠 terminal 
13 end for 
 
 
Any inspect/correct-like task embraces two issues; first, the multi-task issue, and second, 
variability in a subtask. In the drink a glass of water example, we can say that this is a multi-task 
problem that might include different subtasks such as filling an empty glass with water, then if the 
glass is empty, picking up the glass, and after that drink the water. Each of these subtasks, however, 
might be stochastic. For instance, an empty glass might be located at a different location every 
time we want to get an empty glass. Hence, in inspect/correct-like tasks, we encounter these two 
issues. RL algorithms such as an HRL approach focuses on breaking the long horizon task into 
subtasks, and double SARSA/ double Q-Learning approaches focus on variability in rewards 
within one task. By defining the chain of Q-tables approach, we aim to focus on the variability in 
each of the defined subtasks, to not only solve the multi-task problem of an inspect/correct-like 
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task in a stochastic environment but further to increase the efficiency once we encounter variability 
in any subtask. Decomposing the long learning horizon into finite subtasks will separate the 
variability per each subtask, and then allows us to focus on solving each stochastic subtask with a 
subpolicy that is best fit the subtask.  
 
To conclude this section, in this research, a modified HRL algorithm configuration is introduced. 
In the new configuration, the SARSA RL algorithm with one 𝑄-table and one action selection 
mechanism has been broken down into a chain of 𝑄-table blocks. Therefore, a task is decomposed 
into subtasks using a defined policy for each subtask. This approach enables almost any problem 
in the class of inspect/correct tasks to be decomposed into subtasks with defined subgoals. In 
addition to that, this approach does not require a restriction on actions per each subtask. Also, it 
does not require defining a reward function for each subtask. We call each subtask a chain. Each 
chain can have its own 𝑄-table as a separate memory module, and also can have its own action-
selection mechanism. We have found that this new configuration of a chain of 𝑄-tables, is more 
efficient than the single 𝑄-table of a SARSA RL configuration and the double SARSA RL 
configuration in a stochastic environment. The learning process is more stabilized, and fewer steps 
are needed for the task to be learned in a stochastic environment. Since a 𝑄 table resembles a 
learned memory, in a stochastic environment with multiple subtasks, the vision is to create a chain 
of memory units or a chain of 𝑄-tables to focus on learning each subtask individually. Each subtask 
can be defined based on a policy and a termination state. For the class of inspect/correct tasks, we 
chose the fix-policy-based criterion to define the subtasks based on. In the following section, we 
detail the configuration of the chain of the 𝑄-tables approach.  
 
4.2. Description of the Chain of 𝑄-tables Configuration 
 
Figure 4.2 illustrates the chain of 𝑄-tables approach configuration. In this approach, the original 
task is decomposed into subtasks in a series order based on a policy for each subtask, that we call 
a subpolicy. Then an individual 𝑄-table along with a learning mechanism including an action-
policy and an updating policy is dedicated to the subtask. We call this unit a chain. The chain 
activates in the learning cycle when the previous chain deactivates. In other words, a subtask starts 
as soon as the previous subtask comes to the defined terminal state (except for the first subtask, 
which begins once the learning cycle starts). The subtask terminates once it reaches the terminal 
state based on the subpolicy. It does not require specifying all the subtasks in terms of an end 
action. In the drink a glass of water example, one can define the first subtask or the first chain as 
filling the glass with water. Second, pick up the glass, and third, drink the water. 
 
The rate of existent variability in the original task/multitask defines substantial variability 
requiring this division. The source of the variability might be an element of the environment or the 
defined task, such as the defect location, the target location, or even a specific location in the 
environment that the agent should locate as a part of the task. Whatever that element is, we define 
the rate of substantial variability based on the variance of that defined element in the environment 
as the criterion in the chain of 𝑄-tables approach. The variability variance can be measured based 
on the average garnered reward, the required time to finish the subtask/task, the average of state-
action values after a certain amount of time, or the sample variability of the stochastic element. 
For inspect/correct-like tasks, we used the last criterion as follows:   
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Substantial variability (Sv) decision = {
𝑖𝑓 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ≥  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 →  Sv
𝑖𝑓 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 <  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 →   No Sv
 
 
If the variance of the variability element is greater than a predefined threshold for the variance, the 
variability is considered substantial, and if the variability element is smaller than a predefined 
threshold, variability is considered as not substantial. In Chapter 5, a detailed discussion of 
variability detection is presented. 
 
 
 
 
Figure 4.2. Configuration of the chain of RL blocks. At each chain ct, the subtask learning 
procedure starts immediately after the end of the precedent subtask at ct-1 
 
In the chain of 𝑄-tables approach, each subtask is defined based on a subpolicy with a defined 
terminal state and a 𝑄-table. At each subtask, we have a separate 𝑄-table even if that subtask has 
no variability. Because each subpolicy is tied to a 𝑄-table. In this approach, the terminal state in 
the subpolicy is the state that satisfies the subpolicy. For instance, in the subtask of filling the glass 
with water, the terminal state is reached when the glass is full of water. Once the terminal state is 
reached, the subpolicy is satisfied, and the subtask comes to the end. 
 
The substantial variability can be automatically detected, however creating additional 𝑄-table(s) 
once the substantial variability is detected requires other issues to be taken into consideration. The 
issues are an appropriate policy for the exploration/exploitation strategy and an appropriate 
terminal state/states. Therefore, the decision on the division in this research was taken manually 
after carefully tracking the substantial variability in the original inspect/correct-like task first, 
defining each subtask with an appropriate terminal state, and then choosing an appropriate policy 
including exploration/exploitation strategy. Automatically creating additional 𝑄-table(s) along 
with an appropriate exploration/exploitation strategy might be future research.  
 
In each subtask, one goal should be reached. However, in the original multitask problem, more 
than one goal might need to be achieved, a difficulty for the conventional RL algorithm to get, 
especially in stochastic environments. The original task is defined as a linear combination of the 
subtasks as follows: 
 
Original Task  =  𝑠𝑏1  +  𝑠𝑏2 + . . . + 𝑠𝑏𝑚 =  ∑ 𝑠𝑏𝑖
𝑚
𝑖 = 1  (4.5) 
RL1 RL2 RLm 
End of 
subtask 1 
Start of 
subtask 2 
End of 
subtask 2 
Start of 
subtask m Start of the 
task 
End of the 
task 
51 
 
 
where 𝑠𝑏𝑖 .is the i
th subtask and m is the total number of subtasks. 
 
The chain cn is getting started to learn the relative subtask sbn immediately after the end of the 
precedent subtask sbn-1, (Figure 4.2).   
 
In the chain of 𝑄-tables approach, since the original task has been broken down into subtasks, each 
with a defined subgoal and its own 𝑄-table at each chain period, the probability of taking action 𝑎 
given state 𝑠, only depends on the related 𝑄-table in that window time. For example, if we consider 
the 𝜖-greedy exploration/exploitation method for action-selection strategy, formally we can say: 
 
𝑃(𝑎|𝑠)𝑐𝑖 = {  
1 −  𝜖,    if a =  argmax(𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡)) 
𝜖
𝑚𝑎− 1
,                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    
 
 
(4.6) 
 
where 𝑃(𝑎|𝑠)𝑐𝑖, is the probability of taking action 𝑎 given state 𝑠, while the subtask 𝑠𝑏𝑖  or the 
chain 𝑐𝑖 is active. If the exploration/exploitation is based on the softmax-Boltzman approach, then 
the probability of taking action 𝑎 given state 𝑠, while the subtask 𝑠𝑏𝑖  or the chain 𝑐𝑖 is active is as 
follows: 
 
𝑃(𝑎|𝑠)𝑐𝑖 =  
𝑒
𝑄𝑡
𝑐𝑖(𝑠)

⁄
 
∑  𝑒
𝑄𝑡
𝑐𝑖(𝑠)

⁄𝑛
𝑎
 
 
(4.7) 
 
Therefore, the update rule for the chain of 𝑄-tables approach becomes this: 
 
𝑄(𝑠𝑡, 𝑎𝑡)
𝑐𝑖 ←  𝑄(𝑠𝑡, 𝑎𝑡)
𝑐𝑖 +  𝛼[𝑟 +  𝛾𝑄(𝑠𝑡, 𝑎𝑡)
𝑐𝑖 −  𝑄(𝑠𝑡+1, 𝑎𝑡+1)
𝑐𝑖] (4.8) 
 
where  𝑄(𝑠𝑡, 𝑎𝑡)
𝑐𝑖 is the state-action value function belonging to the chain 𝑐𝑖 while 𝑠𝑏𝑖  subtask is 
active. Each 𝑄(𝑠𝑡, 𝑎𝑡)
𝑐𝑖 is updated independently utilizing an independent action-selection 
strategy.  
 
The chain of 𝑄-tables approach defines a chain of state-action value functions, 𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡), each 
controlled under a subpolicy 𝜋𝑐𝑖, as follows:  
 
𝜋𝑐  =  {𝜋𝑐1 , 𝜋𝑐2 , . . . , 𝜋𝑐𝑚} 
 
(4.9)  
𝑄(𝑠𝑡, 𝑎𝑡) =  𝑄𝑐1(𝑠𝑡, 𝑎𝑡) +  𝑄𝑐2(𝑠𝑡, 𝑎𝑡) + . . . + 𝑄𝑐𝑛(𝑠𝑡, 𝑎𝑡) 
 
(4.10) 
 
where 𝜋𝑐 is a set of subtask policies 𝜋𝑐𝑖, 𝑚 is the number of defined subtasks,  𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡) is the 
state-action value function that belongs to the ith subtask, 𝑄𝑐1(𝑠𝑡, 𝑎𝑡) is the action-value function 
for the first subtask  𝑠𝑏1 and 𝑄𝑐𝑚(𝑠𝑡, 𝑎𝑡) is the state-action value function for the last subtask 𝑠𝑏𝑛. 
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𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡) starts getting updated once the last subtask,  𝑠𝑏𝑖−1, of the chain 𝑐𝑖−1, terminates, and 
the related subgoal is reached. Here is the linkage between the chain of 𝑐𝑖−1 and the next chain of 
𝑐𝑖. The last step in the 𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡) table, becomes the first step in the next 𝑄𝑐𝑖+1(𝑠𝑡, 𝑎𝑡) table. In 
other words, state 𝑠𝑡+1 from the previous chain 𝑐𝑖 with 𝑄𝑐𝑖(𝑠𝑡, 𝑎𝑡) table, is the first state 𝑠1 in the 
next chain 𝑐𝑖+1 with 𝑄𝑐𝑖+1(𝑠𝑡, 𝑎𝑡) table.  As a result, the 𝑄-tables update procedure for the back to 
back chains is as follows: 
 
𝑄𝑐𝑖(𝑠𝑐𝑖𝑡, 𝑎𝑡)  ← 𝑄𝑐𝑖(𝑠𝑐𝑖𝑡, 𝑎𝑡)  + 𝛼𝑐𝑖[𝑟 + 𝛾𝑐𝑖𝑄𝑐𝑖(𝑠𝑐𝑖𝑡+1, 𝑎𝑡+1)  − 𝑄𝑐𝑖(𝑠𝑐𝑖𝑡, 𝑎𝑡)]                
                                                                                                                                             (4.11) 
𝑄𝑐𝑖+1(𝑠𝑐𝑖+1𝑡, 𝑎𝑡) ← 𝑄𝑐𝑖+1(𝑠𝑐𝑖𝑡+1, 𝑎𝑡) 
+ 𝛼𝑐𝑖+1[𝑟 + 𝛾𝑐𝑖+1𝑄𝑐𝑖+1(𝑠𝑐𝑖+1𝑡+1, 𝑎𝑡+1) −  𝑄𝑐𝑖+1(𝑠𝑐𝑖𝑡+1, 𝑎𝑡)] 
 
where 𝑠𝑐𝑖𝑡+1 is the last state, i.e., the terminal state in the 𝑐𝑖 chain for the subtask 𝑠𝑏𝑖, which 
becomes the first state for the next chain 𝑐𝑖+1 for the subtask 𝑠𝑏𝑖+1. 𝛼𝑐𝑖 and 𝛼𝑐𝑖+1 are the learning 
rate hyperparameters for the subtask 𝑠𝑏𝑖 and the next subtask 𝑠𝑏𝑖+1 respectively and 𝛾𝑐𝑖 and 𝛾𝑐𝑖+1 
are the discount factor hyperparameters for the subtask 𝑠𝑏𝑖 and the next subtask 𝑠𝑏𝑖+1 respectively. 
Since each subtask is controlled under its own subpolicy, the learning rate, 𝛼, and the discount 
factor, 𝛾, are independent of the previous or the next subtask and only depend on the current 
subtask. This is one of the advantages of the chain of 𝑄-tables approach in which the 
hyperparameters are allowed to be specifically designed for each subtask. This configuration 
remains simple to be applied for the stochastic environments. 
 
Algorithm 4.3 illustrates the SARSA-chain of 𝑄-tables approach with SARSA update rule in each 
chain. In this algorithm, all the 𝑄-tables are initialized before the learning episodes. In each 
episode, each chain, 𝑐𝑖, is an independent SARSA with its action policy and a 𝑄𝑐𝑖-table. So, as 
long as the chain 𝑐𝑖 is active for the subtask 𝑠𝑏𝑖 , the 𝑄𝑐𝑖-table is getting updated. Once the subtask 
𝑠𝑏𝑖 , reaches the terminal state of the subtask, the terminal state, 𝑠𝑐𝑖𝑡, becomes the first state in the 
next chain 𝑐𝑖+1 for the next subtask. Accordingly, the 𝑄𝑐𝑖+1-table is getting updated starting from 
this state, utilizing the defined action-policy for that subtask or chain.  
 
As stressed before, the chain of 𝑄-tables approach is proposed to mitigate the effect of variability 
in a multi_task problem.  
 
To evaluate the chain of 𝑄-tables performance against the one 𝑄-table and the double SARSA 
approaches, multiple environments with different complexity and various variability levels have 
been designed. In the upcoming sections, the environments, multi-task description as well as the 
results will be elaborated.  
 
4.3. Inspect/Correct-like Tasks with the Chains of 𝑄-Tables Approach 
 
An example of an inspect/correct-like task with/without variability was presented and tested under 
the original SARSA RL algorithm with one 𝑄-table in Chapter 3. The inspect/correct-like task 
example was designed in a grid world testbed with two subtasks; one as a defect detection subtask 
and the second one as a defect correction subtask. The defect detection subtask was defined in 
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various levels of variability, starting from a deterministic subtask to a stochastic subtask, while the 
correction subtask was defined as a deterministic subtask. The whole task includes variability since 
the defect location appears in different locations in every learning episode. 
 
Algorithm 4.3. SARSA – Chain of 𝑄-tables  
1 Initialize 𝑄𝑐𝑖[𝑠𝑡,  𝑎𝑡]  =  0; ∀𝑠 ∈  𝑆, ∀𝑎 ∈  𝐴, 𝑐1 ≤ 𝑐𝑖  ≤  𝑐𝑚 
2 for each episode(𝑛) do: 
3 Initialize 𝑠𝑐1𝑡 
4 for each chain(𝑐𝑖) do: 
5 Choose an action 𝑎𝑡 ← action_policy(𝑄𝑐𝑖 , 𝑠𝑐𝑖𝑡 ) 
6 repeat for each step of the episode(t): 
7 Take action 𝑎𝑡, observe 𝑠𝑐𝑖𝑡+1, get a reward 𝑅 
8 Choose an action 𝑎𝑡+1 ← action_policy(𝑄𝑐𝑖 , 𝑠𝑐𝑖𝑡+1) 
9 Update 𝑄𝑐𝑖[𝑠𝑐𝑖𝑡 ,  𝑎𝑡] ← 𝑄𝑐𝑖[𝑠𝑐𝑖𝑡 ,  𝑎𝑡] + 𝛼 [𝑅 + 𝛾𝑄𝑐𝑖[𝑠𝑐𝑖𝑡+1 , 𝑎𝑡+1] − 𝑄𝑐𝑖[𝑠𝑐𝑖𝑡, 𝑎𝑡]] 
10 𝑠𝑐𝑖𝑡 ← 𝑠𝑐𝑖𝑡+1  
11 𝑎𝑡 ← 𝑎𝑡+1 
12 until 𝑠𝑡𝑐𝑖terminal for the chain 𝑐𝑖 
13 𝒔𝒄𝒊+𝟏𝒕 ←𝑠𝑐𝑖𝑡 
14 𝑄𝑐𝑖+1(𝑠𝑐𝑖+1𝑡, 𝑎𝑡)  ←  𝑄𝑐𝑖+1(𝑠𝑐𝑖+1𝑡, 𝑎𝑡)  
15 end for 
16 end for 
 
In this section, we test and examine further levels of task complexity with/without variability with 
more than two subtasks, with one 𝑄-table approach, the double SARSA approach, and the chain 
of 𝑄-tables approach.  
 
Several levels of task complexity with/without variability were designed as follows: 
 
• Two subtasks: 
o Deterministic-Deterministic (D-D) 
o Stochastic-Deterministic (S-D) 
o Deterministic-Stochastic(D-S) 
 
• Three subtasks 
o Deterministic-Deterministic-Deterministic (D-D-D) 
o Deterministic-Stochastic-Deterministic (D-S-D) 
 
• Four subtasks 
o Deterministic-Deterministic-Deterministic-Deterministic (D-D-D-D) 
o Stochastic-Deterministic-Deterministic-Deterministic (S-D-D-D) 
  
In the following sections, we detail each test example. Furthermore, we compare the performance 
of one 𝑄-table approach and the double SARSA approach against the chain of 𝑄-tables approach 
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for each of the test examples in terms of efficiency, gained reward, number of steps, and the 
computational time. 
 
4.3.1. Two Subtasks 
 
As mentioned before, the experiment utilized to test the chain of 𝑄-tables approach against the 
original SARSA RL and the double SARSA approaches, for each level of complexity and 
variability was conducted within a 7x7 grid-world testbed. Figure 4.3 illustrates the two-subtasks 
example configuration in the testbed for the S-D scenario. In this example, an agent starts from a 
fixed position and navigates the grid in an attempt to learn the task. The task is to search the grid, 
find a defect block and pick it up, Figure 4.3 (a), then find a target location and drop the defect 
block in the target location, Figure 4.3 (b). A defect block is marked with a red X. The red i X 
shows the ith defect location in the ith learning episode. For example, 2X means that in the second 
learning episode, the defect location is at (1,2) in a two-dimensional coordinate system, compared 
to the first learning episode in which the defect location was at (0,4). Each learning episode ends 
when the defect is successfully dropped down in the target location (3,3), the pink cell. In the 
stochastic environment, i.e. (S-D scenario), the defect location varies in each learning episode 
based on a probability distribution with a defined mean and a defined covariance matrix. If the 
environment is deterministic, however, i.e. (D-D scenario),  the defect location remains unchanged 
in addition to the target location throughout the whole learning process, Figure 4.4 (a).  
 
In the D-S scenario, as we said before, the defect location remains unchanged during all the 
learning episodes, but the target location is stochastic. Figure 4.4 (b) illustrates the D-S 
environment configuration. In Figure 4.4, the red X presents the unchanged defect location in D-
D and D-S environments during all the learning episodes. The magenta T represents the unchanged 
target location in the D-D environment. The magenta iT represents the ith target location in the ith 
learning episode in the D-S environment.  For instance, 3T means that the target location in the 
third episode is located at (4,5).  
 
The reward structure, 𝑅(𝑠) and the state vector for the D-D and the D-S environments remain the 
same as the S-D environment, which was explained in Chapter 3.  
 
 
a 
 
 
 
b 
 
Figure 4.3. Agent’s act pattern in the S-D environment with two 𝑄-tables configuration, (a) 
before and (b) after the pick-up 
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Figure 4.4. (a) The D-D environment and (b) The D-S environment 
 
4.3.2. Three Subtasks 
 
As an instance for an inspect/correct-like task with three subtasks, we designed a grid world testbed 
environment to test the chain of 𝑄-tables approach against the one 𝑄-table and the double SARSA 
approaches for a more complex environment setup with/without variability. Figure 4.5 illustrates 
the D-D-D and the D-S-D environment's configuration.  
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Figure 4.5. (a) The D-D-D environment and (b) The D-S-D environment 
The overall task for the agent to learn is to navigate the grid, find the show-off cell, i.e., the green 
X which is located at (5, 0), then continue to navigate until it finds the defect block, i.e., the red 
X, pick up the defect block, carry it along until it finds the target location which is located at (3,3) 
and finally drops off the block into the target location, i.e., T.  
 
Consequently, the state vector or the state at any time t for the environment of D-D-D and D-S-D 
is defined  as a vector of four elements as follows: 
 
𝑆𝑖 =< 𝐴𝑔𝑒𝑛𝑡 𝑜𝑙𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝐴𝑔𝑒𝑛𝑡 ℎ𝑜𝑙𝑑𝑖𝑛𝑔 𝑠𝑡𝑎𝑡𝑢𝑠, 𝐶𝑒𝑙𝑙 𝑠𝑡𝑎𝑡𝑢𝑠, 𝑆ℎ𝑜𝑤 𝑜𝑓𝑓 𝑠𝑡𝑎𝑡𝑢𝑠 > 
 
For a 7x7 grid-world, the state vector S has 7×7×2×4×2 = 784 unique values. 
 
Target cell 
Filled cell 
Defect cell 
Target’s 
order 
6 
Target cell 
Filled cell 
Defect cell 
Defects’ 
order 
Show off cell 
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The reward structure remains almost the same as the reward structure, 𝑅(𝑠), for the environment 
with two subtasks as was explained in Chapter 3, except for a small modification that includes the 
new subtask. Therefore: 
 
• The agent receives a negative reward, -0.1 pt, for each cell visited, including the show-off 
cell.  
 
• The agent receives a negative reward -2 pt if it selects the pick-up action where it is 
different than the defect location or when the show off location has not been visited yet. 
 
• The agent receives a negative reward -2 pt if it drops off the defect block in the wrong 
location. 
 
• The agent receives a positive reward, +5 pt, for a successful drop off the defect block in 
the target location. That is where the learning episode comes to the end. If the agent could 
not accomplish the task after 5000 steps, the learning episode comes to the end too. 
 
4.3.3. Four Subtasks 
 
Figure 4.6 illustrates the D-D-D-D environment and the S-D-D-D environment. In these 
environments, there are two defect blocks and two target locations. So, the complexity of the task 
is much higher because the agent has to find two defects and two target locations. The overall task 
that the agent has to learn is to navigate the grid and first of all to find the first defect block, i.e., 
the red X, pick it up, carry it along, find the first target location, i.e., T1 and drop it in the first 
target location. Then continue to navigate the grid to find the second defect block, i.e., the orange 
X, pick it up, carry it along, find the second target location and drop it down into the second target 
location, i.e., T2. 
 
The state vector or the state at any time t for the environment of D-D-D-D and S-D-D-D is defined  
as a vector of four elements as follows: 
 
𝑆𝑖 =< 𝐴𝑔𝑒𝑛𝑡 𝑜𝑙𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝐴𝑔𝑒𝑛𝑡 ℎ𝑜𝑙𝑑𝑖𝑛𝑔 𝑠𝑡𝑎𝑡𝑢𝑠, 𝐶𝑒𝑙𝑙 𝑠𝑡𝑎𝑡𝑢𝑠, 𝐹𝑖𝑟𝑠𝑡 𝑠𝑢𝑏𝑡𝑎𝑠𝑘 𝑠𝑡𝑎𝑡𝑢𝑠,  
𝑆𝑒𝑐𝑜𝑛𝑑 𝑑𝑒𝑓𝑒𝑐𝑡 𝑠𝑡𝑎𝑡𝑢𝑠, 𝑆𝑒𝑐𝑜𝑛𝑑 𝑠𝑢𝑏𝑡𝑎𝑠𝑘 𝑠𝑡𝑎𝑡𝑢𝑠 > 
 
For a 7x7 grid-world, the state vector S has 7×7×2×4×2×2×2 = 3136 unique values. 
 
The reward structure remains almost the same as the reward structure, 𝑅(𝑠), for the environment 
with two subtasks as was explained in Chapter 3, except for a small modification that includes the 
two new subtasks. Therefore: 
 
• The agent receives a negative reward, -0.1 pt, for each cell visited.  
 
• The agent receives a negative reward, -2 pt, if it selects the pick-up action where it is 
different than the first defect location or where it is different than the second defect 
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location, and when it has not been accomplished, the first defect drop off into the first 
target location yet. 
 
• The agent receives a negative reward, -2 pt, if it drops off the defect blocks in the wrong 
locations. 
 
• The agent receives a positive reward, +5 pt, for a successful drop off the second defect 
block in the second target location. That is where the learning episode comes to the end. 
If the agent could not accomplish the task after 5000 steps, the learning episode comes to 
the end too. 
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Figure 4.6. (a) The D-D-D-D environment and (b) S-D-D-D environment 
4.4. Experiments and Results 
 
Each scenario of examples was tested with the Original SARSA RL approach and the double 
SARSA approach against the chain of 𝑄-tables approach. As mentioned earlier in the preceding 
chapters, the agent neither is aware of where the defect location/target location might be located 
nor knows what the defined task is in general. The agent does not know anything about the 
environment. The agent learns the task neither with any input information about the environment 
nor the task. The agent learns the task and gets familiar with the configuration of the environment 
solely through interacting with the environment using its available controls/actions and through 
receiving feedback from the environment in the form of a reward or a punishment, as described in 
Chapter 3. 
 
We compare the original SARSA RL with one 𝑄-table tied to an 𝜖-greedy exploration/exploitation 
strategy, and the double SARSA with two 𝑄-tables tied to an arbitrary exploration/exploitation 
strategy against the chain of 𝑄-tables approach, each 𝑄-table tied to an individual 
exploration/exploitation strategy of 𝜖-greedy or softmax-Boltzman, in terms of the efficiency, the 
average reward, the average number of steps, and the computational time.  
 
Figure 4.7 illustrates the schematic for an inspect/correct-like task example with two chains of 𝑄-
tables. The example consists of two subtasks. The overall task is to find a defect block, pick it up, 
carry it along, find the target location, and drop the defect block down in the target location. Two 
subtasks are defined, such as pick-up the defect block and drop-down the defect block. In a D-D 
scenario, either of the subtasks is deterministic, i.e., both the defect location and the target location 
Target_1 cell 
Filled cell 
Defect_1 cell 
Defect_1s’ 
order 
Defect_2 cell 
 
Target_2 cell 
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remain unchanged during all the learning episodes. In an S-D scenario, in the first subtask, the 
defect location is stochastic, i.e., the defect location changes in every learning episode, and the 
target location in the second subtask remains unchanged during all the learning episodes. Whereas 
in a D-S scenario the defect location in the first subtask remains unchanged during all the learning 
episodes and the target location in the second subtask is stochastic, i.e., the target location changes 
in every learning episode.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7.  Inspect/correct task with two chains of 𝑄-tables for the S-D environment 
 
Each subtask is defined based on a separate policy to define the start and the end of the subtask. 
Based on the policy, the first subtask is the pick-up subtask, which starts from the initial state at a 
defined location and ends at the defect location when the first correct defect pick-up occurs. The 
second subtask is the drop-off subtask, which starts at the first correct defect pick-up location and 
ends at the target location when the defect is dropped down into the target location. We, therefore, 
define two chains of  𝑄-tables for this example. However, the chain of 𝑄-tables approach can be 
extended to more than two chains of 𝑄-tables, based on the original task, as mentioned previously, 
and as we are going to see in the upcoming sections. Furthermore, each chain block can include 
an individual action-selection strategy. With two chain blocks, each chain includes a 𝑄-table 
devoted to one of the subtasks individually, and consequently, a separate and independent action-
selection mechanism has been tied to the 𝑄-table. Hence, one of the 𝑄-tables is dedicated to the 
first subtask, that is the pick-up task. We call the first 𝑄-table, 𝑄𝑐1-table, since the 𝑄𝑐1-table 
belongs to all the state/actions from the beginning of the subtask, up to the first correct pick-up 
action at the defect location. The second 𝑄-table is dedicated to the second subtask, drop off the 
picked defect block in the target location. We call the second 𝑄-table, 𝑄𝑐2-table, since this table 
belongs to all the state/actions after the first correct pick-up action at the defect location up to the 
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final drop-off of the defect block into the target location.  As explained in the previous section, the 
last step in the first 𝑄-table (𝑄𝑐1) becomes the first step in the next 𝑄-table (𝑄𝑐2). Once the agent 
begins  the learning process, the 𝑄𝑐1 starts to get updated and then once the first subgoal is reached, 
the 𝑄𝑐2-table starts to get updated. Therefore, the update rule at the linkage step for the 
inspect/correct-like task of two 𝑄-tables is as follows: 
 
𝑄𝑐1(𝑠𝑐1𝑡, 𝑎𝑡)  ← 𝑄𝑐1(𝑠𝑐1𝑡, 𝑎𝑡)  + 𝛼1[𝑟 + 𝛾1𝑄𝑐1(𝑠𝑐1𝑡+1, 𝑎𝑡+1)  −  𝑄𝑐1(𝑠𝑐1𝑡, 𝑎𝑡)]  
𝑄𝑐2(𝑠𝑐2𝑡, 𝑎𝑡)  ← 𝑄𝑐2(𝑠𝑐1𝑡+1, 𝑎𝑡)  +  𝛼2[𝑟 + 𝛾2𝑄𝑐2(𝑠𝑐2𝑡+1, 𝑎𝑡+1)  −  𝑄𝑐2(𝑠𝑐1𝑡+1, 𝑎𝑡)] 
 
(4.9) 
 
where 𝑠𝑐1𝑡+1 is the last state in the first subtask chain of 𝑐1 which becomes the first state in the 
second subtask chain.  
 
The experiments for each case in each scenario was conducted 20 times. Each execution includes 
1000 episodes, and each episode allows a maximum of 5000 steps. The following results showcase 
the average values of the last 100 episodes of each execution. All the experiments were executed 
on a single core machine of Intel i7-4770 CPU @ 3.40 GHz with 16 GB of RAM. 
 
4.4.1. Two Subtasks Experiments and Results  
 
For the experiment example of an inspect/correct-like task of two subtasks, we use the designed 
environments of D-D, S-D, and D-S to compare the efficiency, reward, number of steps, and the 
computational time of the original SARSA RL approach with one 𝑄-table and the double SARSA 
approach against the chain of 𝑄-tables approach. For the chain of 𝑄-tables approach, we define 
two 𝑄-tables, each with an individual exploration/exploitation strategy of 𝜖-greedy or softmax-
Boltzman, which each is tied to one of the subtasks.  
 
Figure 4.8(a)-(b) showcases the average efficiency in the one 𝑄-table approach, the double 
SARSA, and the chain of 𝑄-tables approach with two 𝑄-tables, for D-D, and S-D environments, 
respectively. The red-brown graphs represent the efficiency of the one 𝑄-table approach, the 
yellow graphs represent the efficiency of the double SARSA approach, and the green graphs 
represent the efficiency of the chain of 𝑄-tables approach at various levels of variability. As is 
illustrated, in the deterministic case of D-D, Figure 4.8(a), the double SARSA efficiency is almost 
10% higher than the one 𝑄-table approach and 13% higher than the chain of 𝑄-tables approach.  
 
In the low variability cases of covariance (0.1-0-0-0.1) and (0.3-0-0-0.3), Figure 4.8(b), the one 𝑄-
table approach and the double SARSA approach provide better efficiency than the chain of 𝑄-
tables approach in the D-S environment. In the variability case of (0.4-0-0-0.4), all the approaches 
have a close performance to each other. Once the variability increases from (0.4-0-0-0.4) onwards 
until a very high variability level of covariance (6-0-0-6),  however, the efficiency is increased in 
the chain of 𝑄-tables approach with two 𝑄-tables compared to the one 𝑄-table, and the double 
SARSA approaches. The efficiency in the high variability case of (1-0-0-1) in the S-D environment 
has been improved from almost 11% to 19.6%, and the efficiency in the very high variability case 
of (6-0-0-6) has been improved from almost 3% to 8.23%.  
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Figure 4.8. Efficiency comparison in the one 𝑄-table, the double SARSA VS the chain of 
𝑄-tables approach in (a) D-D, (b) S-D, and (c) D-S 
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In the D-S environment, we observe the same trend in high and very high variability levels. In the 
D-S environment, Figure 4.8(c), we just have compared the one 𝑄-table approach against the chain 
of 𝑄-tables approach. In the S-D environment, once the variability increases from (0.3-0-0-0.3) 
onwards until the high variability level of (6-0-0-6), the efficiency of the chain of 𝑄-tables 
approach is consistently higher than the one 𝑄-table approach.  
 
The chain of 𝑄-tables approach in the high variability cases tends to separate the memory 
allocation for each subtask. So, each memory focuses on one task. Therefore, the existent 
variability will be separated among the 𝑄-tables. Consequently, it decreases the variability effect 
of the environment, where it improves efficiency. The one 𝑄-table approach and the double 
SARSA approach, however, could not handle the variability. 
 
Figure 4.9(a)-(b) demonstrates the average gained reward in the one 𝑄-table approach, the double 
SARSA, and the chain of 𝑄-tables approach, for D-D, and S-D environments, respectively. In the 
deterministic case of D-D, Figure 4.9(a), the one 𝑄-table approach outperforms the other two 
approaches of the double SARSA and the chain of 𝑄-tables approach. But in the stochastic 
environment of S-D, Figure 4.9(b),  while the one 𝑄-table approach and the double SARSA 
approach show a similar pattern, the chain of 𝑄-tables approach outperforms the other two 
approaches, especially in the high and the very high variability cases of (1-0-0-1) and (6-0-0-6). 
In the high variability case of (6-0-0-6), the double SARSA approach earns the least average 
reward of -70.24 pt compared to the one 𝑄-table approach with the average gained reward as -
67.62 pt against the chain of 𝑄-tables approach with -11.73 pt. The gained reward remains almost 
stable through various levels of variability in the chain of 𝑄-tables approach in both S-D and D-S 
environments, Figure 4.9(b)-(c). The average gained reward for the very high variability level of 
(6-0-0-6) declines slightly in the chain of 𝑄-tables approach compared to the lower variability 
cases. However, the gained reward in the very high variability case of (6-0-0-6) is notably higher 
in the chain of 𝑄-tables approach compared to the one 𝑄-table approach in the D-S environment. 
 
Figure 4.10(a)-(b) illustrates the number of steps taken in the one 𝑄-table approach, the double 
SARSA, and the chain of 𝑄-tables approach, for D-D, and S-D environments, respectively. In the 
deterministic environment, D-D, the one 𝑄-table approach, and the double SARSA approach could 
accomplish the task with fewer steps than the chain of 𝑄-tables approach. But As the variability 
increases, in the stochastic environment, S-D, the number of steps needed to accomplish the task 
in each episode increases in the one 𝑄-table approach and the double SARSA approach compared 
to the chain of 𝑄-tables approach. Furthermore, in the very high variability case, the number of 
steps jumps to the average value of 28000.4 steps and 29432.15 steps in the 𝑄-table approach and 
the double SARSA approach, respectively compared to the 140300.65 steps in the chain of 𝑄-
tables approach in the S-D environment. 
 
In the D-S environment, the one 𝑄-table approach has an average number of steps of 140300.65 
to accomplish the task in the very high variability case, whereas the chain of 𝑄-tables approach 
could accomplish the task with an average of 16592 steps.  Overall, in the chain of 𝑄-tables 
approach, the number of steps remains below 2000 steps for all the variability cases and all the 
environments except for the very high variability case of (6-0-0-6) where the number of steps has 
a lower jump of 11993 steps and 16592 steps in the S-D and D-S environments respectively.  
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Figure 4.9. Reward comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-
tables approach in (a) D-D, (b) S-D, and (c) D-S 
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Figure 4.10. Steps comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-tables  
approach in (a) D-D, (b) S-D, and (c) D-S 
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Figure 4.11 shows the computational time for either of the one 𝑄-table and the chain of 𝑄-tables 
approaches individually each in different variability levels in the D-D and S-D environments. The 
time is measured in seconds. The computational time at each variability level matches the above 
results, such as the number of steps to accomplish the task. The one 𝑄-table approach spends an 
average of 45 seconds in the high variability case, whereas the chain of 𝑄-tables approach only 
spends 25 seconds in the same situation. 
 
 
  
Figure 4.11. Computational time in a learning cycle of 1000 episodes, each episode with 5000 steps  
(a) one Q-table approach, (b) the chain of Q-tables approach 
 
Figure 4.12(a) shows the computational time comparison for all the approaches in the deterministic 
environment of two subtasks, D-D. The time is measured in seconds. The chain of 𝑄-tables 
approach seems to have a lower computational time in the deterministic environment, D-D, 
compared to the one 𝑄-table approach and the double SARSA approach.  
 
In the stochastic environments of S-D and D-S, Figure 4.12(b)-(c), however, the computational 
time in the very low variability case of (0.1-0-0-0.1) is slightly higher in the chain of 𝑄-tables 
approach than in the one 𝑄-table approach and the double SARSA approach. But in all other 
variability cases, particularly in the very high variability case of (6-0-0-6), the chain of 𝑄-tables 
approach outperforms the other approaches.  
 
4.4.2. Three Subtasks Experiments and Results 
 
We utilized the designed environments of D-D-D and D-S-D to compare the efficiency of the 
original SARSA RL approach with one 𝑄-table, and the double SARSA approach against the chain 
of 𝑄-tables approach with three 𝑄-tables. In the chain of 𝑄-tables approach, each 𝑄-table is defined 
with an individual exploration/exploitation strategy of 𝜖-greedy or softmax-Boltzman, which each 
is tied to one of the subtasks.  
 
Figure 4.13(a)-(b) illustrates the efficiency comparison in the deterministic environment of D-D-
D and the stochastic environment of D-S-D. 
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Figure 4.12. The computation time comparison in the one 𝑄-table, the double SARSA and the 
chain of 𝑄-tables approach (a) D-D, (b) S-D, and (c) D-S 
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The red, gray, and light blue graphs, Figure 4.13(a), show the efficiency of the one 𝑄-table, the 
double SARSA, and the chain of 𝑄-tables  approaches in various levels of variability. In the 
deterministic case, D-D-D and the very low variability case of (0.1-0-0-0.1), D-S-D, the double 
SARSA, and the one 𝑄-table approaches perform better than the chain of 𝑄-tables approach. Once 
the variability increases into (0.3-0-0-0.3) and above, the chain of 𝑄-tables approach outperforms 
the one 𝑄-table, and the double SARSA approaches. That is because separating the 𝑄-tables in the 
chain of 𝑄-tables approach when there is no variability will just reduce the number of trial 
experiences in each 𝑄-table and does not let each table to have enough experiences to reach the 
optimal solution. 
 
 
 
 
 
Figure 4.13. Efficiency comparison in the one 𝑄-table, the double SARSA VS the chain of 
𝑄-tables  approach in (a) D-D-D, and (b) D-S-D environments 
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Figure 4.14 showcases the average gained reward in the one 𝑄-table approach, the double SARSA, 
and the chain of 𝑄-tables approach of three tables in both environments of D-D-D and D-S-D. In 
the deterministic environment of D-D-D, Figure 4.14(a), the average gained reward in the chain 
of 𝑄-tables approach (-2.76 pt), is lower than the other two approaches of the one 𝑄-table approach 
and the double SARSA approach, each with an average of -2.24 pt and -1.19 pt reward 
respectively. But once the variability increases from (0.3-0-0-0.3) and onwards, Figure 4.14(b), 
the accumulated reward remains almost stable in the chain of 𝑄-tables approach in all the 
variability cases, except for the very high variability case of (6-0-0-6), in which it declines to -
34.29 pt. However, the average gained reward in the one 𝑄-table approach, and the double SARSA 
approach declines as the variability increases in the D-S-D environment, Figure 4.14(b). So that in 
the very high variability level of (6-0-0-6), the distance between the average accumulated reward 
becomes 88.6745 pt and greater than between the chain of 𝑄-tables approach and the other two 
approaches. 
 
 
 
 
Figure 4.14. Reward comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-
tables  approach in (a) D-D-D, and (b) D-S-D environments 
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Figure 4.15 illustrates the average number of steps in the last 100 episodes of each of the 20 
learning cycle executions, taken to accomplish the task in each of the environments utilizing the 
one 𝑄-table approach, the double SARSA, or the chain of 𝑄-tables approach. Inversely to the 
gained reward pattern of Figure 4.14, in the deterministic environment of D-D-D, Figure 4.15(a), 
and the low variability cases of the stochastic environment, Figure 4.15(b), the number of taken 
steps are slightly more in the chain of 𝑄-tables approach (4236.25 steps) than the one 𝑄-table 
(2798.75 steps), and the double SARSA approach (2041 steps).  
 
 
 
 
 
 
Figure 4.15. Steps comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-tables 
approach in (a) D-D-D, and (b) D-S-D environments 
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SARSA depart largely from the number of steps in the chain of 𝑄-tables approach. In the very high 
variability level of (6-0-0-6), 47577.1 average steps are needed to accomplish the task utilizing the 
one 𝑄-table approach in the span of 100 episodes, whereas 20298.75 average steps are needed 
utilizing the chain of 𝑄-tables approach in the same span of episodes. 
 
 
 
 
 
Figure 4.16. Computational time comparison in the one 𝑄-table, the double SARSA VS 
the chain of 𝑄-tables  approach in (a) D-D-D, and (b) D-S-D environments 
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deterministic and the stochastic cases up to the variability level of (0.3-0-0-0.3). Afterward, the 
computational time increases in the one 𝑄-table, and the double SARSA approaches compared to 
the chain of 𝑄-tables approach. 
 
4.4.3. Four Subtasks Experiments and Results 
 
The designed environments of D-D-D-D and S-D-D-D with two defects and two target locations 
were utilized to test the SARSA RL with one 𝑄-table, and the double SARSA approaches against 
SARSA RL with the chain of 𝑄-tables approach with four tables. In the chain of 𝑄-tables approach, 
each 𝑄-table is defined with an individual exploration/exploitation strategy of 𝜖-greedy or 
softmax-Boltzman, which each is tied to one of the subtasks. The efficiency, reward, number of 
steps, and the computational time of all the three approaches were compared against each other. 
The results are obtained from the last 100 learning episodes out of 1000 episodes per every 20 
executions.  
 
Figure 4.17 illustrates the average efficiency in the D-D-D-D and the S-D-D-D environments with 
all three approaches.  The outcoming results are showing the same behavior as for the previous 
environments with lower subtasks for the deterministic environment compared to the stochastic 
environment. For the deterministic environment of D-D-D-D, Figure 4.17(a), the one 𝑄-table, and 
the double SARSA approaches have a higher average efficiency of 58.30% and 78.33%, 
respectively compared to the chain of four 𝑄-tables with an average efficiency of 28.34%. For the 
S-D-D-D environment, Figure 4.17(b), for the lower variabilities of (0.1-0-0-0.1) and (0.3-0-0-
0.3), the efficiency of the 𝑄-table approach and the double SARSA approach is also higher than 
the chain of 𝑄-tables approach. However, once the variability increases from (0.4-0-0.4) onwards, 
the efficiency of the chain of 𝑄-tables approach becomes higher than the efficiency of the 𝑄-table 
approach. The double SARSA approach maintains a close efficiency with the chain 𝑄-tables 
approach in the variability cases of (0.4-0-0-0.4) and (0.5-0-0-0.5), though. Because it encounters 
more deterministic subtasks than high variability subtasks. But in the high and the very high 
variability cases, the chain of 𝑄-tables approach again wins in the efficiency comparison. The 
reason is that in the deterministic and the low variability levels, splitting the 𝑄-table per each 
subtask will decrease the number of trial experiences, which leads to a lower efficiency 
performance. However, in the high variability levels splitting the 𝑄-tables will separate the source 
of the existing variability in the subtasks, which increases the efficiency accordingly and maintains 
a separate memory for each subtask.  
 
Figure 4.18 shows the average gained reward for the approaches. Here again, we observe that in 
the deterministic environment of D-D-D-D, Figure 4.18(a), the gained reward in the one 𝑄-table 
and the double SARSA approaches is higher than the gained reward of the chain of 𝑄-tables 
approach, which is compatible with the efficiency as we discussed above. In the stochastic 
environment of S-D-D-D, Figure 4.18(b), the gained reward remains very close in all the 
approaches in the variability cases of (0.1-0-0-0.1), (0.3-0-0-0.3), and (0.4-0-0-0.4). However, in 
the high variability cases of (o.5-0-0-0.5) onwards, the gained reward in the one 𝑄-table and the 
double SARSA approaches deflects notably from the chain of 𝑄-tables approach. In the very high 
variability case of (6-0-0-6), the gained reward in the chains of 𝑄-tables is at least 64.42 pt higher 
than the one 𝑄-table and the double SARSA approach. 
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Figure 4.17. Efficiency comparison in the one 𝑄-table, the double SARSA VS the chain of 
𝑄-tables in (a) D-D-D-D, and (b) S-D-D-D environments 
 
The number of taken steps for the D-D-D-D environment and the environment of variability, S-D-
D-D, is the opposite of the reward, according to Figure 4.20. Figure 4.19(a) and 4.19(b) illustrate 
the average number of steps in the deterministic environment of D-D-D-D and the stochastic 
environment of S-D-D-D with different levels of variability for all the approaches, respectively. 
In the deterministic case, the number of the taken steps in the one 𝑄-table and the double SARSA 
approaches is lower than the chains of 𝑄-tables approach. That is because in the variability cases 
with the chain of  𝑄-tables approach, the observed trials are distributed among the 𝑄-tables, which 
consequently requires the agent to take more steps to learn and to accomplish the task.  
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Figure 4.18. Reward comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-
tables approach in (a) D-D-D-D, and (b) S-D-D-D environments 
 
However, in the high variability cases of (1-0-0-1) and (6-0-0-6), the average number of taken 
steps in the chain of 𝑄-tables approach remains lower than the average number of taken steps in 
the one 𝑄-table, and the double SARSA approaches.  
 
The computational time for the deterministic case and the variability cases for all the approaches 
is depicted in Figure 4.20. In the deterministic case of D-D-D-D, since the average number of 
taken steps is lower in the one 𝑄-table and the double SARSA approaches than in the chain of 𝑄-
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approaches compared to the chain of 𝑄-tables approach accordingly. However, in the stochastic 
cases of S-D-D-D, the computational time for the chains of  𝑄-tables approach remains slightly 
higher than the other two approaches. But in the very high variability case of (6-0-0-6), the 
computational time in the chain of 𝑄-tables approach becomes lower than the one 𝑄-table, and the 
double SARSA approaches.   
 
 
 
 
 
Figure 4.19. Steps comparison in the one 𝑄-table, the double SARSA VS the chain of 𝑄-
tables approach in (a) D-D-D-D, and (b) S-D-D-D environments 
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Figure 4.20. Computational time in the one 𝑄-table, the double SARSA VS the chain of 𝑄-
tables approach in (a) D-D-D-D, and (b) S-D-D-D environments 
 
4.5. Summary and Conclusion  
 
In this chapter, we introduced and developed the chain of 𝑄-tables approach to mitigate the 
variability effect of the inspect/correct-like tasks in stochastic environments. The existing 
variability in stochastic environments reduces the SARSA RL performance in terms of efficiency, 
accumulated reward, and computational time. Therefore, decomposing the task into multiple 
subtasks, in which each subtask focuses on accomplishing the subtask, helps separate the 
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variability from the whole task or the environment and concentrate it in one subtask with an 
individual 𝑄-table.  
 
The performance of the chain of 𝑄-tables approach was assessed against the existing SARSA RL 
approach, such as the original SARSA RL with one 𝑄-table and the double SARSA approach with 
two 𝑄-tables. Multiple environments with various variability levels and also with two, three, and 
four subtasks were designed to resemble an inspect/correct-like task with/without variability. Each 
of these environments was examined under all the approaches.  
 
In the deterministic and the low variability cases, the one 𝑄-table approach and the double SARSA 
approach had a better performance regarding the efficiency, accumulated reward, number of steps, 
and the computational time. However, in the high and very high variability cases, the chain of 𝑄-
tables approach outperforms the others in terms of all the mentioned performance measures. It 
comes back to how many trainings and how many times the learning cycle has a chance to update 
the 𝑄-tables. Having more 𝑄-tables, cause less update to the tables. So, in the deterministic and 
low variability cases, it causes lower efficiency. 
 
For the final conclusion, we present the number of steps and the accumulated reward throughout 
1000 episodes for the one 𝑄-table approach and the chain of 𝑄-tables approach in the deterministic 
case and the different variability levels of two subtasks, D-D and S-D environments. The left 
column in Figures 4.21- 4.22 shows the results of applying the one 𝑄-table approach, and the right 
column shows the results for applying the chain of 𝑄-tables approach correspondingly. In the 
variability case of (1-0-0-1) and the very high variability case of (6-0-0-6), the number of steps 
drops drastically in the chain of 𝑄-tables approach compared to the one 𝑄-table approach. 
Furthermore, the learning process is more stable, and fewer spikes are noticed along with the 
learning episodes. Therefore, the average reward accumulated through the learning process is 
increased and stabilized, particularly in the high variability cases.  
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One 𝑄-table Chain of 𝑄-tables 
 
 
Deterministic 
 
  
Deterministic 
 
 
(0.1-0-0-0.1) 
 
 
(0.1-0-0-0.1) 
 
 
(1-0-0-1) 
 
 
(1-0-0-1) 
 
 
(6-0-0-6) 
 
 
(6-0-0-6) 
Figure 4.21. The number of steps per episode for each case of variability in the one 𝑄-table 
and the chain of 𝑄-tables approaches 
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One 𝑄-table Chain of 𝑄-tables 
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Figure 4.22. Rewards per episode for each case of variability in the one 𝑄-table and the 
chian of 𝑄-tables approaches 
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Chapter 5. Adaptive Hyperparameters 
 
5.1. Overview of the Adaptive Hyperparameters 
 
Hyperparameters have a great impact on RL performance. Especially when we encounter an 
environment with variability, manually setting the hyperparameters is tedious work. We examined 
the impact of ‘𝜖’, the exploration/exploitation hyperparameter of the 𝜖-greedy action selection 
method, and ‘α’, the learning rate of the 𝑄-table memory, in Chapter 3. In this chapter, we utilize 
the existent variability in the environment as a criterion to set the hyperparameters in a stochastic 
environment 
 
5.2. Estimating Variability 
 
In Chapter 3, we showed that an environment with zero or low variability has different 'optimal' 
learning hyperparameters compared to higher variability environments. Setting the 
hyperparameters ahead of the learning process in the RL algorithm for each environment based on 
relative variability is essential to affect the RL performance. In real-world inspect/correct tasks, 
however, the amount of variability may not be known in advance. In this section, we implement 
and test a method for setting hyperparameters adaptively as the learning process continues based 
on the observed variability in the goal state. This approach is simple to implement and effective at 
the same time, as we are going to see in the upcoming sections.  
 
We estimate the variability in the environment in terms of the sample variance of the goal location. 
Then we use the estimated variance to set the hyperparameters for the environment. Algorithm 5.1 
illustrates the procedure of defining the variance in terms of the observed variability in the 
environment after a certain number of learning episodes while the learning cycle is going on.  
 
 
Algorithm 5.1. Adaptive HyperParmeters Setting 
0 parameter: g 
1 while episode(n) ≤ g do: 
2 ?̅?  =  
∑ (𝑤𝑖 ∗ 𝑋𝑖)
𝑘
𝑖 = 1
𝑛⁄  
3 ?̅?  =  
∑ (𝑤𝑖 ∗ 𝑌𝑖)
𝑘
𝑖 = 1
𝑛⁄  
4 𝑑𝑖  =  √((𝑋𝑖 − ?̅?)2  + (𝑌𝑖 − ?̅?)2) 
5 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
∑(𝑤𝑖 ∗ (𝑑𝑖)
2)
(𝑛 − 1)⁄  
6 end while 
7 if  𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑖𝑛 < variance < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑎𝑥: 
8 set the hyperparameters based on the variance 
9 else 
10 set the hyperparameters as default  
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Particularly, we calculate the distance variance as a combined two-dimensional location (x,y) 
metric. First of all, the variability centroid is estimated using the frequency of the observed defect 
locations as follows: 
 
?̅?  =  
∑ (𝑤𝑖 ∗ 𝑋𝑖)
𝑘
𝑖 = 1
𝑛⁄  1≤ 𝑖 ≤ 𝑘                                (5.1) 
?̅?  =  
∑ (𝑤𝑖 ∗ 𝑌𝑖)
𝑘
𝑖 = 1
𝑛⁄  
 
where ?̅?, ?̅? are the two-dimensional estimated centroid, 𝑤𝑖 is the number of occurrences of 
particular defect location, and (𝑋𝑖, 𝑌𝑖) are row, column coordinates for the location i, and 𝑛 is the 
number of episodes. 
 
Then for each defect location, Euclidean distance, 𝑑𝑖, is calculated as follows: 
 
𝑑𝑖  =  √((𝑋𝑖 − ?̅?)2  + (𝑌𝑖 − ?̅?)2) 
 
 
(5.2) 
 
Finally, we calculate the estimated distance variance as follow: 
 
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
∑(𝑤𝑖 ∗ (𝑑𝑖)
2)
(𝑛 − 1)⁄  
(5.3) 
 
Utilizing this method, the RL algorithm starts the learning cycle by the default set of 
hyperparameters. Thereafter, once the variability is captured, the hyperparameters are tuned to the 
new set of values. The new set of hyperparameters are selected from a known hyperparameter 
space. 
 
In the upcoming section, we are going to apply the approach in the SARSA RL algorithm to verify 
its efficiency. 
 
5.3. Variability Estimation Experiments 
 
To test the proposed method for the adaptive hyperparameters setting, we applied the algorithm 
(5.1) on an inspect/correct-like task with two subtasks, i.e., environments D-D and S-D. The D-D 
is the deterministic environment, and the S-D is the stochastic environment, which includes 
variability in one of its subtasks as was described in Chapter 4. The goal is to verify that the 
approach can estimate the correct amount of variability after a certain number of learning episodes 
and to monitor the estimated variance convergence. Thereafter, once the variability is estimated, 
the correct set of hyperparameters can be set automatically from the set of hyperparameter space 
for the rest of the learning cycle.  
 
To estimate the variance and validate the algorithm, first of all, we used the proposed approach on 
the D-D and S-D environments. Figure 5.1 shows the average values for the estimated distance 
variance, for various levels of variability. For each case of variability, we have conducted the 
approach 20 times, each time with 500 episodes. The distance variance was captured after the first 
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100 episodes. For example, for the deterministic environment of D-D, the estimated variance is 
zero, and for the high variability level of covariance (6-0-0-6), the average estimated variance is 
6.02. 
 
 
 
 
Figure 5.1. The average estimated variance for each case of variability in the D-D and S-D 
environments 
 
For the low variability levels, where the variance is greater than zero but smaller than 1, (0-1), the 
average estimated variability remains in the acceptable range of (0-1). Note that the estimated 
variability was measured after the first 100 episodes of the learning cycle. That is to have an equal 
number of episodes to capture the variability for each variability level in all environments.  
 
Figure 5.2 showcases the variability estimation along a learning cycle of 1000 episodes. In contrary 
to the procedure of variability estimation of Figure 5.1, the variability was not estimated from the 
first 100 episodes. However, it was monitored during a whole learning episode. At the beginning 
of the learning cycle or in other words, in the first few episodes, the estimated variability has a 
steep spike. But as the learning cycle proceeds, after almost 150 episodes, the estimated variability 
converges to a correct value. The testbed for this test experiment was the S-D environment with 
the variability level of (6-0-0-6). The one 𝑄-table approach was the RL algorithm for this 
experiment. As a result, the approach could correctly capture the variability of the environment 
fairly quickly.  
 
Figure 5.3 illustrates the similar variability estimation procedure conducted on the S-D 
environment with a variability level of (6-0-0-6) when the chain of 𝑄-tables approach was the RL 
D-D S-D 
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Figure 5.3. Variability estimation utilizing the chain of 𝑄-tables approach in the S-D 
environment with (6-0-0-6) variability for the first subtask 
 
 
 
Figure 5.2. Variability estimation utilizing the one 𝑄-table approach in the S-D 
environment with (6-0-0-6) variability 
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Figure 5.4. Variability estimation utilizing the chain of 𝑄-tables approach in the S-D 
environment with (6-0-0-6) variability for the second subtask 
 
algorithm. For each subtask, an individual hyperparameter estimator was embedded to capture the 
variability of each subtask individually. Note that Figure 5.3 illustrates the estimated variability of 
the first subtask in the course of a learning episode. In contrast, Figure 5.4 illustrates the estimated 
variability of the second subtask simultaneously in the course of the learning episode. While in the 
first few episodes, we observe a spike in the estimated variability for the first subtask, Figure 5.3, 
however, the estimated variability remains zero for the second subtask, Figure 5.4. Furthermore, 
as the learning cycle proceeds through the episodes, the estimated variability converges smoothly 
after almost 150 episodes to the correct value for the first subtask, Figure 5.3, while the estimated 
variability remains zero for the second deterministic subtask, Figure 5.4.  
 
In the upcoming section, we utilize the proposed approach to adaptively set the hyperparameters. 
 
5.4. Variance Based Adaptive Hyperparameters Settings Experiments 
 
After we verified the capability of the approach for estimating the variability in both the one 𝑄-
table approach and the chain of 𝑄-tables approach, through the test example experiments as was 
explained above, we applied the adaptive hyperparameter setting on both algorithms. Among the 
hyperparameters, we have chosen the exploration/exploitation, 𝜖, and the learning rate of the 
SARSA updating rule, 𝛼, the ones to be adaptively being set. In Chapter 3, we have conducted 
several experiments to find the best hyperparameters for each case of variability level. We utilize 
those results as the hyperparameters space. Once the variability is estimated, the default 
hyperparameters values are tuned to the adapted ones, which are selected from the hyperparameter 
space.  
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Figure 5.5 illustrates the procedure of the hyperparameter 𝛼 adaption, in the course of a learning 
cycle of 1000 episodes, in the stochastic environment of S-D with the one 𝑄-table approach RL 
algorithm. The hyperparameter value starts from the default value of 0.5. Once the variability is 
detected during the first few episodes, the 𝛼 hyperparameter value drops from 0.5 to 0.4. The 
hyperparameter value remains constant during the rest of the episodes once the variability 
estimation converges, as was illustrated in Figure 5.2.  
 
 
 
Figure 5.5. Alpha hyperparameter adaption in one 𝑄-table approach in the S-D environment 
with (6-0-0-6) variability 
 
 
 
 
Figure 5.6. Epsilon hyperparameter adaption in the one 𝑄-table approach in the S-D 
environment with (6-0-0-6) variability 
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Figure 5.6 demonstrates the 𝜖 hyperparameter adaption procedure in the stochastic environment 
of S-D and the one 𝑄-table approach as the RL algorithm in the course of the learning cycle of 
1000 episodes. The hyperparameter 𝜖 starts from the default value at the beginning of the learning 
cycle in the first episode with a value of 0.1. As the estimated variability became stable after a few 
episodes, as shown in Figure 5.2, the 𝜖 hyperparameter value tuned to 0.2 until finally merged to 
0.4, and remained unchanged until the end of the learning cycle. 
 
Similar experiments were conducted for the chain of 𝑄-tables approach. Figure 5.7 illustrates the 
hyperparameter 𝛼 adaption in the chain of 𝑄-tables approach for the stochastic environment of S-
D. The variability was estimated for each chain, or in other words, for each subtask individually. 
Therefore, the hyperparameters were adapted based on the estimated variability for the subtask. 
So, we observe two hyperparameters of 𝛼 are getting adapted during the learning cycle of 1000 
episodes, each for either of the subtasks simultaneously. The green stars embedded with the yellow 
line represent the 𝛼1 for the first stochastic subtask and the red dashes represent the 𝛼2 for the 
second deterministic subtask. Both 𝛼1 and 𝛼2 start with an equal default value of 0.5. Once the 
variability is detected during the learning cycle, 𝛼1 adapts to 0.4. 𝛼2 remains unchanged because 
the second subtask is deterministic. Therefore 0 variability is detected, and so it remains 
unchanged.  
 
 
 
  
Figure 5.7. Alpha hyperparameter adaption in the chain of 𝑄-tables approach in the S-D 
environment with (6-0-0-6) variability 
 
Figure 5.8 illustrates the 𝜖 hyperparameter adaption procedure for the chain of 𝑄-tables approach 
in the S-D environment. Similar to the alpha adaption procedure, two 𝜖 hyperparameters are 
adapted each for either of the chains. Both 𝜖 hyperparameters for either of the subtasks start with 
an equal value of 0.1 at the beginning of the learning cycle of 1000 episodes. Once the variability 
is detected after a few episodes, 𝜖1 adapts to 0.4 whereas the 𝜖2 remains unchanged during the 
learning cycle. Because no variability is detected for the second subtask.  
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Figure 5.8. Epsilon hyperparameter adaption in the chain of 𝑄-tables approach in the S-D 
environment with (6-0-0-6) variability 
   
5.5. Summary 
 
In this chapter, we developed an adaptive hyperparameter estimation method based on within-task 
variability estimation. The method utilized the estimation of the variability to assign the 
hyperparameters of 𝜖 and 𝛼. The convergence to a correct variability estimation was fast and 
accurate hyperparameters were selected for the SARSA RL algorithm. The approach properly 
worked for both one 𝑄-table and the chain of 𝑄-tables approach. The proposed approach can assign 
other hyperparameters for the RL algorithm, such as the discount factor 𝛾. 
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Chapter 6. Contribution and Future Work 
 
 
In this research, we addressed RL's application for inspect/correct-like tasks in environments with 
variability. We answered the main research question: Can RL methods be used for stochastic 
inspect/correct-like tasks? And the answer is yes, but with some adaptions to original RL methods.  
 
We specifically utilized the SARSA RL approach in our research and developed a new approach 
and perspective when dealing with tasks or environments with variability. Particularly: 
 
1. We characterized and investigated the impact of variability on SARSA RL performance. 
To do so, we developed new testbed environments to compare task learning performance at 
various variability levels, including deterministic cases with zero variability, to stochastic 
cases with high variability.  
 
2. We expanded the investigation of the SARSA RL performance at several levels of task 
complexity, such as multi-defect inspect/correct task process, in addition to several levels 
of variability. We tested the SARSA RL performance in the testbed environments with two, 
three, and four subtasks in which one of the subtasks was stochastic.  
 
3.We developed a new approach called the chain of 𝑄-tables approach for handling within 
and across episode learning for stochastic environments. Each chain resembles an 
independent memory with an RL mechanism to handle a subtask. In an environment with 
variability and a multitask problem, the chain of 𝑄-tables approach introduced a new 
framework to mitigate the variability effect. The multitask problem was decomposed into 
subtasks in the new framework, each with a defined and achievable goal within a chain 
frame. Therefore, memory modules within each chain focused on solving one subtask at a 
time. The separation of the subtasks caused the variability to get separated from the whole 
task and to be placed within a subtask. Therefore, the allocated 𝑄-table memory within the 
chain was dedicated to focusing on only one subtask. Thus, the effect of variability was 
mitigated, which resulted in better performance. The performance was compared against 
the original SARSA RL approach with one 𝑄-table and the double SARSA approach, 
which includes two 𝑄-tables in the learning process. The measures of performance were 
built upon a new definition for the efficiency, accumulated reward, the total number of 
steps taken to accomplish the task, and the computational time. All the approaches were 
tested in several variability levels in various environments of two, three, and four subtasks, 
including one defect inspect/correct task process, and multi-defect inspect/correct task 
process. The chain of 𝑄-tables approach outperformed the other approaches in all the 
environments regarding the performance measures in the variability cases.  
 
4.We developed an adaptive hyperparameter setting method based on variability criterion to 
adaptively set the RL algorithm's hyperparameters when encountering different 
environments with different variability levels. The approach converges fast in terms of 
estimating the variability of the environment and, therefore, is efficient in the RL both in 
the original SARSA RL with one 𝑄-table and in the chain of 𝑄-tables approach. 
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In the real-world applications where variability in the environments is an unavoidable fact of the 
environments, utilizing the RL approaches seems costly and sometimes not feasible. Because 
training a robot/agent in a  real-world example is time-consuming, brittle to unanticipated 
variations in processing, and expensive. This research provided a study of how feasible it is to 
apply an RL approach in a typical environment with/without variability.  It cast the light on the 
measure of efficiency and performance based on the environment's target variability level. The 
research contribution is to provide a direct study of the effects of variability on the RL 
performance. Furthermore, it provides a new perspective within the RL framework in order to 
enhance the RL performance in environments with variability.  
 
 
The garnered results motivate to have future works on applying the chain of 𝑄-tables approach 
utilizing a real robot for inspect/correct task in continuous space and action scenarios. The robot 
can be feed with the observed information from the environment using sensors such as cameras. 
The observed information might be manipulated to have various levels of noise. The environment 
configuration can also involve variability in terms of the defined goals. It would be a new 
development to investigate the effect of variability on RL approaches and the chain of 𝑄-tables 
approach when applied to a robot with continuous state-space and action-space.  
 
In addition to that, as the results in Chapter 4 were indicating, it would be an improvement to scale 
the chain of 𝑄-tables  approach in the continuous scenarios while automatically detect for 𝑄-table 
chaining based on within-task variability estimation. In other words, add another 𝑄-table if the 
agent encounters variability automatically. The future work would help keep the one 𝑄-table 
approach as long as the detected variability is zero or below a defined threshold because the 
efficiency is higher in the deterministic and low variability cases of the one 𝑄-table approach than 
the chain of 𝑄-tables approach. As the detected variability increases, the extra chain of 𝑄-tables 
might be added to the learning process. Note that determining a new chain requires other 
considerations, such as specifying the subtasks with/without variability, defining the sub-policies, 
and then properly define an action-policy to be dedicated to each chain for each subtask, making 
it very interesting and challenging at the same time for future work.  
 
One remained problem though is how to avoid the overwriting problem in the 𝑄-table. In the chain 
of 𝑄-tables approach, we isolated the source of variability to reduce its effect on the other subtasks. 
But the variability issue is still there in the stochastic subtask. One feasible approach to solve the 
problem is to use a strategy-policy based approach instead of an action-policy approach when a 
substantial variability in a subtask is encountered. In a strategy-policy based approach, the agent 
should decide to select a strategy for inspection such as a circular search pattern or line search 
pattern until it finds the subgoal, instead of a selection of action based on an action-policy 
approach. Then an action-policy-based level as an operational step level can be applied to handle 
the remainder of the task. Therefore the agent should learn what is the most appropriate strategy 
to pick when it detects substantial variability in the environment in addition to the best action to 
pick in each state. But of course, learning the most appropriate strategy would be in a higher level 
of learning than the action level.  
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Appendix A. Initial Policy in the Deterministic Case 
 
A portion of the initial policy created in the deterministic case, i.e., when the defect is in the (1, 3) 
location at the start of each episode, and the target is always at (3, 3) location, is shown in Table 
A.1. In this table, each row represents one unique state with all the possible transitions following 
the policy. Each state index corresponds to a unique state vector. The action policy (or the 
transition function or the policy) maps each state to the possible actions that can be selected, and 
for each action, the new state moved to, the reward, and whether goal reached(False or True). The 
six available actions are numbered 0-5 (Table A.1 ). Since the transitions are deterministic, the 
probability of transition from one state to another state when selecting an action is one. Figure A.1 
magnifies the first row of Table A.1. 
 
 
 
 
 
 
 
Figure A.1. Details of one row of the policy 
 
Table A.1. Initial policy in the deterministic case with the defect in the (1, 3) location and 
Target in the (3, 3) location 
State 
Index 
State 
Vector 
Action Policy 
0 
(0,0,0,0) 
{0: [(1.0, 56, -0.1, False)], 1: [(1.0, 0, -0.1, False)], 2: [(1.0, 8, -0.1, False)], 
3: [(1.0, 0, -0.1, False)], 4: [(1.0, 0, -2, False)], 5: [(1.0, 0, -0.1, False)]} 
1 (0,0,0,1) 
{0: [(1.0, 56, -0.1, False)], 1: [(1.0, 0, -0.1, False)], 2: [(1.0, 8, -0.1, False)], 
3: [(1.0, 0, -0.1, False)], 4: [(1.0, 1, -2, False)], 5: [(1.0, 1, -0.1, False)]} 
2 (0,0,0,2) 
{0: [(1.0, 56, -0.1, False)], 1: [(1.0, 0, -0.1, False)], 2: [(1.0, 8, -0.1, False)], 
3: [(1.0, 0, -0.1, False)], 4: [(1.0, 2, -2, False)], 5: [(1.0, 2, -0.1, False)]} 
3 (0,0,0,3) 
{0: [(1.0, 56, -0.1, False)], 1: [(1.0, 0, -0.1, False)], 2: [(1.0, 8, -0.1, False)], 
3: [(1.0, 0, -0.1, False)], 4: [(1.0, 3, -2, False)], 5: [(1.0, 3, -0.1, False)]} 
4 (0,0,1,0) 
{0: [(1.0, 60, -0.1, False)], 1: [(1.0, 4, -0.1, False)], 2: [(1.0, 12, -0.1, 
False)], 3: [(1.0, 4, -0.1, False)], 4: [(1.0, 4, -0.1, False)], 5: [(1.0, 3, -2, 
False)]} 
5 (0,0,1,1) 
{0: [(1.0, 60, -0.1, False)], 1: [(1.0, 4, -0.1, False)], 2: [(1.0, 12, -0.1, 
False)], 3: [(1.0, 4, -0.1, False)], 4: [(1.0, 5, -0.1, False)], 5: [(1.0, 3, -2, 
False)]} 
 
(Table cont’d) 
 
 
State 
index 
State 
vector 
action Transition 
probability 
Next 
state 
 
reward 
 
Goal reached 
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State 
Index 
State 
Vector 
Action Policy 
6 (0,0,1,2) 
{0: [(1.0, 60, -0.1, False)], 1: [(1.0, 4, -0.1, False)], 2: [(1.0, 12, -0.1, 
False)], 3: [(1.0, 4, -0.1, False)], 4: [(1.0, 6, -0.1, False)], 5: [(1.0, 3, -2, 
False)]} 
7 (0,0,1,3) 
{0: [(1.0, 60, -0.1, False)], 1: [(1.0, 4, -0.1, False)], 2: [(1.0, 12, -0.1, 
False)], 3: [(1.0, 4, -0.1, False)], 4: [(1.0, 7, -0.1, False)], 5: [(1.0, 3, -2, 
False)]} 
8 (0,1,0,0) 
{0: [(1.0, 64, -0.1, False)], 1: [(1.0, 8, -0.1, False)], 2: [(1.0, 16, -0.1, 
False)], 3: [(1.0, 0, -0.1, False)], 4: [(1.0, 8, -2, False)], 5: [(1.0, 8, -0.1, 
False)]} 
9 (0,1,0,1) 
{0: [(1.0, 64, -0.1, False)], 1: [(1.0, 8, -0.1, False)], 2: [(1.0, 16, -0.1, 
False)], 3: [(1.0, 0, -0.1, False)], 4: [(1.0, 9, -2, False)], 5: [(1.0, 9, -0.1, 
False)]} 
10 (0,1,0,2) 
{0: [(1.0, 64, -0.1, False)], 1: [(1.0, 8, -0.1, False)], 2: [(1.0, 16, -0.1, 
False)], 3: [(1.0, 0, -0.1, False)], 4: [(1.0, 10, -2, False)], 5: [(1.0, 10, -0.1, 
False)]} 
11 (0,1,0,3) 
{0: [(1.0, 64, -0.1, False)], 1: [(1.0, 8, -0.1, False)], 2: [(1.0, 16, -0.1, 
False)], 3: [(1.0, 0, -0.1, False)], 4: [(1.0, 11, -2, False)], 5: [(1.0, 11, -0.1, 
False)]} 
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Appendix B. Experimental Results for Deterministic and Variable Cases 
 
Figures B.1 illustrates the experiment results for one deterministic case and three variable cases. 
Each experiment for each of the cases in the original SARSA consists of 5000 maximum number 
of allowed steps within an episode, and 1000 episodes. The exploration probability parameter ϵ is 
0.3 and the learning rate α is 0.5 for all the cases. 
 
(a) Steps per Episode (b) Reward per Episode 
 
 
Deterministic 
 
 
Deterministic 
 
 
(0.1-0-0-0.1) 
 
 
(0.1-0-0-0.1) 
 
 
(1-0-0-1) 
 
 
(1-0-0-1) 
 
 
(6-0-0-6) 
 
 
(6-0-0-6) 
Figure B.1. (a) The number of steps and (b) accumulated reward  per episode for each case of 
variability in the SARSA RL 
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Figures B.2 illustrates the experiment results for one deterministic case and three variable cases. 
Each experiment for each of the cases, consists of unlimited steps within an episode, and 1000 
episodes. The exploration probability parameter ϵ is 0.1 and the learning rate α is 0.4 for all the 
cases. 
 
(a) Steps per Episode (b) Reward per Episode 
 
 
Deterministic 
 
 
Deterministic 
 
 
(0.1-0-0-0.1) 
 
 
(0.1-0-0-0.1) 
 
 
(1-0-0-1) 
 
 
(1-0-0-1) 
 
 
(6-0-0-6) 
 
 
(6-0-0-6) 
Figure B.2. (a) The number of steps and (b) accumulated reward  per episode for each case 
of variability in the SARSA RL 
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