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Abstract
The material handling industry is in the middle of a transformation from manual
operations to automation due to the rapid growth in e-commerce. Autonomous
mobile robots (AMRs) are being widely implemented to replace manually operated forklifts in warehouse systems to fulfil large shipping demand, extend warehouse operating hours, and mitigate safety concerns. Two open questions in AMR
management are task assignment and path planning. This dissertation addresses
the task assignment and path planning (TAPP) problem for autonomous mobile
robots (AMR) in a warehouse environment. The goals are to maximize system
productivity by avoiding AMR traffic and reducing travel time. The first topic in
this dissertation is the development of a discrete event simulation modeling framework that can be used to evaluate alternative traffic control rules, task assignment
methods, and path planning algorithms. The second topic, Risk Interval Path Planning (RIPP), is an algorithm designed to avoid conflicts among AMRs considering
uncertainties in robot motion. The third topic is a deep reinforcement learning
(DRL) model that is developed to solve task assignment and path planning problems, simultaneously. Experimental results demonstrate the effectiveness of these
methods in stochastic warehouse systems.
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Chapter 1

Introduction

1.1

Warehouse Material Handling and Autonomous
Mobile Robotics

The material handling industry is in the middle of a transformation from manual
operations to automation due to the rapid growth in demand from e-commerce.
Based on a Statista report, e-commerce sales have increased from $1,336 to $4,280
billion U.S. dollars from 2014 to 2020 worldwide [1]. Strong sales resulted in increases in parcel shipment volume from 11 billion to 20 billion parcels from 2016
to 2020 [2]. To fulfill the large shipping demand, warehousing and logistics companies continue to expand their warehouses every year, such that the number of
warehouses in U.S. has increased from 15,152 to 19,190 over the past 10 years [3].
Some major e-commerce companies, such as Amazon, operate their warehouses
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and distribution centers 24 hours a day to keep their same-day and next-day delivery promises [4]. These factors drive the demand for forklift operators which
increased to an estimated 217 thousand workers with a median annual wage of
$37,560 in 2020 [5]. Besides the increase in labor cost, safety concerns for manned
forklifts persist. According to the Occupational Safety and Health Administration
(OSHA), there are approximately 80 forklift deaths and more than 35,000 serious
injuries due to forklift accidents each year [6]. The majority of these accidents are
caused by human error, such as running into pedestrian, operator stuck by equipment or truck, or falling [7]. Besides fatalities and injuries, forklift accidents also
result in machine downtime, parts replacement, or forklift salvage.
In the past decades, material handling robots have been intensively used to replace manned forklifts to reduce human errors, extend warehouse operating time,
and improve cost efficiency. The first-generation material handling robots are often referred to as automated guided vehicles (AGVs). These automated forklifts
follow buried wires [8] or magnetic tapes [9] in or on the ground to make point-topoint delivery with a fixed path. The second-generation AGVs are equipped with
more advanced localization technology so that both the destination and path can
be flexible. A common and practical approach is laser localization, where the robot
is equipped with a laser emitter and receiver and reflectors are attached to the infrastructures in the warehouse [10]. An AGV localizes itself based on the reflection
of laser beams. This approach requires careful floor design and alternations ensure
lines of sight between the AGV and multiple reflectors, however, installation time
and path flexibility are still factors of concern.
The third-generation material handling robots are referred to as autonomous
2
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mobile robots. An AMR localizes itself with self-contained technologies, such as
cameras [11] and LiDAR [12], so that any infrastructure in the environment can be
utilized as a landmark. When setting up the system, a simultaneous-localizationand-mapping (SLAM) algorithm constructs the relationship between sensor readings and coordinates in the warehouse. Such a system minimizes warehouse alternation and hence reduces the setup time. The free-range property enables AMRs
to move to any location that has been explored using SLAM. These properties help
to generate high-quality global paths with the flexibility for local path revision to
avoid unexpected obstacles.
Due to the large order fulfillment volumes, an automated warehouse often requires a team of AGVs/AMRs working together to achieve the desired productivity. In this case, the efficiency of an AMR system is significantly impacted by
the collaboration among robots. At a minimum AMRs should consider the location and motion of each other to minimize interference by avoiding conflict and
blocking. With a higher level of collaboration, a global solution could optimize
the system objectives, such as maximizing system throughput, minimizing average task makespan, or minimizing average task lateness [13]. Two open problems
for material handling robot collaboration are task assignment and path planning
[14]. Suppose a team of AMRs are completing a list of delivery tasks with different pickup locations, drop-off locations, and due dates. Task assignment indicates
which AMR is responsible for which task, while path planning determines the path
to move to a destination. These solution approaches to these two problems are the
major factors that determine the performance of an AMR system [13].
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The objectives of this dissertation are to develop task assignment and path planning (TAPP) model and simulation environment for autonomous mobile robot in
warehouse application. Despite the considerable amount of research in TAPP, most
existing methods have been developed for first- and second-generation AGVs,
where the travel paths are either fixed or highly restricted. The motivation of this
study is to capture the benefit of free-range movement for modern AMRs to improve system productivity. Another unique characteristic of this studies is the proposed TAPP models and simulation environment consider system uncertainties,
such as travel speed, conflict resolution time, and loading/unloading time, to enhance the robustness of the solution in stochastic, real-world environments. The
three main topics in this dissertation are:
• Warehouse simulation and traffic control rules;
• Risk interval path planning in stochastic environments; and
• Simultaneous task assignment and path planning with a deep Q-network
methodology.
The major contributions of this dissertation are:
• Develop a discrete-event simulation model that evaluates different AMR management strategies, such as traffic control rules, dispatching models, and
path planning algorithms in various types of warehouse systems;
• Design and analyze a risk interval path planning algorithm that minimizes
AMR traffic and travel time considering uncertainties in AMR motion time;
and
4
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• Design and train a deep Q-network model that solves task assignment and
path planning problems simultaneously with a goal of minimizing AMR traffic and travel time in stochastic warehouse systems.

1.2

Warehouse Traffic

To maximize system productivity and efficiency, common AMR management strategies focus on reducing travel distance, minimizing traffic conflicts among robots,
balancing robot utilization, reducing deadhead (empty travel) time, and so on
[13]. Among these strategies, a large amount of research targets conflict avoidance
among AMRs [13–15]. There are several reasons for this research focus. First, it can
be dangerous when AMRs to encounter each other while traveling. For example,
a collision can happen if the obstacle detection system fails to recognize another
AMR without having sufficient braking distance. Second, the conflict resolution
process increases job delivery time. To resolve a conflict, the AMRs may have to
wait at its current location or make a detour. Some resolution processes require the
robot to perform irregular actions such as moving backwards for long distances,
making tight turns, or passing each other closely, which again increases the risk of
accident. Furthermore, a conflict may result in a deadlock scenario that requires
human intervention.
To provide a context to illustrate some AMR conflict examples, Figure 1.1 represents the corner of a warehouse where AMRs (e.g., agents A1 and A2) travel along
the links and vertices. A link represents a section of travel path, and a vertex is
the intercept among multiple links. We assume AMRs cannot pass each other nor
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F IGURE 1.1: A corner of a warehouse system.

perform a U-turn on a link. A vertex can be occupied by one AMR at a time. A
warehouse task is either to pick up a pallet from a rack and deliver it to a docking location or vice versa. An AMR conflict happens when two or more AMRs
encounter each other.
An AMR conflict can take place at a vertex or on a link. Figure 1.2(a), (b),
(c), and (d) demonstrate four types of conflicts at a vertex and Figure 1.2(e) and
(f) show examples of conflicts on a link. Figure 1.2(a) shows a pass cross conflict
where the two AMR paths cross each other. In this case, to resolve the potential
conflict one of the AMR shall wait until the other AMR passes the vertex. Figure
6
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F IGURE 1.2: Examples of AMR conflict.

1.2(b) shows two travel paths that partially overlap with opposite directions. In
this case, A2 shall wait until A1 passes the vertex. Figure 1.2(c) is an example of
partially overlapping paths in the same direction. In this case, one of the AMR
enters the link and the other one follows.
Figure 1.2(d) shows two paths that fully overlap with each other in opposite
directions. This type of conflict is also referred to head-on conflict. The headon conflict requires one of the AMRs to use additional links to give access to its
current link. Figure 1.3 demonstrates three ways to resolve this conflict, where A2
7
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is making detour. The blue hashed lines show the detour path for A2 where the
arrowhead indicates the ending position and orientation of each detour segment.
In these three approaches, after A2 makes the first turn, A1 can access the target
link. In Figure 1.3(a), A2 enters the target link through a backward turn. This
approach minimizes the detour but changes the origination of A2. In Figure 1.3(b),
A2 turns reverses back onto its original link and continue following the original
path. Although this approach maintains the orientation, it causes both AMRs to
occupy the same link for a short period. In Figure 1.3(c), A2 enters the target link
after performing a cross-turn, which requires an additional link to be available.

F IGURE 1.3: Methods to resolve head-on conflict.

Conflicts on link are often more difficult to resolve as AMRs have lower degrees
of freedom for movement [16]. Figure 1.2(e) show following that can cause slower
movement of second AMR as it needs to be alerted of stopping and maintain a safe
breaking distance. When the first AMR performs loading or unloading on the link,
the second AMR must wait at the current location. If the following path require
the first AMR to travel in reversed direction, a head-on conflict occurs as shown
in Figure 1.2(f). Another possible scenario for head on conflict on a link is when
8
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two AMRs enter a link from different vertices. In this case, one of the AMRs has to
move backward to free the aisle.
When more than two AMRs are involved in a head-on conflict, a deadlock can
occur, which often requires human intervention. Figure 1.4(a) shows a deadlock on
a link. In this case, multiple AMRs will have to communicate and organize the use
of links and vertices, which is not only difficult but also dangerous. To avoid this
type of deadlock, most deadlock-free systems only allow only one AMR to traverse
a link at time [17–19], which is often referred to as the link reservation (LR) traffic
control rule. Even with LR, deadlocks can still happen at a vertex. Figure 1.4(b)
shows a deadlock where A1 requires the aisle reserved by A2, A2 requires the aisle
reserved by A3, and A3 requires the aisle reserved by A1.

F IGURE 1.4: Examples of deadlock (a) on a link and (b) at a vertex

To address some of the issues related to AMR conflict and traffic control, the
first topic of this research introduces a conditional uni-directional (CUNI) traffic
control rule. This rule is compared with LR and uni-directional (UNI) rules. A
stochastic, continuous-time simulation model is developed to compare the impact
of alternative traffic control rules and task assignment algorithms. The simulation
model tracks system responses in continuous time space, where the AMR moving
9
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time, turning time, loading time, unloading time, and conflict resolution time are
continuous random variables (CRV) following specified distributions. The model
is flexible enough to adapt to different warehouse layouts, fleet sizes, types of
robots, task arrivals, traffic rules, and TAPP models.

1.3

Risk Interval Path Planning in Stochastic
Environments

Two common task selection methods for AMRs are dispatching and scheduling.
An scheduling model solves an optimization problem to generate a complete delivery schedule and visiting sequence for all AMRs over a specified time horizon
[15]. A dispatching algorithm dynamically assigns a single task to an AMR in
an on-demand basis [20]. Although the short planning horizon for dispatching
makes it difficult to find the system-level optimal solution, dispatching models
are more favorable in busy and stochastic environments because of their simplicity, flexibility, and often faster solution time [13], [15]. A dispatching rule typically either evaluates the utility or assesses the cost for each waiting task based on
an objective, and the algorithm picks the task with highest utility or lowest cost.
Some popular dispatching rules consider a single attribute of the system, such as
shortest-pickup-distance, first-come-first-serve, and earliest-due-date rules. More
advanced dispatching algorithms consider multiple attributes of the system simultaneously [21–23] or hierarchically [24].
When the task assignment decision is determined by a dispatching algorithm,
a separate path planning model is required to find a feasible path between the
10
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starting location and destination. To avoid traffic and deadlock among AMRs, a
large variety of conflict-free path planning methods are studied in the literature
such as topological methods, probabilistic roadmaps, heuristic approaches, and
artificial intelligence [25–27]. Among these approaches, cooperative A* has drawn
increasing attention because of its simplicity and completeness under certain assumptions [28]. The original cooperative path planning algorithm is an extended
A* algorithm, which considers other active AMRs in the system as dynamic obstacles with known paths. The environment is converted into grid map with a
set of cells with a discrete planning horizon. Each robot occupies a single cell at
a time. Instead of searching on the cell space individually, cooperative A* (CA*)
examines tuples of cells over a time horizon to determine if the dispatched AMR
should visit the cells. The additional time dimension allows cooperative A* to prevent multiple robots from occupying the same cell at the same time. A windowed
hierarchical cooperative A* (WHCA*) is introduced by Silver [28], which reduces
the path sensitivity and computation cost by performing CA* search in a restricted
time window.
The WHCA* algorithm was considered the benchmark for both conflict-free
path planning and dynamic obstacle avoidance, until another A* based algorithm,
safe interval path planning (SIPP), was introduced by Phillips and Likhachev [29].
Rather than searching for each time stamp, SIPP finds the best time interval to enter
a cell, which significantly reduces the search space. The period that an active AMR
occupies a cell is considered a collision interval. All other periods are defined as
safe intervals for the cell when dispatching the AMR. In other words, the timeline
of each cell is alternated between safe and collision intervals. When applying SIPP
11
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it has been shown that the optimal decision is always to enter a cell during the
earliest possible time of a safe interval.
Both WHCA* and SIPP make the assumption of a deterministic system. When
the algorithms predict the future collision time or interval, they assume other active AMRs can reach each designated location at the planned time. However, these
assumptions can be easily violated in real-world systems. For instance, the travel
time from one location to another can be affected by sensing errors, sliding of
wheels, acceleration and deceleration within an aisle, payload, or unexpected obstacles, among other occurrences that may cause variability in travel time. These
uncertainties can cause inaccurate location predictions and hence result in conflicts.
In the second research topic, a risk interval path planning (RIPP) methodology is introduced for cooperative path planning, which considers uncertainties in
travel time, turning time, loading/unloading time, waiting time, and conflict resolution time. Rather than assertively defining a collision interval, RIPP determines
risk intervals that have a high probability when a cell would be occupied by an
active AMR. The concept is to relax the collision interval to ensure AMRs arrive
to the unoccupied designated cell during the period in real-world system. The
motivation is to improve the robustness of a path by considering uncertainties in
advance.

12
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1.4

Simultaneous Task Assignment and Path
Planning Using a Deep Q-Network Approach

Solving a dispatching problem has a linear computational complexity with respect
to the number of tasks evaluated. When operating a large warehouse with thousands of tasks, the cost of making optimal dispatching decision can be time consuming. On the other hand, as a greedy algorithm, a dispatching model only finds
the optimal solution based on the current status of AMRs and current conditions
of the warehouse, which limits the efficiency of an AMR system [15]. The recent
breakthroughs in deep reinforcement learning mitigate the tradeoff between computation time and solution quality in optimization [30, 31]. When compared to
exact approaches and other heuristics, a DRL algorithm learns to approximate a
high-quality solution while the solving speed is less dependent to the number of
agents and tasks in the system.
Reinforcement learning (RL) is designed to solve Markov decision chain (MDC)
problems. Suppose there is an environment at an arbitrary state. An agent in the
environment performs an action. That action transits the environment to the next
state and the agent receives a reward based on the outcome. The goal of MDC
is to choose an action that maximizes the cumulative, discounted reward at any
state. A conventional RL model, such as Q learning [32], dynamically updates the
cumulative reward of each action at each state in a table. However, as the table
size equals the product of possible states and actions, it is difficult to implement Q
learning on large scale problems. A Deep Q Network (DQN) model resolves this
issue by approximating the expected value of the discounted, cumulative reward
13
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(Q value) using a neural network (NN).
The TAPP problem can be formulated into a MDC. The current state of the environment reflects AMR and task locations. The AMR chooses a motion to move to
another location, which transits the environment into another state. This process
repeats until the AMR reaches a destination. With an appropriate reward system,
the DQN can learn to plan a path with shortest travel distance. However, some
literature points out that the original DQN model cannot make robust and reliable resource allocation [33] or path planning [34] decisions. On the other hand,
many novel DQN extensions, such as double learning, prioritized replay, and distributional DQN introduced in the literature improve the performance of DQN on
video games and physics simulations. A rainbow DQN combines six different extensions and bring the performance of DQN to another level [35]. In this case, the
performance of extended DQNs on TAPP problem is an opportunity for further
study.
In research topic 3, an DQN model is developed and trained to solve task assignment and path planning problems simultaneously. The model combines DQN
extensions including n-step learning [36], prioritized replay [37], double learning [38], dueling network [39], noisy network [40], and distributional DQN [41].
The training and testing data are generated by the simulation model introduced
in topic 1 and the performance of DRL model is compared with several existing
approaches. The motivation is to develop a TAPP model which generates high
quality decisions while the computational cost is less dependent from the number
of tasks and agents in the system.

14

Chapter 2

Objectives
The goal of this research is to improve productivity and efficiency of warehouse
systems involving multiple autonomous mobile robots. In particular, the aim is
to design and evaluate methods associated with task assignment, path planning,
and traffic control rules in a stochastic warehouse environment. A flexible simulation method is designed to examine the effectiveness of alternative strategies in
dynamic warehouse systems. The algorithms used in the warehouse systems will
be evaluated based on performance measures including throughput, travel time,
travel distance, conflict resolution time, and computational efficiency.
The research is broken down into three primary areas: (i ) simulation modeling
and analysis of warehouse traffic control rules; (ii ) risk interval path planning for
stochastic environments; and (iii ) DQN Networks for simultaneous task assignment and path planning. The objectives of each are are described as follows:
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• Simulation modeling and analysis of warehouse traffics control rules – the
objectives are to:
1. Develop a stochastic, discrete-event simulation model adaptable to alternative warehouse systems, traffic control rules, task assignment models, and path planning algorithms; and
2. Design and compare conditional uni-directional traffic control rule with
uni-directional and link-reservation rules utilizing the simulation model.
• Risk interval path planning in stochastic environments – the objectives are
to:
1. Design the risk interval path planning algorithm for conflict avoidance
path planning in AMR systems that can provide robust and efficient
solutions in stochastic environment;
2. Investigate the conflict probability for RIPP with under various parameters through analytical and simulation approaches; and
3. Compare RIPP with benchmark solutions such as native A*, uni-directional
A*, and SIPP using the warehouse systems simulation environment.
• Simultaneous task assignment and path planning using deep Q-networks –
the objectives are to:
1. Formulate the task assignment and path planning problem into a Markov
decision chain using the warehouse system simulation model;
2. Design and train a deep reinforcement learning model to solve the TAPP
problem; and
16
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3. Compare the performance of DQN with benchmark TAPP models in the
warehouse system simulation environment.
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Background
In this chapter, the background and related work associated with task selection
and path planning; cooperative path planning for multiple AMR systems; and
deep reinforcement learning are discussed.

3.1

Task Selection and Path Planning

Two common approaches for AMR task assignment in warehouse applications are
dispatching and scheduling. Scheduling and routing problems are often addressed
together. Scheduling refers to the problem of assigning a sequence of tasks to an
AMR and routing indicates the path that passes each pickup and drop-off location
with a feasible and efficient order. Confessore et al. formulate a scheduling and
routing problem into a network flow problem to minimize the average order fulfilment time [42]. For every time a new task arrives, the delivery schedules will
be redetermined. Toshiyuki and Kensuke propose an integer programming model
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that reroutes AMRs for new task arrivals using a local random search algorithm
[43]. The outcome of adding the new task to each AMR’s route is evaluated so that
the searching space is reduced when compared to the original problem. Zhang et
al. propose a conflict-free model that first divides the warehouse into regions and
then generates routing plan [44]. They classify AMR conflicts into head-on conflict,
path-cross conflict, node-occupancy collision, and self-occupancy collision. Sun et
al. develop a hybrid scheduling model to minimize AMR system makespan [45].
Some recent studies in AMR scheduling can be found in references [46–48].
The major concerns for scheduling are the low flexibility, high computational
cost, and low robustness [13, 49]. An offline scheduling model cannot handle system changes such as truck arriving time. Although some online scheduling models
can modify schedules in real-time, the high computational cost make them difficult to be implemented in large-scale problems. Wang and Zhou show that an
optimization model combining task assignment and path planning problems is
strongly NP-hard with respect to the number of tasks, fleet size, and planning
horizon [50]. Finally, when a team of AMRs execute routing plans in a real-world
system, some uncertainties such as travel, turning, and loading time can significantly impact the feasibility and optimality of the plan, especially when the planning horizon is long.
Dispatching assigns a single delivery task to an AMR at a time. The assignment
is often based on the utility of a task or the cost to make the delivery [15]. Egbelu
and Tanchoco classify dispatching problems into work-center initiated and vehicle
initiated [20]. A work-center initiated problem occurs when there are multiple
idle AMRs and a single waiting task. A vehicle-initiated problem happens when
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there are multiple waiting tasks and a single available AMR. Egbelu and Tanchoco
find the efficiency of an AMR system is mainly governed by the vehicle-initiated
cases. When the work-center initiated scenario happens frequently, it indicates the
material handling system is over-capacitated.
Le-Anh and De Koster classify vehicle-initiated dispatching rules into distancebased, time-based, and workload-based [15]. Distance-based rules focus on reducing AMR’s travel distance. For instance, the shortest-pickup-distance rule selects
the task whose pickup location is closest to the robot [51]. The shortest-pickupand-dropoff-distance rule finds the task that has the smallest travel distance for
the entire delivery trip. A Time-based rule often considers task due date or waiting
time. An earliest-due-date rule picks the task that has the closest due date [52]. A
first-come-first-serve (FCFS) rule assigns AMR to the task that has the longest waiting time [49]. Workload-based dispatching rules are designed to manage workstation queue sizes, which are mostly used in a job shop or flexible manufacturing
system [52].
A multi-attribute dispatching algorithm evaluate multiple system attributes of
a task. A modified-first-come-first-serve rule minimizes AMR’s empty travel distance while considering the task waiting time [15]. Taylor and De Koster propose
different scoring methods to evaluate task waiting time and AMR travel distance
simultaneously [52]. They find multi-attribute dispatching algorithms outperform
single-attribute rules when the task arrival time is small. Some recent studies
in multi-attribute dispatching can be found in the literature [21, 22]. Instead of
considering all attributes at once, a hierarchical dispatching model evaluates and
eliminates tasks at different levels. A popular approach is to first examine the due
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dates, and then assigning the AMR to the closest task that has the earliest due date
[15]. Several hierarchical fuzzy rule-based dispatching systems are presented in
the literature [24, 53].
A dispatching model often works with a separate path planning algorithm. The
first-generation AGVs rely on tandem path design. Each AGV travels on a fixed
section of path or loop and visits each pickup and drop-off locations on the path
by sequence. In this case, the path planning problem only involves determining
the stop locations for loading and unloading. The conflict problem is eliminated
when there is only one vehicle operating in a tandem, but such an approach limits
the system efficiency [54]. As the second-generation AGV travels without physical guide path, the path planning problem becomes more complex. A common
practice is to first construct a global path consisting of way points between AGV’s
current location and destination; and then the robot visits each way point using a
local navigation system. The ways points are often selected to have line-of-sight to
multiple landmarks, which allow the AMR to re-adjust its location along the path
[55].
As a modern AMR no longer relies on designated landmarks, their travel path
can be more flexible and end-to-end. However, the flexible paths make the conflict
avoidance among AMRs more challenging. The AMR conflicts can be addressed
at 3 levels. From a task selection level, a task assignment model can avoid dispatching the AMR to a high-traffic region in the warehouse. From a global path
planning level, a path planning algorithm should work together with a traffic control rule to prevent multiple AMRs from using the same link or vertex at the same
time. From a local path planning level, a navigation system needs to be able to
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resolve conflict or re-plan the path after encountering another AMR. This dissertation focuses on conflict avoidance at the task selection and global path planning
levels. Some popular methodologies for conflict resolution and path re-planning
can be found in the literature such as, lifelong planning A* [56], D* [57], D* Lite
[58], and anytime SIPP [59].
Some research is conducted on conflict-free path planning in multi-robot systems. Kaspi and Tanchoco formulate a path flow problem into an integer programming model and solve it with a branch-and-bound algorithm [60]. Martinez-alfaro
and Flugrad propose a combinatorial optimization model for conflict-free path
planning and solve it with a simulation annealing method [61]. The objective function considers costs due to obstacle, excessive arc length, uneven parametric distribution, and link proximity. Srivastava et al. propose an agent-based controller
aiming to generate optimal, deadlock-free path with acceptable computation efforts [62]. They introduce the shortest-feasible-path and K-shortest-feasible-path
algorithms and compare them with a benchmark path planning software. Wang et
al. develop a revised A* algorithm that optimizes global and local paths simultaneously [63]. Their cost function concerns with AMR conflict, travel distance, and
number of edges in the path. Han et al. formulate a double-path-constraint problem aiming to minimize the individual and total path distances simultaneously
[64]. They introduce an improved genetic algorithm with three-exchange crossover
operator to speed up the convergence. Some recent literature on conflict-free TAPP
can be found in the literature [65–67].
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3.2

Cooperative Path Planning

Conflict-free path planning is often categorized into dynamic obstacle avoidance
(DOA) problem in mobile robotics field. When dispatching an agent, other active
agents in the system are considered moving obstacles with known paths. Many
DOA methodologies are introduced in the literature from motion level kinematic
[68–70] to artificial intelligence [71–73]. Among these approaches, graph traversal
(GT) has drawn increasing attentions due to the low computational cost and completeness for finding shortest path [27]. The environment is converted into a grid
map and a GT algorithm evaluates the cost to visit each cell to its neighbor. Once
the destination cell is visited, the GT algorithm stops searching and retrieves the
completed path from starting cell. In this case, the searching order over the cells
can significantly impact path quality and computational cost.
The most common GT algorithm is A* [74]. When visiting a new cell, the A*
algorithm retrieves the actual cost (G-cost) to reach the cell and estimate the cost
to move from current cell to the destination (H-cost). The sum of G-cost and Hcost is often referred to F-cost, which indicates the priority to evaluate the cell’s
neighbors. When selecting a new cell to visit, A* always chooses the cell with
lowest F-cost. When using an admissible and consistent heuristic to estimate Hcost, A* always finds the shortest path without visiting any cell more than once
[75].
The simplicity of A* makes it extendable on more complex problems such as
cooperative path planning. Silver introduces a cooperative A* algorithm that finds
the fastest conflict-free path in multi-robot system by adding a time dimension
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to the GT problem [28]. Given the future paths for active agents, CA* defines
the periods that dispatched agent cannot visit each cell. When performing the A*
search, CA* avoids using a cell during the period it is occupied by an active agent.
In the same paper, the author introduces a windowed hierarchical cooperative A*
that aims to reduce path sensitivity by adding a time window for each search.
Similar window-search path planning algorithms can be found in the references
[76–78].
The additional time-dimension in CA* enables conflict avoidance but the searching space becomes larger and non-deterministic. Many novel techniques in the
literature aim to reduce the searching time for CA*, such as operator decomposition [79], flow annotation re-planning [80], direction map [81], BIBOX [82], pushand-swap [83], and push-and-rotate [84]. Phillips and Likhachev propose a safe
interval path planning algorithm that significantly reduces the time dimension by
introducing a time interval concept [29]. For each time an agent visits and leaves
a cell, it generates a collision interval. A safe interval (SI) refers to the two periods
before and after a collision interval. Instead of searching through timestamps, SIPP
finds for the best safe interval to enter a cell. When the agent always enters a cell
by the earliest time in SI, the minimum makespan is guaranteed [29]. A large variety of extensions from SIPP can be found in the literature, such as anytime SIPP
[59], bounded-suboptimal SIPP [85, 86], any-angle SIPP [87], prioritized SIPP [88],
and path smoothed SIPP [89].
The cooperative path planning problem has been studied intensively in the past
decades but most literature assumes the environment is deterministic. Given an active agent’s path and planned time to visit each cell, a deterministic environment
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assumes the agent is able to reach each cell at the exact time as planned. However,
the uncertainties in AMR travel time, turning time, and loading/unloading time
make this assumption difficult to hold in a real-world system. This dissertation
challenges the deterministic assumption from two aspects. From the algorithm development aspect, a risk interval path planning A* is designed to handle system
uncertainties when constructing a conflict-free path. From the algorithm evaluation aspect, the simulation environment introduces stochasticity by simulating
AMR motion time as continuous random variables. The goal is to provide more
robust conflict-free solutions in real-world systems.

3.3

Deep Reinforcement Learning

Deep reinforcement learning has been widely implemented to provide real-time
estimate for optimal or semi-optimal solutions in large optimization problems. It
is designed to make a sequence of interdependent decisions in a Markov decision
chain problem. Suppose an agent in an environment needs to make a sequence
of decisions during a set of time TMDC . The state of the environment at any time
t ∈ TMDC can be characterized by st . The agent selects an action at from a set of
legal actions A at each t. The selected action transits the environment into the next
state st+1 = Γ(st , at ), where Γ is a state transition function. The agent receives
a reward rt = Λ(st , at ) based on the outcome of transition, where Λ is a reward
function. The agent’s goal is to maximize the cumulative, discounted reward

Υt =

| TMDC |

∑
′

t =t
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where | TMDC | is the length of MDC and γ ∈ (0, 1) is a discount factor to make the
problem bounded with limited number of optimal solutions.
The expected value of Υt is often referred to Q value [32]. The objective of
a reinforcement learning algorithm is to learn a policy π that finds the optimal
action
a∗t = argmax Qπ (st , a).
a ∈A

An RL algorithm often learns the policy through trial-and-errors. For each time
performing an action at a state, the observed reward rt can be used to adjust π
for making more accurate estimate in the future. The goal is to minimize the error
between the estimated Q value Qπ (st , at ) and target Q value
target

Qπ

(st , at ) = rt + γ max Qπ (st+1 , a).
a ∈A

When the reinforcement learning model always selects the best action in a deterministic environment, γ maxa∈A Qπ (st+1 , a) represents the highest possible Q
value since t + 1. Although, both estimate and target Q values depend on the same
policy, the convergence of reinforcement learning in a finite MDC can be found in
the literature [32].
The original reinforcement learning algorithm uses look-up table to record each
triplet of state, action, and Q value. Such an approach is considered a exhausted
search, where the size of problem is limited. Minh et al. introduces a deep reinforcement learning algorithm, deep Q-Network, that estimates the Q value using a
neural network [31]. The loss function for training the network is the least square
error between target and estimated Q values,
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L(θ ) =

2


rt + γ max Qθ̄ (st+1 , a) − Qθ (st , at )
a ∈A

,

where θ and θ̄ are trainable parameters in the online and target neural networks,
respectively. The online network selects actions during the MDC and the target
network computes the target Q value to train the online network. The target network is obtained by copying the online network after every Nupdate training steps.
Using two separate networks mitigates the bias in loss value as the estimated and
target Q values are determined by different policies [31]. A stochastic gradient descent is performed to adjust online network’s parameters based on the loss value,
such that


∇θ L(θ ) =





rt + γ max Qθ̄ (st+1 , a) − Qθ (st , at ) ∇θ Qθ (st , at ).
a ∈A

Here, ∇θ denotes the gradient with respect to online network’s parameter. Each
transition (st , at , rt , st+1 ) is saved to a memory M as a training sample. After each
Ntrain steps, the model randomly extract Nbatch samples to train the online network.
During the early stage of training, the model is encouraged to explore the state
space uniformly and randomly. After DQN obtains enough knowledge to avoid
bad states, it is encouraged to exploit the state space more aggressively. Minh et
al. introduces an ϵ-greedy strategy to gradually shifts DQN from exploration to
exploitation [31]. A constant ϵ ∈ [0, 1] indicates when the model should explore or
exploit. The values of 1 − ϵ and ϵ are the probabilities to choose the optimal and
random actions, respectively. The ϵ value gradually decreases from 1 to 0 during
the training.
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Mnih et al. train seperate DQN models to play a large variety of video games
with raw pixel images to represent environment state. Each DQN model consists
of three convolution filters followed by two fully connect layers. The DQN models
show human-level performances on 46 video games without any prior knowledge
nor environment-based modification [31]. Due to the great success of DQN, several novel extensions of the original framework have been proposed. The following of this section introduces 6 DQN extensions that significantly improve DQN
performance on benchmark problems [90, 91].
Hasselt, Guez, and Silver present a double learning DQN [38]. When determine
the loss value, double learning DQN selects the best action for next state with
online network and then estimates the corresponding target Q value with target
network. The loss function becomes
"
L(θ ) =

#2

!
rt + γQθ̄ (st+1 , argmax) Qθ (st+1 , a)
a ∈A

− Qθ (st , at )

.

The concept of using two separate networks to determine target Q value further
reduces the bias in the loss.
Wang et al. present a dueling network architecture that estimates the state value
and action advantage separately [39]. The approximated Q value for action a at
sate st is determined by



Q θ ( s t , a ) = gη c ξ ( s t ) +

hψ

!

1
h ψ c ξ ( s t ), a ′
,
c ξ ( s t ), a −
|A| a′∑
∈A


where ζ, η, and ψ are trainable parameters in the convolution encoder cξ , state
value function gη , and action advantage function hψ , respectively. Based on their
28

Chapter 3. Background
analysis, the state value function estimates the expected return from a state while
the action advantage function determines the expected return of an action at that
state. The separation of state and action streams improves the accuracy of estimated Q value.
Schaul et al. [37] propose to sample training data based on the temporal difference (TD) error,
!!
δ=

rt + γQθ̄

st+1 , argmax Qθ (st+1 , a)
a ∈A

− Qθ (st , at ) .

The authors present a proportional prioritization ρi = |δ| + κ and a rank-based
prioritization ρi = 1/(rank δ (i )), where ρi denotes the sample priority, κ is a small
positive constant, and rank δ is a ranking function based on TD error. The probability of collecting a sample i ∈ M is

P (i ) =

ρiα
∑ j∈M ραj

,

where α ∈ [0, 1] is a constant. An importance-sample weight is introduced to
reduce the bias from unbalanced training frequency for samples, such that

ωi =

1
1
·
|M| P ( i )

β
.

Here, β ∈ [0, 1] is a gradually decreased constant and |M| is the memory size. The
adjustment on DQN’s parameter with a step size l becomes

∆θ =

l
Nbatch

Nbatch

∑

ωi · δi · ∇θ Li (θ ).

i =1
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The prioritized replay accelerates the convergence of DQN on benchmark problems.
In the original DQN framework, the target Q value is the sum of observed
reward at t and approximated future return since t + 1. Sutton [36] introduces an
n-step Q learning that uses Nstep observations to determine target Q value, such
that

t+ Nstep −1

Qtarget (st , at ) =

∑
′

′

γ(t −t) rt′ + γ Nstep max Qθ̄ (st+ Nstep , a).
a ∈A

t =t

With n-step learning, the loss value becomes more accurate as a larger portion of
target Q value is contributed by observed rewards.
Fortunato et al. presents an innovative way to control exploration and exploitation stages during DQN training [40]. Their goal is to avoid the effort for finding
appropriate ϵ value and decay rate for ϵ-greedy strategy. The authors introduce a
noisy layer that contains a deterministic stream and a noisy stream. Suppose the
linear layers in a neural network is

yi = Wi yi−1 + bi
where Wi and bi are weight matrix and bias, and yi and yi−1 are the outputs from
the ith and i − 1th layers in the network. A noisy layer is the form of

yi′ = (Wi + Wi′ ⊗ ε′w )yi−1 + (bi + bi′ ⊗ ε′b ).
The trainable parameters Wi′ and bi′ are noisy weight matrix and noisy bias, and ε′w
and ε′b are random noise. An element-wise multiplication is denoted by ⊗. Based
on their analysis, the noisy DQN model gradually decreases the absolute values
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of noisy variables after the state space is well explored and switchs to exploitation
automatically [40].
Rather than approximating the expect value of Υt , Bellemare, Dabney, and
Munos present a distributional DQN that estimates the cumulative, discounted
reward distribution [41]. The estimated probability mass from DQN denoted by
qθ (st , a) is projected on a discrete support z ∈ R Natom . Here, Natom defines the
number of atoms for the distribution. The estimated Υt distribution becomes dt =

(z, qθ (st , a)). The target distribution is
target

dt


= rt+1 + γz, qθ̄ (st+1 , a∗t+1 ) .

The loss function for distributional DQN is the KL-divergence between approxitarget

mated and target distributions, DKL (Φz dt

||dt ). Here Φz is a L2-projection onto

the support z. The distributional DQN mitigates the stochasticity issue that performing the same action at the same state may lead to distinctive outcomes.
The DQN framework has been extensively studied on benchmark problems in
the past decade. A few researchers investigate the performance of DQN on resource allocation and path planning problems. Lin, Zhao, Xu, and Zhou introduce
contextual deep Q learning and contextual multi-agent actor-critic algorithms to
allocate transportation resources in a ride-sharing system [33]. The deep Q learning methodology shows the potential for solving large scale problems at a lower
computational cost compare to exact approaches. When comparing to rule-based
models, the deep Q learning method reduces the shortage by making long-term decisions. Hu et al. [92] and Kamoshida and Kazama [93] study deep reinforcement
learning on AGV scheduling and routing problems, respectively. Panov, Yakovlev,
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and Suvorov implement the original DQN framework to solve a single-shot gridbased path finding problem [34]. The Q learning algorithm robustly learns to
achieve to the goal, but the paths are not always optimal. Similar path planning
studies with DQN can be found in the references [94–96].
Due to the great success of DRL on real world problems, this dissertation investigates the performance of DRL methodology on a TAPP problem. A DQN model
combines 6 novel extensions is trained with simulation samples. The DQN model
is compared with several common TAPP frameworks.
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Warehouse Simulation and Analysis
of Traffic Control Rules
AMR management strategies, such as traffic control rules, task assignment models,
and path planning algorithms, can significantly impact the performance of a warehouse system. On one hand, it can take a tremendous amount of time and efforts
to examine each possible combination of strategies in a real-world environment.
On the other hand, empirical decisions are often less optimal and robust. This
Chapter introduces a warehouse simulation model that can mimic the behavior of
various warehouse and AMR systems and evaluate the performance of different
AMR management strategies.
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4.1

Warehouse Simulation Modeling Methods

The simulation framework is shown in Figure 4.1. The framework consists of the
input modules, the simulation process, and the output module. Some important
warehouse parameters include the warehouse layout, task arrival rate, task type,
AMR fleet size, and AMR motion time distributions. Three other inputs are the
evaluated traffic control rule, task assignment model, and path planning algorithm. These inputs are used by the simulation process module.
The simulation process module is used to execute the dynamic behavior of the
warehouse system over a user specific time horizon. At the beginning of a simulation trial, the warehouse and AMRs are initialized based on warehouse parameters. The simulation utilizes a discrete-event time advance mechanism. Between
the start and end time of the simulation, the model determines the next simulation event with the smallest elapsed time. The simulation event will be either new
task arrives to the system or an AMR completes a motion. If the motion causes a
conflict, the AMR stays at current location to resolve the conflict. Otherwise, the
AMR successfully completes the motion and reaches the next location. When an
AMR completes a task, the task assignment model assigns a new task and the path
planning algorithm constructs a path for the AMR.
Both conflict detection and resolution methods are defined by the traffic control
rule. For instance, a link reservation rule prevents multiple AMRs from entering
the same link. In this case, a conflict happens when the second AMR tries to enter
a link during the next motion. In this case, the second AMR waits at the current
location. When the target link is freed again, the second AMR performs the next
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F IGURE 4.1: Simulation framework.

motion and occupies the link.
At the end of a simulation trial, the model collects statistics for key performance
indicators, such as system throughput, makespan, task waiting time, AMR travel
distance, AMR utilization, and computational cost. To analyze the behavior of a
warehouse system, the current status of warehouse at each simulation time can be
saved into images. Such an image shows the AMR locations and occupied regions
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as well as task locations.
Figure 4.2 shows a corner of an example warehouse system. During a simulation trial, a truck arrives to the warehouse with a random number of tasks of the
same type. For receiving tasks, palletized materials are unloaded to the docking
locations in the same zone as the dock. An AMR moves a pallet from the docking
location to a designated rack location using highways and aisles. The process of
loading or unloading a pallet can only take place in an aisle. Once all the pallets
are picked up, the dock zone is freed for another truck. During a shipping process,
the AMRs move the requested pallets from racks to the docking locations in the
same zone to be loaded onto a truck.

F IGURE 4.2: Image representation of a warehouse.

36

Chapter 4. Warehouse Simulation and Analysis of Traffic Control Rules
The objects/locations in Figure 4.2 are represented in the simulation model as
a grid of cells. Figure 4.3 show a corner of a example warehouse in the simulation
environment. The cells are classified into unavailable cell, available cell, vertex
cell, racks, and docking cells. An AMR is not allowed to occupy unavailable cells.
An unavailable cell can be either warehouse infrastructure or an area designed to
ensure a safe buffer distance or turning radius for AMRs. The space in a highway
or aisle is classified as an available cell. An AMR uses a vertex cell to move from
one highway or aisle to another. The simulation model can handle various cell
sizes. A smaller cell size defines AMR’s current location and occupied space more
accurately but requires more computation to simulate the environment. In this
study, we assume that each cell is the same size as an AMR.

F IGURE 4.3: Warehouse representation in the simulation environment.
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The current location for an AMR is updated based on the discrete event simulation concept. Assuming there is a set of AMRs in the system, K. There are a set
of legal motions for AMRs, such as forward moving, forward turning, backward
moving, and backward turning. When performing a motion, the AMR moves from
one cell to another. The cells visited by the AMR are referred to path cells. The
moving trajectory of an AMR k ∈ K is represented by an ordered set of path cells,
pathk = {cell 0, ..., cell n}, where cell i is the ith cell in the trajectory.
The simulation model formulates the time to move from any cell i ∈ pathk to
the immediate successor i + 1 as a continuous random variable (CRV), Mi,i+1 . The
time distribution for each motion can be determined based on observations/time
studies of AMRs in the physical environment. After reaching cell i, the AMR can
choose to wait at current location for certain time period. The waiting time for
AMR k ∈ K is represented by waitk = {w0 , ..., wn−1 }, where wi is a non-negative
constant corresponding to the waiting time at cell i. Hence, the arriving time to
any cell i + 1 ∈ pathk is,
i

Ri+1 = Ri + wi + Mi,i+1 =

∑


w j + M j,j+1 .

j =0

where R0 = 0. Note that, Ri + wi is the event time that the AMR begins to move
out (leaving time) of cell i. The simulation event for an AMR can be either leaving or arriving to a cell such that the simulation event times are {0, w0 , R1 , R1 +
w1 , ..., Rn−1 + wn−1 , Rn }. During the simulation run, the model finds the AMR
with earliest event time and updates its location.
When an AMR performs a motion, it occupies a set of cells. The simulation
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model keeps track of occupied cells for each AMR to detect conflict. A conflict
is defined by two or more AMRs trying to occupy the same cell during the next
motion. The occupied period of a cell can be demonstrated through the example
in Figure 4.4. The AMR first moves from cell (1, 0) to cell (1, 1) and then perform a
forward turn to reach cell (2, 0). The starting cell (1, 0) is occupied at t = 0. When
moving forward, the AMR partially occupies both cell (1, 0) and (1, 1). Cell (1, 0)
is fully released after the AMR reaches cell (1, 1). In this case, the occupied period
for the starting cell is from t = 0 until the AMR reaches the immediate successor.
When performing the forward turn, both cell (1,1) and (0,2) are partially occupied. After the AMR reaches final location, cell (0,2) will be continuously occupied

F IGURE 4.4: Example of AMR motion and occupied cells.
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until a new path is assigned to the AMR. At this point, there is no new path assigned to the AMR and hence the AMR stays at (0,2) from that point forward. In
this case, the occupied period for a final cell is between the leaving time from immediate predecessor and t = ∞.
The occupied period for cell i ∈ {1, ..., n − 1} starts at the AMR leaving time
of the predecessor i − 1 until it reaches the successor i + 1. This is demonstrated
in Figure 4.4, where cell (1,1) is either fully or partially occupied from the time the
AMR starts moving towards (1,1) until it fully reaches cell (2,0). In this case, the
starting time for occupying any path cell i ∈ pathk is

ûi− =




0,

if i = 0



 R i −1 + wi −1 ,

if i = 1, ..., n

,

and the ending time for the occupied period is

ûi+ =




R

i +1 ,



∞,

if i = 0, ..., n − 1

.

if i = n

As shown in Figure 4.4(d) and (e), some motions such as turning may occupy
additional cells to make the movement. These additional cells are referred to as
intermediate cells. The intermediate cells along pathk are represented by interk =

{J0,1 , J1,2 , ..., Jn−1,n }, where Ji,i+1 is a set of intermediate cells when moving from cell
i to i + 1. As an intermediate cell is only occupied during the motion, the occupied
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period for any intermediate cell j ∈ Ji,i+1 starts at
v̂−
j = R i + wi
and ends at
v̂+
j = R i +1 .
Two special motions are pallet loading and unloading, where the AMR performs
the motion while occupying only the cell at its current location.
When multiple AMRs try to occupy the same cells, the simulation model automatically solves the conflict by either waiting or executing a conflict resolution
process depending on the conflict type. If the conflict is a path cross (Figure
1.2(a)), partially overlapped path in different directions (Figure 1.2(b)), partially
overlapped path in same direction (Figure 1.2(c)), or following (Figure 1.2(e)), one
of the AMRs waits at current location until the link is free. When two AMRs have
fully overlapped paths in opposite direction (Figure 1.2(d)), a head-on conflict occurs. In this case, one of the AMRs has to perform a conflict resolution process
as shown in Figure 1.3. This process is simulated by penalizing the AMR to stay
at current location for certain period with follows specified a time distribution.
When a loop demonstrated in Figure 1.4(b) is detected, the model penalizes all
AMRs having them remain at their current location for a period of time.
In a real-world system, a head-on conflict on a link (Figure 1.2(f)) requires one
of the AMRs to move backward until it exits the link. If other AMRs enter the
link during this process, a deadlock can take place (Figure 1.4(a)). A robust traffic
control rule is required to avoid deadlocks in both simulation environments and
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real-world systems. For instance, a link reservation rule restricts each link to be
occupied by at most one AMR at a time. The simulation model applies link reservation by checking the required links for each AMR to reach the next simulation
event. Here, when any cell belongs to a link that is occupied by an AMR, the rest
of cells from the same link are also considered to be occupied.
Another common traffic rule is the use of uni-directional paths, where each
link is assigned to a fixed direction. As all AMRs enter and exit a link in the same
direction, head-on conflicts and deadlocks on a link are eliminated. The major
concerns for UNI are the long travel distance and following conflicts (Figure 1.2(e)).
This study introduces a conditional uni-direction traffic control rule which enables AMRs to travel with higher degrees of freedom. When a link is empty, an
AMR moving in either direction can enter the link. Once the link is occupied, it
only allows other AMRs traveling in the same direction to enter. This restriction
holds until the link is free again. When comparing CUNI to LR, the number of
AMRs on a link is not limited. When comparing CUNI to UNI, the travel direction
of a link is not fixed at all time. As multiple AMRs moving in opposite directions
on the same link is prohibited, CUNI also eliminates head-on conflicts and deadlocks on a link.

4.2

Simulation Analysis of Traffic Control Rules

In this section, to illustrate the effectiveness of the simulation framework in analyzing AMR movement in warehouse systems, a simulation experiment is conducted
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to compare the performances of three traffic control rules and two task assignment rules. The traffic control rules are CUNI, LR, and UNI. The task assignment
rules are shortest-pickup-time (SPT) and longest-waiting-time (LWT). For SPT, the
AMR is assigned to the task that has the smallest travel time from AMR’s current
location to the pickup location. In this case, when evaluating a list of tasks, the
TAPP model finds the fastest path to each pickup location using the A* algorithm
[74] and selects the one with the smallest travel time. When using the UNI traffic
control rule, the A* algorithm only evaluates motions where the moving direction
from the current cell to the next cell follows the designated direction. When using
the CUNI and LR rules, the moving direction of a motion is not restricted. The
estimated travel time to a pickup location is the sum of average motion time for
each motion along the path. In order to reduce truck waiting time, LWT assigns an
AMR to the task that has the longest waiting time in the system.
Each combination of traffic control and task assignment rules are evaluated in
two warehouse environments with three fleet sizes. The key performance measures are the total number of completed tasks (throughput), average waiting time
for a truck (makespan), and AMR utilization. The starting location and orientation
of an AMR is randomly initiated. The simulation model runs 10 trials per scenario
with an simulation length of 1 hour.
Each AMR has four possible orientations including facing to the north, east,
south, and west. Table 4.1 shows the legal motions with motion time distribution,
where Tri is the triangular distribution, Unif is the uniform distribution, and Beta
is the beta distribution. An AMR moves from the current cell to the front or back
neighbor cell when performing a forward or backward moving, respectively. A
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TABLE 4.1: AMR motions and motion time distributions.

Motion Time Distribution Mean Variance
Motion
(s)
(s)
(s2 )
Forward move
Tri(0.80, 0.90, 1.30)
1.00
0.01
Forward left/right turn
Unif(3.27, 6.73)
5.00
1.00
Backward move
Tri(0.80, 0.90, 1.30)
1.00
0.01
Backward left/right turn Unif(3.27, 6.73)
5.00
1.00
Loading/unloading
Unif(14.80, 25.19)
20.00
9.00
Conflict resolution
25.00 + 10.00Beta(3.27, 6.73) 30.00
12.50
turning motion moves the AMR to one of the diagonal neighbor cell and changes
its orientation. The turning motion occupies an additional intermediate cell as
shown in Figure 4.4. The motion time distributions are assumed and the mean
motion time are based on the literature [97]. The distributions are intended to be
representative of the types of variability observed in a warehouse setting and are
used to illustrate the capabilities of the simulation framework. Since travel time
distributions among different warehouse systems will vary, if applied to an specific warehouse, motion time data should be collected from physical AMRs and
appropriate distributions should be utilized and input into the simulation framework.
Figure 4.5 illustrates the configuration of Warehouse 1. The size of Warehouse
1 is approximately 136,000 ft2 , where each cell represents a 6ft × 6ft area. This
virtual layout is generated based on a common warehouse design introduced by
Tutam and White [98], where the aisles to access racks are aligned with the aisles
to access docking locations. The warehouse consists of 960 two-level racks, so the
maximum capacity of Warehouse 1 is 1,920 pellets. At the beginning of simulation,
50% of racks are filled with pallets and the rest are empty. There are four docking
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F IGURE 4.5: Warehouse 1 in simulation experiment.

zones in the warehouse that allow four trucks to be active in the system at the same
time. A truck has a 50% chance of requiring receiving tasks (inbound freight) and
a 50% chance to requiring shipping tasks (outbound freight). For a shipping task,
the pickup location is randomly selected from filled racks with equal probabilities.
For a receiving task, the dropoff location is randomly selected from empty racks.
Each truck requires 10 to 24 tasks of the same type which follows a discrete uniform
distribution. To examine the maximum system productivity, this study simulates
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a pull system. Once all the tasks from a truck are completed, the truck leaves the
system and the next truck arrives to the dock immediately.
The system performance in Warehouse 1 is evaluated at 15, 20, and 25 AMRs.
Table 4.2 shows the average system throughput in each scenario. The scenario
with the best performance at each fleet size is highlighted. The highest throughput across all scenarios is achieved by the UNI traffic rule and SPT assignment
rule with 25 AMRs (UNI+SPT+A25). When using the same number of AMRs,
SPT+UNI always yields the highest throughput. When having the same task assignment rule and fleet size, UNI completes the largest number of tasks. When
using the same traffic control rule and fleet size, SPT outperforms LWT in terms of
throughput. Also, a larger fleet size always increases the throughput for SPT.
SPT focuses on maximizing system throughput, and LTW aims to reduce the
truck waiting time. Table 4.3 shows the average makespan across 10 trials. The
smallest makespan is achieved by UNI+LWT across different fleet sizes. There is
no significant difference between UNI+LWT+A20 and UNI+LWT+A25 with 95%
confidence. With the same tasks assignment rule and fleet size, UNI reduces the
makespan when compared to CUNI and LR.
Figure 4.6 shows the AMR utilization for systems under the SPT rule. The red
region indicates conflict resolution time. The orange region shows the waiting time
to enter an aisle or follow behind another AMR. The yellow and green regions
show the traveling and loading time, respectively. The increase in loading time
generally results in a higher throughput. In this case, a good AMR management
strategy should minimize the sum of conflict resolution time, waiting time, and
traveling time. The results in Figure 4.6 indicate that when using CUNI and LR, an
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increase in fleet size leads to longer waiting time and conflict resolution time, as
the larger fleet size increases the chance conflict. The major benefit of UNI is that
it eliminates head-on conflicts as all of the AMRs move in the same direction.
TABLE 4.2: Average throughput (std. dev.) for Warehouse 1.

Traffic Rule

Task Assignment Rule
SPT

LR

LWT
SPT

UNI

LWT
SPT

CUNI

LWT

Number of AMRs
15
20
25
262.11 316.36 343.54
(22.38) (16.76) (29.35)
211.41 224.94 227.43
(13.98) (21.54) (17.21)
309.91 396.33 484.64
(13.51) (12.82) (18.54)
284.22 356.79 398.27
(6.53) (10.08) (11.05)
282.40 335.60 388.70
(18.45) (16.82) (36.25)
238.01 269.07 265.70
(13.84) (16.05) (36.52)

TABLE 4.3: Average makespan (std. dev.) in seconds for Warehouse 1.

Traffic Rule

Task Assignment Rule
SPT

LR

LWT
SPT

UNI

LWT
SPT

CUNI

LWT

47

Number of AMRs
15
20
25
1254.30 1270.22 1196.68
(152.13) (249.04) (177.57)
611.81
590.63
519.14
(66.96) (57.58) (41.67)
959.08
837.15
729.30
(191.32) (94.57) (55.93)
403.67
358.12
350.15
(14.94) (15.38) (26.07)
1130.98 1089.59
958.62
(115.84) (251.61) (105.17)
628.16
552.31
528.02
(44.61) (53.74) (146.10)

Chapter 4. Warehouse Simulation and Analysis of Traffic Control Rules

F IGURE 4.6: AMR utilization for different traffic rules in Warehouse 1.
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Furthermore, Figure 4.6(b) shows that an increase in fleet size always increases
the loading/unloading time for LR, CUNI, and UNI. Figure 4.6(a) shows when
using UNI, the increase in fleet size increases the loading/unloading time linearly.
However, the fixed direction for UNI also leads to the longest travel time. When
compared with LR, CUNI reduces the waiting time to enter an aisle. The CUNI
rule also reduces the number of head-on conflicts by 10.47% with 15 AMRs and
11.05% with 25 AMRs. When the fleet size is 20, the number of conflicts observed
for CUNI and LR has no significant difference with a 95% confidence.
Figure 4.7 shows Warehouse 2 with a size of 230,000 ft2 . When compared to
Warehouse 1, Warehouse 2 is approximately 70% larger. Also, the aisles to access
racks in Warehouse 2 are orthogonal to the aisles to access docks. This is another
common type of layout introduced by Tutam and White [98]. The warehouse consists of 1,800 two-level racks, so the maximum capacity of Warehouse 2 is 3,600 pellets. There are five docking zones in the system and each zone consists 24 docking
locations. The task generation and AMR motions remain the same as Warehouse 1.
The system is evaluated at 25, 30, and 35 AMRs. Table 4.4 shows the throughput across 18 scenarios in Warehouse 2. The highest throughput is achieved by
UNI+SPT at each fleet size. The UNI traffic rule results in a higher throughput
when using the same task rule at the same fleet size. The SPT task assignment rule
completes a larger number of tasks as compared to LWT with the same traffic rule
and fleet size.
Table 4.5 shows the makespan performance in Warehouse 2. The makespan is
minimized when using UNI+LWT at different fleet sizes. When using the same
task assignment rule with same fleet size, the UNI rule always leads to a smaller
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F IGURE 4.7: Warehouse 2 in simulation experiment.

makespan. When using the same traffic rule with same fleet size, the LWT rule
reduces the makespan when compared to SPT.
Figure 4.8 shows the AMR utilization in Warehouse 2. The increase in fleet
size always leads to longer conflict resoulution time and waiting time when using
CUNI and LR. The UNI rule eliminates head-on conflicts but leads to the longest
travel time at different fleet sizes. The CUNI rule reduces the waiting time to enter
an aisle when compared to LR. The CUNI rule also reduces the number of head-on
conflict by 5.75%, 6.26%, and 4.44% with 25, 30, and 35 AMRs when compared to
LR.
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TABLE 4.4: Average throughput (std. dev.) for Warehouse 2.

Traffic Rule

Task Assignment Rule
SPT

LR

LWT
SPT

UNI

LWT
SPT

CUNI

LWT

Number of AMRs
25
30
35
363.80 367.27 390.23
(29.63) (67.98) (44.63)
207.75 199.88 220.61
(27.99) (26.60) (31.68)
468.73 559.35 638.21
(25.11) (23.75) (24.58)
402.43 449.24 447.90
(10.95) (18.80) (66.43)
418.30 441.20 481.98
(20.49) (62.78) (58.87)
292.11 296.47 233.86
(42.81) (48.01) (84.07)

TABLE 4.5: Average makespan (std. dev.) in seconds for Warehouse 2.

Traffic Rule

Task Assignment Rule
SPT

LR

LWT
SPT

UNI

LWT
SPT

CUNI

LWT
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Number of AMRs
25
30
35
1254.30 1270.22 1196.68
(152.13) (249.04) (177.57)
611.81
590.63
519.14
(66.96) (57.58) (41.67)
959.08
837.15
729.31
(191.32) (94.57) (55.93)
403.67
358.12
350.15
(14.94) (15.38) (26.07)
1130.98 1089.59
958.62
(115.84) (251.61) (105.17)
458.16
422.31
428.02
(44.61) (53.74) (146.10)
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F IGURE 4.8: AMR utilization for different traffic rules in Warehouse 2.
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4.3

Simulation Methods and Analysis Discussion

In this Chapter, a discrete-event simulation model is developed to study the impact
of traffic control rules, task assignment models, and path planning algorithms. The
simulation model can adapt to various warehouse systems and collect key performance indicator statistics. The model can also generate images that summarizes
the current status of warehouse as shown in Figure 4.9.

F IGURE 4.9: Example of simulation image.
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An simulation experiment is conducted to compare three traffic control rules
and two task assignment rules. On one hand, the SPT task assignment rule yields
a higher throughput than LWT. On the other hand, the LTW rule can effectively
reduces truck makespan. In general, the proposed CUNI traffic rule improves system throughput and truck makespan by reducing conflict and waiting time when
compared to LR. However, in the two warehouse configurations used in this study,
the most productive traffic rule is UNI as it eliminates head-on conflict in the system. The major drawback for UNI is the long travel time. In the next Chapter, a
path planning algorithm is proposed to minimize conflict and travel time, simultaneously.
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Risk Interval Path Planning in
Stochastic Environments
Rather than using a uni-directional path design, a more efficient way to avoid
warehouse traffic is to deploy a path planning algorithm that avoids AMR conflicts in bi-directional layout. This chapter introduces a cooperative path planning
(CPP) algorithm that avoids conflicts without fixing the link directions. Cooperative path planning refers to the problem of avoiding both static obstacles and dynamic agents in the system given their future paths. Most popular CPP algorithms,
such as WHCA* [28] and SIPP [29], make deterministic assumptions. When predicting future locations for a dynamic agent, the algorithm assumes the agent can
reach each path cell at the exact planned time. This assumption makes the conflict
avoidance less robust in real environments as AMR motion time is often stochastic.
In this chapter, a risk interval path planning algorithm is introduced that avoids
AMR conflicts considering uncertainty.
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5.1

The Cooperative Path Planning Problem

Figure 5.1 shows a TAPP model with cooperative path planning. The arrows
shows the internal or external communication with the process sequence numbered. In this study, the AMR that requests a new task is referred to at the dispatched AMR. Other AMRs actively making deliveries are referred to as active
AMRs. The TAPP process starts when a dispatched AMR sends a request and its
current location to the TAPP model. The model collects the current location, path,
and task information from each active AMR and the set of available tasks from
task manager. An environment simulator predicts the future locations and occupied cells for active AMRs. Then, a CPP algorithm searches for the shortest path
while avoiding to use occupied cells at the same time. After computing the path
for each potential task, a task assignment rule selects a task based on the cost or
utility. The assigned task is then sent back to task manager to be removed from the
set of available tasks. Finally, both the selected task and path are sent back to the
dispatched AMR. Notice this framework can be implemented in either a centralized or decentralized system by installing the TAPP model on a central computer
or each AMR, respectively.
Next, the details of the CPP method are discussed. Note that some of the notation defined in Chapter 4 are also included here for completeness.
Suppose there is a set of active AMRs, K. Given each active AMR’s future path,
the goal for cooperative path planning is to find the shortest path for dispatched
AMR without conflicting with any active AMR. The environment is converted into
a grid cells map. The movement trajectory of an active AMR k ∈ K is represented
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F IGURE 5.1: TAPP framework with cooperative path planning methodology.

by an ordered list of path cells, pathk = {cell 0, ..., cell n}, where the AMR moves
from any path cell i to the immediate successor i + 1 by performing a motion. The
motion time to move from cell i to i + 1 is a continuous random variable, Mi,i+1
following a certain time distribution. The mean and variance for the movement
2
time from cell i to i + 1 are denoted by µi,i+1 and σi,i
+1 , respectively. This study

assumes the motion time for consecutive motions are independent from each other.
To avoid conflict, a CPP algorithm allows an AMR to wait at each path cell.
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The waiting time at path cell i is represented by wi ≥ 0, and the set of waiting
times along pathk is waitk = {w0 , ..., wn−1 }. For the purpose of the path planning
algorithm, the AMR is assumed to stay for infinite period of time after reaching the
final destination cell. This assumption ensures an AMR can stay idle at the final
location without causing conflict after completing a trip.
When an AMR is moving from cell i to i + 1, both cells are occupied. Some
motions, such as turning, may occupy additional cells, which are referred to intermediate cells. The set of intermediate cells along pathk is denoted by interk =

{J0,1 , ..., Jn−1,n }, where Ji,i+1 is a set of intermediate cells occupied when moving
from cell i to i + 1.

5.2

Defining Safe Intervals and Risk Intervals

The occupied period of a path cell i ∈ pathk is the time period after AMR k leaves
the predecessor i − 1 and before it reaches the successor i + 1. Based on this definition, the RIPP algorithm defines the safe interval (SI) of cell i ∈ pathk to be a period
where either the probability AMR k has begun to leave predecessor i − 1 is low or
the probability AMR k has arrived successor i + 1 is high. In these two scenarios,
the algorithm is confident that cell i is not occupied by AMR k. An analytical study
in section 5.4 shows the relationship between cumulative motion time distribution
and cell occupancy probability.
A risk interval is the period between two SIs. In other words, the timeline of
a cell can be represented by a set of intervals alternating between SI and RI. The
arriving time to cell i + 1 ∈ pathk is an CRV defined by the sum of moving time
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and waiting time for all predecessor path cells, such that
i

Ri+1 = Ri + wi + Mi,i+1 =

∑

w j + M j,j+1



(5.1)

j =0

Here, Ri + wi indicates the leaving time from cell i. Assuming motion times are
independent, the mean and variance of Ri+1 are
i

µ i +1 =

∑

w j + µ j,j+1



j =0

and
σi2+1 =

i

∑ σj,j2 +1,

j =0

respectively.
The desired size of risk interval can be controlled by a user-defined risk multiplier λ ∈ R+ . A larger λ makes an RI longer and hence produces a more conservative path. The starting time of RI for cell i ∈ pathk is the lower bound of leaving
time from predecessor i − 1. Here, the lower bound is defined by λ standard deviations before the mean leaving time. The only exception is when cell i is the starting
location, such that

ui− =




0,

if i = 0



µi−1 + wi−1 − λσi−1 ,

if i = 1, ..., n

.

(5.2)

The ending time of RI for cell i ∈ pathk is defined by the upper bound of arriving
time to successor cell, i + 1. Here, the upper bound is defined by λ standard deviations after the mean arriving time. The only exception is when cell i is the final
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location, such that

ui+ =




µ

i +1

+ λσi+1 , if i = 0, ..., n − 1



∞,

.

(5.3)

if i = n

An RI for any path cell i ∈ pathk is the time period
Ti,k = {t ≥ 0|ui− ≤ t ≤ ui+ }.

(5.4)

Figure 5.2 demonstrates examples of RI and SI, where FR (t) represents the cumulative distribution function (CDF) of a random variable R. The arriving time cumulative distribution function for predecessor i − 1, cell i, and successor i + 1 are
FRi−1 (t), FRi (t), and FRi+1 (t). The leaving time CDF for predecessor cell i − 1, cell i,
and successor cell i + 1 are FRi−1 +wi−1 (t), FRi +wi (t), and FRi+1 +wi+1 (t) , respectively.
The bounding probabilities of the occupied period of a path cell with (5.2) and (5.3)
are discussed in section 5.4.
Also, when moving from one path cell to another, one or multiple intermediate
cells may be occupied. The occupied period of an intermediate cell is the time
between when the AMR leaves current cell i and reaches successor i + 1. Based on
this definition, the starting and ending time of RI for any intermediate cell j ∈ Ji,i+1 ,
Ji,i+1 ∈ interk are
v−
j = µi + wi − λσi

(5.5)

v+
j = µi +1 + λσi +1 ,

(5.6)

and
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F IGURE 5.2: Example risk interval and safe intervals for a path cell.

respectively. The RI for intermediate cell j is expressed by
+
Tj,k′ = {t ≥ 0|v−
j ≤ t ≤ v j }.

(5.7)

Finally, to determine the risk interval of any cell c in the system, all RIs that use
c as a path cell or intermediate cell by all active AMRs are considered, such that

Tc =

[


[


k∈K

Ti,k 

i:pathk [i ]=c


[


[



Tj,k′  .

j:interk [ j]=c

The safe intervals for cell c are the time periods not included in Tc .

61

Chapter 5. Risk Interval Path Planning in Stochastic Environments

5.3

Risk Interval Path Planning (RIPP) Algorithm

Algorithm 1 shows the RIPP A* algorithm. Similarly to the SIPP A* introduced by
Phillips and Likhachev [29], the RIPP algorithm searches on states, x, defined by
AMR location, orientation, and index of SI at the location. A triplet x = ( j, o, τ )
indicates the dispatched AMR moves to cell j with ending orientation o during the
τ th safe interval of cell j.
The G-cost of a state, G ( x ), is the mean arriving time to x based on the bestknown path. The heuristic cost, H ( x ), estimates the time cost to move from x to the
goal state x ∗ . In this study, the heuristic cost is estimated by Manhattan distance.
The F-cost, C ( x ) = G ( x ) + H ( x ), indicates the priority to expand the state. Line 3
expands the current state to a list of succeeding states. Each succeeding state x ′ is
obtained by performing a legal motion at a feasible SI τ ′ from current state x.
Potential succeeding states are evaluated in lines 4–11 in Algorithm 1. The
mean and variance of the leaving time of the predecessor j are µ j + w j and σj2 ,
respectively. The mean and variance to move from predecessor j to current cell j′
2 , respectively. The lower bound of leaving time from predecessor j
are µ j,j′ and σj,j
′

at safe interval τ ′ is,
u−
j,τ ′ = µ j + w j − λσj .
The mean and variance of arriving time to current cell j are

µ j′ = µ j + w j + µ j,j′
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Algorithm 1 Risk Interval Path Planning A*
Given initial state x0 and goal state x ∗ , initialize open set F = ∅, set G ( x0 ) = 0,
inset x0 into F with C ( x0 ) = H ( x0 )
1: while x ∗ is not expanded and F ̸= ∅ do
2:
extract x = ( j, o, τ ) = argminx+ ∈F C ( x + )
3:
for x ′ = ( j′ , o ′ , τ ′ ) in getSuccessor( x ) do
4:
if feasible w j = getWaitingTime( x, x ′ ) exists then
5:
µ j′ = µ j + w j + µ j,j′ ,
2
6:
σj2′ = σj2 + σj,j
′
7:
if x ′ is not visited or G ( x ′ ) > µ j′ then
8:
G ( x ′ ) = µ j′
9:
C(x′ ) = G(x′ ) + H (x′ )
10:
insert x ′ into F with C ( x ′ )
11:
end if
12:
end if
13:
end for
14: end while
and
2
σj2′ = σj2 + σj,j
′ ,

respectively. The upper bound of arriving time to the current cell j′ at safe interval
τ ′ is,
u+
j′ ,τ ′ = µ j′ + λσj′ .

(5.9)

When evaluating x ′ , the mean and variance in arriving time and motion time cannot be affected by the current decision. In this case, the only decision variable in
(5.8) and (5.9) is the waiting time at j. In line 4, the getWaitingTime( x, x ′ ) function
finds the smallest w j that satisfies the following three conditions:
Condition 1: u+
j′ ,τ ′ is smaller than or equal to the ending time of safe interval τ for
predecessor j;
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′
Condition 2: u−
j,τ ′ is greater than or equal to the starting time of safe interval τ for

current cell j′ and u+
j′ ,τ ′ is smaller than or equal to the ending time of safe
interval τ ′ for current cell j′ ; and
Condition 3: u−
j,τ ′ is greater than or equal to the starting time of safe interval ϕ for
intermediate cell j∗ and u+
j′ ,τ ′ is smaller than or equal to the ending time of
safe interval ϕ for intermediate cell j∗ , where ϕ can be any SI at j∗ .
Condition 1 ensures the AMR reaches the current cell before the safe interval of
predecessor ends. Condition 2 ensures the AMR starts to move towards current
cell after an SI starts and arrives to the current cell before the SI ends. Condition 3
ensures the AMR complete the motion during the SI of intermediate cell. Notice,
when setting λ = 0 in (5.8) and (5.9), Algorithm 1 is equivalent to SIPP A*.
From line 7 to 11 in Algorithm 1, if x ′ has not already been visited or the mean
arriving time to x ′ is smaller than the best-known path, the algorithm updates the
G-cost and saves x ′ for future expansion. The algorithm stops when the goal state
is expanded. If the open set becomes empty before reaching the goal, the algorithm
cannot find a feasible solution.

5.4

Analytical Analysis of RIPP

This section first shows the relationships among the arriving time CDF, leaving
time CDF, and occupancy probability in a grid cell model. Given a probability
threshold P̃ ∈ (0, 1), a restricted risk interval is defined that covers all of the
time periods that have an occupancy probability greater than or equal to P̃. After discussing the challenges of using the restricted RI, this section shows that the
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marginal risk interval defined in (5.4) and (5.7) covers all of the time periods in the
restricted RI at a lower computational cost.
Given a movement trajectory pathk , the CDF of the arriving time to cell i ∈
pathk is denoted by FRi (t). Assume waiting time is a constant, the leaving time
CDF is obtained by shifting the arriving time CDF by wi units along the time axis,
such that,

FRi +wi (t) = P( Ri + wi ≤ t) = P( Ri ≤ t − wi ) = FRi (t − wi ).
As shown in (5.1), Ri+1 can be represented by the sum of Ri + wi and Mi,i+1 , and
hence the arriving time CDF can be determined by the convolution of two CRVs,
such that,

FRi+1 (t) = P( Ri+1 ≤ t) =

Z t
0

FRi +wi (t − m) f Mi,i+1 (m) dm.

(5.10)

Here, f Mi,i+1 (m) represents the probability density function (PDF) of the moving
time. The value of m is bounded between 0 and t to avoid negative leaving time
and moving time.
Three probability events are defined to demonstrate the relationship among
arriving time CDF, leaving time CDF, and occupancy probability, where
1. locit is the event that the AMR is located at cell i ∈ pathk at time t;
2. trt(i,i+1) is the event that the AMR is located between cell i ∈ pathk and successor i + 1 at time t to perform a motion; and
3. occit is the event that AMR occupies cell i ∈ pathk at time t.
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At any t ∈ R+ , the location probabilities for a AMR sum to 1, such that,

P



loc0t



n

+∑P
i =1

h

trt(i−1,i)



+P



locit

i

= 1.

Here, P(·) denotes the probability of an event.
A cell i ∈ pathk is occupied when the AMR is moving form the predecessor
i − 1 to i, staying at cell i, or moving from cell i to the successor i + 1. When cell
i is the starting or ending location, the predecessor or successor does not exist,
respectively. Thus the occupancy probability can be expressed by







t
t

P
loc
+
P
tr

i
(i,i +1) ,










t
t
P occit = P trt
(i −1,i ) + P loci + P tr(i,i +1) ,










t
P trt
(i −1,i ) + P loci ,

if i = 0
if i = 1, . . . , n − 1
if i = n

for any path cell i ∈ pathk .
Lemma 5.1 shows the relation among leaving time CDF, arriving time CDF, and
occupancy probability.
Lemma 5.1. The probability AMR k ∈ K occupies cell i ∈ pathk at t ∈ R+ can be
determined by




1 − FRi (t),
if i = 0





P occit = FR +w (t) − FR (t), if i = 1, . . . , n − 1 .
i −1
i −1
i +1






 FR +w (t),
if i = n
i −1
i −1
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Proof. When i > 0, the probability that AMR k has left cell i − 1 before any t ∈ R+
can be expressed as,
n

FRi−1 +wi−1 (t) = P ( Ri−1 + wi−1 ≤ t) =

h

∑P
j =i



i
trt( j−1,j) + P loctj .

When i < n, the probability that AMR k has arrived cell i + 1 before any t ∈ R+
can be expressed as,


FRi+1 (t) = P( Ri+1 ≤ t) = P locit+1 +

n

∑

P

h

j = i +2



i
trt( j−1,j) + P loctj .

Therefore, if 0 < i < n, then

P

occit



=P



trt(i−1,i)



+P



=P



locit



+P



+P



trt(i,i+1)



= FRi−1 +wi−1 (t) − FRi+1 (t)

If i = 0, then
P

occ0t



loc0t



trt(0,1)



= 1 − FR1 (t).

If i = n, then





P occtn = P trt(n−1,n) + P loctn = FRn−1 +wn−1 (t).
Thus, the claim holds.
The restricted risk interval for any path cell can be determined using (5.10) and
(5.11). Given a threshold P̃ ∈ (0, 1), the restricted RI of a path cell is a set of time
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intervals with occupancy probability greater than or equal to P̃, such that


ei,k = t ≥ 0|P occt ≥ P̃ .
T
i

(5.12)

for any cell i ∈ pathk .
There are three challenges to directly using the restricted RI. First, when
FRi−1 +wi−1 (t) − FRi+1 (t) < P̃ for any t ∈ R+
holds, the risk interval becomes a null space. This can be caused by high variance
in leaving and arriving time. Second, depending on the arriving time and leaving
time distributions, the set defined by (5.12) may contain more than one period.
Lastly, the computational cost required to determine the starting and ending time
of restricted RI can be high.
To overcome these issues, RIPP A* uses a marginal risk interval Ti,k defined in
(5.4). The marginal RI always starts no later than restricted RI and ends no earlier
ei,k is a sufficient condition for t ∈ Ti,k . The starting
than restricted RI such that t ∈ T
time of the restricted RI is the earliest time that satisfies the condition in (5.12),
such that

uei − =





0,





if i = 0


min
t ≥ 0| FRi−1 +wi−1 (t) − FRi+1 (t) = P̃ ,







min t ≥ 0| FR +w (t) = P̃ ,
i −1
i −1
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Lemma 5.2 shows that the marginal RI starting time, ui− , is always smaller or equal
to restricted RI starting time, uei − .
Lemma 5.2. For any cell i ∈ pathk , if

1
λ2

= P̃ and uei − exists, then ui− ≤ uei − .

Proof. If i = 0, then ui− = 0 and uei − = 0 by their definitions. Otherwise, set
1
λ2

← P̃. Based on Chebyshev’s inequality,
P̃ ≥ P (| Ri−1 + wi−1 − (µi−1 + wi−1 )| ≥ λσi−1 )

P̃ ≥ FRi−1 +wi−1 (µi−1 + wi−1 − λσi−1 ) + 1 − FRi−1 +wi−1 (µi−1 + wi−1 + λσi−1 ) .

Here, µi−1 + wi−1 − λσi−1 = ui− and 1 − FRi−1 +wi−1 (t) ≥ 0 for any t ∈ R. Thus,
FRi−1 +wi−1 (ui− ) ≤ P̃ holds.
If i = n, then FRi−1 +wi−1 (ui− ) ≤ P̃ and FRi−1 +wi−1 (uei − ) = P̃ based on (5.13). As
FRi−1 +wi−1 (t) is monotonically non-decreasing in t, then ui− ≤ uei − .
If 0 < i < n, then FRi−1 +wi−1 (uei − ) − FRi+1 (uei − ) = P̃ based on (5.13). As
FRi+1 (t) ≥ 0 for any t ∈ R, then FRi−1 +wi−1 (ui− ) ≤ P̃ ≤ FRi−1 +wi−1 (uei − ), and hence
ui− ≤ uei − .
Thus, the claim holds.
Similarly, the ending time of restricted RI is the latest time satisfying the condition in (5.12) so that,

uei +






max t ≥ 0|1 − FRi+1 (t) = P̃ ,





= max t ≥ 0| FR +w (t) − FR (t) = P̃ ,
i −1
i −1
i +1






∞,
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Lemma 5.3 shows that the marginal RI ending time, ui+ , is always larger or equal
to the restricted RI ending time, uei + .
Lemma 5.3. For any cell i ∈ pathk , if

1
λ2

= P̃ and uei + exists, then ui+ ≥ uei + .

Proof. If i = n, then ui+ = ∞ and uei + = ∞ by their definitions. Otherwise, set
1
λ2

← P̃. Based on Chebyshev’s inequality,
P̃ ≥ P (| Ri+1 − µi+1 | ≥ λσi+1 )
P̃ ≥ FRi+1 (µi+1 − λσi+1 ) + (1 − FRi+1 (µi+1 + λσi+1 )).

Here, µi+1 + λσi+1 = ui+ and FRi+1 (t) ≥ 0 for any t ∈ R. Thus, FRi+1 (µi+1 +
λσi+1 ) ≥ (1 − P̃) holds.
If i = 0, then FRi+1 (µi+1 + λσi+1 ) ≥ 1 − P̃ and FRi+1 (uei + ) = 1 − P̃ based on
(5.14). As FRi+1 (t) is monotonically non-decreasing in t, then ui+ ≥ uei + .
If 0 < i < n, then FRi+1 (uei + ) = FRi−1 +wi−1 (uei + ) − P̃ based on (5.14). As
FRi−1 +wi−1 (t) ≤ 1 for any t ∈ R, then FRi+1 (µi+1 + λσi+1 ) ≥ 1 − P̃ ≥ FRi+1 (uei + ),
and hence ui+ ≥ uei + .
Thus, the claim holds.
For any intermediate cell j ∈ Ji,i+1 and Ji,i+1 ∈ interk , the restricted RI is,

ej,k = t ≥ 0| FR +w (t) − FR (t) ≥ P̃ .
T
i
i
i +1
The restricted RI starting and ending time for intermediate cell j are represented
by

vej− = min t ≥ 0| FRi +wi (t) − FRi+1 (t) = P̃
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and

vej+ = max t ≥ 0| FRi +wi (t) − FRi+1 (t) = P̃ ,
respectively.
Again, by setting P̃ =

1
λ2

and applying same techniques in Lemma 5.2, it can be

ej− ), and hence v−
ej− . The same
easily shown that FRi +wi (v−
j ) ≤ P̃ ≤ FRi +wi ( v
j ≤ v
ej+ ),
technique in lemma 5.3 can be applied to show FRi+1 (v+
j ) ≥ 1 − P̃ ≥ FRi+1 ( v
ej+ .
and hence v+
j ≥ v
A small simulation experiment is conducted to determine the success rate and
interval length for RIPP. An AMR randomly selects 256 motions to roam in Warehouse 1 for 100 trials. The motion time distributions are defined in Table 4.1. The
RIPP algorithm predicts the marginal risk interval for each occupied cell for various values of λ. If the marginal RI successfully bounds the occupied period,
the prediction is successful. The interval length is the time difference between
marginal RI ending and starting time. The value of λ is set to 0.0 (SIPP), 0.5, 1.0,
2.0, and 3.0.
The results of the experiment are summarized in Figure 5.3. From Figure 5.3(a)
we observe that the success rate increases as λ increases. When λ = 3.0, the mean
success rate after 256 motions is 99.02%. However, as shown in Figure 5.3(b), the
increase in λ also results in a long risk interval. When λ = 3.0, the marginal
RI for occupying the last cell in AMR’s trajectory has an average length of 53.57
seconds. This experiment demonstrates that the RIPP method works as expected
with varying values of λ.
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F IGURE 5.3: Risk interval prediction (a) success rate and (b) length.

5.5

Simulation Analysis of RIPP

In this section, the RIPP algorithm is evaluated utilizing the simulation methods
developed in Chapter 4. The warehouse configurations of Warehouse 1 (Figure
4.5) and Warehouse 2 (Figure 4.7) are used for this experiment. The fleet sizes in
Warehouse 1 are 15, 20, and 25; and the fleet sizes in Warehouse 2 are 25, 30, and
35. The AMR motion time follows the assumptions in Table 4.1. An additional
motion in this experiment is idling. When SIPP or RIPP cannot find any safe path
to any destination, the AMR stays idle at current location for 10 seconds, and then
reevaluates the system to find a feasible path. Other conditions, such as task arrival
and cell occupancy, remain the same as the experiment in section 4.2.
This experiment evaluates the performances of RIPP and SIPP with CUNI traffic rule. The λ for RIPP is set to 0.5, 1.0, and 2.0. The evaluated AMR management
strategies in this experiment are shown in Table 5.1. As the goal of this dissertation
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is to maximize warehouse productivity, all AMR management strategies in Table
5.1 use SPT task assignment rule. Here, RIPP is compared with uni-directional
A* since UNI+A* (referred to UNI+SPD in section 4.2) shows the best throughput
performance in Chapter 4. Also, RIPP is compared with CUNI+A* (referred to as
CUNI+SPD in section 4.2) to measure the impact of path planning algorithm under
the same traffic control and task assignment rules.
The simulation model is run for 10 trials of each scenario with a 1-hour simulation length. Table 5.2 shows the percentage conflict reduction when compare
cooperative path planning algorithms with CUNI+A* in Warehouse 1. When deploying RIPP (λ = 2.0) at 15 AMRs, the head-on conflict is eliminated. All RIPP
algorithms outperforms SIPP in terms of conflict reduction. The increase in λ results in a higher conflict reduction.
Table 5.3 shows system throughput in Warehouse 1. Although a higher λ reduces the number of conflicts, it does not always result in a higher throughput. The
CUNI+RIPP (λ = 1.0) yields the highest throughput across different fleet sizes.
When there are 25 AMRs, there is no significant difference between CUNI+RIPP
TABLE 5.1: AMR management strategies.

Name

Traffic Path Planning
Rule
Algorithm
UNI+A*
UNI
Native A*
CUNI+A*
CUNI
Native A*
CUNI+SIPP
CUNI
SIPP
CUNI+RIPP (λ = 0.5) CUNI RIPP (λ = 0.5)
CUNI+RIPP (λ = 1.0) CUNI RIPP (λ = 1.0)
CUNI+RIPP (λ = 2.0) CUNI RIPP (λ = 2.0)
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TABLE 5.2: Percentage conflict reduction in Warehouse 1.

Path Planning Algorithm
SIPP
RIPP (λ = 0.5)
RIPP (λ = 1.0)
RIPP (λ = 2.0)

Number of AMRs
15
20
25
29.89% 31.13% 24.81%
73.28% 73.60% 56.87%
93.88% 88.33% 88.31%
100.00% 99.71% 99.57%

TABLE 5.3: Average throughput (std. dev.) in Warehouse 1.

Traffic
Rule
UNI

Path Planning
Algorithm
Native A*
Native A*
SIPP

CUNI

RIPP (λ = 0.5)
RIPP (λ = 1.0)
RIPP (λ = 2.0)

Number of AMRs
15
20
25
309.91 396.33 484.64
(13.51) (12.82) (18.54)
282.40 335.60 388.70
(18.45) (16.82) (36.25)
365.40 436.51 499.22
(25.92) (39.38) (37.05)
371.40 461.85 545.42
(12.55) (17.23) (35.21)
404.72 492.30 553.53
(10.90) (19.36) (22.33)
371.43 444.62 491.49
(7.97) (19.53) (21.90)

(λ = 0.5) and CUNI+RIPP (λ = 1.0) with a 95% confidence level. When compare CUNI+RIPP with UNI+A*, CUNI+A*, and CUNI+SIPP, a model with RIPP
algorithm generally yields a higher throughput.
Figure 5.4 demonstrates AMR utilization in Warehouse 1. A higher percentage
time for loading/unloading often leads to a higher throughput when using the
same number of AMRs. In this case, a good management strategy should minimize
the percentage time spent on resolving conflicts, waiting, idling, and traveling.
For RIPP models, although the increase in λ reduces resolving conflict time,
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F IGURE 5.4: AMR utilization for different TAPP methods in Warehouse 1.
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it can also increase waiting, traveling, and idling time. This is because a larger
λ increases the length of risk interval and hence causes longer waiting time and
detour to ensure a safe path. The increase in risk interval length also makes it
more difficult to find a feasible solution, which results in a longer idle time.
Furthermore, Figure 5.4 shows the conflict resolution time for a RIPP approach
is significantly smaller than SIPP. When compared with UNI+A*, although CUNI+RIPP(λ =
1.0) cannot eliminate head-on conflicts and idling, it minimizes the total time spent
traveling, resolving conflicts, waiting, and idling, and hence maximizes the loading/unloading time.
Table 5.4 shows the percentage conflict reduction in Warehouse 2. Again, RIPP
reduces conflict more significantly when compare to SIPP. Table 5.5 shows the
throughput in Warehouse 2. The highest throughput is achieved by CUNI+RIPP
(λ = 1.0) at different fleet sizes. The RIPP algorithms generally outperforms
CUNI+SIPP and CUNI+A*.
The AMR utilization in Warehouse 2 is demonstrated in Figure 5.5. For RIPP
models, the resolving conflict time generally decreases as λ increases. When λ =
2.0, the resolving conflict time is close to 0, but the waiting time becomes larger.
The best strategy is to set λ to 1.0. In such a case, the sum of resolving conflict, waiting, idling, and travelling time is minimized. When compare to UNI+A*, although
CUNI+RIPP(λ = 1.0) still causes conflicts, it significantly reduces the travelling
time and hence leads to the highest throughput.
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TABLE 5.4: Percentage of conflict reduction in Warehouse 2.

Path Planning Algorithm

Number of AMRs
15
20
25
21.42% 20.03% 28.91%
54.99% 50.71% 55.27%
89.22% 86.58% 83.22%
99.50% 99.23% 99.32%

SIPP
RIPP (λ = 0.5)
RIPP (λ = 1.0)
RIPP (λ = 2.0)

TABLE 5.5: Average throughput (std. dev.) in Warehouse 2.

Traffic
Rule
UNI

Path Planning
Algorithm
Native A*
Native A*
SIPP

CUNI

RIPP (λ = 0.5)
RIPP (λ = 1.0)
RIPP (λ = 2.0)

Number of AMRs
25
30
35
468.73 559.35 638.21
(25.11) (23.75) (24.58)
418.30 441.20 481.98
(20.49) (62.78) (58.87)
457.41 498.12 559.33
(50.79) (39.76) (34.98)
569.53 621.51 632.20
(43.56) (47.03) (53.85)
636.25 679.99 700.71
(10.83) (18.36) (51.42)
593.82 622.81 649.67
(15.58) (15.54) (26.44)
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F IGURE 5.5: AMR utilization for different TAPP methods in Warehouse 2.
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5.6

Risk Interval Path Planning Discussion

In this chapter, a risk interval path planning algorithm is developed to minimize
AMR conflict and travel time in stochastic systems. To consider AMR motion uncertainties, the RIPP algorithm uses marginal risk interval to replace the collision
interval in SIPP. An analytical study first shows the occupancy probability of a cell
and then derives the restricted RI of the cell defined by P̃. As the restricted RI cannot guarantee a single continuous risk interval for each AMR visit, a marginal RI
defined by λ is introduced to improve the reliability and reduce the computational
cost. The analytical study shows that marginal RI starts no later than restricted RI
and ends no earlier than restricted RI when λ2 ← P̃1 .
The simulation study shows RIPP with appropriate λ can yield a higher throughput than CUNI+A*, UNI+A*, and CUNI+SIPP. When compare to CUNI+A*, the
CUNI+RIPP avoids conflicts and hence reduces resolving conflict time and waiting
time to enter an aisle. When compare to UNI+A*, the CUNI+RIPP reduces travel
time. When compare to CUNI+SIPP, the CUNI+RIPP considers motion time uncertainty and hence avoids conflict more robustly in stochastic systems. Although
the increase in λ reduces the number of conflicts, a large λ can cause unnecessary
waiting and detour that reduce AMR productivity. Another concern for large λ is
the long marginal RI makes if difficult to find a feasible solution and hence causes
AMR idling. This reveals another usage for the simulation model, which is to find
an appropriate λ in various systems.
Table 5.6 shows the computational cost analysis for 15 AMRs in Warehouse 1
and 25 AMRs in Warehouse 2. Here, Exp. refers to the number of state expansions,
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TABLE 5.6: Computational cost analysis.

Path Planning
Algorithm
Native A*
SIPP
RIPP(λ = 1.0)

Warehouse 1
Warehouse 2
Exp.
PP
TAPP
Exp.
PP
TAPP
(No.) (ms)
(ms)
(No.)
(ms)
(ms)
111.47
0.95
61.32 252.74
2.19
99.48
(9.69) (0.08) (6.23) (44.06) (0.44)
(8.80)
312.66 23.06 427.17 808.67 72.07 1270.60
(8.55) (0.92) (43.46) (40.40) (4.00) (90.34)
348.90 25.87 429.06 892.67 80.26 1328.29
(9.00) (1.02) (29.61) (43.35) (4.83) (101.15)

PP measures the average time to compute a path, and TAPP is the average time to
compute paths for all tasks and select the best one. The computation is designated
to a single core of an Intel i7-8700K CPU at 3.70 GHz. As shown in Table 5.6,
the additional time-interval dimension for SIPP and RIPP significant increases the
number of expanded states. The longer PP and TAPP time for SIPP and RIPP are
also caused by the additional computation steps such as defining RI and finding
the smallest waiting time during an SI.
The TAPP models in this chapter first compute the path for each task and then
select the most favorable one. This means making task assignment and path planning decisions separately has an O( N task ) complexity, where N task is the number
of tasks in the system. When the number of tasks is large, the TAPP decision can
be time-consuming. In the next Chapter, a deep reinforcement learning model is
introduced to make task assignment and path planning decision simultaneously.
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Chapter 6

Simultaneous Task Assignment &
Path Planning Using DQN
The TAPP problem is often solved by computing the path for each task with a path
planning algorithm and using a task assignment rule to find the task with smallest cost, highest utility, or combination of both. This chapter introduces a deep
reinforcement learning method that solves the task assignment and path planning
problems, simultaneously. The problem of determining the shortest path without
conflicting with other AMRs is formulated into a Markov decision chain. A deep
Q-network is trained on simulation data to find a semi-optimal solution.

6.1

Deep Q-Network Method for TAPP

A DQN based TAPP model is shown in Figure 6.1. A solid arrow shows the internal or external communication within numbered process sequence. A dashed
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F IGURE 6.1: TAPP framework with deep q-network methodology.

arrow indicates the training process for the DQN. The TAPP process starts when a
dispatched AMR sends a request and its current location to the TAPP model. The
model collects the current locations, paths, and task information from active AMRs
as well as availble tasks from task manager. An environment simulator converts
the current status of the warehouse into a state, st , which is a 2D matrix similar to
the example in Figure 4.3. Here, t refers to the current simulation time.
Given st , the DQN network selects a legal motion at ∈ A for the dispatched
AMR. Here, A is a set of legal motions, such as moving, turning, loading, and
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unloading. In this study, the legal motions are defined in Table 4.1. The environment simulator updates the dispatched AMR’s location and occupied cells based
on the selected motion. Such an update transitions the environment to the next
state st+1 = Γ(st , at ), where Γ is a transition function. Notice the locations and occupied cells for active AMRs are also updated during the transition based on their
planned paths. This process repeats until the dispatched AMR in the environment
simulator completes a task. The completed task and movement trajectory during
the simulation are sent back to dispatched AMR. The task is also sent to the task
manager to be removed from the set of available tasks.
After each state transition, the environment simulator also gives a reward rt =
Λ(st , at ) based on the outcome of the transition. Here, Λ refers to a user-defined
reward function. For instance, when the dispatched AMR selects a motion that
causes a conflict, giving a negative reward indicates performing this motion at current state is not favorable. Another example is when the dispatched AMR successfully picks up or drops off a pallet in the simulator, a positive reward encourages
DQN to select the motion when in similar states in the future.
The prerequisite of successfully picking up or dropping off a pallet is that the
AMR must first reach the destination. In other words, the outcomes of a motion

(rt , st+1 ) not only depends the current decision at but also depends on all previous
motions { a0 , ..., at−1 } that transition the environment to the current state st . In
this case, rather than maximizing the reward at each step, the goal for DQN is to
maximize the discounted, cumulative reward in the future,

Υt =

| TMDC |

∑
′

t =t
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where, | TMDC | is the simulation length in environment simulator and γ ∈ (0, 1)
is a discount factor. The discount factor encourages DQN to complete a task as
soon as possible, which reflects the goal of minimizing travel time. In this case, the
TAPP problem can be converted into a finite-length MDC.
Figure 6.1 indicates that the transition data (st , at , rt , st+1 ) is saved into a memory M as a training sample for DQN. In fact, the proposed DQN-based TAPP
model consists of two training stages, offline training and online training. For
offline training, the simulation model developed in Chapter 4 is used to generate warehouse data such as TAPP requests, tasks, and AMRs locations. The DQN
model determines the task and path and sends them back to the dispatched agent
in simulation model. At the same time, the simulation data are used to train DQN.
After DQN has learned to make high-quality decisions, the TAPP model can run on
a real-world warehouse system. During the online stage, the TAPP model continuously improves the performance of DQN by training it with real-world samples.
Due to hardware limitations, this dissertation only shows the offline training stage.

6.2

DQN Architecture

The DQN model in this study builds on the methods of rainbow DQN [35] which
combines dueling DQN [39], noisy DQN [40], distributional DQN [41], n-step Q
learning [36], double Q learning [38], and prioritized replay [37]. These DQN extensions are selected because of their superior performances on benchmark problems [90, 91]. Figure 6.2 shows the architecture of DQN in this study. The input of
DQN is Nstack , as stack of consecutive states. Multiple states are stacked to provide
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F IGURE 6.2: Deep Q-Network architecture.

temporal information, such as the movement directions of dispatched and active
AMRs in previous steps. The input is passed through two convolution layers,
where each layer consists of multiple convolution filters that extract feature-level
information of the environment [99] followed by a rectified linear unit (ReLU) activation function [100] that provides for non-linearity. The 3D output from the
second convolution layer is then flattened into a 1D array, cξ (s). The process up to
this point is often referred to as the convolution encoder c with trainable parameters ξ and stacked input s.
To integrate DQN with dueling architecture, the output from convolution encoder is passed to two parallel streams — a value stream gη and an advantage
stream hψ , where ξ and η are trainable parameters [39]. The value stream estimates
the quality of the current state and the advantage stream evaluates the outcome of
each possible motion at that state.
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Both value and advantage streams consist two noisy, fully connected layers
[40]. The output of a noisy layer can be expressed by
yi′ = (Wi + Wi′ ⊗ ε′w )yi−1 + (bi + bi′ ⊗ ε′b )
where, yi and yi−1 are layer number i and i − 1 in the neural network, respectively.
The trainable parameters Wi , bi , Wi′ and bi′ are the regular weight matrix, regular
bias, noisy weight matrix, and noisy bias, respectively. The random noise components, ε′w and ε′b , are generated at each forward propagation. An element-wise
multiplication is denoted by ⊗. After integrating noisy DQN, the exploration and
exploitation stages are controlled by the noisy, fully connected layers. After learning from trial-and-error, the value of noisy parameters Wi′ and bi′ are gradually
reduced to 0 to eliminate the impact from random noise.
Rather than predicting the expected reward, the distributional DQN predicts a
reward distribution for each motion [41]. The output from the advantage stream
is a Nmotion × Natom probability mass, where Nmotion represents the number of legal
motions and Natom is the number of atoms for a probability support z . The output
from the value stream is a Natom probability mass estimating a reward distribution
for the current state. The output from the advantage and value streams are then
combined by,

ϕi (s, a) = gηi cξ (s) + hiψ cξ (s), a −




∑
′

hiψ



c ξ ( s ), a

a ∈A

Nmotion

′


,

where ϕi (s, a) corresponds to the ith atom for motion a given state s. The output
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probability mass, pθ ∈ R Nmotions × Natom , is then determined by passing ϕi (s, a) to a
softmax function

i

piθ (s, a)

=

e ϕ (s,a)
Natom

∑

e

.

(6.1)

ϕ j (s,a)

j =1

The softmax function ensures that the reward distribution dθ (s, a) ∈ R Natom for
each motion a sums to 1. Here, θ refers to all trainable parameters in the DQN.
Finally, the DQN output qθ ∈ R Nmotion is obtained by a matrix multiplication,
represented by ⊙ in Figure 6.2, between pθ and support z. Each output element in
qθ corresponds to the predicted Q value of a motion. As exploration is controlled
by the noisy layer, DQN always selects the best motion with highest Q value, such
that,
a∗t = argmax qθ (st , a).
a∈A

Assuming the DQN selects at at state st . The training goal is to minimize the
KL divergence loss between the predicted reward distribution dt = dθ (st , at ) and
the target reward distribution d′t , such that,
min L = DKL Φz dt′ ||dt



θ

where, Φz is a function that projects the target distribution onto the fixed support
z [41].
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The n-step learning is integrated by observing Nstep rewards to determine the
target distribution [36], such that,
Nstep −1

dt′ =

∑

Nstep
γtk rt+k+1 + γt z,



pθ̄ st+ Nstep , a∗t+ Nstep



!
.

(6.2)

k =0

Integrating double q-learning, a∗t+ Nstep is the best motion at t + Nstep selected by
that online network with parameters θ and pθ̄ is the corresponding probability
mass from that target network with parameters θ̄ [38]. The discount factor γt is set
to 0 if the MDC is terminated at t.
When integrating prioritized replay introduced by Schaul et al. [37], the probability of collecting the ith training sample from M is

P (i ) =

( Li + κ ) β
,
∑ ( Lj + κ)β

j∈M

where Lm ≥ 0 is the KL divergence loss of sample i, κ > 0 is a small constant that
ensures samples with 0 loss can still be revisited, and β ∈ [0, 1] is a constant that
describes the sampling distribution.

6.3

Deep Q-Network Training Experiment

The DQN model is trained in Warehouse 3 shown in Figure 6.3 and Warehouse 4
shown in Figure 6.4. Warehouse 3 consists of 1008 3-level racks so its total capacity
is 3,024 pallets. Warehouse 4 consists of 940 3-level racks so its total capacity is
2,820 pallets. Both warehouses have 4 dock zones, each containing 28 docking
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locations. The AMR motion time follows the assumptions in Table 4.1. The traffic
control rule is uni-occupancy, where each cell can only be occupied by one AMR at
a time. The fleet size NAMR is set to 3, 4, 5, 6, and 7, and the DQN in each scenario
is trained for 200,000 episodes.

F IGURE 6.3: Warehouse 3 in simulation experiment.
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F IGURE 6.4: Warehouse 4 in simulation experiment.

At the beginning of each episode, the dispatched and active AMR locations
and orientations are randomly generated. The simulation model generate Ntask ∼
Uni f ( NAMR , 30) tasks, where each task has likelihood of 0.5 of being a receiving
task and 0.5 of being a shipping task. The docking and rack locations of each
task are randomly selected. There are three possible terminating conditions for
an episode. First, when the dispatched AMR encounters another AMR, the DQN
receives a -100 reward and the episode is terminated. Second, if the dispatched
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AMR successfully drops off a pallet at the designated location, the DQN receives
a +100 reward and the episode is terminated. Finally, after the AMR performs 100
motions, the episode is terminated without extra reward or penalty. The reward
for each motion is the negative value of the mean motion time.
The DQN model consists of two convolution layers. The first layer consists of
16 6 × 6 filters with a stride of 3, The second layer consists of 64 4 × 4 filters with
a stride of 2. The hidden layer in both the value and advantage streams consist
of 512 neurons. The noise in noisy fully connected layers are randomly generated
based on a normal distribution with a mean of 0.0 and variance of 0.001.
The DQN model is trained with an Adam optimizer [101], where the learning
rate is re-adjusted to a lower value after 100,000 episodes. The priority distribution
constant β is gradually decreased from 0.6 to 0.4 over 100,000 episodes. The hyperparameters for DQN are summarized in Table 6.1.
TABLE 6.1: Hyper parameters in DQN.

Parameter
l0
l1
Natom
Nbatch
Nstack
Nstep
Ntrain
Ntrain
β0
β1
γ
κ

Description
value
Initial learning rate
1e-4
Decayed learning rate
1e-6
Number of atoms
51
batch size
32
Number of stacked state
4
Number of observed reward
10
Training sequence
4
Target DQN update sequence
32,000
Initial priority distribution constant
0.6
Final priority distribution constant
0.4
Discount factor
0.995
Minimum priority value
1e-4
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Figure 6.5 shows the percentage of conflict-free delivery (CFD) over each 500
episodes. The CFD rate is improved significantly in the first 100,000 episodes.
After training for 200,000 episodes, the CFD rate in each scenario generally reaches
the steady state. A larger fleet size results in a lower CFD rate at the steady state.

F IGURE 6.5: DQN training progress in (a) Warehouse 3 and (b) Warehouse 4.

6.4

DQN Simulation Experiment for TAPP

The DQN method is evaluated using the simulation model developed in Chapter
4 and compared to uni-direction A* with SPT (UNI A*) and native A* with SPT
(Native A*). The AMR fleet sizes are set to 4, 5, 6, 7, and 8. The simulation model
is run for 10 trials for each scenario with a simulation length of 1 hour.
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Figure 6.6 shows the throughput in Warehouses 3 and 4 with varying fleet sizes.
Figures 6.7 and 6.8 show a comparison of the distribution of AMR utilization in
Warehouse 3 and 4 under various system configurations.
In Warehouse 3, the highest throughput is always achieved by DQN. When
there are 8 AMRs, there is no significant difference between DQN and UNI A*
with a 95% confidence level. When using DQN or UNI A*, the increase in fleet
size always results in a higher throughput. When using Native A*, the increase
in fleet size increases the chance of AMR conflict and hence may result in a lower
throughput.
Figure 6.7 shows the AMR utilization for 4, 6, and 8 robots in Warehouse 3. The
Native A* spends the highest percentage time in resolving conflict. The increase
in fleet size significantly increases the resolving conflict time. On the other hand,
UNI A* eliminates head-on conflict but leads to the longest travel time. The DQN

F IGURE 6.6: Throughput in (a) Warehouse 3 and (b) Warehouse 4.
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F IGURE 6.7: AMR Utilization in Warehouse 3.

94

Chapter 6. Simultaneous Task Assignment & Path Planning Using DQN

F IGURE 6.8: AMR Utilization in Warehouse 4.
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model significantly reduces AMR conflicts compare to Native A* and decreases
travel time compare to UNI A*.
In Warehouse 4, DQN yields the highest throughput when fleet size is smaller
than 7. When there are 7 and 8 AMRs, there is no significant difference between
DQN and UNI A*. When there are 4 AMRs, Native A* outperforms UNI A*. This
indicates when the fleet size is very small, the smaller travel time in bi-directional
system overcomes the benefits of avoiding conflict with uni-directional path.
Figure 6.8 shows AMR utilization in Warehouse 4. When there are 4 and 6
AMRs, DQN minimizes the total time spent on resolving conflict, waiting and travelling and hence results in the highest throughput. When there are 8 AMRs, the
outcome of using DQN to reduces conflict in bi-directional system is similar to the
outcome of using UNI A* to eliminate conflict in uni-directional system.

6.5

DQN Method for TAPP Discussion

This chapter introduces a deep q-network based task assignment and path planning model for AMRs. The TAPP problem in a warehouse is formulated into a
Markov decision chain, where the objective is to minimize AMR travel time without causing conflict. The DQN model is integrated with six DQN extensions and
trained in a simulation environment. The training progress shows that DQN can
gradually learn to make conflict-free delivery in a warehouse with an appropriate
reward function.
A continuous simulation experiment shows that DQN significantly reduces the
number of conflicts compared to Native A*. When compared to UNI A*, DQN does
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not eliminate head-on conflicts but reduces the average travel time. When the fleet
size is small, the benefit of reducing travel time but causing a small number of
conflicts is higher than eliminating conflicts with uni-directional path, and hence
DQN yields the highest throughput. When the fleet size becomes larger, there is
no significant difference between DQN and UNI A*.
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Conclusion
This dissertation studies the task assignment and path planning problem for autonomous mobile robots in stochastic warehouse systems. The goal is to maximize the system productivity by minimizing AMR conflicts and travel time. A
unique characteristic of this study is the proposed simulation and TAPP models
that consider uncertainties in AMR motion to make the solutions more robust for
real-world systems.
In the first topic, a discrete event simulation model is designed to evaluate AMR
management strategies including traffic control rules, task assignment models, and
path planning algorithms. A simulation experiment shows the model can adapt
to different warehouse systems with various AMR fleet sizes. A conditional unidirectional traffic rule is introduced. Based on the simulation results, the CUNI
rule can reduce the number of AMR conflicts compared to link reservation while
maintaining a lower travel time compared to the uni-directional traffic rule.
In the second topic, a risk interval path planning algorithm is developed to
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avoid conflict among AMRs considering motion time uncertainties. An analytical
study shows the derivation of probability bounds for the occupied period of a cell
using a user-specified constant risk parameter λ. Although a higher λ increases
the success rate, it also leads to a longer risk interval that prevents the dispatched
AMR from using the cell. A simulation experiment shows the RIPP algorithm can
outperform uni-directional A*, native A*, and safe interval path planning algorithm with an appropriate selection of λ. For future study, an lifelong time [56] or
anytime [59] RIPP model can be investigated to reduce the path re-planning cost.
In the last topic, the TAPP problem is formulated into a Markov decision chain
and a deep q-network is trained to make assignment and path decisions, simultaneously. The simulation experiment shows that DQN always yields the highest
throughput when compared to native A* and UNI A*. Based on empirical observation, it requires a large neural network and more training steps to adapt DQN
to larger warehouses with more AMRs. The performance of DQN on large-scale
TAPP problems await further study.
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