Systems for processing big data-e.g., Hadoop, Spark, and massively parallel databases-need to run workloads on behalf of multiple tenants simultaneously. The abundant disk-based storage in these systems is usually complemented by a smaller, but much faster, cache. Cache is a precious resource: Tenants who get to use the cache can see two orders of magnitude performance improvement. Cache is also a limited and hence shared resource: Unlike a resource like a CPU core which can be used by only one tenant at a time, a cached data item can be accessed by multiple tenants at the same time. Cache, therefore, has to be shared by a multi-tenancyaware policy across tenants, each having a unique set of priorities and workload characteristics.
INTRODUCTION
Two recent trends in data processing are: (i) the aggressive use of memory to speed up processing by caching datasets [10, 33] , and (ii) the use of multi-tenant clusters for analyzing large and diverse datasets [72] . The growing popularity of systems like Apache Spark [10] and SAP HANA [33] highlight these trends. * This research is supported by NSF grants CNS-1423128 and IIS-1423124.
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SIGMOD'17, May [14] [15] [16] [17] [18] [19] 2017 Caching has become ubiquitous.
Traditionally, caches were only used internally in database systems as a buffer pool [61] for recently accessed data pages from disk. Modern data analytics systems additionally expose APIs for data caching to application developers and data analysts. 1 / / r e a d s a l e s d a t a ( i d , y e a r , p r o d u c t , c i t y , s a l e s ) 2 v a l s a l e s = s c . t e x t F i l e ( " s a l e s . t x t " ) . map ( _ . s p l i t ( " , " ) ) 3 For example, Spark introduces an abstraction called Resilient Distributed Dataset (RDD) to represent any data relevant to modern analytics: files (on a local or distributed file-system), tables (horizontally or vertically partitioned), vertices or edges of graphs, statistical models learned from data, etc. A user can create an RDD directly from data residing on a local or distributed file-system, or by applying a transformation to one or more other RDDs. The user can then direct the system to cache the RDD in memory. Listing 1 gives an example.
As we show in Figure 1 , computations done on RDDs cached in memory run one to two orders of magnitude faster than when the data resides on disk [10] . The experiment in Figure 1 was carried out on a 10-node cluster using three queries of varying complexity on TPC-H data stored in text format on the Hadoop Distributed FileSystem (HDFS). Two different architectures for caching were considered in Figure 1 : (i) caching using Spark's internal RDD cache store, and also (ii) caching RDDs on an external memory store called Alluxio [54] . Spark's RDD cache provides much bigger speedups because it stores data in an optmized columnar format, whereas Alluxio simply mimics the data layout on disk (which, in this case, is row-based) in memory.
Caching under multi-tenancy is nontrivial.
Cache is always a limited resource since the total size of memory in a cluster is usually orders of magnitude smaller than the data sizes stored and queried in the cluster. As we saw in Figure 1 , in a multi-tenant cluster that has multiple users, massive performance speedups will be experienced by tenants who get to use the in-memory cache. Thus, it is highly desirable in multi-tenant clusters that low-priority tenants should not be able to hog the available cache, and prevent other tenants from getting the performance benefits they deserve. Unlike a resource like a CPU core which is used by one tenant at a time, a cached data item can simultaneously benefit a high-priority and a low-priority tenant. Furthermore, different tenants will have different utilities for objects that could be placed in the cache. When faced with such challenges, traditional cache allocation policies can lead to user dissatisfaction, poor or unpredictable performance, and low resource utilization. We will illustrate the problems and opportunities through an example. Multiple tenants: The predominant practice in the industry is to group similar users-e.g., all users submitting batch jobs-into queues (or, pools). Each queue forms a tenant in the cluster. Our example uses three tenants: (i) Analyst, the business analysts in the company, (ii) Engineer, the developers in the company who build data-driven applications such as recommendation models, and (iii) VP, the top-level management in the company such as the CEO and the Chief Security Officer who look at hourly and daily reports. Cacheable entities: These three tenants will benefit from caching one or more of three views-R, S, and P-each of size M bytes. Throughout this paper, "view" refers to any data item that can be cached to give a performance benefit. For SQL workloads, a view corresponds to a SQL expression, like any candidate view generated by a materialized view selection algorithm [41, 74, 15, 51] . For broader data analytics-e.g., graph processing-a view corresponds to a dataset on which the user has put a cache directive (recall the example Spark program from Figure 1 ). Tenant R S P Analyst 2 1 0 Engineer 2 1 0 VP 0 1 2 Table 1 : Utilities of cached views to tenants Utilities: The matrix in Table 1 shows the utility that each tenant gets if the corresponding view were to be cached in memory. A simple definition of utility we will use in this paper is the savings in I/O because data is read from the in-memory cache versus disk. For example, if view R is cached in memory, then tenant Analyst will get a utility of two units. One common pattern in multi-tenant clusters that we bring out in Table 1 is that view R could be the detailed logs that business analysts and developers access quite often; view P could be a table that only the top-level management has access to; while view S could be a materialized view with aggregated information shared by all tenants. Scenario 1: Suppose the in-memory cache has a total size of M bytes. If a static and equal partitioning of the cache is used, each tenant will be entitled to M 3 bytes of cache memory. Recall that each of the views R, S, and P are M bytes each; so none of them will fit in their M 3 bytes of cache. If, instead, the cache is kept unpartitioned, and a Least Recently Used (LRU) policy is used for cache allocation, the view R will likely remain cached for the most time on account of it being the most used. Thus, the Analyst and Engineer tenants will see performance speedups. However, the VP tenant's workload will not see any benefits. Scenario 2: To satisfy the VP tenant, suppose the cluster admin decides to give the VP tenant 50% higher priority than the other tenants. So, she assigns weights to the Analyst, Engineer, and VP tenants in the ratio 1 : 1 : 1.5. The cache is now allocated based on the weighted utility of the tenants. But, even with this change, view R will be the only one cached since it has the highest weighted utility of 4 (= 2 × 1 + 2 × 1); higher than view S's (1 × 1 + 1 × 1 + 1 × 1.5 = 3.5), and view P's (2 × 1.5 = 3). Scenario 3: To improve the poor performance seen by the VP tenant, the cluster admin now decides to double the size of cache memory. Now two views will fit in the 2M-sized cache. However, even after this massive investment, the VP tenant will only see a minor increase in performance compared to the Analyst and Engineer tenants: views R and S will now be cached since they together have the highest weighted utility of 7.5 (4 for R + 3.5 for S); higher than 7 for R and P, and 6.5 for S and P. Better scenarios: Let us consider what would have been an ideal cache allocation. An alternative in Scenarios 1 and 2 is to cache view S instead of R. While S has a slightly lower weighted utility, all three tenants will benefit from caching S. An alternative in Scenario 3 is to cache R and P which will also give performance benefits to all three tenants while only being slightly lower in overall weighted utility than caching R and S. In particular, the VP tenant will now see major benefits from doubling the cache size.
Contributions
• Our example shows key tradeoffs which create the need to make principled choices during memory allocation for caching in multitenant clusters. In this paper, we develop cache allocation algorithms that can speed up a multi-tenant workload while guaranteeing fairness in terms of the tenants' performance. • In Section 2, we propose ROBUS, a platform to optimize multitenant workloads in an online manner using the cache. ROBUS groups queries in small time-based batches and employs randomized cache allocation on each batch. • Section 3 considers shared resource allocation within a batch, and enumerates properties desired from any allocation scheme. We show that the notion of core from cooperative game theory captures the fairness properties in a succinct fashion. We show that when restricted to randomized allocation policies within a batch, a proportionally fair policy generates an allocation which satisfies fairness properties in expectation for that batch. • The policies we construct are based on convex programming formulations of exponential size. Nevertheless, in Section 4, we show that these policies admit to arbitrarily good approximations in polynomial time. We present implementations of two fair policies: max-min fairness and proportional fairness. We also present faster and more practical heuristics for computing these solutions. • We describe our implementation of ROBUS on a multi-tenant Spark cluster. Motivated by practical use cases, we develop a workload generator to create various scenarios. Implementation details and evaluation are provided in Section 5. Results show that our policies provide desirable throughput and fairness across a comprehensive spectrum of scenarios.
THE ROBUS PLATFORM
ROBUS (Random Optimized Batch Utility Sharing), shown in Figure 2 , is the cache management platform we have developed for multi-tenant data-parallel workloads.
Multi-tenant cluster.
ROBUS is designed to easily fit in modern data analytics systems like Hadoop and Spark. These systems support multi-tenancy. Each tenant submits its workload in an online fashion to a designated queue which is characterized by a weight indicating the ten- [4, 36] is typically employed to schedule tasks (smallest unit of work) for the workload.
Memory allocated to an application is divided into two parts: a heap space for run-time objects and a data cache. While the heap is divided across all concurrently running tasks and is allocated by the task scheduler (e.g., Hadoop fair scheduler [4] , DRF [36] ), the cache is shared by all queries in execution simultaneously and is managed by ROBUS. Referring back to Figure 1 , ROBUS uses the Spark RDD cache architecture to implement the shared cache because of its superior performance.
ROBUS workflow.
ROBUS is designed as a middleware between application tenants and the computation platform. Queries submitted by tenants to queues are processed by ROBUS in batches of a fixed time interval. Queries within a batch are optimized together and are scheduled for execution at the same time. This framework is motivated from prior multi-query optimization works such as Shared Scans [14] where a job/query is allowed to wait for a maximum time bounded by a preset batch size before it gets scheduled. ROBUS uses a similar notion where queries will never have to wait for more than the batch interval before being scheduled. Furthermore, ROBUS distinguishes between interactive tenants and batch tenants. Interactive tenants run short queries for which they want to see immediate response. On the other hand, batch tenants are more throughputsensitive. That is, they would like to see their workload finished as quickly as possible, and care less about how soon individual queries in the workload are finished. If a tenant declares itself as interactive to ROBUS, then ROBUS sets the batch interval to zero for that tenant. Thus, queries from this tenant will be scheduled immediately and will not be considered by ROBUS's optimization algorithm. We will discuss a more sophisticated batching model later in Section 5.4. Figure 2 illustrates ROBUS workflow. ROBUS carries out the following four steps in a repeatedly-running loop. Step 1 removes a batch of queries from the tenants' queues.
Step 2 runs an algorithm over this entire batch to select a set of views to cache from a predetermined set of candidate views. (The set of candidate views can be computed separately using any state-of-the-art algorithm for materialized view selection from a query workload [15, 51] ; and this computation is not part of ROBUS's repeatedly-running loop.) This algorithm to select cached views from the candidate views simultaneously optimizes performance and fairness. Designing this algorithm is the main focus of this paper. Step 3 brings the views recommended in Step 2 to the cache (if they are not already in the cache) before rewriting queries to use the views. This step also directs the system to uncache any previously cached views not required for this batch. The entire batch of the rewritten queries is then submitted for execution in Step 4.
Life-cycle of a query in this workflow consists of the following three phases broadly:
Batching Delay: Time from the query arrival to ROBUS submitting it for execution; Includes both the wait time before Step 1 as well as the time spent in ROBUS optimization. Scheduling Delay: The wait the query experiences in a scheduler queue before the first task of it is launched. Execution Time: Time span from the first task start to the last task completion for the query. The batch size configuration drives the trade-offs in Batching Delay and Execution Time. For example, a very low setting of batch size ensures a lower Batching Delay, but at the same time, lowers the chance of savings in Execution Time. This happens because a smaller batch results in many cache updates in order to get locallyoptimal views for each batch into the cache; thereby making most of the queries disk-bound. We evaluate these tradeoffs and also give some guidelines in tuning the batch size in Section 5.
Views and Utilities.
Step 2 takes three inputs: (i) a set of candidate views, (ii) a utility estimation model for cached views, and (iii) total cache budget (i.e., memory available for caching). The candidate view generation in ROBUS is a pluggable module. By default, the candidate views for a SQL query are the base tables accessed by the query. The ROBUS prototype we evaluate in Section 5 uses a predetermined set of candidate views consisting of different vertical projections of the input tables. This set can be made richer using the pluggability of the module. For workloads like machine learning and graph processing, the candidate views are the datasets on which the user has put a cache directive. A view management algorithm from the database literature [15, 51] can be employed to dynamically build and maintain a set of candidate views on disk to suit the workload. Such an algorithm, if employed, would run in the background. ROBUS also supports a pluggable Step 3 where a query is rewritten to use the views selected for caching in Step 2. In future, we plan to extend Step 3 to support re-optimization of the query based on the cached views, which could change the query plan entirely.
ROBUS view selection module employs a pluggable utility estimation model to estimate the utility provided to a query by any cached view. ROBUS makes polynomial (in the number of tenants) calls to this model while optimizing a batch. ROBUS currently models these utilities as savings in disk I/O costs if the view were to be read off of the in-memory cache versus disk. This approach keeps the models simple and widely applicable. It could be extended to richer utility models required to support more complex candidate view selection algorithms from literature that consider interactions among views [53] . Total utility of a cache configuration for a tenant is computed by adding up estimated utilities of the queries submitted by the tenant. The tenant utilities thus computed are used in recommending an optimal set of views to cache. The view selection policy attempts to come up with a cache configuration that provides a weight-proportional performance speedup to the tenants' workload. The guarantees provided are in expectation, i.e., over a number of batches. This is due to the fact that a cache directive is specified over an entire view. In other words, a view is treated indivisible at the program interface level. While individual partitions of a view on a node are managed by a standard LRU cache manager by the system underneath, ROBUS operates at a higher level of data abstraction.
FAIRNESS PROPERTIES AND POLICIES FOR SINGLE BATCH
We study various notions of fairness when restricted to view selection for queries from a single batch. We consider policies that compute allocations that simultaneously provide large utility to many tenants, and enforce a rigorous notion of fairness between the tenants. Since this is very related to other resource allocation problems in economics [25, 13, 23] , we draw heavily on that work for inspiration. However, the key difference from standard resource allocation problems is that in our setting, the resources (or views) are simultaneously shared by tenants. In contrast, the resource allocation settings in economics have typically considered partitioning resources between tenants. As we shall see below, this leads to interesting differences in the notions of fairness.
Fairness and Randomization
It is well-known in economics [26] that the combination of fairness and indivisible resources (in our case, the cache and views) necessitates randomization. To develop intuition, we present two examples.
First consider a simple fair allocation scheme that for N tenants simply allows each tenant to use 1 N of the total cache for her preferred view(s). It is plausible that some tenants prefer a large view that does not fit in this partition but does fit in the cache. Therefore, letting tenants have 1 N probability of using the whole cache can have arbitrarily larger expected utility than the scheme which with probability 1 lets them use 1 N fraction of the whole cache. Next, consider a batch wherein two tenants each request a different large view such that only one can fit into the cache. In this case, there can be no deterministic allocation scheme that does not ignore one of the tenants. Using randomization, we can easily ensure that each tenant has the same utility in expectation. In fact, utility in expectation will be the per batch guarantee we seek, which over the long time horizon of a workload will lead to deterministic fairness.
Notation for Single Batch. Since our view selection policy works on individual batches at a time, the notation and discussion below is specific to queries within a batch. Let N denote the total number of tenants. Define: DEFINITION 1. A configuration S is the set of views feasible in that the sum of the view sizes ∑ S i ∈S |S i | is at most the cache size. U i (S) denotes the utility to tenant i that would result from caching S, which is defined as the sum over all queries in i's queue of the utility for that query.
ROBUS generates a set Q of configurations which by definition can fit in the cache, and assigns a probability x S to cache each configuration S ∈ Q. Define the vector of all such probabilities as:
An Allocation x is the vector corresponding to probabilities x S of choosing configuration S normalized so that ∑ S∈Q x S = 1. We define the seminorm · on an allocation x as x = ∑ S∈(Q\ / 0) x S . In other words, x is the total quantity of probability mass that allocation x places on "desireable" (nonempty) configurations. We denote U i (x) = ∑ S∈Q x S U i (S) as the expected utility of tenant i in allocation x. ROBUS implements allocation x by sampling a configuration from the probability distribution.
For each tenant i, let U * i = max S U i (S) denote the maximum possible utility tenant i can obtain if it were the only tenant in the system. For allocation x, we define the scaled utility of i as
. We will use this concept crucially in defining our fairness notions.
Basic Fairness Desiderata
The first question to ask when designing a fair allocation algorithm is what properties define fairness. In classical economic theory, a fair allocation is one that is Pareto-efficient and envyfree [71] . Also, there has been much recent work in economics and computer science on heterogeneous resource allocation problems that consider these properties and the notion of Sharing Incentive [36, 63, 48] . Note that because we work within a randomized model, all of these properties are framed in terms of expected utility of tenants.
• Pareto Efficiency (PE): An allocation is Pareto-efficient if no other allocation simultaneously improves the expected utility of at least one tenant and does not decrease the expected utility of any tenant. • Sharing Incentive (SI): This property is termed individual rationality in Economics. For N tenants, each tenant should expect higher utility in the shared allocation setting than she would expect from simply having access to all of the resources with probability 1 N . More formally, allocation x satisfies SI if for all allocations y with ||y|| ≤ 1 N and for tenants i,
is the scaled utility function defined above. The above desiderata omit a formal defintion of envy-freeness (informally, that no tenant should prefer the allocation to another tenant) which is something we revisit later. One property that is widely studied in other resource allocation contexts is strategyproofness on the part of the tenants (the notion that no tenant should benefit from lying) [64, 36] . In our case, since the queries are seen by the query optimizer, strategy-proofness is not an issue.
We now consider a progression of view selection mechanisms on a single batch from very simple to more sophisticated. As a running example, suppose there is a cache of capacity 1. There are three views R, S, or P that are demanded by N tenants. Each view has unit size, so that we can cache only one view any time. Note that this is a drastically simplified example setup only intended to build intuition about why certain view selection algorithms might fail or are superior to others; our results and experiments do not only have unit views, are not limited to three tenants, and may have arbitrarily complex utilities compared to these examples.
We can summarize the input information our view selection might see in a given batch in a table (e.g., Table 2 ) where the numbers represent utilities tenants get from the views. An allocation here is a vector x of three dimensions and x = 1 that gives the probabilities in our randomized framework x R , x S , x P for selecting the views. Random Serial Dictatorship (RSD). Random serial dictatorship (RSD) is widely considered [23, 13] for problems like house allocation and school choice. We order the tenants in a random permutation. Each tenant sequentially computes the best set of views to cache (in the residual cache space) to maximize its own utility. In the example in Table 2 , each tenant gets a 1 3 chance of picking her preferred resource so the allocation is x R = 1 3 , x S = 1 3 , x P = 1 3 , where each tenant has the same utility in expectation.
It is easy to prove that RSD is always SI: Each tenant has 1 N chance of being first in the random ordering, so its scaled utility is at least 1 N . However, RSD fails to capture the shared nature of our problem. Consider Table 3 ; RSD computes the same allocation as in the example in Table 2 
On this example, although RSD is SI, it is not Pareto-efficient (PE). Tenants A and C have expected utility of 1 (a 1 3 chance of getting 2 if they come first in the permutation and a 1 3 chance of getting 1 if B does) and tenant B has expected utility of 1 3 with this allocation. However, if we used allocation x R = 0, x S = 1, x P = 0 then tenants A, B, and C all have utility 1, which is strictly better for tenant B and as good for tenants A and C. RSD fails to capture the fact that while each tenant may have different top preferences, many tenants may share secondary preferences. Utility Maximization Mechanism (OPTP). Next, consider the mechanism that simply maximizes the total expected utility of an allocation, i.e., arg max x ∑ i U i (x). It is easy to check that this mechanism can ignore tenants who do not contribute enough to the overall utility. In other words, it cannot be SI.
Max-min Fairness (MMF).
In this algorithm we optimize performance subject to fairness constraints to get a mechanism that is both SI and PE. For allocation
denote the vector of scaled utilities of the tenants. We choose an allocation x so that the vector v(x) is lexicographically max-min fair. This means the smallest value in v(x) is as large as possible; subject to this, the next smallest value is as large as possible, and so on. We present algorithms to compute these allocations in Section 4. THEOREM 1. The MMF mechanism is both PE and SI. PROOF. The RSD mechanism guarantees scaled utility of at least 1 N to each tenant. Since the MMF allocation is lexicographically max-min, the minimum scaled utility it obtains is at least the minimum scaled utility in RSD, which is at least 1 N . To show PE, note that if there were an allocation that yielded at least as large utility for all tenants, and strictly higher utility for one tenant, the new allocation would be lexicographically larger, contradicting the definition of MMF. Table 4 : All tenants except one get utility from the same view Consider the example in Table 4 . It is easy to see that the MMF value is 1 2 and can be achieved with the allocation x R = 1 2 , x S = 1 2 . This allocation is both SI and PE.
Envy-freeness and the Core
SI and PE are necessary conditions for fair solutions, but are not sufficient. The above discussion omits the notion of envy free, meaning no tenant envies how the allocation treats another tenant. Defining envy free is straightforward in settings where resources are partitioned between tenants: No tenant should derive higher utility from the allocation to another tenant. However, in our setting, resources (views) are shared between tenants and thus envy freeness is ill-defined a priori. We want to reconsider envy in the public goods setting as a notion of proportionality and stability, a sort of group sharing-incentive. In order to develop the intuition behind this, we use an analogy to public projects.
The tenants are members of a society, who contribute equal amount of tax. The total tax is the cache space. Each view is a public project whose cost is equal to its size. Users derive utility from the subset of projects built (or views cached). In a societal context, users are envious if they perceive an inordinate fraction of tax dollars being spent on making a small number of users happy. In other words, if they perceive a bridge to nowhere being built. Let us revisit the example in Table 4 . Here, the MMF allocation sets x = x R = 1 2 , x S = 1 2 and ignores the fact that an arbitrarily large number of tenants want R, compared to just one tenant who wants S. If we treat R as a school and S as a park, an arbitrarily large number of users want a school compared to a park, yet half the money is spent on the school, and half on the park. This will be perceived as unfair on a societal level, intuitively because the outcome is highly disproportional to the interests of the agents.
Randomized Core. In order to formalize this intuition, we borrow the notion of core from cooperative game theory and exchange market economics [38, 67, 20, 31] . We treat each user as bringing a rate endowment of 1 N to the system. If they were the only user in the system, we would produce an allocation x with ||x|| = 1 N and maximize their utility. An allocation x over all tenants lies in the core if no subset of tenants can deviate and obtain better utilities for all participants by pooling together their rate endowments. More formally,
It is easy to check that any allocation in the core is both SI and PE, by considering sets T of size 1 and N respectively. In the above example (Table 4) , the allocation x = x R = N−1 N , x S = 1 N lies in the core. Tenant T N gets its SI amount of utility and cache space. The probability that the more demanded view R is cached is increased by a proportionally larger amount. In societal terms, each user perceives his tax dollars as being spent fairly.
In the context of provisioning public goods, there are two solution concepts that are known to lie in the core: The first, termed a Lindahl equilibrium [34, 55] attempts to find per-tenant prices that implement a Walrasian equilibrium, while the second, termed ratio equilibrium [47] attempts to find per-tenant ratios of cache-shares. However, these concepts are shown to exist using fixed-point theorems, which don't lend themselves to efficient algorithmic implementations. We sidestep this difficulty by using randomization to our advantage, and show that a simple mechanism finds an allocation in the core.
Proportional Fairness (PF)
We show the following theorem using the KKT (Karush-Kuhn-Tucker) conditions [52] . The proof also follows easily from the classic first order optimality condition of PF [59] ; however, we present the entire proof for completeness. Subsequently, in Section 4, we show how to compute this allocation efficiently. THEOREM 2. Proportionally fair allocations satisfy the core property.
PROOF. Let x denote the optimal solution to (PF). Let d denote the dual variable for the constraint ||x|| ≤ 1. By the KKT condi-tions, we have:
Multiplying the first set of identities by x S and summing them, we have
This fixes the value of d. Next, consider a subset T of users, with |T | = K, along with some allocation y with ||y|| = K N . First note that the KKT conditions implied:
Multiplying by y S and summing, we have:
. This shows that no subset T can deviate to improve their utility, so that the (PF) allocation lies in the core.
Discussion
Our notion of core easily extends to tenants having weights. Suppose tenant i has weight λ i . Then an allocation x belongs to the core if for all subsets T of tenants, there does not exist y with
Utilities under MMF and PF. (PF) always has larger total utility than MMF in certain canonical scenarios. Define a grouped instance: There are k views, 1, 2, . . . , k each of unit size. The cache also has size 1. There are k groups of tenants; group i has N i tenants all of which want view i. LEMMA 1. The total utility of (PF) is at least the total utility of MMF for any grouped instance.
PROOF. On grouped instances, MMF sets rate 1/k for each tenant, yielding a total utility of N/k for N tenants. The (PF) algorithm sets rate x i = N i /N for all tenants in group i. This yields total utility of
it is now easy to verify that (PF) yields larger utility.
In fact, the ratio of the utilities of MMF and PF is precisely the Jain's index [46] of the vector N 1 , N 2 , . . . , N k . By setting k = N/2 + 1, and N 2 = N 3 = · · · = N k = 1, this shows that (PF) can have Ω(N) times larger total utility than MMF. Our next scenario focuses on arbitrary instances with only two tenants.
LEMMA 2. For two tenants, the total utility of (PF) is at least the total utility of MMF.
PROOF. Let the utilities of the two tenants be a, b in (PF) and A, B in MMF. Assume a ≤ b. Since MMF maximizes the minimum utility, we have a ≤ min(A, B). Let α = A/a and β = B/b, so that α ≥ 1. Since log (a)+log (b) = log (ab) is maximized by definition of PF and log is an increasing function, we have ab ≥ AB, so αβ ≤ 1. Since α ≥ 1, this implies 1/β ≥ α ≥ 1. Therefore
Summary of Fairness Properties. In summary, Table 5 shows the fairness properties that hold for all of our candidate algorithms. We abbreviate the properties SI for sharing incentive and PE for Pareto efficiency.
Algorithm
SI PE CORE STATIC RSD OPTP MMF PF Table 5 : Fairness properties of mechanisms
APPROXIMATELY COMPUTING PF AND MMF ALLOCATIONS
In this section, we show that the PF and MMF allocations can be computed to arbitrary precision. We only give the results for these precise methods here; the technical proofs are included in the appendix. We also present fast heuristic algorithms for approximately computing PF and MMF allocations, which we implement in our prototype.
One key issue in computation is that the number of configurations is exponential in the number of views and tenants, so that the convex programming formulations have exponentially many variables. Nevertheless, since the programs have O(N) constraints, we use the multiplicative weight method [18, 35] to solve them approximately in time polynomial in N and accuracy parameter 1/ε. These algorithms assume access to a welfare maximization subroutine that we term WELFARE. DEFINITION 5. Given weight vector w, WELFARE(w) computes a configuration S that maximizes weighted scaled utilities, i.e., solves arg max S ∑ N i=1 w i V i (S). The scaled utilities are computed using the tenant utility model described in Section 2. In our presentation, we assume WELFARE solves the welfare maximization problem exactly. A discussion on modeling inaccuracies in the utility model is left to Appendix C. Our algorithms, described next, will make polynomially many calls to WELFARE.
Multiplicative Weight Method. We first mention the multiplicative weight method, which will serve as a common subroutine to all our provably good algorithms. This classical framework [18, 35] uses a Lagrangian update to decide feasibility of linear constraints to arbitrary precision. We formally present the Arora-Hazan-Kale (AHK) procedure [18] for solving this problem in Appendix A.
Proportional Fairness
Our PF algorithm uses the AHK algorithm as a subroutine and considers dual weights to find an additive ε approximation solution. The full details of the analysis can be found in Appendix B. The primary result is the following theorem: THEOREM 3. An approximation algorithm computes an additive ε approximation to (PF) with O( 4N 4 log 2 N ε 2 ) calls to WELFARE, and polynomial additional running time.
Max-min Fairness
We present an algorithm SIMPLEMMF in Appendix D that computes an allocation x maximizing min i V i (x). The MMF allocation can be computed by applying this procedure iteratively as in [37] . We note that the idea of applying the multiplicative weight method to compute max-min utility also appeared in [28] . The algorithm gives the following result: THEOREM 4. An approximation algorithm for SIMPLEMMF finds a solution x such that
Fast Heuristics
In this section, we present heuristic algorithms that directly work with the exponential size convex programs. We directly implement these algorithms in software to gather our experimental results.
For each w k , let S k be the configuration corresponding to WELFARE(w k ). Denote this set of configurations by S . We restrict the convex programming formulations of PF and MMF to just the set of configurations S , and solve these programs directly, as we describe below. The intuition behind doing this pruning step is the following: The approximation algorithms for PF and MMF find convex combinations of configurations that are optimal for WELFARE(w) for some w's that are computed by the multiplicative weight procedure. Instead of this, we generate random such Pareto-optimal configurations, giving sufficient coverage so that each tenant has a high probability of having the maximum weight at least once.
We compared two algorithms for SIMPLEMMF, one using the multiplicative weight procedure (Algorithm 3), and the other solving the linear program (Program (3) below) restricted to random optimal configurations. When run on 200 batches with five tenants, using 5 weight vectors gives a 10.4% approximation to the objective of SIMPLEMMF. With 25 random weight vectors, the approximation error is 1.4%, and using 50 random weights, the approximation error drops to 0.6%. This shows that a small set S of configurations that are optimal solutions to WELFARE(w) for random vectors w is sufficient to generate good approximations to our convex programs. In our implementation, we set S to be the union of the random optimal configurations and the solution to procedure given in Algorithm 3.
Proportional Fairness. We first note that (PF) is equivalent to the following; the proof of equivalence follows from Theorem 2, where the dual variable corresponding to the constraint ∑ S x S = 1 is precisely N.
Given a configuration space S , we can solve the program (2) using gradient descent, as shown in Algorithm 1. As precomputation, for each configuration S ∈ S , we precompute V i (S).
Max-min Fairness. Using the precomputed configuration space S , we solve SIMPLEMMF using the following linear program:
This can be solved using any off-the-shelf LP solver (our implementation uses the open source lpsolve package [21] ). In order to r * = arg max r (g(x t + ry)) 6:
x t+1 = x t + r * y 7:
Project x t+1 as: x d = max(x d , 0) for all dimensions d ∈ {1, 2, . . . , M}. 8: until x t converges compute the MMF allocation, we iteratively compute the lexicographically max-min allocation using the above LP. The details are standard; see for instance [37] . Briefly, in each iteration a value of λ is computed. All tenants whose rate cannot be increased beyond λ without decreasing the rate of another tenant are considered saturated and the rate of λ for these tenants is a constraint in the next iteration of the LP. The solution to the final LP for which all tenants are saturated is the MMF solution.
EVALUATION
We evaluate ROBUS caching policies on some of the practical multi-tenant setups listed below.
• Analysts: Tenants correspond to various BI analysts in an enterprise that all run a similar workload. A few datasets are frequently accessed by all tenants suggesting a good opportunity for shared optimization. • ETL+Analysts: All analysts have similar data access patterns as above. But additionally, a tenant runs ETL workload that may touch different datasets. • Workflow+Engineering: Engineering workload is of bursty nature. Depending on the time of day, engineering queues have small bursts of work whereas workflow queues have pre-scheduled well-balanced workload. Figure 2 has presented the architecture of ROBUS. We use Apache Spark [10] to build a system prototype. A long running Spark context is shared among multiple queues, each queue corresponding to a tenant. The Spark context has access to the entire RDD cache in the cluster. Spark's internal fair share scheduler is configured with a pool dedicated to each queue; the fair share properties of the pool are set proportional to the weight of the corresponding queue. Table 6 : Test cluster setup Table 6 presents our test cluster setup. We generate two types of data: (a) A set of 30 datasets with varying sizes each matching schema of the "sales" tables-store_sales, catalog_sales, and web_sales-from TPC-DS benchmark [11] , and (b) All datasets from TPC-H benchmark [12] generated at scale 10.
Setup and Methodology
The first category of data represents raw fact/log data that comes into the cluster from the OLTP/operational databases in a company. This data is processed by synthetically-generated ETL and exploratory SQL queries, each performing scans and aggregations over a dataset. We refer to this category of queries as the Sales workload. Total size of Sales data on disk is 600GB. We treat a The second category of data, TPC-H, represents a typical warehouse. This data is queried by standard TPC-H benchmark queries which involve more complex operations, such as joins, compared to the Sales workload. Like in the case of the Sales workload, we support materialization of a vertical projection on each dataset. Sizes of the cached views range from 10MB to 3GB.
We set the cache size to 10GB, 10% of the total executor memory, leaving aside the rest as the heap space for execution objects.
The tenant utility model we use to estimate the utility of a cache configuration is a simple approximation to the I/O savings. If a view in a cache configuration can answer a query, the utility for the query is set equal to the size of the dataset on disk from which the view is created. The utility for a batch of queries is the sum of utilities for each query within the batch minus the cost of building the configuration. The dataset sizes are stored in a hashtable to speed up the utility evaluation.
ROBUS workflow is described in Section 2 already. The cache update phase in our prototype first uncaches any views not required for the current batch and then materializes each newly selected view in the configuration by running a count( * ) query over it. While the materialization queries are running, we also submit the queries from the batch which are not dependent on any view being materialized in order to make full use of resources.
Workload Arrival and Data Access. Figure 3 shows our workload generation process. Several studies have established that query arrival times follow a Poisson distribution [40, 66] . We use the same in our prototype. Previous studies have also indicated that the data accessed by analytical workloads follows a Zipf distribution [40, 65] : A small number of datasets are more popular than others, while there is a long tail of datasets that are only sporadically accessed. To replicate such data access, our synthetic Sales workload generator picks a dataset from a Zipfian distribution provided at the time of configuration and adds grouping and aggregation predicates from a probability distribution over a set of predicates defined over the datasets at the time of configuration. The TPC-H workload generator, on the other hand, picks a benchmark query from a probability distribution over the 22 benchmark queries provided at the time of configuration. Queries used in evaluation are all submitted using SparkSQL APIs.
Performance gains due to batching
We first analyze the performance obtained on different granularity of data caching. We compare three policies here: Throughput (Queries served per minute) Figure 4 : Workload throughput on different cache granularities materialize a configuration (refer Definition 1) that provides maximum utility to the query batch.
We use a setup with four tenants generating queries with mean inter-arrival time of 10 seconds each. While three of the tenants generate queries over TPC-H data, the fourth tenant is configured with Sales workload generator. The query generators are kept active for 600 seconds while the ROBUS OPTP policy is configured to use 40 second batches. Figure 4 compares the policies based on the overall throughput. Figure 5 plots for all queries from a tenant the end-to-end (E2E) latency and the time breakup of the three phases of query life-cycle (as defined in Section 2) .
Surprisingly, GREEDY ONLINE caching fares worse than BASE-LINE. Due to a large variability in the data accessed by tenants' workload, greedily caching views leads to too many cache transitions making most queries I/O bound. Furthermore, the extra overhead in running cache queries results in a longer Scheduling Delay as can be seen in Figure 5 (b). While the batched caching approach used in ROBUS causes an increase in Batching Delay by a few seconds (capped by 40s in this case), the execution times, as seen in the graph, drop by one or two orders of magnitude for most of the queries. This triggers a significant drop in the Scheduling Delay as well. The overall throughput gain, as seen in Figure 4 , is over 3x.
Evaluation of batched caching policies
The batched caching policy evaluated above is designed with a goal of utility maximization (OPTP) and is unfair in theory (Section 3). Here we compare it with max-min fair and proportional fair policies, and also with a commonly used static partitioning.
• STATIC: Cache is partitioned in proportion to weights of the tenants with each partition optimized individually. • MMF: Max-min fairness implementation described in Section 4.3.
• FASTPF: Proportional fairness implementation described in Section 4.3. • OPTP: Workload from a batch is treated as belonging to a single tenant -a special case of either MMF or FASTPF.
In order to compare these policies, we vary the following parameters independently in our experiments. Figure 6 : Effect of data sharing changes on four equi-paced tenants baseline again is the case of not using cache. Here, X i is the mean speedup for tenant i, and λ i is the weight of tenant i.
3. Average Cache Utilization. This is simply the average fraction of cache in use during workload execution. 4. Hit Ratio. The fraction of queries served off cached views in a workload. We emphasize that these metrics are computed over long time horizons. Some of the other metrics we collect include flow time, mean execution time, mean wait time, and wait time fairness index. These, however, are not presented due to space constraints.
Effect of data sharing among tenants
To study the impact of different data sharing patterns on the performance of algorithms, we create two different setups with four tenants. In setup G 1 , all four tenants generate queries from a single probability distribution over Sales datasets. Setup G 2 , however, showcases a big heterogeneity among the tenants: Two of the tenants generate queries over TPC-H data; The other two generate Sales queries with datasets picked from different probability distributions. Each tenant generates queries with mean query interarrival time set to 10 seconds. Batch size is set to 30 seconds. We run 30 batches of workload for every data point. Figure 6 shows how algorithms perform on the two setups. The homogeneous setup shows a throughput gain upwards of 2 on all algorithms except STATIC. OPTP, in particular, gives a high throughput by always caching views on the most frequently accessed datasets. All algorithms, including OPTP, score high on the fairness index as well. The heterogeneous setup distinguishes the algorithms better. Firstly, throughput goes down with heterogeneity in all cases. The gap in throughput of STATIC with the shared cache policies is small despite the shared policies caching significantly more data. This is due to the frequent updates to cache configuration per batch in this setup. MMF, in particular, showcases very small gain in throughput. We revisit this phenomenon later in Section 5.4. OPTP scores poorly on fairness index in G 2 : It gives preferential treatment to the two TPC-H tenants due to data sharing between them while deny-ing cache space to the other two tenants. Both MMF and FASTPF get an almost perfect fairness score irrespective of data sharing pattern among tenants.
Effect of variance in query arrival rates
To replicate the bursty tenants scenarios, we vary query interarrival rates of tenants in a two-tenant setup. We create two setups, G 3 and G 4 , as described in Table 7 . While the first setup leads to roughly equal number of queries from each tenant in a batch, the second setup generates three queries of tenant 2 for every query of tenant 1 on average. Here, the first tenant is configured to generate TPC-H workload while the second one generates Sales workload. Table 7 : Query inter-arrival rates for different setups Figure 7 shows the impact of variance in query arrival. Throughputs are much better in setup G 4 because of a greater proportion of queries over Sales workload: These queries are all scan bound and get big speedups due to caching compared to some complex TPC-H queries that are not as heavily dependent on scans.
The average cache utilization and hit ratio, however, go down in the second setup. This, too, is due to the nature of the workload wherein the most popular views for the Sales workload submitted by tenant 2 are smaller in size compared to the most popular views for the TPC-H workload. OPTP favors the faster tenant in the second setup unfairly: It serves 8x queries off cache for the faster tenant compared to the queries served off cache for the slower tenant. Both MMF and FASTPF serve only about 3x queries off cache for the faster tenant which is in proportion to the number of queries submitted.
Effect of number of tenants
We present results on two setups: G 5 with four tenants and G 6 with 8 tenants. Each tenant generates Sales queries from a single probability distribution over datasets under both the setups. We try to keep the number of queries per batch the same by doubling the query inter-arrival rate with the number of tenants, batch size remaining the same. 30 batches of workload are run in each case. Figure 8 shows the results. 
Batch Size and Cache State
Our batched policies introduce additional optimization choices. Primarily, there are two tunable parameters in a view selection algorithm: 1. Batch size, and 2. State of cache across batches.
The first option needs no elaboration. The second option decides whether the cache is to be treated as stateful or as stateless when optimizing a batch. In the former case, the estimated benefit of views already in cache is boosted by a factor γ > 1 to make it more likely for these views to stay in cache. The latter case ignores the state of the cache when considering the next batch. All results presented so far have used stateless cache. Table 8 : Query time statistics on stateless cache optimizations We empirically compared how the algorithms react to these parameters. Figure 9 shows the effect of a change in batch size on two versions of FASTPF: One treating the cache as stateless(PFSL), and the other treating it as stateful(PFSF), with γ = 2. The two versions are compared on a four tenant setup. Mean Batching Delay and Mean Execution Time for the stateless setups are included in Table 8 . The best performance is seen on the stateless cache with batch sizes of 30 and 40 seconds. With queries arriving at a mean inter-arrival time of 10 seconds, each batch contains 10-18 queries here. Upon inspecting the cache configurations across batches, it is noticed that the cache fits 5-6 views on average. Each of the cached views, in most cases, is observed to serve at least two queries thus amortizing the cost of data loading well. Smaller batch sizes (10s and 20s) result in too many cache transitions adversely affecting performance speedups. Stateful cache optimizations help here by retaining the more popular views but only by a small margin. Larger batch sizes (50s and up) also show lower performance gains because they allow a relatively smaller fraction of queries the cache benefits, the cache budget remaining the same.
PFSL setups are observed to score low on fairness index in comparison to PFSF. This is due to an implementation choice we made: Do not evict a view requested for a new batch if it is already cached. While the stateful optimization accounts for such views during utility estimation, the stateless optimization does not. This creates a small gap in the estimated utilities and the actual performance speedups for tenants in the stateless optimization which is reflected in the observed fairness index.
Discussion
Comparing caching policies. Our experiments show that among all setups, FASTPF policy shows the most consistent numbers both in terms of throughput and fairness. However, in many cases, MMF is also observed to do just as well. We believe this is a second order difference that a more precise cost model and implementations of the exact algorithms (for instance, the algorithm in Appendix B for proportional fairness) will bring out. However, even given similar empirical results, PF has the advantage of the core property as a succinct and easy to explain notion of fairness and should, therefore, be used as the default policy. The following example of a four tenant setup further illustrates the difference among the policies.
We set the query generator for three tenants to a distribution g 1 over Sales datasets while the fourth tenant is made to gener- Table 4 , MMF tries to share the cache (probabilistically) equally between the two sets of tenants, producing an inefficient allocation outside of the core. We include a chart showing the duration for which the most popular views were cached by MMF, FASTPF, and OPTP in Figure 10 . The top three views in each of g 1 and g 2 serve 25%, 13%, and 8% of the queries respectively. While MMF caches the topmost view from the distributions roughly equally, FASTPF and OPTP favor the topmost view from g 1 more since it is shared by three tenants. MMF tries to compensate the three tenants by caching their second best view more, but this view has a lower utility both due to lower access frequency and smaller size. So MMF ends up favoring the fourth tenant. OPTPfavors top views from g 1 unreasonably more thus being unfair. FASTPF provides more favorable tradeoffs here. We next note that the running time of our algorithms is polynomial in number of tenants. In most typical industry setups, there is only a handful number of tenants. Therefore, we expect our algorithms to be fast even in the wild. Just to quantify the batch processing times, we observed them to be the order of tens of milliseconds consistently.
Convergence Properties. As our algorithms are randomized, it is important to study how long they take to converge to fair solutions. In our experiments, we find that the number of batches to achieve this convergence is very small, to the tune of 10-15. In Figure 11 , we present results of a 8 tenant workload with 40 batches, optimized once using MMF and once using FASTPF. The fairness index was computed after every 2 batches. It can be seen that both algorithms converge to their respective optimal values in less than 15 batches. We plan to systematically study which parameters define the rate of convergence of the algorithms as a future work.
Batch Size. The analysis presented in Section 5.3.4 shows that the best performance is achieved when a query batch contains a sufficient number of queries so that a cached view can help two or more of the queries. A small profiling run could help learn the characteristics of query arrival in order to set the right batch size. Having said this, the Batching Delay could be a bigger factor in determining the batch size in practical ROBUS setups. Our evaluation so far focussed on the throughput gains over a given workload wherein queries arrived for a set time period. Caching policies were compared on how fast (and on how fairly) they processed 0 50 100 Time in percent Batching Delay Execution Time Figure 12 : Comparing Batching Delay and Execution Time when Batch Size=10 seconds this query workload. We consistently noticed that scheduling delays dominated batching delays (refer Figure 5 ) so much so that the Batching Delay was a very small factor in the E2E latency. A long running industrial cluster, however, may want to enforce certain latency sensitive SLAs [29] on the queries which would bound the Batching Delay.
We first attempt to understand the impact of Batching Delay in our current setup. We compare the Batching Delay with Execution Time on a workload processed in fixed time batches of 10 seconds in Figure 12 . The Scheduling Delay is not considered here as it is not a factor ROBUS can control directly. One can notice a number of queries spending a significant proportion of time in Batching Delay. Most of these are short running queries even when disk-bound, and therefore, the Batching Delay harms their E2E latency. Going forward, we would like ROBUS platform to incorporate SLAs on individual query wait times.
Code Base. The code base of ROBUS has been open-sourced [8] and our entire experimental setup can be replicated by following a simple set of instructions provided with the code.
RELATED WORK
Multi-tenant database-as-a-service architectures.
Traditionally, the notion of multi-tenancy in databases deals with consolidating DBMS resources, namely, hardware, process, schema, among tenants [44, 19, 58, 30] . Commercial database engines use adaptive memory managers to split server memory dynamically among various pools including the buffer pool [70, 9] . Buffer pool is used to cache recently accessed data pages for performance gains. However, the model of multi-tenancy used here supports exclusive owenership of data by tenants and therefore, no consideration is given to a possibility of data sharing among tenants. Emerging multi-tenant big data architectures, on the other hand, allow for the entire cluster data to be shared among tenants representing different teams within an enterprise [7, 5] . This sharing of data is exploited by ROBUS in making the best use of cache.
A recent work on buffer pool management proposes a multitenancy aware buffer pool page replacement algorithm [57] . Techniques developed here could potentially apply to big data analytics setups, e.g., Spark's RDD store can be treated as a pool of data partitions/blocks. ROBUS, though, manages cache at the application layer because: 1. Newer programming interfaces like Spark allow cache directives to be specified only on the objects/views accessible through programs, 2. Cache "all-or-nothing" property observed in data-parallel workloads [16] calls for decision-making on an entire view, especially for iterative machine learning workloads, and 3. While hit ratio metering required in [57] is supported in mature database-as-a-service installations, it would require big infrastructure upgrades in an emerging data analytics framework like Spark.
Multi-tenant big data analytics architectures.
Big data analytics platforms support a model of multi-tenancy where large volumes of data is accessed by analysts, data scien- Online Block does not apply Shared offline [2] Offline File/MV/RDD does not apply Greedy online(LRU) Online File/MV/RDD Fair Ride [64] Online File near-optimal ROBUS Online batches File/MV/RDD does not apply near-optimal near-optimal Table 9 : Summary of cache management policies in data analytics clusters tists, and developers alike for functionalities ranging from periodic report generation to business intelligence [1, 10] . A critical component of such platforms is a fair scheduler or a resource allocator [4, 36, 43] . These schedulers do not differentiate the cache resource from the heap resource and, as a result, partition cache among tenants. As seen in our work, partitioned/isolated cache setups severely reduce optimization opportunities. Most data analytics platforms support data objects to be cached either in application memory or in an external caching service (e.g. Alluxio [54] and DDM [3] ). ROBUS optimizer fits naturally in both scenarios: While data sharing comes naturally with the use of external cache store, the application memory is also shared among multiple jobs submitted through a job server [7, 5] .
Memory-based analytics infrastructures such as SAP Hana [33] , RAMClouds [62] allow fast processing of memory-resident data. However, many commercial clusters today have considerably large amount of storage on disk than total memory (e.g., Facebook [6] ). Choice of cache directives is critical for performance and fairness in such setups and ROBUS is designed to provide an automated solution to this problem. Table 9 summarizes how ROBUS compares to existing caching policies. LRU policies typically operate at a lower granularity of data on individual nodes. Among the policies used to manage data at a higher granularity, i.e., a file, a materialized view, or an RDD, an offline policy could be used to materialize views that are expected to maximize benefits with some prior knowledge on data access [2] . This policy, however, does not provide any fairness guarantees. On the other extreme, an online policy could greedily materialize every cache directive using LRU for evictions. As we saw in Figure 4 , this results in performance inefficiencies when tenants have big variability in data access. Additionally, this policy is not strategy proof as pointed out in FairRide [64] with a phenomenon of 'free-ride': a tenant getting free access to a data object brought in cache by another tenant. FairRide brings in strategy-proofness to this setup by probablistically blocking access to cached files. However, FairRide does not give any guarantees on expected speedup to tenants, which is an important metric from fairness standpoint. Furthermore, it operates on files cached in an external store unlike ROBUS, which supports materialization of any view of data in the application memory as well. As ROBUS operates on batches of workload already submitted by tenants, the question of strategic tenants does not arise. Finally, ROBUS supports multiple algorithms to optimize a workload batch which allow for different trade-offs in the performance and the fairness.
Physical design tuning and Multi-query optimization.
Classical view materialization algorithms in databases [41, 74, 15, 39, 56] treat entire workload as a set and optimize towards one or more of the flow time, space budget, and view maintenance costs. Online physical design tuning approaches [24, 51, 32, 53] , on the other hand, adapt to changes in query workload by modifying physical design. None of the afore-mentioned approaches support multi-tenant workloads and therefore cannot be used in selecting views for caching. However, some of the techniques used, in particular candidate view enumeration, view matching, and query rewrite, can be applied in ROBUS through the pluggability provided in the framework (Section 2).
Batched optimization of queries was proposed in [68] and is used in many work sharing approaches [75, 14, 60, 73] . ROBUS employs batched query optimization likewise, but crucially also ensures that each tenant gets their fair share of utility from the cache.
Fairness theory.
The proportional fairness algorithm is widely studied in Economics [59, 45, 25] as well as in scheduling theory [36, 63, 50, 49, 42, 69, 17] . In the context of resource partitioning problems (or exchange economies) [20, 31] , it is well-known that a convex program, called the Eisenberg-Gale convex program [45] computes prices that implement a Walrasian equilibrium (or market clearing solution). Our shared resource allocation problem is different from allocation problems where resources need to be partitioned, and it is not clear how to specify prices for resources (or views) in our setting. Nevertheless, we show that there is an exponential size convex program using configurations as variables for which solutions implement proportional fairness in a randomized sense.
In scheduling theory, the focus is on analyzing delay properties [50, 49, 42] assuming jobs have durations. Our focus is instead on utility maximization, which has also been considered in the context of wireless scheduling in [69, 17] . The latter work focuses on long-term fairness for partitioned resources, where utility of a tenant is defined as sum of discounted utilities across time. The resulting algorithms, though simple, only provide guarantees assuming job arrivals are ergodic and tenants exist forever. They do not provide per-epoch guarantees. In contrast, we focus on obtaining per-epoch fairness in a randomized sense without ergodic assumptions, and on defining the right fairness concepts when resources are shared.
CONCLUSION
Emerging Big data multi-tenant analytics systems complement an abundant disk-based storage with a smaller, but much faster, cache in order to optimize workloads by materializing views in the cache. The cache is a shared resource, i.e., cached data can be accessed by all tenants. In this paper, we presented ROBUS, a cache management platform for achieving a fair allocation of cache in such architectures. We defined notions of fairness for the shared settings using randomization in small batches as a key tool. We presented a fairness model that incorporates Pareto-efficiency and sharing incentive, and also achieves envy-freeness via the notion of core from cooperative game theory. We showed a proportionally fair mechanism to satisfy the core property in expectation. Further, we developed efficient algorithms for two fair mechanisms and implemented them in a ROBUS prototype built on a Spark cluster. Our experiments on various practical setups using industrystandard workload show that our algorithms are capable of providing desirable performance-fairness trade-offs.
Our framework is quite general and applies to any setting where resource allocations are shared across agents. As future work, we plan to explore other applications of this framework.
APPENDIX

A. MULTIPLICATIVE WEIGHT METHOD
We first define the generic problem of deciding the feasibility of a set linear constraints: Given a convex set P ∈ R s , and an r × s matrix A,
Let y ≥ 0 be an r dimensional dual vector for the constraints Ax ≥ b. We assume the existence of an efficient ORACLE of the form:
ORACLE C(A, y) = max{y t Az : z ∈ P}.
The ORACLE can be interpreted as follows: Suppose we take a linear combination of the rows of Ax, multiplying row a i x by y i . Suppose we maximize this as a function of x ∈ P, and it turns out to be smaller than y T b. Then, there is no feasible way to satisfy all constraints in Ax ≥ b, since the feasible solution x would make y T Ax ≥ y T b. On the other hand, suppose we find a feasible x. Then, we check which constraints are violated by this x, and increase the dual multipliers y i for these constraints. On the other hand, if a constraint is too slack, we decrease the dual multipliers. We iterate this process until either we find a y which proves Ax ≥ b is infeasible, or the process roughly converges.
More formally, we present the Arora-Hazan-Kale (AHK) procedure [18] for deciding the feasibility of LP(A, b, P). The running time is quantified in terms of the WIDTH defined as:
Algorithm 2 AHK Algorithm 1: Let K ← 4ρ 2 log r δ 2 ; y 1 = 1 2: for t = 1 to K do 3:
Find x t using ORACLE C(A, y t ).
4:
if C(A, y t ) < y T t b then 5:
Declare LP(A, b, P) infeasible and terminate. 6: end if 7:
for i = 1 to r do 8:
Multiplicatively update y.
12:
end for 13:
Normalize y t+1 so that ||y t+1 || 1 = 1. 14: end for 15:
This procedure has the following guarantee [18] : THEOREM 5. If LP(A, b, P) is feasible, the AHK procedure never declares infeasibility, and the final x satisfies:
B. PROPORTIONAL FAIRNESS
For allocation x, let B(x) = ∑ i logV i (x). Let Q * = max x B(x) denote the optimal value of (PF), and let x * denote this optimal value. We first present a Lipschitz type condition, whose proof we omit from this version. LEMMA 3. Let y satisfy B(y) ≥ Q * − ε for ε ∈ (0, 1/6). Then, for all i, V i (y) ≥ V i (x)/2.
The proof idea is to use the concavity of the log function to exhibit a convex combination of x and y whose value exceeds Q * , which is a contradiction. It is therefore sufficient to find Q * to an additive approximation in order to achieve at least half the welfare of (PF) for all tenants. Towards this end, for a parameter Q, we write (PF) as a feasibility problem PFFEAS(Q) as follows: DEFINITION 6. PFFEAS(Q) decides the feasibility of the constraints
subject to the constraints:
The above formulation is not an obvious one, and is related to virtual welfare approaches recently proposed in Bayesian mechanism design [27, 22] . The key idea is to connect expected values (utility) to their realizations in each configurations via expected value variables, the γ i . The constraints (P2) and (P1) are over expected values, and realizations respectively. The ORACLE computation in the multiplicative weight procedure will decouple into optimizing expected value variables over (P2), and optimizing WEL-FARE over (P1) respectively, and both these problems will be easily solvable.
We note that (P2) has additional constraints γ i ∈ [1/N, 1] ∀i. These are in order to reduce the width of the constraints (F). Note that otherwise, γ i can take on unbounded values while still being feasible to (P2), and this makes the width of (F) unbounded. The lower bound of 1/N on γ i is to control the approximation error introduced. We argue below that these constraints do not change our problem. LEMMA 4. Let Q * denote the optimal value of the proportional fair allocation (PF). Then, PFFEAS(Q) is feasible if and only if Q ≤ Q * .
PROOF. In the formulation PFFEAS(Q), the quantity γ i is simply the scaled utility of tenant i. Consider the proportionally fair allocation x. For this allocation, all scaled utilities lie in [1/N, 1] since the allocation is SI. Therefore, x is feasible for PFFEAS(Q * ).
On the other hand, if y is feasible to PFFEAS(Q) for Q > Q * , then y is also feasible for (PF), contradicting the optimality of x.
We will therefore search for the largest Q for which PFFEAS(Q) is feasible. Since each γ i ∈ [1/N, 1], we have Q ∈ [−N log N, 0]. Therefore, obtaining an additive ε approximation to Q * by binary search requires O(log N) evaluations of PFFEAS(Q) for various Q, assuming constant ε > 0.
Solving PFFEAS(Q). We now fix a value Q and apply the AHK procedure to decide the feasibility of PFFEAS(Q). To map to the description in Appendix A, we have b = 0, and A is the LHS of the constraints (F). We have r = N. Since any V i (S) ≤ 1, and γ i ∈ [1/N, 1], the width ρ of (F) is at most 1. Finally, for small constant ε > 0, we will set δ = ε N 2 . Therefore, K = 4N 4 log N ε 2 .
For dual weights w, the oracle subproblem C(A, w) is the following:
subject to (P1) and (P2). This separates into two optimization problems.
The first sub-problem maximizes ∑ i w i V i (x) subject to x satisfying (P1). This is simply WELFARE(w). The second sub-problem is the following: Minimize ∑ i w i γ i subject to w satisfying (P2). Let L denote the dual multiplier to the constraint ∑ i log γ i ≥ Q. Consider the Lagrangian problem:
subject to γ i ∈ [1/N, 1] for all i. The optimal solution sets γ i (L) = max(1/N, min(1, L/w i )), which is an non-decreasing function of L. We check if ∑ i γ i (L) < Q. If so, we increase L till we satisfy the constraint with equality. This parametric search takes polynomial time, and solves the second sub-problem.
The AHK procedure now gives the following guarantee: Either we declare PFFEAS(Q) is infeasible, or we find (x, γ) such that for all i, we have:
Since ∑ i log γ i ≥ Q, the above implies:
so that the value Q − ε is achievable with the allocation x.
Binary Search. To complete the analysis, since PFFEAS(Q * ) is feasible, the procedure will never declare infeasibility when run with Q = Q * , and will find an x with B(x) ≥ Q * − ε, yielding an additive ε approximation. This binary search over Q takes O(log N) iterations.
Thus, we arrive at the result of theorem 3.
C. APPROXIMATE COST MODEL
In practice, cost models are difficult to develop and may not perfectly capture the true utilities of caching a view. We briefly consider the case of an approximate cost model and argue proportional fairness still provides some guarantees in this instance. DEFINITION 7 . A utility estimation model is δ -approximate if for every tenant i and configuration S, the utilityÛ i (S) estimated by the model is within a (1 + δ ) multiplicative factor of the true utility U i (S), i.e., 1 1+δ U i (S) ≤Û i (S) ≤ (1 + δ )U i (S).
Note that since the utility for tenant i of a configuration S is defined as the sum of utilities from i's individual queries in S, if the utility estimation model is a multiplicative approximation on queries, this implies that it is a multiplicative approximation on configurations. Furthermore, the δ -approximation on configurations guarantees δ -approximation on the expected utility of randomized allocations, following directly from the linearity of expectation. Our primary guarantee of the proportional fairness algorithm is that it will result in a core allocation; we therefore argue that running proportional fairness with an approximate utility estimation model will result in an approximate core allocation. DEFINITION 8. An allocation x is said to lie in the (randomized) α-approximate core if for any subset T of N tenants, there is no feasible allocation y such that y = |T | N , for which U i (y) ≥ αU i (x), ∀i ∈ T and U j (y) > αU j (x) for at least one j ∈ T .
LEMMA 5. Allocations which are proportionally fair with respect to a δ -approximate utility estimation model lie in the (randomized) (1 + δ ) 2 -approximate core with respect to the true utilities.
PROOF. The lemma follows directly from observing the guarantee of a core allocation on the estimated utilitiesÛ i (x) and applying the bound given by definition of the δ -approximate utility estimation model on both sides of the inequality, noting that it applies to randomized allocations by virtue of the linearity of expectation.
D. MAX-MIN FAIRNESS
We write the problem of deciding feasibility as SIMPLEMMF(λ ): We have λ * ∈ [1/N, 1], where λ * = max x min i V i (x). Therefore, the width ρ ≤ 1. Further, we can set δ = ε/N. We can now compute K from the AHK procedure, so that K = 4N 2 log N ε 2 in order to approximate λ * to a factor of (1 − ε). The procedure is described in Algorithm 3. Probability distribution over set of views 5: for k ∈ 1, 2, . . . , T do 6:
Let S be the solution to WELFARE(w k ). 7:
8:
Normalize w k+1 so that ||w k+1 || 1 = 1. 9:
x S ← x S + 1 T Add S to collection 10: end for
In order to compute MMF allocations, we use a similar idea to decide feasibility, except that we have to perform O(N 2 ) invocations. This blows up the running time to O 4N 4 log N ε 2 invocations of WELFARE.
