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ABSTRACT 
For the eigenvalues & of an n x n matrix A the inequality 
2 i~i12 < (IlAIl” - &liD/12)1’2 
is proved, where D : = AA* - A *A and ) 1 . 1 j denotes the euclidean norm. Conditions 
for equality are stated 
Let A = (aij) be an n x n matrix with conjugate transpose A* and 
(euclidean) norm / ]A (1, where 
IIA )I2 : = C l~+/~ = tr AA*. 
t,i 
(Throughout the paper summation indices run from 1 to n if not indicated 
otherwise). By definition A is normal iff D = 0, where 
D := AA* - A*A. 
In 1909 Schur [6] stated the inequality 
for the eigenvalues Ai of A. Equality holds iff A is normal. 
0 American Elsevier Publishing Company, Inc., 1974 
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The aim of this paper, cf. Theorem 1, is to prove 
and to determine the matrices A for which equality occurs. This result 
improves upon an inequality of Eberlein [2], 
and it is a counterpart of an estimate of Henrici [4, p, 271, 
In Theorem 2 and 3 we give related estimates 
other quantities which can be derived from D. 
1. 
A projector P is an n x n matrix with 
P= = P, P* = P. 
where \ID(I is replaced by 
LEMMA 1. Let P and Q be a pair of projectors with 
P+Q=I, 
I identity, and define 
P : = IIJ’AQll~ cz := IIQAPII. 
Then 
2 l&l= < llA112 - (P - d=. 
Equality holds in the case pq # 0 iff 
c,:=PAP+QAQ+v;PAQ+f;QAP 
is normal and in the case pq = 0 iff 
C,, := PAP + QAQ 
is Izormal. 
(1) 
(2) 
(3) 
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Proof. Let x # 0 be a real parameter. Since P and Q are projectors 
with PQ = 0 = QP, the matrix 
B:=xP+Q 
has the inverse 
B-I:= ++Q. 
Define 
C:= BAB-l 
Then, remembering tr MN = tr NM, 
Inserting x = 1 yields 
A=PAP+QAQ+PAQ+QAP 
and 
Note that 
llAj12 = lIPAPt I2 + IIQAQI I2 + P2 + ~7~. 
det(A - 11) = det(C - 11) 
(4) 
(5) 
(6) 
(7) 
=det PAP+QAQ+xPAQ++QAP-iI 
( 
. (8) 
- 
The matrices C are similar to A. In order to minimize J jC] 12, put x = Vq/p 
in the case pp # 0, go to the limit x 4 0 if q = 0, and let x -+ 00 if p = 0, 
respectively. Then from (4), (5), and (8) we find 
i~fjlCl12 = llP~Pl12 + lIQAQl12 + 3% = lIGl12~ (9) 
det(A - AI) = det(C, - AI), (10) 
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where C, is defined for $g # 0 in (2), and for $q = 0 in (3), respectively. 
From (10) we see that C, has the same eigenvalues 3., as A, so that by 
Schur’s inequality 
(11) 
From (7), (9), and (11) we obtain (1) with equality iff we have equality in 
(ll), that is iff C, is normal. 
The question of when (@ - q)2 is maximal is settled by the following 
corollary. 
COROLLARY. The equality 
(P - qJ2 = 11412 W-4 
is valid iff 
A = PAQ or A =QAP. (13) 
Proof. If A = PAQ, then l(A j( = 9 and q = 0. If A = QAP, then 
\\A\\ = q andp = 0. 
Conversely, we derive from (12) using (7) 
IIJ’API12 + IIQ~Q[12 + 2Pq = 0, 
so that we have PAP = QAQ = 0 and $4 = 0. Then (13) follows from 
the decomposition (6). 
REMARKS. Special cases of Lemma 1 have appeared in the literature. 
For P = Pi a diagonal matrix whose entries are all zero except for unity 
in the ith position one obtains (1) with 
Pi = (l$ laik12Y2, 53 = (7 Jakj/2)1/29 i = 1, 2,. . . , 12, 
k#i k#i 
a result of Heinrich [3, p. 3491 and Derzko and Pfeffer [l, p. 651. For 
P = (l/n)J where all entries of J are unity the estimate (1) may be found 
in [5] with 
P = ; ‘Izk 1% - cAJ2P2, 4 = ; Lqk IQ - cc(2)1’2, 
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where 
ci : = 2 aji, Yi : = 2 aij. 
j j 
LEMMA 2. Let P, Q, $, q be as in Lemma 1. Then 
$2-q42=trPD. 
Proof. Replacing Q by I - P, we get 
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(14) 
$2 = tr PAQA* 
q2 = tr QAPA* 
and (14) is proved. 
2. 
= tr PAA* - tr PAPA*, 
= tr PA*A - tr PAPA*, 
From now on we choose P, given a nonnormal A, in a canonical way. 
Let us first consider some properties of D. Since D = D*, all eigenvalues 
,ur of D are real, and the corresponding eigenvectors vi, 
Dv, = pivi, i = 1, 2,. . . ) 72, 
can be assumed to be normalized, 
vi*vj = &j. 
From tr D = 0 we get 
7 Pi = 0. 
(15) 
(16) 
(17) 
Therefore D # 0 guarantees the existence of at least one positive eigen- 
value ,ui. Now define the projectors 
P : = 2 vivi*, Q:=I-PP. 
PjZO 
LEMMA 3. Let A be nonmormal and define 
d :=pGopi. 
% 
Then 
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2 pip < ((IA 114 - d2)l“J. (18) 
Equality holds iff 
A = f: ui(viwi* + ywivi*), (19) 
i=l 
where 1 E N with 1 < 1 < n/2, ui E @ with ui # 0, Y E R with 0 < Y < 1 and 
where vi, wi are 21 orthonormal vectors. 
Proof. Lemma 2 yields 
ps - q2 = d > 0. 
On the other hand we have by (7) 
P2 + q2 < I IA I 12. 
From (20) and (21) we find 
(PII - (P - d2)” < /1414 
(20) 
(21) 
- d2. (22) 
The estimate (18) is now a consequence of Lemma 1. 
Equality in (18) requires equality in (22) and therefore in (21) and 
normality of C,. In view of (7) from p2 + q2 = jjA1\2 we obtain 
PAP = 0 = QAQ, (23) 
that is 
A = PA + AP. (24) 
Let us first treat the case $4 # 0. Then 
v& = @‘A + PAP, 
and normality of C,, yields 
q2PAA*P = p2PA*AP, 
p2APA* = q2A*PA. 
From (23) to (26) we get for D the representations 
$20 = dPAA”P - dA*PA, 
(25) 
(26) 
(27) 
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q2D = dPA*AP - dAPA*, 
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(28) 
and for A and D the relations 
A2A” = A*A2 AD = - DA. 
Hence we have 
A2A*2 = Ah2A2 A2D = DA2. 
So A2 is normal and commutes with D, that is D and A2 can be diagonalized 
simultaneously. Therefore besides (15) we can assume 
A2vi = yivi, i= 1,2 ,...) n. (29) 
Multiplying (28) on the left by (p2/q2)A and on the right by vi and using 
(15), (26), and (29) we obtain 
p2,uCCiAVi = dviA*Vi. (30) 
Multiplying once more on the left by vi*A*, we find with (15), (28), and 
(29) 
[%I = PWild. (31) 
Now define 
y : = q/P, ui : = (Y&y2, ZLT~ I= (l/Zi)A*Vi. 
Note that 0 < r < 1 by (20). From (23) we have 
vi*wj = 0, 
and from (15), (IS), (27), and (31) 
wi*wj = &j. 
Finally we derive from (30) and (31) 
Vi*A = (A*TJ,)* = oriwi*, Avi = 7uiwi, 
hence by (24) the matrix A has the form indicated in the lemma. 
In the case pq = 0, that is q = 0 by (20), the representation (24) 
reduces to 
116 R. KRESS, H. L. DE VRIES, AND R. WEGMANN 
A = PA, (32) 
so that 
D = PAA*P - A*PA. (33) 
Define 
Then from (M), (16), (23), and (33) there follows zli*w, = 0 and w,*w, = dir, 
and because of (32) the matrix A again has the form (19) with 7 = 0. 
It remains to verify that, for a matrix A of type (19), equality holds 
in (18). We compute 
(IAll = (1 + r2) 2 (ai12, 
i=l 
A2 = 7 & a&fvi* + WfWi*), (35) 
i=l 
D = (1 - 72) g1 Jaf]2(vtvf* - wfwf*). (36) 
Since A2 has the eigenvalues ?,*a, by means of (36) we have 
From (36) we see that 
d = (1 - r2) il Ida* 
(37) 
(38) 
By (34), (37), and (38), equality in (18) is thus established. 
We note that the estimate (18) is the best possible in terms of (\A 11 and 
a. To prove this let 
JZ?(X,~) := {A: j(A((2 = x, d = y), % Y > 0, 
and 
S(X> Y) := sup 2 )Ai12/#4JJz. 
AEs+,Y) i 
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Then S is a function of z : = y/x alone, S = S(Z), and (18) reads 0 < z < 1 
andS(z) < (1 -z) 2 li2. On the other hand for any z, 0 < z < 1, the matrices 
of the form (19) with Y :I ((1 - z)/(l + z))~/~ yield d/l/Al(” = z and 
Ci l~i/s/lI~lls = (1 - z2)r/2. Thus we have S(z) = (1 - z2)l12. 
3. 
We are now ready to obtain our main results by estimating d in 
different ways. 
THEOREM 1. For nonnormal A there holds 
2 lG12 G (llAl14 - W12Y2 (39) 
with eqtiality iff 
A = u(vw* + rwv*) (40) 
where cc E @ with u # 0, r E R with 0 < Y < 1 and where v, w are orthonormal 
vectors. 
Proof. From (17) there follows 
which implies 
Since D is normal, (41) gives 
2d2 > 2 pi2 = I(D(l". 
i 
Therefore Lemma 3 yields (39). 
Since we have 
(41) 
only if exactly one pi is positive, equality in (39) yields for A the form 
(19) with 1 = 1, that is (40). Conversely (40) renders just one positive 
eigenvalue ,ui of D, and thus equality in (41) and therefore in (39) is 
attained. 
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As in the case of Lemma 3 the estimate (39) is the best possible in 
terms of IlAjl and 11011. 
THEOREM 2. Let A be nonnormal and define 
t : = * 2 [dii[, 
i 
where D = (dij). Then 
2 l&l2 < (JIAl14 - t2)1’2. (42) 
i 
Equality holds iff A has the form (19) where for every k (k = 1, 2,. . . , n) 
eitker all vi or all wi (i = 1, 2,. . . , I) have a .zeyo in the kth entry. 
Proof. Let el, e2,. . . , e, be the columns of I. Using the spectral 
decomposition of D, 
D = 2 ,uFlivivi*, 
i 
we find for every KC II, 2,. . . , n> 
C +*De, = 2 P~~Z lelr*vi12, 
kEK i 
and therefore by Bessel’s inequality 
Hence we obtain 
and (42) follows from Lemma 3. 
Equality in (42) is attained iff A has the form (19) and t = d. But 
for A of this form, we have by (36) 
D = c pivivi* - c ,IA~w~w~* 
i=l i=l 
with ,ui = (1 - r2)I~~js > 0, from which there follows 
2t = T l%*D%l = F & pilek*%)’ - ,tl Pil%*Wi121 
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= 22 /ii = 2d. 
i=l 
Thus t = d holds iff for every k (k = 1, 2,. . . , n) either all ek*vi or all 
e,c*wi vanish (i = 1, 2,. . . , 1). 
THEOREM 3. Let A be nonnormal and define 
Then 
t := f ldet Djlln. 
2 IAil < (ljAll* - t2)1’2. (43) 
Equality holds iff n is even and A has the form (19) with 1 = n/2 and all 
JR,/ aye equal. 
Proof. From (18) we obtain (43) upon using the arithmetic-geometric 
mean inequality, 
= t (det Dllln = t, 
with equality iff all pui have the same absolute value. 
Equality in (43) is valid iff A has the form (19) and t = d. But for A 
of this form because of (36) all I,u~/ are equal iff n is even, 1 = n/2 and all 
ltlil are equal. 
REMARK. If ?t is odd inequality (43) is also true with 
t := $(n _ I)(n--1)/2n(n + I)(n+i)l2nldet Dllln. 
4. 
Incidentally we note that formulae (18), (39), (42), and (43) can be 
interpreted as estimates for D := AA* - A*A, e.g., there holds, cf. [2], 
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with equality iff A has the form (40) with r = 0. 
After seeing a preprint of this paper, Marcus and Gordon (Rational 
tensor representations of Horn (V, V) and an extension of an inequality of 
I. Schur, Canada J. Math. 24( 1972), 686-695) found another proof of Theorem 
1 of this paper. 
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