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Abstract—We consider the problem of tracking the mini-
mum of a time-varying convex optimization problem over a
dynamic graph. Motivated by target tracking and parameter
estimation problems in intermittently connected robotic and
sensor networks, the goal is to design a distributed algorithm
capable of handling non-differentiable regularization penalties.
The proposed proximal online gradient descent algorithm is built
to run in a fully decentralized manner and utilizes consensus
updates over possibly disconnected graphs. The performance of
the proposed algorithm is analyzed by developing bounds on
its dynamic regret in terms of the cumulative path length of
the time-varying optimum. It is shown that as compared to the
centralized case, the dynamic regret incurred by the proposed
algorithm over T time slots is worse by a factor of log(T ) only,
despite the disconnected and time-varying network topology. The
empirical performance of the proposed algorithm is tested on the
distributed dynamic sparse recovery problem, where it is shown
to incur a dynamic regret that is close to that of the centralized
algorithm.
Index Terms—Dynamic regret, distributed optimization, online
convex optimization, sparse signal recovery.
I. INTRODUCTION
Recent advances in sensing, communication, and compu-
tation technologies have ushered an era of large-scale net-
worked systems, now ubiquitous in smart grids, robotics,
defense installations, industrial automation, and cyber-physical
systems [1]–[3]. In order to accomplish sophisticated tasks,
these multi-agent systems are expected to sense, learn, and
adapt to sequentially arriving measurements while facing time-
varying and non-stationary environments. Such high levels of
network agility requires close coordination and cooperation
among the agents, that are otherwise intermittently connected
and resource-constrained. Towards performing control and
resource allocation over such dynamic graphs, it is necessary
to develop in-network optimization algorithms that can be
implemented in a distributed fashion [4].
We consider the problem of tracking the minimum of a
time-varying cost function that can be written as a sum
of several node-specific smooth cost functions and a non-
smooth regularizer. The framework subsumes a number of
relevant problems such as model-predictive control [5], [6],
tracking time-varying parameters [7]–[9], path planning [10],
[11], real-time magnetic resonance imaging [12], adaptive
matrix completion [13], demand scheduling in smart grids
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[14], and so on. Of particular interest is the distributed setting,
where measurements are made locally at each node and
the interaction between nodes may only occur over a time-
varying directed communication graph. Due to the intermittent
connectivity, it is not possible for the nodes to exchange
updates at every time slot, and consequently, simple variants
of centralized algorithms cannot be directly utilized.
Within the context of static optimization problems, dis-
tributed algorithms running over time-varying graphs have
been widely studied, with most algorithms relying on the con-
sensus approach [15]. Consensus-based algorithms can be fur-
ther categorized into those utilizing weighted averaging in the
primal domain [16]–[18], push-sum-based approaches [19],
and the alternating directions method of multipliers (ADMM)
method [20]. The weighted-averaging-based approaches utilize
a doubly stochastic matrix for averaging and are amenable to
gradient-tracking variants that converge at geometric rates; see
[4] and references therein.
Fewer distributed algorithms exist for the more challenging
time-varying setting where the minimizer drifts over time.
Algorithms for tracking time-varying parameters have their
roots in adaptive signal processing and control theory, where
the steady-state tracking error is of interest [21], [22]. Re-
cently however, online convex optimization has emerged as
a useful framework for the analysis of tracking algorithms,
especially in adversarial settings [23]–[30]. The idea here is
to characterize the dynamic regret of an algorithm in terms
of the cumulative variations in the problem parameters such
as the path length. However, existing online algorithms for
tracking time-varying objectives cannot handle time-varying
graph topologies where the nodes may get disconnected. A
distributed dynamic ADMM algorithm for differentiable cost
functions was first proposed in [31] and the steady-state opti-
mality gap was derived for static graphs. On the other hand,
an online ADMM algorithm for non-differentiable problems
was proposed in [9] but required centralized implementation.
Closer to the current work, the dynamic regret performance of
a distributed mirror descent algorithm was obtained in [32] for
possibly non-differentiable functions. However, the underlying
graph was required to be static and connected. In contrast,
the focus here is on distributed algorithms over dynamic and
sporadically connected graphs.
This works puts forth a distributed proximal online gradient
descent (OGD) algorithm designed to run over a time-varying
network topology and capable of tracking the minimum of a
time-varying composite loss function. As the objective may
contain non-differentiable regularizers, we build upon the
recently developed machinery of proximal OGD [33]. Towards
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2realizing a distributed implementation, we utilize the idea of
weighted averaging using a doubly stochastic weight matrix, as
is customary in distributed algorithms for static problems [4].
However, since the graph topology is time-varying, it is not
possible for the nodes to perform a consensus update or even
exchange information at each time slot. Instead a multi-step
consensus algorithm inspired from [34] is developed, where
the objective function information is used only intermittently
and the remaining time slots are utilized for consensus. It
is remarked that the time-varying problem is significantly
more challenging than the static version considered in [34],
since the objective function continues to evolve even when
the consensus steps are being carried out, resulting in the
accumulation of additional regret.
The proposed distributed proximal OGD algorithm is ana-
lyzed as an inexact variant of the proximal OGD algorithm
[35]. Subsequently, the gradient and proximal errors arising
due to the distributed operation are characterized, allowing us
to obtain the required dynamic regret bounds. Interestingly,
the distributed operation only results in an additional factor
of log(T ) as compared to the dynamic regret lower bound
for the centralized case. The performance of the proposed
algorithm is tested for the dynamic sparse recovery problem
and compared with that of the centralized proximal OGD and
ADMM algorithms.
A large number of LMS- and RLS-based algorithm have
been proposed to solve the dynamic sparse recovery problem,
starting from [36], [37]. An online ADMM approach for
time-varying LASSO problem was developed in [38] while
a online proximal ADMM algorithm for solving the group
LASSO problem was proposed in [39]. While analytical results
have been developed, they are largely limited to the case of
static parameters. In particular, these works do not generally
characterize the steady state tracking performance, though it
may be possible to borrow similar bounds from the matrix
completion literature; see [13]. A comprehensive survey of
RLS-based dynamic sparse recovery methods is provided in
[8].
When the sparse parameters follow a linear state-space
model, they can be tracked within the sparse Bayesian learning
(SBL) formalism [40], [41]. More recently, consensus has
been employed to track the sparse parameters in a distributed
fashion [42]. Likewise, a robust framework for dynamic sparse
recovery has been developed in [43]. Different from the system
model considered here, SBL-based methods cannot handle
adversarial targets and are generally not amenable to regret
analysis.
Adversarial parameters are naturally handled within the dy-
namic or online convex optimization framework. For instance,
the dynamic sparse recovery problem was formulated and
solved via a ’running’ ADMM approach in [9]. Likewise, the
mirror descent algorithm for solving a similar problem was
proposed in [32]. Generalizing these frameworks, we consider
the dynamic sparse recovery problem in a distributed setting
where the number of observations per sensor are not sufficient
to estimate the full parameter. Further, the underlying graph
topology is time-varying and collecting the observations at a
central location is not straightforward.
In summary, our key contributions include: (a) a novel
multi-step consensus-based proximal OGD algorithm for time-
varying optimization problems over time-varying network
topologies (b) performance analysis of the general inexact
proximal OGD algorithm and its application to the analysis
of the proposed distributed algorithm. The rest of the paper is
organized as follows. We start with the problem formulation
in Sec. II. The proposed distributed proximal OGD algorithm
is presented in Sec. III. A bound on the dynamic regret
incurred by the proposed algorithm is obtained in Sec. IV.
The empirical performance of the proposed algorithm is tested
on the dynamic sparse recovery problem in Sec. V and the
conclusions are presented in Sec.VI.
Notation: All the scalars are denoted by regular font lower
case letters, vectors by boldface lower case letters, and ma-
trices by upper case boldface letters. Constants such as the
total number of time slots and gradient bounds are denoted by
regular font capital letters (such as T and M ) while problem
parameters such as step-size are denoted by Greek letters (such
as α). Finally, sets are denoted by calligraphic font capital
letters. The (i, j)-th entry of the matrix A ∈ Rm×n is denoted
either by [A]ij or Aij . The Euclidean norm of a vector x ∈ Rn
is denoted by ‖·‖. By default, time and iteration indices (e.g.
t or k) will be in the subscript, while node or element indices
(e.g. i or j) will be in the superscript.
II. PROBLEM FORMULATION
Consider a multi-agent network with the set of agents or
nodes N := {1, . . . , N} interacting with each other over
intermittent communication links. The network topology at
time t is represented by a directed graph Gt := (N , Et) where
Et ⊆ N ×N denotes the set of directed edges or links present
at time t. Specifically, agents i can transmit to agent j only if
(i, j) ∈ Et at time instant t. The dynamic graph Gt is arbitrary
and may not necessarily be connected for all t ≥ 1. However,
{Gt} is still required to be uniformly strongly connected or
B-connected [17]; see Sec. III.
Restricted to exchanging information only over the edges in
Et at time t, the agents seek to cooperatively track the optimum
of the following dynamic optimization problem
x?t := arg min
x∈Xt
`t(x) :=
1
N
N∑
i=1
f it (x) + ht(x) (P)
where f it : Rn → R is a smooth strongly convex function,
ht : Rn → R is a convex but possibly non-smooth regularizer,
and Xt ⊂ Rn is a closed and convex set with a non-empty
interior. For the sake of brevity, henceforth we denote
gt(x) := ht(x) + 1Xt(x) :=
{
ht(x) x ∈ Xt
∞ x /∈ Xt
(1)
and ft(x) := 1N
∑N
i=1 f
i
t (x) so that (P) may also be written
as x?t = arg minx ft(x) + gt(x). In the multi-agent setting
considered here, the function f it is private to node i while gt
is known at all the nodes. It is remarked that the static version
of (P) has found several applications in signal processing [44]
and learning problems [45].
3TABLE I: Dynamic regret rates for online learning with non-differentiable functions (cf. Sec.III)
References Convex Distributed Dynamic graph topology Dynamic regret bound
[24] Convex No No O(√T (1 + CT )
[32] Convex Yes No O(√TCT )
This work Strongly convex Yes Yes O(log (T )(1 + CT ))
Algorithms to solve (P) are developed and analyzed within
the rubric of online convex optimization, where the learning
process is modeled as a sequential game between the agents
and an adversary [23]. At each time t, agent i plays an action
xit and in response, receives the functions (f
i
t , gt) from the
adversary. Over a horizon of T times, the goal of the agent is
to minimize the cumulative dynamic regret given by [32]:
RegDT :=
1
N
T∑
t=1
N∑
i=1
[`t(x
i
t)− `t(x?t )]. (2)
The dynamic regret measures the loss incurred by the agent
against that of a time-varying clairvoyant. Observe that the
dynamic regret is different from and more stringent than the
static regret where the benchmark is not time-varying [23].
The definition in (2) also includes the modification due to the
distributed nature of the problem, first suggested in [32]. For
instance, the right-hand side of (2) includes terms of the form
f jt (x
i
t) for i 6= j, and therefore, regret minimization requires
the agents to collaborate.
An algorithm is said to be no-regret if RegDT grows
sublinearly with T . It is well-known that the dynamic regret
cannot be sublinear unless certain regularity conditions are
imposed on the temporal variations of x?t [25]. In the present
case, the regret bounds will be developed in terms of the path
length, defined as
CT :=
T∑
t=2
∥∥x?t − x?t−1∥∥ (3)
and assumed to be sublinear. For general time-varying prob-
lems with gradient feedback, the dynamic regret of any algo-
rithm is at least O(1+CT ) [28]. Dynamic regret bounds of re-
lated algorithms capable of handling non-smooth functions are
summarized in Table I. Closely related to the proposed work,
a distributed online mirror descent algorithm is discussed in
[32] that is more general and can handle non-differentiable
loss functions. It is remarked that the centralized algorithm
proposed in [29] is not included in Table I since it requires
the loss function to be self-concordant.
The present work develops an online and distributed algo-
rithm for solving (P), where the agents minimize the regret
collaboratively and without a central controller or fusion
center. While the static variant of the problem can be readily
solved via consensus, such an algorithm is not directly appli-
cable to the time-varying problem at hand. Specifically, while
the spread of information is limited due to the time-varying
communication graph Gt, the problem parameters (ft, gt)
continue to change with t, regardless. Towards this end, we
adopt the multi-step consensus idea from [34]. Sublinear regret
will be obtained by carefully balancing the additional accuracy
obtained from running the consensus step for multiple times
against the excess regret accumulated in the meanwhile.
III. PROPOSED DISTRIBUTED ALGORITHM
A. Motivation
In order to motivate the proposed algorithm, observe that
since `t is strongly convex, the optimality condition for (P)
may be written as
x?t = prox
α
gt
(x?t − α∇ft(x?)) (4)
where recall that ft(x?) = 1N
∑N
i=1 f
i
t (x
?) and the proximal
operator proxαgt is defined as:
proxαgt(x) = arg minu gt(u) +
1
2α
‖u− x‖2 (5)
= arg min
u∈Xt
ht(u) +
1
2α
‖u− x‖2 (6)
and α > 0 is the step-size. In a centralized setting, the form
of the optimality condition in (4) is suggestive of the proximal
OGD algorithm [33] that takes the form
xt+1 = proxαgt(xt − α∇ft(xt)) (7)
for all t ≥ 1. Though the algorithm in (7) is provably no-regret,
it is not usable in distributed settings where the timely evalu-
ation of the average gradient ∇ft(xt) = 1N
∑N
i=1∇f it (xt) is
challenging. Indeed, due to the dynamic and arbitrary nature
of the communication graphs Gt, even collecting the gradients
∇f it (xt) from each node is not straightforward.
The consensus algorithm, where the information transmis-
sion occurs only over the edges of a given graph Gt, has
been widely used for distributed averaging [17]. While the
consensus algorithm converges only asymptotically, it is still
possible for the nodes to obtain an approximate version of the
average in a few iterations. The idea of running the consensus
for a few iterations in order to approximately calculate the
average gradient 1N
∑N
i=1∇f it (xit) was first proposed in [34]
for static problems, and will also be utilized here. A key
complication that occurs in the dynamic setting is that while
agents carry out the averaging via consensus routine, the
problem parameters (ft, gt) continue to change. Therefore it
becomes important to carefully plan the number of consensus
steps that will result in a sufficiently high update accuracy
without losing track of x?t .
B. The Distributed Proximal OGD Algorithm
Building upon the classical distributed proximal-gradient
algorithm [34], the proposed distributed proximal OGD (DP-
OGD) algorithm takes up multiple time slots to complete each
iteration. The time-varying functions (f it , gt) are sampled at
times T := (t1, t2, . . . , tK) where
tk+1 = tk + S(k) + 2 (8)
so the k-th iteration starting at time tk takes up S(k) + 2
time slots where S(k) denotes the number of consensus steps
4at iteration k. The two additional time slots are reserved for
the gradient update and for the application of the proximal
operator. In order to establish the regret bounds, we will
generally choose S(k) to be a non-decreasing function of k.
Associate time-varying weights Aijt with each edge (i, j) ∈ Et,
while let Aijt = 0 for all (i, j) /∈ Et. Let the matrix
At ∈ RN×N collect all the edge weights {Aijt }i,j . The full
DP-OGD algorithm starts with an initial {xi1} and consists of
the following updates
zit+1 = x
i
t − α∇f it (xit) t ∈ T (9a)
zit+1 =
∑
j:(i,j)∈Et
Aijt z
j
t t, t+ 1 /∈ T (9b)
xit+1 = prox
α
gbtc(z
i
t) t+ 1 ∈ T (9c)
where we let btc := maxτ{τ ∈ T |τ ≤ t}. Note that only one
of the three updates steps in (9a)-(9c) is carried out depending
on the value of t. These updates in time index t have been
effectively summarized in Algorithm 1.
Algorithm 1 DP-OGD Algorithm in time index t
1: Initialize {xi1}i∈N , {zi1}i∈N , step-size α, and T :=
(t1, t2, . . . , tK) where tk+1 = tk + S(k) + 2
2: for t = 1, · · · , T do
3: for i = 1, 2, · · · , N do
4: if t ∈ T then
5: Get exact gradient ∇f it (xit) and function gt
6: Update zit+1 = xit − α∇f it (xit)
7: end if
8: if t, t+ 1 /∈ T then
9: Receive zjt from all j : (i, j) ∈ Et
10: Update zit+1 =
∑
j:(i,j)∈Et A
ij
t z
j
t
11: end if
12: if t+ 1 ∈ T then
13: Update xit+1 = proxαgbtc(z
i
t)
14: where btc := maxτ{τ ∈ T |τ ≤ t}
15: end if
16: end for
17: end for
In order to better understand the proposed algorithm, it may
be instructive to write down the updates in (9) in terms of the
iteration index k:
zitk+1 = x
i
tk
− α∇f itk(xitk) (10a)
zitk+s+1 =
∑
j:(i,j)∈Etk+s
Aijtk+sz
j
tk+s
1 ≤ s ≤ S(k) (10b)
xtk+1 = x
i
tk+S(k)+2
= proxαgtk (z
i
tk+S(k)+1
) (10c)
For the sake of brevity, we introduce new (capped) variables
and functions whose subscript indicates the iteration index
instead of the time index. Specifically, for all k = 1, . . . ,K,
let
xˆik := x
i
tk
zˆik := z
i
tk+1
(11a)
fˆ ik := f
i
tk
gˆk := gtk (11b)
yˆik := z
i
tk+S(k)+1
(11c)
Likewise, the optimum at time tk is specified as xˆ?k. With the
iteration-indexed notation in (11), the DP-OGD updates may
simply be written as
zˆik = xˆ
i
k − α∇fˆ ik(xˆik) (12a)
yˆik =
∑N
j=1
W ijk zˆ
j
k (12b)
xˆik+1 = prox
α
gˆk
(yˆik) (12c)
where Qijk denotes the (i, j)-th entry of the matrix
Qk := Atk+S(k) . . .Atk+1. (13)
Here, the S(k)-steps of consensus are all condensed into a
single equation (12b). In order to better understand (12b),
collect the variables {zˆik}, zik, and yˆik into super-vectors zˆk,
zk, and yˆk respectively. Recursively applying the consensus
averaging, it follows that
yˆk = ztk+S(k)+1 = Atk+S(k)ztk+S(k)
. . . = Atk+S(k) . . .Atk+1ztk+1 = Qkzˆk (14)
The full algorithm is summarized in Algorithm 2 and the
updates at node i are shown in Fig. 1. It is remarked that
Algorithm 2 is still conceptional since we have left S(k)
unspecified. An appropriate choice of S(k) is necessary to
obtain a tight regret bound and a detailed discussion for the
same will be provided in Sec. IV.
Algorithm 2 Distributed Proximal Online Gradient Descent
1: Initialize {xˆi0}i∈N and step-size α
2: for k = 0, 1, · · · ,K do
3: for i = 1, 2, · · · , N do
4: Get exact gradient ∇fˆ ik(xˆik) and function gˆk
5: Update zˆik = xˆik − α∇fˆ ik(xˆik)
6: end for
7: for i = 1, 2, · · · , N do
8: Update yˆik =
∑N
j=1Q
ij
k zˆ
j
k
9: Update xˆik+1 = proxαgˆk(yˆ
i
k)
10: end for
11: end for
IV. PERFORMANCE ANALYSIS
This section develops the regret rate for the proposed
algorithm. As already discussed, each iteration involves the
gradient update at time tk, S(k) consensus steps, and a
proximal update at time tk+1−1. As compared to the existing
proximal OGD algorithm, the analysis of DP-OGD algorithm
is complicated due to the additional regret that is incurred from
subsampling the functions (ft, gt) at times t ∈ T . We begin
with discussing some preliminaries before proceeding to the
assumptions and the regret bounds.
A. Preliminaries
The regret rate of Algorithm 2 will be analyzed using the
network averages at each iteration k, defined as
¯ˆxk =
1
N
N∑
i=1
xˆik
¯ˆzk =
1
N
N∑
i=1
zˆik. (15)
5Fig. 1: DP-OGD updates at node i.
Towards establishing the regret rates, we begin with cast-
ing the proposed algorithm as an inexact proximal gradient
algorithm that can be viewed as a generalized version of [33].
Using the network averages defined in (15), it is possible to
write (12a) as an inexact gradient update step:
¯ˆzk = ¯ˆxk − α
N
N∑
i=1
∇fˆ ik(xˆik) (16)
= ¯ˆxk − α[∇fˆk(¯ˆxk) + ek] (17)
where recall that fˆk(x) := 1N
∑N
i=1 fˆ
i
k(x) and
ek =
1
N
N∑
i=1
(∇fˆ ik(xˆik)−∇fˆ ik(¯ˆxk)). (18)
Along similar lines, we write the inexact proximal update as
¯ˆxk+1 = proxαgˆk,k(
¯ˆzk) (19)
=: proxαgˆk(
¯ˆzk) + εk. (20)
where the k-proximal operator proxαgˆk,k is as defined in [35]
which implies that
1
2α
∥∥¯ˆxk+1 − ¯ˆzk∥∥2 + gˆk(¯ˆxk+1)
≤ k + min
x∈X
(
1
2α
∥∥x− ¯ˆzk∥∥2 + gˆk(x)). (21)
As compared to (12b)-(12c), the error incurred in using the
inexact proximal operation can be expressed as
εk =
1
N
N∑
i=1
proxαgˆk(y
i
k)− proxαgˆk(¯ˆzk). (22)
for all k ≥ 1. At this stage, εk is left unspecified and
appropriate bounds will be developed later. Having written the
proposed DP-OGD algorithm as an inexact proximal OGD
variant, the rest of the analysis proceeds as follows: (a)
development of bounds for updates in (17)-(20) in terms of
‖ek‖ and ‖εk‖; (b) development of bounds on ‖ek‖ and
‖εk‖; and finally (c) substitution of these bounds to obtain the
required regret bounds. It is remarked that such an approach
is flexible and readily extendible to other variants where the
sources of gradient and proximal errors may be different; e.g.,
quantization, asynchrony, or computational errors.
B. Assumptions
The assumptions required for developing the regret bounds
are discussed subsequently. The first three assumptions pertain
to the properties of functions f it and gt.
Assumption 1. The functions f it are L-smooth, i.e., for all
x,y ∈ Xt, it holds that∥∥∇f it (x)−∇f it (y)∥∥ ≤ L ‖x− y‖ (23)
for all t ≥ 1 and 1 ≤ i ≤ N .
Assumption 2. The cost functions f it and gt are Lipschitz
continuous, i.e., for all x,y ∈ Xt, we have that∥∥f it (x)− f it (y)∥∥ ≤M ‖x− y‖ (24)
‖gt(x)− gt(y)‖ ≤M ‖x− y‖ (25)
where we have used the same Lipschitz constant for
{{f it}Ni=1, gt}Tt=1 for the sake of brevity and without loss of
generality. Note that (24)-(25) also imply that the correspond-
ing (sub-)gradients are bounded by M .
Assumption 3. The functions f it are µ-convex, i.e., for all
x,y ∈ Xt, it holds that
〈∇f it (x)−∇f it (y),x− y〉 ≥ µ ‖x− y‖2 (26)
It is remarked that Assumptions 1-3 are standard and appli-
cable to a wide range of problems arising in machine learning,
signal processing, and communications. The present analysis
depends critically on these assumptions and the required regret
bounds only hold when µ > 0 and the parameters L and M
are bounded. The next two assumptions pertain to the network
connectivity and the choice of weights.
Assumption4. The graph Gt is B-connected, i.e., there exists
some B ∈ N such that the graph
GBt :=
N , (t+1)B−1⋃
τ=tB
Eτ
 (27)
is connected for all t ≥ 1.
Assumption 5. The weight matrices {At}Tt=1 have positive
entries and satisfy the following properties for each t ≥ 1:
1) Double stochasticity: it holds that
∑N
i=1A
ij
t =∑N
j=1A
ij
t = 1;
62) Lower bounded non-zero entries: there exists η > 0 such
that Aijt ≥ η for all (i, j) ∈ Et;
3) Non-zero diagonal entries: it holds that Aiit > η for all
i ∈ N .
Assumptions 4-5 imply that the entries of the weight matrix
Qk = Atk+S(k) . . .Atk+1 are close to 1/N in the following
sense [16, Proposition 1(b)]:∣∣∣∣Qijk − 1N
∣∣∣∣ ≤ ΓγS(k)−1 (28)
where defining ω := η(N−1)B , we generally have that Γ =
2 ω+1ω(1−ω) and γ = (1− ω)
1
B . Inequality (28) holds the key to
obtaining fast consensus over time-varying graphs and as we
shall see later, the regret rate of the algorithm would depend
critically on the value of γ.
For the next assumption, let the total number of time slots
required to carry out K updates be given by
SˆK :=
K∑
k=1
[S(k) + 2] = T (29)
where recall that S(k) is the number of consensus steps at
the k-th iteration. Inverting the relationship (29), for any T ,
it holds that K = max{K|SˆK ≤ T} =: ST . The following
assumption is required to ensure that the regret bounds are
sublinear.
Assumption6. The number of consensus steps S(k) is a non-
decreasing function of k and the number of consensus steps
at the last iteration S(K) = S(ST ) =: RT is sublinear in T .
An implication of Assumption 6 is that there cannot be too
many consensus steps at any iteration k. Having stated all
the required assumptions, we are now ready to state the main
results of the paper.
C. Regret Bounds
As already discussed, we begin with developing some
bounds for the generic inexact proximal gradient method (17)-
(20). Bounds on the error incurred from using the proposed
distributed algorithm will be developed next. The final regret
bounds would follow from combining these two results. The
section concludes with some discussion on the nature of the
bounds for various choices of S(k).
The first lemma bounds the per-iteration progress of the
iterate ¯ˆxk in terms of its change in distance from the current
optimum xˆ?k.
Lemma 1. Under Assumptions 1-3, the updates in (17)-(20)
satisfy ∥∥¯ˆxk+1 − xˆ?k∥∥ ≤ ρ∥∥¯ˆxk − xˆ?k∥∥+ δk (30)
where, ρ2 := 1 + α2L2 − 2αµ and δk := ‖εk‖+ α ‖ek‖.
The proof of Lemma 1 is provided in Appendix B and
utilizes the strong convexity and smoothness properties of fˆt as
well as the triangle inequality. The result in Lemma 1 states
that the distance between ¯ˆxk+1 and the current optimal xˆ?k
is less than a ρ-fraction of the distance between ¯ˆxk and xˆ?k,
but for an error term δk that arises due to ek and εk in the
updates steps. It is remarked that the result in (30) subsumes
all existing results in [30], [33].
Taking summation over k ≥ 1 and rearranging, we obtain
the following corollary, whose proof is deferred to Appendix
B.
Corollary 1. Under Assumptions 1-3 and for 0 < α < 2µ/L2,
the updates in (17)-(20) satisfy
K∑
k=1
∥∥¯ˆxk − xˆ?k∥∥ ≤ ρ1− ρ ∥∥¯ˆx0 − xˆ?0∥∥+
K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥
1− ρ
+
1
1− ρ
K∑
k=0
δk. (31)
The result in Corollary 1 provides an upper bound on the
cumulative distance between the average current iterate ¯ˆxk and
optimal xˆ?k over K time instances. Next, Lemma 2 develops
a simple bound on the iterate norm with the proof provided
in Appendix C.
Lemma 2. Under Assumption 2, 4, and 5, the iterates gener-
ated by the DP-OGD algorithm are bounded as
N∑
i=1
∥∥¯ˆxk − xˆik∥∥ ≤ 2ΓγS(k−1)−1N N∑
i=1
∥∥zˆik−1∥∥ (32)
N∑
i=1
∥∥zˆik−1∥∥ ≤ N∑
i=1
∥∥zˆi0∥∥+ 2αNM(k − 1) (33)
The bounds in Lemma 2 are not surprising given that the
size of each update step is bounded implying that after k steps,
none of the iterates can be more thanO(k) far from the starting
point. Recall that the inexact proximal OGD algorithm updates
in (17)-(20) are really the DP-OGD updates in disguise, with
specific definitions of ek and εk. The next lemma provides a
convenient bound on the error term δk that will subsequently
be used to obtain the regret bounds.
Lemma 3. Under Assumptions 1-5, the error δk = ‖εk‖ +
α ‖ek‖ is bounded as
δk ≤ 2αLΓγS(k−1)−1
(
N∑
i=1
∥∥zˆi0∥∥+ 2αNM(k − 1)
)
+ ΓγS(k)−1
(
N∑
i=1
∥∥zˆi0∥∥+ 2αNMk
)
(34)
The proof of Lemma 3 is provided in Appendix D. It pro-
vides a bound on the error sequence generated by the inexact
algorithm in terms of a geometric-polynomial sequence. The
first term of (34) results from the gradient error ek while the
second term bounds the norm of the proximal error εk.
We are now ready to convert the results obtained in terms of
the iteration index k into bounds that depend on time index t.
Recall that since the k-th iteration incurs S(k) + 2 time slots,
the last iteration incurs RT := S(K) time slots where K :=
ST , as stated in Assumption 6. Also let ET :=
∑ST
k=1 γ
S(k)k
so that the initial bounds can be developed in terms of RT and
ET . Specific examples of S(k) will subsequently be provided
to yield bounds as explicit functions of T . As a precursor,
consider a simple example when S(k) = k, so that RT =
7K = O(√T ) and ET = O(1). Next, the following lemma
reconciles the two definitions of the path length.
Lemma 4. It holds that
K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥ ≤ CT (35)
where K is such that
∑K
k=1(S(k) + 2) = T .
Proof: The result follows from the use of triangle inequal-
ity:
K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥ = K∑
k=1
∥∥∥x?tk − x?tk−1∥∥∥
≤
K∑
k=1
tk−1∑
τ=tk−1
∥∥x?τ+1 − x?τ∥∥ = T∑
t=1
∥∥x?t − x?t−1∥∥ = CT .
Note that in order to calculate the dynamic regret in (2),
it is necessary to define xt for all t. Towards this end, let
xit = xbtc = x
i
tk
for k such that tk ≤ t < tk+1. Finally, we
provide the main result of the paper in the following Theorem.
Theorem 1. Under Assumptions 1-6 and 1T  α < 2µL2 , the
proposed DP-OGD algorithm incurs the following dynamic
regret
RegDT ≤ O(RT (1 + ET + CT )). (36)
The proof of Theorem 1 is provided in Appendix E. Here,
the regret bound is worse than CT since the algorithm updates
are sporadic resulting in additional factor of RT . The result in
(36) depends on the choice of {S(k)} through ET and RT .
We now discuss the explicit form of the regret bound for a
few choices of S(k).
1) Logarithmically increasing S(k): Consider the case
S(k) = bc log(k)c (37)
where c > 1 is left unspecified at this stage. Given T , the
number of iterations are given by the largest K that satisfies
the inequality
K∑
k=1
(bc log(k)c+ 2) ≤ T (38)
For the sake of brevity, let T  1 and likewise K  1 so that
only the dominant terms may be retained. Ignoring the floor
function and using Stirling’s approximation [46], we have that
T = O(cK logK) (39)
or equivalently,
K = ST = O
(
exp
(
W
(
T
c
)))
(40)
where W denotes the Lambert W function. It follows that
RT = S(ST ) = O(cW (Tc )). Also note that
ET =
ST∑
k=1
γbc log(k)c+2k ≈
ST∑
k=1
γ2kc log(γ)+1 (41)
= O(Sc log(γ)+2T ) (42)
≈ O(T c log(γ)+2) (43)
where the last step uses the approximation W (x) ≈ log(x)
for large x. The overall regret bound thus becomes
RegDT ≤ O(c log(T )(1 + T c log(γ)+2 + CT )) (44)
For the regret to be sublinear, it is necessary but not sufficient
that CT is also sublinear. For instance, if CT = T β with
β < 1, it is also required to hold that c log(γ) + 2 < β or
equivalently one must choose c > −(2 − β)/ log(γ) so that
the CT term dominates the summation. In this case, γ is not
allowed to be arbitrarily close to 1. Instead, it is required
that c log(T ) < T 1−β or equivalently, we have log( 1γ ) >
(2−β) log (T )
T 1−β . In other words, for a given γ, it is always possible
to choose an appropriate value of the parameter c, though the
regret bound will only be O(log(T )(1 +CT )) for sufficiently
large T .
2) Constant S(k): Taking S(k) = bTuc for all k ≥ 1, it is
required that
K∑
k=1
(bTuc+ 2) = T (45)
⇒ST = K ≈ T
Tu + 2
≈ T 1−u (46)
for K and T sufficiently large. In this case, RT = Tu and
ET =
T 1−u∑
k=1
γT
u
k (47)
≈ γTuT 2−2u (48)
yielding the final regret bound
RegDT ≤ O(Tu(1 + γT
u
T 2−2u + CT )) (49)
In order to write the regret in explicit form, let CT = T β for
some β ∈ [0, 1). Then the regret in (49) is sublinear when
u + β < 1 or u < 1 − β. However u cannot be arbitrarily
small or else the term γT
u
T 2−2u would become too large.
The minimum value of the regret is obtained for the choice of
u such that
T β = γT
u
T 2−2u (50)
Tu log( 1γ ) = (2− 2u− β) log(T ) (51)
⇒ u = (2− β)
2
−
W
(
T
(2−β)
2 log (1/γ)1/2
)
log (T )
(52)
where we have used the result from [47]. Since T is large,
we make use of the approximation W (x) ≈ log x− log log x,
which yields
u ≈
log
(
2
log (1/γ)
)
log (T )
+
log
(
log
(
T
(2−β)
2 log (1/γ)1/2
))
log (T )
Tu ≈ 1
log ( 1γ )
(
2 log log (1/γ)1/2 + (2− β) log T
)
Therefore the regret bound can be approximately written as
RegDT = O
(
Tu(1 + CT )
)
≈ O
(
log (T )(1 + CT )
)
(53)
8which is sublinear as long as γ is not too close to 1 and β < 1.
As in the previous case, the optimal choice of u still requires
a sufficiently large value of T . In summary, the step-size may
be chosen as 1T  α < 2µL2 while S(k) may be chosen as
either bc log(k)c or bTuc in Algorithm 2.
Recall that the centralized proximal OGD algorithm
achieves a regret of O(1 +CT ) which is also optimal for any
online algorithm; see [28]. Remarkably, the dynamic regret
of the DP-OGD is only worse by a log(T ) factor, possibly
arising out of the distributed operation over an intermittently
connected graph.
V. NUMERICAL RESULTS
The performance of the proposed DP-OGD algorithm is
tested for the dynamic sparse signal recovery problem where
the goal is to estimate a time-varying sparse parameter. Such
problems have been widely studied in literature and can be
broadly classified into those advocating adaptive filtering-
based algorithms, those formulating the problem within the
sparse Bayesian learning framework, and finally those utilizing
tools from dynamic or online convex optimization.
A. The Dynamic Sparse Recovery Problem
Consider a WSN with N sensors connected over a time-
varying graph Gt. The parameter of interest is a time-varying
sparse signal ut ∈ Rn. At time t, sensor i makes d measure-
ments according to the following model
yit = C
i
tut + v
i
t (54)
where Cit ∈ Rd×n is the observation matrix and vit ∈ Rd
is the noise with unknown statistics. The online learning
model detailed in Sec. II is considered and the quantities
{yit,Cit}i∈N are revealed in a sequential manner. Observe that
given no other information, tracking the original parameter ut
is impossible. Instead, we settle for tracking the Elastic Net
estimator of ut given by
x?t = arg min
x
1
N
N∑
i=1
∥∥yit −Citx∥∥22 + λ‖x‖22+σ ‖x‖1 (55)
where λ and σ are regularization parameters. While the prob-
lem is unconstrained, gradient boundedness can be ensured by
imposing a norm-ball constraint with a large radius.
Numerical tests are carried out for a network with N = 100
nodes where each node makes d = 4 measurements in order
to track a parameter of dimension n = 50. For the purpose of
initialization, u0 is chosen to be a sparse random vector with
10 non-zero entries. Let St := {n | [ut]n > 0} be the support
of the vector ut. For time t ≥ 2 support is updated as follows:
St+1 =
{
St with probability 1− 1/t
{St \ {it}} ∪ {i′t} with probability 1/t
(56)
where it is randomly chosen from the St and i′t is randomly
chosen from the zero locations Sct . Subsequently, noise is
added to the entries of ut and normalization is performed so
that
ut+1 =
ut + nt
‖ut + nt‖ (57)
where [nt]n ∼ N (0, 1/t2) for n ∈ St+1 and [nt]n = 0
otherwise. In other words, both the support and the non-zero
values are time-varying but the variations decay over time.
For the Elastic Net estimator, we set the parameters σ =
0.01/d2N2 and λ = 0.05/dN . The parameters manually
selected to ensure that x?t remains close to ut for all t.
Since the goal of the DP-OGD, proximal OGD, and ADMM
algorithms is to track x?t , the resulting dynamic regret is not
very sensitive to the choice of the parameters λ and σ, and
similar results can be obtained for other settings as well.
The results of the DP-OGD algorithm depend on the choice
of the weight matrices At, which can be generated in different
ways. A simple choice corresponds to the complete graph with
all weights set to 1/N . More generally, we utilize Birkhoff-von
Neumann theorem [48] to generate random doubly stochastic
matrices. Specifically, let P0 := IN×N and generate N − 1
matrices {Pj}N−1j=1 by randomly permuting its rows. In general
it holds that any convex combination of {Pj} is doubly
stochastic, allowing us to use the following consensus weights
A
(ι)
t =
ι∑
j=0
ωjP
j (58)
for ι ≥ 1. Here, the weights must be selected so as to ensure
Assumption 5 with η = 2/N . For the simulations, we utilize
four kinds of graphs, corresponding to ι = 1, 2, 3, and N −1.
When ι = 1, the resulting graph is sparse and disconnected,
and the consensus entails each node sending its update to only
one other node. On the other hand, the graph may often be
fully connected when ι = N − 1.
B. Dynamic Sparse Recovery Algorithms
For the tests, we consider three different algorithms: the
proposed DP-OGD algorithm, the centralized ADMM algo-
rithm from [9], and the centralized proximal OGD algorithm
[33].
1) Tracking via DP-OGD: Within the online setting consid-
ered here, the problem parameters {yit,Cit}i∈N are revealed
after the iterates {xit}i∈N have been obtained. Since the ob-
jective function is strongly convex but has a non-differentiable
component and the sensors are connected over a time-varying
graph Gt, we make use of the proposed DP-OGD algorithm
to track x?t . Recalling the form of the original optimization
problem, it follows that
f it (x) =
∥∥yit −Citx∥∥22 + λ ‖x‖22 (59)
gt(x) = σ ‖x‖1 (60)
which allows us to write down the updates in Algorithm 2.
For the tests, we use α = 0.5, which was the largest value of
α for which the algorithm did not diverge.
92) Tracking via centralized ’slowed’ ADMM: For the pur-
poses of comparison, we consider the dynamic ADMM al-
gorithm proposed in [9] which also allows non-differentiable
and time-varying objective functions. The algorithm in [9]
is however centralized and processes all the measurements
in one shot. In order to carry out a fair comparison, we
consider a ’slowed’ version of the ADMM algorithm that
has the same number of iterations per time-instant as the
proposed DP-OGD algorithm. That is, instead of carrying out
one iteration per time slot, the slowed ADMM is run with one
iteration for tk ≤ t < tk+1, the underlying assumption being
that the intermediate time-slots are used for exchanging the
measurements between the nodes.
In order to derive the updates of the ADMM algorithm, we
introduce a new variable z and reformulate the problem at
time t as
min
x,z
1
N
N∑
i=1
f it (x) + gt(z) (61)
s. t. x = z (62)
where f it and gt are as defined in (59)-(60). Associating a dual
variable v with the constraint, the Lagrangian is given by
Lt(x, z,v) = ft(x) + gt(z) + 〈v,x− z〉+ %
2
‖x− z‖22
where ft(x) := 1N
∑N
i=1 f
i
t (x). Given the iterates (xt, zt,vt)
at time t, the ADMM updates are given by [9]:
xt+1 = arg min
x
Lt(x, zt,vt) + $
2
‖x− xt‖2 (63a)
zt+1 = arg min
z
Lt(xt+1, z,vt) + $
2
‖z− zt‖2 (63b)
vt+1 =vt + %(xt+1 − zt+1) (63c)
For the slowed version, we only apply the updates whenever
t ∈ T and the dynamic regret incurred corresponds to the
standard definition used for centralized algorithms; see e.g.
[25], [30]. We used the ADMM parameters % = 1 and $ = 0.1
since they yielded the best performance.
3) Tracking via centralized ’slowed’ proximal OGD: We
consider the proximal OGD algorithm from [33], which pro-
ceeds by carrying out the updates in (7). As for ADMM, a
slowed version is considered and the updates are only carried
out at times t ∈ T . Likewise, the dynamic regret incurred
corresponds to the definition used for the centralized case.
The step-size parameter was manually set to α = 0.005 so as
to yield the best performance.
It is remarked that no comparisons are included with the
more general distributed mirror descent algorithm of [32] as it
is designed to run on connected graph topologies only. Like-
wise, performance of SBL-based approaches is not compared
since they are generally not applicable to adversarial settings.
C. Dynamic regret performance
We begin with considering the case of S(k) = 5 for all
iterations k. Fig. 2 shows behavior of RegT /T against T for
the proposed DP-OGD algorithm with complete graph (edge
weights 1/N ), single-edge graph matrix A(1)t , and the matrix
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Fig. 2: Performance of the distributed and centralized algo-
rithms for S(k) = 5.
A
(N−1)
t . The regret performance of the centralized ’slowed’
schemes is also plotted for comparison. It is remarked that
except for the complete graph, it would generally be impos-
sible for all the nodes to exchange updates within S(k) = 5
time slots for a network with N = 100 nodes. The plot of
CT /T is also shown for comparison with the understanding
that the bound in Theorem 1 may include a constant factor.
A logarithmic scale is used for plotting so that a regret of T β
corresponds to a straight line with slope β − 1.
It can be seen that the RegT /T plots for all the algorithms
have the same slope for large T . Since the dynamic regret
incurred in tracking a time-varying target is always at least
O(1 +CT ) even in the centralized case, the plots suggest that
the proposed distributed algorithm is close to order optimal.
The transient performance of the algorithms is different, and as
expected, the ’slowed’ centralized ADMM and proximal OGD
perform better than the proposed algorithm. Interestingly, the
regret incurred when utilizing either A(1)t or A
(N−1)
t is almost
the same, and not too far from that of the complete graph case.
As remarked earlier, with S(k) = 5, the comparison
between distributed and centralized algorithms is not entirely
fair, since carrying out the updates for all nodes in just 5
times slots is difficult. Even if the precise implementation
details are ignored, since the data yit is only available at node
i, the updates require each node to exchange at least some
information with every other node, assuming no fusion center
is available. Realistically, the time to carry out the updates for
the centralized case depends on the network connectivity. For
instance, updates can be exchanged within a single time slot
when the graph is complete and all nodes can talk to each other
for all t. More generally, let each pair of nodes be required to
exchange a single unit of information at every iteration, and
consider the following settings:
1) Single-hop with A(ι)t : When only single hop communica-
tion is allowed, each node may transmit the information
over edges corresponding to the non-zero entries of A(ι)t
at time t. As a result, the updates must wait till the
all information has been exchanged between all pairs of
nodes.
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Fig. 3: Performance of the distributed and centralized algorithms with matrix A(ι)t for ι = 1, 2, 3, and N − 1.
2) Multi-hop with A(ι)t : When multi-hop communications is
allowed, node i sends the update-related information to
node j either via a direct path or via a multi-hop path,
whichever occurs first. Each edge is allowed to carry
a single unit of update-related information each time.
Note that such an implementation ignores the fact that
distributed implementations of ADMM would generally
require at least two exchanges per iteration corresponding
to the two primal updates in (63).
We refer to these implementations as communication-
constrained ADMM (cc-ADMM) for single-hop (SH) and
multi-hop (MH) settings. Fig. 3 shows the performance of
the proposed algorithm for S(k) = 5 and S(k) = 30, as
well as that of the cc-ADMM with SH and MH settings.
The four sub-plots correspond to the four different graphs,
namely A(1)t , A
(2)
t , A
(3)
t , and A
(N−1)
t . It can be seen that
the proposed algorithm for S(k) = 5 is superior in all cases,
suggesting that a smaller value of S(k) is preferred in practice.
The performance of the centralized algorithm with single-hop
communications is poor due to the large delay incurred in
the exchange of information among all the nodes. However,
the centralized implementation with multi-hop communication
comes close to that of the proposed algorithm, though the
proposed algorithm uses only single-hop communications.
Finally, the per-iteration complexity of the ADMM is sig-
nificantly higher than that of the proposed algorithm. Indeed,
since (63) involves minimizing quadratic cost functions, an
n × n system of equations must be solved at every ADMM
update, which requires at least O(n3) computations per iter-
ation. In contrast, the proposed algorithm requires only O(n)
computations per iteration across all the nodes.
VI. CONCLUSION
This work considered the problem of tracking the minimum
of a time-varying convex constrained optimization problem
whose objective function can be expressed as a sum of
several node-specific costs and a non-differentiable regularizer.
The nodes are connected over a time-varying and possibly
disconnected graph, thereby complicating the exchange of
updates among the nodes. This work proposed a multi-step
consensus-based proximal gradient descent algorithm for solv-
ing dynamic optimization problems in a distributed manner.
Restricted to sampling the loss function sporadically, the
number of consensus steps per iteration was carefully selected
to yield a sublinear dynamic regret. Dynamic regret of the
proposed algorithm is characterized and is shown to be close
to that of the centralized tracking algorithm. Numerical tests
demonstrate the efficacy of the proposed algorithm on the
dynamic sparse recovery problem in wireless sensor networks.
APPENDIX A
PRELIMINARIES
Before detailing the proofs, we state some of the preliminary
relationships and inequalities that will be repeatedly used.
The proximal operator defined in (5) satisfies the following
two properties:
• Non-expansiveness: for all x, y,∥∥proxαgt(x)− proxαgt(y)∥∥ ≤ ‖x− y‖ (64)
• Relationship with the subgradient: if u = proxαgt(x), then
it holds that
x− u ∈ ∂gt(u) (65)
where ∂gt(u) is the set of subdifferentials of gt at u.
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APPENDIX B
PROOF OF LEMMA 1 AND COROLLARY 1
The bound on
∥∥¯ˆxk+1 − xˆ?k∥∥2 is developed by first expand-
ing the squares, using the optimality condition in (4), and
the form of the updates in (17)-(20). Subsequently, Cauchy-
Schwarz and triangle inequalities are utilized to separate the
terms containing ek and εk. Finally, all the terms containing
the gradients ∇fˆk are bounded using Assumptions 1-3. No
other assumptions are required at this stage, and therefore
Lemma 1 is applicable to any inexact proximal OGD setting.
Proof of Lemma 1: The distance between ¯ˆxk+1 and
current optimal value xˆ?k is given by∥∥¯ˆxk+1 − xˆ?k∥∥2 = ∥∥proxαgk,k(¯ˆzk)− xˆ?k∥∥2 (66)
=
∥∥proxαgk(¯ˆzk) + εk − xˆ?k∥∥2 (67)
=
∥∥proxαgk(¯ˆzk)− xˆ?k∥∥2 + ‖εk‖2
+ 2〈εk, proxαgk(¯ˆzk)− xˆ?k〉 (68)
≤ ∥∥proxαgk(¯ˆzk)− xˆ?k∥∥2 + ‖εk‖2
+ 2 ‖εk‖
∥∥proxαgk(¯ˆzk)− xˆ?k∥∥ (69)
where (67) follows from (22) and (69) follows from the apply-
ing the Cauchy-Schwartz inequality. Next using the optimality
condition in (4) and the non-expansiveness property of the
proxαgt operator, we obtain∥∥¯ˆxk+1 − xˆ?k∥∥2 ≤∥∥∥¯ˆzk − (xˆ?k − α∇fˆk(xˆ?k))∥∥∥2 + ‖εk‖2
+ 2 ‖εk‖
∥∥∥¯ˆzk − (xˆ?k − α∇fˆk(xˆ?k))∥∥∥ . (70)
Next using the update equation in (17), it follows that
‖¯ˆxk+1−xˆ?k‖2 (71)
≤ ‖(¯ˆxk − α∇fˆk(¯ˆxk))− (xˆ?k − α∇fˆk(xˆ?k))− αek‖2 + ‖εk‖2
+ 2 ‖εk‖
∥∥∥(¯ˆxk − α∇fˆk(¯ˆxk))− (xˆ?k − α∇fˆk(xˆ?k))− αek∥∥∥
≤ ‖(¯ˆxk − α∇fˆk(¯ˆxk))− (xˆ?k − α∇fˆk(xˆ?k))‖2 + ‖αek‖2
+ 2(‖εk‖+ ‖αek‖)
∥∥∥(¯ˆxk − α∇fˆk(¯ˆxk))− (xˆ?k − α∇fˆk(xˆ?k))∥∥∥ .
+ ‖εk‖2 + 2 ‖αek‖ ‖εk‖ (72)
where (72) follows from the Cauchy-Schwarz and triangle
inequalities. Next, consider the first summand in (72), which
can written as∥∥∥(¯ˆxk − xˆ?k)− α(∇fˆk(¯ˆxk)−∇fˆk(xˆ?k))∥∥∥2
=
∥∥¯ˆxk − xˆ?k∥∥2 + α2‖∇fˆk(¯ˆxk)−∇fˆk(xˆ?k)‖2
− 2α〈∇fˆk(¯ˆxk)−∇fˆk(xˆ?k), ¯ˆxk − xˆ?k〉 (73)
Since {fˆ ik} are L-smooth and µ-convex from Assumptions 1-
3, the same holds for the average function fˆk, allowing us to
bound the right-hand side of (73) as
‖(¯ˆxk − xˆ?k)− α(∇fˆk(¯ˆxk)−∇fˆk(xˆ?k))‖2
≤ ‖¯ˆxk − xˆ?k‖2 + α2L2‖¯ˆxk − xˆ?k‖2 − 2αµ‖¯ˆxk − xˆ?k‖2
≤ ρ2 ∥∥¯ˆxk − xˆ?k∥∥2 (74)
where, ρ2 := (1 + α2L2 − 2αµ). The corresponding bound
on the third summand in (72) also follows from taking the
positive square root in (74). Applying the bounds in (74) to
(72) and collecting the terms, we obtain∥∥¯ˆxk+1 − xˆ?k∥∥2 ≤ρ2 ∥∥¯ˆxk − xˆ?k∥∥2 + (‖εk‖+ ‖αek‖)2
+ 2(‖εk‖+ ‖αek‖)ρ
∥∥¯ˆxk − xˆ?k∥∥ (75)
=(ρ
∥∥¯ˆxk − xˆ?k∥∥+ ‖εk‖+ ‖αek‖)2 (76)
=(ρ
∥∥¯ˆxk − xˆ?k∥∥+ δk)2 (77)
where δk := ‖εk‖ + ‖αek‖. Finally, the required result in
Lemma 1 follows from taking the positive square root in (77).
Proof of Corollary 1: The bound on the cumulative sum
simply follows from taking sum in (30) over 1 ≤ k ≤ K,
applying triangle inequality to separate the terms containing∥∥xˆ?k+1 − xˆ?k∥∥ and rearranging. To this end, consider
K∑
k=1
∥∥¯ˆxk − xˆ?k∥∥ = K∑
k=1
∥∥¯ˆxk − xˆ?k−1 + xˆ?k−1 − xˆ?k∥∥
≤
K∑
k=1
∥∥¯ˆxk − xˆ?k−1∥∥+ K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥ (78)
where the second inequality in (78) uses the triangle inequality.
Next utilizing the result of Lemma 1 into (78), we obtain
K∑
k=1
∥∥¯ˆxk − xˆ?k∥∥ ≤ K∑
k=1
(ρ
∥∥¯ˆxk−1 − xˆ?k−1∥∥+ δk−1)
+
K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥ (79)
Replacing k − 1 with k in the first summand of (79) and
introducing the K-th term on the right-hand side, we obtain
K∑
k=1
∥∥¯ˆxk − xˆ?k∥∥ ≤ K∑
k=1
(ρ
∥∥¯ˆxk − xˆ?k∥∥+ δk) + K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥
+ (ρ
∥∥¯ˆx0 − xˆ?0∥∥+ δ0) (80)
If 0 < ρ < 1 or equivalently if 0 < α < 2µ/L2, the first term
can be taken to the left to yield
K∑
k=1
∥∥¯ˆxk − xˆ?k∥∥ ≤ ρ1− ρ ∥∥¯ˆx0 − xˆ?0∥∥+
K∑
k=1
∥∥xˆ?k − xˆ?k−1∥∥
1− ρ
+
1
1− ρ
K∑
k=0
δk (81)
which is the required result.
APPENDIX C
PROOF OF LEMMA 2
The bound in (32) follows from the update rules in (12a)-
(12c) and the use of the bound in (28).
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Proof of (32): From the definition of ¯ˆxk and the update
rule in (12c), we have the following bound
N∑
i=1
∥∥¯ˆxk − xˆik∥∥ = N∑
i=1
∥∥∥∥∥∥
(
1
N
N∑
j=1
xˆjk
)
− xˆik
∥∥∥∥∥∥ (82)
≤ 1
N
N∑
i=1
N∑
j=1
∥∥∥xˆik − xˆjk∥∥∥ (83)
≤ 1
N
N∑
i=1
N∑
j=1
∥∥∥proxαgˆk−1(yˆik−1)− proxαgˆk−1(yˆjk−1)∥∥∥ (84)
where we have used the triangle inequality in (83). Further
use of the triangle inequality and (64), we obtain
N∑
i=1
∥∥¯ˆxk − xˆik∥∥ ≤ 1N
N∑
i=1
N∑
j=1
∥∥∥yˆik−1 − yˆjk−1∥∥∥
=
1
N
N∑
i=1
N∑
j=1
∥∥∥yˆik−1 − ¯ˆzk−1 + ¯ˆzk−1 − yˆjk−1∥∥∥
≤ 1
N
N∑
i=1
N∑
j=1
∥∥yˆik−1 − ¯ˆzk−1∥∥+ ∥∥∥¯ˆzk−1 − yˆjk−1∥∥∥
≤2
N∑
i=1
∥∥yˆik−1 − ¯ˆzk−1∥∥ . (85)
Next, consider each summand on the right of (85). Using the
update rule in (12b) and the triangle inequality for each i ∈ N ,
we have that∥∥yˆik−1 − ¯ˆzk−1∥∥ =∥∥∥ N∑
j=1
(
Qijk−1 − 1N
)
zˆjk−1
∥∥∥
≤
N∑
j=1
∥∥∥(Qijk−1 − 1N ) zˆjk−1∥∥∥
≤
N∑
j=1
∣∣∣∣Qijk−1 − 1N
∣∣∣∣ ∥∥∥zˆjk−1∥∥∥ (86)
It is now possible to utilize the bound in (28) (see Assumptions
4-5) as follows.∥∥yˆik−1 − ¯ˆzk−1∥∥ ≤ N∑
j=1
ΓγS(k−1)−1
∥∥∥zˆjk∥∥∥
≤ΓγS(k−1)−1
N∑
j=1
∥∥∥zˆjk−1∥∥∥ (87)
Since the right-hand side is the same for all i ∈ N , substituting
(87) into (85), we obtain the desired result where the bound
includes an additional factor of 2N .
Proof of (33): Next, we establish that the
∑N
i=1
∥∥zˆik−1∥∥
is upper bounded by an affine function of k. The result follows
in a straightforward manner from the fact that every update
entails adding bounded terms. Specifically, taking norm and
applying the triangle inequality to (12a), we obtain∥∥zˆik−1∥∥ ≤∥∥xˆik−1∥∥+ α ∥∥∥∇fˆ ik−1(xˆik−1)∥∥∥ (88)
≤∥∥xˆik−1∥∥+ αM (89)
where (89) follows from Assumption 2. Taking summation
over i ∈ N , we obtain
N∑
i=1
∥∥zˆik−1∥∥ ≤ N∑
i=1
∥∥xˆik−1∥∥+ αNM. (90)
In order to develop an upper bound on the first term in (90),
we use the property (65) to obtain
xˆik−1 = yˆ
i
k−2 − α∂gˆk−2(xˆik−1) (91)
Again taking norm on both sides and using triangle inequality,
we get ∥∥xˆik−1∥∥ ≤∥∥yˆik−2∥∥+ α ∥∥∂gˆk−2(xˆik−1)∥∥ (92)
≤ ∥∥yˆik−2∥∥+ αM (93)
where the bound on the subgradient follows from (25). Ob-
serve further that yˆik−2 is a convex combination of {zˆik−2}Ni=1
since yˆik−2 =
∑N
j=1Q
ij
k−2zˆ
j
k−2 and Qk is doubly stochastic
as it is a product of doubly stochastic matrices. Therefore
from the convexity of the norm, it follows that
∥∥yˆik−2∥∥ ≤∑N
j=1Q
ij
k
∥∥zˆik−2∥∥, implying that
N∑
i=1
∥∥xˆik−1∥∥ ≤ N∑
i=1
N∑
j=1
Qijk
∥∥∥zˆjk−2∥∥∥+ αNM
≤
N∑
i=1
∥∥zˆik−2∥∥+ αNM (94)
Substituting (90) into (94), we obtain
N∑
i=1
∥∥zˆik−1∥∥ ≤ N∑
i=1
∥∥zˆik−2∥∥+ 2αNM (95)
≤
N∑
i=1
∥∥zˆi0∥∥+ 2αNM(k − 1) (96)
which is the required result.
APPENDIX D
PROOF OF LEMMA 3
The proof is split into two parts, corresponding to obtaining
bounds on ‖ek‖ and ‖εk‖.
Bound on ‖ek‖: Recall that the gradient error ek is
defined as
ek =
1
N
N∑
i=1
(∇fˆ ik(xˆik)−∇fˆ ik(¯ˆxk)). (97)
Taking norm on both sides, using triangle inequality, and
Assumption 1, we obtain
‖ek‖ ≤ 1
N
N∑
i=1
∥∥∥(∇fˆ ik(xˆik)−∇fˆ ik(¯ˆxk))∥∥∥
≤ 1
N
N∑
i=1
L
∥∥xˆik − ¯ˆxk∥∥ (98)
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Next, using the upper bound established in Lemma 2, the
required bound becomes
‖ek‖ ≤ 2LΓγS(k−1)−1
N∑
j=1
∥∥∥zˆjk−1∥∥∥
≤ 2LΓγS(k−1)−1
[
N∑
i=1
∥∥zˆi0∥∥+ 2αNM(k − 1)
]
. (99)
Bound for ‖εk‖: Using the definition of εk in (22) and
the triangle inequality, we obtain
‖εk‖ =
∥∥∥∥∥ 1N
N∑
i=1
proxαgˆk(y
i
k)− proxαgˆk(¯ˆzk)
∥∥∥∥∥ (100)
≤ 1
N
N∑
i=1
∥∥proxαgˆk(yik)− proxαgˆk(¯ˆzk)∥∥ (101)
≤ 1
N
N∑
i=1
∥∥yik − ¯ˆzk∥∥ (102)
where (102) follows from (64). Therefore, using the bound in
(87) we have that
‖εk‖ ≤ ΓγS(k)−1
N∑
j=1
∥∥∥zˆjk∥∥∥ (103)
≤ ΓγS(k)−1
[
N∑
i=1
∥∥zˆi0∥∥+ 2αNMk
]
(104)
The required bound on δk follows from combining the two
parts of the proof.
APPENDIX E
PROOF OF THEOREM 1
For the sake of compactness, let `it := f
i
t + gt. Recall that
xit = x
i
btc = x
i
tk
for k such that tk ≤ t < tk+1. Using the first
order convexity condition, we have that
RegDT =
1
N2
T∑
t=1
N∑
i=1
N∑
j=1
(
`jt (x
i
t)− `jt (x?t )
)
≤ 1
N2
T∑
t=1
N∑
i=1
N∑
j=1
〈∇`jt (xibtc),xibtc − x?t 〉 (105)
Using Cauchy Schwartz inequality and gradient boundedness
on the right hand side of (105), we obtain
RegDT ≤
1
N2
T∑
t=1
N∑
i=1
N∑
j=1
∥∥∥∇`jt (xibtc)∥∥∥∥∥∥xibtc − x?t∥∥∥
≤ 2M
N
T∑
t=1
N∑
i=1
∥∥∥xibtc − x?t∥∥∥ (106)
≤ 2M
N
T∑
t=1
N∑
i=1
(
∥∥∥xibtc − x?btc∥∥∥+ ∥∥∥x?btc − x?t∥∥∥)
=
2M
N
T∑
t=1
N∑
i=1
∥∥∥xibtc − x?btc∥∥∥+ 2M T∑
t=1
∥∥∥x?btc − x?t∥∥∥ . (107)
It can be seen that the dynamic regret is a sum of two
components, namely terms depending on the optimality gap
and on the path length. Of these, the first component only
contains the optimality gap evaluated at times btc ∈ T since
the agents takes actions only at those times. The second term
in the (107) also contains the error incurred due to sampling
the objective function intermittently and depends on both, the
path length and the sequence {S(k)} as will subsequently be
shown.
First consider the optimality gap in (107), which can be
bounded by first converting the indexing to k and then adding
and subtracting the network averaged iterates ¯ˆxk. For any t ≥
1, it holds that
T∑
t=1
N∑
i=1
∥∥∥xibtc − x?btc∥∥∥ = K∑
k=1
N∑
i=1
(S(k) + 2)
∥∥xˆik − xˆ?k∥∥ (108)
≤
K∑
k=1
N∑
i=1
(S(k) + 2)(
∥∥xˆik − ¯ˆxk∥∥+ ∥∥¯ˆxk − xˆ?k∥∥) (109)
≤ (S(K) + 2)
K∑
k=1
N∑
i=1
(
∥∥xˆik − ¯ˆxk∥∥+ ∥∥¯ˆxk − xˆ?k∥∥) (110)
where (110) follows from the triangle inequality and the fact
that S(k) is non-decreasing in k so that S(k) ≤ S(K) for all
k ≤ K. The first term in (110) can be bounded in from Lemma
2 while the second term can be bounded from Corollary 1 to
yield
T∑
t=1
N∑
i=1
∥∥∥xibtc − x?btc∥∥∥
≤
T∑
t=1
2ΓγS(k−1)−1N
[ N∑
i=1
∥∥zˆi0∥∥+ 2αNM(k − 1)]
+
N(S(K) + 2)
1− ρ
(
ρ
∥∥¯ˆx0 − xˆ?0∥∥+ CT + ET ) (111)
= O(RT (1 + ET + CT )) (112)
where (111) also uses the bounds in Lemma 3. The second
term in (107) can be bounded by observing that
T∑
t=1
∥∥∥x?btc − x?t∥∥∥ ≤ T∑
t=1
t−1∑
τ=btc
∥∥x?τ+1 − x?τ∥∥ (113)
≤ (S(K) + 2)CT = O(RTCT ) (114)
Combining the bounds in (111) and (114), and substituting
S(K) + 2 = RT , we obtain the desired regret bound as
RegDT ≤ O(RT (1 + ET + CT )). (115)
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