Abstract: This paper presents a solution to tuning linear predictive controllers for non-linear time varying systems based on using benchmarking ideas. The technique is based on estimating analytically the expected total cost for different tuning parameters. The control engineer can then select the parameters that give lower cost. A case study involving the tuning of LQGPC controller for a pH plant is presented.
INTRODUCTION
Benchmarking and performance assessment techniques were first applied by Rank Xerox in the late 1970s for business processes. But the interest of the control community is more recent. The paper by Harris (1989) was a turning point in the field. He used minimum variance control as a benchmark for controller loop assessment. Since then, many papers have been published. For a review of performance assessment techniques see Joe (1998) , Harris er al. (1996) , Cinar and Undey (1999) , Huang and Shah (1999) , Huang and Tamayo (2000) , Edgar (2000,2001) and Grimble (2001b) .
Performance assessment ideas can be applied to any type of predictive controller, in fact, to any controller. However, the "benchmark" controller chosen was the LQGPC (Linear Quadratic Gaussian Predictive Controller) in state space form because of its good stability properties (Grimble, 2001a) .
Predictive control is an advanced control technique that is equally regarded by industry and academia. Basic ideas are easy to follow, but there are several parameters to tune and not many rules for tuning them. Tuning is often dependent on the experience of the engineer. Our objective is to show that fiom the study of some cost functions, the prediction horizon can be set according to a pre-specified criteria.
The following sections will present the LQGPC controller, the selected benchmarking criterion, the application of the technique to a pH plant and some conclusions.
PREDICTIVE CONTROL
Model Based Predictive Control (h4BPC) is a control strategy based on the explicit use of a model to predict the process output over a period of time (Maciejowski, 2002) . At each sampling time the future control signals are calculated by minimization of a cost function, which is usually defined as a weighted combination of tracking errors and control variations. In most predictive control algorithms, a receding control horizon technique is applied the calculations are repeated every sampling time, to take into account the difference between the predicted state and the measured state.
The controller strategy considered in this paper is a multivariable predictive controller based on the Linear Quadratic Gaussian Predictive Controller (LQGPC: Grimble, 1997) . The basic ideas of LQGPC design are now presented.
2.I.LQGPC
The main advantage of LQGPC design is that, compared with other techniques predictive control techniques (such as the popular GPC, Clarke et al., 1987) , LQGPC ensures guaranteed stability properties for all cost weightings (Grimble, 1997; Grimble, 2001a) . This stems fiom the fact that the control at time t is not affected by the future control computations, so a controller equivalent to an LQG design is (Grimble, 1992) .
The vector of future predicted values of the input signal is obtained in a statistical way, minimizing the expected value of the cost function (Equation 1).
J = E
J is called a dynamic performance index and it is taken as the nominal benchmark cost. The error (Q) and control @ weightings can be j dependent. Grimble (1997) showed that based on some assumptions, selection of an adequate state-space representation can transform this problem to an equivalent LQG problem:
PREDICTIVE CONTROLLER TUNING USING PERFORMANCE ASSESSMENT IDEAS
The first step of the performance assessment method proposed is to develop a simple analytic expression for the minimum cost fimction that could be achieved if the model were identical to the plant.
In the case of LQGPC, assuming that the states are estimated using an Optimal Kalman filter, Grimble (2001) showed that the cost that minimizes equation 1 (and by equivalence equation 2) can be calculated analytically as:
Equation 3 (Matrices Kfi Pc, Pfi Qc and Rf are defined in Grimble, 2001 , and they can be calculated by solving two Riccatti equations).
compare the results. This can be done by means of simulation. In the case we are studying, the cost is calculated for different prediction horizon values (typically, this is introduced in a loop: for Ny=l to N , ) and the selected value would be the one that gives the minimum cost. This is the criterion for selecting the value of the prediction horizon.
If only the cost in equation 3 is considered, the parameter selection can give inadequate control signals. Thus, it is also important to check the variance of the control signal (equation 4).
Equation 4 This variance can be calculated from:
(Matrix P , is defined in Grimble (2001)).
To select optimal tuning parameters, the proposal is to use a weighted combination of these variances, so the minimum can be evaluated. The linear combination, with constant weight (that can be selected based on the acceptable control variance) is defined as:
This new index could be used for online tuning of predictive controllers: it would be only necessary to calculate the parameters that minimise a positive combination of the Minimum Feedback Cost and the Control Effort. For example, if Ny is the parameter to be selected, the following minimization can be performed
Equation 7
As previously noted, it would be very useful to obtain a procedure such that the prediction horizon can be set automatically. Equation 3 gives the control designer a simple method to compare the expected performance of controllers for different tuning parameters: it is only necessary to calculate the cost in equation 3 for each situation and
CASE STUDY: pH CONTROL PLANT

SYSTEM DESCRIPTION
This pH-control plant consists of a stirred tank where a solution of high concentration of HC1 is mixed with water to obtain a liquid of controlled pH, which ranges from 2.0 to 4.0. The mixtures pH is measured using a pH-meter (Kent EIL9143), which presents appreciable inertia. The water is fed fiom a tank using a pump, which produces a variable flow depending on the level of liquid in the tank. (Figure 1 ).
Different experiments were carried out in the real system to obtain input-output data to estimate a model to design the LQGPC controller. Using identification techniques, the estimated plant model obtained was:
1 -3.616882-1 + 5 . 1 6 2 3 6~-~ -3 . 4 5 9 9~~~ + 0 . 9 1 4 5 3~-~ which corresponds to a stable 4'-order system with negative gain. The step response is shown in Figure 2 .
The difficulty of tuning predictive controllers in this system comes fiom the small sample time, which must be selected to ensure good control at every working point: Due to the varying dynamics, the time constant changes at different working points, so the sample time is selected based on the fastest dynamic. Figure 3 shows a typical open-loop experiment, where the varying dynamics can be observed. The sample time necessary to obtain good control at every working point is 1.6 sec. This means that at the nominal working point the stabilization time is about 800 sec., and the selection recommended in the literature for the prediction horizon would be about 500 samples, which would make the predictive controller time-consuming. Also, due to the fact that the linear model used in the predictive controller is only an approximation to the non-linear system, most of the predictions will be useless if the prediction horizon is too large. 
TUNING OF THE PH CONTROLLER USING PERFORMANCE ASSESSMENT IDEAS
The tuning technique previously discussed was applied to the model of the pH plant: Then fiom the Plots of the Minimum Feedback Cost and the Control Covariance the prediction horizon can be selected: Figure 4 shows the variation of the Feedback Cost and Figure 5 shows the Control Covariance with the prediction horizon. As it is expected, control action go down and stay low, since set point future information reduces the control activity. On the other hand, the minimum feedback cost increases, since it involves a sum of cost terms.
Based on these plots the control engineer could select Ny=Nu=4 as an adequate prediction (and control) horizon: It can be seen that for Ny=NU>4 there is no improvement in performance when increasing Ny: the Feedback Cost increase, without reducing the control variance.
This selection of Ny could be done automatically by minimizing the total weighted cost as defined in equation 6. The plant steady state gain, is approximately kdc = -0.003. Taking into account that the cost function is quadratic, we can select a = = k& . Finally, to check the behaviour predicted by the performance assessment technique, the optimal controller was calculated for different horizons and the feedback response was checked. For example, figures 7 to 9 show the closed-loop step response with the LQGPC controller tuned for different parameters: it can be seen that there is not clear improvement when increasing the horizons from 4 to 9. However, reducing the number of degrees of fieedom (Ny=Nu=2) makes the control signal more active, and worsens the performance. The control signals are compared in Figure 10 , where it can be seen that reducing the number of degrees of freedom fiom 4 to 2 increases the control activity. On the other hand, increasing the number of degrees of freedom above 4 (Ny=Nu>4) does not have a significant effect on the control signal.
1.2
It must be pointed out that, for clarity and simplicity the control and prediction horizons have been kept equal in this examples: If NU=Ny increasing Ny has not differential effect on control/error weighting.
.
Step Response: LQGPC OUTPUT FEEDBACK (n=2) Figure 7: Step Response (Ny=Nu=2)
Step However the technique can also been applied for several independent parameters, only that a more complicated optimization problem must be solved, as there are two independent variables. In general terms, keeping Nu fixed and increasing Ny results in more terms in the error cost, and Jfin usually increases. This is like increasing error weighting relative to control weighting. Thus, error reduces and control activity increases. Nonetheless, initially more set point future information results in the opposite effect. Thus, keeping Nu constant control activity falls initially and increases later.
CONCLUSIONS
Predictive control is widely used in industry, but one disadvantage is that it is not possible to be sure the choice of parameters is optimal in any sense. Of course, there are some rules of thumb for tuning them, but can we rely on them?. The method presented in this paper offers a mathematical altemative. It is shown how it is possible to select tuning parameters based on the evaluation of simple expressions for cost functions. In particular, it is shown by way of an example using LQGPC how the favoured prediction horizon can be chosen as the one that gives the smallest cost functions.
The technique presented in this paper can be applied to any system controlled with an LQGPC controller. Using the cost hnctions presented in previous sections, the prediction horizon can be selected to minimise them.
Although the results presented in this paper are promising, further work can be done in the area: setpoint knowledge should be introduced in the benchmarking, online tuning of predictive controllers could be studied, and the consideration of constraints in the benchmarking.
