Based on direct numerical simulations, the paper investigates momentum fluxes and hydrodynamic stresses within and above a mobile granular bed in a turbulent open-channel flow laden with monodisperse spherical particles. Two simulation scenarios are considered: one with partially mobilized particles ("heavy" particles) and another with all particles in motion ("light" particles). The momentum fluxes were computed as temporal and spatial averages following the double-averaging methodology for rough-bed flows. The analysis, hence, allows the DNS data to be convoluted in a rigorous way to provide detailed description and quantification of the physical mechanisms involved in momentum exchanges. In particular, it was found that heavy particles create streamwise bedforms causing heterogeneity in the spanwise direction. This yields significant form-induced momentum fluxes that cannot be neglected. For both scenarios, the mobile particles take up a substantial amount of the momentum supplied, which ultimately increases the hydraulic resistance of the channel. These effects enhance and stabilize secondary flows in the channel.
Introduction
Understanding, predicting, and measuring sediment transport in open-channel flows is an important task in many hydraulic and environmental applications such as the management of streams and reservoirs, maintenance of sewerage systems, or optimizing pipelines for pneumatic conveying. The physical processes associated with sediment transport are diverse and occur at different temporal and spatial scales. Scientists and engineers have tried to understand and model these processes for more than a century (e.g. Dey, 2014; Graf, 1996; Mavis, Ho, Tu, Liu, & Soucek, 1935; Williams, 1937; Yalin & Ferreira da Silva, 2001 ). However, many aspects of sediment transport are still poorly understood and progress in deriving sound concepts for modelling and predicting sediment transport has been slow.
The main reason for this is likely to be associated with the experimental difficulties in obtaining high-resolution data under challenging conditions of mobile-bed flows. This is especially true for situations where sediment preferentially accumulates, which is commonly known as particle clustering (Seminara, 2010; Toschi & Bodenschatz, 2009 ). On top of that, understanding of sediment phenomena requires sound quantitative frameworks for describing sediment transport and associated turbulent flow. Thus, the research in this area remains very active and intensive efforts have been undertaken recently to address these problems (e.g. Ancey & Heyman, 2014; Ferreira, Franca, Leal, & Cardoso, 2012; Furbish, Haff, Roseberry, & Schmeeckle, 2012; Lajeunesse, Malverti, & Charru, 2010; Ma et al., 2015; Nikora, Ballio, Coleman, & Pokrajac, 2013, among others) .
The basis of the present work is high-resolution direct numerical simulations (DNS) of particle-laden flow over a rough bed presented in Vowinckel, Kempe, Fröhlich, & Nikora, 2012) , where the fully coupled system is considered (e.g. Balachandar & Eaton, 2010) . The simulations resolved all relevant scales down to the sub-particle scale by employing the immersed boundary method (IBM). Hence, with sufficient computing power available, this numerical approach is a powerful tool for generating data for mobilebed conditions. A systematic analysis of the generated DNS data is carried out following an approach known as the doubleaveraging methodology (DAM), which is based on temporal and spatial averaging in multiphase systems (e.g. Nikora et al., 2013) . It has been shown that this approach is a promising tool for integrating complex particle-fluid interactions in fluvial systems (e.g. Nikora & Rowiński, 2008) . The present study, indeed, illustrates that this approach is useful for rigorous coupling of sediment and flow motions as well as for up-scaling of the physical processes occurring at grain or bedform scales. Application of this methodology for mobile-bed conditions, however, remains challenging as it requires highresolution data in both space and time. In a companion paper (Vowinckel, Nikora, Kempe, & Fröhlich, 2017) , the DAM was successfully applied to DNS data in the analysis of the momentum balance in a turbulent flow over a mobile granular bed. Vowinckel, Nikora, et al. (2017) provide details on the spacetime sampling and averaging strategies and report a detailed assessment of the key terms of the double-averaged momentum balance. The goal of the present study is to assess governing physical mechanisms by means of spatially-averaged momentum fluxes and link them to the typical flow and bed surface patterns observed in the simulations to gain a deeper insight into the fluid-particle interactions. Utilizing the DAM, our approach allows detailed assessment of particle distribution and momentum fluxes in the channel at a local (grain) scale. The obtained data is then exploited to assess a full global momentum balance and to investigate dominant flow features such as secondary currents.
The paper is structured as follows. First, the numerical method and the computational scenarios are briefly summarized in Sections 2 and 3. Then, in Section 4 the governing averaging operators are outlined as well as an integral formulation for the double-averaged momentum balance and the spatiallyaveraged momentum fluxes. Section 5 presents estimates of the spatially-averaged momentum fluxes accounting for both local effects at the grain scale and global flow properties. In addition, highly resolved wall-normal profiles of the stresses within and over mobile granular bed are provided. The paper closes with an analysis of the secondary currents that typically emerge in channels with low sediment transport rates when streamwise ridges are formed (Allen, 1982; Nezu & Nakagawa, 1993) . The results clearly highlight the capability of the DAM to condense the detailed information into physically meaningful quantities and give new insight into the complex mechanisms involved in sediment transport.
Numerical method

Immersed boundary method and collision modelling
The DNS data analysed in the present study were generated using fully-resolved simulations of particle-laden flows over a horizontal bed using the IBM. This approach has become the method of choice when the data at the sub-grain scale are required (Kempe & Fröhlich, 2012a; Uhlmann, 2005; Vowinckel, Jain, Kempe, & Fröhlich, 2016) . A full description of the DNS employed in the simulations can be found in Kempe and Fröhlich (2012a) and Kempe, Vowinckel, and Fröhlich (2014) , and therefore only a brief summary is provided here. The unsteady three-dimensional Navier-Stokes equations for incompressible fluid are used:
where τ is the fluid stress tensor:
and (u, v, w) T is the velocity vector, ρ f is the fluid density, p is pressure, ν f is the kinematic viscosity, f IBM is a source term introduced as explained below, and I is the identity matrix. A Cartesian coordinate system is employed, where x, y, and z are the streamwise, wall-normal, and spanwise coordinates, respectively. The term f = (f x , 0, 0)
T represents an artificial volume force driving the mean flow in the streamwise direction and is adjusted so as to impose a given bulk Reynolds number.
The spatial discretization of Eqs (1) and (2) is performed by a second-order finite-volume scheme on a fixed Cartesian grid with staggered positions of the variables. The convective terms are treated with an explicit Runge-Kutta three-step method and the viscous terms with an implicit Crank-Nicolson scheme. The divergence-free velocity field at the end of each Runge-Kutta sub-step is obtained by the solution of a Poisson equation for the pressure correction and subsequent projection. The dispersed phase is represented by an enhanced IBM, which extends the method of Uhlmann (2005) .
To model particle-particle contacts, the adaptive collision model (ACM) is used (Kempe & Fröhlich, 2012b) . The ACM accounts for the relevant mechanisms and forces that have to be modelled during the collision process: short-range lubrication forces, normal forces during surface contact (by imposing the correct restitution coefficient), and tangential forces due to friction between particles. The ACM was validated in great detail in Kempe and Fröhlich (2012b) . Previous investigations of particle transport in a similar setup as presented here showed that the ACM yields realistic results which are in agreement with experimental evidence Vowinckel et al., , 2014 .
Computational set-up
The computational set-up of the studied horizontal flow is the same as described in and . The considered free-surface flow features periodic boundary conditions in streamwise and spanwise direction. A free-slip condition is employed at the top boundary. The sediment bed is modelled by one layer of 6696 fixed hexagonally packed mono-disperse spheres of diameter D. The origin of the vertical coordinate y was set at the crest of the fixed spheres. The computational domain is
where H is the channel height. The Reynolds number R b = U b H /ν f is 2700 for an unladen flow, where U b is the bulk velocity. The friction velocity is defined as u τ = τ w /ρ f , where the wall shear stress τ w is obtained by extrapolating the total shear stress of an unladen flow down to y = 0. The shear velocity of the unladen flow is used here to provide estimates of the roughness regime, the grid resolution, and an a priori estimate of the Shields parameter (Shields, 1936) :
for the particle-laden case, where ρ p is the particle density and ρ = (ρ p − ρ f )/ρ f . Note that a priori quantities are not used for scaling flow parameters. The resulting particle Reynolds number D + = u τ D/ν f = 19.2 indicates that the simulated flow corresponds to the transitionally rough hydraulic regime (Schlichting, 1960) . The present set-up is based on the experimental design of Cameron, Nikora, and Coleman (2008) , who used glass spheres of diameter D = 11.1 mm and oil as a fluid leading to the Reynolds numbers similar to our study. Each particle is resolved with 22 points per diameter resulting in a resolution
.86 in terms of wall units where x = y = z are the cell sizes of the isotropic, equidistant mesh in streamwise, wall-normal, and spanwise directions, respectively. This results in a total number of 645 million grid cells.
Simulation scenarios
Key parameters
To assess the momentum fluxes and the particle-fluid interactions in flows over mobile granular beds, two distinct simulation scenarios were studied with different bed mobility, representing partially and fully mobilized conditions. In both scenarios, 2000 mobile particles of the same diameter as the particles of the fixed bed were released in the outer flow. The first scenario corresponds to near-critical bed conditions (case HP: "heavy particles"), while the second scenario corresponds to a mobile bed (case LP, "light particles"). The bedload transport rates for the two cases areṁ sed /ṁ f = 0.0024 andṁ sed /ṁ f = 0.0098, respectively, whereṁ sed is the total mass flux of sediment (Ballio, Nikora, & Coleman, 2014) andṁ f is the fluid mass flux. The Shields parameters are Sh/Sh crit = 0.7 and Sh/Sh crit = 2.2, respectively, where Sh crit = 3.4 × 10 −2 is the nominal critical threshold of incipient motion according to Shields (1936) . After an initialization period of 40T b (case HP) and 20T b (case LP) to reach steady-state conditions, the simulations were run for the total simulation time of 175 T b (case HP) and 134 T b (case LP), where T b = U b /H is the bulk time unit. Preliminary analysis showed that the generated data are sufficient for obtaining fairly converged first and second-order statistics in the major part of the simulation domain (Vowinckel, Nikora, et al., 2017) . In the following, a summary of the key flow features of the two scenarios are given recapping the preliminary analyses presented in and .
Scenario with heavy particles (HP)
The particles in scenario HP are partially mobilized and form some typical patterns. In particular, streamwise clusters of resting particles can be observed in Fig. 1 (particles coloured by their velocity u p ). These clusters align in the streamwise direction and induce large regions of low speed fluid (visualized in blue in Fig. 1a ) due to the particle velocities being orders of magnitudes smaller than the fluid velocity in this region. A similar observation is reported for laboratory experiments at low transport rates, where ridges with an average spanwise spacing of 2H are found (e.g. Allen, 1982; Karcz, 1966; Nezu & Nakagawa, 1993; Shvidchenko & Pender, 2001; Yalin & Ferreira da Silva, 2001) . In these references, it is argued that between the ridges two counter-rotating cells of secondary flow develop, sweeping moving particles out of the troughs towards the ridges. The ridges of the HP simulation scenario show a very similar pattern as observed in the experiments (Fig. 1) . The particle clusters develop to different extents in the streamwise direction, keeping at the same time an average spacing of 2H in the spanwise direction. The most pronounced cluster emerges at z ≈ 2H and spans over the entire streamwise extent of the channel. A large cluster (but smaller than the previous) is also visible at z ≈ 0H. Another cluster with a rather disturbed pattern can be identified at z ≈ 4H. In addition, there is some irregularity in the overall pattern, with a number of scattered, small-sized particle clusters. The three observed large scale particle clusters, however, clearly introduce spatial heterogeneity in the sediment bed topography in both streamwise and spanwise directions.
Scenario with light particles (LP)
Contrary to the HP scenario, the light particles do not form well-defined clusters at flow scales. These particles travel with a Vowinckel, Nikora, et al., 2017) significant streamwise velocity over the fixed bed (Fig. 2) . It has been shown in detail by that the fairly uniform distribution of particle kinetic energy prevents formation of reasonably stable clusters of light particles during the simulation time. Hence, this situation yields a fairly even distribution of the particles and no clusters of resting particles are observed.
Integral formulation of the double-averaging methodology
Double-averaged quantities
The present analysis was performed on the basis of the DAM for flows over mobile granular beds (Nikora et al., 2013) . The DAM employs averaging operators similar to those used in studies of porous-media flows and multiphase flows (e.g. Gray & Lee, 1977) . A starting point is the distinction between the two phases, solid and liquid, by a clipping function equal to 1 in the fluid and 0 otherwise. The consecutive time-space averaging operator for scalar fluid quantities θ can be defined as:
Here, an overbar denotes time averaging, angular brackets indicate spatial averaging, V 0 is the total volume of the averaging domain, T 0 is the total averaging time, and φ T = T f /T 0 is the time porosity where T f is the time during which a given location is occupied by fluid. The parameter φ Vm = V m /V 0 is the space porosity where V m is the volume within V 0 occupied by fluid (even briefly) within the total averaging time T 0 . The operatorsθ and θ (without any sub-and superscripts)
denote the so-called intrinsic averaging over sub-domains that are actually occupied by fluid. The superscript s denotes the superficial average over the entire volume V 0 and/or entire averaging time T 0 . As a consequence, the total porosity of the double-averaged mobile granular bed can be defined as
The averaging operator of Eq. (5) is to be distinguished from the intrinsic averaging operator:
which averages over time T f and volume V m when a point is actually occupied by the fluid. Note that the intrinsically and superficially averaged quantities are connected via the porosities (e.g.
The averaging operators of Eqs (5) and (6) give rise to a modified Reynolds decomposition for intrinsic quantities, since deviations in both time and space are possible:
In Eq. (7), the prime indicates a deviation of the instantaneous value from the time-averaged quantity and the tilde indicates deviation of the time-averaged value from its spatially averaged counterpart.
The averaging time was chosen to be the total simulation time (but excluding the initialization period mentioned in Section 3.1), to maximize statistical convergence. Two options for spatial averaging were explored: a "local" averaging domain of volume:
covering the entire streamwise extent of the computational domain L x but well resolving the spanwise heterogeneity; and a "global" averaging domain of volume:
covering the entire streamwise L x and spanwise extents L z , of the computational domain. The wall-normal extent of both averaging domains (Eqs (8) and (9)) is chosen to be the numerical grid cell size of the DNS in wall-normal direction ( y ) to guarantee a proper resolution of the wall-normal gradients for evaluation of the DAM-based quantities. In the following, averages using Eq. (8) are referred to as "local", whereas averages using Eq. (9) are named "global".
Integral formulation for global averages
The bulk momentum balance of the present numerical set-up can be assessed by the integral formulation of the double-averaged momentum balance. A starting point is the double averaged Navier-Stokes equations for mobile bed conditions as proposed by Nikora et al. (2013) and employed in Vowinckel, Nikora, et al. (2017) :
where the first and second terms represent local and convective acceleration, the third term is the momentum supply, the fourth term is the pressure gradient, the fifth, sixth, and seventh terms are contributions from turbulent, form-induced, and viscous stresses, respectively. The eighth and ninth terms are stress terms related to potential spatial correlations between temporal porosity and time-averaged velocities. Finally, the 10th and 11th terms represent pressure drag and viscous friction at the fluidparticle interfaces S int , where n i is the unit vector normal to the particle surface and directed into the fluid. The globally"-averaged momentum balance can be used to obtain spatially-averaged momentum fluxes by integrating Eq. (10) in the vertical direction, from an elevation y to the upper boundary of the simulation domain. The free-slip boundary condition imposed at the top of the domain means that ∂u ∂y = ∂w ∂y = 0 and v = 0. Since the derivatives in the x-and z-directions of the globally averaged quantities vanish due to the periodic boundary conditions, only terms with indices i = 1 and j = 2 may differ from zero. This yields:
where n x = n 1 and n y = n 2 , as defined in Eq. (10). The integrated terms in Eq. (11) represent momentum fluxes of different origin and are functions of the vertical coordinate only.
Integral formulation for local averages and secondary currents
It is known that turbulent flows over streamwise ridges of resting particles, observed in the HP scenario, typically exhibit secondary currents in the form of counter-rotating cells, a feature referred to as Prandtl's secondary flow of second kind, caused by anisotropy in turbulence (e.g. Bradshaw, 1987) . These secondary currents can be quantified with the mean streamwise vorticity:
Typical absolute values for the mean wall-normal and spanwise velocity components reach up to 5% of the bulk velocity (Nezu & Nakagawa, 1993) . For geometric and kinematic reasons, secondary cells alternate in sign and have an extent of about H in the wall-normal and spanwise directions, resulting in a spacing of 2 H between ridges. The role of the secondary cells in the flow structure can be investigated employing the DAM framework with local averaging in space, i.e. using the averaging domain of volume V 0,2 according to Eq. (8). Akin to Eq. (11), the local double-averaged momentum balance for i = 1 includes the terms representing the lateral momentum exchange. Based on the analysis presented in Vowinckel, Nikora, et al. (2017) , the momentum flux due to spatial correlations (terms 8 and 9) were not included in the analysis due to their small values. Contributions of the interfacial terms 10 and 11 in studying secondary currents were also neglected because the secondary flow predominantly evolves in the flow region above the bed, where no bed particles are present (e.g. . These simplifications allow us to make the following approximation for the steady flow case (i.e. the time derivative is assumed to be equal to zero): (13), hence, can be assigned, at least conceptually, to the stresses induced by secondary currents τ sec . The DAM framework allows evaluating this contribution in a consistent manner and suggests that the following expression can be useful:
where the local average is applied; y is an independent variable, τ sec is a function of z and y and thus can be visualized in the x and y plane. Note that the last term on the right-hand-side of Eq. (14) was referred to as the so-called "apparent" stress by Myers (1978) and Shiono and Knight (1991) , and is known to be the most important part in Eq. (15).
Results
Porosities and double-averaged velocities
The distributions of the key double-averaged quantities, including the bed porosities, are shown in Figs 3-6. These figures are organized as follows. To allow easy comparison, the quantities related to the HP scenario are placed on the left-hand side while the results for the LP scenario are given on the right-hand side. The spatial distribution of each parameter is displayed as a twodimensional plot of their locally averaged values with the colour scale always the same for all plots assembled in one figure. Note that the axes are not to scale for theses plots. For technical reasons, the vertical axis was exaggerated by a factor of 2 with respect to the horizontal axis. A one-dimensional plot on the right of each figure represents the global average using V 0,1 . As discussed in Section 4.1, the total time-space porosity φ VT can be presented as the product of the spatial porosity φ Vm and 214 B. Vowinckel et al. Journal of Hydraulic Research Vol. 55, No. 2 (2017) the spatially averaged temporal porosity φ T . In this regard, (1 -φ VT ) represents the portion of the averaging domain that has not been visited at all by fluid during the averaging time T 0 , while φ T is a measure of the porosity of the mobile granular bed. Figure 3 reveals that for y > 0, i.e. above the layer of fixed particles representing the rough wall, φ Vm = 1 for both cases HP and LP. This stems from the fact that, although the ridges are stable patterns, the individual particles constituting the ridges move, at least from time to time, so that each point above the fixed bed is visited by fluid during the averaging time. Hence, the total porosity of the ridges is equivalent to the spatially averaged temporal porosity φ T .
For the case HP, the lowest values of the porosity are obtained for the region 0 < y < 0.1H, in particular at z/H = 2, z/H = 4, and z/H = 6, albeit exhibiting different magnitudes. The ridge at z/H = 2 proved to be stable over the entire simulation time. At z/H = 4 rather irregular particle forms were observed and a stable pattern with a finite streamwise extent was detected at z/H = 6. The particle clusters at z/H = 4 and z/H = 6 were found to propagate in the streamwise direction with a velocity much smaller than the bulk flow. The onedimensional profiles of the "global" porosity ( Fig. 3a and 3b) exhibit a minimum at the elevation y = 0.056H = 0.5D. At the locations z/H = 2, 4 and 6, the low porosity, combined with the particle clusters, decelerates the fluid over the whole flow depth and introduces a kink in the globally averaged streamwise fluid velocity profile at y = 0.11H = 1D (Fig. 4a) , similarly to the findings of Ferreira, Ferreira, Ricardo, and Franca (2010) . The level y = 0.11H = 1D corresponds to the upper crest of mobile particles moving on the fixed bed. The contours of the locally averaged flow velocities (Fig. 4a) reveal that the low momentum fluid is observed at the locations of minimal porosity which are associated with the particle clusters. Interestingly, Barros and Christensen (2014) , who experimentally investigated turbulent flow over an impervious fixed rough bed at a fully rough regime, found transverse flow heterogeneity associated with the transverse heterogeneity in the surface roughness. Our study suggests that the porosity effect is an additional factor explicitly linked to the flow heterogeneity and the occurrence of the secondary flows.
Compared to HP, the porosity distribution of the LP scenario is much more homogeneous. Nevertheless, four quite regularly spaced maxima of φ T and φ VT can be observed at z /H ≈ 0.6, 2.1, 3.8, and 5.3, which are reflected in the distribution of ū displayed in Fig. 4b . The wavelength of this pattern across the flow is 1.5 H and hence shorter compared to scenario HP. This is unexpected and could not be easily detected from animations or snapshots shown in Fig. 2 . Similar to HP (Fig. 4a) , velocity contours in Fig. 4b reveal transverse flow heterogeneity associated with the heterogeneity in bed porosity (Fig. 3) . It is important to note that bed roughness effects are not as profound here as in the HP case, thus strengthening our suggestion above about the potential importance of the porosity effects in generating secondary currents.
Momentum fluxes
In the following, the momentum fluxes due to the turbulent and the form-induced fluctuations, normalized by the fluid density, are presented in Figs 5 and 6. Although all flux components were explored, only the most prominent ones are reported here. Among them, the streamwise turbulent flux u u is largest, (Fig. 5) . Close to the free surface, the data support a conjecture that the kinetic energy is transferred from the vcomponent to the two horizontal velocity components (Nezu & Nakagawa, 1993) . Starting with scenario HP, it is noticed that u u exhibits maxima on both sides of the ridges. This is visible at y ≈ 0.07 H and even much higher above, where the distortions of the contour lines are significant (Fig. 5a ). It is also visible that the presence of particles, i.e. a low porosity, hampers the local turbulent fluxes in the near wall region at z/H = 2. This is especially true for w w (Fig. 5e) . The global average of the Reynolds shear stress u v displayed in the one-dimensional profiles of Fig. 5g peaks directly above the layer of mobile particles at y ≈ 1.5 D = 0.167H and becomes zero close to and within the fixed bed for both local and the global averages. There is also a kink at y ≈ 1D = 0.11H in the one-dimensional profiles of w w and u v . At this level, the cluster particles develop another local boundary layer with high viscous and turbulent shear stresses. Similar observations were made in the experimental work of Ferreira et al. (2010) .
The results for the HP case are now compared to those of the LP case. Although the number of mobile particles introduced is the same in both scenarios, the normalized turbulent fluxes shown in the right-hand plots of Fig. 5 differ quantitatively from those in the HP case. Indeed, the magnitudes of the globallyaveraged turbulent fluxes in the LP case are smaller by up to 50%. This is due to the fact that the momentum exchange of the light particles with the rough bottom by collisions and contacts is weaker, resulting in a lower relative particle velocity.
The effect of loss of kinetic energy due to collisions can be quantified by the particle Reynolds number R p based on the "global" slip velocity ( ū p − ū ), which reaches values of up to 110 for the HP case, while this quantity remains as low as R p = 40 for the LP case . For scenario LP, the spatial distribution of the locally averaged turbulent fluxes is noticeably more homogeneous, and the one-dimensional global profiles do not show the distinct kinks reported for w w and u v in the HP scenario. Slight distortions in the level lines of u u are visible though and localized near the points where φ T locally has larger values at the bottom (Fig. 3) .
The locally averaged form-induced momentum fluxes ũũ illustrate the effects of heterogeneity of the particle distribution for both scenarios. For the HP case, the streamwise flux ũũ shows fairly large values in the near-wall region (Fig. 6a) , which are of the same order of magnitude as reported for the turbulent momentum fluxes u u . In the outer flow, ũũ becomes negligibly small. Compared to the maximum of ũũ , the other two normal form-induced stresses, ṽṽ and ww , are two orders of magnitude smaller ( Fig. 6c and 6e) . The locally averaged form-induced shear stress ũṽ of the HP case, displayed in Fig. 6g , is mostly negative and exhibits some variability in vertical and spanwise directions. This pattern indicates the existence of at least two counter-rotating secondary current cells with upward fluid motion at approximately z/H ≈ 2 and downward motions of z/H ≈ 1.5 and z/H ≈ 2.5, albeit with different magnitude. Indeed, a high "hill" in the contour plot of ũṽ at z/H ≈ 2, superimposed with a "valley" in the contour lines of ū in Fig. 4a , suggests upward motions. An opposite picture is observed in the regions surrounding the locations at z/H ≈ 1.5 and z/H ≈ 2.5, where hills of the ū distribution coincide with the troughs of the ũṽ distribution, consistent with the downward fluid motions. A similar pattern is also observed in the vicinity of z/H ≈ 6. At both z/H ≈ 2 and z/H ≈ 6, the upward motions are associated with ridge crests clearly visible in Fig. 6 . The globally-averaged values of ũṽ appear to be nearly two times larger than their locally-averaged values. This discrepancy should not be surprising as the global averaging accounts for ridge-scale variability, which is much higher compared to the particle-scale variability that dominates locally-averaged quantities such as ũṽ .
For the LP case, all three locally-averaged normal forminduced stresses, i.e. ũũ , ṽṽ and ww , are smaller compared to their counterparts in the case HP while their spatial distribution is much less heterogeneous (Fig. 6) . The global averages of ũũ , ṽṽ and ww are also different, with the most notable feature being a sharp peak at the top of the fixed-bed particles in the ww distribution. The absence of such a distinct peak in the HP case reflects "smoothing" effects of bed ridges in the averaging process, making the near-bed peak much wider and spreading it over a layer from y/H ≈ 0 to y/H ≈ 0.2. The data obtained convincingly show that the form-induced stresses in flows over mobile granular-beds may substantially contribute to the overall momentum flux. Furthermore, the comparison of the present mobile-bed simulation data with clear-water laboratory data of Cameron et al. (2008) , collected at nearly the same background conditions, shows that although the maximum magnitudes of ũũ and ṽṽ in clear-water case are similar to the mobile-bed values in the simulations, their vertical distributions are distinctly different. In the clear-water case the values of ũũ and ṽṽ attain maxima at the particle tops and then sharply reduce to zero within a very thin layer from y/H ≈ 0 to y/H ≈ 0.04. The distribution and magnitude of the shear stress ũṽ in the clear-water case is also markedly different: ũṽ is positive, not negative as in the present mobile-bed case. It attains a maximum at the bed particle tops and is non-zero only within a very narrow layer from y/H ≈ 0 to y/H ≈ 0.02. Clearly, the bed mobility and bed structure significantly modify the distribution of all stresses ũ iũj , making it more influential compared to the clearwater case. This comparison advocates the urgency of collecting data on ũ iũj for a wide range of background conditions and different bed roughness to create a basis for mechanism-based parameterizations of form-induced stresses, which is currently absent. More details on time-averaged and globally-averaged turbulent quantities for the studied background conditions and clear-water case can be found in Cameron et al. (2008) and Vowinckel et al. ( , 2014 .
Bulk momentum balance and bed resistance
This section investigates the "globally" averaged momentum balance expressed by Eq. (11), to make a comparison between the different momentum fluxes in terms of their significance for the double-averaged momentum balance of Eq. (10). In it was argued that only the terms 3, 5, 6, 10 and 11 are significant for fixed-bed uniform turbulent flows with high submergences, while the terms 2 and 7 can be neglected (terms 8 and 9 vanish for fixed-bed flows). For the case of a mobile granular bed, this assumption does not necessarily hold, since particles are free to move and may activate momentum fluxes in the wall-normal direction that are negligible in the fixed-bed flows. Hence, all balance terms are accounted for in the present analysis to fully explore the importance of the different terms of Eq. (11). A direct evaluation of the interfacial terms 10 and 11 is not possible by construction of the numerical method (Kempe & Fröhlich, 2012a) . However, since the total momentum balance must add up to zero, the sum of the evaluated terms must be equal to the sum of the "out-ofbalance" terms comprising the local acceleration (term 1) and the two interfacial terms 10 and 11. Figure 7 highlights the importance of the different terms of the integral momentum balance wrapping-up the outcomes of Section 5.2. The most dominant contribution to the total stress originates from the turbulent fluctuations (term 5). This finding is consistent with the results of Shao, Wu, and Yu (2012) and Vowinckel et al. ( , 2014 that turbulent stresses are amplified by the introduction of particles substantially heavier than the fluid and much larger than the viscous length scales. Although it is noted in Section 5.2 that the form-induced momentum fluxes (term 6 in Eq. 11) can contribute to the momentum balance locally in the near-wall region, their contribution remains small if global averaging is considered. In the present case, the local acceleration (term 1 in Eq. 11) is close to zero as the averaging time is very long, so that the out-ofbalance quantity should be equal to the drag terms 10 and 11, thus representing the sink of momentum taken up by the mobile and fixed bed particles. These two terms vanish in the outer flow where no particles are present. Indeed, it is observed that the other terms in Eq. (11) add up to zero in that region, thus demonstrating that sufficient data were gathered to reach appropriate statistical convergence. The computed sum of terms 10 and 11 has two distinct kinks at y = 0 and y = 0.11H = 1D (Fig. 7) . As expected, the mobile particles of scenario HP, located mainly within 0 < y < 0.1H, take up the gross part of the momentum supplied by the driving volume force (term 3), whereas for scenario LP the strongest gradient of the drag terms is observed for the interval -0.05H < y < 0, i.e. within the interstitial spaces of the fixed granular bed.
Bearing in mind that at y = 0 and y = H terms 1, 2, 5, 6, 8, and 9 in Eq. (11) become negligible due to the boundary conditions, Eq. (11) can be integrated to obtain:
The terms on the right-hand side of Eq. (16) determine the bed resistance, i.e. the total wall stress, and are balanced by the momentum supply. As mentioned above, the direct computation of the right-hand side of Eq. (16) is not possible with the present data, but the evaluation of the left-hand side of this equation is possible and can be used to define a wall shear stress τ (p) w as:
where (p) indicates a posteriori values. This quantity represents the bed-shear stress, spatially averaged over a horizontal
, where the argument is used to distinguish it from locally averaged values. This quantity is induced by the bottom wall, the fixed particles, and the moving granular bed and yields the total stress taken up by the complex phase boundary in a straightforward manner. From the analysis conducted here, an a posteriori friction velocity
w /ρ f of the particle-laden flow can be determined and used to define the relevant dimensionless a posteriori quantities of the flow with bed-load transport, which are collected in Table 1 give an integral measure of the total hydraulic resistance introduced by the mobile bed. While the particle Reynolds number D + for the unladen rough-bed scenario is 19.2 (Vowinckel, Nikora, et al., 2017) , it is increased to D +(p) = 30.7 in scenario HP. Hence, increasing the amount of mobile particles by 30% of one layer of fixed spheres yields an increase of the bed shear stress by 60% (i.e. D +(p) /D + = 1.60). This shows that the patterns of mobile particles described in Section 3 act as factors substantially enhancing the hydraulic resistance of the bed. For scenario LP with the same number of mobile particles (but lighter), the particle Reynolds number is D +(p) = 25.8, which Shields (1936) applies to the threshold of mobilization and not to the situation of a sizable amount of sediment being transported. It furthermore assumes uniform roughness, which is no longer the case with non-uniform distribution of particles accumulating in clusters, such as the ridges encountered in scenario HP.
Secondary currents
As outlined in Section 4.3, secondary currents are often induced by turbulence anisotropy and show a typical cellular pattern with a wavelength of 2 H. Indeed, these features can be observed for scenario HP when considering the spatial distribution of the locally averaged turbulent momentum flux as well as the form-induced momentum flux (Figs 5 and 6 ). The effects of secondary currents in the HP case have already been briefly discussed in Section 5.2. Here, further details are provided. Taking the advantage of DAM as outlined in Section 4.3, the stress τ sec , induced by secondary currents and defined by Eq. (15), is computed and its spatial distribution is illustrated in Fig. 8 for both simulation scenarios. Note that for technical reasons the vertical axis was exaggerated by a factor of 2 with respect to the horizontal axis. Vowinckel et al. Journal of Hydraulic Research Vol. 55, No. 2 (2017) The plots in Fig. 8 also provide vectors of the mean secondary flow components, which are defined as:
with the local averaging volume denoted by the subscript V 0,2 and the global averaging volume by V 0,1 . As expected, the vector plots in Fig. 8 reveal several cells with alternating up-welling and down-welling motions clearly visible in the y-z plane. These patterns extend over the entire flow depth and indicate regions of secondary currents with different magnitude. In the outer flow, τ sec is large where strong gradients in the spanwise direction for the terms involved in Eq. (15) are observed, for example in the centre of the vortex at z ≈ 1.5H. In the near-wall region at y ≈ 0, on the other hand, strong positive stresses in the near-wall region correspond to the upward fluid motion and vice versa.
The cells of the secondary currents are further analysed in a quantitative way assessing their spatial extent as well as the magnitude. To define the spanwise extent, cuts of the secondary stress in the near-wall region are plotted in Fig. 9a and 9b . The spanwise extent of a couple of counter-rotating cells of secondary flow can now be assessed as the interval between two local maxima with τ sec > 0. One may note that the peaks in Fig. 9a and 9b correspond to the minima of the porosity in the near-wall region reported in Fig. 3 . For scenario HP, three cells can be identified with an average spacing of 2H. The strongest peaks are at z = 0 and z = 2H, with the latter also being the position of the stable ridge. In addition, two more pairs of counter-rotating cells are located in the intervals 2H ≤ z ≤ 4.5H and 4.5H ≤ z ≤ 6H. For the LP scenario with light particles, five cells are observed indicated by the peaks of τ sec ( y = 0) . For this scenario, the coupled cells have smaller values of τ sec ( y = 0) and a smaller spanwise extent of ≈ 1.3H.
The magnitude of the secondary flow can be assessed by computing a vorticity, averaged over the full wall-normal extent and spanwise stretch of the coupled cell:
where z 0,n is the spanwise coordinate of the nth peak reported in Fig. 9a and 9b. To provide a reference, this averaged vorticity is normalized by the vorticity of the initial condition of a two-dimensional Taylor-Green vortex. The parameters for this artificial reference were chosen in accordance with idealized parameters of a coupled cell of secondary flow given by Nezu and Nakagawa (1993) , i.e. the typical wavelength and the maximal velocity were set to l z = 2H and v 2 sec + w 2 sec = 0.05U b , respectively. This yields the following analytical expressions of the velocity components for the prototype vortex:
and
for the wall-normal and the spanwise vector components, respectively. Then, the vorticity of the prototype vortex was computed using Eqs (20a) and (20b), and in turn was used to obtain TG via Eq. (19). The averaged relative vorticity is plotted in Fig. 9c and 9d . As expected, all identified coupled cells have a lower vorticity than the prototype vortex. This can be associated with different boundary conditions. While a free-slip condition is assumed for the prototype vortex, particles introduce a "no-slip" condition on the bottom of the channel which slows down the fluid in the near-wall region. Nevertheless, for scenario HP the identified cells have a vorticity between 25% and 33% of the modelled prototype vortex (Fig. 9c ). These cells with the highest magnitude at 0 ≤ z ≤ 2H have their edges at the large scale cluster of slowly moving particles at z = 0 and the stable ridge at z = 2 H. The cells at 2H ≤ z ≤ 4.5H having a similar magnitude in sec also terminate at the stable ridge. The boundaries of the third couple of cells in the interval 4.5H ≤ z ≤ 6H are not as distinct, which leads to a decreased vorticity. The light particles of scenario LP induce weaker secondary currents with values between 23% and 26% of the modelled prototype vortex (Fig. 9d) . For the simulations presented, the obtained results illustrate that not only do the particles accumulate in low-speed streaks, as it has been suggested by some experimental work (Niño & Garcia, 1996) and numerical studies with point particles transported over smooth walls (e.g. Marchioli & Soldati, 2002; Vreman, 2007) and wavy beds (e.g. Milici, De Marchis, Sardina, & Napoli, 2014) , and in simulations with particles of finite size (Kidanemariam, Chan-Braun, Doychev, & Uhlmann, 2013) , but the particle-fluid interactions significantly reorganize the flow. In the present case, large-scale vortical cells emerged adjusting and enhancing the spanwise heterogeneities to reach a new state of equilibrium for the given bulk physical conditions. These persistent cells of secondary currents develop due to the introduction of particles heavier than the fluid that form particle clusters moving in the streamwise direction and having time scales much larger than the turbulence time scales. Lighter particles that are fully mobilized significantly weaken this pattern (as in our LP case).
Conclusions
Highly resolved direct numerical simulations of a turbulent open channel flow laden with monodisperse spherical particles were performed. Two simulation scenarios with two distinctly different transport modes, partially and fully mobilized, were compared to investigate the modes of sediment transport and associated flow features. The application of the DAM allowed the flow to be analysed in a systematic way addressing several typical length scales of the flow spanning from the grain scale to large-scale secondary currents to the entire computational domain. This was done on the basis of a set of physically meaningful double-averaged quantities like turbulent and form-induced momentum fluxes as well as boundary stresses. The results highlight the importance of form-induced fluxes whenever averaging in flows over a heterogeneous terrain is performed. It is demonstrated that mobile particles have the capability to take up the gross part of the stresses induced by the momentum supply. This yields an increase in hydraulic resistance and the formation of cells of secondary currents rearranging the mean flow field of the entire channel. The present paper will hopefully guide follow-up studies to exploit the advantages of the DAM, eventually opening up the possibility to model the additional fluxes introduced by the mobile granular bed. 
