In this chapter we present a new learning algorithm, Leave{One{Out (LOO{) SVMs and its generalization Adaptive Margin (AM{) SVMs, inspired by a recent upper bound on the leave{one{out error proved for kernel classi ers by Jaakkola and Haussler. The new approach minimizes the expression given by the bound in an attempt to minimize the leave{one{out error. This gives a convex optimization problem which constructs a sparse linear classi er in feature space using the kernel technique. As such the algorithm possesses many of the same properties as SVMs and Linear Programming (LP{) SVMs. These former techniques are based on the minimization of a regularized margin loss, where the margin is treated equivalently for each training pattern. We propose a minimization problem such that adaptive margins for each training pattern are utilized. Furthermore, we give bounds on the generalization error of the approach which justi es its robustness against outliers. We show experimentally that the generalization error of AM{SVMs is comparable to SVMs and LP{SVMs on benchmark datasets from the UCI repository.
Introduction
The study of classi cation learning has shown that algorithms which learn a real{ valued function for classi cation can control their generalization error by making use of a quantity known as the margin (see Section ??). Based on these results, learning machines which directly control the margin (e.g. SVMs, LP{SVMs) have been proven to be successful in classi cation learning (Mason and Bartlett, 1998; Vapnik, 1998; Smola, 1998) . Moreover, it turned out to be favourable to formulate the decision functions in terms of a symmetric, positive semide nite, and square integrable function 39 k( ; ) referred to as a kernel (see Section ??). The class of decision functions | also known as kernel classi ers (Smola, 1998; Jaakkola and Haussler, 1999) For simplicity we ignore classi ers which use an extra threshold term (cf. Equation (??)). Whilst the algorithms proposed so far are restricted to a xed margin (the same constant value) at each training pattern (x i ; y i ), we show that adaptive margins can successfully be used. Moreover, it turns out that adaptive margins e ectively control the complexity of the model. The chapter is structured as follows: In Section 1.2 we describe the LOO-SVM algorithm. The generalization of LOO-SVMs to control the margin adaptively, which gives AM-SVMs, is then presented in Section 1.3 and their relation to SVMs and LP{SVMs is revealed in Section 1.4. In Section 1.5 we give bounds on the generalization error of AM{SVMs which justify the use of adaptive margins as a regularizer. In Section 1.6 results of a comparison of AM{SVMs with SVMs on arti cial and benchmark datasets from the UCI repository 2 are presented. Finally, in Section 1.7 we summarize the chapter and discuss further directions.
Leave{One{Out Support Vector Machines
Support Vector Machines obtain sparse solutions that yield a direct assessment of generalization: the leave-one-out error is bounded by the expected ratio of the number of non{zero coe cients i to the number m of training examples (Vapnik, 1995) . In Jaakkola and Haussler (1999) a bound on this error is derived for a class 1. Although this class of functions is dependent on the training set, the restrictions put on k( ; ) automatically ensure that the in uence of each new basis function k(xi; ) decreases rapidly for increasing training set sizes m. Thus we can assume the existence of a xed feature space (see e.g. Graepel et al. (1999) where ( ) is the step function. This bound is slightly tighter than the classical SVM leave{one{out bound. This is easy to see when one considers that all training points that have i = 0 cannot be leave{one{out errors in either bound. Vapnik's bound assumes all support vectors (all training points with i > 0) are errors, whereas they only contribute as errors in Equation (1.2) if y i X j6 =i j y j k(x i ; x j ) 0:
In practice this means the bound is tighter for less sparse solutions.
Theorem 1 motivates the following algorithm (Weston, 1999) : directly minimize the expression in the bound. In order to achieve this, one introduces slack variables following the standard approach in Cortes and Vapnik (1995) where one chooses a xed constant for the margin to ensure non{zero solutions. To make the optimization problem tractable, the smallest value for for which we obtain a convex objective function is = 1. Noting also that y i P j6 =i j y j k(x i ; x j ) = y i f(x i ) ? i k(x i ; x i ) we obtain the equivalent linear program:
subject to y i f(x i ) 1 ? i + i k(x i ; x i ); for all i = 1; : : :; m (1.8) 0; 0:
As in other kernel classi ers, one uses the decision rule given in Equation (1.1). Note that Theorem 1 is no longer valid for this learning algorithm. Nevertheless, let us study the resulting method which we call a Leave{One{Out Support Vector Machine (LOO{SVM). choose the appropriate value of C. In LOO{SVMs a soft margin is automatically constructed. This happens because the algorithm does not attempt to minimize the number of training errors { it minimizes the number of training points that are classi ed incorrectly even when they are removed from the linear combination that forms the decision rule. However, if one can classify a training point correctly when it is removed from the linear combination then it will always be classi ed correctly when it is placed back into the rule. This can be seen as i y i k(x i ; x i ) has always the same sign as y i , any training point is pushed further from the decision boundary by its own component of the linear combination. Note also that summing for all j 6 = i in the constraint (1.5) is equivalent to setting the diagonal of the kernel matrix to zero and instead summing for all j. Thus the regularization employed by
LOO{SVMs disregards the values k(x i ; x i ) = 0 for all i.
sparsity Secondly, like Support Vector machines, the solutions can be sparse; that is, only some of the coe cients i ; i = 1; : : :; m are non{zero (see Section 1.6.2 for computer simulations con rming this). As the coe cient of a training point does not contribute to its leave-one-out error in constraint (1.5) the algorithm does not assign a non{zero value to the coe cient of a training point in order to correctly classify it. A training point has to be classi ed correctly by the training points of the same label that are close to it (in feature space), but the training point itself makes no contribution to its own classi cation.
In the next Section we show how this method does in fact have an implicit regularization parameter and generalize the method to control the regularization on the set of decision functions.
Adaptive Margin SVMs
In the setting of the optimization problem (1.7){(1.9) it is easy to see that a training point x i is linearly penalized for failing to obtain a margin of f (x i ; y i ) 1 + i k(x i ; x i ). That is, the larger the contribution the training point has to the decision rule (the larger the value of i ), the larger its margin must be. Thus, 3. As we shall see later there is an implicit regularization parameter, but it is xed. The generalization of this problem which allows one to control this parameter gives Adaptive Margin SVMs. 4. Here we refer to linearly inseparability in feature space. Both SVMs and LOO{SVM Machines are essentially linear classi ers. As soon as a point (x k ) is an outlier (the cosine of the angles to points in its class are small and to points in the other class are large) k in Equation (1.11) has to be large in order to classify (x k ) correctly. Whilst SVMs and LP{SVMs use the same margin for such an outlier, they attempt to classify (x k ) correctly. In AM{SVMs the margin is automatically increased to 1 + k k(x k ; x k ) for (x k ) and thus less attempt is made to change the decision function. 
Now we choose the largest such that all inequalities for i 2 fI + ; I ? ; k; k 0 g become equalities and the r.h.s for all inequalities for i 2 fC + ; C ? g equal zero. Then, the relative change in the objective function is given by
where we assumed that k(x k ; x k ) = k(x k 0; x k 0) and k(x k ; x k 0) = k(x k 0; x k ). Since the cluster centres in feature space F minimize the intra{class distance whilst maximizing the inter{class distances it becomes apparent that their k will be higher. Taking into account that the maximal to be considerable for this analysis is decreasing as increases we see that for suitable small AM{SVMs tends to give non{zero 's only to cluster centres in feature space F (see also Section 1.6
and Figure 1 .4). It is worthwhile to study the in uence of : If = 0 no adaptation of the margins is performed. This is equivalent to minimizing training error with no regularization, i.e. approximating the expected risk R(f) (??) with the empirical risk (??) (see Section ??).
If ! 1 the margin at each point tends to in nity (1 + i k(x i ; x i )) and the solution is thus to set all 's to an equal and small value. This corresponds to paying no attention to R emp (f) and is equivalent to density estimation on each class (Parzen windows) (Parzen, 1962) . If = 1 the resulting algorithm is equivalent to LOO{SVMs. (1.14)
we directly obtain the well known class of SVMs (see Section ??), i.e. Recently it was shown that also Q LP (f) can also be used to control the covering number of c( ; ; f( )) (Smola, 1998) . In contrast to the quadratic regularizer, Q LP (f) favours non{smooth functions by strongly penalizing basis functions j ( ) with a small eigenvalue (Smola, 1998) .
Comparing these algorithms to AV-SVMs, one can see all three algorithms produce a sparse kernel classi er. It is easy to see that for = 0 and ! 1 all three algorithms revert to the same learnt function. It is only how strati es 5. Note, that we require 0 which allows us to omit the absolute values on the i's.
viii Adaptive Margin Support Vector Machines the set of decision functions to form the type regularization that di erentiates the three algorithms.
Theoretical Analysis
To obtain margin distribution bounds for Adaptive Margin Machines we apply the following theorem to be found in Shawe-Taylor and Cristianini (1999):
Theorem 1.1 Consider a xed but unknown probability distribution on the input space X with support in the ball of radius R about the origin. Then with probability 1 ?
over randomly drawn training sets (X; Y ) of size m for all > 0 such that d((x; y); w; ) = 0, for some (x; y) 2 (X; Y ), the generalization of a linear classi er w on X satisfying kwk X 1 is bounded from above by = 2 m log 2 8em log 2 (32m) + log 2 2m(28 + log 2 (m)) ; In order to apply the theorem is proven. From the theorem, one can gain the following insights. Our goal to minimize the generalization error is achieved by minimizing , the minimumof which is a tradeo between minimizing W (the margin) and D (the loss with adaptive margin). We require a small value of both but small values of one term automatically gives a large value of the other. By minimizing P m i=1 i AM{SVMs e ectively control the tradeo between the two terms through the parameter . For small values of , the resulting D is small and W can take any value as it is not minimized (it can be forced to very large values). For large the increased margin in D acts a regularizer, penalizing large values of . This results in small values of W (a smooth function) but large values of D (large training error). This bound motivates the objective function of AM{SVMs which at rst appears to only minimize error and have no regularization. In fact, as we have seen, the regularization comes from the adaptive margin in the constraints controlled by . and then found the solution to the problems with LOO{SVM, which has no other free parameters, and with SVMs, for which one controls the soft margin with the free parameter C = 1 . The rst solution (left) for both training problems is the LOO{SVM solution and the other two solutions for each problem are SVMs with di erent choices of soft margin using parameter C = 1 (middle) and C = 100 (right).
In the rst problem (Figure 1 .2) the two classes (represented by crosses and dots) are almost linearly separable apart from a single outlier. The automatic soft margin control of LOO{SVM constructs a classi er which incorrectly classi es the far right dot, assuming that it is an outlier. The Support Vector solutions both classify the outlier correctly resulting in non{smooth decision rules. In the second problem (Figure 1. 3) the two classes occupy opposite sides (horizontally) of the picture, but slightly overlap. In this case the data is only separable with a highly nonlinear decision rule, as re ected in the solution by an SVM with parameter C = 100 (right). Both problems highlight the di culty of choosing the parameter C in SVMs, whereas LOO{SVM (AM{SVM with = 1) appears to produce robust 6 , natural decision rules.
AM{SVMs
In order to demonstrate how the regularization parameter in AM{SVMs (rather than being xed to = 1 as in LOO-SVMs) a ects the generated decision rule we give a comparison on the same toy problem as SVMs and LP-SVMs. We generated another two class problem in R 2 (represented by crosses and dots) and trained an AM{SVM using RBF{kernels ( = 0:5) with = 1; 2; 5; 10 (see Figure 1.4) . As can be seen increasing allows AM{SVM to widen the margin for points far away 6. As there is no unique de nition of robustness (see e.g. (Huber, 1981) ) we call a classi cation learning algorithm robust if a few pattern far apart from the remaining ones (in the metric induced by ) have no in uence on the resulting decision function. LOOSVMs (left) and SVMs with C = 1 (middle) and C = 100 (right). LOO-SVMs soft margin regularization appears to perform better than the choices of parameter for SVMs. Figure 1 .3 A simple two dimensional problem of two overlapping classes solved by LOO-SVMs (left) and SVMs with C = 1 (middle) and C = 100 (right). LOO-SVMs soft margin regularization appears to perform better than the choices of parameter for SVMs. from the decision surface. Consequently, the algorithm is more robust to outliers which results in very smooth decision functions. In Figure 1 .5 we used the same dataset and trained LP{SVMs (Graepel et al., 1999) . LP{SVMs are obtained by reparameterizing Equation (1.18) where upper{bounds the number of margin errors. Varying = 0:0; 0:1; 0:2; 0:5 shows that margin errors are sacri ced in order to lower the complexity of the decision function f measured in the one{norm (see Equation (1.17) where can be replaced by a xed function of ). As already mentioned this leads to non{smooth functions. Furthermore it should be noted that the outlier (dot) on the far left side leads to very rugged decision functions. Similar conclusions can be drawn for SVMs (Sch olkopf et al., 1998 ) (see Figure  1 .6) though the decision functions are smoother. Thus, AM{SVMs turn out to provide robust solutions (through control of the regularization parameter) which provide a new approach when compared to the solutions of SVMs and LP{SVMs. In these toy examples AM{SVMS appear to provide decision functions which are less in uenced by single points (outliers). 
Benchmark Datasets
We conducted computer simulations using 6 arti cial and real world datasets from the UCI benchmark repositories, following the same experimental setup as in R atsch et al. (1998) . The authors of this article also provide a website to obtain the data 7 . Brie y, the setup is as follows: the performance of a classi er is measured by its average error over one hundred partitions of the datasets into training and testing sets. Free parameter(s) in the learning algorithm are chosen as the median value of the best model chosen by cross validation of the rst ve training datasets. Table 1 .1 compares percentage test error of LOO{SVMs to AdaBoost (AB), Regularized AdaBoost (AB R ) and SVMs which are all known to be excellent 7. http://svm. rst.gmd.de/ raetsch/data/benchmarks.htm. The datasets have been preprocessed to have zero mean and standard deviation one, and the exact one hundred splits of training and testing sets used in the author's experiments can be obtained. LOO{SVMs is close to optimal. AdaBoost loses out to the three other algorithms, being essentially an algorithm designed to deal with noise-free data.
To give more insight into the behaviour of the algorithm we give two plots in Figure 1 .7. The left graph shows the fraction of training points that have non{zero coe cients (SVs) plotted against log( ) (RBF width) on the thyroid dataset. Here, one can see the sparsity of the decision rule, the sparseness of which depends on the chosen value of . The right graph shows the percentage training and test error (train err and test err), the value of P m i=1 i (slacks) and the value of the bound given in Theorem 1 (l-o-o bound). One can see the training and test error (and the bound) closely match. The minimum of all four plots is roughly at log( ) = ?1, indicating one could perform model selection using one of the known expressions. Note also that for a reasonable range of the test error is roughly the same, indicating the soft margin control overcomes over tting problems.
Finally, we conducted experiments to assess the e ect in generalization performance by controlling the regularization parameter in AM-SVMs. Figure 1 .8 plots against test error for three of the datasets averaged over 10 runs for the rst two, and over all 100 runs for the last. The banana dataset (left) and the heart dataset (middle) gave bowl-shaped graphs with the minimum exactly (banana) or almost (heart) at = 1. The optimum choice of for the titanic dataset, on the hand, is at = 0. In this case the best choice of the regularization parameter is to have no regularization at all { the training points give enough information about the unknown decision function. Note this error rate for = 0 is as good as the best SVM solution (see Table 1 .1). The rst two plots and the results in Table 1 .1 justify the choice of = 1 in LOO-SVMs. The last plot in Figure 1 .8 justi es AM-SVMs.
1.7 Discussion xv
Discussion
In this chapter we presented a new learning algorithm for kernel classi ers. Motivated by minimizing a bound on leave{one{out error we obtained LOO{SVMs and generalizing this approach to control regularization through the margin loss we obtained AM-SVMs. This approach introduced a novel method of capacity control via margin maximization by allowing adaptive rather than xed margins at each training pattern. We have shown experimentally that this reformulation results in an algorithm which is robust against outliers. Nevertheless, our algorithm has a parameter which needs to be optimized for a given learning problem. Further investigations will be made in the derivation of bounds on the leave{one{out error of this algorithm which allows for e cient model order selection. Finally, we note that penalization of the diagonal of the kernel matrix is a well known technique in regression estimation known as Ridge Regression (Hoerl and Kennard, 1970) .
