The retina is a very complex neural structure, which contains many different types of neurons interconnected with great precision, enabling sophisticated conditioning and coding of the visual information before it is passed via the optic nerve to higher visual centers. The encoding of visual information is one of the basic questions in visual and computational neuroscience and is also of seminal importance in the field of visual prostheses. In this framework, it is essential to have artificial retina systems able to function in a way as similar as possible to the biological retinas. This paper proposes an automatic evolutionary multi-objective strategy based on the NSGA-II algorithm for tuning retina models. Four metrics were adopted for guiding the algorithm in the search of those parameters that best approximate a synthetic retinal model output with real electrophysiological recordings. Results show that this procedure performs well when different trade-offs has to be considered during the design of customized neuro prostheses.
Introduction
The retina is a neural circuit composed of different cell classes that capture the light from the external visual world and convey this information to the brain. The retina integrates a rich set of specialized cells and complex neural structures, which are sensitive to color, light intensity, image movements, edges detection, and many other valuable characteristics for the sense of sight. Using these structures and neural circuits, the retina performs chromatic and achromatic spatio-temporal processing of visual information, and finally encodes this information into spike trains that are delivered to higher visual centers via the optic nerve. This process has to be unequivocal and fast, in order to ensure object recognition for any single stimulus presentation within a few hundreds of milliseconds. Therefore the question of how this information about the external world is compressed in the retina, and how this compressed representation is encoded in spike trains is one of the basic questions in visual and computational neuroscience.
1 This knowledge is also of seminal importance for the development of useful cortical prostheses capable of eliciting visual percepts in profoundly blind people through direct stimulation of visual cortex.
2, 3 Thus one of the major challenges in this approach is the design and development of a retina-like platform able to transform the visual world in front of a blind individual into a set of electrical signals that can be used to stimulate, in real time, the neurons at his/her visual cortex. These signals should be as similar as possible to the output signals of the real retina, and the tasks are comparable to the present challenges faced by the brain-computer interfaces and their inherent technologies. 4 The full description of this problem has been discussed elsewhere 2, [5] [6] [7] and is beyond the scope of this paper, but Fig.1 summarizes the basic processing blocks of the bioinspired retinal model that we are currently using.
This model is based on electrophysiological recordings from populations of retinal ganglion cells and is able to work in real time. Nevertheless, before proceeding with in-vivo animal experimentation, fine tuning of the involved retinal models is needed. Tuning a retinal model is the process of adjusting the parameters and functions of a retinal model to best match its output with true biological records. Thus, appropriate matching metrics are needed to assess the tuning of our synthetic retinal models.
From a mathematical point of view, the operation of the first two processing blocks from Fig. 1 , labeled as Stage 1, can be modeled as a weighted combination of different well-known convolutive spatiotemporal image filters such as Gaussians, Difference of Gaussians (DoG), Laplacian of Gaussian (LoG), Gabor, Sobel, etc (see Stage 1 on Eq. (1)). This combination results as an activity matrix feeding an Integrate & Fire model, that calculates the specific spike patterns that can be sent to each single electrode (see Stage 2 on Eq. (2)). Stage 3 which represents the potential electrode re-mapping is beyond the scope of this paper. Each processing block from the retinal model (stage1 + stage2) has many parameters to be tuned. Many of them move in a continuous dynamic range (e.g. σ parameters for a Gaussian of Difference of Gaussian filters) and some of them can be modeled as natural numbers (e.g. Kernel size (N ×N ) of a convolutive filter). With such an infinite search space to explore, the process of adjusting those parameters represents a difficult problem to be solved.
Several models have been proposed to mimic the retina behavior 8, 9 , leading to different strategies for fitting their parameters. Linear-NonlinearPoisson model (LNP) 10 generates at any instant in time the linear response by multiplying the stimulus by a temporal weighting function, pointwise, and summing the result. Nonlinearities associated to ganglion cell responses (e.g. spike threshold) are modeled as "static", meaning that the linear response can be passed through an input-output function that is invariant over time. Usual methods to fit the LNP model includes the cross-correlation between the stimulus and the response to compute the linear filter coeficients and the mean squared error (MSE) to fit the parameters of a Gauss cumulative distribution (gcd) that works like non-linear function. Zaghloul et al.
11 , proposed also a gcd to model the simultaneous low and high contrast response of Y-type RGCs. Ozuysal et al. 12 improves the LN response to high contrast variations adding an adaptive mechanism, yielding a system with a linear temporal filter, a static nonlinearity, and an adaptive kinetics block. In any case, gcd parameters are calculated to minimize the MSE between model estimation and spike rate response, limiting the problem to a unique objective optimization process. Anyway, LN model predicts the spike rate but not actual spike times; 14 . GLM simultaneously captures both the stimulus dependence and detailed spatio-temporal correlations in EGC population responses. In both cases, IF and GLM, authors maximize the likelihood of the observed responses with a log-concave function which does not contain any local maxima. The variance explained, or its equivalent Poisson correlation coefficient, was used to measure the quality of the response. However, likelihood approach represents an oversimplification of the problem which ensures the model can be fitted reliably and tractably using simple gradient techniques. Spiking neural networks, used to solve other kind of problems [15] [16] [17] , were also applied to build a generalized integrated-and-fire neuron model 18 and to describe the response of different nature neural populations [19] [20] [21] including high level functionalities of the visual system 22 . Recently the potential of deep networks for learning meaningful features has been demonstrated on a number of visual tasks [23] [24] [25] [26] . Deep Belief Networks have also been shown suitable for modeling feature detection in the retina 27 and visual areas V1 & V2 28 . Regarding retina modelling purposes, Turcsany et al. 27 promote the use of multi-layer deep networks owing to their ability to extract a hierarchy of distinctive features from data and provide the required flexibility for modelling our incomplete knowledge about the roles of cells and circuits of the visual pathway. A four layer network, each one corresponding to a biological layer, was unsupervised trained in two phases; a pre-training phase where by the multi-layer representation is learnt one layer at a time using an Restricted Boltzman Machine on each layer, followed by fine tuning using backpropagation. As usual in deep learning techniques, a large data set is required for fitting the network parameters, so authors carried out simulations using just synthetic images without any biological recordings. Furthermore, other architectural network settings difficult to adjust, as the number of hidden nodes per layer and learning rate values, had to be fitted by repeating the experiment and taking the best performed configurations. In this context, our approach optimizes the IF model by using four metrics apart of the variance explained or correlation coefficient. Those metrics describe not only the relevant features of the response in terms of spike rate, like the shape of Post-Stimulus Time Histograms (PSTH) and the firing rate, but also improves the prediction of the spike times by measuring the firing response in time for each individual RGC and takes into account the receptive field areas. This way, the traditional fitting of the model parameters, undertaken with simplest approaches, becomes a more complex multi-objective problem. To overcome this problem, we present an extension of our previous work presented in 29 where a proposal to use an automatic evolutionary multi-objective strategy exploiting the synergies of neural networks and evolutionary computation 30 . This strategy allows to explore the trade-offs among all objectives and generate retinal models which better approximate to the real biological recordings. There are other evolutionary approaches to tackle the multi-objective optimization. These methods can be classified into two different groups. The first group is defined with relatively simple algorithms based on Pareto ranking 31, 32 . 38 . Among them, the widely contrasted and well-known NSGA-II strategy was selected for this purpose.
The main contribution of our work is twofold. Firstly, our approach uses a comprehensive description of the retina response, supported by biological evidences and based in the four features previously mentioned. We propose four different metrics which capture each relevant characteristic and allow a more accurate rendering of the biological response. Additionally, in order to rebuild the receptive fields of every unit, our technique uses a novel method of response fusion reported in 39 . Secondly, the proposed strategy exploits the synergies of neural networks and evolutionary computation 40 , enabling neuroprostheses designers for exploring the different tradeoffs among all objectives, and generating customized retinal models which best approximate the needs of each specific patient. Although the combination of genetic algorithm and multi-objective optimization has been widely studied, it has not been applied before for optimizing retina models. Additionally, our optimization strategy, tested and validated with a well-known retinal model derived from our previous expertise, is not bounded to any particular model. Although comparing different retinal models is beyond the scope of our paper, our framework can be considered as model-agnostic, in the sense that it is possible to simulate and optimize models from diverse nature.
The rest of the paper is structured as follows: Section 2 presents the evolutionary multiobjective strategy for tuning a retinal model; Section 3 presents briefly the multielectrode recordings from retinal ganglion cell populations; Section 4 describes and discusses the experimental cases of study, and finally, Section 5 provides the main conclusions of this work.
Evolutionary multi-objective strategy for tuning a retina model
As introduced in Section 1, considering the vast number of possible parameters which must be taken into account, the problem of automatic tuning of a retinal model cannot be achieved by exhaustively exploring all the solutions space. In addition, not one but several antagonist objectives come into play to assess the quality of a retinal model, and thus, the problem becomes multi-objective. Therefore, we propose to use a genetic algorithm for guiding the exploration of solutions and a multi-objective procedure for assessing every solution reached by the exploration. The proposed well-known evolutionary strategy is based on the assumption that evolution could be used as an optimization tool for a multi-objective problem. The idea is to evolve a population of candidate solutions using operators inspired by natural genetic variation and natural selection. In our case, the population of candidates are defined by a set of retinal models. Therefore, multi-objective optimization (MOO) based on a Genetic Algorithm (MOOGA) is adopted as strategy to explore the huge solution space. This strategy has been extensively proved by us as a suitable method of optimizing problems from diverse natures. As a matter of fact, MOOGA has been used to study and improve the reliability of embedded software when diverse hardening techniques are applied 41 , improve Apache server quality metrics when diverse compiler options are used 42, 43 , or feature selection for network anomalies 44 . Furthermore, these techniques have been validated by other authors in other areas of knowledge such as integrated engineering or civil engineering [45] [46] [47] [48] [49] , production-distribution planning problems 50 , counterrotating compressors 51 , multi-label lazy algorithms 52 , quantitative association rules 53 , design of in-building wireless networks 54 and others [55] [56] [57] [58] [59] . Genetic Algorithms (GAs) are methods for solving optimization problems. They belong to the group of techniques known as Evolutionary Algorithms (EAs) which are based on the imitation of evolutionary processes such as natural selection, crossover or mutation. Every individual in the population, which is randomly initialized, represents a possible solution for the problem. Thus better and better solutions evolve from previous generations until a near optimal solution is obtained.
The population is evolved through crossover and mutation operators and only those that represent better solutions are extracted from the surviving population. The selection operator chooses from the population, those individuals that will be allowed to reproduce, being the best individuals those who maximize or minimize the goals, according to their nature. In our case, several goals are considered at the same time, so a MOO strategy, (e.g. NSGA-II or SPEA2) can be used to rank the individuals. The crossover operation exchanges subparts of two individuals and recombines, imitating by this way the biological recombination. At last, mutation randomly changes the values of the alleles of the chromosome. A step-by-step algorithm to showing the dynamic of this process is presented below.
Step 1: Initialization: Generate an initial random population P 0 of P SIZE individuals. Set up the number of generations (N GEN ), mating probability (M AT P B), and mutation probability (M U T P B).
Step 2: Fitness assignment: Calculate fitness values of each individual in the current population Step 3: Start the generational process: Current iteration i = 0 Step 4: Mating: Perform mating process depending on the crossover probability (M AT P B)
Step 5: Mutating: Perform mutating process depending on the mutating probability (M U T P B) Step 6: Evaluation: The fitness of every individual in the population is evaluated.
Step 7: Selection: Using NSGA-II or SPEA2 selection operators, a proportion of the current population is selected to breed a new generation.
Step 8: If the current iteration i is less than N GEN continue from Step 3, otherwise continue.
Step 9: Output: Pareto fronts and final population
To solve MOO problems, many different methods of resolution have been proposed in the last couple of years. NSGA-II (Non-dominated Sorting Genetic Algorithm II) has been reported to be one of the most successful MOO algorithms 33, 42 and is included within of group of elitist selection algorithms that emphasize computational efficiency, such as the Strength Pareto Evolutionary Algorithms SPEA and SPEA2.
35 NSGA-II algorithm establishes an order relationship among the individuals of a population mainly based on the concept of non-dominance or Pareto fronts. It is said that one solution X i dominates other X j if the first one is better or equal than the second in every single objective and, at least, strictly better in one of them (i.e. Pareto fronts are defined by those points in which no improvements in one objective are possible without degrading the rest of objectives). NSGA-II firstly groups individuals in a first front that contains all non-dominated individuals, that is the Pareto front. Then, a second front is built by selecting all those individuals that are nondominated in the absence of individuals of the first front. This process is repeated iteratively until all individuals are placed in some front. The crowding distance function is used to calculate the diversity of a possible solution, and its purpose is to maintain a good spread of solutions. After that, individuals of the Pareto front are sorted in descending order based on its crowding distance value. As a result, those solutions having more diversity are prioritized.
In summary, the result of the execution of the NSGA-II, is able to provide us the population sorted by non-dominated fronts and then, by the crowding distance.
Chromosome codification
In our approach, each individual represents a possible retinal model and every gene codifies the values of the parameters of the function which models the retina. As an example, Eq. (1) and Eq. (2) represents a general retinal model as described in Sec. 1. The parameters of each function will be the candidates to be encoded as genes that make up the chromosome. The variables i, K and M are used to identify each function which composes the weighted sum. The variables mu(µ), sigma(σ) and k are the parameters of the Gaussian filter and of the difference of Gaussians filter. 
Electrophysiological recordings
To assess the MOOGA strategy and obtain a tuned retinal model, we used electrophysiological recordings from populations of mouse retinal ganglion cells. All experimental procedures were carried out in accordance with the ARVO and European Communities Council Directives (86/609/ECC) for the use of animal research.
We are trying to demonstrate the feasibility of a cortical neuroprosthesis, interfaced with the occipital cortex, as a means through which a limited but useful visual sense may be restored to profoundly blind people. One of the key challenges in this field is the design and development of a bioinspired retina-like visual processing front-end able to transform the visual world in front of a blind individual into multiple electrical signals that could be used to stimulate, in real time, the neurons at his/her visual cortex. Although visual sensors inspired by biological systems are being studied by many groups around the world, none of them is being specifically designed to make its output signal compatible with cortical neurons. In this framework we are performing multielectrode recording from isolated retinas in order to study the encoding of visual information by populations of retinal ganglion cells. Briefly, after enucleation of the eye, the eyeball was hemisected with a razor blade, and the cornea and lens were separated from the posterior half. The retinas were then carefully removed from the remaining eyecup, with the pigment epithelium, mounted on a glass slide ganglion cell up and covered with a Millipore filter. This preparation was then mounted on a recording chamber and superfused with physiological medium at 36C.
For visual stimulation, we used a 17" high-resolution LED monitor. Pictures were focused with the help of lens onto the photoreceptor layer. The retinas were flashed periodically with full field light whereas the electrode array was lowered into the retina until a significant number of electrodes detected light evoked single-and multiunit responses. The retinas were then stimulated with moving bars and other different spatio-temporal patterns.
The electrode array was connected to a 100 channel amplifier (low and high corner frequencies of 250 and 7500 Hz) and a digital signal processor based data acquisition system. All the selected channels of data as well as the state of the visual stimulus were digitized with a commercial multiplexed A/D board data acquisition system (Bionic Technologies, Inc) and stored digitally. A custom analysis program sampled the incoming data at 30 kHz, plotted the waveforms on screen, and stored single spike events for later analysis.
On the other hand, the second of block of stage 1 (see Fig. 1 ), is inspired in the Inner Plexiform Layer (IPL), that functions as a relay station for the vertical-information carrying nerve cells, the bipolar cells, to connect to retinal ganglion cells.
Wild-type (C57BL/6J strain) adults mice were bred within a local colony established from purchased breeding pairs (Jackson Laboratories, Bar Harbor, ME). Animals were dark-adapted for one hour, anesthetized with 4% of isoflurane (IsoFlo R , Esteve Veterinaria) and sacrificed by cervical dislocation. After enucleation of the eye, the eyeball was hemisected with a razor blade and the cornea and lens were separated from the posterior half. The retinas were then carefully removed from the remaining eye cup, mounted on a agar plate ganglion cell side up and covered with a cut Millipore filter. This preparation was then placed on a recording chamber and perfused with Ringer medium at physiological temperature. All the procedure was made under dim red illumination. Extracellular ganglion cell recordings were made using an array of 100 microelectrodes, 1.5 mm long (Utah Electrode Array).
Simultaneous single-and multi-unit responses were recorded with a data acquisition system (Bionic Technologies Inc) and stored on a Pentium-based computer for later analysis. Neural spike events were detected once they exceeded the thresholds established in each electrode using standard procedures described elsewhere.
60, 61
The spike sorting for classifying the different units was accomplished with an free open source software based on principal component analysis (PCA) method and different clustering algorithms. 62 Time stamps for each action potentials of the single unit were used to generate peristimulus time histograms and peristimulus spike rasters using NeuroExplorer Version 4 (Nex Technologies) as well as customized software.
63
Visual stimuli were programmed in Python using an open source library (VisionEgg) for real-time visual stimulus generation 64 and reproduced in a 16-bit ACER TFT 60 Hz monitor. Different patterns of light stimuli drawn on this area were projected through a beam splitter and focused onto a 4×4mm area photoreceptor layer with the help of optical lenses.
Finally Fig. 3 summarizes the data acquisition procedure commented bellow. 
Case studies
To assess the feasibility and quality of the proposed MOOGA strategy for tuning a retinal model, two extensive experiment-based case studies were designed. The first case study assesses the convergence of four proposed metrics, while the second one presents the multi-objective tuning of a retinal model using these metrics. In both experiments the objective was to demonstrate the relevance of a fine-tuning for a given retinal model in order to best match the electrophysiological recordings.
We choose several visual stimuli to be synthetically approximated by our retinal model. To classify the retinal ganglion cells in ON, OFF, ON/OFF 65 we used repetitions of a 700ms flash (196.25 cd/m 2 ) followed by 2300ms darkness. Then we stimulate the isolated retinas with 250µm wide white bars crossing a black screen at 0.5 & 1Hz. Four pairs (eight moving bars) of stimuli were used: 0
• , 45
• , 270
• and 315
• . The same experiments were also performed with the synthetic retinas using identical VisionEgg stimulus. Then we performed a detailed characterization of the physiological properties of the recorded neurons in both experiments (real and simulated electrophysiological recordings). To investigate the firing patterns of individual neurons we used Post-Stimulus Time Histograms (PSTH), that allow one to measure the average intensity of neuronal firing across several epochs (or bins) and raster plots.
Secondly, the selected retinal model to be tuned, which is based in the general expression already presented on Section 2, is defined on Eq. (3) and Eq. (4). 
Considering that the selected stimulus has no color (a white bar moving over a black background), we should take into account that those retinal parameters related with color processing have little or no impact on the synthetic records. Consequently the input color combination using R, G and B color channels, and each σ and µ parameter from the Difference of Gaussian contribution was fixed according with.
7, 66 Thus, in this case, σ Each parameter from Stage 1 , and the kernel size for each filter from Stage 2 were selected to be automatically modified, allowing the overall tuning of the model. Regarding the kernel size parameter, each one was fixed to the same value within a given individual. I.e. each K i j from Eq. (3) remains constant for a given retinal model. Table 1 summarizes the selected parameters to be automatically changed, together with its variation range. In the case of the kernel size K, only odd numbers within the interval 3 to 13 are allowed. Note that, with the exception of Persistence time and K, the remaining parameters move within a continuous range, and thus an infinite search space is presented. The six selected parameters were codified accordingly with the chromosome scheme from Section 2. The parameters of the genetic operation were selected as follows: population size -60, mutation probability -0.05, crossover probability -0.3 and 300 iterations (or generations) for the case study presented in the Section 4.1 and 550 iterations for the case study presented in the Section 4.2. Thus, a total amount of 60 · 300 = 18000 retinal models were processed in the case study 1 and 60·550 = 33000 retinal models were processed in the case study 2. The first experiment (Section 4.1) took a total of 110 hours to be completed and the second experiment (Section 4.2) took a total of 202 hours to be completed. The simulation and calculus for each generation took 22 minutes in average using a Intel Xeon X5660 with 48GiB of RAM.
Finally, to compare synthetic and real electrophysiological recordings, and also to test the behavior of the proposed MOOGA strategy, four quality metrics, also called fitness functions in the field of genetic algorithms, were selected. The electrophysiological recordings coming from the experimental setup are comprised by a raster and PSTH data for each isolated ganglionar cell, which are the same type of data produced by our retina simulator. First of all, in order to compare PSTH data, KullbackLeibler Divergence (PSTH-KLD) is proposed to measure the quality of the PSTH response. This metric is widely used to compare probability distributions or histograms. A valuable and requested characteristic is its inherent sensitivity to changes on the shape of each distribution. The same metric has also been used to compare each ISI (InterSpike-interval) histogram. Secondly, to compare the area of each receptive field (RFAD), as well as the Firing Rate Absolute Difference (FRAD) of each raster recordings, we have used the absolute difference.
Case study 1: Study of convergence for the four proposed metrics
Before proceeding with the multi-objective experiment, we have to test and ensure the convergence of each particular metric. To that end, four monoobjective experiments corresponding to the four presented metrics were designed to approximate both, synthetic and real electrophysiological recordings metric values. Each experiment was completed using a population of 60 individuals and a total of 300 iterations. The processing time for each mono-objective test took 22 minutes on average, and consequently it used 4.6 days of computing time. Table 2 shows the correspondence between the selected metrics and the performed experiments. 
As can be seen from Fig. 4 , all quality metrics converge at approximately the same number of iterations. Within 150 iterations the search space is reduced to 20% in each experiment, which represents fast convergence in the initial iterations. Finally, at the end of simulation, a clear convergence is obtained for each metric and thus, we validate them for the experimentation. For the sake of clarity to observe better the convergence, a magnified window using a reduced iteration margin is attached to each figure.
Case study 2: Multi-objective tuning of retinal model
To assess the effectiveness of the proposed MOOGA approach, a multi-objective experiment designed to find a set of retinal models optimizing at the same time a set of predefined criteria of interest is presented in this section. To this end, the four studied metrics summarized in Table 2 from Section 4.1 were selected as quality metrics in an effort to improve the retinal model presented in this section. In this experiment, we adopted the criterion of minimizing the absolute difference among synthetic and real values of each metric to approximate the electrophysiological recordings. As a result, the set of figures from Fig. 5(b) shows a non-convex shape of the Pareto front. In case of convex shape, it is more easily agree for a trade-off point between all possible solutions of the problem, i.e., the best retinal model. Fig. 5 (a) shows a point cloud with the set of solutions obtained comparing PSTH-KLD and FRAD metrics, which has pseudo-lineal shape. Fig. 5(b) shows the comparison between PSTH-KLD and ISI-KLD. There are two different groups (two clusters) clearly differentiated. This is of interest as it shows that some gene is classifying the individuals of the population in two different clusters. The Pareto front in this case is composed two clusters of solutions. In Fig 5(d) FRAD and ISI-KLD fitness metrics is compared. Similary to the previous graph (Fig. 5(b) ) there are two different groups, more so in this case since the groups are more compact. These results show that the MOOGA strategy reduces the search space and offers a set of optimized retinal models following several objectives at a time, and that the computation can be completed in a reasonable amount of time.
Finally, a visual example of how our optimization framework fits the biological behavior using the aforementioned criteria is shown in Fig. 6 . This figure shows a comparison of biological and synthetic normalized PSTH and raster data produced by 9 repetitions of the experiment. Each set of raster data is represented together with the accumulated raster which gathers all repetitions for biological (up) and synthetic (bottom) cases. As usual, each PSTH is calculated using the accumulated data. In the case of synthetic data, the 9 rasters were generated by work.
Conclusions
An automatic evolutionary multi-objective strategy for tuning retinal models has been presented. The tuning is performed so that a selection of those parameters that best approximate a synthetic retinal model output with actual electrophysiological recordings is automatically calculated. Our results show that this strategy performs well when dealing with optimization problems with multiple criteria satisfaction. Furthermore the selected quality metrics converge in a reasonable amount of time, what suggest that this strategy, based on the algorithm NSGA-II, is useful for adjusting neuronal models. In addition, the multi-objective strategy reveals valuable information when the proposed criteria are faced, and highlights the different trade-off among them.
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