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A B S T R A C T
In the 21st century, computer-aided methods became a well-established tool in the
pharmaceutical industry. Because many protein structures are still very difficult to
determine experimentally, various in silico methods have been developed to pre-
dict their three-dimensional structure from the corresponding sequence. Unfortu-
nately, the modeling process has often to be adapted to the target protein or the au-
tomatically generated models have to be manually refined afterwards by the users
based on their expert knowledge to finally achieve reasonable results.
The aim of this thesis is to explore the applicability of automated in silico model-
ing strategies by means of G-protein coupled receptors (GPCRs). First, we analyze
to which extent available protein structure prediction methods can be particularly
tailored to the automated GPCR modeling case. Second, we develop our own ap-
proach and demonstrate that we obtain improved models compared to other state-
of-the-art modeling tools. More important, our method does not rely on manual in-
teractions by the user during the modeling process and is thus generally applicable
for all GPCRs. Furthermore, we present a new sequence based method to predict
structural distortions from ideal α-helical geometry. This method also exceeds the
prediction accuracy of comparable approaches.
G E R M A N A B S T R A C T
Im 21. Jahrhundert sind computergestützte Methoden zu einem etablierten Werk-
zeug in der Pharmaindustrie geworden. Da viele Proteinstrukturen nur mit großem
Aufwand experimentell aufgeklärt werden können, wurden diverse in silico Me-
thoden entwickelt, um ihre dreidimensionale Struktur aus der dazugehörigen Se-
quenz zu modellieren. Leider muss der Modellierungsprozess häufig an das Ziel-
protein angepasst oder die automatisch generierten Modelle von den Anwendern
auf Basis ihres Fachwissens verfeinert werden, um letztendlich vernünftige Resul-
tate zu erhalten.
Das Ziel dieser Arbeit ist die Untersuchung der Anwendbarkeit automatischer in
silico Modellierungsstrategien am Beispiel der G-Protein gekoppelten Rezeptoren
(GPCRs). Zunächst analysieren wir bis zu welchem Grad verfügbare Proteinstruk-
tur-Vorhersagemethoden für die automatische Modellierung von GPCRs angepasst
werden können. Anschließend entwickeln wir unser eigenes Verfahren und zeigen,
dass dieses im Vergleich zu anderen modernen Methoden verbesserte Ergebnisse
erzielt. Hervorzuheben ist dabei, dass unser Ansatz keinerlei Interaktion vom An-
wender benötigt und somit auf alle GPCRs angewendet werden kann. Des Weiteren
stellen wir eine neue sequenzbasierte Methode zur Vorhersage von so genannten
Kinks in α-Helices vor. Auch diese Methode übertrifft die Vorhersagegenauigkeit
vergleichbarer Ansätze.
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G E R M A N S U M M A RY
Im 21. Jahrhundert sind computergestützte Methoden zu einem etablierten Werk-
zeug in der Pharmaindustrie geworden. Zum einen dienen zum Beispiel Metho-
den aus dem maschinellem Lernen der automatischen Analyse riesiger Datenmen-
gen, zum anderen können Modellierungsmethoden bei der Vorhersage von Prote-
instrukturen helfen und schließlich zur Entdeckung neuer Wirkstoffe führen. Mit
Hilfe dieser Verfahren sollen in Zukunft Teile der kosten- und zeitintensiven Labor-
experimente sogar komplett ersetzt werden können.
Alle in silico entwickelten Strukturvorhersagemethoden werden grob in zwei
Klassen eingeteilt. Die erste ist die sogenannte Homologiemodellierung, bei dem die
noch unbekannte Struktur eines Proteins aus bekannten Strukturen abgeleitet wird.
Die Basis dieses Verfahrens ist die Erkenntnis, dass im Gegensatz zur Primärstruk-
tur, das heißt der Aminosäuresequenz des Proteins, die Tertiärstruktur deutlich
konservierter ist. Aus diesem Grund findet dieser Ansatz seine häufige Anwen-
dung, wenn homologe Proteine, z.B. aus der selben Proteinfamilie, als Templat zur
Verfügung stehen.
Dieser Methode steht die ab initio Modellierung gegenüber, die meist angewen-
det wird, wenn noch kein passendes Templat experimentell bestimmt worden ist.
Somit muss die komplette strukturelle Information allein aus der zu Grunde liegen-
den Sequenz extrahiert bzw. vorhergesagt werden. Der erste Schritt ist zunächst
die Bestimmung aller Sekundärstrukturelemente und anschließend die Anordnung
dieser im dreidimensionalen Raum. Die so generierten Decoys werden daraufhin
bezüglich einer Energiefunktion optimiert.
Wie häufig bei der Anwendung automatischer Methoden auf biologische Daten
muss auch hier fast jeder Schritt auf Basis von Expertenwissen manuell kontrolliert
und korrigiert werden.
In dieser Arbeit untersuchen wir deshalb, in wieweit die oben genannten Metho-
den zur Strukturvorhersage von Proteinen aus der Familie der G-Protein gekoppel-
ten Rezeptoren (GPCRs) verwendet werden können ohne in die Modellierung ein-
greifen oder nachträglich die generierten Modelle manuell modifizieren zu müssen.
Wegen ihrer biologischen Funktionsvielfalt, unter anderem der Regulierung des
Blutdrucks oder der Immunsystemaktivität, sowie als Ursache von vielen gängi-
gen und ernsthaften Krankheiten (Diabetis, Alzheimer, Parkinson) aufgrund einer
Fehlfunktion, sind GPCRs seit Jahren im Fokus der pharmazeutischen Industrie. Da
diese Proteine in der Zellmembran sitzen, sind experimentelle Methoden zur Auf-
klärung der Struktur, wie z.B. die Röntgenkristallographie, kaum anwendbar, so
dass lediglich die Struktur eines Vertreters dieser Familie, bovine rhodopsin (PDB
ID: 1F88), zu Beginn dieser Arbeit bekannt war. Deshalb ist es besonders wichtig,
die generelle Anwendbarkeit von in silico Methoden für diese Proteinfamilie zu
analysieren.
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In unserer ersten Studie untersuchen wir die Modellierung eines noch unbekannten
GPCRs, dem Neurokinin-1 Rezeptor, mittels Homologiemodellierung. Im Gegen-
satz zu anderen Studien verwenden wir jedoch zwei Template, bovine rhodopsin
und den zwischenzeitlich experimentell aufgelösten β1-adrenergic Rezeptor (PDB
ID: 2RH1), gleichzeitig. Wir zeigen, dass der dadurch erhöhte Konformationsraum
des Proteinrückgrats zu einer strukturellen Variation der Modelle führt, so dass
automatisch Modelle erzeugt werden, die zu experimentellen Studien passen. Die
anschließende Auswahl eines geeigneten Modells kann allerdings bisher nur auf
Basis dieser Studien geschehen und somit nicht automatisiert werden.
Das zweite Projekt der zu Grunde liegenden Arbeit ist die Analyse eines ab initio
Verfahrens, welches speziell für die Modellierung von GPCRs entwickelt wurde.
Da das Programm selbst nicht für die Öffentlichkeit zugänglich ist, implemen-
tieren wir das Verfahren zunächst selbst, um die in der Publikation beschriebe-
nen vielversprechenden Ergebnisse nachvollziehen zu können. Neben der reinen
Nachimplementierung steht vor allem auch die Verbesserung auf algorithmischer
Ebene im Vordergrund. Bei vielen Schritten, insbesondere bei der Generierung
tauglicher Startstrukturen, sind die Ergebnisse jedoch unzureichend, so dass die
anschließende Optimierung der Modelle fehlschlägt. Auch diverse Anpassungen
unsererseits – ohne den Kern des Algorithmus zu verändern – reichen nicht aus,
um mit dieser Methode erfolgreich GPCRs modellieren zu können.
Im Hinblick auf unser Ziel der automatisierten GPCR Modellierung analysieren
wir die zwischenzeitlich experimentell neu aufgelösten Strukturen von fünf wei-
teren GPCRs. Bei dem Vergleich wird deutlich, dass die strukturellen Haupt-
unterschiede der GPCRs in der Lage und Orientierung der Kinks bestehen. Kinks
sind Abweichungen von der idealen Geometrie einer Helix, die nicht nur aufgrund
der (lokalen) Aminosäuresequenz, sondern auch aufgrund inter-helikaler Wech-
selwirkung ausgebildet werden. Gerade bei aus einfachen Sekundärstrukturele-
menten bestehenden Proteinen dürfen Kinks bei der Modellierung also nicht ver-
nachlässigt werden.
Da bisher die Ursache für solche Kinks noch nicht bis ins Detail geklärt ist und
auch nur wenige Vorhersagemethoden existieren, haben wir zunächst eine eigene
Vorhersagemethode entwickelt. Mittels Support-Vektor-Maschinen können wir –
besser als vergleichbare Ansätze – gekinkte Helizes mit über 80%iger Genauigkeit
vorhersagen. Dennoch bleibt die Vorhersage der exakten Lage des Kinks noch un-
gelöst, was darauf zurückzuführen ist, dass, wie bereits erwähnt, inter-helikale
Wechselwirkungen eine wichtige Rolle spielen.
Basierend auf der Ähnlichkeit der bekannten GPCRs haben wir unser eigenes Ver-
fahren zur automatischen Modellierung dieser entwickelt. Unser Ansatz verknüpft
dabei die Vorteile der Homologiemodellierung für die Generierung geeigneter
Startstrukturen, kommt jedoch ohne Sequenzalignment aus, welches einer der
fehleranfälligsten Schritte bei der Homologiemodellierung ist. Lediglich die am
stärksten konservierte Aminosäure in jeder Helix muss identifiziert werden. Des
Weiteren erlaubt unser Verfahren den Helices die Ausbildung der Kinks während
der Optimierungsprozedur. Somit werden auch inter-helikale Wechselwirkungen
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bei der Optimierung der Kinks in Betracht gezogen. Durch dieses in der Form
bisher nie dagewesene Verfahren können alle bekannten GPCRs in der Transmem-
branregion zumeist mit einem Cα-RMSD Wert unter 2.0Å und mit einem maxi-
malen Wert von 2.65Å modelliert werden. Damit erhalten wir verbesserte Modelle
im Vergleich zu anderen gängigen Methoden aus der Literatur.
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1 Introduction
Computer-aided methods are increasingly applied in many areas of pharmaceuti-
cal industry. Today, scientists can choose from a large number of databases to access
and to handle the huge amount of available experimental data, they can employ
various machine learning methods for data analysis, and can use many sophisti-
cated tools that assist in structure prediction of unknown proteins.
The latter methods are especially important due to the limits of experimental tech-
niques, of which X-ray crystallography is certainly the most common one. In 1958,
Max Perutz and John Kendrew, who have been honored with the Nobel Prize in
Chemistry, used this method to resolve the first protein structure, myoglobin.1 In
June 2012, the time of writing this thesis, 67618 structures were determined through
X-ray crystallography and are deposited in the Protein Data Base (PDB),2 account-
ing for nearly 90% (76383) of all experimentally solved protein structures. However,
this method is hardly applicable for membrane embedded proteins. In the case of
membrane protein crystallization, the protein has to be removed from its natural
environment, a phospholipid bilayer, and consequently the protein often changes
its conformation. None of the stabilizing procedures guarantees that the structures
remain unchanged, and thus crystal packing artefacts cannot be excluded. The crys-
tallization step is further complicated by the hydrophobic surface of these proteins.
Today, only 342 structures of membrane proteins are known.3
Besides X-ray crystallography, Nucleic Magnetic Resonance (NMR) is the second
most common technique, which provides atomic resolution of protein structures.
At the time of writing, 8286 protein structures were resolved by NMR, where 88
unique proteins belong to the family of integral membrane proteins. The first struc-
ture solved by NMR was the bull seminal proteinase inhibitor (BUSI) of a globular
protein in 1985.4 The primary disadvantage of NMR are the difficulties in the 3D
structure determination of larger proteins (>250 residues) due to huge overlaps in
its corresponding spectrum.5
In this study, we focus on G-protein coupled receptors (GPCRs), the largest fam-
ily of transmembrane proteins. Because each GPCR consists of more than 300 re-
sidues, all structures have to be determined by X-ray crystallography. One of the
major challenges in GPCR crystallography is the low expression level in native
tissues.6 Moreover, due to the poor thermal stability7 many different (structural)
modifications are required to obtain crystal structures of GPCRs: the addition of
lipids during purification and crystallization, the usage of stabilizing ligands and
mutations, and the insertion of T4 lysozyme in the disordered region between he-
lix 5 and helix 6 are the most common ones.8–11 The latter brought the biggest en-
gineering progress in stabilizing GPCRs. Due to this modification, the Stevens &
1
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Kobilka group were able to successfully determine and publish five new GPCRs in
2012.12–16 The basis of our work and all conclusions, however, are drawn from the
native structures available at the end of 2011.
In December 2011, only 7 crystal structures of 799 sequences were experimentally
solved. In the GRAFS (Glutamate - Rhodopsin - Adhesion - Frizzled/Taste2 - Secre-
tin) system17 - a system to classify the sequences of GPCRs in different subfamilies
-, all these structures belong to the rhodopsin-like subfamily (see Figure 1.1). Rhod-
opsin itself was the first GPCR that was experimentally resolved in 2000 (PDB ID:
1F88), while the others have been determined between 2007 and 2011.
Figure 1.1: The GPCR tree of the five subclasses. All already resolved crystal struc-
tures (red flags) belong to the rhodopsin-like subclass and are evolution-
ary closely related except for the CXCR4 chemokine receptor. Image by
Yekaterina Kadyshevskaya, courtesy of the GPCR Network, The Scripps
Research Institute.18
In general, the function of this protein family is the signal transduction from the
outside to the interior of cells. They are thereby involved in various biological pro-
cesses, e. g., regulation of blood pressure, heart rate, and immune system activity,
and hence they are of great interest for the pharmaceutical industry.19, 20 This in-
terest is further increased since dysfunctions of GPCRs can lead to serious diseases
such as asthma21 or schizophrenia.22 Drugs developed to target GPCRs do not need
to have special properties regarding the ability to pass cell membranes. Instead of
passing small molecules (drugs) through the cell membranes, GPCRs provide an
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outer membrane binding site. The binding of a molecule induces then a confor-
mational change in the intracellular (IC) side. Upon exchange of GDP to GTP the
bound G-protein is then dissociated and transfers the signal to various effectors.
More information about GPCRs’ predominance as drug targets and some details of
each solved structure are briefly described in Chapter 2.
A common technique to find a molecule that binds at a specific target, is High-
Throughput Screening (HTS). Through this cost and time consuming process, mil-
lions of compounds can automatically be biologically screened to identify so-called
hits. However, hits are still far away to be a potential drug and can only be used
as a starting point for a mostly very long process of further improvements. Here,
computer-aided methods, in particular, ligand-based and structure-based drug de-
sign, are normally used to find new compounds and to improve their profile, i. e.,
activity, selectivity, and pharmacological properties (ADMET). The idea behind the
ligand-based strategy is that a protein can only bind to very similar ligands and
hence new ligands can be derived from a known one. In contrast, in structure-based
drug design, the ligands are developed based on the binding pocket of a given tar-
get protein.
As on the one hand, structural information for GPCRs is still limited, but on the
other hand, the demand for additional structures is exceedingly high, we explore
the applicability of in silico modeling strategies on this protein family. Two main
families of methods are known for this task, homology modeling and ab initio
modeling. Homology modeling, also known as comparative modeling, is based
on the idea that structures of proteins are more conserved than their sequence,
and hence, in case of high sequence identity (commonly > 40%), a protein with
a known three-dimensional structure can serve as a template for a target protein,
where only the sequence is known. The general steps in homology modeling are
template selection, sequence alignment, structure modeling and model validation.
Many algorithms have been implemented in different modeling tools, e.g. fragment
assembly (3D-JIGSAW,23 CPHModel24) or satisfaction of spatial restraints (MOD-
ELLER,25 Geno3D26).
Many unknown GPCRs have been modeled in silico using homology modeling
using rhodopsin as a template since rhodopsin has been the only available structure
for several years. However, due to the low identity between GPCR sequences, most
of these models had to be manually restrained in the modeling process or refined
afterwards based on mutagenesis data and expert knowledge. These restraints had
to be adapted for every new target structure researchers focused on and therefore
cannot be applied in general. In a recent study, Zhu and Li demonstrated this by
modeling the β1-adrenoceptor receptor.27 Only if they choose the correct alignment
and template structure, which they did based on the known target structure, it was
possible to model this GPCR with a quite low Cα-RMSD value.
Whereas in comparative modeling an adequate template is needed, for example, a
structure of a protein from the same family, in ab initio modeling the structure is
predicted solely based on its sequence, e. g., by protein threading.
4 I N T R O D U C T I O N
A software tool where protein threading is implemented, called TASSER,28 has been
applied to all identified G-protein coupled receptors.29 The Cα-RMSD in the core
region between their predicted model and the native bovine rhodopsin structure
was 3.3 Å. Focusing only on the TM region, the Cα-RMSD was decreased to 2.1 Å.
In a general protein modeling approach, Sander et al. computed the three-
dimensional structure of various proteins from evolutionary sequence variation.30
Whereas some reasonable structures were obtained for other proteins, the represen-
tative of the GPCR family, bovine rhodopsin, was only modeled with a Cα-RMSD
value of 4.84Å. The authors claimed that the largest differences occurred in helices
1 and 7, which were misaligned relative to the direction perpendicular to the mem-
brane surface.
Algorithms particularly tailored to the GPCR case obtain much better results. One
of the first ones is MembStruk. Several version have been announced between 2001
and 2004, until the authors were able to reproduce the transmembrane region of
bovine rhodopsin within a Cα-RMSD of 2.8Å.31
Already in 2001, Shacham et al. developed PREDICT and modeled bovine rhod-
opsin with an RMSD of 3.87Å.32 Excluding helix 4 yielded an even lower RMSD of
3.2Å. But more important, the authors claimed to have reproduced the binding site
for retinal (where helix 4 is not involved) very accurately (without giving an RMSD
value). It was not until 2004 that the authors published their approach with more
details.33
The basic idea behind PREDICT is to optimize the arrangement of seven canonical
helices and to insert afterwards kinks in each helix using molecular dynamics (MD)
simulations without changing the final structure significantly. Because the three-
dimensional optimization procedure is a brute force method in a very small range,
the whole modeling approach is strongly dependent on proper start conformations
and hence on the quality of the prediction methods used for this task. Since the
whole procedure of PREDICT - as far as stated in the corresponding publication -
did not rely on experimental data and since we were interested in fully automated
GPCR modeling, we examined both the reproducibility of their results regarding
bovine rhodopsin and the applicability of PREDICT on other GPCRs.
1.1 T H E A I M O F T H I S T H E S I S
When this thesis was started in 2006, only one GPCR structure was determined
(bovine rhodopsin) and hence GPCR homology modeling was done using this as
template. In 2007, a second native GPCR structure, the human β2-adrenergic recep-
tor, was published and researcher began to use the new available template (PDB
ID: 2RH1) for their studies.34, 35 All these studies used restraints to place important
side chains in the right position.
Our first goal towards automated GPCR modeling was to examine to which extend
manually defined restraints in homology modeling can be replaced by including
more flexibility in the backbone. Therefore, we used a multiple template approach
to explore whether suitable models can be created without manual influences in the
modeling procedure. We only fall back to mutagenesis data to choose a final model,
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which is then validated by a virtual screening technique. The details of this study
with all results are illustrated and discussed in Chapter 3.
Our second task was to reimplement the PREDICT approach based on the informa-
tion given in the corresponding publication since the code was closed source. Al-
though PREDICT was successfully applied to rhodopsin, the simple methods used,
in particular, the severe restraint of rigid canonical helices, let us infer that it can
hardly be applied for automated GPCR modeling. However, we aimed to replace
these methods by more sophisticated algorithms to possibly fill this gap.
To this end, we first checked the prediction methods used by PREDICT to find good
start conformations, so-called decoys. This analysis includes mainly the orientation
of a single helix and the scoring function in 2D. In a second step, we investigated
the energy function of PREDICT used in the optimization procedure, which was
adapted for the reduced protein representation developed by Herzyk and Hub-
bard.36 Here we focused, among others, on the different parameters for cation-pi,
polar and aromatic interactions, as well as the given membrane term. Another step
of the PREDICT approach was the MD simulation to insert kinks in helices. We anal-
ysed, similar to Shacham and coworkers, the introduction of kinks in a helix using
an MD simulation. In contrast to their proceeding where they solvated the whole
structure in water and ran a very short simulation of 280ps to change the model
only locally, we focused on the stability of a single helix and hence we solvated
each helix in a mixture of trifluoroethanol (TFE) and water and have run the simu-
lation for two nanoseconds. All investigations concerning the PREDICT algorithm
are discussed in Chapter 4.
Besides our primary project – fully automated ab initio GPCR modeling – , we fo-
cused on distortions in α-helices (see Chapter 5). As illustrated in Chapter 2, GPCRs
consist mainly of seven helices connected by loops of different length. In case of
proteins consisting only of such simple building blocks, the largest difference re-
sults from distortions from optimal α-helical geometry. As the reasons for those
are widely unknown, we extended our analysis in this direction and applied string
kernels for support vector machines to predict kinks based on a peptide sequence.
The results obtained in the studies above encouraged us to develop a new optimiza-
tion method, which allows helices to be kinked during the arrangement of the seven
helices. In Chapter 6, the mathematical background and all results concerning this
study are presented and discussed.
Chapter 7 concludes our previously presented results. Some final remarks are given
and some ideas for future work are suggested.

2 G-Protein Coupled Receptors
G-protein coupled receptors (GPCRs), also known as seven transmembrane recep-
tors (7TM receptors), are the largest family of α-helical transmembrane proteins. To-
day, more than 700 GPCR-encoding genes are known, starting with the first cloned
member, the hamster β-adrenergic receptor, in 1986.37, 38
Located in the cell membrane, GPCRs have an extracellular and a cytoplasmic bind-
ing domain, and are therefore predestined for signal transduction. Since they bind
to a wide variety of ligands - from small molecules to proteins -, they clearly belong
to the most important pharmaceutical targets. About 50-60% of approved drugs
and about 40% of the top selling drugs target a receptor of this family.39
Drug Market value Target
Statin LIPITOR $ 13,288 HMG-CoA Reductase
Anti-coagulant PLAVIX $ 9,100 ADP Receptor - GPCR
Antacid NEXIUM $ 8,236 H+/K+-ATPase
Asthma treatment SERETIDE $ 8,099 Adrenoceptor - GPCR
Anti-psychotic SEROQUEL $ 6,012 Several GPCRs
Anti-inflammatory ENBREL $ 5,863 TNF receptor
Anti-inflammatory REMICADE $ 5,453 TNF receptor
Statin CRESTOR $ 5,383 HMG-CoA Reductase
Anti-psychotic ZYPREXA $ 5,357 Serotonin Receptor - GPCR
Anti-inflammatory HUMIRA $ 5,032 TNF receptor
Table 2.1: Top 10 selling products in 2009 (in billion).39
The functions of GPCRs are as diverse as their ligands are. They are, among other
things, responsible for several automatic body functions such as blood pressure and
heart rate,19 regulation of the immune system activity20 and digestive processes.40
Many wide-spread and some serious diseases are related to dysfunctions of these
receptors, e.g. hypertension,19 asthma,21 schizophrenia,22 allergic reactions,41 and
Parkinson’s disease,42 to mention only a few.
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Figure 2.1: GPCR with bound
G-protein.43
Proteins of the 7TM receptor class all share a
common feature – a so-called G-protein bound
to their intracellular side. These G-proteins (gua-
nine nucleotide-binding proteins) consist of three
subunits (αβγ) and are bound via their α-subunit
to an inactive GPCR as shown in Figure 2.1. The
activation process, which is not fully understood
today, is initiated by the binding of a ligand in the
receptor’s binding pocket. These ligands are very
diverse and can range from ions to whole pro-
teins. The ligand binding causes a conformational
change in the intracellular GPCR domain, which
in turn results in a detachment of the G-protein
from the receptor. In the next step, the GDP in
the α-subunit is exchanged with a GTP, leading
to a dissociation from the βγ-subunit. Depending
on the type of the subunit, various proteins in the
cytoplasmic area are then affected. The whole ac-
tivation process that has the big advantage that
molecules do not have to pass the cell membrane is schematically illustrated in
Figure 2.2.
Figure 2.2: Activation process of GPCRs.44
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According to a study of Illergård et al., protein structures are up to ten times more
conserved than their sequences.45 G-protein coupled receptors are an excellent ex-
ample for these observations. The sequence similarity within this family is very
low (usually 6 40%), although their structures have many properties in common
(see Section 2.3). However, the sequences of GPCRs contain some conserved resi-
dues and motifs. The well-established Ballesteros-Weinstein nomenclature46 repre-
sents this finding by assigning the index ’50’ to the most conserved residue in each
helix. For instance, Asn1.50, denotes the asparagine in helix 1, which is the most
conserved residue of this helix.
Careful examination of multiple sequence alignments of the different GPCR se-
quences reveals three additional motifs that occur with high propensity and have
also been studied with regard to their functional roles. First, the L(I, M, V, T)xxxD
(N, E) motif, where the latter one is D2.50 and x is a non-ionic amino acid residue,
most frequently A, S, L, or F.47 Second, the D(E, N)R(K, H)Y(W, F, H) motif contain-
ing R3.50.48 And third, the N(D, T, S, Q)PxxY(F, W, H) motif including P7.50.49 Based
on these motifs researchers can check if their sequence alignments are reasonable,
i. e., whether these motifs are mapped correctly, as other sequential regions are too
diverse across the whole GPCR family to give information about correctness.
Figure 2.3: Two-dimensional model adopted after Gether.50 The seven most con-
served residues as well as the DRY and NPxxY motif are shown. D2.50
belongs to the third motif LxxxD in helix 2. The almost invariable disul-
fide bond between C3.25 and a cysteine located in the ECL2 is marked
by a dashed line.
Moreover, a disulfide bond is found in almost all rhodopsin-like GPCRs, where
one of the two cysteines involved is the conserved C3.25 and the second is located
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in the extracellular loop 2. The approximate positions of all mentioned residues and
motifs are illustrated in Figure 2.3.
2.3 S T R U C T U R A L P R O P E R T I E S
Figure 2.4: Counter clockwise or-
dered GPCR.50
Several structural features are characteristic for
the family of G-protein coupled receptors. First,
the 7 transmembrane spanning helices are con-
nected by loop regions, and are ordered counter
clockwise when viewed from the extracellular
side as illustrated in Figure 2.4. Helix 3 (H3) is
the most tilted one, meaning that it is lying di-
agonally in the membrane, and has interactions
with H5 at its cytoplasmic end. The N-terminus
is always extracellular and the C-terminus intra-
cellular. The latter domain is responsible for the
activation of the bound G-protein. The ligand
binding pocket is mainly located in the transmembrane region (H3-H7), however,
the second extracellular loop (ECL2) plays a crucial role in ligand binding as shown
in various studies, e. g., by Shi51 or Massotte.52 The inter-helical contacts are ei-
ther highly conserved amino acids (polar, aromatic, or proline) or the small and/or
weakly polar amino acids alanine, cysteine, glycine, serine, and threonine.53 These
interactions lead to a high packing formation of GPCRs. As mentioned above, an-
other characteristic biochemical property is the conserved disulfid-bond between
Cys3.25 and a cysteine located in ECL2.
2.4 C R Y S TA L S T R U C T U R E S
In this section, we will present the seven already solved (December 2011) crystal
structures of G-protein coupled receptors and will describe briefly the most obvi-
ous differences between these structures with respect to the general structural fea-
tures. Moreover, we will mention the functionality and the possible diseases each
subfamily is associated with.
Figure 2.5: 1U19
Bovine rhodopsin receptor
The first high-resolution (2.8Å) X-ray structure, bovine
rhodopsin (PDB ID: 1F8854), was published in the
year 2000. It reveals the major features of this pro-
tein family: the ECL2 (highlighted in yellow) forms
a 2-stranded β-sheet and is extended into the bind-
ing pocket, where it forms several contacts with its co-
valently bound agonist retinal.55 In subsequent years,
the resolution has been improved to 2.2Å (PDB ID:
1U1956). Mutations of the rhodopsin gene are a major
factor to various retinopathies, e.g. autosomal domi-
nant retinitis pigmentosa57 and night blindness.58
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Figure 2.6: 2RH1
Human β2-adrenergic receptor
Seven years after the first GPCR crystal structure was
experimentally determined, the second one, a human
β2-adrenergic receptor (β2AR), was resolved at a 2.4Å
resolution (PDB ID: 2RH19). The most surprising fact of
this structure is a short helical segment in ECL2, which
is stabilized by an additional intra-loop disulfid bond
between Cys1844.76 and Cys1905.29, far above the bind-
ing domain. The bound antagonist carazolol59 fills simi-
lar spaces in comparison to retinal in rhodopsin. Mod-
ifications of adrenergic receptor genes are associated
with various diseases such as asthma, hypertension, and
heart failures.60
Figure 2.7: 2VT4
Turkey β1-adrenergic receptor
In 2008, the number of available GPCR structures was
doubled. First, a turkey β1-adrenergic receptor (β1AR)
was solved at a 2.7Å resolution (PDB ID: 2VT410). This
structure shows a distinctive kink in helix 1 (H1) of
chain A, but the authors suggest chain B without a kink
in H1 to be more reliable. Similar to 2RH1, a short he-
lix is found in ECL2, from which researchers infer a
common feature of βAR structures. In addition, a well-
defined helix is observed in cytoplasmic loop 2 (CL2),
which interacts with the highly conserved DRY motif
at the end of H3. This might give researchers more in-
sights into the activation process because former stud-
ies demonstrated the importance of CL2 and CL3 in G-
protein activation.61 Besides, the present ligand, the an-
tagonist cyanopindolol, reveals the same binding mode as carazolol in β2AR.
Figure 2.8: 3EML
Human A2A adenosine receptor
The second structure resolved in 2008 was a human
A2A adenosine receptor (PDB ID: 3EML11). Remarkable
differences are observed in the arrangement of the ex-
tracellular loops and in the binding of the antagonist
ZM241385. The latter is due to a subtle replacement of
the helices resulting in more ligand contacts with H6
and H7 and less interactions with H3 and H5. This find-
ing disproves the assumption of a GPCR family specific
binding pocket. The overall Cα-RMSD between this re-
ceptor and previously solved GPCRs lies between 2.0 to
2.5Å. Adenosine receptors are, among others, associated
with pain regulations,62 respiration,63 and sleep.64
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Figure 2.9: 3ODU
Human CXCR4 chemokine receptor
The evolutionary most diverse GPCR (see Figure
1.1) among the available crystal structures, a CXCR4
chemokine receptor (PDB ID: 3ODU65), was determined
in 2010 and shows significant structural differences to
the others. Shifts of the extracellular ends of H1, H4, and
H6 as well as a 120◦ rotation of the extracellular end
of H2 yield a different binding pocket formation. How-
ever, the Cα-RMSD to the other available structures is
again between 2.0 to 2.2Å, while the extracellular half is
more diverse (>2.2Å) than the intracellular one (61.9Å).
Chemokine receptors are regulating the migration of
various cell types, e. g., leukocytes.66–68
Figure 2.10: 3PBL
Human dopamine D3 receptor
The structure of another GPCR, a human dopamine D3
receptor (PDB ID: 3PBL69), was published at the same
time as 3ODU. The shorter ECL2 has no helical segment,
but contributes to the ligand binding pocket in a similar
way as βARs. Although a salt-bridge between Arg3.50
and Asp/Glu6.30 was assumed to be important in G-
protein activation, this receptor is, besides rhodopsin,
the only one, where this so-called ionic lock is present.
Dysfunctions of this GPCR subfamily lead to several dis-
eases in the central nervous system, e. g., Tourette’s syn-
drome, schizophrenia,22 and Parkinson’s disease.42
Figure 2.11: 3RZE
Human histamine H1 receptor
The last structure solved before writing this thesis was a
human histamine H1 receptor in 2011 (PDB ID: 3RZE70),
which has a higher structural similarity to both aminer-
gic receptors and the dopamine D3 receptor compared
to the other three known crystal structures. A longer
ECL2 section and an increased distance between the ex-
tracellular ends of H3 and H5 results in a larger volume
of the ligand binding pocket, which is completely filled
out by larger H1R antagonists alleviating the symptoms
of allergies and inflammation.41, 71
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Figure 2.12 shows the seven crystal structures from extracellular site. While the
overall folds seem to be very similar (for better comparison see Figure 4.3), it is
obvious that ECL2 is diverse across the different GPCRs. In 1U19 and 3RZE it cov-
ers the binding pocket to a large extent, whereas it is far above in the other five
structures. Moreover, in case of adrenergic receptors (PDB ID: 2RH1 and 2VT4), it
is even long enough to form a small α-helix, whereas it is very short in case of the
dopamine receptor (PDB ID: 3PBL).
(a) 1U19 (b) 2RH1 (c) 2VT4
(d) 3EML (e) 3ODU (f) 3PBL
(g) 3RZE
Figure 2.12: The seven experimentally determined GPCR crystal structures as seen
from the extracellular side. The ECL2 and the most conserved residue
in each helix are marked in yellow.
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Table 2.2 gives an overview of all modifications that have been done to obtain more
stable structures for crystallization. Note, none of the stabilizing procedures guar-
antees that the structures remain unchanged.
Table 2.2: Experimental modifications of the X-ray structures
Modification 1U19 2RH1 2VT4 3EML 3ODU 3PBL 3RZE
T4 lysozyme X X X X X
Point mutation X X X
Modified termini X X X X X X
Inverse agonist X X X
Antagonist X X X X
The T4 lysozyme replaces most of the unstable third cytoplasmic loop. The mutations enhance ther-
mal stability. Longer tails have just been deleted. The purification with ligands increases the stability,
too.
3 Homology Modeling
Our first step towards automated G-protein coupled receptor modeling was the
adaption of the commonly used homology modeling (HM) approach, which has
successfully been applied to different globular72 as well as membrane proteins.73, 74
The idea of HM, also known as comparative modeling, is based on the observa-
tion that three-dimensional structures of proteins are typically more conserved than
their amino acid sequences.75 Consequently, proteins with homologous sequences
are expected to show a similar three-dimensional structure. In general, compara-
tive modeling consists of four steps: template selection, sequence alignment, model
building, and model validation.76 The choice of an appropriate template structure
is not always straight forward, in particular, if no template with a sequence identity
of at least 30% to the protein of interest exists. In case of a missing template struc-
ture, protein threading is done, where a database of known structures for other
proteins is queried to ’thread’ the sequence through secondary structure elements
like α-helices and β-sheets. Using TASSER, a well-established method for protein
threading, all identified G-protein coupled receptors have been modeled.29 While
the Cα-RMSD between the model and the native structure of bovine rhodopsin
for the core region (residues 32 to 323) is comparable to other studies (3.3Å), the
authors achieved an excellent Cα-RMSD value of 2.1Å for the TM region.
In our study, published in the Journal of Medicinal Chemistry in 2009, we followed
another approach and examined the benefit of the new template structure of the
human β2-adrenergic receptor (PDB ID: 2RH1) in homology modeling.77 For years
the only available structure was bovine rhodopsin (PDB ID: 1F88) and all homol-
ogy models were based on this template structure. Whereas the extracellular loop 2
(ECL2) of 2RH1 has a complete different conformation compared to 1F88, the two
TM folds are quite similar. In case this holds also for other GPCR, we should be
able to create appropriate models without experimental knowledge and manual in-
teraction during the modeling procedure. In contrast to other studies, which had to
interact the modeling procedure manually, we used both available templates simul-
taneously, such that local structural similarities of both structures can be inferred to
our unknown protein. The higher flexibility in the backbone, should lead to more
diverse models such that at least one of these should fulfill all constraints based on
experimental knowledge.
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In a recent study, Nowak and co-workers extended the general framework of ho-
mology modeling by a molecular docking step to improve and facilitate the model
building and validation process.78 After generating a large amount of models by
an automated procedure to sample the side chain conformational space, a potent
ligand was docked to all models to identify those side chain conformations of the
binding site that are advantageous for ligand binding. Afterward, the information
of the docking runs was used to fine-tune a new set of models by restricting the de-
termined residues to appropriate positions during the model building process. The
ligand was docked in the new model set, and the ligand-receptor complexes were
evaluated based on the CScore, which was used to finally determine a set of best fit-
ting models, re-entering the docking procedure with 30 ligands. Despite some man-
ual refinements following afterwards, the top-scoring ligand-receptor complexes
already revealed the general binding motifs of the serotonin 5-HT1A receptor. With
this approach, Nowak et al. successfully modeled this aminergic receptor, yield-
ing impressive results in terms of high enrichment factors in virtual screening ap-
proaches. Remarkably, no additional experimental information, e. g., from mutage-
nesis studies, has been used in the first steps of this procedure. In our opinion, this
is currently one of the most promising methods for approaching automated model-
ing of G-protein coupled receptors.
Here, we apply Nowak’s method to the human neurokinin-1 (NK1) receptor, a
member of the neurokinin receptor family. The natural ligands of this family, the
neurokinins, also termed as tachykinins, are small neuropeptides that are widely
distributed within the peripheral and central nervous systems and are involved in
neurotransmission and neuromodulation. Studies suggest that they are involved
in various inflammatory and immune diseases.79, 80 Therefore, many antagonists
targeting the NK receptors have been developed as therapeutic agents.81
Evers and Klebe already developed a homology model of the NK1 receptor based
on the structure of bovine rhodopsin,82 which was suitable to identify a novel sub-
micromolar antagonist by virtual screening. Similar to the approach of Nowak, they
started with a large number of initial models and used ligand information from a
docking run to further improve the models. However, Evers and Klebe used more
prior knowledge, e. g., about the conformation of the ligand, from the beginning.
They assumed that the bioactive conformation is identical with its geometry in solid
state and hence performed a rigid docking. In addition, they evaluated the docking
complexes based on interactions derived from mutagenesis data rather than the cor-
responding docking score. Thus, the approach of Klebe and Evers requires strong
manual interaction during the model building and refinement process, whereas we
want to judge the feasibility of highly automated approaches to GPCR modeling.
Therefore, we explore if the procedure by Nowak et al. is generally transferable
to nonaminergic GPCR modeling to yield suitable initial models for further refine-
ment steps in reasonable time and with reasonable effort. Considering that this
approach has originally been applied to an aminergic receptor (5-HT1A), we ex-
pect significantly more intrinsic difficulties in our case because NK1 belongs to the
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group of peptide binding receptors and the putative binding site of the endogenous
ligand differs from the binding site of small molecule antagonists.
The second aim of our study is a deeper understanding of the influence of mul-
tiple different templates on the comparative modeling of GPCRs. Hence, we use
the bovine rhodopsin structure and the recently resolved human β2 adrenergic re-
ceptor structure as templates in the homology modeling step. Moreover, we com-
bine both templates to extend the accessible conformational space, leading to larger
backbone flexibility in the model building, not investigated in aforementioned stud-
ies. We assume that we can improve our models using multiple templates in an
automated fashion. The final evaluation of the models is based on virtual screening
techniques on a data set compiled from the literature as well as in house molecules.
3.1 M E T H O D S
3.1.1 Software
All homology models presented in this work were generated using MODELLER
8v2, an established standard for comparative modeling.25 MOE 2007.09 (Molecular
Operating Environment) was used for the alignments as well as manually refine-
ments of the models.83 The protein-ligand docking was performed using Glide
(Grid-based Ligand Docking with Energetics) in SP mode.84 The chemical com-
pound was drawn using Symyx Draw.85 The alignments were formatted and rep-
resented using ALSCRIPT,86 the graphics containing 3D structures were generated
with BALLView,87 the molecular viewer and modeling tool of the Biochemical Al-
gorithms Library BALL,88 version 1.2, and the enrichment plots were created with
the statistical program tool R.89
3.1.2 Alignments
We computed the pairwise alignments of the human NK1 receptor sequence (Uni-
Prot ID P25103) first with bovine rhodopsin (PDB ID 1F88) and second with the
human β2 adrenergic receptor (PDB ID 2RH1, removing the lysozyme fusion pro-
tein) denoting the resulting alignments as R1 and B1, respectively. To study the
impact of related sequences on the alignment, we also performed a multiple align-
ment of the human NK1 receptor with the human NK2 (UniProt ID P21452) and
human NK3 (UniProt ID P29371) sequence. The result was then aligned with the
bovine rhodopsin sequence (called R123). Repeating the procedure with the hu-
man β2 adrenergic receptor did not change the results of the B1 alignment. Further-
more, we carried out a multiple alignment of the human NK1 sequence with both
the human β2 adrenergic receptor and bovine rhodopsin (called RB1). All align-
ments were computed in MOE using a gap start penalty of 7.0 and a gap extension
cost of 1.0. Because of the low sequence similarity, we decided to use the BLOSUM
30 substitution matrix. We checked the plausibility of each alignment on both the
mapping of conserved motifs and residues of class rhodopsin-like GPCRs as well
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as the number of gaps appearing in helical regions, manually adjusting unfavor-
ably aligned regions. The residues proposed to be involved in the binding mode
are additionally denoted using the Ballesteros-Weinstein nomenclature.46
3.1.3 Model Generation
For each alignment, 300 homology models were generated by employing
MODELLER, using the structure of bovine rhodopsin (1F88) and/or the human
β2 adrenergic receptor (2RH1) as templates. From the sequence alignment of the
target protein and known template structures, MODELLER derives restraints ex-
pressed in terms of conditional probability functions (pdfs) for the target protein.90
Optimizing the placement of the target protein coordinates in the molecular pdf
with a conjugate gradient algorithm in combination with some nondeterministic
steps, the program obtains slightly different models for the same alignment. Thus,
the generation of a large number of models ensures a thorough sampling of the
conformational space of the side chains of the receptor. Employing more than one
template increases backbone flexibility and thus expanding the accessible confor-
mational space.
3.1.4 Docking
The potent nonpeptide NK1 antagonist CP-9634591 (see Figure 3.1) was flexibly
docked into all generated models using Glide in SP mode. Glide first produces a
rough initial guess to reduce the search space, followed by a torsion-angle opti-
mization of the most promising initial candidates. The best results of this second
stage are then refined by a Monte Carlo method to produce the predicted docking
pose.92 Finally, the best docking pose based on the Glide-score is chosen. Prior to
docking, the ligand was optimized with the MMFF94 force field in MOE.
Figure 3.1: Structure of the quinuclidine amine 1 (CP-96345).91
3.1 M E T H O D S 19
3.1.5 Model Refinements
Following the approach of Nowak, we examined the top scoring docking poses to
identify the essential key interactions that could be used to guide the model refine-
ment. As shown in the Result and Discussion section 3.2 in detail, none of such
interactions could be found prevalent in the top scoring docking poses. Thus, we
had to visually inspect the docking results, taking further knowledge from muta-
genesis studies into account. The most reliable suggestions concerning the binding
mode propose an H-bond between the exocyclic secondary amine to Gln 165 (4.60)
and an interaction between His 197 (5.39) and the benzhydryl group.81, 91, 93–96 These
findings from mutagenesis experiments are now taken as a substitute for the infor-
mation, which was gained in the study by Nowak et al. by the first docking runs.
In a first refinement step, we restrained the χ1 angle and the χ2 angle of Gln 165
(4.60) to -60◦ and to 170◦, respectively, to ensure its proper orientation into the bind-
ing pocket. The interaction between His 197 (5.39) and CP-96345 as well as the pi-
stacking between Tyr 272 (6.59) and His 197 (5.39) as suggested by mutagenesis
experiments was strengthened by a clockwise rotation of helix 5 by 30◦ (seen from
extracellular side) in the bovine rhodopsin template.
To further follow the approach by Nowak, we selected 14 conformationally diverse
models from the restrained model set and docked a balanced set of 50 highly (IC50
< 1 µM) and weakly (IC50 > 10 µM) active NK1 ligands taken from the public
database AurSCOPE to determine the most useful model for the identification of
active ligands by docking. Unfortunately, but not unexpected, there was no model
that separates the two groups satisfactorily. The failure of all models to separate
the ligand groups can be attributed to the kind of interactions involved in the bind-
ing mode as well as the quite small activity difference for both ligand sets. Thus,
the docking scores and also visual inspection did not give us additional informa-
tion, which can be used for model improvement, and therefore we skipped further
studies on multiple ligands, which is also in line with our aim to model GPCRs as
automated as possible.
In a second refinement step manual changes, i.e., manual side chain placement of
the binding site residues of three models followed and the selection process will be
described in the next chapters. To relax the conformation of the generated docking
poses, we performed an energy minimization of the side chain atoms employing the
AMBER99 force field as implemented in MOE. The backbone atoms of the modified
residues and the ligand atoms were kept fixed during this relaxation. Thereafter,
we performed an energy minimization of the entire binding pocket and the docked
ligand using the MMFF94 force field. All these refinement steps were done in MOE
with default parameters.
3.1.6 Virtual Screening
For the virtual screening, we combined public domain ligands from the database
AurSCOPE GPCR (company Aureus Pharma) and in house data of Boehringer In-
gelheim to a set of 1784 molecules including 58 active ones. Active molecules are
defined to have an IC50 value lower than 1 µM and all inactive ones have an IC50
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value larger than 10 µM. The set was balanced among others with respect to the
average molecular weight (actives: 463.7 Da; inactives: 425.5 Da) as well as average
charge (0.414, 0.407) and the average number of rotatable bonds (6.88, 7.06) to min-
imize the influences of these parameters. The protonation states of the compounds
were assigned using MOE, and the compounds were energy minimized with the
MMFF94 force field before docking. The virtual screening was done with GLIDE in
SP mode using default parameters and the enrichment plots were generated using
R.
3.2 R E S U LT S A N D D I S C U S S I O N
3.2.1 Alignment Study
The overall sequence identity of the human NK1 receptor with bovine rhodopsin
and with the human β2 adrenergic receptor is lower than 30%. In this range, the
number of alignment errors increases rapidly, resulting in the most substantial
origin of errors in comparative modeling.97 However, class I GPCRs share some
highly conserved residues and motifs such that an unambiguous alignment can be
achieved.98–102
Table 3.1: The four alignments used in this work
name used sequences
R1 human NK1 and bovine rhodopsin
B1 human NK1 and human β2 adrenergic receptor
R123 human NK1, human NK2, human NK3, and bovine rhodopsin
RB1 human NK1, bovine rhodopsin, and human β2 adrenergic receptor
The names are composed of the used template structures bovine rhodopsin (R) and human
β2 adrenergic receptor (B) as well as the number of the human neurokinin receptor (1-3).
In all four alignments (see Figure 3.2 and Table 3.1), the conserved residues and
motifs are correctly aligned, resulting in a proper arrangement of the seven heli-
cal regions. Moreover, 30 residues forming the general binding cavity for ligands
identified by Rognan et al. in an extensive study of 369 nonolifactory human GPCR
sequences are also correspondingly aligned in all four cases.104 The alignment of
the binding site residues of the human NK1 receptor proposed by the interaction
model of Evers and Klebe, namely Gln 165, Glu 193, His 197, Ile 204, His 265, and
Tyr 272, agrees with their published alignment,82 except in the alignment R1. In
this alignment, Tyr 272 (6.59) was mapped on Tyr 274 (6.57) of the bovine rhod-
opsin structure instead of the neighbored residue Phe 276 (6.59). This mapping was
achieved by the insertion of a gap into the helical region. In our opinion, inserting
gaps in structurally conserved regions is highly unlikely and indicates that a fam-
ily alignment (as in the case of the multiple alignment R123) gives more reasonable
results.
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Figure 3.2: Sequence alignments used for model generation: First, the pairwise
alignment of the human NK1 receptor and bovine rhodopsin (R1). Sec-
ond, the pairwise alignment of the human NK1 receptor and the hu-
man β2 adrenergic receptor (B1). Third, the multiple alignment of the
human NK1-3 receptors and bovine rhodopsin (R123). Fourth, the mul-
tiple alignment of the human NK1 receptor, bovine rhodopsin, and the
human β2 adrenergic receptor (RB1). The red and orange marked re-
gions are the TM helices of both templates and the ECL2 of the rhod-
opsin structure, respectively. The light-red marked regions indicate the
TM helices of the human NK1 receptor predicted by TMpred.103 Blue
marked residues are conserved residues/motifs of class I GPCRs. Resi-
dues forming the TM cavity are marked in green.104 All binding site re-
sidues of the human NK1 receptor, proposed by Evers and Klebe,82 are
colored in yellow. The alignments were formatted using ALSCRIPT.86
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Table 3.2: NK1 residues involved in the binding mode
NK1 bovine rhod- human β2 adrenergic bovine rhod-
opsin (R123) receptor (B1) opsin (R1)
Gln 165 (4.60) Pro 171 (4.60) Pro 168 (4.60) Pro 171 (4.60)
Glu 193 (5.35) Asn 200 (5.35) Asn 196 (5.35) Asn 200 (5.35)
His 197 (5.39) Val 204 (5.39) Ala 200 (5.39) Val 204 (5.39)
Ile 204 (5.46) His 211 (5.46) Ser 207 (5.46) His 211 (5.46)
His 265 (6.52) Ala 269 (6.52) Phe 290 (6.52) Ala 269 (6.52)
Tyr 272 (6.59) Phe 276 (6.59) Val 297 (6.59) Tyr 274 (6.57)
The mapping of the NK1 residues involved in the binding mode of ligand CP-96345 and
their corresponding amino acids based on the different alignments NK1bovine rhodopsin
(R123) human β2 adrenergic receptor (B1) bovine rhodopsin (R1).
3.2.2 Structure Study
To obtain reasonable orientations of the binding site residues in the homology mo-
del, these residues need to be mapped on residues of the template structure that are
pointing into the binding pocket. As mentioned before the essential NK1 residues
for binding of CP-96345 affirmed by various mutagenesis studies are Gln 165 (4.60)
and His 197 (5.39).93, 95 Examining our alignments with bovine rhodopsin, these
amino acids are mapped to Pro 171 (4.60) and Val 204 (5.39), respectively. Both re-
sidues are oriented into the binding pocket, and thus the alignment seems to be
reasonable in this region. In the case of the human β2 adrenergic receptor, the pre-
viously mentioned amino acids are mapped to Pro 168 (4.60) and to Ala 200 (5.39).
While the latter is directed toward the binding pocket, the position of Pro 168 (4.60)
does not seem to be suitable because it is oriented toward the neighbored helix
5. However, the positions of its neighbors Lys 167 (4.59) and Ile 169 (4.61) are even
less appropriate. Altogether, we suppose that the orientation of helix 4 in rhodopsin
seems to be a more suitable template than helix 4 of the human β2 receptor. For he-
lix 5, however, the opposite holds regarding the corresponding residues to His 197
and Ile 204 (see Table 3.2). Hence, we expected that a model generated by the combi-
nation of both templates and thus including backbone flexibility will perform best
in the virtual screening experiment.
In the case of the pairwise alignment R1, the mapping of Tyr 272 in NK1 to Tyr 274
(6.57) in rhodopsin is less reasonable than the mapping to Phe 276 (6.59) as in the
case of the multiple alignment because it is directed away from the TM cavity. Thus,
we skipped the alignment R1 in the further modeling steps. Other residues being
involved in the binding mode denoted by Evers and Klebe are Glu 193 (5.35), Ile
204 (5.46), and His 265 (6.52).82 Table 3.2 lists the corresponding residues, which are
all pointing well into the TM cavity (see Figure 3.3).
In addition, we examined the position of the ECL2 in the two template structures
carefully because it is described in other studies that the ECL2 of rhodopsin causes
many difficulties in the docking process.82, 105 Following the approach of Nowak,
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Figure 3.3: On the left side the template structure of bovine rhodopsin and on the
right side the structure of the human β2 receptor is represented. The
removed ECL2 of the bovine rhodopsin structure is marked in yellow.
All residues corresponding to the binding partners, proposed by Klebe,
based on the alignments R123 (left) and B1 (right) are shown.
this extracellular loop was cut out of the homology model in a preprocessing step
to ensure a successful protein-ligand docking. In contrast, the ECL2 of the human
β2 adrenergic receptor is located well above the TM cavity, forming a short helix
rather than a β-hairpin. Hence, we did not expect significant difficulties caused by
the ECL2 in the docking step. Consequently, we have cut out the ECL2 only in the
homology models that are exclusively based on the template structure of bovine
rhodopsin (alignment R123).
3.2.3 Docking
One of the best studied ligands for the NK1 receptor is 1, and thus we used it for
our first docking run into our initial models (Table 3.3, no. 1). Mutagenesis stud-
ies suggest that Gln 165 on helix 4 forms a hydrogen bond with the exocyclic sec-
ondary amine.93 Furthermore, the binding affinity is negatively affected as soon as
His 197 is mutated to alanine. The analysis of a series of 1 analogues identified the
benzhydryl group as the binding partner.94 Besides these two residues, various as-
sumptions about other residues being involved in the binding mode, e. g., Glu 193,
Ile 204, His 265, and Tyr 272, have been published.81, 82, 95
Because one of our aims was to test the general applicability of automated model-
ing procedures for nonaminergic GPCRs, we sorted the models according to their
docking score of the best scoring pose as done by Nowak.106 However, we could
not identify essential key interactions in the docking complexes that could be used
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to guide the model refinement by investigating the models and the corresponding
score. Hence, solely from the docking pose and score, it is not possible to distin-
guish between reasonable and unreasonable homology models. We suppose that
the reason for this result might be the different types of interactions. Nowak et al.
modeled the serotonin 5-HT1A receptor, where strong interactions like salt bridges
between the ligand and the receptor were formed during the docking procedure.
In contrast, ligand binding in the human NK1-receptor involves only weaker in-
teractions like hydrogen bonds or aromatic interactions. The scoring functions for
docking do not seem to be sufficiently sensitive to properly rank these kinds of
interactions, such that the score is not a good indicator for the quality of the dock-
ing poses in this case. Moreover, small changes in the conformation can yield large
binding energy differences,107 and because the scoring functions are adjusted based
on the crystal structures, homology models perform in many cases worse than the
corresponding crystal structures, especially if no strong interaction is involved in
the binding mode. Therefore, the poses have to be inspected visually using addi-
tional experimental information, e. g., from mutagenesis studies as described in the
next section.
Table 3.3: All model types generated in the modeling procedure
no. name alignment template restraints/refinements
1 INIT R123 1F88 cut out ECL2
2 REST R123 1F88 cut out ECL2
Gln 165: χ1 = -60◦, χ2 = 170◦
3 ROTA R123 1F88 cut out ECL2
rotated helix 5 by 30◦ clockwise
Gln 165: χ1 = -60◦, χ2 = 170◦
4 BETA B1 2RH1 none
5 BOTH RB1 1F88 + none
2RH1
6 MO_INIT R123 1F88 cut out ECL2
manually optimized binding pocket
7 MO_REST R123 1F88 cut out ECL2
Gln 165: χ1 = -60◦, χ2 angle = 170◦
manually optimized binding pocket
8 MO_ROTA R123 1F88 cut out ECL2
rotated H5 Gln 165: χ1 = -60◦, χ2 angle = 170◦
30◦ clockw. manually optimized binding pocket
9 CONS R123 1F88 majority vote of 14 selected models
rotated H5
30◦ clockw.
10 DEST R123 1F88 cut out ECL2
manually destroyed binding pocket
11 RAND R123 1F88 cut out ECL2
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3.2.4 Model Refinements
Because the automated docking runs failed to identify crucial interactions between
1 and the receptor, we were forced to include mutagenesis data in the following
refinement steps. We focused on the key interaction for binding CP-96345, a hydro-
gen bond between Gln 165 (4.60) and the exocyclic secondary amine of CP-96345 as
well as an aromatic interaction between His 197 (5.39) and the benzhydryl group of
CP-96345.
The first step was to reject all models, which do not agree with the mutagenesis
studies. To this end, we used two simple filtering criteria: a distance filter between
the Cδ of Gln 165 (4.60) and the exocyclic secondary amine of CP-96345 and a dis-
tance filter between the Cγ of His 197 (5.39) and the carbon atom of CP-96345
connecting the two benzene rings. Combined, these two filters reduced the over-
all number of models based solely on bovine rhodopsin (R123) to approximately
4% of all complexes. Although a distance filter of 5Åand 7.5Å, respectively, is very
coarse, visual inspection confirmed that both residues point into the binding pocket
and particularly to their postulated binding partners.
Closer inspection also showed that in the remaining models, the torsion angles of
Gln 165 (4.60) have values of χ1 = -60◦ (±5◦) and β2 = 170◦ (±5◦). Thus, according
to the original approach of Nowak, we constrained these angles for a new model
generation run to optimize the distance to the binding partner of 1 (Table 3.3, no.
2). In the case of His 197 (5.39), we decided to modify the corresponding helix in
the rhodopsin template by a clockwise rotation of 30◦. This step was introduced to
achieve both a strengthening of the interaction with 1 and to facilitate the forma-
tion of the pi-stacking. Although this means a drastic change of the conformation,
it has been shown by Vaidehi and co-workers that ligand induced changes of the
backbone are quite usual.108 We decided to rotate the helix directly in the template
instead of postprocessing the generated models to avoid clashes in the postprocess-
ing procedure. In these models, which are based on the modified template structure,
we restrained the torsion angles of Gln 165 (4.60) as described above, too (Table 3.3,
no. 3). This manual modification of the template, however, is not in the main focus
of this study, which is the test of an automated GPCR modeling and virtual screen-
ing procedure. The modification of the template was done manually according to
mutagenesis data, and therefore this technique may yield GPCR models closer to
reality but is not suitable for an automated approach.
For the 300 models based on the human β2 adrenergic receptor (B1, RB1), we were
not able to identify common side chain features. In both cases, we used the above-
mentioned distance filters to reject those models, which do not agree with the muta-
genesis studies. However, only a few of the models fulfill the filter criteria (<1%). In
particular, for the models based on the alignment RB1, the backbones of the mod-
els vary too much such that a restraint or other modifications can not be applied
to continue with a model refinement. For the subsequent virtual screening experi-
ment, we selected from both model sets (Table 3.3, nos. 4 and 5) by visual inspection
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a model among the top 10 scored complexes showing reasonable orientation of re-
sidues Gln 165 (4.60) and His 197 (5.39).
In a second refinement step, we selected from the pool of all generated models
based on the R123 alignment 14 models manually. The selection was guided by the
ability of various models to accommodate some public domain ligands as taken
from the Aureus database. The models were picked according to reasonable dock-
ing poses and conformational diversity of amino acid residues close to the active
site. To test the influence of the modeling techniques so far we selected three of
these 14 models, one belonging to the INIT, one to the REST, and one to the ROTA
model set (Table 3.3, nos. 6-8) to improve their interactions manually. This is not in
line with an automated modeling process, but it will give us information about the
general suitability of the various approaches for model generation so far.
Finally, we built a consensus model of all these 14 selected models (Table 3.3, no.
9). To this end, we took the backbone of a ROTA model and manually adjusted the
conformation of the binding site residues to the conformation that occurs in most
of all complexes, a procedure that is in line with an automated modeling process.
3.2.5 Virtual Screening
A virtual screening experiment was performed on a total of 11 different models
(Table 3.3). Our two negative controls, an arbitrarily chosen model (RAND) from
the INIT model set and a model with a ’destroyed’ pocket (DEST) by manually
manipulating the side chains such that they fill the binding site, worked as expected
because no enrichment could be found (data not shown). Particularly, in the case
of the model DEST (manually closed pocket), only a small amount was able to
be docked into the binding pocket by GLIDE. Although more ligands (about two-
third) could be docked into the model RAND, the enrichment factor is lower than
random for this model.
Next, we compared the enrichment curves of the three nonoptimized models (nos.
1-3) with their corresponding manually optimized ones (nos. 6-8) (left picture in
Figure 3.4). Although we expected an improvement, the manually optimized mod-
els yield a lower enrichment factor in two of the three cases. The reason for this
effect depends on the optimization process itself and may be attributed to overfit-
ting: since we improved these models manually to strengthen the contact between
the important side chain residues and CP-96345, we simultaneously may have re-
duced the possible interactions to other ligands not taken into account. This led to
a worse result in the virtual screening.
The analysis of the enrichment curves of the three other models (CONS, BETA, and
BOTH) shows interesting results (right picture in Figure 3.4). In contrast to the man-
ual refinements, the CONS model improved the results noticeable. Hence, the com-
bination of the best side chain conformations is a reasonable step in model tuning.
Its enrichment factor of the top 10% equals 2.6, which is in agreement with other
virtual screening experiments of nonaminergic GPCR models.109
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Figure 3.4: On the left the enrichment curves of the nonoptimized models and the
corresponding manually optimized ones are shown. The figure on the
right shows enrichment curves of the best models using the rhodopsin
structure, the model using both templates, and the consensus model.
For the models based on β2, we also expected an improvement for two reasons.
First, the position of the ECL2 well above the transmembrane regions and, second,
the appropriate orientation of helix 5. But the enrichment factor is surprisingly
lower than random (curve not shown). We suppose that especially the position
of Gln 165 on helix 4 might be crucial for the binding, but in this region, the β2
adrenergic receptor is unsuitable as discussed in the section Structure Study 3.2.2.
However, using the combination of the two templates β2 and rhodopsin (BOTH),
the enrichment curve equals the one of the consensus model and is in most cases
even better (right picture in Figure 3.4). Remembering that this model was straight-
forwardly generated, e. g., without cutting out ECL2 or any refinement steps, this
is a remarkable result. Most steps were performed automatically using scripting
languages with the only (important) exception of the choice of the model out of the
300 generated. This manual effort was, however, negligible, because we have only
looked at the models with the 10 best docking scores. Hence, in this case, the dock-
ing score guided us to find a reasonable model efficiently, although we were not
able to discover important side chain conformations for further refinement steps as
shown by Nowak et al.
In Figure 3.5, we represent the backbone of the model BOTH used in the virtual
screening experiment. Here, the advantages of both templates are combined. First,
the discussed positions of Gln 165 (4.60) and His 197 (5.39) are directed well into
the binding pocket and, second, the previously mentioned pi-stacking between Tyr
272 (6.59) and His 197 (5.39) is formed.
This result sheds light on the invaluable information the GPCR modeling commu-
nity has gained by the resolution of the β2 receptor and will gain by every newly
emerging GPCR crystal structure.
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Figure 3.5: Backbone representation of the best model using two template. For a bet-
ter view, we cut out the ECL2. The interactions with the two important
residues Gln 165 (4.60) and His 197 (5.39) are accentuated.
3.3 C O N C L U S I O N
In this study, we have investigated to which extent automated modeling of GPCRs
is possible. Therefore, we followed the first modeling steps described by Nowak
and co-workers. In our opinion, this is the most promising approach to improve
homology models on an automated basis. We have thus attempted first to employ
the approach to the modeling of the human NK1 based on the bovine rhodopsin
template structure.
However, we soon found that this approach does not work for the nonaminer-
gic case: our experiments found no essential key interactions in docking runs that
could be used to guide the model refinement. We suggest that the reason for this
insufficient result lies in the different type of interactions because in NK1 modeling
no strong interactions such as salt bridges are involved in binding. In particular,
aromatic interactions do not seem to be parametrized in an optimal way in current
scoring functions and are therefore hard to identify. The high flexibility of CP-96345
complicated the docking procedure additionally. Hence, we had to include addi-
tional experimental information derived from mutagenesis studies from the very
beginning. The refinements, especially the rotation of helix 5 in the bovine rhod-
opsin structure, improved the results significantly. This shows that for modeling
GPCRs, we still rely on experimental data to generate promising models.
Employing the human β2 adrenergic receptor as a single template, however,
yielded unsatisfying results, such that even a manual refinement based on the
docking results was not feasible. Nonetheless, the combination of both available
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templates (rhodopsin and β2) and the resulting expansion of the backbone confor-
mational space for model building yields an enrichment factor in the range of the
manually constructed consensus model. This was achieved without further refine-
ments and just by choosing one of the top scoring docking complexes of CP-96345,
whose side chain orientations are confirmed by experimental data. Thus, we sug-
gest that the usage of multiple templates improves the models in a constitutive way.
Hence, the human β2 adrenergic receptor and probably also the other recently crys-
tallized structures are very valuable for the homology model building of GPCRs.
This shows that the availability of more structures improves the model building
process because a larger conformational space, in particular in backbone regions,
can be sampled. Using homology modeling in combination with docking, however,
seems to be a viable option for automated receptor modeling if an essential very
strong interaction between the ligand and the receptor is postulated, as in the case
of amine receptors or fatty acid receptors.
Concluding our study, we suppose that data from mutagenesis studies must still
be used to guide through the refinement steps of initial GPCR models. However,
we suggest that these models should be generated based on multiple templates to
include backbone flexibility. Hence, the crystallization of further GPCR structures
has opened new ways to improve GPCR model building significantly.

4 Ab initio Modeling
In our previous study, we demonstrated that increasing backbone flexibility using
a multiple template approach can replace manually defined restraints in homology
modeling of G-protein coupled receptors (GPCRs). Our results are promising for au-
tomated in silico GPCR modeling, however, as mentioned before, only two crystal
structures from the whole GPCR family were published, namely the bovine rhod-
opsin (PDB ID: 1F88)54 and the human β2-adrenergic receptor (PDB ID: 2RH1).9
Although both structures have a similar fold in their transmembrane region (we
will discuss this later in more detail), we could not infer that this holds also for
other GPCRs, in particular, since both structures are evolutionary closely related
as shown in the GPCR family tree (see Figure 1.1). If the folds are more diverse in
other GPCRs, e. g., proteins of other GPCR subfamilies, our homology modeling ap-
proach might fail. Moreover, although we got reasonable results, there is still much
potential for improvements.
To go further in the direction of automated GPCR modeling, we therefore focused
on ab initio modeling approaches, where no template structure is needed. In con-
trast to homology modeling, all structural information has to be inferred from the
target protein sequence.
In 2001, Shacham et al. developed PREDICT, which was particularly designed for
GPCR modeling.32 The authors demonstrated its apparent simplicity and success
at the time by modeling rhodopsin and claimed to have modeled its binding pocket
very accurately. From our experience in structure modeling, we supposed that the
algorithm in its published state is hardly applicable for automated modeling of all
GPCRs, but it should serve as a good basis for our own research. Hence, we had
two goals: First, since the source code was not available (closed source), we had
to re-implement the approach based on the information given in the correspond-
ing publication and re-check its applicability to the rhodopsin structure.33 Second,
since we expected that PREDICT was going to fail in some instances, we aimed to
replace the simple methods used, e. g., the three-dimensional brute-force optimiza-
tion procedure, by more sophisticated ones to hopefully be able to build appropri-
ate models of GPCRs without manual interference in the modeling process.
We first briefly describe PREDICT step by step and, when we go into detail for the
most important parts, we present and discuss the results of our modified version of
the PREDICT algorithm. To this end, we used all seven available crystal structures
and manually re-checked the used prediction methods with respect to their general
applicability in elaborate studies.
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PREDICT has been tailored for GPCR modeling and thus, during its development
several assumptions were deduced from the only structure that was available at the
time (bovine rhodopsin). On the one hand, the TM helices have a length between
20 and 30 residues and are arranged in a counter-clockwise manner viewed from
the extracellular (EC) side. On the other hand, these helices are connected by short
loops such that their sequential order equals the order in 3D. Because these helices
are embedded in a hydrophobic environment, Shacham and coworkers have forced
the hydrophilic side chains to point into the interior part of the protein.
The PREDICT algorithm has been developed for arranging the helices only and
did not focus on loop modeling. Therefore, the first step is to predict the seven
TM helices from the sequence. The authors claimed that their algorithm does not
depend on the determination of the exact helix location and that every prediction
method, e. g., TMPRED,103 PHDhtm110 or TMHMM,111 can be used. The extracted
helices are projected to 2D along their axis and systematically arranged and opti-
mized with regard to their orientation and inter-helical interactions. To save compu-
tational time, the helices build in 3D are then converted to a reduced representation
defined by Herzyk et al.36 In the following 3D optimization procedure including
the vertical arrangement, the orientation, the helical center in the x-y plane, and the
helical tilt angles, an adapted energy function is minimized using a simple brute
force algorithm in a small range. After each optimization step, the side chains are
optimized using a Monte Carlo algorithm and a rotamer library. The whole process
stops when the energy is converged.
Figure 4.1: The PREDICT approach pipeline and subsequent loop modeling.
From the large number of decoys, Shacham et al. selected up to five models based
on experimental data, converted them to a full atomistic model and minimized
the structure based on the Consistent Force Field.112 Finally, a molecular dynamics
(MD) simulation is run to introduce kinks in each helix without changing the model
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significantly. The pipeline of the whole PREDICT algorithm is sketched in Figure
4.1.
In the following sections, we will discuss four parts of the PREDICT algorithm in
detail:
1. Secondary Structure Prediction (SSP)
2. Scoring function and optimization procedure in 2D
3. Scoring function and optimization procedure in 3D
4. Assigning kinks in helices
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As stated above, the first step of PREDICT is the prediction of the seven transmem-
brane helices from the sequence. Becaus the helices exceed the TM region by far,
most of them must be longer than 30 residues. This contradicts the first assumption
of PREDICT, where helices are constrained to a maximal length of 30 residues. On
the one hand, Shacham and coworkers suggested that PREDICT does not depend
on the exact helix determination and we also agree that the length of the helices
will not influence the algorithm significantly, but, on the other hand, side chains of
residues in the first/last two turns of a helix in the EC side are involved in the bind-
ing of a ligand and might be missed by the SSP methods suggested by the authors,
which focus mainly on determining the TM region of a protein. In our opinion, how-
ever, these residues are very important, not least in the validation of the final model
by virtual screening. For this reason, we checked the performance of the three meth-
ods, PHDhtm, TMPRED and TMHMM with respect to the putative binding pocket
residues.
A general GPCR binding cavity was derived from the retinal-bound crystal struc-
ture of rhodopsin (PDB ID: 1F88) in 2006 by Rognan and coworkers.104 The authors
identified 30 critical residues with a surface that is at least 25% accessible to a ligand
(see Figure 4.2). The residues are annotated using the Ballesteros-Weinstein nomen-
clature and, hence, can be easily identified in other GPCRs. The findings described
in the bachelor’s thesis by Ernst concerning the applicability of this binding pocket
definition to the other available GPCR crystal structures let us conclude that the
extracted helices should be long enough to cover at least these residues.113
We applied all three SSP methods to the seven GPCR sequences and present the
results for bovine rhodopsin (PDB ID: 1U19) and the human CXCR4 chemokine
receptor (PDB ID: 3ODU) in Table 4.1; the complete results of all seven GPCRs can
be found in the Appendix (Table A.1 to A.3).
Obviously, there are often (in 6 of the 14 illustrated cases) larger differences of more
than one turn when comparing the prediction results of the three methods, e. g.,
the first residue of H7 of 1U19 (TMPRED: VII.27, PHDhtm: VII.34). This is very
surprising, because Shacham and coworkers suggest that it is not important which
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Figure 4.2: The critical points of a general binding pocket for GPCRs as shown by
Rognan et al.104
SSP method is used. However, when changing the prediction method, a different
GPCR region is modeled, which has to be kept in mind. Hence, the question arises,
which of these methods is the best in terms of predicting helices from GPCR se-
quences, in particular with respect to the binding pocket residues. Using TMHMM,
which predicts TM regions of only up to 23 residues in length, some putative bind-
ing pocket residues are missed, e. g., I.35 and II.65. This is, as already mentioned,
because the helices in GPCRs exceed the TM region. Moreover, from the length of
the helix, researchers can possibly infer information about its tilt angle. Therefore,
it is advisable to use a method that does not predict a helix region of fixed length.
TMPred misses two binding pocket residues, III.30 (in 1U19) and V.37 (in 3ODU).
Although the length of an extracted helix is not fixed, the proportions are not pre-
dicted correctly. For example, H3, which is one of the longest helices in GPCRs, is
predicted only with a length of 22 residues in case for 3ODU. When applying PHD-
htm, the predicted length is even worse, since the determined helices are even too
short (smaller than 20 residues) to cross the membrane in several cases.
How can we improve the prediction results to fix the problem of missing binding
pocket residues? First, one can simply add one turn (3-4 residues) to the extracellu-
lar end of each helix, but this solution might fail for unknown GPCRs. Second, the
application of methods optimized for secondary structure prediction, e. g., JPred,114
might be more reliable. But again, this kind of prediction methods also requires a
manual refinement in some cases (data not shown). Third, researchers often prefer
consensus methods if the application of single ones fail in some instances. Unfor-
tunately, this common strategy will not work for SSP as it misses, for example, the
binding pocket residue V.38 in 3ODU, which is falsely classified in 2 of the 3 cases.
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Table 4.1: Prediction results of SSP methods for 1U19 and 3ODU.
Po
ck
et Rognan H1 H2 H3 H4 H5 H6 H7
first residue I.35 II.57 III.28 IV.56 V.38 VI.44 VII.35
last residue I.46 II.65 III.40 IV.60 V.46 VI.55 VII.45
1U19 H1 H2 H3 H4 H5 H6 H7
T
M
H
M
M first residue I.34 II.41 III.26 IV.42 V.37 VI.37 VII.33
last residue I.56 II.63 III.48 IV.64 V.59 VI.59 VII.55
helix length 23 23 23 23 23 23 23
T
M
PR
ED
first residue I.32 II.41 III.30 IV.42 V.38 VI.36 VII.27
last residue I.58 II.66 III.55 IV.64 V.59 VI.57 VII.56
helix length 27 26 26 23 22 22 30
PH
D
ht
m first residue I.30 II.41 III.25 IV.42 V.38 VI.36 (VII.34)
last residue I.58 II.67 III.53 IV.64 V.64 (VI.55) VII.56
helix length 29 27 29 23 27 20 23
3ODU H1 H2 H3 H4 H5 H6 H7
TM
H
M
M first residue I.37 II.44 III.27 IV.44 V.40 VI.36 VII.34
last residue I.59 II.62 III.48 IV.63 V.62 VI.55 VII.56
helix length 23 19 22 20 23 20 23
T
M
PR
ED
first residue I.33 II.44 III.27 IV.44 V.43 VI.36 VII.34
last residue I.57 II.71 III.48 IV.64 V.63 VI.57 VII.56
helix length 25 28 22 21 21 22 23
PH
D
ht
m first residue I.32 II.43 (III.28) IV.44 V.37 VI.34 VII.38
last residue I.59 (II.64) III.54 IV.62 V.64 VI.59 VII.55
helix length 28 22 27 19 28 25 18
First, we give the first and last residue belonging to the binding pocket as defined by Rognan et
al.104 The results of TMPRED, TMHMM and PHDhtm are presented for 1U19 and 3ODU. In some
cases, PHDhtm predicted one very long instead of two single helices. Here, we used the refinement
method (PHDThtm) and set them in brackets. Binding pocket residues missed by a particular predic-
tion method are marked red.
36 A B I N I T I O M O D E L I N G
In summary, the SSP methods used in PREDICT are neither reliable nor satisfying
such that we are forced to use a different strategy. Because the folds of the known
GPCRs are quite similar, we examined if this is true for individual helices as well.
From the results, we might be able to deduce general helix ranges in the seven
GPCR crystal structures as it was done by Rognan and coworkers for their binding
pocket. Figure 4.3 already illustrates the similarity of the folds, nevertheless, we
take a closer look at the helical ends.
Figure 4.3: The GPCRs are mapped using the seven most conserved residues X.50
(marked yellow). The most diverse region is the extracellular loop 2
(ECL2), which is also highlighted.
To this end, we used BALLView to determine the first and last residue of each helix
by visual inspection (see Table 4.2). Obviously, the lengths of the corresponding
4.1 S E C O N D A R Y S T R U C T U R E P R E D I C T I O N 37
helices in each structure are very similar. Those cases where the start and/or end of
a helix differ by at least 3 residues are highlighted in red and will be discussed in
comparison and also with regard to the ligand binding pocket located in the outer
membrane side domain.
Table 4.2: Transmembrane helix regions identified by visual inspection
PBD ID First Cons. Last First Cons. Last
1U19
H
el
ix
1
Glu3328 Asn55 Gln6459
H
el
ix
2
Pro7138 Asp83 His10067
2RH1 Asp2928 Asn51 Lys6059 Val6738 Asp79 Met9667
2VT4 Trp4031 Asn59 Ser6859 Leu7538 Asp87 Arg10467
3EML Ile329 Asn24 Asn3460 Val4038 Asp52 Ser6765
3ODU Ala3428 Asn56 Gln6660 Met7238 Asp84 Val9965
3PBL Tyr3235 Asn47 Glu5760 Thr6338 Asp75 Thr9267
3RZE Met2833 Asn45 Glu5560 Val6138 Asp73 Leu8966
1U19
H
el
ix
3
Thr10823 Arg135 Val13954
H
el
ix
4
Asn15140 Trp161 Val17362
2RH1 Phe10424 Arg131 Thr13655 Asn14840 Trp158 Gln17062
2VT4 Ser11122 Arg139 Thr14455 Arg15539 Trp166 Met17862
3EML Cys7424 Arg102 Ile10856 Gly11839 Trp129 Leu14162
3ODU Asn10622 Arg134 Val13955 Gln14534 Trp161 Ile17362
3PBL Ile10123 Arg128 Met13456 Cys14739 Trp158 Phe17062
3RZE Pro9823 Arg125 Gln13156 Thr14038 Trp152 Gly16462
1U19
H
el
ix
5
Glu20136 Pro215 Thr22964
H
el
ix
6
Thr24326 Pro267 His27861
2RH1 Gln19736 Pro211 Gln22968 Lys26729 Pro288 Gln29961
2VT4 Arg20539 Pro219 Gln23768 Arg28429 Pro305 Asn31661
3EML Asn17536 Pro189 Arg20562 Ser21025 Pro235 Cys24661
3ODU Leu19433 Pro211 Lys22564 His23228 Pro254 Leu26661
3PBL Pro18636 Pro200 Lys21666 Leu32228 Pro344 Cys35561
3RZE Thr18836 Pro202 Val21765 Asn22528 Pro247 Phe25760
1U19
H
el
ix
7
Ile28633 Pro303 Met30956
2RH1 Lys30532 Pro323 Ser32956
2VT4 Asp32232 Pro340 Ser34656
3EML Trp25533 Pro272 Arg27856
3ODU Gln27526 Pro299 Ala30353
3PBL Pro36232 Pro380 Phe38656
3RZE Glu26432 Pro282 Cys28856
The table gives the residue name in 3-letter-code as well as the residue ID written in the PDB file.
The small numbers give the corresponding Ballesteros-Weinstein identifiers. Those differing by more
than two residues are marked in red.
Helix 1 (H1) is well defined in all crystal structures, but the starting residue is in
three cases up to two turns later. The main reason is that this helix is not completely
contained in the corresponding PDB files. It is assumed that H1 has a general size
of 33 residues starting from I.28 to I.60, but since the first residues are far away from
the binding pocket cavity - and also missing in some structures - it is sufficient to
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use a general region from I.31 to I.60 to model H1. H2 and H3 differ by no more than
two residues and hence, have a common range from II.38 to II.67 and from III.22 to
III.56, respectively. In both cases, we took the longest range. The only exception in
H4 is the starting point of 3ODU. The helical structure shows a kink towards H3
after the first three turns, resulting in a very short loop between H3 and H4 as com-
pared to the other structures. Since this part is located in the intracellular (IC) side,
it is not critical for the modeling of the binding pocket. Hence, we defined H4 from
IV.39 to IV.62. The EL2 is the longest and most diverse loop region in GPCRs and lo-
cated between H4 and H5. While the starting point in all structures is IV.63, the end
point has two exceptions. When taking V.36 as a starting position for H5 we take
three additional residues in 2VT4 into account, while we shorten H5 in 3ODU. If
taking into account that these residues point mainly toward the membrane, we can
neglect them when defining a general helix region without introducing an error.
The end position of H5 and the starting position of H6 are very different in each
structure because a T4 lysozyme (T4L) fusion was inserted between these helices
at the cytoplasmic side of the receptor to increase the stability during the crystal-
lization process. Again, exact modeling of this region is not critical such that we
defined the general helical range of H5 and H6 from V.36 to V.66 and from VI.28 to
VI.61, respectively. Finally, H7 is defined from VII.32 to VII.56, where only 3ODU
has a much longer helix compared to the others. Since these residues are far above
a supposed binding pocket, we can neglect them for the purposes of our analysis.
The common helix regions we infer from this discussion are presented in Table 4.3.
Table 4.3: The common helix region in GPCRs
H
el
ix
Manual H1 H2 H3 H4 H5 H6 H7
first residue I.31 II.38 III.22 IV.39 V.36 VI.28 VII.32
last residue I.60 II.67 III.56 IV.62 V.66 VI.61 VII.56
helix length 30 30 35 24 31 34 25
The helices annotated manually by visual inspection. H4 and H7 are the shortest with a length of 24
and 25 residues, respectively. The other helices are composed of at least 30 residues with H3 being
the longest.
A closer look at the positions of the binding pocket residues in the annotated he-
lices shows that they are very close to the extracellular ends. H2, H4 and H5 end/
start only two residues away from a binding pocket residue. When using the three
suggested prediction methods, we should therefore not use a consensus method
but set all residues to a helix if it is at least once defined as helix. Hence, we let pre-
dicted helix ’states’ dominate non-helix ’states’. For the cases we discuss here, none
of the putative binding pocket will then be missed. Nevertheless, the so predicted
helices for bovine rhodopsin and the human CXCR4 chemokine receptor (see Table
4.4) are still shorter than our manually annotated ones. In future work on GPCRs
of another subfamily, it is thus still much more likely to miss an important residue
when using these prediction methods than our defined common helix regions.
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Table 4.4: Helix regions identified by TM prediction methods
1U
19
SSP methods H1 H2 H3 H4 H5 H6 H7
first residue I.30 II.41 III.25 IV.42 V.37 VI.36 VII.27
last residue I.58 II.67 III.55 IV.64 V.64 VI.59 VII.56
helix length 29 27 31 23 28 34 30
3O
D
U
SSP methods H1 H2 H3 H4 H5 H6 H7
first residue I.32 II.43 III.27 IV.44 V.37 VI.36 VII.34
last residue I.59 II.71 III.54 IV.64 V.64 VI.59 VII.56
helix length 28 29 28 21 28 34 23
The helices predicted using the TM prediction methods as obtained when considering a residue to be
helical if at least one prediction method defined the residue as helix.
4.1.1 Conclusion
To summarize our findings, we strongly recommend not to use a single TM predic-
tion method for defining the helix regions in GPCRs as suggested by Shacham and
coworkers, for two reasons. First, the prediction methods often vary slightly but in
a few cases even more than one helical turn. Applying different SSP methods leads
therefore to different models that are not exactly comparable to each other. More-
over, due to the close location of binding pocket residues to the extracellular helical
ends, there are a few examples where these residues are missed. Hence, the results
of subsequent model validation methods, e. g., by virtual screening, are not reliable
anymore.
There are two possibilities to handle the previously mentioned difficulties. On the
one hand, the user can apply all three methods and take the longest range for each
helix. At least in the cases we tested, none of the binding pocket residue is missed.
On the other hand, a manual comparison of the available crystal structures, in par-
ticular, with regard to the helices, shows that a general helix region can be inferred.
This helix region is slightly longer compared to the result when applying all three
methods and is hence, not so prone to misclassification in unknown GPCRs. In ad-
dition, the models can easily be compared in this core region due to having the
same length. To use this general helix region is consistent to the strategy of Rognan
et al., who defined a general binding pocket cavity for GPCRs.
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After extracting the helices, we need a first guess of their arrangement. For this
task, Shacham et al. generated a large amount of two-dimensional decoys fulfill-
ing some constraints, e.g., a maximal diameter of the molecule. The authors also
applied some filters based on mutagenesis data to reduce the number of decoys.
Figure 4.4 illustrates two examples of such a decoy. The seven helices are arranged
in a counter-clockwise manner when viewed from the EC side. The distance be-
tween H2 and H7 is at most 20Å due to a conserved interaction between two re-
sidues of these helices.115 We added another constraint forcing the center of H3
to be inside the convex hull of the other helices. In this experiment, approximately
200 two-dimensional conformations have been generated, but this number depends
strongly on the mesh size of the grid. We then generated canonical helices from the
Figure 4.4: Two examples of 2D decoys. The helices are ordered counter-
clockwisely when viewed from the EC side. H2 and H7 are close in dis-
tance. H3 does not belong to the convex hull (light blue polygon) of the
helical centers.
given sequences using the PeptideBuilder class in BALL. Canonical helices feature
consistent torsion angles of −57◦(φ) and −47◦(ψ), such that 3.6 residues on average
form one turn. The distance in axis-direction of two residues is 1.5Å, such that at
least 20 residues are needed to cross a membrane. A canonical helix consisting of
all 20 different amino acids is represented in Figure 4.5a.
Following the PREDICT approach, we used the hydrophobicity of amino acids as
well as aromatic-aromatic helical interactions to find a first orientation of the helix
bundle. In general, hydrophilic side chains of membrane proteins tend to be located
at the inside, i.e., facing towards the other helices, while hydrophobic side chains
point towards the membrane. However, since the membrane is a bilayer, this be-
havior is inverted in the phospholipid head group domain. Thus, using a simple
summation of hydrophobicity values along those parts of the helix facing outward
would be too simple as a score. For a reliable computation of the hydrophobic mo-
ment of a helix, we need information about the exact location in the membrane (as
illustrated in Figure 4.5b) to determine whether a given residue would face a hy-
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(a) Canonical α-helix (b) GPCR embedded in a membrane
Figure 4.5: (a) Canonical α-helix consisting of all 20 different amino acids. (b) A
GPCR embedded in a membrane. Image courtesy of Dr. Alpeshku-
mar Malde, School of Chemistry and Molecular Biology, University of
Queensland.
drophilic or a hydrophobic part of the membrane, but this information is not avail-
able at the current state. Shacham and coworkers suggested to use a trapezoidal
weighting mask, such that the hydrophobic moment ~µ of a helix is dominated by
residues located in the lipid part of the membrane and is computed as follows:
~µ =
1
m
m∑
i=1
wiHi ~Si (1)
where m is the number of residues, wi the weight, Hi the hydrophobicity scale
and ~Si the unit vector from the axis to the Cα-atom of the i-th residue. For the
second parameter of Eq. 1, the hydrophobicity scale, we can choose between several
different scales that have been proposed in the literature, among others, the one of
Kyte and Doolittle or Eisenberg.116, 117
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Figure 4.6: Schematical illustration of
the three vectors ~µ, ~P1 and
~P2 used to optimize the ini-
tial orientation of helix i.
This figure is taken from the
publication of Shacham et
al.33
The second term of the 2D scoring function includes the aromatic inter-helical in-
teractions. Similar to Eq. 1, two vectors for these kind of interactions are computed
as follows:
~Px =
1
Nx
nx∑
i=1
ωiwi ~Si x = 1, 2 (2)
where
ωi =
1, residue i = Phe, Trp, Tyr, His
0, otherwise
(3)
and nx for x = 1, 2 is the number of residues facing either helix h− 1 or helix h+ 1.
To find a suitable orientation for each helix, Shacham et al. optimized
S = wµ~µ cosα+wp1 ~P1cosβ+wp2 ~P2cosγ (4)
where wµ, wp1, and wp2 are the weights for the corresponding vectors and α, β,
and γ the angles between the current vectors and the ideal one. The orientation op-
timization is done in brute force fashion, using 2◦ increments, and is performed sep-
arately for each helix to yield a greedy heuristic optimization procedure. Although
this procedure seems to be straightforward and simple, the results are crucial for the
following 3D optimization process of PREDICT since the 3D optimization method
is based on a brute force algorithm and searches for an optimal orientation of a he-
lix only in a small range of ±15◦. Hence, a wrong initial orientation of more than
15◦ away from the correct solution will never lead to a correct conformation in the
3D optimization process.
Since Shacham et al. give no information about the values for the parameters wµ,
wp1, and wp2 in Eq. 4, we had to fit these values ourselves. To obtain a first im-
pression of the optimal starting orientation and to possibly infer suitable values
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(a) 1U19 (b) 3ODU
Figure 4.7: The canonical variant of 1U19 and 3ODU in 2D. The helices in the crys-
tal structure were replaced by their canonical version. The x,y-center is
the average of the backbone atoms. The hydrophobic moment (green
arrow) is computed using the hydrophobicity scale of Eisenberg and
trapezoidal weighting factors. All inter-helical vectors are drawn as blue
arrows.
for these parameters, we mapped each of the canonical helices to their correspond-
ing in the crystal structure and computed their hydrophobic moment and all inter-
helical vectors as specified in Eq. 1 and Eq. 2. Figure 4.7 illustrates the results us-
ing the PREDICT parameters (hydrophobicity scale of Eisenberg and trapezoidal
weighting factors) for two GPCR structures.
Unfortunately, and very surprisingly, the hydrophobic moments do not always
point towards the membrane in the crystal structures. For example, the correspond-
ing vectors of H5 and H6 face each other in 3ODU. This observation can also be
found in most of the other crystal structures and in a few cases between H1 and H2
(see Table A.1). Even more problematic is the fact that the hydrophobic moment of
H6 in 1U19 points to the interior of the protein.
Thus, since these results indicated that the original approach will not lead to suit-
able starting conformations, we tested also other hydrophobicity scales found in the
literature118–122 and adapted the trapezoidal weighting factor using different Gaus-
sian functions to reduce the impact of residues at the helical ends in a slightly dif-
ferent way. However, the best results we obtained include the hydrophobicity scale
of Eisenberg, which is in agreement with PREDICT, while the different Gaussian
functions did not influence the results significantly. Finding a meaningful setup
for H6 in 1U19 corresponds to a worse result for H2 in 1U19. For different helices,
different parameters would be optimal, however not necessarily across all known
GPCRs. None of the parameter sets we tested could guarantee suitable solutions
for all known GPCRs, let alone the unknown structures. Furthermore, the aromatic
residues do not help, because they point in many diverse directions. Hence, when
optimizing the 2D scoring function of PREDICT, we would be too far away from the
correct orientation - independent of the choice for the weights in Eq. 4. Although we
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think that this simple method has some potential, for example it works almost per-
fectly for 3ODU for all helices except H5 and H6, the decisive point is that we were
not able to produce reliable results that we can use for the following optimization
process - not even for rhodopsin, which was used as the example in the PREDICT
publication.
The reasons for these results might be diverse. On the one hand, the hydrophobic
moment is computed for canonical helices, but the ones in the crystal structure are
often kinked, e. g., H6. This distortion is not considered in this step. On the other
hand, although the impact of residues at the helical ends is reduced, they might still
insert some noise in the calculation. The exact position in the membrane bilayer
(including kinks and tilt angles) is also not known in the current modeling step.
Moreover, the hydrophobic moment is the sum of the vectors from the helix axis
to the Cα atoms, which might differ from the orientation of the corresponding side
chain.
4.2.1 Conclusion
Finding a good start conformation, in particular an adequate helix orientation, for
the following 3D optimization procedure is a crucial step in the PREDICT algo-
rithm. The method to predict the orientation described by Shacham et al. depends
on the hydrophobic moment and putative inter-helical interactions. Although some
parameters used in the original approach are not available, and thus the approach
denoted in the publication of PREDICT is not entirely reproducible, we doubt that
their simple method is suitable for all GPCRs. As shown above, the optimal starting
orientation does not fit to the 2D energy function, independent of the choices of the
missing parameter values. It is thus highly likely that the strategy adopted for PRE-
DICT - if it produced suitable input for the following steps - has been overfitted to
work for rhodopsin. We strongly recommend to use another method or to replace
the brute force algorithm applied afterwards by a more sophisticated one.
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As mentioned above, the optimization algorithm of PREDICT is based on a simple
brute force method. The underlying scoring function is adapted for the reduced
protein representation developed by Herzyk and Hubbard36 and is composed of
two terms, membrane interactions as well as inter-helical interactions as stated in
Eq. 5.
E =
∑
i
Emembrane(Resi) +
∑
i,j
Eint(Resi,Resj) (5)
In the following we discuss all formulas briefly. If given, we present the values for
the parameters involved.
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4.3.1 Membrane interaction
The first term of the PREDICT scoring function considers interactions of charged
residues with the membrane. Let the membrane have a thickness of 30Å in z-
direction, then one can define a favorable and unfavorable position for charged
residues due to the bilayer property of a membrane:
Emembrane(Resi) =

a < −1, Resi = Arg, Lys, Asp, Glu and 6Å < Zi < 24Å
b > 1, Resi = Arg, Lys and (Zi < 6Å or Zi > 24Å)
1, otherwise
(6)
Although Shacham et al. explain the importance of the location and orientation of
charged residues in the membrane proteins, their membrane interaction term does
not include this information. Instead, it uses only the z-coordinate of residues (most
probably the Cα-atom) to assess their interactions with the membrane and does not
depend on the exact side chain position, e. g., whether it points to the interior of the
protein or to the membrane. Obviously, this term is not sufficient to cope with the
different kinds of environments in a membrane bilayer.
4.3.2 Inter-helical interactions
The second term of the PREDICT energy function (see Eq. 5) evaluates the inter-
helical interactions. The function is adapted for the reduced representation and
cannot consider all details of a residue. For example, the ring in Tyrosin is repre-
sented by only one virtual atom, and hence inferring its exact orientation is impos-
sible. The core part of this function is a distance-dependent function multiplied by
several factors related to the properties of the underlying residue:
Eint(Resi,Resj) = ij · λarom · λcat · λpolar · fij (7)
The 4 factors are the Miyazawa and Jernigan contact energies (ij)123 as well as
specific energy contributions for aromatic, cation-pi and polar interactions:
λarom =
α > 1, i and j = Phe, Tyr, Trp, His
1, otherwise
(8)
λcat =
β > 1, i = Arg, Lys and j = Phe, Tyr, Trp, His
1, otherwise
(9)
λpolar =
γ > 1, i = Arg, Lys, Asp, Asn, Gly, Gln
1, otherwise
(10)
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As these parameters do not change during optimization we can compute them in a
preprocessing step to adapt Eq. 7 to
Eint(Resi,Resj) =  ′ij · fij (11)
where
 ′ij = ij · λarom · λcat · λpolar (12)
and
fij =
Mi∑
k=1
Mj∑
l=1
1
Mi ·Mj ·
[
a ·
(
R(Cik) + R(Cjl)
D(Cik,Cjl)
)m
− b ·
(
R(Cik) + R(Cjl)
D(Cik,Cjl)
)n]
(13)
In Eq. 13Mi andMj are the number of atoms in residue i and j, R(Cik) and R(Cjl)
the radii of the current atoms and D(Cik,Cjl) the corresponding distance between
these atoms. The best results have been achieved usingm = 6, n = 4, a = 5 and b = 6.
Using this formula the contacts between the atoms of each residue are maximized,
i. e., a optimal distance is computed based on the chosen parameters.
The question arises how to choose the parameters for λarom, λcat and λpolar. In
his diploma thesis, Thies showed that decoys can already be separated from crystal
structures best when setting all of these parameters to 1.0.124 This is a surprising
result when considering that Shacham and co-workers suggested that these values
have to be larger than 1.0. As a compromise, we decided to set these values to 1.1 for
both reasons to be larger than 1.0 and simultaneously not to give too much weight
to these kinds of interactions.
4.3.3 Optimization methods
Based on the results from the previous analysis, we adapted the 3D optimization
procedure of PREDICT in two ways. First, we used more sophisticated methods, a
Simulated Annealing as well as a Gradient-based algorithm, and second, to cope
with the small optimization ranges, we restrained all rotational and translational
degrees of freedom. In this section, we present the main features of the optimization
methods and our restraint function.
Simulated Annealing
Simulated Annealing (SA) is a Monte Carlo method for minimization of a function
where the global minimum can be far away from the current state. To do so, it
accepts with some probability intermediate states, which are worse than the current
one. The decision function used in SA is called Metropolis criterium (Eq. 14) and
depends on three values: the energy difference between the current and the new
state (∆E), a temperature-like parameter T and a uniformly distributed random
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number R in the interval [0,1]. A upwards step in the minimization is accepted if
the Metropolis criteria is fulfilled.
e−
∆E
T > R (14)
Including the temperature in the probability function has the desired effect that the
probability to accept a worse state decreases when the temperature is lowered, i. e.,
when reaching the end of the optimization process. Different schedules to rescale
the temperature have been proposed in the literature, e. g., a linear (Tn+1 = Tn −α)
or geometric (Tn+1 = Tn ·α) one. We used the strategy first suggested by Lundy,125
where α is a small number, in our case 0.001:
Tn+1 =
Tn
1.0+αTn
(15)
Figure 4.8 illustrates a few temperature schedules and explains both the decision
for the schedule and the choice for the value of α. On the one hand, α of the ge-
Figure 4.8: Exemplary selection of different temperature schedules. The choice of
α = 0.001 in the Lundy scheme can be inferred from the other schedules.
ometric schedule is chosen mostly between 0.8 and 0.99. Whereas the first value
decreases the temperature very fast, the second one reduces the temperature only
in small steps. On the other hand, setting α = 1.0 in the linear schedule we need
196 steps when decreasing the temperature from T0 = 200.0 to Tcutoff = 5.0. With
our settings for the Lundy scheme, we combine the properties of all these sched-
ules: a fast temperature decrease in the beginning, a slower one in the end of the
optimization process and about the same number of steps compared to the linear
temperature schedule. The slow decrease after a few steps helps also to avoid to
stuck in one of many local minima.
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Algorithm 1 Simulated Annealing
T ← T0 //initialize temperature
Sc ← S0 //initial state
Sb ← Sc //save best state
Ec ← E(Sc) //assess state
Eb ← Ec //save best energy
while T > Tcutoff do
t← t0 //initialize number of trials
while t > 0 do
Sn ← changeState(Sc)
En ← E(Sn)
if accept (En,Ec, T) then
Sc ← Sn
Ec ← En
if Ec < Eb then
Sb ← Sc
Eb ← Ec
end if
end if
t← t− 1
end while
update(T)
end while
Figure 4.9: Rotation angles
and axes.
The general scheme (see Algorithm 1) of a SA has
two loops. The outer loop decreases the tempera-
ture with regard to the predefined schedule until a
cutoff is reached, while the inner loop specifies the
number of trials that have to be performed at each
temperature level. Because the helices are treated
as rigid cylinders, we have six degrees of freedom,
three for translation (x, y, z) and three for rotation
(ψ, θ, φ), which are all updated in each single step.
To change a state, a random number in a specified
interval [−∆x,∆x] is added to the current value of
the corresponding degree of freedom. We set∆trans
and ∆rot to the very small values 10−2 and 8−5 (in
radians), respectively. This was done to couple the
step size to the current temperature by simple mul-
tiplication such that at the beginning (T0 = 200.0),
values up to 2Å for ∆trans and 9.2◦ for ∆rot can
be chosen, while this range decreases to ∆trans =
0.05Å and ∆rot = 0.29◦ when reaching our temper-
ature cutoff Tcutoff = 5.0.
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Hence, a new state, e.g., for angle φ, is computed as follows, where the random
number R is uniformly distributed in the interval [0,1]:
Sn+1(φ) = Sn(φ) + Tn+1 · (R · 2.0 ·∆rot −∆rot) (16)
Gradient-based optimization
Although we already decreased the step size during our simulated annealing proce-
dure to be close to a local minimum, we applied afterwards a gradient-based opti-
mization method to reach the closest optimum. There exist different local minimiza-
tion techniques typically consisting of two steps: first, computing the descent direc-
tion and second, calculating the step width. We used the limited-memory BFGS
(L-BFGS) algorithm, which is a variant of the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method to update the Hessian matrix used in the optimization process.126
This algorithm belongs to the class of quasi-Newton optimization methods where
the Hessian (square matrix of second-order partial derivatives of a function) is only
approximated and does not have to be computed directly. Here, we show only a
general scheme (see Algorithm 2), and refer readers interested in local minimiza-
tion techniques to the dissertation of Rurainski.127
Algorithm 2 BFGS method
B0 ← I //initialize Hessian with identity matrix
while |∇f(x)| >  do //stop if norm falls below cutoff
Pk ← B−1k ∇f(xk) //compute direction
Perform line search to obtain step size αk
xk+1 ← xk +αkPk //change current state
sk ← αkPk
yk ← ∇f(xk+1) − f(xk)
Bk+1 ← Bk + yky
T
k
yTksk
−
Bksks
T
kBk
sTkBksk
//approximate Hessian
end while
Side chain optimization
To rearrange the side chains in a proper way, Shacham and coworkers used a ro-
tamer library. In our work, we used the backbone-independent rotamer library of
Dunbrack and optimized the side chains in the SA procedure using a simple opti-
mization method. For faster computation of new side chain positions we precom-
puted those in the preprocessing step and just selected one of those rotamers during
optimization as follows: Before assessing a new state, we randomly rearranged sev-
eral times up to three neighboring (in three-dimensions) side chains simultaneously
and accepted the new positions only if the energy decreased. The neighborhood of
a side chain is updated after each step that decreases the temperature.
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Restraint function
While Shacham et al. optimized the decoys only in a small range, we used the fol-
lowing restraint function to penalize large movements away from the starting struc-
ture instead of a hard constraint:
C(x) = (1.0+ cf · |x− x0|)2ce (17)
Here, the exponent ce and factor cf are two parameters to adapt the strength of
the restraint. We explain the choice of the values for each parameter directly when
discussing our test cases in the next section.
4.3.4 The 3D scoring function in practice
In this section, we present the results of some simple test scenarios we used to
analyze the applicability of our optimization procedure and, in particular, of the
energy function of PREDICT. In each test case, we performed 50 times a simulated
annealing run followed by our Gradient-based optimization procedure. We show
the plots for 1U19 and 3ODU, while the others can be found in the Appendix.
Unrestrained crystal structure optimization
In our first test case, we used the crystal structures as starting conformation and
optimized these without any restraint (cf = 0 in Eq. 17). In this scenario, we can test
if the energy function is consistent with the crystal structure or if structures with
lower energies can be found far away. First, we checked to which extent the values
Figure 4.10: Histogram of change of degrees of freedom for X-ray optimization. The
angles and translations are plotted for a better visualization in the inter-
val [-50◦,50◦] and [-6Å,-6Å], respectively, although we obtained a few
exceptions.
of the parameters changed during optimization. Therefore, we created a histogram
(Figure 4.10) for each degree of freedom over all structures (7 structures × 7 helices
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× 50 runs = 2450 values). We can see that angle ψ and φ changed significantly
stronger than θ, but almost all of these values are in a proper range (<20◦). Most of
the helices moved by up to 2Å in different directions, but some of them even more
than twice as far. This seems to be a large structural change, but one has to consider
that a translation of all helices in the same direction would not change the structure
at all. Hence, we need a further measure to compare two structures. A measure that
is often used for this purpose is the root mean squared deviation (RMSD), where
X and Y are the coordinates of two structures and n the corresponding number of
atoms to be compared:
RMSD(X, Y) =
√√√√ 1
n
n∑
i=1
‖Xi − Yi‖2 (18)
Since in the current state of the algorithm we are only interested in the backbone
conformation, we used the Cα-RMSD where only the positions of the Cα-atoms of
each amino acid are compared.
(a) 1U19 (b) 3ODU
Figure 4.11: 50 unrestrained simulated annealing runs each followed by gradient-
based optimization applied to the crystal structure conformation.
Figure 4.11 illustrates the correlation between the PREDICT energy function and
the Cα-RMSD of our optimized models and the corresponding crystal structures
(start conformation) of 1U19 and 3ODU. For 1U19, we found one large cluster, with
a Cα-RMSD of about 0.8Å, which seems to be a quite good result. But there are
also three structures with an even lower energy (−6940) and a three times larger
Cα-RMSD (2.48Å). Hence, if we do not use any restraint or - as PREDICT does -
optimize not only in a small range, the PREDICT energy function would produce
structures that are far away from a reasonable conformation. However, in those
structures, the φ angle of H4 and H6 changed by about 130◦ and 85◦, respectively.
If we assume that the starting conformation is already close to the crystal structure,
these models should not be generated due to the narrow range in which the decoys
are optimized in the original PREDICT algorithm.
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By and large, we obtained similar results for 3ODU. There are two clusters, one
with a Cα-RMSD of 0.8Å and one with a Cα-RMSD of 1.5Å, while the latter has a
lower energy. Here, there is only one degree of freedom that exceeds the allowed
range, namely angle φ of H5, which changed by about 22◦.
Summarizing these observations, we conclude that the PREDICT energy function
seems to be too weak to discriminate between appropriate conformations and de-
coys. We found structures with high RMSDs, although we had a perfect starting
conformation, including even the kinks in the helices. The search space can be re-
strained, but this implies that we need to be very close to the crystal structure with
our start conformation, although we only use canonical helices. However, the start
conformation prediction methods suggested by Shacham and coworkers are not
sufficient, as we have demonstrated in Section 4.2.
Unrestrained decoy optimization
In this test case, we replaced the helices in the crystal structures by their canoni-
cal variant to get the best possible start conformation according to the PREDICT
approach. Table 4.5 shows the Cα-RMSD values between these models and the cor-
responding crystal structure. These values are quite good if we keep in mind that
most of the helical structures are distorted.
Table 4.5: Cα-RMSD of the best possible decoy conformation.
1U19 2RH1 2VT4 3EML 3ODU 3PBL 3RZE
Cα-RMSD 1.93 1.86 1.89 2.27 2.26 1.83 1.89
The Cα-RMSD between the crystal structures and a structure consisting of canonical helices is com-
puted. Only the start conformation of 3EML and 3ODU have Cα-RMSD values above 2.0.
Again, we optimized these decoys using both methods (with cf = 0 in Eq. 17) and
plotted the Cα-RMSD in relation to the PREDICT energy function as shown in Fig-
ure 4.12.
Obviously, the models changed significantly stronger during the optimization pro-
cess such that these results were useless for further modeling steps. For 1U19 and
3ODU the model with the lowest energy has a Cα-RMSD of 4.7Å and 5.6Å, respec-
tively. To answer the question why the performance is so bad in this test scenario,
we need to consider the main part of the PREDICT energy function given in Eq. 11.
This formula assesses all kinds of interactions in a structure as good interactions,
meaning that it also tries to maximize the number of contacts. In a GPCR, however,
H3 is tilted in such a way that it opens a pocket for ligand binding and, therefore,
induces a region without any inter-helical contact. This fact is not included in the
simple scoring function. Hence, the tilt angle of H3 is decreased and all other helices
are arranged around H3 to maximize the number of contacts. Here, it is even more
obvious that we need to restrain the starting conformation of the models. Another
observation that substantiates our suggestion is that we do not obtain any cluster
due to important residue contacts. The PREDICT energy function is too weak and,
in particular, the included membrane term is meaningless, as it takes only the z-
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(a) 1U19 (b) 3ODU
Figure 4.12: 50 unrestrained simulated annealing runs, each followed by gradient-
based optimization applied on the canonical variant of the crystal struc-
ture.
coordinate of the atoms into account. Hence, it does not matter how single helices
are oriented. Moreover, we used canonical helices and these bad results is most
probable also an effect of missing kinks.
Restrained decoy optimization
For the sake of completeness, we optimized the canonical variant of the crystal
structures including our restraint function (see Eq. 17), where we set ce = 2 and
cf = 2 for all translational degrees of freedom. The values for the rotational degrees
of freedom were set to ce = 2 and cf = 10, respectively. Figure 4.13 illustrates that
Figure 4.13: Histogram of change of degrees of freedom for canonical helix opti-
mization. All deviations for the angles and translations are smaller
than 20◦ and 1.5Å, respectively.
our restraint allows the rotational degrees of freedom to assume values that are
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farther than 15◦ away from the start values only in few cases. This fits quite well
to the brute force optimization procedure in a range of ±15◦ of PREDICT. Also, for
the translational degrees of freedom we achieve proper values. Almost all of them
are in the interval [-1.0Å, 1.0Å] with only a few exceptions up to [-1.5Å, 1.5Å].
Using our restraint, the Cα-RMSD increases only slightly by about 0.5Å (see Figure
4.14). But the question remains whether this is sufficient, when we consider that we
started already from the best possible conformation. If we had some prediction er-
rors in the 2D optimization procedure - and this is not unlikely -, we would achieve
much worse results here. Hence, one cannot expect to get suitable models that can
be used for further modeling steps. In the PREDICT procedure, the obtained mod-
els are filtered by experimental data and only the five best fitting models are taken
to be converted to a full atomistic model and to introduce kinks using molecular dy-
namics simulations. In this last step, Shacham and coworkers simulated the whole
structure for 280ps.
(a) 1U19 (b) 3ODU
Figure 4.14: 50 restrained simulated annealing runs each followed by gradient-
based optimization applied on the canonical variant of the crystal struc-
ture.
4.3.5 Conclusion
The results of the last sections demonstrate that the PREDICT approach for ab ini-
tio GPCR modeling has many weaknesses. First, the TM prediction methods are
not able to predict the helices in their full extent such that some binding pocket
residues are missing. Second, the scoring function in 2D is mainly based on the
hydrophobicity of amino acids. Here, none of the hydrophobicity scales guarantees
that the helices are oriented in a sufficient way for further optimization steps. Third,
the very simple 3D energy function maximizes the number of contacts but does not
focus on a proper arrangement of the helices. This fact also explains why we were
not able to find adequate values for the parameters λarom, λcat and λpolar.
In our opinion, it is not promising to arrange canonical helices, regardless of the
starting conformation. At this point, we stopped reimplementing the PREDICT
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approach to check their general applicability on automated GPCR modeling. Al-
though one step of the PREDICT approach is missing, the introduction of kinks,
the results so far can never lead to an appropriate conformation. When arranging
the helices in the reduced representation using the PREDICT energy function, they
should already be kinked or we should at least allow kinks in this procedure. Hence,
we adapted the algorithm of Shacham et al. by using MD simulations for individ-
ual helices. A short methodological background, the difficulties of simulating single
helices, and the results are discussed in the following section.
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The last and also an important step in the PREDICT procedure is the introduction
of kinks in helices. So far, the helices are optimized in canonical form, but helices
are often distorted. To cope with this challenge, Shacham et al. used the technique
of Molecular Dynamics (MD) simulation, which is very useful to analyze the move-
ment of molecules.128 To this end, Shacham and co-workers added explicit water
to the binding pocket and simulated the structure 280ps. This allowed helices to
form kinks without changing the fold of the whole model significantly. However,
the models obtained so far by the PREDICT algorithm feature, even in the best case,
too high Cα-RMSD values to use only a short simulation in the final step.
Due to these results, we did not use MD simulations according to the PREDICT
procedure. We applied this technique on individual helices instead, to achieve he-
lical structures that are more similar to those in the crystal structures than their
canonical variant and to arrange these helices afterwards.
4.4.1 MD Simulation Setup
Figure 4.15: 2,2,2-
Trifluoroethanol
Unfortunately, helical structures are not very
stable if simulating them in pure water.129 To be
able to simulate helices for a time span longer
than 280ps without a strong dissociation and
to simulate the interaction with the hydropho-
bic part of the membrane, we also added tri-
fluoroethanol (TFE) in addition to the water-
molecules. In a former study, van Buuren et al.
showed a stabilizing effect of TFE on helical
structures (see Figure 4.15).129 According to this
study, the helices were solvated in a 30%(v/v)
water/trifluoroethanol-mixture.
For our simulation, we used the software pack-
age Gromacs, which is designed to simulate Newton’s equations for millions of
particles, in particular, for biochemical molecules.130 In addition, it provides tools
to analyze the trajectory of the system. Next, we give all parameters needed to re-
produce our results.
The helical peptide was created using the class PeptideBuilder in BALL. Since the
helical ends are charged, we added ACE/NME-caps to these ends applying the
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PeptideCapProcessor for neutralization. The first step in the preprocessing was to
add a cubic (editconf -d 1.1 ) box to the peptide, and then to convert the pdb to gmx
format (pdb2gmx), where we set the Amber99SB forcefield (-ff amber99sb ) and
the SPC water model (-water SPC ). Applying genbox, we solvated the helix with
our water/TFE-mixture (-cs tfewater.pdb ). Finally, the system was neutralized by
replacing water molecules with the adequate number of counter ions (genion -nn/-
cp). For the minimization and equilibration step, we used the genrestr script to
restrain the backbone of the peptide.
Minimization
Table 4.6: Parameters for minimization
name value description
integrator steep Steepest descent algorithm for energy minimization
nsteps 1000 Number of steps
coulombtype PME Fast Particle-Mesh Ewald electrostatics
The backbone-restraint peptide was minimized by a steepest descent algorithm for 1000 steps. The
coulomb type was set to PME.
Equilibration / Simulation
Table 4.7: Parameters for equilibration and simulation
name value description
integrator md Leap-Frog algorithm
pbc xyz Periodic boundary condition in all directions
coulombtype PME Fast Particle-Mesh Ewald electrostatics
rcoulomb 1.5 Distance for the Coulomb cut-off
vdw-type switch Use switching for VdW
vdw-switch 1.2 Where to start switching the LJ potential
rvdw 1.4 Distance for the LJ cut-off
tcoupl v-rescale Temperature coupling using velocity rescaling
tau_t 0.1 Time constant for coupling
ref_t 310 Reference temperature for coupling
pcoupl parrinello-rahman Extended-ensemble pressure coupling
pcoupletype isotropic Isotropic pressure coupling
tau_p 2.0 Time constant for coupling
ref_p 1.0 Reference pressure for coupling
The backbone-restraint equilibration was performed for 5ns to give the TFE enough time to arrange
around the peptide. Afterwards we did a 2ns simulation without any restraints. The parameters spec-
ified in this table were used for both.
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(a) H1 of 1U19
(b) H6 of 1U19
(c) H4 of 3ODU
(d) H6 of 3ODU
Figure 4.16: Trajectories of 4 peptides in canonical form. Only H6 of 1U19 dissoci-
ates, while the others are more stable for a longer time.
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4.4.2 Results and Discussion
After extracting the helices from the system, we focused on their stability. Figure
4.16 illustrates theCα-RMSD values between the structures in the trajectory and the
one in the crystal structure sorted by time. We see that H1 of 1U19 as well as H4 and
H6 of 3ODU are very stable during the whole simulation. This demonstrates the
effectivity of TFE regarding the stability of helices. Unfortunately, there are some
extreme exceptions like H6 of 1U19. From the very beginning, this helix started to
dissociate such that finally a nonrealistic model was obtained. However, in the first
500ps, the structure has low Cα-RMSD values between 1.0Å-1.7Å, which is quite
good compared to its canonical variant.
To check to which extent the helices from the MD simulation can improve our
GPCR models compared to canonical ones, we computed theCα-RMSD when map-
ping the best model from the MD onto the crystal structure (see Table 4.8). Only for
H4 of 3ODU we were not able to produce an adequate structure, while in other
cases, for instance, H6 of both structures, the models obtained are twice as good
as the canonical variant. When mapping the helices to those of the corresponding
crystal structure, the TM region can be modeled in the best case with a 40% lower
RMSD value.
Table 4.8: Cα-RMSD of the best helix produced by MD
H1 H2 H3 H4 H5 H6 H7 TM region
1U19 - Canonical 1.15 2.26 1.11 1.18 2.24 2.29 2.30 1.93
1U19 - Simulated 1.15 1.72 1.07 0.56 1.69 0.98 1.43 1.28
3ODU - Canonical 1.92 1.88 1.35 2.66 2.60 2.39 1.92 2.26
3ODU - Simulated 1.55 0.89 0.79 2.53 1.81 0.87 1.21 1.49
All of the best single helices obtained from the MD are better than their corresponding canonical
variants. Only H4 of 3ODU has a Cα-RMSD higher than 2.0Å. The RMSD of the TM region is reduced
by up to 40%.
In this case, the main challenge is to extract the proper snapshots from the trajectory.
In his recent Bachelor’s thesis Lund showed that his methods are able to filter all
meaningless snapshots easily.131 However, although the best structure belongs in
almost all cases to the top 5 ranked structures, it is only in a few cases best ranked.
Moreover, the best ranked structure is sometimes worse than the canonical variant.
But even if we are able to extract the best helical structure from the trajectory, it can
only be used as a starting point in the modeling procedure regarding its kink. The
reason might be that in our MD simulations inter-helical interactions that play a
decisive role in folding processes are neglected.
Since we are interested in fully automated modeling, we did not go further in this
direction, i. e., we did not analyze the impact of the best obtained helices from MD
simulation with regard to the quality of our models as we were not able to extract
the suitable snapshots automatically.
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To conclude the study of reimplementing the GPCR modeling approach of
Shacham et al., we have to emphasize several points. First, we demonstrated that
the generation of suitable initial models completely failed. Neither for the new
available GPCRs nor for bovine rhodopsin we were able to reproduce the results
obtained by the authors. The methods they suggested, e. g., for prediction of heli-
cal regions or the initial orientation of those, are very error-prone and could only
be manually improved in few cases. Nevertheless, we focus on automated GPCR
modeling and hence do not want to rely on manually refinements.
Second, we clearly showed that the energy functions works more or less well when
applying the optimization procedure on native structures. However, Shacham et al.
used canonical helices and here, we obtained a dramatically decrease in the quality
of the models. Thus, the energy function might be useful for small refinements but
it is for sure not sufficient to optimize decoys at all.
Third, we tried to improve the PREDICT approach by using already kinked helices
for generating suitable initial models. Therefore, we explored if molecular dynam-
ics simulation can provide us more information about distortions in helices, i. e.,
where and how strong the helices are kinked. With our setup we were able to get
in almost all cases improved helical structures during the simulation, however, to
extract the proper snapshots could not be done in an automated fashion.
The main challenge when modeling the backbone of a GPCR is modeling the de-
tails, in particular, the kinks in the helices in a proper way. The idea we had is to
treat helices as a combination of several cylinder fragments instead of a single rigid
body. Thus, the helices can form a different shape during the optimization process.
In this way, kinks are modeled with respect to their tertiary interactions. The only
ingredient we need for this process to work is the position of the hinges. In a re-
cent project, we predicted kinks from the sequence using string kernels for support
vector machines. This study is described in the next chapter, while in Chapter 6 we
examined how the information gained can help us to model GPCRs.

5 Kink Prediction
The prediction of structural elements based on protein sequences is a major task in
bioinformatics. Consequently, many algorithms dealing with secondary structure
prediction have been developed, starting with very simple methods in the 1970s
to more complex ones in the 1990s. Some of the previously reported procedures
rely on templates,132, 133 applying machine learning techniques,134–136 or combining
both.137 For a more detailed review, the interested reader is referred to Pirovano et
al.138
However, it becomes increasingly apparent that distortions of perfect geometries in
secondary structure elements are very important to create structural diversity from
simple building blocks, e. g., in helix bundle membrane proteins.139 The distortions
can be divided into different types, e. g., wide turns or kinks in helices. Especially
the latter one, which changes the helical axis noticeably and rather abruptly, yields
a significant change of the structure. But even though the knowledge about kinks
is crucial for successful modeling of new structures, the number of available algo-
rithms for computational kink prediction is relatively small.
In 2003, a promising sequence pattern descriptors approach was developed by
Rigoutsos et al.140 Based on motifs extracted from 17 proteins, the authors created
a search engine to discriminate not only between ideal helices and distortions but
also between different distortion types from perfect α-helicity. However, the low
prediction accuracy for new sequences not included in their data set (e. g., new
GPCRs) as well as their very low false positive rate (0.03%) for nonmembrane span-
ning helical structures and nonhelical region indicates an overfitting of their de-
scriptors. An alternative approach, due to Yohannan et al., is based on the so-called
evolutionary hypothesis for kink generation.139 Information derived from homolo-
gous protein sequences can be used for kink prediction. In their study, the authors
focused on kink patterns in different G-protein coupled receptor (GPCR) classes
and also on eight unrelated membrane structures. For these proteins, they predicted
36 of 39 proline and 14 of 17 nonproline kinks correctly without any false posi-
tives. While the former approaches work on the sequence level and are relatively
fast, Hall et al. used a complex molecular dynamics simulation setup to reproduce
kinks in 405 helices of which 44% have been kinked.141 Approximately 79% of the
62 proline-induced kinks were predicted correctly with a very high specificity. Inter-
estingly, the prediction accuracy of this structural approach decreased to 58% and
18% for vestigial proline and nonproline induced kinks, respectively. In 2010, Lan-
gelaan and co-workers provided a large data set of 842 TM helices. These helices
have been automatically annotated using the MCHELAN algorithm, which found
a kink in 64% of all cases. Thereafter, they applied support vector machines to pre-
dict kinks in a range of ±4 residues.142 The approach achieved a maximal accuracy
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of 74% when predicting based on the presence of proline. However, the F-scores of
the prediction results were never above 0.6. This relatively weak score might indi-
cate one of three things (or a combination thereof): either the sequence is only one
(small) factor in producing kinks, the data set used was too error prone due to au-
tomated annotation, or the applied kernel functions are insufficient for predicting
kinks.
Quite recently, Bowie et al. published an approach called TMKink.143 They used a
neural network with 5 hidden nodes and achieved the best performance for their
data set (323 kinked and 567 nonkinked helices) for a window size of 9, resulting in
a sensitivity and specificity of 0.7 and 0.89, respectively.
The approach put forth in the present work has been published in the Journal of
Chemical Information and Modeling in 2011.144 It has been developed indepen-
dently from the work of Langelaan et al. but is similar in spirit. We also started to
collect a large data set, but instead of relying purely on automated kink annotation,
we created a manually curated data set. We examined the sequential neighborhood
of the annotated kinked residues and computed the solvent accessible surface area
(SASA) per residue for kinked and nonkinked helices to quantify the influence of
neighboring amino acids and helices.
In addition, to accentuate the need of our manually annotated data set, we used
three alternative state-of-the-art methods for automatic kink annotation from the
three-dimensional structure and compared their respective qualities. All four data
sets were used to train string kernel-based support vector machines for predict-
ing kinks from the protein sequence alone. Furthermore, we compared our perfor-
mance to TMKink to show the significant better performance of string kernels for
support vector machines. In summary, our main goal in this work is to create a
highly accurate data set for kink prediction, compare its quality to data sets au-
tomatically derived from the three-dimensional structure, and apply a statistical
learning method to predict kinks from the primary sequence. This will yield in-
sights into the state-of-the-art on structurally based kink detection, on the influence
of annotation errors on statistical predictors, and on the influence of different se-
quence features on the likelihood of kink formation. In its current state, the method
does not address the problem of determining the exact kink position in a distorted
helix, but preliminary work in this direction will do.
5.1 M AT E R I A L S A N D M E T H O D S
5.1.1 Data Set Generation
To create a reliable data set, we used the database MPtopo3 to obtain all currently
(January 2011) available α-helical transmembrane (TM) proteins, extracted their
helices, and removed the ambiguous ones (pairwise sequence identity >95%) us-
ing the PISCES algorithm.145 For a higher accuracy, the extraction of a single he-
lix was manually curated by visual inspection using BALLView.87 To select only
those helices whose largest part is inside the membrane, we applied the online tool
TMDet.146 The final data set contains 132 proteins including 1014 helices (see Ap-
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pendix). The largest helix has a length of 43 and the smallest of 12 residues, indicat-
ing at least 3 turns.
5.1.2 Kink Definition
Given this data set, the next task was to classify these helices as kinked or non-
kinked. Previous work has relied on automated kink detection from three-dimen-
sional structures.142 From our own experiences, however, we expect the automated
techniques to fail in some instances, which is also reflected in the fact that there ex-
ists no consistent definition of a kink. Moreover, in a canonical helix, the backbone
torsion angles φ and ψ are fixed at -57◦ and -47◦, but according to the literature,
real-world helices are commonly slightly curved toward the solvent, yielding tor-
sions of about -62◦ and -41◦with a higher variance, respectively.147 Therefore, many
helices are hard to classify using simple methods based on large local deviations of
torsion angles; in our brief analysis, deviations for kinked, nonkinked, and curved
helices look sometimes very similar. In addition, a residue causing merely a wide
turn can lead to the same magnitude in angle deviation as one inducing a kink.
To quantify the quality of automated structural kink detection and to understand
the influence of annotation errors on statistical learning schemes, we decided to
build a hand-curated data set first. To this end, we used visual inspection using
BALLView to determine whether a given helix contains a kink. Exact criteria for the
manual annotation of a kink are very hard to define. Each helix has to be examined
from several perspectives to identify the residue producing a kink. Indeed, there
are some arguable cases where different viewers will report different answers, but
this problem is similar to the one of finding an appropriate cutoff in automated
methods. Another advantage of manually annotated kinks is the possibility to have
a look at local changes and their global effects at the same time. To reduce the bias
of only one viewer, the helices were checked by two people. As a rule of thumb,
a kink can be an abrupt change of the helical axis or a twisted residue causing for
example a shifted axis. Small increases of the helix diameter for one turn, known as
wide turns, were not annotated as kinks. While this method is also not entirely free
of errors, it is more reliable than any automated criterion we tested. Our annotation
leads to manually annotated data set (MDS) with 367 kinked, 461 nonkinked, and
196 curved helices (see Figure 5.2).
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Figure 5.1: Side and top
views of helix 1
of bovine rhod-
opsin (PDB ID:
1U19) with its
computed helical
axes using PCA
(red lines).
We then compared the data set to two automatically
generated ones. First, we adapted principal compo-
nent analysis (PCA) to compute the helical axis from
the backbone atoms.148 To this end, we split a helix
into two segments, where the smallest one consisted
of at least five consecutive residues, and computed
the axis, i.e., the first principal component, for both
parts. The axes had to be slightly adjusted - one end
was set to the shortest distance point of the two vec-
tors - to obtain a continuous axis (Figure 5.1). Af-
terward, we computed the minimal distance m over
all backbone atoms to the computed axis. This pro-
cedure was done for all possible pairs of two seg-
ments, and we chose the pair yielding the best fit to
the original helix, which is the one with the maximal
value m. Finally, we classified a helix as kinked if
the angle was larger than a predefined cutoff and de-
fined the residue closest in structure as the kink posi-
tion. Supposing that our manually curated data set
is indeed the most reliable one, we chose the cutoff
such that the proportion of kinked and nonkinked
helices was similar to the one of MDS. Therefore, an
angle value of at least 11◦ was used, yielding to 364
kinked helices in the data set called PCA data set
(PDS). Note that this method can only find global effects of disrupted helices and,
therefore, works for at most one kink per helix.
In a second annotation approach, we applied the method HELANAL149 using the
python toolkit MDAnalysis.150 In this method a helix was defined as kinked, if at
least one local bending angle is larger than 20◦. Although a few residues (mostly in
a row) might fulfill this property, we set the kink to the position of the largest bend-
ing angle. In contrast to our PCA method analyzing global effects, this algorithm
finds only local ones because just seven residues are used for the computation of an
axis. Applying this method we obtained the data set HELANAL with 303 kinked
helices.
Based on the choice of annotation algorithms for our manually extracted helices
from α-helical membrane proteins, we can compare the performance of our string
kernels on a data set created on both manual and automated methods, relying either
on global or local effects.
Last but not least, we converted the data set available on the MC-HELAN Web
site to our format. We suppose that the MC-HELAN method is currently the best
available automated kink annotation method and, hence, an upper bound for our
comparison between manually and automatically annotated kink data sets. Note,
in contrast to our manually created data set (or to others published so far), the
one created by Langelaan and co-workers has an inversed number of kinked and
nonkinked helices.
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When applying the TMKink web server on all four data sets, we defined a helix as
kinked if at least one kink was predicted, since we focus only on the classification of
kinked and canonical helices. The cutoff was adjusted to t > 0.7 to obtain a higher
balanced accuracy and, hence, to be able to compare our performance with the best
possible results we can achieve using TMKink.
5.1.3 Statistical Methods
Support vector machines (SVMs) using string kernels have been applied to all data
sets using a nested five-fold cross validation setup.151 The main idea of string ker-
nels is to compare strings by means of the substrings they contain, while these sub-
strings are not assumed to be contiguous. Whereas SVMs have previously been
used for kink detection,142 the use of string kernels as a measure of similarity
is novel to this field. In addition, string kernel SVMs have been shown to pro-
duce clearly superior results to classical SVMs in fields, such as protein classifi-
cation,152–154 prediction of t-cell epitopes,155 and other structural biology problems.
Whereas many different string kernels have been proposed in the literature,156 we
concentrated our approach on the following:
Alignment Kernel
The alignment kernel is strongly motivated by the Needleman-Wunsch alignment
score. We used the simple edit distance as scoring function to allow mismatches,
insertions, and deletions of amino acids in the input sequences. Hence, the kernel
value is the minimum number of operations to transform one sequence into the
other.157
K-mer Kernel
In general, a k-mer kernel measures sequence similarity by shared occurrences of
fixed-length patterns in the data, allowing for mutations between patterns (mis-
match kernel) and a weighting of pattern frequencies (spectrum kernel). In this
work, we also allowed a combination of both as well as a combined spectrum ker-
nel of different k-mer sizes.
For the sake of convenience, we introduce the following nomenclature: K for the
k-mer length, M for the number of allowed mismatches, and W1(0) to (not) weight
the multiple occurrences of the k-mers. Thus, K123_M0_W1 takes all k-mers of size
1-3 where no mismatches are allowed and the occurrences are weighted. In the
case of the alignment kernel, we tested different values for the parameter γ, e. g.,
Alignment_G0_01 represents the alignment kernel with a chosen γ of 0.01.
The SVM setup was realized using libsvm158 with the precomputed kernel option
and was integrated into the Biochemical Algorithms Library BALL.159 The param-
eter C of the SVM was determined using five-fold nested cross-validation (from
10−6 to 103).160
At this point we want to stress that finding an optimal setup for training the SVM
classifiers was out of scope of this work. Indeed, we assume that the prediction
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accuracy can be further increased with a more sophisticated setup such that our
results can be seen as a lower bound for this method. This will be a focus of future
work.
Statistical Performance Measures
To obtain an impression of the classifier’s performance, we determined the so-
called confusion matrix relating true positives (TP), false positives (FP), false neg-
atives (FN), and true negatives (TN).161 Based on this matrix, several performance
measures, such as specificity, sensitivity, and accuracy, can be easily calculated. Due
to the imbalance in our data sets, we will specify the balanced accuracy and the F-
score. The significance value for the solvent accessible surface area analysis was
calculated applying the Welch two sample t-test using R.89 In this case, the null hy-
pothesis for the two-sample t-test was µ1 = µ2. Hence, the smaller the computed
value, the more convincing the rejection of the null hypothesis.
5.2 R E S U LT S A N D D I S C U S S I O N
5.2.1 Data Set Analysis
As a first step of our analysis, we studied the manually annotated data set in de-
tail. Figure 2 shows the length distribution of all helices: 461 helices were defined
as nonkinked, with a maximal frequency at the length of 20 amino acids, equaling
the number of residues needed to completely cross a typical cell membrane. In 357
cases, we found a residue obviously causing a change of the helical axis, thus in-
troducing a kink. These helices are more uniformly distributed between 19 and 32
residues and, as expected, tend to be longer than canonical helices (the kink allows
to fit a longer helix into the membrane). Altogether, there are 196 helices featuring
a distortion that could not be exactly assigned to one residue due to a curved struc-
ture. We removed these helices in the following to reduce the noise such that finally
357 kinked and 461 nonkinked helices are included in our manually created data
set (MDS).
To obtain information about the data set and the amino acids it contains, we calcu-
lated their percentage distribution in the whole protein (see Supporting Informa-
tion) and the helical regions as well as the determined kink positions (see Table
5.1).
Two interesting groups of amino acids are immediately apparent: the first and most
important one for our work contains glycine, serine, and proline (marked yellow).
Their percentage occurrence value is smallest when considering the helical region.
The special role of proline and glycine is well established from many other stud-
ies,162, 163 and serine is also known as a potential helix breaker.141 Thus, statistical
analysis of the amino acid distribution at kink positions in the data set confirms our
manual annotation of the helices.
Another interestingly distributed group, marked in orange, contains both acidic
amino acids (aspartic and glutamic acids) and two basic ones (histidine and argi-
nine) as well as asparagine. The members of this group appear only very rarely
at kink positions (in total 4.8%), even though their general occurrences in proteins
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Figure 5.2: Length distribution of all helices in our data set. The ratio of kinked to
canonical helices swaps if the length exceeds 24 amino acids.
Table 5.1: Amino acid distribution in proteins, helices and at kink positions
AA Protein Helix Kink AA Protein Helix Kink
A 9.5 11.6 9.2 M 2.9 3.6 4.6
C 1.1 1.3 1.1 N 3.2 1.7 1.1
D 3.3 1.1 0.0 P 4.6 1.9 6.2
E 3.9 1.8 1.5 Q 2.7 1.8 2.4
F 6.4 8.1 8.1 R 3.9 2.4 1.1
G 8.5 8.2 10.5 S 5.7 4.8 6.5
H 2.0 1.6 1.1 T 5.5 5.5 4.3
I 7.6 10.3 7.8 V 8.3 10.4 11.6
K 3.4 1.8 1.9 W 2.4 2.8 2.4
L 11.6 15.8 15.1 Y 3.5 3.5 3.5
Percentage distribution of all amino acids in the whole protein, the extracted helices and at the man-
ually annotated kink position of MDS. The two interesting groups are highlighted in orange (low
occurrences at kink position) and yellow (high occurrences at kink position).
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and helices are much higher (in total 16.3% and 8.6%, respectively). In addition, ly-
sine, the third basic amino acid, also appears unfrequently at a kink position (1.9%).
The rare occurrence of these amino acids at kink positions is due their sequence
position in the helix. They appear mostly at the end of a helix (because of the mem-
brane environment), where only a few kinks are determined (altogether 43 kinks in
the first and last 30% of a helix). Hence, these findings do not allow to draw sim-
ple conclusions on the relevance of this group for kink formation. Besides the kink
Figure 5.3: Neighborhood of kinks. For every amino acid type, we computed the
probability to be found at a specific position (± 6 residues) next to a
kink (position 0). We divided the number of each amino acid found in
this region by the number found in the complete helix. The expected
value is 20.5%.
position itself, the kink environment may play an important role. Therefore, simi-
lar to Langelaan et al.,142 we computed the occurrence probability for each amino
acid around an identified kink (Figure 5.3). There are four amino acids with an
under-representation of at least 5% in this region: arginine, glutamine, glutamic
acid, and lysine, which supports the results drawn from Table 5.1. Over 50% of
all prolines in all helical sequences occur in a range of ±5 residues around a kink,
in particular, between 0 and +5 amino acids next to a kink, which corroborates its
great relevance. For this reason, we defined all kinks as proline induced if a proline
occurs in this range. This is slightly different to the annotation results of the MC-
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HELAN algorithm,142 where especially positions 2 and 3 after an identified kink are
over-represented by proline. Glycine and serine do not reveal such a distribution,
because their ratio between helix and kink occurrences is much lower compared to
proline. Some amino acids were not found at specific positions, e. g., neither was
a histidine present one or two residues after a kink nor an aspartic acid found at
residue position -1, 0, or 4. Another aspect is the small increase of aspartic acid one
turn before a kink, which fits very well to the data of Langelaan.
Table 5.2: Amino acid composition in kinked and canonical helices
-4 -3 -2 -1 0 +1 +2 +3 +4
A 0.44 0.49
C 0.37 0.39
D 11.9 10.6 6.64 0.26 0.44 0.33
E 0.14 3.09 0.44
F
G
H 2.32 5.31 0.44 0.44 3.98
I
K 7.97 9.29 2.65 9.29 3.98 2.65
L
M 0.44 2.46
N 2.32 11.9
P 0.29 23.9 71.7 49.1 23.2 25.2
Q 0.49 3.54
R 3.54 2.65 9.29 2.12
S 0.44 2.17
T
V
W 2.21 4.98 0.44
Y 2.21 2.27 2.21 5.31 2.25
Ratio of frequencies in kinked and canonical helices is shown. Numbers are given if a residue is at
least two-fold over-represented (>2.0) or under-represented (<0.5) in kinked helices compared to
nonkinked helices. Position 0 refers to the annotated kink and the center of the helix in kinked and
canonical helices, respectively.
In our last data set analysis, we compared the amino acid composition of kinked
and canonical helices at specific positions. To this end, we superimposed the kink
position of the kinked helices on the center of nonkinked helices, computed the
occurrences of each amino acid in a range of ±4 residues, and calculated the ratio
of their frequencies. As illustrated in Figure 5.2, several amino acids are over- or
under-represented at different positions. Here, we want to mention only three: the
five times over-represented tryptophan (it has two rings), the several times over-
represented arginine and lysine (long and charged side chain), and the charged
aspartic acid, which is over-represented at the first three positions but under-
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represented at positions four, six, and nine. To determine the exact kink position
in later projects or with regard to a better understanding of kink formation, this
analysis might be very helpful.
To explore the influence of neighboring helices, we calculated the SASA per residue
for each helix (see Figure 5.4). We applied a two-tailed t-test to assess whether the
SASA means are statistically different for kinked vs ideal helices, for kinked vs
curved helices, and for ideal vs curved helices. For the first comparison (kinked
against the nonkinked helices), we obtained a p-value of 0.0031, while the p-value
for the second case (kinked against curved) was 0.0511. The first value in particular
indicates a large difference in the environment of the compared helix types. The
environment for nonkinked and curved helices, however, seems to be very similar
(p-value: 0.8354). Due to the significantly smaller SASA mean value for kinked he-
lices, we conclude that the resulting larger amount of potential tertiary interactions
can help to enforce and stabilize these kinks.
Figure 5.4: Histogram of the SASA for all identified helices. In addition, the corre-
sponding probability distributions are shown.
5.2.2 Evaluation of the Automated Detection Methods
Figure 5.5 shows a Venn diagram for the kinked helices. Only 59% of all manually
annotated kinked helices have been identified by both automated methods, but in
total, only 29 kinks have been manually, but not automatically, detected, and 125
kinks were annotated automatically by either PCA or HELANAL, but only 4 of
these were detected by both methods. As mentioned above, these methods focus
on different aspects of structural changes in kinked helices and are insufficient to
create a reliable data set on their own.
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Figure 5.5: Venn diagram for kinked helices of our 3 data sets: 210 helices are de-
fined as kinked by all the methods, and 29 have been identified by
the two viewers as kinked but neither by PCA nor by the HELANAL
method, while 125 sequences are identified by at least 1 automated
method, they have only 4 of these in common.
Table 5.3 shows if the manually and automated methods defined a helix as kinked,
these positions do not differ much. Over 90% are within 1 helical turn (4 residues).
This means that automated methods work well, but our further results will demon-
strate that the exact kink annotation is necessary for predicting kinked helices with
a high accuracy.
Table 5.3: Comparison of the annotated kink positions
Distance HELANAL (270 helices) PDS (268 helices)
0 AA 84 (31%) 51 (19%)
1 AA 90 (33%) 106 (40%)
2 AA 48 (18%) 56 (21%)
3 AA 15 (6%) 20 (8%)
4 AA 11 (4%) 17 (6%)
>4 AA 22 (8%) 18 (6%)
Absolute distance in amino acids (AA) to our manually created data set for all helices labeled auto-
matically as kinked. The most (>90%) are within 1 helical turn.
5.2.3 Application of SVMs
Table 5.4 gives an overview of the results for the nine best string kernels for SVMs
and the neural network of TMKink. Annotating the extracted helices in our data set
manually yields a much higher balanced accuracy and F-score compared to both
automated methods, HELANAL and PCA. Applying our method to the data set
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from the MC-HELAN Web site, we achieve the same sensitivity but a much lower
specificity and, hence, a lower balanced accuracy – even compared to HELANAL.
The higher F-score is mainly due to the larger number of kinked helices in their data
set. This supports our assumption that automated kink detection from structural
information is still too error prone and noisy to be useful for training statistical
classifiers.
Table 5.4: Prediction results for the four data sets
Rank MDS HELANAL PDS MC-HELAN
1 A_G0_1
0.820 (0.801)
K4_M2_W0
0.766 (0.707)
K4_M2_W0
0.630 (0.635)
K4_M2_W0
0.742 (0.811)
2 K4_M2_W0
0.811 (0.791)
A_G0_05
0.759 (0.699)
A_G0_1
0.616 (0.604)
A_G0_1
0.719 (0.802)
3 A_G0_05
0.808 (0.788)
A_G0_1
0.755 (0.693)
K4_M2_W1
0.606 (0.619)
K3_M1_W0
0.710 (0.779)
4 A_G0_01
0.786 (0.770)
A_G0_01
0.751 (0.692)
K5_M2_W1
0.605 (0.548)
K3_M1_W1
0.690 (0.765)
5 K4_M2_W1
0.778 (0.748)
K1234_M0_W1
0.742 (0.679)
K123_M0_W0
0.604 (0.606)
K1234_M0_W1
0.690 (0.786)
6 K12345_M0_W1
0.767 (0.734)
K4_M2_W1
0.737 (0.669)
K3_M1_W0
0.601 (0.611)
K4_M2_W1
0.688 (0.770)
7 K1234_M0_W1
0.765 (0.731)
K12345_M0_W1
0.734 (0.668)
K1234_M0_W1
0.600 (0.542)
K12345_M0_W0
0.686 (0.792)
8 K3_M1_W0
0.752 (0.730)
K3_M1_W0
0.733 (0.667)
K12345_M0_W0
0.600 (0.578)
K1234_M0_W0
0.679 (0.779)
9 K5_M2_W1
0.748 (0.703)
K123_M0_W1
0.733 (0.667)
K5_M2_W0
0.597 (0.529)
A_G0_05
0.673 (0.753)
- TMKink
0.714 (0.707)
TMKink
0.691 (0.641)
TMKink
0.618 (0.621)
TMKink
0.630 (0.724)
Kernel name as well as the corresponding balanced accuracy and Fscore (in brackets) are given. The
colors are due to the balanced prediction accuracy from yellow (low) to green (high). The last row
shows the results of the TMKink method.
Interestingly, the F-score we achieve significantly exceeds the one reported by Lan-
gelaan et al. and demonstrates the usefulness of string kernel-based SVMs, even
more with respect to the neural networks results of TMKink, where the balanced
accuracy and F-score decreases dramatically. But again, MDS performs best, while
the data set of Langelaan and co-workers has the highest F-score.
The three alignment kernels (with different parameter γ) are ranked in the top four.
This seems to indicate that the order of the amino acids might play a decisive role,
information that is lost when using k-mer kernels. Whereas a combination of mis-
match and spectrum kernel slightly decreases the performance in most cases, we
were able to improve the results remarkably using a combined spectrum kernel
with different k-mer sizes. For example, K12345_M0_W1 (76%) is better than the
nonweighted version K12345_M0_W0 (73%) and compared to the best single spec-
trum kernel K3_M0_W1 (62%). Furthermore, mismatches yield better results than
weighting the occurrences: especially using k-mers of size 4 and allowing 2 mis-
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matches without weighting the occurrences (K4_M2_W0) seems to be a good choice
for kink prediction.
Figure 5.6: Venn diagram of the prediction results for kinked (a) and nonkinked
(b) helices. The number in brackets is the percentage rate of correctly
identified kinked (nonkinked) helices.
Figure 5.6 gives a Venn diagram of the prediction results for the best alignment,
mismatch, and spectrum kernel. About 90% of the helices predicted as kinked by
all three string kernels are indeed kinked. For canonical helices, this number is
even higher. Compared to the number of kinked and nonkinked helices in MDS,
nonkinked helices are predicted with a balanced accuracy of 63.0% (64.4%) by all
three kernel methods. Taking the majority vote of these three kernels, we can pre-
dict nonkinked helices with a balanced accuracy of 82.1% (82.6%). These results
strongly indicate that string kernel-based SVMs yield a very stable and adequate
method for kink prediction.
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Table 5.5: Confusion Matrix of MDS for Proline and Nonproline Kinks
kernel function TP FN TN FP sensitivity specificity balanced accuracy
K4_M2_W0 proline 192 14 19 18 93.2 51.4 72.3
Alignment_G0_1 proline 181 25 33 4 87.9 89.2 88.5
K4_M2_W0 nonproline 104 47 347 77 68.9 81.8 75.4
Alignment_G0_1 nonproline 117 34 339 85 77.5 80 78.7
Another question of interest in kink prediction is the sensitivity and specificity for
proline and nonproline kinks. As mentioned above, we defined a proline-induced
kink if proline occurs in the range of ±5 residues away from a specified kink posi-
tion. Table 5.5 shows that the alignment kernel is significantly better than the k-mer
kernels in predicting proline kinks due to the very high specificity. We suppose
the exact position of proline to play an important role, which is confirmed by the
neighborhood analysis (Fig. 5.3), where proline occurs mainly 0-5 residues after a
kink. Nonproline kinks have been detected with a high and balanced sensitivity
and specificity. These results are very promising, although we are not focusing on
the exact kink position in this work. In particular, our approach reveals SVMs to
be capable to find other general features besides the occurrence of proline in the
sequence.
5.2.4 Kink Neighborhood
Today, the main influences for kink formation are still unknown. In fact, it is even
unclear whether kinks are a very global (influences over different helices and non-
helical parts), a mostly local (influences only inside the same helix), or a very local-
ized (influences only from a few residues around the kink) effect. To decide whether
a few residues around the kink are enough to classify into kinked and nonkinked,
we created further data sets containing only the so-called core subsequence (CDSX)
of each helix, where X denotes the length of the subsequences. In cases of kinked he-
lices, the kinked residue corresponds to the center of the considered subsequence.
For nonkinked helices, we decided to set the center of the complete helix to the
center of the subsequence, because this part is mostly in the membrane center and
usually more important and reliable for the stability of the helical structure than re-
gions at the end of a helix. Compared to our first results, we obtain a lower balanced
accuracy and F-score but in many cases still over 75% with a maximal F-score of
0.74 (see Table 5.6). These results indicate that a large part, but not all, of the effects
behind kink formation seems to be very localized. In addition, we classified each
subsequence by TMKink and got clearly lower prediction results. Because Bowie
and co-workers predicted kinks in a range of ±4 residues and also Langelaan et
al. reported their results with this window size, we suppose that their results are
comparable to the one of CDS9.
It is noticeable that only in one case, the alignment kernel achieves the 10th best
result. Hence, we suppose this kernel to be influenced by the length of a sequence.
CDS9-CDS13 work very similar, which means that we have to consider 4-6 amino
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Table 5.6: Prediction results for CDSX
Rank CDS7 CDS9 CDS11 CDS13 CDS15
1 K4_M2_W0
0.729 (0.694)
K1234_M0_W1
0.771 (0.737)
K4_M2_W0
0.769 (0.734)
K4_M2_W1
0.779 (0.740)
K4_M2_W1
0.750 (0.702)
2 K4_M2_W1
0.725 (0.688)
K5_M2_W0
0.767 (0.729)
K4_M2_W1
0.767 (0.730)
K4_M2_W0
0.770 (0.731)
K4_M2_W0
0.748 (0.702)
3 K12345_M0_W0
0.724 (0.687)
K123_M0_W1
0.765 (0.732)
K1234_M0_W0
0.766 (0.727)
K1234_M0_W0
0.765 (0.725)
K5_M2_W0
0.745 (0.691)
4 K1234_M0_W1
0.723 (0.688)
K4_M2_W0
0.760 (0.724)
K12345_M0_W0
0.766 (0.726)
K123_M0_W1
0.764 (0.726)
K12345_M0_W1
0.743 (0.696)
5 K123_M0_W1
0.721 (0.685)
K12345_M0_W0
0.759 (0.718)
K12345_M0_W1
0.759 (0.721)
K5_M2_W0
0.761 (0.714)
K1234_M0_W1
0.742 (0.695)
6 K123_M0_W0
0.721 (0.686)
K4_M2_W1
0.756 (0.724)
K123_M0_W1
0.757 (0.723)
K12345_M0_W0
0.757 (0.714)
K12345_M0_W0
0.737 (0.682)
7 K12345_M0_W1
0.720 (0.685)
K12345_M0_W1
0.756 (0.721)
K1234_M0_W1
0.753 (0.716)
K5_M2_W1
0.753 (0.699)
K123_M0_W1
0.737 (0.691)
8 K3_M1_W0
0.720 (0.687)
K1234_M0_W0
0.755 (0.715)
K5_M2_W0
0.752 (0.709)
A_G0_1
0.751 (0.712)
K123_M0_W0
0.736 (0.692)
9 K1234_M0_W0
0.712 (0.673)
K5_M2_W1
0.745 (0.699)
K3_M1_W0
0.748 (0.713)
K1234_M0_W1
0.743 (0.692)
K5_M2_W1
0.732 (0.669)
- TMKink
0.0 (0.0)
TMKink
0.648 (0.508)
TMKink
0.701 (0.638)
TMKink
0.709 (0.672)
TMKink
0.672 (0.666)
Kernel name as well as the corresponding balanced accuracy and Fscore (in brackets) are given. The
colors are due to the balanced prediction accuracy from yellow (low) to green (high). The last row
shows the results of the TMKink method.
Table 5.7: Confusion Matrix of CDS11 for Proline and Nonproline Kinks
kernel function TP FN TN FP sensitivity specificity balanced accuracy
K4_M2_W0 proline 188 9 23 20 95.4 53.5 74.5
AlignmentG0_1 proline 182 15 31 12 92.4 72.1 82.2
K4_M2_W0 nonproline 60 80 344 70 42.9 83.1 63.0
AlignmentG0_1 nonproline 61 79 306 108 43.6 73.9 58.7
acids to the left and to the right of a specified kink. This observation correlates
with the kink environment plot in Figure 5.3. Kernel K4_M2_W0 is again a good
choice. The resulting confusion matrix for CDS11 for proline and nonproline kinks
is illustrated in Table 5.7. While proline kinks using the mismatch string kernel
K4_M2_W0 are predicted with a slightly higher balanced accuracy, we found a de-
crease in all other cases. The reason is, in particular, the very low sensitivity for non-
proline kinks indicating that nonproline kinks are not local ones and that a larger
sequence range has to be taken into account.
To confirm this supposition, we trained a statistical model on a data set containing
only the nonproline sequences of MDS and CDS11 (see Table 5.8). These data sets
are called NP_MDS and NP_CDS11, respectively. Applying all kernels, we obtained
a significantly better performance including the whole helical sequence. In this case,
more than 55% of nonproline kinks were predicted correctly. Focusing on just 5
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Table 5.8: Confusion Matrix of NP_MDS and NP_CDS11
kernel function TP FN TN FP sensitivity specificity balanced accuracy
K4_M2_W0 NP_MDS 67 54 316 41 55.4 88.5 71.9
AlignmentG0_1 NP_MDS 73 48 328 29 60.3 91.9 76.1
K4_M2_W0 NP_CDS11 45 68 315 38 39.8 89.2 64.5
AlignmentG0_1 NP_CDS11 43 70 281 72 38.1 79.6 58.8
neighboring residues this value decreased to just below 40%. The lower sensitivity
and higher specificity compared to the usage of the complete data sets might be a
result of the extremely unbalanced data set.
In addition, we compared the helix length of proline and nonproline kinked he-
lices, finding an average length of 26.4 and 27.1, which results in a nonsignificant
difference (p-value: 0.15). Hence, the helix length itself does not influence the result,
implying that for nonproline kinks, the whole sequence seems to be very important
for a better prediction.
5.2.5 Detecting the Exact Kink Position
In principle, SVMs can also be used for detecting the exact kink position in the heli-
cal sequence in addition to the binary kink/nonkink classification. The last results
show that an SVM is able to predict also smaller sequences with a high balanced
accuracy correctly. Focusing on the results of CDS9, we can predict kinks in a range
of ±4 residues with a balanced accuracy of more than 75%, which is higher than
reported accuracies in former studies. However, in further studies we tried to be
even more precise. Our idea was to use a window of a specific size to create all
subsequences of a helix while iterating over it. The subsequences will be labeled as
kinked if and only if it contains the kinked residue. After applying SVMs to this
modified data set, we retranslated the prediction result to the whole helix. Unfor-
tunately, we got about the same result as before since there is still a large degree
of noise due to the very short sequences, which have in some cases different labels
in various helices. We assume that we reached the limit of predicting kinks from
sequence. One has to keep in mind, as stated already above, that also inter-helical
interactions play most probably a crucial role in kink formation.
5.3 C O N C L U S I O N
Our work gives new insights on kinks in α-helical membrane proteins. First, our
data set analysis affirms the great importance of proline for distortions but reveals
also a disproportionately high occurrence of glycine and serine. Moreover, the data
set analysis can help to assess and improve homology models by incorporating the
gained information. Some of these results are already confirmed by the findings
of the related work of Langelaan et al, e. g., the high occurrence of proline a few
positions after a kink.
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Furthermore, we have developed and validated a new kink prediction method us-
ing string kernels for SVM and our manually annotated data set. The very high
consensus of all applied string kernels demonstrates that there is much information
about kinks coded in the amino acid sequence of a helix. Most importantly, using
string kernels allows us to detect also nonproline kinks with a high accuracy, where
the most of the previously published methods more or less failed. The basis of these
considerably improved results is our manually created data set and the usage of
string kernels, which is demonstrated in the comparison between both manually
and automatically annotated data sets as well as different methods. Nevertheless,
we agree with Langelaan and co-workers that the helical sequence is only one fac-
tor and that tertiary interactions or the spatial environment (membrane) cannot be
neglected, which is confirmed by the SASA analysis of the different helix types.
Finally, we provide a large data set for further studies. This, for example, can be
used to develop and evaluate future algorithms for determining kinks from three-
dimensional structures automatically.
In the following chapter, we will present a new approach to model kinks during
the rearrangement of the helices.

6 Fragmental GPCR modeling
In this chapter, we present our new fast and fully automated approach to model G-
protein coupled receptors. More importantly, it replaces the optimization of rigid
helices by a more sophisticated method that allows helices to change their confor-
mation during this process. Thus, helices that are wrongly kinked, e. g., helices ob-
tained by molecular dynamics simulation, have the possibility to move to the right
position based on their inter-helical contacts. We will demonstrate that the models
we obtain are better than all previously published ones and that the optimization
method we developed does not need any interaction by the user. Next, we will de-
scribe our so-called fragmental GPCR modeling approach step by step and present
and discuss the results we obtained applying this new algorithm.
The idea of our approach is to be completely independent of any prediction method
for initial models. Good starting structures are essential for all optimization meth-
ods since we cannot compute and assess all possible conformations. Therefore, we
want to have again a closer look at all known GPCR crystal structure to possibly
deduce some general structural features. Fortunately, we have at least one represen-
tative from three of the four rhodopsin-like subfamilies. Five structures (PDB IDs:
1U19, 2RH1, 2VT4, 3PBL, 3RZE) belong to the α-, one structure (PDB ID: 3EML)
to the β- and one structure (PDB ID: 3ODU) to the γ-subfamily. Structural features
found in all of these structures should for sure hold for the other proteins, which
belong to these subfamilies and most probably also for those of the δ-subfamily.
6.1 C O M P U TAT I O N O F I N I T I A L M O D E L S
To generate appropriate starting conformations, we did not rely on any prediction
method, e. g., for the secondary structure or the orientation of the helix, because
they fail in many cases as demonstrated in Chapter 4.
The results of our comparison studies of GPCR crystal structures have already
shown high structural similarity of the overall fold (see Figure 4.3) as well as the
helical ends (see Table 4.3).
Focussing on the conformation of the single helices, it is obvious that H1 has the
most diverse kink in the outer membrane side as illustrated in Figure 6.1. This is
mainly due to insufficient stabilization factors during crystallization in this region,
which can lead in the worst case to an unrealistic and excessive kink as stated by
Warne et al. for the case of 2VT4.10 Hence, this difference in H1 is most probably not
as distinctive in nature as one might deduce from the available crystal structures.
Here, it is important to keep in mind that crystal structures are also a kind of model,
in particular, because proteins are always in motion.
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Figure 6.1: The GPCRs are mapped by the Cα-atoms of the seven most conserved
residues X.50 (marked yellow). The most diverse region is the extracel-
lular loop 2 (ECL2), which is also highlighted.
As illustrated on the left side of Figure 6.1, H4 is twisted differently in the seven
GPCRs, leading to a high RMSD value when comparing these. Although it has two
potential binding pocket residues denoted by Rognan (see Figure 4.2), it is not al-
ways involved in the ligand binding mode as, for example, in retinal bound bovine
rhodopsin. Because the influence of H4 is too strong in the final evaluation of the
model’s quality, one might prefer to exclude H4 as done by Shacham et al., who
reduced the Cα-RMSD value in this case from 3.87Å to 3.2Å.32 However, since we
focus on fully automatic GPCR modeling an exclusion of a whole helix is too strong
as a restriction. Besides the Cα-RMSD values of the complete model (excluding the
loop regions), we decided to compute the Cα-RMSD of the binding pocket residues
as well as the RMSD value of the binding pocket residues where only the hydrogen
atoms were excluded in the following analysis.
Apart from H4, all other helices are only slightly differently kinked and/or twisted
in the outer membrane side, while they fit very well in the intracellular (IC) side.
In contrast to other approaches, where canonical helices32 or simulated helices164
were used in the beginning of the GPCR modeling procedure, our idea for obtaining
suitable initial conformations is to take advantage of this structural similarity.
Therefore, we used Artificial Evolution (AE), which is a homology modeling algo-
rithm that takes a template structure as well as an alignment of the template and
target sequence as input. Like in evolution, the template structure is then converted
into the target structure in a step-by-step manner. In each step, all remaining point
mutations (including deletions and insertions) of amino acids are performed and
assessed. The mutation causing the smallest change in the fitness score (∆E) is then
chosen. Consequently, this procedure takes into account that evolution happens
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most likely in very small steps. The process is finished as soon as all mutations
have been applied, i. e., a structure of the target is achieved.
In his Master’s thesis, Baldauf showed that the best results can be achieved if in-
sertions and deletions are not taken into account, which makes this approach even
easier.165 In this case, it is not necessary to manually refine the alignment of both se-
quences since the bijection of residues of the template and target helix is fixed by the
most conserved residue X.50 according to the Ballesteros-Weinstein nomenclature.
Figure 6.1 illustrates the high structural fit of the conserved residues (highlighted in
yellow). Moreover, Baldauf demonstrated that a backbone optimization after each
mutation does not improve the results significantly, which emphasizes again the
high similarity between the helices in the GPCR crystal structures.
Table 6.1 gives all RMSD values of our initial models for bovine rhodopsin (PDB
ID: 1U19) and the human CXCR4 chemokine receptor (PDB ID: 3ODU) after the
application of the simplified artificial evolution algorithm to the six other template
structures and using SCWRL4166 to rearrange the side chains after the AE step.
Table 6.1: RMSD values obtained by artificial evolution
1U19 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
2RH1 1.28 0.92 0.92 1.15 1.00 1.24 1.73 2.28 2.15 2.98
2VT4 1.42 0.98 0.95 1.34 1.00 1.19 1.42 2.37 2.19 2.76
3EML 1.63 1.85 1.53 1.62 1.61 1.85 0.99 2.54 2.47 3.18
3ODU 1.31 2.51 1.23 2.65 1.07 0.99 1.33 2.42 2.55 3.28
3PBL 0.84 0.87 0.79 0.77 0.84 0.94 1.08 1.75 1.73 2.61
3RZE 1.38 1.17 1.15 1.88 1.09 0.94 1.40 2.03 1.96 2.48
3ODU H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.44 2.36 1.23 3.25 1.18 1.03 1.23 2.70 2.65 3.27
2RH1 2.13 2.26 0.61 2.90 0.83 1.29 1.53 3.17 2.88 3.62
2VT4 2.20 2.14 0.75 3.06 0.76 1.49 1.47 3.37 2.89 3.59
3EML 2.09 2.17 1.72 3.05 2.19 1.63 1.75 3.29 2.89 3.60
3PBL 1.59 1.96 0.79 3.15 0.69 1.42 1.55 2.67 2.23 2.71
3RZE 2.26 2.27 0.71 3.27 0.86 1.04 1.85 2.87 2.40 3.19
The Cα-RMSD of each helix and the whole model (PDB ID: 1U19 and 3ODU), when using artificial
evolution. In addition, we give the Cα-RMSD and the RMSD of the all heavy atoms of the binding
pocket residues defined by Rognan. The side chains were optimized using SCWRL4.166
Since the templates are evolutionarily more closely related to bovine rhodopsin
than to the human CXCR4 chemokine receptor, the corresponding Cα-RMSD val-
ues are, as expected, smaller on average (2.23Å compared to 3.02Å, respectively).
But it is very surprising that the human dopamine D3 receptor (PDB ID: 3PBL) is
in both cases the best template structure, leading to an Cα-RMSD value of 1.75Å
for bovine rhodopsin, which is significantly smaller than any published in silico
model we know of. Except for one model, the Cα-RMSD value is decreased when
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focussing on the binding pocket residues only, whereas this decrease is on average
stronger for the human CXCR4 chemokine receptor models (-0.30Å) compared to
the bovine rhodopsin models (-0.08Å). This is due to the high Cα-RMSD value of
H4 in 3ODU (almost always at least 3.0Å), which has only 2 putative binding pocket
residues as mentioned before. The RMSD values of the binding pocket residues de-
fined by Rognan et al. is indeed higher but since almost all docking algorithms take
receptor side chain flexibility into account these values are only given to get a first
impression of the binding pockets’ reasonability. Unfortunately, none of the other
studies gives RMSD values of the binding pocket residues such that we are not able
to exactly assess our results.
These already reasonable results are now used as input for our optimization proce-
dure. Although we expect to improve these models, the simple energy function we
use might not be able to distinguish between the models at this level of detail since
the application on the crystal structures conformation already showed that models
with lower energy values but higherCα-RMSD values (between 1.0Å and 2.0Å) can
be generated. Nevertheless, a difference in performance of the rigid and fragmental
modeling approach should be recognizable. Moreover, we run two different tests
here: one with side chain optimization (SCO) and one without. The idea is that our
initial models are already in an appropriate conformation such that the side chain
positions computed by SCWRL4 might be more meaningful than those rearranged
during the simulated annealing optimization, where the side chains exist only in a
reduced representation.
Before describing our new algorithm, which is able to handle kinks during the opti-
mization process, we show the results obtained by applying our simulated anneal-
ing algorithm, where helices were treated as one rigid body. On the one hand, we
want to check if the PREDICT scoring function is able to distinguish between these
initial models and, on the other hand, we want to have a closer look on 3PBL, which
is in both cases the template with the lowest Cα-RMSD value. Because we do not
want to dump all the available data to the reader, we only present the results ob-
tained using the SCWRL side chain positions in these test cases. We discuss the side
chain placement in comparison when applying our new optimization algorithm in
Section 6.3.1.
We achieved diverse results (see Figure 6.2) when applying the single rigid body
simulated annealing optimization procedure. Depending on the starting conforma-
tion, almost all final structures are very close to each other. The reason for this effect
is both the already proper conformation of the helices and the exclusion of SCO.
Thus, the helices have no impulse (with regard to the PREDICT scoring function)
to change the overall fold significantly, when treating them as rigid cylinders. The
Cα-RMSD values increase on average, in particular when using 3PBL as template
to model 1U19. However, the template 3PBL has in both test cases the lowest energy
values and almost the lowest obtained Cα-RMSD value. Only when using template
1U19 to model 3ODU we generate models with a non-significant lower Cα-RMSD
value. Whereas the PREDICT energy function completely failed in arranging canon-
ical helices as it was done in the PREDICT procedure (see Figure 4.12 and 4.14), it
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(a) 1U19 (b) 3ODU
Figure 6.2: 50 restrained single rigid body SA runs using the side chain positions
computed by SCWRL4 applied to the initial conformation created by
AE. The horizontal lines represent the Cα-RMSD values of the corre-
sponding initial conformation. The vertical line is the energy value of
the crystal structure.
works quite well to assess our initial models with the SCWRL4 side chain posi-
tions. The only exception is 3EML (see Figure A.3), where we achieve the lowest
energy values for models created from the template 3ODU. Unfortunately, these
models have a high Cα-RMSD values. Obviously, there are some interactions that
are wrongly assessed by the PREDICT energy function.
Summarizing these discoveries, it is quite obvious that we can build promising ini-
tial models using preprocessed helices, i. e., helices, which are already in a proper
conformation. Instead of helices obtained by MD simulation, we used the conforma-
tion of helices from other published GPCR crystal structures. This method is very
fast and straightforward and can achieve even better results when more crystal
structures are available or when helices of different crystal structures are combined.
For example, when modeling 1U19, we have for each helix at least one template
structure that has a Cα-RMSD smaller than 1Å. Most important is, however, that
we use the already available folds to map the helices to. Hence, we are indepen-
dent of any prediction methods for helix length or their orientation. Of course, this
is not ab initio modeling in the true sense but in their current state pure ab initio
prediction methods introduce more errors than they help to improve the quality of
initial models. On the other hand, it is also no pure homology modeling approach
since we do not rely on sequence alignments, which is said to be one of the most
important steps in homology modeling.
Next, we focus on our new fragmental GPCR modeling approach. The idea of this
approach is to optimize the obtained initial models with respect to putative kinks.
As already described above (see also Figure 6.1), GPCRs overlay very well in the IC
side, while they are slightly differently kinked in the outer membrane side. Because
ligands bind mainly to the latter area, it is important to model this region well.
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Hence, to represent a helix as only one monolithic rigid body is not sufficient to
model these differences in an appropriate manner.
6.2 M AT H E M AT I C A L B A C K G R O U N D
In this section we describe the modeling of cylinder fragments. As stated above, all
fragments have three degrees of freedom for rotation, whereas only the first one
has three additional degrees of freedom for translation. A rotation around the x-, y-
or z-axis can be performed by multiplying with the following rotation matrices.
Rx(α) =
 1 0 00 cos(α) − sin(α)
0 sin(α) cos(α)

Ry(β) =
 cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)

Rz(γ) =
 cos(γ) − sin(γ) 0sin(γ) cos(γ) 0
0 0 1

To describe a rotation in an orthogonal coordinate system we need a triplet of an-
gles and axes. There exists many different conventions for the definition of rotation
axes and rotation order. One of the most common ones is described by Rose, where
all rotations are performed in a counter-clockwise fashion around fixed axes.167 We
rotate only in a very small range of about ±15◦, and hence avoid the so-called Gim-
bal Lock problem, i. e., the loss of a degree of freedom during rotation. Moreover,
since we rotate and translate all atoms in each step, the usage of quaternions has no
distinct advantage anymore.168 The stability in the computation of new coordinates
is guaranteed in our implementation due to the application of the whole rotation
on the initial coordinates in each step.
Let p = (px,py,pz) be a point in 3D, then its new coordinates p ′ = (p ′x,p ′y,p ′z) are
computed according to Rose’s definition as follows:
 p
′
x
p ′y
p ′z
 = Rz(φ)Ry(θ)Rz(ψ)
 pxpy
pz
+
 txty
tz
 (19)
where ψ, θ, and φ are the corresponding rotation angles and t = (tx, ty, tz) is the
translation vector. The rotation angles ψ and φ are defined in the range (0, 2pi),
whereas θ is defined in the range (0,pi). In the case where we represent a helix by a
single cylinder - as it was done in PREDICT and also in this thesis until now -, this
is everything we need for the simulation.
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Figure 6.3: Exemplary helix
consisting of three
fragments.
However, we want to allow helices to change their
conformation during the simulation, in particular,
in the outer membrane side. Therefore, we split
the helix into predefined fragments (see Figure
6.3), where the first one (colored blue) is always
the one in the IC side. For this fragment, we com-
puted the geometric center of the backbone atoms
and shifted it accordingly to the point of origin.
Afterwards, it is rotated such that the helical axis,
again computed by Principal Component Analy-
sis (PCA),148 is mapped onto the z-axis as illus-
trated in Figure 6.4a. All subsequent fragments, in
our example fragment 2 (red) and 3 (green), are
just translated such that their first atom is placed
to the point of origin (Figure 6.4b and 6.4c). By this
procedure, these atoms serve as anchor points as
they will not change their position when apply-
ing rotation matrices to these fragments. The helix
fragments in the current orientation are our starting points for all further compu-
tations. Since we translated each fragment once, they already have a translation
vector different from zero. The rotation angles of the first fragment are also non-
zero due to the already applied rotations, while the rotation angles of all following
fragments are 0.
(a) First fragment (b) Second fragment (c) Third fragment
Figure 6.4: The three fragments of a split helix. The helix axis of the first is oriented
along the z-axis. The first atom in each of the following fragments is
moved into the coordinate origin.
When the values of the degrees of freedom are changed in the simulation process,
we compute the new position of each atom in the following way: We start rotating
the last fragment according to its new values and directly connect it to the previ-
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ous one by applying the translation vector of its anchor atom. The rotation matrices
belonging to the previous fragment are then applied to the already combined frag-
ment. This procedure is repeated until the first fragment is finally translated. The
new coordinates p ′ of an atom with initial position p belonging to the second frag-
ment are therefore computed as follows:
 p
′
x
p ′y
p ′z
 = R1zR1yR1z︸ ︷︷ ︸
rot. mat.
first fragm.

R2zR
2
yR
2
z︸ ︷︷ ︸
rot. mat.
second fragm.
 pxpy
pz
+
 t
2
x
t2y
t2z

︸ ︷︷ ︸
fixed by
anchor atom

+
 t
1
x
t1y
t1z

︸ ︷︷ ︸
trans. vec.
first fragm.
(20)
The hinges were optimized in each simulated annealing step in the same way as
described for the rotation angles of the first fragment. Deviations from the starting
angle for each hinge have also been penalized through the restraint function given
in Equation 17. However, the factor cf in this equation was reduced to 5 since we ex-
plicitely want to allow helices to change their conformation in the outer membrane
side.
Before we present the results of our new algorithm, we have to discuss one draw-
back of this method - the placement of proper hinges. At the time of writing of
this thesis, the prediction method we developed (see Chapter 5) achieves the best
results in predicting kinks from protein sequence. Nevertheless, even this method
has a prediction accuracy of only about 80% and is still not able to annotate the ex-
act kink position with a high accuracy. Moreover, it is most probably not sufficient
to place only one kink per helix. For example, if a helix of the template is kinked at
position X but the target is distorted at position Y, we need at least two hinges to
reduce the kink at position X and to introduce one at position Y.
Hence, the question arises how many hinges per helix we need to model the bind-
ing pocket in a flexible way without too many additional degrees of freedom. The
first fragment, the one in the IC side, was set to be at least 15 residues long since
this region is structurally conserved and is not in our focus. On the other hand, the
last fragment should have a size of at least one turn (4 residues). Hence, the hinges
are placed in a range of about 10-15 residues. Setting 3-5 hinges per helix, one can
expect to have one hinge per helical turn on average. Due to this large amount
of hinges, it is most probably not important where exactly we set a hinge. How-
ever, to be able to reproduce our results and to analyze if the rigid approach can
be improved by hinges, we tried to set the hinges for our test example at specific
positions.
Therefore, we compared the target and template structure as follows: First, we re-
duced their representation according to Herzyk et al.36 We then mapped for each
four consecutive virtual Cα-atoms the first three of the template (~CTe1 , ~C
Te
2 , ~C
Te
3 )
onto the corresponding target atoms (~CTa1 , ~C
Ta
2 , ~C
Ta
3 ). Afterwards, we calculated
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the angle between the two vectors ~V1 := ~CTe4 − ~C
Te
3 and ~V2 := ~C
Ta
4 −
~CTa3 and set
the hinge at the ~CTa3 if the angle ](~V1, ~V2) was larger than 20◦. Since helix 3 is very
similar throughout the whole GPCR family, we used only one hinge to optimize
this helix. This hinge was set to the Cα-atom with the largest obtained angle even
when the angle was smaller than 20◦. The other helices were equipped with up to
5 hinges, which were allowed to be at neighboring residue positions.
6.3 R E S U LT S
In the following two sections, we present and discuss the results obtained by ap-
plying our new optimization method to the initial structures with both options,
including side chain optimization and using the side chain positions computed by
SCWRL4.
6.3.1 Side chain optimization
(a) 1U19 (b) 3ODU
Figure 6.5: 50 restrained fragmental modeling SA runs including SCO applied to
the initial conformation created by AE. The horizontal lines represent
theCα-RMSD values of the corresponding initial conformation. The ver-
tical line is the energy value of the crystal structure.
As illustrated in Figure 6.5, the final models are, as expected, more diverse even
if they have been generated from the same initial conformation. This led to a par-
tially substantial shift of the template structures such that 3RZE is now the template
with the smallest energy value in average when modeling 1U19. However, 3RZE is
only the second best template with regard to the RMSD values. In case of 3ODU,
it is even more problematic since the RMSD values are not correlated with their
energy values at all. Another effect of using SCO is that the energy values of the
final models are often lower than the ones of the crystal structure. These results
emphasize again that the energy function is useful for short post-optimization, but
already when allowing rearranging side chains, it fails. Due to computation time it
is not possible to optimize the side chain positions during the simulated annealing
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procedure using SCWRL4, and hence the question arises if it is sufficient to use the
SCWRL4 side chain positions computed initially. Moreover, when we exclude SCO
we limit the conformational space for optimization drastically, and it is debatable,
whether we can see an effect of our new modeling algorithm compared to the single
rigid body optimization.
6.3.2 SCWRL side chain positions
The results of our new approach without side chain optimization for bovine rhod-
opsin (PDB ID: 1U19) and the human CXCR4 chemokine receptor (PDB ID: 3ODU)
are presented in Figure 6.6 and will be compared to those in Figure 6.2 in the fol-
lowing.
(a) 1U19 (b) 3ODU
Figure 6.6: 50 restrained fragmental modeling SA runs using the side chain posi-
tions computed by SCWRL4 applied to the initial conformation created
by AE. The horizontal lines represent the Cα-RMSD values of the cor-
responding initial conformation. The vertical line is the energy value of
the crystal structure.
Again, we obtain the lowest PREDICT energy values using the template 3PBL, but
with our new approach it correlates even better with the Cα-RMSD values, i. e.,
the models obtained with this template are also the closest to their corresponding
crystal structure. The models created from the same template are more diverse due
to the higher number of degrees of freedom. However, they often converge from
different starting conformations to a similar final model, for example, the mod-
els based on the templates 2VT4 and 3RZE when modeling both 1U19 or 3ODU.
Another nice (although not significant) effect of our new approach is that the Cα-
RMSD values are more often smaller than that of the starting conformations, which
was very uncommon in the old approach. This shows the importance of additional
flexibility in the binding pocket region.
The successful application is further emphasized when analyzing the models of
3EML (see Figure A.4). In the rigid approach the models with the highestCα-RMSD
are assessed best, whereas the models with the lowest PREDICT energy value ob-
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tained using our fragmental modeling approach have a much lower Cα-RMSD
value (decrease of more than 0.4Å). In this case, we clearly notice the difference
in the quality of the two approaches.
To compare the results in more detail, we first have a short look at Tables 6.2 and
6.3. On the one side, the Cα-RMSD values for the obtained models are better on
average when using our new approach (in 8 of 12 cases), but, on the other side, this
improvement is neither reflected in the Cα-RMSD of the binding pocket residues (6
of 12) nor in their side chain positions (4 of 12). Since we are explicitely interested
in this region, these results are disappointing at first glance. However, we are not
interested in all of these models because we are able to exclude most of the inappro-
priate ones due to their high energy values. To do so, we additionally applied our
gradient-based optimization procedure and selected for each crystal structure only
the model with the lowest PREDICT energy value for both the rigid helix approach
and our new fragmental modeling approach. Our final results are given in the Table
6.4.
Table 6.2: RMSD values of the rigid GPCR approach
1U19 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
2RH1 1.28 0.92 0.92 1.15 1.00 1.24 1.73 2.28 2.25 2.99
2VT4 1.42 0.98 0.95 1.34 1.00 1.19 1.42 2.32 2.13 2.71
3EML 1.63 1.85 1.53 1.62 1.61 1.85 0.99 2.83 2.95 3.54
3ODU 1.31 2.51 1.23 2.65 1.07 0.99 1.33 2.36 2.34 3.18
3PBL 0.84 0.87 0.79 0.77 0.84 0.94 1.08 2.18 2.16 2.90
3RZE 1.38 1.17 1.15 1.88 1.09 0.94 1.40 2.25 2.01 2.51
3ODU H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.44 2.36 1.23 3.25 1.18 1.03 1.23 2.72 2.60 3.22
2RH1 2.13 2.26 0.61 2.90 0.83 1.29 1.53 3.15 2.88 3.58
2VT4 2.20 2.14 0.75 3.06 0.76 1.49 1.47 3.54 3.06 3.73
3EML 2.09 2.17 1.72 3.05 2.19 1.63 1.75 3.83 3.29 4.02
3PBL 1.59 1.96 0.79 3.15 0.69 1.42 1.55 2.78 2.31 2.81
3RZE 2.26 2.27 0.71 3.27 0.86 1.04 1.85 2.88 2.26 3.02
All RMSD values for 1U19 and 3ODU (upper left corner) after applying the fragmental GPCR ap-
proach on different template structures (first column, grey shaded). The lowest RMSD values for
each helix, model and pocket is marked red. The lowest energy model is highlighted in yellow.
Our final models are improved in about half of all test cases and the decrease of the
RMSD values is thereby much stronger on average (Cα-Model: 0.27Å, Cα-Pocket:
0.16Å, Pocket: 0.21Å) than the corresponding increase (0.11Å, 0.18Å, 0.11Å, respec-
tively). The biggest success was achieved in modeling 3EML (Cα-RMSD decreased
from 2.81Å to 2.44Å) and 3PBL (Pocket-RMSD decreased from 2.88Å to 2.37Å). The
improvement of all models with a Cα-RMSD value greater than 2.0Å when ap-
plying our approach indicates that it has a high potential for further applications,
bearing in mind that we used a very simple energy function and excluding side
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Table 6.3: RMSD values of the fragmental GPCR approach
1U19 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
2RH1 1.50 0.96 0.91 1.14 0.96 1.37 1.70 2.36 2.37 3.05
2VT4 1.37 0.99 0.93 1.34 1.03 1.13 1.39 2.17 2.12 2.72
3EML 1.33 1.69 1.53 1.57 1.53 1.71 1.11 2.64 2.69 3.33
3ODU 1.34 2.53 1.05 3.01 1.19 1.05 1.59 2.46 2.47 3.28
3PBL 0.82 0.85 0.66 0.75 0.80 0.95 1.00 1.87 2.03 2.77
3RZE 1.36 1.27 0.91 2.13 0.87 0.96 1.35 2.08 1.65 2.37
3ODU H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.45 2.14 1.40 3.15 1.28 1.10 1.58 2.98 2.60 3.24
2RH1 1.60 2.30 0.61 2.80 0.94 1.30 1.52 2.76 2.92 3.43
2VT4 1.63 2.12 0.75 2.99 1.61 1.77 1.41 3.13 3.11 3.85
3EML 1.54 2.32 1.67 3.01 2.44 1.66 1.69 3.64 3.63 4.28
3PBL 1.45 1.99 0.79 3.01 0.69 1.48 1.38 2.64 2.40 2.89
3RZE 2.28 2.20 0.71 3.19 1.10 1.30 1.96 3.10 2.41 3.10
All RMSD values for 1U19 and 3ODU (upper left corner) after applying the fragmental GPCR ap-
proach on different template structures (first column, grey shaded). The lowest RMSD values for
each helix, model and pocket is marked red. The lowest energy model is highlighted in yellow.
Table 6.4: RMSD values of the final models obtained by both approaches
Rigid H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 0.84 0.87 0.79 0.77 0.84 0.94 1.08 2.18 2.16 2.90
2RH1 0.90 0.64 0.46 0.71 0.63 0.55 0.79 0.95 0.81 1.69
2VT4 0.45 0.64 0.59 0.73 0.61 0.65 0.65 0.83 0.73 1.48
3EML 1.98 2.02 1.64 2.85 1.73 2.01 1.32 2.81 2.54 3.21
3ODU 1.59 1.96 0.79 3.15 0.69 1.42 1.55 2.78 2.31 2.81
3PBL 1.09 0.71 0.62 1.61 0.76 1.09 1.13 1.51 1.75 2.88
3RZE 1.23 1.01 0.91 1.74 0.68 0.94 0.85 1.65 1.70 2.57
Hinges H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 0.82 0.85 0.66 0.75 0.80 0.95 1.00 1.87 2.03 2.77
2RH1 0.93 0.63 0.46 0.68 0.62 0.52 0.85 1.05 0.94 1.58
2VT4 0.45 0.66 0.59 0.72 0.71 0.66 0.67 0.87 0.89 1.56
3EML 1.96 1.17 1.91 2.06 1.74 2.26 1.07 2.44 2.28 3.14
3ODU 1.45 1.99 0.79 3.01 0.69 1.48 1.38 2.64 2.40 2.89
3PBL 0.86 0.81 0.97 1.50 0.84 1.05 1.05 1.69 1.65 2.37
3RZE 1.57 1.05 0.76 1.75 0.68 0.95 0.91 1.77 1.99 2.75
The RMSD values of the rigid helix approach (top) and our new fragmental modeling approach (bot-
tom) in comparison. The improved values are colored red. Where the values did not change they are
colored dark red.
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chain optimization. The promising result is similar with regard to individual he-
lices. Although the Cα-RMSD values of some helices became slightly worse, we are
able to model a few helices significantly better. For example, H2 and H4 of 3EML
decreased from 2.02Å to 1.17Å and from 2.85Å to 2.06Å, respectively. The obvious
RMSD value decrease of these helices and the only slight increase of already well
modeled helices shows again that our approach is working very well and that the
energy function remains the only bottleneck.
The success of our new approach is further highlighted when comparing the Cα-
RMSD values of individual helices to those of other approaches. Vaidehi and
coworkers stated that they achieved the following results for their bovine rhod-
opsin model using MembStruk: 1.0Å for H1, 2.1Å for H2, 1.2Å for H3, 1.1Å for
H4, 1.8Å for H5, 2.2Å for H6, and 1.6Å for H7.169 Hence, more than half of their
helices have a Cα-RMSD value larger than 1.5Å compared to the corresponding
crystal structure. This can be easily improved by far when using artificial evolution
to generate initial models and even more when applying our fragmental modeling
approach for their optimization. Overall, we were able to model more than 60% of
all helices with anCα-RMSD value smaller or equal to 1.0Å as summarized in Table
6.5. In particular for bovine rhodopsin all modeled helices have a Cα-RMSD value
of at most 1.0Å, which corresponds to the lowest Cα-RMSD achieved by Vaidehi et
al.
Table 6.5: Cα-RMSD values for individual helices
x 6 1.0 1.0 < x 6 1.5 x > 1.5
Rigid 29 8 12
Hinges 31 9 9
The Cα-RMSD values for individual helices. About 63% of all helices are modeled with an Cα-RMSD
value smaller or equal to 1.0Å. A small improvement was achieved when using hinges.
6.4 C O N C L U S I O N
In this chapter, we demonstrated how G-protein coupled receptors can be automati-
cally modeled with a high success rate. Our fragmental modeling approach consists
of four steps. First, identify the most conserved residue according to Ballesteros and
Weinstein in the template and target sequence. Second, apply the simplified artifi-
cial evolution algorithm and SCWRL to obtain an initial model of the target. Third,
annotate (randomly) hinges in the outer membrane side of the model. Fourth, opti-
mize the structure using our simulated annealing algorithm followed by a gradient-
based optimization procedure. And finally, select the model with the lowest energy
value.
The approach we developed is not an ab initio approach in its basic sense since
we deduce information from the available template structure. On the other hand,
it is also not a pure homology modeling approach because we do not rely on any
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alignment, which is said to be the most important step in homology modeling. In
our approach, it is sufficient to identify the most conserved residue of each helix
and use this as an anchor point. The high structural similarity of the overall fold
and of individual helices in all available crystal structures, which belong to differ-
ent subfamilies, allows us to assume that there will be no surprising difference in
one of the unknown rhodopsin-like GPCRs with regard to the transmembrane re-
gion. With our new method, we were able to model rhodopsin in this region more
precisely (Cα-RMSD: 1.87Å) than any published model from another approach like
TASSER (2.1Å),29 MembStruk (2.8Å)31 or PREDICT (3.87Å).32 More important, even
the binding pocket residues are modeled in six of the seven cases with an RMSD
value smaller than 3.0Å, which can easily be improved when using a more sophis-
ticated energy function.
With our fragmental modeling approach we found a tradeoff between computa-
tionally intensive processes like molecular dynamics simulations and too simple
optimization procedures where each helix is treated as a single rigid body. More-
over, it is easy to combine different helices from different templates, e. g., based
on sequence similarity. Already in 2009, Krause et al. showed that the seven he-
lices should be modeled using different templates.170 In contrast to other imple-
mentations using multiple template homology modeling as MODELLER, our new
approach allows easily to choose a template for each helix separately.
7 Conclusion
In this thesis, we analyzed to which extent automated in silico protein modeling
strategies can be successfully applied to G-protein coupled receptors without man-
ual interactions by the user. To this end, we designed and implemented a frame-
work for automated GPCR modeling, integrating our own novel techniques as well
as state-of-the-art results from the literature.
In our first project, the multiple template GPCR homology modeling approach (see
Chapter 3), we used the well-established tool MODELLER to generate a model of
the human neurokinin-1 (NK1) receptor based on two templates, bovine rhodopsin
(PDB ID: 1F88) and the human β2 adrenergic receptor (PDB ID: 2RH1). Our model
was successfully validated using the technique of virtual screening. Although it
was not necessary to modify the templates, e. g., by rotation of a single helix, or to
restrain important side chains to specific positions in the modeling procedure, we
had to refine at least the sequence alignment and had to select the final model based
on expert knowledge and experimental data. Hence, a fully automated modeling
procedure was not yet feasible. Our results, however, already showed that addi-
tional backbone flexibility can improve the models and that the transmembrane
region of GPCRs seems to be extremely similar throughout the whole family.
Our second project was the reimplementation of the promising ab initio algorithm
PREDICT developed by Shacham and coworkers (see Chapter 4). Here, we exposed
many bottlenecks and difficulties in almost all modeling steps, in particular, in the
generation of appropriate initial models. To apply this approach to model unknown
GPCRs will probably always fail, if the user does not strongly interact in the model-
ing procedure. Allowance must be made for the fact that PREDICT, as well as other
ab initio modeling approaches, have been developed based on the knowledge of
only a single GPCR crystal structure, namely bovine rhodopsin. Much effort has
therefore been put into predicting a suitable initial conformation based on the pro-
tein’s sequence. However, a comparison of all currently available native structures
shows a high similarity of the transmembrane region, and hence all crystal struc-
ture can be serve as an initial conformation. We also tried to predict the orientation
and tilt angle of helices using various methods. However, despite all improvements,
no satisfying procedure could be established.
The focus in modeling GPCRs has completely changed with the publication of the
native structure of the human CXCR4 chemokine receptor in 2010. This receptor is
evolutionarily not related to those with previously known structure but the TM re-
gion is still very similar. A recent review of Katritch and co-workers quantified the
structural similarity of the seven available GPCRs.171 They concluded that the intra-
cellular domain is strongly conserved throughout the GPCR family but undergoes
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larger changes upon receptor activation. In contrast, the outer membrane domain
including the binding pocket is more diverse but changes only slightly during lig-
and binding.
These observations provide the basis of our new fragmental GPCR modeling algo-
rithm as described in Chapter 6. The outer membrane side is treated very flexibly
but with a sufficiently small number of degrees of freedom to allow the algorithm to
be still very fast. The more conserved intracellular region, on the other hand, is rep-
resented as one rigid cylinder that is only slightly rotated and translated during the
optimization process. Applying this method on all available crystal structures, we
were able to generate top ranked models with low RMSD values within the trans-
membrane region. However, the main improvement compared to other approaches
is due to the information we deduced from the newly published crystal structures.
Instead of predicting suitable initial models, we used a simplified artificial evolu-
tion algorithm to convert each helix of the template to one of the target. Because our
initial models have been in an appropriate conformation, we neglected side chain
optimization and used the side chain positions computed by SCWRL. Hence, our
algorithm was not only applied successfully but is also very fast. Since we do not
rely on any sequence alignment, this approach cannot be regarded as homology
modeling. Instead, it is a kind of hybrid approach that can use any generated helix,
e. g., from a molecular dynamics simulation, and map it onto an arbitrary known
GPCR fold.
As a side-effect of our work on automated GPCR modeling, we also developed a
highly accurate technique for predicting distortions from optimal α-helical geom-
etry based on the corresponding sequence. We, as well as other researchers, are
convinced that information about kinks is not completely locally encoded in the
sequence. As inter-helical interactions cannot be neglected, it is most probable that
our prediction accuracy cannot be significantly increased in future projects if only
taking the sequence in the near neighborhood into account. Whereas in former stud-
ies helices have been treated as rigid cylinders, our approach is the first algorithm
that is able to use this information and allow helices form kinks during the opti-
mization efficiently.
Concluding our research, we can confirm that it is possible to automatically model
GPCRs with regard to their binding pockets with a surprisingly high precision.
Based on the first modeling algorithm, which accounts for the structural diversity of
GPCRs, i. e., modeling the outer membrane side very flexibly, while treating the in-
tracellular domain more rigidly, we made remarkable progress towards automated
GPCR modeling. One key element is to take advantage of the high structural sim-
ilarity of the most conserved residues, which serves as an anchor in our modeling
procedure. Compared to the recent study of Sander et al., who focused on a very
general approach of protein modeling and obtained GPCR models of at least 4Å,
approaches particularly tailored to the GPCR case obtain better results. However,
the work of Sander can help to improve our kink prediction method as it is able to
identify the amino acids that have spatial contacts. Thus, to include this informa-
tion might improve our kink prediction results.
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Moreover, we were able to always identify the best template structure for each tar-
get. Since template selection is not always straightforward, as it was demonstrated
in a recent study by Zhu and Li on the β1-adrenoceptor receptor, our approach can
be used as a preprocessing step for homology modeling to find the most suitable
template structure.
Although protein modeling in general is not solved yet, and it might take still some
decades, we made large steps towards automated GPCR modeling. The idea of
treating helices as a collection of rigid fragments to cope with kinks is new in pro-
tein modeling and is for sure also applicable for other proteins consisting mainly
of helices. Since our approach can also be used for template selection in homology
modeling, it is quite obvious that it is very useful for various applications and thus
we hope that it will be of use in many exciting projects in the future. Furthermore,
the modular design enables the user to use our program for other optimization
problems of rigid fragments, we don’t have in mind yet.

A Appendix
The appendix contains several tables and figures from the results of the methods
we applied on all seven available crystal structures.
Tables:
Table A.1 Secondary structure prediction results of TMPRED
Table A.2 Secondary structure prediction results of TMHMM
Table A.3 Secondary structure prediction results of PHDhtm
Table A.4 RMSD values of rigid GPCR approach (SCWRL)
Table A.5 RMSD values of fragmental GPCR approach (SCWRL)
Figures:
Figure A.1 Canonical variant of native structures in 2D
Figure A.2 Energy vs RMSD: Crystal structures optimization
Figure A.3 Energy vs RMSD: Rigid GPCR modeling (SCWRL)
Figure A.4 Energy vs RMSD: Fragmental GPCR modeling (SCWRL)
Figure A.5 Energy vs RMSD: Fragmental GPCR modeling (SCO)
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Table A.1: SSP results of TMPRED
1U19 H1 H2 H3 H4 H5 H6 H7
first residue I.32 II.41 III.30 IV.42 V.38 VI.36 VII.27
last residue I.58 II.66 III.55 IV.64 V.59 VI.57 VII.56
helix length 27 26 26 23 22 22 30
2RH1 H1 H2 H3 H4 H5 H6 H7
first residue I.37 II.41 III.27 IV.44 V.37 VI.36 VII.33
last residue I.57 II.67 III.48 IV.64 V.59 VI.57 VII.56
helix length 21 27 22 21 23 22 24
2VT4 H1 H2 H3 H4 H5 H6 H7
first residue I.33 II.41 III.27 IV.42 V.37 VI.36 VII.33
last residue I.57 II.66 III.48 IV.65 V.59 VI.57 VII.56
helix length 25 26 22 24 23 22 24
3EML H1 H2 H3 H4 H5 H6 H7
first residue I.34 II.41 III.20 IV.44 V.38 VI.36 VII.32
last residue I.59 II.68 III.48 IV.64 V.59 VI.57 VII.55
helix length 26 28 29 21 22 22 24
3ODU H1 H2 H3 H4 H5 H6 H7
first residue I.33 II.44 III.27 IV.44 V.43 VI.36 VII.34
last residue I.57 II.71 III.48 IV.64 V.63 VI.57 VII.56
helix length 25 28 22 21 21 22 23
3PBL H1 H2 H3 H4 H5 H6 H7
first residue I.33 II.41 III.20 IV.42 V.38 VI.36 VII.33
last residue I.57 II.66 III.48 IV.64 V.65 VI.57 VII.56
helix length 25 26 29 23 28 22 24
3RZE H1 H2 H3 H4 H5 H6 H7
first residue I.32 II.41 III.27 IV.42 V.37 VI.36 VII.32
last residue I.57 II.66 III.48 IV.63 V.59 VI.57 VII.52
helix length 26 26 22 22 23 22 21
The results of TMPRED given in Ballesteros-Weinstein nomenclature. Predicted helical ends where
binding pocket residues are missed are marked red.
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Table A.2: SSP results of TMHMM
1U19 H1 H2 H3 H4 H5 H6 H7
first residue I.34 II.41 III.26 IV.42 V.37 VI.37 VII.33
last residue I.56 II.63 III.48 IV.64 V.59 VI.59 VII.55
helix length 23 23 23 23 23 23 23
2RH1 H1 H2 H3 H4 H5 H6 H7
first residue I.35 II.41 III.26 IV.42 V.40 VI.37 VII.34
last residue I.57 II.63 III.48 IV.61 V.62 VI.59 VII.53
helix length 23 23 23 20 23 23 20
2VT4 H1 H2 H3 H4 H5 H6 H7
first residue I.36 II.51 III.36 IV.44 V.37 VI.36 VII.33
last residue I.58 II.73 III.58 IV.66 V.59 VI.58 VII.55
helix length 23 23 23 23 23 23 23
3EML H1 H2 H3 H4 H5 H6 H7
first residue I.35 II.42 III.24 IV.42 V.41 VI.38 VII.33
last residue I.57 II.64 III.46 IV.64 V.63 VI.60 VII.55
helix length 23 23 23 23 23 23 23
3ODU H1 H2 H3 H4 H5 H6 H7
first residue I.37 II.44 III.27 IV.44 V.40 VI.36 VII.34
last residue I.59 II.62 III.48 IV.63 V.62 VI.55 VII.56
helix length 23 19 22 20 23 20 23
3PBL H1 H2 H3 H4 H5 H6 H7
first residue I.35 II.42 III.26 IV.42 V.42 VI.37 VII.38
last residue I.57 II.64 III.48 IV.64 V.64 VI.59 VII.60
helix length 23 23 23 23 23 23 23
3RZE H1 H2 H3 H4 H5 H6 H7
first residue I.34 II.41 III.26 IV.42 V.40 VI.37 VII.30
last residue I.56 II.63 III.48 IV.64 V.62 VI.59 VII.52
helix length 23 23 23 23 23 23 23
The results of TMHMM given in Ballesteros-Weinstein nomenclature. Predicted helical ends where
binding pocket residues are missed are marked red.
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Table A.3: SSP results of PHDhtm
1U19 H1 H2 H3 H4 H5 H6 H7
first residue I.30 II.41 III.25 IV.42 V.38 VI.36 (VII.34)
last residue I.58 II.67 III.53 IV.64 V.64 (VI.55) VII.56
helix length 29 27 29 23 27 20 23
2RH1 H1 H2 H3 H4 H5 H6 H7
first residue I.33 (II.43) III.23 IV.42 V.37 VI.37 VII.33
last residue (I.56) II.68 III.53 IV.62 V.63 VI.61 VII.53
helix length 24 26 31 21 27 25 21
2VT4 H1 H2 H3 H4 H5 H6 H7
first residue I.36 (II.42) III.23 IV.43 V.35 VI.36 VII.33
last residue (I.57) II.66 III.54 IV.62 V.62 VI.61 VII.57
helix length 22 25 31 20 28 26 25
3EML H1 H2 H3 H4 H5 H6 H7
first residue I.30 II.37 (III.20) IV.43 V.32 VI.36 VII.31
last residue I.58 (II.65) III.54 IV.61 V.65 VI.59 VII.54
helix length 29 29 35 19 34 24 24
3ODU H1 H2 H3 H4 H5 H6 H7
first residue I.32 II.43 (III.28) IV.44 V.37 VI.34 VII.38
last residue I.59 (II.64) III.54 IV.62 V.64 VI.59 VII.55
helix length 28 22 27 19 28 25 18
3PBL H1 H2 H3 H4 H5 H6 H7
first residue I.32 II.40 III.24 IV.43 V.37 VI.35 VII.33
last residue I.58 II.66 III.53 IV.62 V.63 VI.60 VII.56
helix length 27 27 30 20 27 26 24
3RZE H1 H2 H3 H4 H5 H6 H7
first residue I.33 II.38 (III.27) IV.42 V.36 VI.36 VII.27
last residue I.59 (II.64) III.53 IV.63 V.62 VI.63 VII.51
helix length 27 27 27 22 27 28 25
The results of PHDThtm given in Ballesteros-Weinstein nomenclature. In some cases, PHDhtm pre-
dicted one very long instead of two single helices. Here, we used the refinement method (PHDThtm)
and set them in brackets. Predicted helical ends where binding pocket residues are missed are marked
red.
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(a) 2RH1 (b) 2VT4
(c) 3EML (d) 3PBL
(e) 3RZE
Figure A.1: The canonical version of native structures in 2D. The helices in the crys-
tal structure were replaced by their canonical version. The x,y-center is
the average of the backbone atoms. The hydrophobic moment (green
arrow) is computed using the hydrophobicity scale of Eisenberg and
trapezoidal weighting factors. All inter-helical vectors are drawn as
blue arrows.
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(a) 2RH1 (b) 2VT4
(c) 3EML (d) 3PBL
(e) 3RZE
Figure A.2: 50 unrestrained SA runs each followed by gradient- based optimization
applied to the crystal structure conformation.
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Table A.4: RMSD values of the rigid GPCR approach
2RH1 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.51 0.81 0.85 1.14 1.15 1.07 1.56 2.08 2.00 2.76
2VT4 0.90 0.64 0.46 0.71 0.63 0.55 0.79 0.95 0.81 1.69
3EML 1.58 1.55 1.45 1.45 1.48 1.25 1.26 2.31 2.13 2.80
3ODU 2.04 2.53 0.73 2.68 0.83 1.07 1.50 2.98 2.78 3.69
3PBL 1.32 0.85 0.65 1.29 0.61 1.03 1.34 1.85 1.54 2.37
3RZE 1.55 1.00 0.78 2.18 0.80 1.13 1.38 1.98 1.42 2.40
2VT4 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.55 0.92 0.90 1.19 1.14 1.06 1.52 2.13 2.19 2.79
2RH1 0.45 0.64 0.59 0.73 0.61 0.65 0.65 0.83 0.73 1.48
3EML 1.00 1.55 1.47 1.78 1.62 1.38 1.22 2.47 2.47 3.18
3ODU 1.92 2.37 0.73 2.92 0.87 1.25 1.40 2.91 2.84 3.10
3PBL 1.44 0.74 0.61 1.45 0.58 1.01 1.19 1.80 1.47 2.11
3RZE 1.51 0.96 0.83 2.48 0.82 1.11 1.41 1.98 1.66 2.86
3EML H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.67 1.57 1.42 1.52 1.72 2.09 1.00 2.42 2.44 3.14
2RH1 1.51 1.29 1.58 1.59 1.70 1.66 1.33 2.15 2.15 2.75
2VT4 1.60 1.26 1.44 1.66 1.67 1.54 1.19 2.28 2.30 3.42
3ODU 1.98 2.02 1.64 2.85 1.73 2.01 1.32 2.81 2.54 3.21
3PBL 1.41 1.33 1.28 1.61 1.64 2.34 0.65 1.98 1.77 2.55
3RZE 1.83 1.33 1.74 1.88 1.78 1.98 0.90 2.26 1.92 2.86
3PBL H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.06 0.79 0.84 0.65 0.80 0.98 1.13 1.70 1.79 2.50
2RH1 0.97 0.85 0.57 1.19 0.85 1.14 1.35 1.49 1.56 2.37
2VT4 1.09 0.71 0.62 1.61 0.76 1.09 1.13 1.51 1.75 2.88
3EML 0.72 1.46 1.18 1.52 1.64 1.79 0.50 1.82 1.91 2.76
3ODU 1.54 2.22 0.81 2.71 0.80 1.28 1.49 2.27 2.18 3.28
3RZE 0.97 0.92 0.98 1.67 0.78 0.93 1.04 1.42 1.34 2.35
3RZE H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.54 1.32 1.23 1.74 0.85 0.78 1.58 2.00 2.08 2.79
2RH1 1.57 0.99 0.68 1.98 0.83 1.04 1.31 1.87 1.80 2.69
2VT4 1.54 1.07 0.68 2.46 0.86 1.07 1.23 1.99 1.98 2.82
3EML 1.11 1.39 1.72 1.91 1.89 1.57 1.18 2.26 2.36 3.63
3ODU 1.90 2.13 0.76 2.89 0.86 1.09 1.68 2.26 2.16 3.60
3PBL 1.23 1.01 0.91 1.74 0.68 0.94 0.85 1.65 1.70 2.57
All RMSD values for different structures (upper left corner) obtained by the rigid helix approach. The
lowest RMSD values for each helix, model and pocket is marked red. The lowest energy model is
highlighted in yellow.
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(a) 2RH1 (b) 2VT4
(c) 3EML (d) 3PBL
(e) 3RZE
Figure A.3: 50 restrained single rigid body SA runs using the side chain positions
computed by SCWRL4 applied to the initial conformation created by
AE. The horizontal lines represent the Cα-RMSD values of the corre-
sponding initial conformation. The vertical line is the energy value of
the crystal structure.
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Table A.5: RMSD values of the fragmental GPCR approach
2RH1 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.46 0.77 0.92 1.10 1.39 1.31 1.55 2.30 2.20 2.81
2VT4 0.93 0.63 0.46 0.68 0.62 0.52 0.85 1.05 0.94 1.58
3EML 1.47 1.43 1.41 1.41 1.54 1.12 1.24 2.67 2.62 3.12
3ODU 1.34 2.53 1.05 3.01 1.19 1.05 1.59 2.46 2.47 3.28
3PBL 1.27 0.78 0.65 1.33 0.61 1.73 1.28 2.51 2.07 2.90
3RZE 1.36 0.85 0.84 2.23 0.80 1.27 1.27 1.89 1.45 2.33
2VT4 H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.28 0.85 0.86 1.24 1.26 1.13 1.50 2.17 2.26 2.82
2RH1 0.45 0.66 0.59 0.72 0.71 0.66 0.67 0.87 0.89 1.56
3EML 1.21 1.46 1.43 1.61 1.82 1.39 1.19 2.67 2.81 3.48
3ODU 2.02 2.16 0.71 2.92 0.89 1.65 1.88 3.07 2.97 3.17
3PBL 1.45 0.75 1.72 1.54 0.66 1.19 1.12 2.48 2.36 2.82
3RZE 1.60 0.76 0.86 2.53 0.82 1.37 1.43 2.32 2.05 3.11
3EML H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.85 1.43 1.77 1.45 1.84 2.72 0.90 2.74 2.65 3.42
2RH1 1.49 1.28 1.51 1.71 1.69 2.93 1.28 3.05 3.02 3.58
2VT4 1.56 0.90 1.27 1.67 1.67 1.76 1.23 1.99 1.87 2.98
3ODU 1.91 1.94 1.95 2.82 1.63 2.18 1.33 2.93 2.42 3.15
3PBL 1.49 1.48 1.32 1.40 1.67 2.92 0.65 2.79 2.39 2.99
3RZE 1.96 1.17 1.91 2.06 1.74 2.26 1.07 2.44 2.28 3.14
3PBL H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.01 0.77 0.84 0.65 1.01 0.86 1.54 1.85 1.94 2.46
2RH1 0.90 0.98 0.57 1.36 0.98 1.19 1.37 1.53 1.60 2.40
2VT4 0.86 1.02 0.65 1.71 0.79 1.10 1.16 1.62 1.77 2.78
3EML 0.73 1.29 1.26 1.31 1.79 1.52 0.52 1.91 2.00 2.83
3ODU 1.54 1.92 0.99 2.75 0.84 1.41 2.22 2.68 2.82 3.86
3RZE 0.86 0.81 0.97 1.50 0.84 1.05 1.05 1.69 1.65 2.37
3RZE H1 H2 H3 H4 H5 H6 H7 Cα-Model Cα-Pocket Pocket
1U19 1.56 1.08 1.44 1.54 1.01 0.76 1.78 2.05 2.22 2.88
2RH1 1.44 1.01 0.72 2.06 0.97 1.01 1.63 2.08 2.18 2.93
2VT4 1.42 1.06 0.80 2.37 0.86 1.02 1.40 2.02 2.02 2.83
3EML 1.21 1.14 2.14 2.19 1.96 1.58 1.22 2.56 2.76 3.89
3ODU 2.13 2.02 0.97 3.03 0.73 1.11 2.13 2.77 2.88 4.05
3PBL 1.57 1.05 0.76 1.75 0.68 0.95 0.91 1.77 1.99 2.75
All RMSD values for different structures (upper left corner) obtained by the fragmental GPCR mod-
eling approach. The lowest RMSD values for each helix, model and pocket is marked red. The lowest
energy model is highlighted in yellow.
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(a) 2RH1 (b) 2VT4
(c) 3EML (d) 3PBL
(e) 3RZE
Figure A.4: 50 restrained fragmental modeling SA runs using the side chain posi-
tions computed by SCWRL4 applied to the initial conformation created
by AE. The horizontal lines represent the Cα-RMSD values of the cor-
responding initial conformation. The vertical line is the energy value of
the crystal structure.
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(a) 2RH1 (b) 2VT4
(c) 3EML (d) 3PBL
(e) 3RZE
Figure A.5: 50 unrestrained SA runs including side chain optimization applied to
the initial conformation created by AE. The horizontal lines represent
the Cα-RMSD values of the corresponding initial conformation. The
vertical line is the energy value of the crystal structure.
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