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3-SETWISE INTERSECTING FAMILIES OF THE SYMMETRIC
GROUP
ANGELOT BEHAJAINA1, ROGHAYEH MALEKI2, AINA TOKY RASOAMANANA3,4,5,6,
AND A. SAROBIDY RAZAFIMAHATRATRA2,*
Abstract. Given two positive integers n ≥ 3 and t ≤ n, the permutations σ, pi ∈
Sym(n) are t-setwise intersecting if they agree (setwise) on a t-subset of {1, 2, . . . , n}.
A family F ⊆ Sym(n) is t-setwise intersecting if any two permutations of F are t-
setwise intersecting. Ellis [Journal of Combinatorial Theory, Series A, 119(4), 825–
849, 2012] conjectured that if t ≤ n and F ⊂ Sym(n) is a t-setwise intersecting
family, then |F| ≤ t!(n − t)! and equality holds only if F is a coset of a setwise
stablizer of a t-subset of {1, 2, . . . , n}.
In this paper, we prove that if n ≥ 11 and F is 3-setwise intersecting, then
|F| ≤ 6(n − 3)!. Moreover, we prove that the characteristic vector of a 3-setwise
intersecting family of maximum size lies in the sum of the eigenspaces induced by
the permutation module of Sym(n) acting on the 3-subsets of {1, 2, . . . , n}.
1. Introduction
The celebrated Erdo˝s-Ko-Rado (EKR) Theorem is one of the most important results
in extremal combinatorics.
Theorem 1.1 (Erdo˝s-Ko-Rado, [9]). Let n and k be positive integers such that n ≥ 2k.
If F is a family of k-subsets of [n] := {1, 2 . . . , n} with the property that A ∩B 6= ∅ for
all A,B ∈ F , then |F| ≤
(
n−1
k−1
)
. If n > 2k, then |F| =
(
n−1
k−1
)
if and only if F consists
of all the k-subsets of [n] containing a fixed element.
Theorem 1.1 has been thoroughly studied and extended for various combinatorial
objects in the past 50 years [4, 7, 10, 11]. For instance, Deza and Frankl [10] extended the
EKR theorem for the symmetric group. An extension for permutation groups, in general,
was considered later in [1, 18, 21]. Given a finite permutation group G ≤ Sym(Ω), we
say that two permutations g and h are intersecting if they agree on some ω ∈ Ω, that
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is, ωg = ωh. A family F of G is intersecting if any two elements of F are intersecting.
We say that a transitive group G ≤ Sym(Ω) has the Erdo˝s-Ko-Rado property or EKR
property if any intersecting family F ⊂ G is of size at most |G||Ω| . Moreover, G has the
strict-EKR property if the only intersecting families of size |G||Ω| are cosets of a stabilizer
of a point. Many families of groups have been proved to have the EKR property. For
instance, the outstanding result by Meagher, Spiga, and Tiep [18] shows that every 2-
transitive groups have the EKR property. In 1977, Deza and Frankl also proved that
the symmetric group with its natural action on [n] has the EKR property [10]. The
characterization of the maximum intersecting families of the symmetric group turned
out to be harder, as it was only proved in 2004 independently by Cameron and Ku [4];
and Larose and Malvenuto [16].
A typical way of solving an EKR-type problem is by a reduction to a graph invariant.
Given a finite permutation group G ≤ Sym(Ω) and
D = {g ∈ G : g does not have fixed points} ,
the graph ΓG = Cay(G,D) is called the derangement graph of G. That is, the vertex set
of ΓG is the set G, and two group elements g and h are adjacent if and only if gh
−1 ∈ D.
We recall that a Cayley graph is vertex-transitive and is regular of degree equal to the
size of its connection set. Moreover, the derangement graph ΓG is also a normal Cayley
graph since its connection set, D, is a union of conjugacy classes. By definition of the
edges of ΓG, F is an independent set or coclique of ΓG if and only if F is an intersecting
family of G.
For n ≥ t ≥ 2, we say that two permutations σ and π of Sym(n) are t-setwise
intersecting if there exists a t-subset S of [n] such that Sσ = Sπ. The family F ⊂ Sym(n)
is t-setwise intersecting if any two permutations of F are t-setwise intersecting. These
terminologies were introduced in [6, 15]. By the reduction presented above, a t-setwise
intersecting family of Sym(n) is equivalent to a maximum coclique in a certain Cayley
graph of Sym(n). This Cayley graph is the t-derangement graph Γn,t of Sym(n). We
say that a permutation of Sym(n) is a t-derangement if its cycle type does not contain a
composition of the integer t. Consequently, σ ∈ Sym(n) is a t-derangement if it does not
fix any t-subset of [n]. The t-derangement graph Γn,t is the graph Cay(Sym(n), Dn,t),
where
Dn,t := {σ ∈ Sym(n) : σ is a t-derangement} .
The following was conjectured by Ellis [6].
Conjecture 1.2. Let n and t be positive integers such that n ≥ t. If F is a t-setwise
intersecting family of Sym(n), then |F| ≤ t!(n − t)!. Moreover, if |F| = t!(n − t)! then
F is a coset of a setwise stabilizer of a t-subset on {1, 2, . . . , n}.
Ellis [6] proved that Conjecture 1.2 holds asymptotically. That is, for a fixed t, there
exists n0(t) ∈ N such that Conjecture 1.2 holds when n ≥ n0. Meagher et al. [17]
recently proved that for n ≥ 2, the upper bound on t-setwise intersecting families in
Conjecture 1.2 holds when t = 2. These results were proved using the representation
theory of the symmetric group and the eigenvalue method. The eigenvalue method was
first used by Wilson [22] to prove the exact bound for the Erdo˝s-Ko-Rado theorem. The
same method was also used by Godsil and Meagher in [12, 13], and by Ellis, Friedgut,
and Pilpel in [8] to prove EKR-type results on the symmetric group.
3In this paper, we prove a similar result to [17]. We show that the bound on the size
of the largest family in Conjecture 1.2 holds when t = 3.
Theorem 1.3. Let n ≥ 11. If F is a 3-setwise intersecting family of permutations of
Sym(n), then |F| ≤ 6(n − 3)!. Moreover, if |F| = 6(n − 3)!, then the characteristic
vector vF of F is in the direct sum of the eigenspaces determined by the constituents of
the permutation character of Sym(n) acting on 3-subsets of {1, 2, . . . , n}.
Our proof uses a similar approach to that of [17]. In particular, we use the rep-
resentation theory of the symmetric group and the eigenvalue method on a weighted
adjacency matrix of the 3-derangement graph. Our proof is more challenging because
the conjugacy classes of 3-derangements used are not just long cycles. For instance, we
use conjugacy classes that have cycles of length n−5 and n−6. In contrast to the proof
in [17] where the values of the irreducible characters on the selected conjugacy classes of
2-derangements are in {0,±1}, some irreducible characters of Sym(n) have larger values
(in absolute value) on some of the conjugacy classes of 3-derangements containing an
(n− 6)-cycle.
In Section 2, we give some background material used in the proof of the main result.
In Section 3, we recall some preliminary results on the representation of the symmetric
group. The proof of Theorem 1.3 occupies the next three sections. In Section 4, we give
a sketch of our proof to Theorem 1.3, and we prove that it holds for 11 ≤ n ≤ 19 and for
n ∈ {21, 23, 25}. The remaining part of the proof of Theorem 1.3 is divided according
to the parity of n. The proof of Theorem 1.3, when n ≥ 27 is odd, is given in Section 5.
In Section 6, we give the proof of Theorem 1.3, when n ≥ 20 is even. We end this paper
by giving some interesting questions in Section 7.
Notations and definitions. The following notation will be used throughout this work.
Given a group G, we denote by IRR(G) a set of distinct complete list of irreducible
C-representations of G. For any X ∈ IRR(G), we denote by χX the character afforded
by X. That is, χX(g) = tr(X(g)) for any g ∈ G. We denote by Irr(G) the set of all
irreducible characters of G; that is, Irr(G) := {χX : X ∈ IRR(G)}. When G = Sym(n),
we let Irrn := Irr(G) and IRRn := IRR(G).
We say that λ = [λ1, λ2, . . . , λk] is a partition of n, and denote by λ ⊢ n, if
∑k
i=1 λi =
n and λ1 ≥ λ2 ≥ . . . ≥ λk. We say that λ = (λ1, λ2, . . . , λk) is a composition of n
if
∑k
i=1 λi = n. Partitions and compositions will be useful to us as they correspond
to irreducible representations and conjugacy classes of Sym(n), respectively. Let σ ∈
Sym(n) and λ = (λ1, λ2, . . . , λk) be its cycle type. The conjugacy class of Sym(n)
containing σ will be denoted by Cλ = C(λ1,λ2,...,λk).
2. Background
In this section, we present some results that are used in our proof. We will recall some
important bounds on the independence number of vertex-transitive graphs, namely the
clique-coclique bound and the ratio bound. Then, we will give a method to compute
the eigenvalues of normal Cayley graphs from the irreducible characters of its group.
2.1. Some upper bounds on the independence number. Since the first upper
bound that we will present is in function of the clique number, we will first revisit some
classic upper bounds on the clique number and the chromatic number.
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Let G ≤ Sym(n) be a transitive permutation group and let ΓG be its derangement
graph. Let C be a clique of ΓG of maximum size; that is, of size ω(ΓG). Without
loss of generality, we suppose that C contains the identity element id. As every non-
identity element of C does not intersect with id, every non-identity element of C is a
derangement. So the identity element is the only element of C fixing 1. Since C is a
clique, there is at most one permutation of C mapping 1 to 2. Similarly, there is at most
one permutation of C that maps 1 to i, for any i ∈ {3, 4, . . . , n}. We conclude that
ω(ΓG) ≤ n.(1)
The chromatic number of ΓG behaves in the same manner. Let Gi→j be the set of all
permutations of G, which maps i to j, for i, j ∈ [n]. It is straightforward that Gi→j is
a coclique of ΓG for any i, j ∈ [n], and G1→1 is a subgroup of G. The G1→1-cosets of G
are G1→1, G1→2, . . . , G1→n. Therefore, assigning distinct colors to these G1→1-cosets
yields a proper coloring of ΓG. In other words,
χ(ΓG) ≤ n.(2)
The first bound on the independence number that we present is the clique-coclique
bound.
Lemma 2.1 (Clique-coclique [14]). Let X = (V,E) be a vertex-transitive graph. Then
α(X)ω(X) ≤ |V (X)|. Equality holds if and only if each clique intersects each coclique
on a unique vertex.
Example 2.2. We use the clique-coclique bound to prove that the dihedral group D2n
acting on the regular n-gon has the EKR property. Let Γ be the derangement graph of
D2n. Since D2n contains an n-cycle σ, the subgroup C = 〈σ〉 is a transitive subgroup of
D2n of order n and so every non-identity element of C is a derangement. In particular,
C is a regular subgroup of D2n, meaning that C is a clique of size n. By (1), we have
ω(Γ) = n. By the Lemma 2.1, we have α(Γ) ≤ |D2n|
ω(Γ) ≤
2n
n
= 2, which is equal to the
size of a stabilizer of a point of D2n. Hence, α(Γ) = 2.
Next, we will see an upper bound on the size of a coclique as a function of the
eigenvalues of the graph (i.e., eigenvalues of the adjacency matrix of the graph). This
upper bound is known as the Hoffman bound, the Delsarte bound, or the ratio bound
[5, 14]. In this paper, we will refer to it as the ratio bound.
Let G ≤ Sym(n). The characteristic vector vS of S ⊂ G is the {0, 1}-vector indexed
by elements of G such that the entry vS(g) is 1 if g ∈ S and 0 otherwise. We denote the
all one vector by 1.
Lemma 2.3 (Ratio bound [5, 14]). Let X = (V,E) be a d-regular graph and let τ be
the smallest eigenvalue of X. Then
α(X) ≤ |V (X)|
(
1−
d
τ
)−1
.
If S is a maximum coclique attaining the upper bound and vS is the characteristic vector
of S, then vS −
|S|
|V |1 is a τ-eigenvector of the adjacency matrix of X.
The ratio bound can also be generalized for graphs related to weighted adjacency
matrices. A weighted adjacency matrix A corresponding to a graph X = (V,E) is a real
5symmetric matrix with constant row and column sum, which is related to the graph
X = (V,E) in the sense that A(i, j) = 0 if i 6∼X j.
Lemma 2.4 (Weighted ratio bound [14]). Let X = (V,E) be a graph, and A be a
weighted adjacency matrix of X. Suppose that τ is the minimum eigenvalue of A and
that the row and column sum of A is equal to d. Then,
α(X) ≤ |V (X)|
(
1−
d
τ
)−1
.
If S is a maximum coclique attaining the upper bound, then vs−
|S|
|V |1 is a τ-eigenvector
of A.
2.2. Eigenvalues of normal Cayley graphs and association schemes. The fol-
lowing result gives the eigenvalues of normal Cayley graphs, i.e., Cayley graphs whose
connection set is invariant by conjugation.
Theorem 2.5 ([3]). Let X = Cay(G,C) be a Cayley graph such that C is invariant by
conjugation. Let (X1, V1), (X2, V2), . . . , (Xk, Vk) be a complete list of distinct irreducible
representations of G and let χi be the character afforded by Xi, for any i ∈ {1, 2, . . . , k}.
Then,
CG ∼=
k⊕
i=1
Ui,
where Ui is the sum of all submodules isomophic to Vi in the regular CG-module. More-
over, Ui is an eigenspace of A with eigenvalue
ξXi =
1
dimXi
∑
g∈C
χi(g),
for any i ∈ {1, 2, . . . , k}.
We give a generalization of Theorem 2.5 for certain weighted adjacency matrices.
These weighted adjacency matrices will involve certain spanning subgraphs of a normal
Cayley graph. First, we define an association scheme induced by the group G then, we
use this association scheme to write the eigenvalues of the weighted adjacency matrix.
Given a group G with distinct conjugacy classes C1, C2, . . . , Ck, the conjugacy class
scheme of G is the association scheme given by the matrices (Ai)i=1,...,k, where Ai is
the |G| × |G| matrix whose rows and columns are indexed by the group elements and
whose (u, v)-entry is
Ai(u, v) =
{
1 if uv−1 ∈ Ci,
0 otherwise.
The matrix Ai is the adjacency matrix of the graph Cay(G,Ci), for any i ∈ {1, 2 . . . , k}.
It is easy to see that any real linear combination of the matrices (Ai)i=1,...,k is a weighted
adjacency matrix which corresponds to a certain spanning subgraph of the normal Cayley
graph X = Cay(G,G \ {id}).
Lemma 2.6 ([14]). Let (ωi)i=1,...,k ⊂ R and G be a group with conjugacy classes
C1, C2, . . . , Ck. Let A =
∑k
i=1 ωiAi, where Ai is the matrix of the conjugacy class
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Ci in the conjugacy class scheme of G, for any i ∈ {1, 2, . . . , k}. The eigenvalues of A
are of the form
ξχ =
k∑
i=1
ωi|Ci|
χ(gi)
χ(id)
,
where χ ∈ Irr(G), and g1, g2, . . . , gk are respectively representatives of the conjugacy
classes C1, C2, . . . , Ck.
3. Representation theory of Sym(n)
In this section, we give some basic results on the complex representation of the sym-
metric group. The representation theory of Sym(n) is unique due to its combinatorial
nature. We recall the following well-known result.
Theorem 3.1. There is a one-to-one correspondence between partitions of n and the
irreducible representations of Sym(n). In particular, each λ ⊢ n corresponds to the
Specht module Sλ.
More details about this can be found in [19].
3.1. Character values. Let λ ⊢ n. We compute the value of the irreducible character
χλ on an element of a conjugacy class of Sym(n). For any element σ ∈ Sym(n) in the
conjugacy class of cycle type (p1, p2, . . . , pk), we define
χλ(p1,p2,...,pk) := χ
λ(σ).
A rim hook ζ of a Young diagram λ ⊢ n is a path consisting of steps upwards and
rightwards on a skew diagram. The leg length ℓℓ(ζ) of the rim hook ζ of λ is the number
of rows it spans minus 1.
Given a partition λ and a rim hook ζ, we define λ \ ζ to be the set of cells of λ that
are not in ζ. Since ζ is also a skew hook, λ \ ζ is a Young diagram.
Given a composition ρ = (a, ρ2, . . . , ρk) of n, we define the operation ρ \ a to be the
composition of n− a obtained by deletion of the first entry (which is a) of ρ.
The next theorem is a recursive formula that computes the value of an irreducible
character on an element of Sym(n).
Lemma 3.2 (Murnaghan-Nakayama rule [19]). Let λ ⊢ n and let ρ be a composition of
n, with ρ = (ρ1, ρ2, . . . , ρk). Then,
χλρ =
∑
ζ∈RHρ1 (λ)
(−1)ℓℓ(ζ)χ
λ\ζ
ρ\ρ1
,
where RHρ1(λ) is the set of all rim hooks of length ρ1 of λ.
We use Lemma 3.2 to compute the values of the irreducible characters that we use in
the proof of Theorem 1.3. These values are given in Table 5 and Table 6.
3.2. Character degrees. In this subsection, we compute the degree of some low di-
mensional irreducible representations of Sym(n). To do this, we use the “hook length
formula”.
We first define a coordinate system on a Young diagram. The coordinate of a Young
diagram is given as follows:
7i. the origin O, of coordinate (1, 1), is the cell on the top left corner of the diagram,
ii. a cell of the diagram has coordinate (i, j) if there is a path with i rightward steps
and j downward steps from O.
If the cell of coordinate (i, j) exists in a Young diagram λ, then we write (i, j) ∈ λ. For
a cell of coordinate (i, j) (also called (i, j)-cell) of a Young diagram λ, we define
Hi,j := {(i, k) ∈ λ | k ≥ i} ∪ {(k, j) ∈ λ | k ≥ j} .
In other words, Hi,j is the set of cells, including (i, j), that are below (i, j) and on the
right of (i, j).
Lemma 3.3 ([19]). Let λ ⊢ n. The dimension of the irreducible representation of
Sym(n) induced by λ is
χλ(id) =
n!∏
(i,j)∈λ |Hi,j |
.
We will use Lemma 3.3 to compute the degree of the irreducible characters for our
proof of Theorem 1.3.
The following result is about the irreducible characters of Sym(n) of dimension rela-
tively small. Our proof is similar to a proof in [14].
Lemma 3.4. Let n ≥ 27. If φ is a character of Sym(n) of degree less than 5
(
n
3
)
and
χλ a constituent of φ, then λ is one of the following: [n], [1n], [n − 1, 1], [2, 1n−2], [n −
2, 2], [22, 1n−4], [n−2, 12], [3, 1n−3], [n−3, 3], [23, 1n−6], [n−3, 13], [4, 1n−4], [n−3, 2, 1] or
[3, 2, 1n−5].
Proof. Here, we follow the proof of [14, 12.7.3 Lemma] by using induction on n. Com-
putation via Sagemath [20] shows that the result holds for n = 27, 28. Now, we suppose
that the lemma is true for n and n− 1.
Let φ be a character of Sym(n+ 1) of degree less than 5
(
n+1
3
)
. We may assume that
φ is irreducible. Denote by φ ⇃[n] (resp. φ ⇃[n−1]) the restriction of φ to Sym(n) (resp.
Sym(n− 1)).
First, assume that φ ⇃[n] has a constituent which is one of the fourteen irreducible
characters of Sym(n) of dimension less than 5
(
n
3
)
. From the branching rule (see [14,
12.7.1 Lemma]), φ is one of the irreducible characters given in the middle column of
Table 1. As the degree of any character in Table 2 is larger than 5
(
n+1
3
)
when n ≥ 27,
one can deduce that φ is one of the irreducible characters given in the statement of the
theorem.
Next, assume that φ ⇃[n] has all of its constituents not listed among the fourteen
irreducible characters of Sym(n) of degree less than 5
(
n
3
)
. Moreover, suppose that φ ⇃[n]
has at least two constituents. Then, the degree of φ ⇃[n] is larger than 10
(
n
3
)
> 5
(
n+1
3
)
when n ≥ 27, which is a contradiction.
Finally, we may assume that φ ⇃[n] is irreducible and is not one of the fourteen
irreducible characters of degree less than 5
(
n
3
)
of Sym(n). From the branching rule, the
Young diagram corresponding to φ must be rectangular, that is, φ = χ[a
b] for some
integers a, b ≥ 1. Again, using the branching rule, we can deduce that the constituents
of φ ⇃[n−1] correspond to the two partitions λ
′ = [ab−1, a−2] and λ′′ = [ab−2, a−1, a−1].
Hence, neither λ′ nor λ′′ is one of the fourteen irreducible characters of degree 5
(
n−1
3
)
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Constituent of φ ⇃[n] φ Degree of φ ⇃[n]
[n] [n+ 1], [n, 1] 1
[1n] [2, 1n−1], [1n+1] 1
[n− 1, 1] [n, 1], [n− 1, 2], [n− 1, 12] n− 1
[2, 1n−2] [2, 1n−1], [22, 1n−3], [3, 1n−2] n− 1
[n− 2, 2] [n− 1, 2], [n− 2, 3], [n− 2, 2, 1] n(n−3)2
[22, 1n−4] [22, 1n−3], [23, 1n−5], [3, 2, 1n−4] n(n−3)2
[n− 2, 12] [n− 1, 12], [n− 2, 2, 1], [n− 2, 13] (n−1)(n−2)2
[3, 1n−3] [3, 1n−2], [3, 2, 1n−4], [4, 1n−3] (n−1)(n−2)2
[n− 3, 3] [n− 2, 3], [n− 3, 4], [n− 3, 3, 1] n(n−1)(n−5)6
[23, 1n−6] [23, 1n−5], [24, 1n−7], [3, 22, 1n−6] n(n−1)(n−5)6
[n− 3, 13] [n− 2, 13], [n− 3, 2, 12], [n− 3, 14] (n−1)(n−2)(n−3)6
[4, 1n−4] [4, 1n−3], [4, 2, 1n−5], [5, 1n−4] (n−1)(n−2)(n−3)6
[n− 3, 2, 1] [n− 2, 2, 1], [n− 3, 3, 1], [n− 3, 22], [n− 3, 2, 12] n(n−2)(n−4)3
[3, 2, 1n−5] [4, 2, 1n−5], [32, 1n−5], [3, 22, 1n−6], [3, 2, 1n−4] n(n−2)(n−4)3
Table 1: Shape of φ if φ ⇃[n] has a constituent of degree less than
5
(
n
3
)
.
of Sym(n − 1) for n ≥ 27. Therefore, the degree of φ is larger than 10
(
n−1
3
)
> 5
(
n+1
3
)
when n ≥ 27, which is a contradiction.
This completes the proof. 
Remark 3.5. The irreducible characters in Lemma 3.4 all have degree less than 3
(
n
3
)
.
In fact, for n ≥ 19, the irreducible constituents in Lemma 3.4 are all the irreducible
characters of degree less than 3
(
n
3
)
.
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[n− 3, 4] (n+1)n(n−1)(n−6)24
[n− 3, 3, 1] (n+1)n(n−2)(n−5)8
[24, 1n−7] (n+1)n(n−1)(n−6)24
[3, 22, 1n−6] (n+1)n(n−2)(n−5)8
[n− 3, 2, 12] (n+1)(n−1)(n−2)(n−4)8
[n− 3, 14] n(n−1)(n−2)(n−3)24
[4, 2, 1n−5] (n+1)(n−1)(n−2)(n−4)8
[5, 1n−4] n(n−1)(n−2)(n−3)24
[n− 3, 22] (n+1)n(n−3)(n−4)12
[32, 1n−5] (n+1)n(n−3)(n−4)12
Table 2: Degree of the representations from Table 1 that are larger
than 5
(
n+1
3
)
.
3.3. Uniqueness of rim hooks. We prove a result on the uniqueness of rim hooks
that are relatively long.
Lemma 3.6. Suppose n ≥ 1 and 1 ≤ a ≤ n. Let λ = [λ1, λ2, . . . , λq] ⊢ n and µ =
[µ1, µ2, . . . , µt] ⊢ a be a Young diagram obtained by removing a rim hook of length n− a
of λ.
(1) If τ is a rim hook of λ which does not meet either (1, .)-cells or (., 1)-cells, then the
length of τ is at most a.
(2) If τ is a rim hook of length ℓ ≥ a + 1 of λ, then τ is either the unique rim hook of
length ℓ starting at (q, 1) or ending at (1, λ1).
(3) If ℓ is a positive integer such that 2ℓ−n ≥ a+1, then there is exactly one rim hook
of length ℓ in λ. In particular, if 3a + 1 ≤ n, then there is a unique rim hook of
length n− a in λ.
Proof. (1) Since no cell of τ is in the first row and the first column of λ, the rim hook
τ lies in the skew diagram λ/[λ1, 1
q−1]. The latter has at most t rows and µ1 columns.
Therefore, the length of τ is at most µ1 + t− 1 ≤ a.
(2) Since the length of τ is ℓ ≥ a + 1, by (1), τ must contain a cell of coordinate
(1, i0) or (j0, 1). If τ contains the (1, i0)-cell, then every (1, i)-cell, for i ≥ i0, is a cell of
τ . That is, τ ends at the (1, λ1)-cell. Since no cell can be below or on the right of τ , it
is impossible to have distinct rim hooks of length ℓ ending at the (1, λ1)-cell. Similarly,
if τ contains the (j0, 1)-cell, then τ must start at the (q, 1)-cell. This also implies that
τ is the unique rim hook of length ℓ starting at the (q, 1)-cell.
(3) Let γ and γ′ be two rim hooks of λ having length ℓ. If γ and γ′ do not have
common cells, then 2ℓ ≤ n, which contradicts the hypothesis. Hence γ and γ′ must have
cells in common. By (1), the number of cells of γ ∩ γ′ in the skew diagram λ/[λ1, 1
q−1]
is at most a. However, by the fact that 2ℓ − |γ ∩ γ′| = |γ| + |γ′| − |γ ∩ γ′| ≤ n and
2ℓ−n ≥ a+1, we deduce that |γ∩γ′| ≥ a+1. Hence, γ and γ′ must contain a (1, .)-cell
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or (., 1)-cell. It follows from (2) that γ = γ′. The last result follows by taking ℓ = n− a.
This completes the proof. 
4. The main idea for the proof of Theorem 1.3
The general idea for the proof of Theorem 1.3 is to find a spanning subgraph X of
Γn,3 whose maximum coclique has size 6(n− 3)!. As removal of edges can only increase
the size of the maximum coclique, we will then have α(Γn,3) ≤ α(X) = 6(n− 3)!.
One way of finding such a spanning subgraph is by assigning weights on the conjugacy
classes of 3-derangements of Sym(n). This gives us a spanning subgraph of Γn,3 which
corresponds to a weighted adjacency matrix A. If the weighted adjacency matrix A
has all of its eigenvalues in [−1,
(
n
3
)
− 1] and its minimum and maximum eigenvalue are
respectively −1 and
(
n
3
)
− 1, then by applying Lemma 2.4, we have
α(X) ≤ n!
(
1−
(
n
3
)
− 1
−1
)−1
= 3!(n− 3)!.
In our proof, we find a weighted adjacency matrix A so that
(i) its maximum eigenvalue
(
n
3
)
− 1 is given by the irreducible character χ[n],
(ii) its minimum eigenvalue −1 is given by the irreducible characters χ[n−1,1], χ[n−2,2],
and χ[n−3,3],
(iii) any other irreducible character gives an eigenvalue which is in the interval
(
−1,
(
n
3
)
− 1
)
.
For 11 ≤ n ≤ 19 and n ∈ {21, 23, 25}, we use Sagemath [20] to find weightings on the
conjugacy classes so that the properties (i), (ii), and (iii) are satisfied. In fact, there are
infinitely many weighted adjacency matrices that we could find for these cases.
The proof for the case n ≥ 27 odd is given in Section 5. For n ≥ 20 even, we give the
proof in Section 6.
The proof of the second statement of Theorem 1.3 follows from the ratio bound. If (i),
(ii), and (iii) are satisfied, then the ratio bound holds with equality. By Lemma 2.4, the
translated characteristic vector vF −
1
(n3)
1 of an intersecting family F of size 6(n − 3)!
is a (−1)-eigenvector of the weighted adjacency matrix A. Therefore, vF −
1
(n3)
1 ∈
U[n−1,1]⊕U[n−2,2]⊕U[n−3,3], where Uλ is the eigenspace that corresponds to the Specht
module Sλ of Sym(n) (see Theorem 2.5). Since the maximum eigenvalue of A is its row
sum, by (i), we deduce that
(
n
3
)
− 1 equals the row sum of A. Since the eigenspace U[n]
is 1 dimensional, we conclude that U[n] = 〈1〉. Hence,
vF ∈ U[n] ⊕ U[n−1,1] ⊕ U[n−2,2] ⊕ U[n−3,3].
Remark 4.1. The results in Theorem 1.3 also hold in fact for n ≥ 3 (using Sagemath),
except for n ∈ {8, 10} due to computational restrictions. However, we think that Theo-
rem 1.3 holds when n = 8, 10.
5. 3-setwise intersecting when n ≥ 27 is odd
Let µ be a composition of the integer n. We denote by Cµ the conjugacy class of
Sym(n) that has cycle type µ and Aµ the matrix of Cµ in the conjugacy class scheme
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of Sym(n). We consider the weighted adjacency matrix
A = x1A(n) + x2A(n−2,12) + x3A(n−2,2) + x4A(n−5,4,1) + x5A(n−1,1).(3)
We find the weights (xi)i=1,2,3,4,5, in (3), so that A verifies the properties (i), (ii), and (iii)
described in Section 4. The values of the irreducible characters χ[n], χ[n−1,1], χ[n−2,2],
and χ[n−3,3] on an element of the conjugacy classes C(n), C(n−2,12), C(n−2,2), C(n−5,4,1),
and C(n−1,1) are given in the following table.
C(n) C(n−2,12) C(n−2,2) C(n−5,4,1) C(n−1,1)
Representation
χ[n] 1 1 1 1 1
χ[n−1,1] −1 1 −1 0 0
χ[n−2,2] 0 −1 1 −1 −1
χ[n−3,3] 0 −1 −1 0 0
Table 3: Values of the constituents of the permutation representa-
tion on the desired conjugacy classes.
Let C1 := C(n), C2 := C(n−2,12), C3 := C(n−2,2), C4 := C(n−5,4,1), and C5 :=
C(n−1,1). By Lemma 2.6, the eigenvalues corresponding to the irreducible characters
χ[n], χ[n−1,1], χ[n−2,2], and χ[n−3,3] are given in the system of linear equations

ω1 + ω2 + ω3 + ω4 + ω5 =
(
n
3
)
− 1
− ω1 + ω2 − ω3 = −(n− 1)
− ω2 + ω3 − ω4 − ω5 = −
((
n
2
)
− n
)
− ω2 − ω3 = −
((
n
3
)
−
(
n
2
))
,
(4)
where wi = xi|Ci| for i ∈ {1, 2, 3, 4, 5}.
Let α =
(
n
3
)
− 1 and let β, γ, and δ be respectively the degree of the Specht module
corresponding to [n−1, 1], [n−2, 2], and [n−3, 3]. Then, the system of linear equation
(4) has infinitely many solutions. A general solution to it is
ω1(s, t) = −s− t+ (β + γ)
ω2(s, t) = −
1
2
s−
1
2
t+
1
2
(α− β)
ω3(s, t) =
1
2
s+
1
2
t+
1
2
(α− β)− γ
ω4(s, t) = s
ω5(s, t) = t.
(5)
Let A be the weighted adjacency matrix defined in (3) with the weights in (5). We prove
that the eigenvalues of A are in the interval [−1,
(
n
3
)
− 1].
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5.1. Irreducible characters on C1, C2, C3, C4, and C5. In this subsection, we give the
values of the irreducible characters of Sym(n) on the conjugacy classes C1, C2, C3, C4,
and C5. We will see in particular that these values are in the set {−1, 0, 1}.
Lemma 5.1. If χ ∈ Irrn, then |χ(x)| ∈ {0, 1} for any x ∈ C1 ∪C2 ∪ C3 ∪ C4 ∪ C5.
Proof. The proof is an immediate consequence of Lemma 3.6. Let ρi ∈ Ci for i ∈
{1, 2, 3, 4, 5}, and λ ⊢ n. For n ≥ 16, Lemma 3.6 implies that there exists at most one
rim hook of length n−a in any Young diagram corresponding to λ ⊢ n, for a ∈ {0, 1, 2, 5}.
It is easy to see that χλ(n) ∈ {−1, 0, 1} as there exist at most one rim hook of length n.
For the other conjugacy classes, by the Murnaghan-Nakayama rule, we have
|χλ(n−1,1)| ≤ max
µ⊢1
|χµ(1)| = 1,
|χλ(n−2,12)| ≤ max
µ⊢2
|χµ(12)| = 1
|χλ(n−2,2)| ≤ max
µ⊢2
|χµ(2)| = 1,
|χλ(n−5,4,1)| ≤ max
µ⊢5
|χµ(4,1)| = 1.
This completes the proof since the symmetric group has integral characters. 
5.2. Eigenvalues of small degree characters. In this subsection, we compute the
eigenvalues belonging to characters of degree less than 5
(
n
3
)
in terms of s and t (see (5)).
Then, we define a polytope of R2 where these eigenvalues are in the interval [−1,
(
n
3
)
−1]
for every (s, t) in the polytope.
By Lemma 2.6, the eigenvalues of A are of the form
ξχ(s, t) =
1
χ(id)
5∑
i=1
ωi(s, t)χ(Ci)(6)
for χ ∈ Irrn. The irreducible characters of degree less than 5
(
n
3
)
of Sym(n) are given in
Lemma 3.4. The eigenvalue that corresponds to χ[n] is
(
n
3
)
− 1 and the eigenvalue that
corresponds to χ[n−1,1], χ[n−2,2], and χ[n−3,3] is −1. We use Table 5 in Appendix A
to compute the remaining eigenvalues corresponding to small degree characters. The
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eigenvalues that correspond to the irreducible characters of degree less than 5
(
n
3
)
are
ξχ[1n] = (−1)
n−1 (−s− 3t+ β + 2γ) ,
ξ
χ[2,1
n−2] = (−1)
n +
(−1)n−1
n− 1
(s+ t+ α− β − 2γ) ,
ξ
χ[2
2,1n−4] =
(−1)n(
n
2
)
− n
(δ + s− t),
ξ
χ[n−2,1
2] =
1(
n−1
2
) (−s− t+ β + γ) ,
ξ
χ[3,1
n−3] =
(−1)n−1(
n−1
2
) (−s− t+ β + γ) ,
ξ
χ[2
3,1n−6] = (−1)
n +
(−1)n−1(
n
3
)
−
(
n
2
) (s+ t+ α− β − 2γ) ,
ξ
χ[n−3,1
3] =
1(
n−1
3
) (s+ t− (β + γ)) ,
ξ
χ[4,1
n−4] =
(−1)n−1(
n−1
3
) (s+ t− (β + γ)) ,
ξχ[n−3,2,1] =
3
n(n− 2)(n− 4)
(s+ t),
ξ
χ[3,2,1
n−5] =
3(−1)n−1
n(n− 2)(n− 4)
(s− t).
(7)
Let P be the polytope of R2 defined by the halfspaces

3x+ y < β + γ,
−
n(n− 2)(n− 4)
3
< y − x ≤ β + γ −
(
n− 1
3
)
,
β + γ −
(
n− 1
3
)
< x+ y < β + γ.
(8)
The third relation of (8) is the set of all points between the parallel lines (L1) : y =
−x+β+γ−
(
n−1
3
)
and (L2) : y = −x+β+γ. The second equation of (8) is the halfspace
between the parallel lines (L3) : y = x−
n(n−2)(n−4)
3 and (L4) : y = x+ β + γ −
(
n−1
3
)
.
Further, (L1) and (L2) are both perpendicular to (L3) and (L4). The first equation in
(8) is the halfspace below the line (L5) : y = −3x + β + γ. The intersection I of (L4)
and (L5) has coordinate (
1
4
(
n− 1
3
)
, β + γ −
3
4
(
n− 1
3
))
.
We let the reader verify that I has the maximum y-coordinate among the 4 vertices
of P , and the vertex of coordinate
(
0, β + γ −
(
n−1
3
))
has the minimum x-coordinate.
Therefore P ⊂
{
(x, y) ∈ R2 : x > 0, y < 0
}
is non-empty.
It is easy to see that the eigenvalues in (7) are in the interval
(
−1,
(
n
3
)
− 1
)
for any
(t, s) ∈ P .
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5.3. Eigenvalues of large degree characters. We compute the eigenvalues of irre-
ducible characters of degree larger than 5
(
n
3
)
.
For any (t, s) ∈ P , we have the following
ω1(s, t) = −s− t+ β + γ > 0,
ω2(s, t) =
1
2
(−s− t+ α− β) >
1
2
(
α− 2β − γ −
(
n− 1
2
))
=
1
2
((
n
3
)
− 2
(
n
2
))
> 0 ( for n > 8),
ω3(s, t) =
1
2
s+
1
2
t+
1
2
(α + β − 2γ) >
1
2
(
β + γ −
(
n− 1
3
)
+ α− β − 2γ
)
= 0.
As P ⊂
{
(x, y) ∈ R2 : x > 0, y < 0
}
, we have ω4(s, t) < 0 and ω5(s, t) > 0. In conclu-
sion, the weights in (5) are positive except ω4(s, t).
By the general form of an eigenvalue of A (see (6)) and by Lemma 5.1, if χ ∈ Irrn
with χ(id) > 5
(
n
3
)
, then for any (t, s) ∈ P
|ξχ(s, t)| ≤
1
χ(id)
5∑
i=1
|ωi(s, t)||χ(Ci)|
≤
1
5
(
n
3
)

 ∑
i∈{1,2,3,5}
ωi(s, t)− ω4(s, t)

 ,
=
(
n
3
)
− 1− 2s
5
(
n
3
)
<
(
n
3
)
+ 2n(n−2)(n−4)3
5
(
n
3
) (see the definition of P (8))
=
(
n
3
) (
1 + 4n−4
n−1
)
5
(
n
3
) < 5
(
n
3
)
5
(
n
3
) = 1.
We formulate this result as the following lemma.
Lemma 5.2. If χ ∈ Irrn with χ(id) > 5
(
n
3
)
, then the eigenvalue of A belonging to χ is
strictly less than 1 in absolute value.
The eigenvalues of the weighted adjacency matrix A are therefore in the interval[
−1,
(
n
3
)
− 1
]
. Combining Subsection 5.2 and Subsection 5.3, we conclude that the only
irreducible characters of Sym(n) giving the eigenvalue −1 are χ[n−1,1], χ[n−2,2], and
χ[n−3,3]. This completes the proof when n is odd.
6. 3-setwise intersecting when n ≥ 20 is even
A similar approach to the one in the previous section is used to prove Theorem 1.3
for n even. We consider the following weighted adjacency matrix
A = x1A(n−5,5) + x2A(n−6,23) + x3A(n−6,4,12) + x4A(n−6,4,2) + x5A(n−6,5,1).(9)
We find the weights (xi)i=1,2,3,4,5 ⊂ R such that the eigenvalues of A are in the inter-
val [−1,
(
n
3
)
− 1]. The values of the irreducible characters of Sym(n) corresponding to
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χ[n], χ[n−1,1], χ[n−2,2], and χ[n−3,3] on the chosen conjugacy classes are given in the
following table.
C(n−5,5) C(n−6,23) C(n−6,4,12) C(n−6,4,2) C(n−6,5,1)
Representation
χ[n] 1 1 1 1 1
χ[n−1,1] −1 −1 1 −1 0
χ[n−2,2] 0 3 −1 1 −1
χ[n−3,3] 0 −3 −1 −1 0
Table 4: Values of the constituents of the permutation character
on the chosen conjugacy classes.
We define C1 := C(n−5,5), C2 := C(n−6,23), C3 := C(n−6,4,12), C4 := C(n−6,4,2), and
C5 := C(n−6,5,1). For i ∈ {1, 2, 3, 4, 5}, let ωi = |Ci|xi. The eigenvalue equations from
the irreducible characters χ[n], χ[n−1,1], χ[n−2,2], and χ[n−3,3] are given next.
ω1 + ω2 + ω3 + ω4 + ω5 =
(
n
3
)
− 1,
−ω1 − ω2 + ω3 − ω4 = −(n− 1),
3ω2 − ω3 + ω4 − ω5 = −
((
n
2
)
− n
)
,
−3ω2 − ω3 − ω4 = −
((
n
3
)
−
(
n
2
))
.
(10)
Let α =
(
n
3
)
−1 and let β, γ, and δ be respectively the degree of the irreducible characters
χ[n−1,1], χ[n−2,2], and χ[n−3,3]. A solution to (10) is in function of two parameters, t
and s, and is of the form
ω1(s, t) = −
2
3
t−
2
3
s+
1
3
α+
2
3
β +
γ
3
,
ω2(s, t) =
1
6
t−
1
3
s+
1
6
(α− β)−
γ
3
,
ω3(s, t) = −
1
2
t+
1
2
(α− β),
ω4(s, t) = s,
ω5(s, t) = t.
(11)
By Lemma 2.6, an eigenvalue of A corresponding to the irreducible character χ ∈ Irrn
is
ξχ(s, t) =
1
χ(id)
5∑
i=1
ωi(s, t)χ(Ci).(12)
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6.1. Irreducible characters on C1, C2, C3, C4, and C5. In this subsection, we give the
values of the irreducible characters of Sym(n) on the conjugacy classes C1, C2, C3, C4,
and C5. Contrary to the conjugacy classes in Section 5, the values of the irreducible
characters on the chosen conjugacy classes are in the set {0,±1,±2,±3}.
Lemma 6.1. If χ ∈ Irrn, then |χ(x)| ∈ {0, 1, 2, 3} for any x ∈ C1 ∪ C2 ∪ C3 ∪ C4 ∪C5.
The proof of Lemma 6.1 is similar to the proof of Lemma 5.1.
Proof. Let λ ⊢ n. By Lemma 3.6 and the Murnaghan-Nakayama rule, we have
|χλ(n−5,5)| ≤ max
µ⊢5
|χµ(5)| = 1,
|χλ(n−5,23)| ≤ max
µ⊢6
|χµ(23)| = 3,
|χλ(n−5,4,12)| ≤ max
µ⊢6
|χµ(4,12)| = 1,
|χλ(n−6,4,2)| ≤ max
µ⊢6
|χµ(4,2)| = 1,
|χλ(n−6,5,1)| ≤ max
µ⊢6
|χµ(5,1)| = 1.
This completes the proof. 
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6.2. Eigenvalues of small degree characters. In this subsection, we compute the
eigenvalues coming from irreducible characters of degree less than 3
(
n
3
)
.
By (12), Table 6 Appendix A, and Lemma 3.4, the eigenvalues of degree less than
3
(
n
3
)
are
ξχ[n] =
(
n
3
)
− 1,
ξχ[n−1,1] = ξχ[n−2,2] = ξχ[n−3,3] = −1,
ξχ[1n ] = (−1)
n
((
n
3
)
− 1− 2s− 2t
)
,
ξ
χ[n−2,1
2] =
1(
n−1
2
) (−t+ β + γ) ,
ξ
χ[3,1
n−3] =
(−1)n(
n−1
2
) (−t+ β + γ) ,
ξ
χ[n−3,1
3] =
1(
n−1
3
) (t− (β + γ)) ,
ξ
χ[4,1
n−4] =
(−1)n(
n−1
3
) (t− (β + γ)) ,
ξχ[n−3,2,1] =
3t
n(n− 2)(n− 4)
,
ξ
χ[3,2,1
n−5] =
(−1)n−13t
n(n− 2)(n− 4)
,
ξ
χ[2,1
n−2] = (−1)
n−1 +
2s
n− 1
,
ξ
χ[2
2 ,1n−4] = (−1)
n−1 +
(−1)n(
n
2
)
− n
(−2s+ 2t) ,
ξ
χ[2
3 ,1n−6] = (−1)
n−1 +
(−1)n2s(
n
3
)
−
(
n
2
) .
(13)
Let P be the polytope defined by the halfspaces

2x+ 2y <
(
n
3
)
,
x− y > 0,
β + γ −
(
n− 1
2
)
< x < β + γ +
(
n− 1
2
)
,
y > 0.
(14)
The first two equations determine two lines intersecting at a point I ∈
{
(x, y) ∈ R2 : x, y ≥ 0
}
.
The coordinate of this intersection point, I, is
(
1
4
(
n
3
)
, 14
(
n
3
))
. It is easy to check that
1
4
(
n
3
)
> β+γ−
(
n−1
2
)
. Hence, we conclude that the polytope P ⊂
{
(x, y) ∈ R2 : x, y > 0
}
is non-empty.
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We let the reader verify that all the eigenvalues corresponding to irreducible characters
of degree less than 3
(
n
3
)
(i.e., the eigenvalues in (13)) are in [−1,
(
n
3
)
− 1] for any weights
ωi(s, t), 1 ≤ i ≤ 5, and (t, s) ∈ P .
6.3. Eigenvalues of large degree characters. We prove that the irreducible charac-
ters of degree greater than 3
(
n
3
)
are strictly less than 1 in absolute value.
We first recall that by Lemma 6.1, the irreducible characters of Sym(n) that are not
zero on all conjugacy classes C1, C2, C3, C4, and C5 have character value in the set
{0,±1,±2,±3}. Then, we prove that the weights ωi(s, t) ≥ 0 for any i ∈ {1, 2, 3, 4, 5}
and (t, s) ∈ P . It is straightforward to see that ω4(s, t) and ω5(s, t) are non-negative
whenever s, t ≥ 0. Using the relations in (14), the other weights are also positive since
ω1(s, t) ≥
2
3
β +
1
3
γ −
1
3
> 0,
ω2(s, t) ≥
1
6
(
α− 3γ − 2β −
(
n− 1
2
))
> 0,
ω3(s, t) ≥
1
4
(α− 2β − 1) +
1
2
s > 0,
when n ≥ 16.
In conclusion, the weights in (11) are all positive for any (t, s) ∈ P .
Now, we are equipped with all the tools for the remaining part of the proof. If χ ∈ Irrn
of degree greater than 3
(
n
3
)
and (t, s) ∈ P , then by Lemma 6.1, we have
|ξχ(s, t)| ≤
1
χ(id)
5∑
i=1
|ωi(s, t)||χ(Ci)|
≤
1
χ(id)
5∑
i=1
3|wi(s, t)|
≤
3
3
(
n
3
) 5∑
i=1
ωi(s, t) =
(
n
3
)
− 1(
n
3
) < 1.
With the results in Subsection 6.2 and Subsection 6.3, we can conclude that all
eigenvalues of the weighted adjacency matrix A (defined in (9)) are in the interval
[−1,
(
n
3
)
− 1]. Moreover, the only irreducible characters of Sym(n) giving the eigenvalue
−1 are χ[n−1,1], χ[n−2,2], and χ[n−3,3]. This completes the proof for the case n even.
7. Further works
In this paper, we proved the first part of Conjecture 1.2, for t = 3. The case t = 2
was recently proved in [17]. We believe that the method used in [17] and the one used
in this paper will not work for the case t ≥ 4. This is mainly due to the fact that more
conjugacy classes of t-derangements that are not just long cycles will be used. As we saw
in the case of the conjugacy class with cycle type (n−6, 23), the values of the irreducible
characters on such conjugacy classes might be relatively small, in absolute value, but it
forces us to examine many eigenvalues that are not bounded by 1, in absolute value.
We end this paper by asking a few questions for future works.
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Question 7.1. Is there a profound reason behind why the conjugacy classes that we
chose to construct the weighted adjacency matrix work, or is it merely because they are
mostly long cycles?
Godsil and Meagher [12] used a rank argument on a matrix whose columns are charac-
teristic vectors of maximum cocliques to characterize the maximum 1-setwise intersecting
families of Sym(n). The first step in their proof is to show that the characteristic vectors
of every maximum coclique lie in the eigenspace U[n]⊕U[n−1,1], which is the eigenspace
induced by the permutation character for the natural action of Sym(n). Similar results
are also obtained in this paper for 3-setwise intersecting permutations and in [17] for
2-setwise intersecting permutations. We ask the following.
Question 7.2. Is it possible to characterize the maximum 2-setwise and 3-setwise in-
tersecting families of permutations of Sym(n) using the rank argument in [12]?
Another interesting direction is the EKR property for transitive subgroups of Sym(n);
i.e., transitive permutation groups of degree n. It follows easily from the “No-Homomorphism
Lemma” [2] that if H and G are transitive permutation groups of degree n such that
H ≤ G and H has the EKR property, then G has the EKR property.
Problem 7.3. Find the maximum k ∈ N so that the chain Sym(n) = G1 > G2 > . . . >
Gk of transitive subgroups of Sym(n) has the following properties
(1) no proper transitive subgroups of Gk has the EKR property, and
(2) Gi has the EKR property for any i ∈ {1, 2, . . . , k}.
An immediate consequence of Theorem 1.3 is that χ(Γn,3) =
(
n
3
)
. Indeed, one can
always assign distinct colors to the cosets of a setwise stabilizer of a 3-subset of [n].
There are
(
n
3
)
such cosets and each of them is a coclique. Thus, χ(Γn,3) ≤
(
n
3
)
. On
the other hand, Theorem 1.3 implies that χ(Γn,3) ≥
n!
α(Γn,3)
=
(
n
3
)
, for n ≥ 11. We
conjecture the following.
Conjecture 7.4. For any positive integers n and t such that n ≥ t, χ(Γn,t) =
(
n
t
)
.
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Appendix A. Character values
Representation Degree C(n−2,12) C(n−2,2) C(n) C(n−5,4,1) C(n−1,1)
χ[1
n] 1 (−1)n−1 (−1)n (−1)n−1 (−1)n−1 (−1)n
χ[2,1
n−2] n− 1 (−1)n−1 (−1)n−1 (−1)n 0 0
χ[2
2,1n−4]
(
n
2
)
− n (−1)n (−1)n 0 (−1)n (−1)n−1
χ[2
3,1n−6]
(
n
3
)
−
(
n
2
)
(−1)n (−1)n−1 0 0 0
χ[3,1
n−3]
(
n−1
2
)
0 0 (−1)n−1 0 0
χ[3,2,1
n−5] n(n−2)(n−4)
3 0 0 0 (−1)
n−1 0
χ[4,1
n−4]
(
n−1
3
)
0 0 (−1)n 0 0
χ[n−3,1
3]
(
n−1
3
)
0 0 −1 0 0
χ[n−3,2,1] n(n−2)(n−4)3 0 0 0 1 0
χ[n−3,3]
(
n
3
)
−
(
n
2
)
−1 −1 0 0 0
χ[n−2,1
2]
(
n−1
2
)
0 0 1 0 0
χ[n−2,2]
(
n
2
)
− n −1 1 0 −1 −1
χ[n−1,1] n− 1 1 −1 −1 0 0
χ[n] 1 1 1 1 1 1
Table 5: Character values of irreducible characters of degree less
than 5
(
n
3
)
.
Representation Degree C(n−6,23) C(n−6,5,1) C(n−6,4,2) C(n−6,4,12) C(n−5,5)
χ[1
n] 1 (−1)n (−1)n−1 (−1)n−1 (−1)n (−1)n
χ[2,1
n−2] n− 1 (−1)n−1 0 (−1)n (−1)n (−1)n−1
χ[2
2,1n−4]
(
n
2
)
− n 3(−1)n (−1)n (−1)n−1 (−1)n−1 0
χ[2
3,1n−6]
(
n
3
)
−
(
n
2
)
3(−1)n−1 0 (−1)n (−1)n−1 0
χ[3,1
n−3]
(
n−1
2
)
2(−1)n−1 0 0 0 (−1)n
χ[3,2,1
n−5] n(n−2)(n−4)
3 0 (−1)
n−1 0 0 0
χ[4,1
n−4]
(
n−1
3
)
2(−1)n 0 0 0 (−1)n−1
χ[n−3,1
3]
(
n−1
3
)
2 0 0 0 −1
χ[n−3,2,1] n(n−2)(n−4)3 0 1 0 0 0
χ[n−3,3]
(
n
3
)
−
(
n
2
)
−3 0 −1 −1 0
χ[n−2,1
2]
(
n−1
2
)
−2 0 0 0 1
χ[n−2,2]
(
n
2
)
− n 3 −1 1 −1 0
χ[n−1,1] n− 1 −1 0 −1 1 −1
χ[n] 1 1 1 1 1 1
Table 6: Character values of the irreducible characters of degree
less than 3
(
n
3
)
.
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