Abstract: Efficient retrieval by content of visual information requires that visual content descriptors and similarity models are combined with efficient index structures. This problem is particularly challenging in the case of retrieval by shape similarity. The paper discusses retrieval by shape similarity, using local features and effective indexing. Shapes are partitioned into tokens following curvature analysis and each token is modelled by a set of perceptually salient attributes. Two distinct distance functions are used to model token similarity and shape similarity. Shape indexing is obtained by arranging tokens into an M-tree index structure. Examples from a prototype system and computational experiences are reported for both retrieval accuracy and indexing efficiency.
Introduction
In recent years visual information retrieval has become a major research area owing to the ever increasing rate at which images are generated in many application fields. Visual information retrieval systems support retrieval by visual content by directly addressing image perceptual features such as colour [l-31, shape [4, 51, texture [6, 71 and spatial relationship [8, 91 . At archiving time, image processing and pattern recognition techniques are used to extract content descriptors from database images. At retrieval time, the user's query is expressed by means of visual examples which contain the visual features of the image the user is looking for. Image content descriptors are compared with the user's query and a similarity matching score is associated with each image. Retrieved images are displayed according to their similarity rank and can be used for new queries by feeding them back to the system, with a relevance score.
A major problem in visual information retrieval is combining useful representations and similarity models with index structures which provide efficient similarity matching in large databases. Colour, texture and shape are commonly represented as feature vectors, whose elements correspond to significant parameters that model visual attributes. Thus, visual attributes are regarded as points in a multidimensional feature space and close points are considered as representatives of similar features. The metric similarity model has been commonly employed to decide which images in the database are most similar to a given example [3] . Point access methods (PAMs) [lo, 111 are used as index structures. This combination is particularly ineffective in the case of retrieval by shape similarity. On the one hand, there is little knowledge about the way in which humans perceive shape similarity. There is however evidence that metric distances are not suited to model The authors are with the Dipartimento di Sistemi e Informatica, Universita di Firenze, via S. Marta 3, 50139 Firenze, Italy 356 similarity perception for shape [12] . On the other hand, shape descriptions which adequately represent shape perceptual appearance are usually complex and typically cannot be combined with effective indexing structures.
A number of solutions for shape representation have been proposed in the literature. Several systems have addressed the problem of modelling the correspondence between the system and the human similarity judgement, without considering the problem of effective shape indexing. Among them, the QVE system [ 131 which uses edge features, the photobook system [5, 141 and the system developed in [4] where shape similarity is computed by minimising a compound cost functional that accounts for the amount of deformation of the sketch and the degree of matching achieved between the deformed sketch and the database shape. In [15] the problem of shape similarity measure for object recognition is addressed.
Systems that employed the feature vector model and Euclidean distances have proposed different solutions [3, 16, 171 . Although they support effective indexing, none of them take into account the effectiveness of retrieval with respect to human similarity judgement. The use of global attributes shows limitations in modelling perceptual aspects of shapes and poor performance in the computation of similarity with partially occluded shapes. More effective solutions have employed local features, such as edges and corners of boundary segments. They are based on the partition of the shape boundary into perceptually significant tokens. This approach has been followed by Grosky and Mehrotra [ 181, Mehrotra and Gary [ 191, Rothwell et al. [20] .
We present retrieval by shape similarity for generic shapes using local features and effective indexing through metric trees. Each shape is partitioned into tokens in correspondence with its protrusions and each token is modelled according to a set of perceptually salient attributes. Token attributes are organised into an M-tree index.
To support retrieval based on perceptual shape similarity, two distinct distance functions are used to model token and shape similarity. Token similarity is measured according to a metric distance and directly embedded in the index tree organisation: shape similarity is measured according to a nonmetric distance defined as a combination of token distances.
Shape boundary segmentation
In our approach minima of the shape curvature are used to partition the shape into tokens. Partitioning of the curve along such points, determines tokens that correspond to protrusions of the curve. Protrusions can be used as signatures to identify the curve. The way in which different protrusions are arranged along the curve can be used to carry out a description of the curve.
A planar, continuous curve can be parameterised according to its arc-length t, and expressed as c(t) = {x(t), y(t)}, t E [0, 11. In this case, see [17] , the curvature y(t) of c(t) at the point {x(t), y(t)} can be expressed as where xt, yt and x t f , ytt are, respectively, the first and second derivatives of x and y with respect to t. Let P= {p,}:, be the set of minima of the curvature y(t). If curvature is continuous, between two consecutive minima pk , Pk+l there is always a maximum of y(t), namely m k .
A feature that significantly affects the perception of a shape is its width (narrow or wide tokens). Shape perception is also related to the way in which narrow and wide tokens are arranged along the shape. Horse shape partitioned in correspondence with minimu of e, ) } : =' =, As an example, Fig. 2 shows the shape of a horse, its tokens and their descriptions.
Shape similarity model
Two distinct measures of distance have been defined: a token distance and a shape distance. The token distance is used to provide a measure of the similarity between two tokens. The shape distance is obtained by combining token distances to derive a global measure of shape similarity.
Given two generic tokens zi and z j , their distance is computed according to eqn. 1
Curvature and orientation distances are combined in a convex form, through a parameter CI, to compute the token distance. By changing the CI value in the range [0, I] , the contribution of the curvature and the orientation can be weighted differently. Since the token distance fulfills the triangular inequality, the token space (mk, 0,) is a metric space.
Given two generic shapes A and B, let n and m be the number of tokens of shape A and B, respectively, with n < m (if this is not the case, A and B are exchanged). To measure the distance V between A and B, the best token correspondence function is computed. This is defined as
. , m } that minimises the distances between corresponding tokens, that is
This equation allows the computation of shape similarity even in the case of partial shape occlusions. It can be also proven that the shape distance function does not fulfill the triangular inequality.
Token curvature is not invariant to scale. This can be coped with by assuming that the shape is resized before computing its curvature. In particular, shape size is normalised so that the minimum between the height and width of the shape bounding rectangle equals 128. By computing the curvature on the normalised shape, invariance with respect to scaling is achieved. Token orientation is invariant with respect to the scale of the shape. Shape representation is not rotation invariant, since a rotation affects the orientation of each token. Actually, while rotation invariance can be mandatory in object recognition applications, it is not regarded as a severe requirement for contentbased retrieval, especially in the case of images reproducing objects with an intrinsic reference system (e.g. a painting or a photograph).
The extent to which shape rotation affects the shape distance measure can be estimated analytically. Given a generic shape So = { zo , . . . , z n } if we rotate it by an angle A0 we obtain the shape So = T o , . . . ,Z,. According to the rules of rigid planar motion, features of the rotated tokens zi are related to those of the original tokens t, , through the following formula: If we assume that the permutation function between the original shape and its rotated version equals the identity function (p(i) = i), the distance between the two shapes, according to eqns. 1 and 2, is
In Fig. 3 a sample case is shown to illustrate how shape rotation affects the distance measure. In this case, distances are computed between a reference shape and rotated versions of the same shape. For each rotated shape the distance d(.) with respect to the original shape and the deviation t with respect to the estimated distance are shown. It can be seen that distance measure conforms to the model of eqn. 3 . The error between the estimated and actual values of distance increases for increasing rotation values. This is due to the fact that when A0 increases, the hypothesis that p ( i ) = i is not valid anymore and the estimated distance of eqn. 3 approximates the real distance by excess.
Shape indexing
Metric access methods [21-231, aim to handle cases in which the relevant information of indexed objects is related only to relative distances between objects rather than to their absolute positions in a multidimensional space. Metric trees have the capabilities to index objects using features and distance functions that do not fit into a vector space, therefore the only requirement for these methods is that the distance measure must be a metric function (that is, the triangle inequality must be verified). Thus, a metric tree separates objects that are far apart a n 4 at the same time, groups objects that are close to each other.
Since a generic token is modelled as a point in the feature space of curvature and orientation, a generic shape is represented as a set of points in this space. Shape tokens are stored in an M-tree [23] index structure. This is a balanced paged metric tree that has been explicitly 358 designed to act as a dynamic access method. In its implementation, the distances computed during the building phase are stored in the tree and used in the search phase, thus reducing the CPU cost. Each entry in a tree node has the following format:
ptr(T(zi>)> ?(Ti), d(z,, P(zi))l
where zi are the feature values of the indexed token (if the node is a leaf node) while if the node is an internal node, the feature values are replaced with the identifier of the indexed token: ptr (T(z,) ) is a pointer to the root of the subtree T(zi), which is composed of elements zj such that the distance from zi is less than the covering radius y ( z i ) > 0
d(zi, zj) 5 r(zJ V zj in T(zi)
The term d (zi, P(z,) ) represents the distance between the node entry and its parent token P(zi). Leaf nodes do not require a covering radius and the field ptr(.) is replaced with the identifier of the image of the token. Distance d is a metric distance and is computed according to eqn. 1. Given a query token zq and a range r, a range query selects all the database tokens zi such that
d ( q , zq) I r"
Distances d (zi, P(zi) ) and r(zi) are precomputed and stored in the M-tree nodes, so that the number of accessed nodes and the number of distance computations are reduced at search time.
According to the M-tree definition and the triangle inequality applied to the distance function d(.), distances r(zi) and d (zi, P(z,) ) are used to prune a subtree from a search path, according to the following statements: 
Experimental results
The shape description and indexing techniques have been included in a system which provides effective and efficient image retrieval by shape similarity. This Section comprises a series of retrieval examples taken from a database containing 1637 shapes extracted from some 20th century paintings. At archiving time, shapes of relevant image objects are manually outlined. Each shape is resized so that the minimum between the height and width of its bounding rectangle equals 128. Then the shape is sampled at 100 equally spaced points. Descriptions are automatically extracted and organised into the M-tree index structure, according to the procedure discussed in Section 4.
I Retrieval examples
Retrieval examples are reported in Figs. 4 and 5. The user can trigger the degree of selectiveness (the trust factor) of the indexing process (in the range [0, 1001). A high value of this parameter reduces the radius of a range query and results in a more severe match. The retrieved images are presented, in decreasing order of similarity, on the right side of the interface and the yellow box, drawn on a retrieved image, highlights the bounding box of the matched shape. Fig. 4 shows a sketch representing a bust and the output of the indexing process. The output comprises all shapes of busts which exhibit similar characterising elements. If two different shapes in the same image match the query shape, the image appears twice in the result set (fifth-and sixthranked images). In Fig. 5 the user-drawn sketch of a bottle rotated of about 30" with respect to the vertical axis is shown. The system is not sensitive to slight differences among bottle bodies, which can be produced for instance, by artifacts in the neck or in the body of the bottle, and can cope with the rotation.
Performance analysis
System performance has been analysed in terms of retrieval accuracy and indexing efficiency. . Only ranks from one to six are shown representing the agreement on the most similar bottles. TOKEN reveals an average agreement of 80% for all three shapes, which shows itself to be better than QBIC (66%) and QVE (56%). It is also close to ETM (88%) (though this method does not support indexing). All four solutions show a minimum of the average agreement function, for the sketch T3. This is due to the fact that few elongate bottles were in the test set, which are ranked in the highest positions. With respect to QBIC and QVE, TOKEN shows the highest values for the absolute minimum and maximum of the agreement function S(.) for all tested cases.
I Retrieval accuracy:

Shape indexing efficiency:
The index performance is measured in reference to the real image data set, which includes the 1637 shapes extracted from paintings (about 15000 tokens). We compared the M-tree, R*-tree [lo] , and SS-tree [24] with respect to I/O and CPU requirements in average searching. Experiments are considered with different node sizes (i.e. the number of node entries). This permits one to evaluate performance changes with the maximum number of entries in internal or leaf nodes and the extent to which a different block size in secondary memory affects system response. The M-tree is tested under two node-split policies: mM-Rad (minimum of maximum of radii), and MLB-Dist (maximum lower bound on distance) that differ in the way in which a node entry is promoted when an overflow occurs. Both these policies are implemented in a nonconjirmed manner. This means that, differently from a confirmed policy, when an overflow occurs the parent object is not necessarily confirmed in its role. The following Figures compare the two different implementations of the M-tree (M-tree with mM-Rad and M-tree with MLB-Dist split policy) against R*-tree and SStree. 
Fig. 8
Graphics report agreement of the system in ranking shapes in accordance with human perception of similarity
Comparative results for retrieval eJectiveness ,for TOKEN-based shape description, QBIC, QVE, and ETM
In Fig. 9 the plots shown indicate the index structure growth (in terms of number of nodes Fig. 9a and height Fig. 9b) , as a function of the node size. The largest tree is the M-tree with the mM-Rad split policy while the smallest one is the SS-tree.
Average searching is tested for a set of range queries. Range queries are performed using tokens randomly selected from the real data set. The mM-Rad split policy produces larger trees than those generated by MLB-Dist but presents the best performance. If response time is the most important requirement, the mM-Rad policy is to be preferred since both the number of distance computations and blocks read are kept low. Finally, the percentage of nodes effectively analysed during the indexing process for the M-tree has been compared with a linear scan of the shape database. From 85 to 90% of blocks read in the secondary memory for a range query are saved in the average.
Conclusions and future work
A system for shape indexing and retrieval has been presented. The system features a shape similarity measure conforming to the human perception of shape similarity and the organisation of shape descriptors into an efficient index structure. Shape curvature analysis is exploited to devise a tokenbased representation of shapes. Each token of the shape is described with its curvature and orientation, thus retaining both the information related to the token's appearance and to their spatial arrangement along the shape boundary. Two distance measures are defined to bridge the gap between the distances necessary to model human perceptual similarity and those necessary to organise data points into an efficient index structure. These two distance measures are used to model token similarity (according to a metric distance which is combined with the index structure) and shape similarity (according to a nonmetric combination of token distance). Effective indexing is obtained by combining the token-based representation with an M-tree index structure. 362 Experimental results have been presented to show the performance of the system both in terms of retrieval effectiveness and indexing efficiency. Tests and comparisons evidence that the use of the M-tree index structure permits to outperform traditional indexing based on the R *-tree and SS-tree structures for shape retrieval.
Future work will investigate the possibility to use a multiresolution shape representation scheme so as to efficiently cope with noise and the development of descriptors invariant to affine transforms. Moreover, we will investigate the possibility to combine shape and colour representation within a unified descriptor. 
