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Abstract
In this paper, the determinants of n×n matrices over commutative finite chain
rings and over commutative finite principal ideal rings are studied. The number
of n×n matrices over a commutative finite chain ring R of a fixed determinant
a is determined for all a ∈ R and positive integers n. Using the fact that every
commutative finite principal ideal ring is a product of commutative finite chain
rings, the number of n× n matrices of a fixed determinant over a commutative
finite principal ideal ring is shown to be multiplicative, and hence, it can be
determined. These results generalize the case of matrices over the ring of integers
modulo m.
Keywords: determinants, matrices, commutative finite chain rings,
commuticative finite principal ideal rings
2010 MSC: 11C20, 15B33, 13F10
1. Introduction
Determinants are known for their applications in matrix theory and linear
algebra, e.g., determining the area of a triangle via Heron’s formula in [8], solv-
ing linear systems using Cramer’s rule in [3], and determining the singularity of
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a matrix. Therefore, properties of matrices and determinants of matrices have
been extensively studied (see [3], [12], and references therein). Especially, ma-
trices over finite fields are interesting due to their rich algebraic structures and
various applications. Singularity of such matrices is useful in applications. For
example, nonsingular matrices over finite fields are good choices for construct-
ing good linear codes in [1]. The number of n× n singular (resp., nonsingular)
matrices over a finite field Fq was studied in [13]. As a generalization of the
prime field Zp, the determinants of matrices over the ring Zm of integers mod-
ulo m were studied in [2] and [11]. The number of n× n matrices over Zm of a
fixed determinant has been first studied in [2] . In [11], a different and simpler
technique was applied to determine the number of such matrices over Zm.
Communicative finite principal ideal rings (CFPIRs), a generalization of the
ring of integers modulo m, are interesting since they have applications in many
branches of mathematics and links to other objects. Cyclic codes of length n
over the finite field Fq are identified with the ideals in the principal ideal ring
Fq[x]/〈xn − 1〉 (see [10]). The ring of n × n circulant matrices over fields is a
principal ideal ring (see [9]). Some nonsingular matrices over a CFPIR have
been applied in constructing good matrix product codes in [4]. Therefore, the
determinants of matrices over CFPIRs are interesting.
To the best of our knowledge, the enumeration of n× n matrices of a fixed
determinant over CFPIRs has not been completed. It is therefore of natural
interest to determine the number dn(R, r) of n × n matrices of determinant r
over a CFPIR R. Note that every CFPIR R is a product of commutative finite
chain rings (CFCRs). This property allows us to separate the study into two
steps: 1) determine the number dn(R, a) of n × n matrices over a CFCR R
whose determinant is a for all n ∈ N and a ∈ R, and 2) show that the number
dn(R, r) is multiplicative among the isomorphic components of r. The number
dn(R, r) is therefore follows.
The paper is organized as follows. In Section 2, some definitions and prop-
erties of rings and matrices are recalled. In Section 3, the number dn(R, a) of
n×n matrices over a CFCR R having determinant a is determined for all a ∈ R
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and n ∈ N. In Section 4, using the fact that every CFPIR is isomorphic to
a product of CFCRs and results in Section 3, the number dn(R, r) of n × n
matrices over a CFPIR R having determinant r is determined for all r ∈ R and
n ∈ N.
2. Preliminaries
In this section, definitions and some properties of rings and matrices are
recalled.
A ring R with identity 1 6= 0 is called a commutative finite principal ideal
ring (CFPIR) ifR is finite commutative and every ideal of R is principal. A ring
R is called a commutative finite chain ring (CFCR) if it is finite commutative
and its ideals are linearly ordered by inclusion. The properties of CFPIRs and
CFCRs can be found in [5], [6], and [7]. For completeness, some properties used
in this paper are recalled as follows.
From the definition of a CFCR, it is not difficult to see that every ideal in a
CFCR R is principal and R has a unique maximal ideal. Let γ be a generator
of the maximal ideal of R. Then the ideals in R are of the form
R ) γR ) γ2R ) · · · ) γe−1R ) γeR = {0}.
The smallest positive integer e such that γe = 0 (or equivalently, γeR = {0})
is called the nilpotency index of R. Since γR is maximal in R, the quotient
ring R/γR is a finite field and it is called the residue field of R. Both the
characteristic and the cardinality of a CFCR are powers of the characteristic
of its residue field. Denote by U(R) the set of units in R. Then we have the
following properties.
Lemma 2.1 ([6] and [7]). Let R be a CFCR of nilpotency index e and let γ be
a generator of the maximal ideal of R. Let V ⊆ R be a set of representatives
for the equivalence classes of R under congruence modulo γ. Assume that the
residue field R/〈γ〉 is Fq for some prime power q. Then the following statements
hold.
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1) For each r ∈ R, there exist unique a0, a1, . . . ae−1 ∈ V such that
r = a0 + a1γ + · · ·+ ae−1γ
e−1.
2) |V | = q.
3) |γjR| = qe−j for all 0 ≤ j ≤ e.
4) U(R) = {a+ γb | a ∈ V \ {0} and b ∈ R}.
5) |U(R)| = (q − 1)qe−1.
6) For each 0 ≤ i ≤ e, R/γiR is a CFCR of nilpotency index i and residue field
Fq.
Proposition 2.2 ([5]). Every CFPIR is a direct product of CFCRs.
Given a commutative ring R and a positive integer n, let Mn(R) denote the
set of n× n matrices over the ring R. Denote by GLn(R) the set of invertible
matrices in Mn(R). Equivalently, A ∈ GLn(R) if and only if det(A) is a unit
in R.
Denote by Dn(R, a) the set of n × n matrices over R whose determinant
is a and let dn(R, a) = |Dn(R, a)|. The number dn(Fq, 0) was studied in [13]
and extended to cover the number dn(Zm, a) for all a ∈ Zm and for all positive
integers n in [2] and [11]. In this paper, we focus on dn(R, a) in the case where
R is CFCRs and CFPIRs which generalizes the results over Zm in [2] and [11].
3. Determinants of Matrices over Finite Chain Rings
In this section, we focus on the number dn(R, a) of n × n matrices over a
CFCR R.
Let R be a CFCR of nilpotency index e and residue field Fq and let γ be a
generator of the maximal ideal of R. For each a ∈ R, by Lemma 2.1, it is not
difficult to see that a = γsb for some 0 ≤ s ≤ e and unit b ∈ U(R). Precisely,
a = 0 if s = e, a is a unit if s = 0, and a = γsb is a zero-divisor if 1 ≤ s ≤ e− 1.
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For each a ∈ R and n ∈ N, the formula of dn(R, a) can be determined using
the above three types of elements in R summarized in the following diagram.
a ∈ R
a = γsb, 0 ≤ s ≤ e
and b ∈ U(R)
a = γsb, 0 ≤ s < e a = 0
dn(R, a) = dn(R, γ
s)
a = 1 a = γs dn(R, 0)
dn(R, 1) dn(R, γ
s)
dn(R, a)
Lemma 2.1
0 ≤ s < e s = e
Theorem 3.1
e = 0 1 ≤ s < e
Theorem 3.8
Theorem 3.5 Theorem 3.11
Figure 1: Steps in computing dn(R, a) over a CFCR R
To simplify the computation, we give a relation between the number dn(R, γ
s)
and dn(R, γ
sb) for all units b ∈ U(R) and integers 0 ≤ s ≤ e.
Theorem 3.1. Let R be a CFCR of nilpotency index e and residue field Fq. If
the maximal ideal of R is generated by γ and 0 ≤ s ≤ e, then
dn(R, γ
s) = dn(R, bγ
s)
for all units b in U(R).
Proof. Let b be a unit in U(R) and let 0 ≤ s ≤ e be an integer. If s = e, then
γs = 0 = γsb, and hence, we have dn(R, γ
s) = dn(R, 0) = dn(R, bγ
s).
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For each 0 ≤ s < e, let α : Dn(R, γs)→ Dn(R, bγs) be a map defined by
α(A) = diag(b, 1, . . . , 1)A
for all A ∈ Dn(R, γs). Note that, for each A ∈ Dn(R, γs), det(A) = γs if and
only if det(diag(b, 1, . . . , 1)A) = bγs. It follows that α is well-defined. Since
b is a unit, the matrix diag(b, 1, . . . , 1) is invertible which implies that α is a
bijection. Therefore, we have
dn(R, γ
s) = |Dn(R, γ
s)| = |Dn(R, bγ
s)| = dn(R, bγ
s)
as desired.
In the case where s = 0, we have the following corollary.
Corollary 3.2. Let R be a CFCR and let n be a positive integer. Then
dn(R, a) = dn(R, 1)
for all units a ∈ U(R).
Next, the number dn(R, a) is determined in three cases depending on the
types of a, i.e., 1) a is a unit, 2) a is a zero-divisor, and 3) a = 0.
3.1. The Number dn(R, a): a is a Unit in R
In this subsection, we focus on dn(R, a) in the case where a is a unit in U(R).
By Corollary 3.2, it is suffices to determine only dn(R, 1).
First, the cardinality of GLn(Fq) which is key to determine the number
dn(R, 1) is recalled.
Lemma 3.3 ([13]). Let q be a prime power and let n be a positive integer. Then
|GLn(Fq)| = q
n2
n∏
i=1
(1− q−i).
Next, the cardinality of GLn(R) is determined.
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Lemma 3.4. Let R be a CFCR of nilpotency index e and residue field Fq and
let n be a positive integer. Then
|GLn(R)| = q
en2
n∏
i=1
(1− q−i).
Proof. In the case where e = 1, we have R = Fq and
|GLn(R)| = |GLn(Fq)| = q
n2
n∏
i=1
(1− q−i)
by Lemma 3.3.
Assume that e ≥ 2. Let γ be a generator of the maximal ideal of R and let
β :Mn(R)→Mn(R/γ
e−1R) be a ring homomorphism defined by
β(A) = A,
where [aij ] := [aij + γ
e−1R] for all [aij ] ∈Mn(R).
Then A ∈ ker(β) if and only if the entries of A are in γe−1R. By Lemma 2.1,
| ker(β)| = |γe−1R|n
2
= qn
2
. By the 1st Isomorphism Theorem for rings, we
have
|Mn(R)| = | ker(β)||Mn(R/γ
e−1R)|
= qn
2
|Mn(R/γ
e−1R)|.
For each B ∈ Mn(R/γe−1R), we have β−1(B) = {A + ker(β)}, where A ∈
Mn(R) is such that β(A) = B. Note that A ∈Mn(R) is invertible if and only if
β(A) is a unit in Mn(R/γ
e−1R). It follows that, for each B ∈ GLn(R/γe−1R),
we have
β−1(B) ⊆ GLn(R) and |β
−1(B)| = | ker(β)|.
Hence,
|GLn(R)| = | ker(β)||GLn(R/γ
e−1R)|
= qn
2
|GLn(R/γ
e−1R)|.
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Continue this process, it can be concluded that
|GLn(R)| = q
n2 |GLn(R/γ
e−1R)|
= qn
2
qn
2
|GLn(R/γ
e−2R)|
...
= q(e−1)n
2
|GLn(R/γR)|
= q(e−1)n
2
|GLn(Fq)|.
By Lemma 3.3, we have
GLn(Fq)| = q
n2
n∏
i=1
(1− q−i),
and hence,
|GLn(R)| = q
(e−1)n2 |GLn(Fq)| = q
en2
n∏
i=1
(1 − q−i)
as desired.
The number of n×n matrices of determinant 1 over a CFCR R is now ready
to determine in the next theorem.
Theorem 3.5. Let R be a CFCR of nilpotency index e and residue field Fq and
let n be a positive integer. Then
dn(R, 1) = q
e(n2−1)
n∏
i=2
(1 − q−i).
Proof. From the definition of GLn(R), it follows that GLn(R) is the disjoint
union of Dn(R, a) for all units a ∈ U(R). Precisely,
GLn(R) =
⋃
a∈U(R)
Dn(R, a)
and Dn(R, a) ∩Dn(R, b) = ∅ for all a 6= b in U(R).
By Corollary 3.2, dn(R, 1) = dn(R, a) = |Dn(R, a)| is independent of a for
all units a ∈ U(R). Hence,
|GLn(R)| =
∑
a∈U(R)
|Dn(R, a)|
= |U(R)|dn(R, 1).
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Therefore, by Lemma 2.1 and Lemma 3.4, it can be concluded that
dn(R, 1) =
|GLn(R)|
|U(R)|
=
qen
2
n∏
i=1
(1− q−i)
(q − 1)qe−1
= qe(n
2−1)
n∏
i=2
(1− q−i)
as desired.
From Corollary 3.2 and Theorem 3.5, the next corollary follows immediately.
Corollary 3.6. Let R be a CFCR of nilpotency index e and residue field Fq
and let n be a positive integer. Then
dn(R, a) = dn(R, 1) = q
e(n2−1)
n∏
i=2
(1− q−i)
for all units a in R.
3.2. The Number dn(R, 0)
In this subsection, we focus the number dn(R, 0). Moreover, this number is
key to determine dn(R, a) in the case where a is a zero divisor in Subsection 3.3.
First, we determine a relation among dn(R, 0), dn−1(R, 0), and dn(R/γ
e−1R, 0+
γe−1R). This relation plays an important role in determining the number
dn(R, 0) in Theorem 3.8.
Lemma 3.7. Let R be a CFCR of nilpotency index e and residue field Fq and
let n be a positive integer. If γ is a generator of the maximal ideal of R, then
dn(R, 0) =
(
qen − q(e−1)n
)
qe(n−1)dn−1(R, 0) + q
(n−1)ndn(R/γ
e−1R, 0 + γe−1R).
Proof. Let D′n(R, 0) and D
′′
n(R, 0) be sets defined to be
D′n(R, 0) = {[aij ] ∈ Dn(R, 0) | ∃i ∈ {1, 2, . . . , n} such that ai1 ∈ U(R)}
and
D′′n(R, 0) = {[aij ] ∈ Dn(R, 0) | ai1 /∈ U(R) for all i ∈ {1, 2, . . . , n}}.
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Clearly, Dn(R, 0) = D
′
n(R, 0)∪D
′′
n(R, 0) is a disjoint union. It therefore remains
to show that
|D′n(R, 0)| =
(
qen − q(e−1)n
)
qe(n−1)dn−1(R, 0)
and
|D′′n(R, 0)| = q
(n−1)ndn(R/γ
e−1R, 0 + γe−1R).
Let ρ : D′n(R, 0)→ D
′
n(R, 0) be defined by
A→ E,
where E is obtained from A by applying a sequence of elementary row operations
such that E11 = 1 and Ei1 = 0 for all 2 ≤ i ≤ n. It is not difficult to verify that
ρ is a (qen − q(e−1)n)-to-one function.
Let ν : ρ(D′n(R, 0))→ Dn−1(R, 0) be defined by
A 7→ B,
where B is obtained by removing the first column and the first row of A. Then
ν is a surjective qe(n−1)-to-one function.
Note that, for each A ∈ D′n(R, 0), we have det(A) = 0 if and only if
det(ρ(A)) = 0, or equivalently, det(ν(ρ(A))) = 0. It follows that ν ◦ ρ is
a
(
qen − q(e−1)n
)
qe(n−1)-to-one function from D′n(R, 0) onto Dn−1(R, 0), and
hence,
|D′n(R, 0)| =
(
qen − q(e−1)n
)
qe(n−1)dn−1(R, 0).
Next, we determine the cardinality of D′′n(R, 0). Observe that, for each
[aij ] ∈ D′′n(R, 0), we have ai1 ∈ γR for all 1 ≤ i ≤ n. By Lemma 2.1, for each
1 ≤ i ≤ n, we have ai1 = γbi for some bi ∈
e−2∑
j=0
γjV and V is defined in Lemma
2.1. Let ψ : D′′n(R, 0)→Mn(R) be defined by
[aij ] 7→ [bij ],
where
bij =


bi if j = 1
aij if j 6= 1.
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Clearly, ψ is an injective map.
Let β :Mn(R)→Mn(R/γe−1R) be a surjective ring homomorphism defined
as in Lemma 3.3 by
β(B) = B,
where [bij ] := [bij + γ
e−1R] for all [bij ] ∈Mn(R).
For each A ∈ D′′n(R, 0), we have det(A) = γ det(ψ(A)). Hence, det(A) = 0
if and only if det(ψ(A)) ∈ γe−1R, or equivalently,
det(β(ψ(A))) = det(ψ(A)) + γe−1R = 0 + γe−1R.
It follows that β ◦ ψ is a surjective map, and hence,
β(ψ(D′′n(R, 0))) = Dn(R/γ
e−1R, 0 + γe−1R).
Observe that, for each C ∈ Dn(R/γe−1R, 0+ γe−1R), there are exactly q(n−1)n
matrices in ψ(D′′n(R, 0)) whose images under β are C. Since ψ is injective, it
follows that |D′′n(R, 0)| = q
(n−1)ndn(R/γ
e−1R, 0 + γe−1R).
The number of n × n matrices of determinant 0 over R can be determined
as follows.
Theorem 3.8. Let R be a CFCR of nilpotency index e and residue field Fq and
let n be a positive integer. Then
dn(R, 0) = q
en2
(
1−
n−1∏
i=0
(1− q−e−i)
)
. (3.1)
Proof. We prove the statement by induction on e and n. If e = 1, then R = Fq
and (3.1) holds by Lemma 3.4. If n = 1, then dn(R, 0) = 1 which coincides with
(3.1).
Assume that (3.1) holds for all k ∈ {1, 2, . . . , n−1} and f ∈ {1, 2, . . . , e−1}.
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Then
dk(R, 0) =
(
qfk − q(f−1)k
)
qf(k−1)dk−1(R, 0) + q
(k−1)kdk(R/γ
f−1R, 0 + γf−1R)
by Lemma 3.7,
=
(
qfk − q(f−1)k
)
qf(k−1)qf(k−1)
2
(
1−
k−2∏
i=0
(1− q−f−i)
)
+ q(k−1)kq(f−1)k
2
(
1−
k−1∏
i=0
(1− q−f+1−i)
)
by the induction hypothesis,
= qfk
2
−
(
qfk
2
− q(f−1)k
2+(k−1)2+(k−1)
) k−2∏
i=0
(1− q−f−i)
− q(k−1)k+(f−1)k
2
k−1∏
i=0
(1− q−f+1−i)
= qfk
2
− qfk
2
k−2∏
i=0
(1 − qf−i)
+ q(f−1)(k−1)
2+2(f−1)(k−1)+(k−1)2+(k−1)
k−2∏
i=0
(1− q−f−i)
= qfk
2
− qfk
2
(1− q−f−k+1)
k−2∏
i=0
(1− q−f−i)
= qfk
2
− qfk
2
k−1∏
i=0
(1 − q−f−i)
= qfk
2
(
1−
k−1∏
i=0
(1− q−f−i)
)
.
Therefore, the result follows.
3.3. The Number dn(R, a): a is a Zero-Divisor in R
In this subsection, we focus on dn(R, a) in the case where a is a zero-divisor.
In this case, a = γsb for some 1 ≤ s < e and b ∈ U(R). From Theorem 3.1, it
suffices to determine only the number dn(R, γ
s) for all 1 ≤ s < e.
The following preliminary results are key to determine the number dn(R, γ
s).
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Lemma 3.9. Let R be a CFCR of nilpotency index e ≥ 3 and residue field Fq
and let n be a positive integer. If γ is a generator of the maximal ideal of R,
then
dn(R, γ
s) = q(n
2−1)dn(R/γ
e−1R, γs + γe−1R)
for all 1 ≤ s < e− 1.
Proof. Let 1 ≤ s < e− 1 be an integer and let β :Mn(R) →Mn(R/γe−1R) be
a ring homomorphism defined as in Lemma 3.3 by
β(A) = A,
where [aij ] := [aij + γ
e−1R] for all [aij ] ∈ Mn(R). Note that, for each A ∈
Mn(R), det(β(A)) = γ
s + γe−1R if and only if det(A) = γs + γe−1b for some
b ∈ V , where V is defined in Lemma 2.1. Since 1 ≤ e− s− 1 < e− 1, it follows
that 1 + γe−s−1b is a unit in U(R). Hence,
|{A ∈Mn(R) | det(A) = γ
s + γe−1b}|
= |{A ∈Mn(R) | det(A) = γ
s(1 + γe−s−1b)}|
= |{A ∈Mn(R) | det(A) = γ
s}|
= dn(R, γ
s).
Equivalently,
|{A ∈Mn(R) | det(β(A)) = γ
s + γe−1R}| = |V |dn(R, γ
s) = qdn(R, γ
s). (3.2)
As in the proof of Lemma 3.3, we have | ker(β)| = qn
2
. Hence,
|{A ∈Mn(R) |det(β(A)) = γ
s + γe−1R}|
= qn
2
|{B ∈Mn(R/γ
e−1R) | det(B) = γs + γe−1R}|
= qn
2
dn(R/γ
e−1R, γs + γe−1R). (3.3)
Combining (3.2) and (3.3), it can be concluded that
qdn(R, γ
s) = qn
2
dn(R/γ
e−1R, γs + γe−1R).
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Therefore,
dn(R, γ
s) = q(n
2−1)dn(R/γ
e−1R, γs + γe−1R)
as desired.
Applying Lemma 3.9 recursively, the next corollary follows.
Corollary 3.10. Let R be a CFCR of nilpotency index e+ f and residue field
Fq, where 2 ≤ e and 1 ≤ f are integers. If the maximal ideal of R is generated
by γ, then
dn(R, γ
s) = qf(n
2−1)dn(R/γ
eR, γs + γeR)
for all 1 ≤ s < e.
Now, we are ready to determined the number dn(R, γ
s) of n × n matrices
over a CFCR R whose determinant is γs.
Theorem 3.11. Let R be a CFCR of nilpotency index e and residue field Fq
and let n be a positive integer. If the maximal ideal of R is generated by γ, then
dn(R, γ
s) =
qn − 1
q − 1
qen
2−n−e+1
n−1∏
i=1
(1− q−s−i)
for all integers 1 ≤ s < e.
Proof. Let 1 ≤ s < e be an integer and let µ : Mn(R/γs+1R) → Mn(R/γsR)
be a ring homomorphism defined by
µ(A) = A,
where [aij + γs+1R] := [aij +γ
sR] for all [aij +γ
s+1R] ∈Mn(R/γs+1R). Then,
for each A ∈Mn(R/γ
s+1R), det(µ(A)) = 0+ γsR if and only if det(A) = γsb+
γs+1R for some b ∈ V , where V is defined in Lemma 2.1. Since | ker(µ)| = qn
2
,
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we have
qn
2
dn(R/γ
sR, 0 + γsR) = | ker(µ)|dn(R/γ
sR, 0 + γsR)
= |Mn(R/γ
s+1R)|
= dn(R/γ
s+1R, 0 + γs+1R)
+
∑
b∈V \{0}
dn(R/γ
s+1R, γsb+ γs+1R)
= dn(R/γ
s+1R, 0 + γs+1R)
+ (q − 1)dn(R/γ
s+1R, γs + γs+1R)
by Theorem 3.1. Hence, we have
dn(R/γ
s+1R, γs + γs+1R)
=
1
q − 1
(
qn
2
dn(R/γ
sR, 0 + γsR)− dn(R/γ
s+1R, 0 + γs+1R)
)
.
(3.4)
By Corollary 3.10, we have
dn(R, γ
s) = dn(R/γ
e+1+(s−e−1)R, γs + γe+1+(s−e−1)R)
= q(e−s−1)(n
2−1)dn(R/γ
s+1R, γs + γs+1R). (3.5)
Combining (3.4) and (3.5), it follows that
dn(R, γ
s) =
q(e−s−1)(n
2−1)
q − 1
(
qn
2
dn(R/γ
sR, 0 + γsR)
− dn(R/γ
s+1R, 0 + γs+1R)
)
.
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Applying Theorem 3.8, we have
dn(R, γ
s) =
q(e−s−1)(n
2−1)
q − 1
(
qn
2
qsn
2
(
1−
n−1∏
i=0
(1− q−s−i)
)
−q(s+1)n
2
(
1−
n−1∏
i=0
(1− q−s−1−i)
))
=
qn
2e−e+s+1
q − 1
(
−
n−1∏
i=0
(1− q−s−i) +
n−1∏
i=0
(1− q−s−1−i)
)
=
qn
2e−e+s+1
q − 1
n−1∏
i=1
(1− q−s−i)
(
(1 − q−s−n)− (1− q−s)
)
=
qn
2e−e+1
q − 1
(1− q−n)
n−1∏
i=1
(1 − q−s−i)
=
qn − 1
q − 1
qen
2−n−e+1
n−1∏
i=1
(1− q−s−i)
as desired.
4. Determinants of Matrices over Finite Principal Ideal Rings
In this section, we focus on a more general case. The number of n × n
matrices of a fixed determinant over CFPIRs is determined.
Let R be a CFPIR. With out loss of generality, by Proposition 2.2, it can be
assume that R = R1 × R2 × · · · × Rm for some positive integer m, where Ri is
a CFCR for all 1 ≤ i ≤ m. For each 1 ≤ i ≤ m, let φi : R → Ri be a projection
map defined by
φi((r1, r2, . . . , rm)) = ri.
Note that φi is a surjective ring homomorphism for all 1 ≤ i ≤ m.
The number of n× n matrices of a fixed determinant over R can be deter-
mined as follows.
Theorem 4.1. Let R = R1 × R2 × Rm be a CFPIR where R1, R2, . . . , Rm be
CFCRs and let n be a positive integer. Let r ∈ R and let φi’s be defined as
above. Then
dn(R, r) = dn(R1, φ1(r))dn(R2, φ2(r)), . . . , dn(Rm, φm(r)).
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Proof. It is sufficient to prove only the case R = R1 × R2. The rest can be
obtained by induction on m.
From the definition of dn(R, r), we show that
|Dn(R, r)| = |Dn(R1, φ1(r))||Dn(R2, φ2(r))|.
Let Φ :Mn(R)→Mn(R1)×Mn(R2) be a ring isomorphism defined by
[aij ] 7→ ([φ1(aij)], [φ2(aij)]).
Since Φ is injective, it suffices to show that the isomorphism Φ maps Dn(R, r)
onto Dn(R1, φ1(r)) ×Dn(R2, φ2(r)). Since r = (φ1(r), φ2(r)), we have
Φ(Dn(R, r)) ⊆ Dn(R1, φ1(r)) ×Dn(R2, φ2(r)).
Let (B1, B2) ∈ Dn(R1, φ1(r))×Dn(R2, φ2(r)). Since Φ is surjective, there exists
B ∈ Mn(R) such that Φ(B) = (B1, B2) and det(B1) = φ1(r) and det(B2) =
φ2(r). As r = (φ1(r), φ2(r)), it follows that det(B) = r, and hence, A ∈
Dn(R, r). Therefore, |Dn(R, r)| = |Dn(R1, φ1(r))||Dn(R2, φ2(r))| as desired.
5. Conclusion Remarks
Determinants of matrices over CFCRs (resp., CFPIRs) R are studied. For a
given positive integer n and a ∈ R, the number of n×n matrices of determinant
a over R is determined. These generalize the results on the determinants of
matrices over Zm in [11]. This counting problem over commutative finite local
rings or over arbitrary commutative finite rings would be also interesting.
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