Abstract-We present a closed-form, physically based solution for recovering a 3-D solid model from collections of 3-D surface measurements. Given a sufficient number of independent measurements, the solution is overconstrained and unique except for rotational symmetries. We then present a physically based objectrecognition method that allows simple, closed-form comparisons of recovered 3-D solid models. The performance of these methods is evaluated using both synthetic range data with various signalto-noise ratios and using laser rangefinder data.
or geons [S] , and then of attempting to perform object recognition. The general idea is to use part-level modeling primitives to bridge the gap between image features (points, edges, or corners) and the symbolic, parts-and-connections descriptions useful for recognition and reasoning [9] . Recently, several researchers have successfully addressed the first of these problems-that of recovering part descriptions-using deformable models. There have been two classes of such deformable models: those based on parametric solid modeling primitives, such as our own work using superquadrics [4] , and those based on mesh-like surface models, such as employed by Terzopoulos et al. [lo] . In the case of parametric modeling, fitting has been performed using the modeling primitive's "inside-outside" function [5] - [7] , [ll] , whereas in the mesh surface models, a physicalmotivated energy function has been employed [lo] .
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More importantly, however, we have been able to obtain and develop a formulation whose degrees of freedom are orthogonal, and thus decoupled, by posing the dynamic equations in terms of the FEM equations' eigenvectors. These eigenvectors are known as the object's free vibration or deformation modes, and together, they form a frequency-ordered orthonormal basis set analogous to the Fourier transform.
By decoupling the degrees of freedom, we achieve substantial .
.
idvantages:
The fitting problem has a simple, efficient, closed-form solution. The model's intrinsic complexity can be adjusted to match the number of degrees of freedom in the data measurements so that the solution can always be made overconstrained. . When overconstrained, the solution is unique, except for rotational symmetries and degenerate conditions. Thus, the solution is well suited for recognition and database tasks.
neither unique nor compact and, consequently, cannot be used for recognition or database search without additional layers of processing. Both of these approaches share the disadvantage that they are relatively slow, requiring dozens of iterations in the case of the parametric formulation, and up to hundreds of iterations in the case of the physically based mesh formulation.
We have addressed these problems by adopting an approach based on the finite element method (FEM) and parametric solid modeling using implicit functions. This approach provides both the convenience of parametric modeling and the expressiveness of the physically based mesh formulation and, in addition, can provide great accuracy at physical simulation. Thus, it is possible to use the models we recover from range data to accurately simulate particular materials and situations for purposes of prediction, visualization, planning, and so forth WI, [=I.
The plan of this paper is to first review our representation. We will then demonstrate its use in obtaining closed-form solutions to the shape recovery problem. Finally, we will demonstrate how closed-form comparison of different object models can be used to obtain accurate object recognition from range data.
II. BACKGROUND: THE REPRESENTATION
Our representation describes objects using the force-andprocess metaphor of modeling clay: Shape is thought of as the result of pushing, pinching, and pulling on a lump of elastic material such as clay [4] , [ll] , [12] . The mathematical 0162~8828/91/0700-0715$01.00 0 1991 IEEE formulation is based on the FEM, which is the standard engineering technique for simulating the dynamic behavior of an object.
The notion of employing physical constraints in shape modeling has been suggested by many authors [4] , [13] , [14] ; however, the seminal paper by Terzopoulos et al. [lo] , who obtained 3-D models by fitting simulated rubbery sheets and tubes, has focused attention on modeling methods that draw on the mathematics used for simulating the dynamics of real objects. One motivation for using such physically based representations is that vision is often concerned with estimating changes in position, orientation, and shape, quantities that models such as the FEM accurately describe. Another motivation is that by allowing the user to specify forces that are a function of sensor measurements, the intrinsic dynamic behavior of techniques such as the FEM can be used to solve fitting, interpolation, or correspondence problems.
In the FEM, interpolation functions that allow continuous material properties, such as mass and stiffness, to be integrated across the region of interest, are developed. Note that this is quite different from the finite difference schemes commonly used in computer vision, as is explained in Appendix A, although the resulting equations are quite similar. One major difference between the FEM and the finite difference schemes is that the FEM provides an analytic characterization of the surface between nodes or pixels, whereas finite difference methods do not. All of the results presented in this paper will be applicable to both the finite difference and finite element formulations.
Having formulated the appropriate FEM integrals, they are then combined into a description in terms of discrete nodal points. Energy functionals are then formulated in terms of nodal displacements U, and the resulting set of simultaneous equations is iterated to solve for the nodal displacements as a function of impinging loads R
Mij+CiJ+KU=R
( 1) where U is a 3n x 1 vector of the (AX, Ay, AZ) displacements of the n nodal points relative to the object's center of mass, M, C, and K are 3n by 3n matrices describing the mass, damping, and material stiffness between each point within the body, and R is a 3n x 1 vector describing the x, y, and z components of the forces acting on the nodes. Equation (1) is known as the governing equation in the FEM and may be interpreted as assigning a certain mass to each nodal point and a certain material stiffness between nodal points, with damping being accounted for by dashpots attached between the nodal points. Inertial and centrifugal effects are accounted for by adding appropriate off-diagonal terms to the mass matrix.
When a constant load is applied to a body, it will, over time, come to an equilibrium condition described by KU=R.
(2) This equation is known as the equilibrium governing equation. The solution of the equilibrium equation for the nodal displacements U (and thus of the analytic surface interpolation functions) is the most common objective of finite element analyses. In shape modeling, sensor measurements are used to define virtual forces that deform the object to fit the data points. The equilibrium displacements U constitute the recovered shape.
The most obvious drawback of all the physically based methods are their large computational expense. These methods reqUire roughly 3nmk operations per time step, where 3n is the order of the stiffness matrix and mk is its half bandwidth.' Normally, 3n time steps are required to obtain an equilibrium solution. For a full 3-D model, where typically mk M 3n/2, the computational cost scales as 0 ( n3). Because of this poor scaling behavior, equations are sometimes discarded in order to obtain sparse banded matrices (for example, in [lo] , those equations corresponding to internal nodes were discarded). In this case the computational expense is reduced to "only" o(n2mk).
A related drawback in vision applications is that the number of description parameters is often greater than the number of sensor measurements, necessitating the use of heuristics such as symmetry and smoothness. This also results in nonunique and unstable descriptions, with the consequence that it is normally difficult to determine whether or not two models are equivalent.
Perhaps the most important problem with using physically based models for vision, however, is that all of the degrees of freedom are coupled together. Thus, closed-form solutions are impossible, and solutions to the inverse problems encountered in vision are very difficult.
A. Modal Analysis
Thus, there is a need for a method that transforms (1) into a form that is not only less costly but also allows closed-form solution. Since the number of operations is proportional to the half bandwidth mk of the stiffness matrix, a reduction in mk will greatly reduce the cost of step-by-step solution. Moreover, if we can actually diagonalize the system of equations, then the degrees of freedom will become uncoupled, and we will be able to find closed-form solutions. To accomplish this goal, we utilize an FEM technique known as ModalAnalysis; in the remainder of this section, we develop this method along the lines of Bathe [15] .
To diagonalize the system of equations, a linear transformation of the nodal point displacements U can be used U=PcJ (3) where P is a square orthogonal transformation matrix and 0 is a vector of generalized displacements. Substituting (3) into (1) and premultipling by PT yields -2 MU+CU+tiU=ti With this transformation of basis set, a new system of stiffness, mass, and damping matrices that has a smaller bandwidth than the original system can be obtained.
1) Use of Free Vibration Modes: The optimal transformation matrix P is derived from the free vibration modes of the equilibrium equation. Beginning with the governing equation, an eigenvalue problem can be derived which will determine an optimal transformation basis set.
The eigenvalue problem in (6) yields 3n eigensolutions where all the eigenvectors are M orthonormalized. Hence i=j i#.i
and The eigenvector 4r is called the ith mode's shape vector and wi is the corresponding frequency of vibration. Each eigenvector 4i consists of the (2, y, .z) displacements for each node, that is, the 3j -2, 3j -1, and 3j elements are the Z, y, and z displacements for node j, 1 5 j 5 n.
The lowest frequency modes are always the rigid-body modes of translation and rotation. The eigenvector corresponding to x-axis translation, for instance, has ones for each node's x-axis displacement element, with all other elements being zero. Rotational motion is linearized, so that nodes on the opposite sides of the body have opposite directions of displacement.
The next-lowest frequency nodes are smooth, whole-body deformations that leave the center of mass and rotation fixed. That is, the (z, y, Z) displacements of the nodes are a low-order function of the node's position, and the nodal displacements balance out to zero net translational and rotational motion. Compact bodies (simple solids whose dimensions are within the same order of magnitude) normally have low-order modes that are similar to those shown in Fig. 1 . Bodies with very dissimilar dimensions, or which have holes, etc., can have very complex low-frequency modes.
Using these modes we can define a transformation matrix @', which has for its columns the eigenvectors &, and a diagonal matrix n2, with the eigenvalues w" on its diagonal Using (lo), (6) 
From the above formulations it becomes apparent that matrix Cp is the optimal transformation matrix P for systems in which damping effects are negligible.
To also diagonalize the damping matrix C with the same transform, C must be restricted to a special form. The normal assumption is that the damping matrix is constructed by using the Caughey series [15] P-l
Restriction to this form is equivalent to the assumption that damping, which describes the overall energy dissipation during the system response, is proportional to system response. For p < 2, (13) reduces to Ruyleigh dumping (C = aaM + arK), and C is diagonalized by +. Rayleigh damping is the most common type of damping used in finite element analysis [15] .
Under the assumption of Rayleigh damping the general governing equation, given by (4), is reduced to
where C = a01 + ala', or equivalently to 3n independent and individual equations of the form ii&) + c&(t) + w&(t) = Pi(t)
where & are modal damping parameters and ?i(t) = +TR(t) for i = 1,2,3,. . . , 3n. Therefore the matrix 9 is the optimal transformation for both damped and undamped systems, given that Rayleigh damping is assumed. In summary, then, it has been shown that the general finite element governing equation is decoupled when using a transformation matrix P whose columns are the free vibration mode shapes of the FEM system [II] , [12] , [15] . These decoupled equations may then be integrated numerically (see [12] ) or solved in closed form for any future time t by use of a Duhamel integral (see [ll] 
are the nodal coordinates of the undeformed object in the object's coordinate frame. When sensor measurements do not correspond exactly with existing nodes, the loads can be distributed to surrounding nodes using the interpolation functions H used to define the finite element model, as described in Appendix A. An inexpensive method of accomplishing this is discussed in Appendix B. Thus to fit a deformable solid to the measured data we solve the following equilibrium equation:
where the loads R are as above, the material stiffness matrix K is as described above and in Appendix A, and the equilibrium displacements U are to be solved for. The solution to the fitting problem is simply
The difficulty in calculating this solution is the large dimensionality of K, so that iterative solution techniques are normally employed. However, a closed-form solution is available simply by converting this equation to the modal coordinate system.2 This is accomplished by substituting U = 90 and premultiplying by aT, so that the equilibrium equation becomes
where R = (PTR and R = +TK+ is a diagonal matrix (see (12)). Again, note that the calculation of @ needs to be performed only once as a precomputation, and then stored for all future applications. Further, it is normally not desirable to use all of the eigenvectors (as explained in the next section), *The solution is closed form in the sense that it is noniterative, requiring only multiplying a data term by a precomputed matrix of eigenvectors.
so that the ip matrix remains of manageable size even when using large numbers of nodes. In our implementation G is normally a 30 x 3n matrix, where n is the number of nodes.
The solution to the fitting problem, therefore, is obtained by inverting the diagonal matrix K fi = R-l&. (23) Note, however, that as this formulation is posed in the object's coordinate system the rigid body modes have zero eigenvalues, and must therefore be solved for separately by setting GZL; = Y;, 1 5 i 5 6. The complete solution may be written in the original nodal coordinate system, as follows: (24) where 16 is a matrix whose first six diagonal elements are ones, and remaining elements are zero.3
The major difficulty in calculating this solution occurs when there are fewer degrees of freedom in sensor measurements than in the nodal positions-as is normally the case in computer vision applications. Previous researchers have suggested adopting heuristics such as smoothness and symmetry to obtain a well-behaved solution; however, in many cases the observed objects are neither smooth nor symmetric, and so an alternative method is desirable.
We believe that a better, and certainly simpler, method is to discard some of the high-frequency modes, so that the number of degrees of freedom in U is equal to or less than the number of degrees of freedom in the sensor measurements. To accomplish this, one simply row and column reduces I?, and column reduces @ so that their rank is less than or equal to the number of available sensor measurement degrees of freedom. The motivation for this strategy is that: l when there are fewer degrees of freedom in the sensor measurements than in the model, the high-frequency modes cannot in any sense be accurate, as there is insufficient data to constrain them. Their value primarily reflects the smoothness heuristic employed. l While the high-frequency modes will not contain information, they are the dominant factor determining the cost of the solution, as they are both numerous and require the use of very small time steps [12] . l In any case, high-frequency modes typically have very little energy, and even less effect on the overall object shape. This is because (for a given excitatory energy) the displacement amplitude for each mode is inversely proportional to the square of the mode's resonance frequency, and because damping is proportional to a mode's frequency. The consequence of these combined effects is that high-frequency modes generally have very little amplitude. Indeed, in structural analysis of airframes and buildings it is standard practice to discard such highfrequency modes.
'Inclusion of the matrix 1~ into (24) may also be interpreted as adding an external force that constrains the solution to have no residual translational or rotational stresses.
Perhaps the most interesting consequence of discarding some of the high-frequency modes, however, is that it allows (24) to provide a generically overconstrained estimate of object shape. Note that discarding high-frequency modes is not equivalent to a smoothness assumption, as sharp corners, creases, etc., can still be obtained. What we cannot do with a reduced-basis modal representation is place many creases or spikes close together.
A. Determining Spring Attachment Points
Attaching a virtual spring between a data measurement and a deformable object implicitly specifies a correspondence between some of the model's nodes and the sensor measurements. In most situations this correspondence is not given, and so must be determined in parallel with the equilibrium solution. In our experience this attachment problem is the most problematic aspect of the physically based modeling paradigm. This is not surprising, however, as the attachment problem is similar to the correspondence problems found in many other vision applications.
Our approach to the spring attachment problem is similar to that adopted by other researchers [6] , [lo] . Given a segmentation of the data into objects or "blobs," the first step is to define an ellipsoidal coordinate system by examination of the data's moments of inertia. Data points are then projected onto this ellipsoid in order to determine the spring attachment points. We will describe only the simplest form of this method, one that does not adjust for uneven sampling of the data, as the general approach is well known.
The center of the object is taken to be its center of gravity, except that because we see only the front-facing surface of the object we must employ a symmetry assumption to determine the z coordinate. After the center of gravity is found, we then determine the object's orientation, which is assumed to be the same as its axes of inertia. The inertia matrix for sample range data consists of the moments of inertia and the cross products of inertia
The eigenvectors of this matrix are the axes of inertia for the data points, and thus correspond roughly with the axes of inertia for the object. The eigenvector with the smallest eigenvalue corresponds to the most elongated axis of the body, and the eigenvector with the largest eigenvalue corresponds to the shortest axis. Finally, to obtain estimates of the z, y, and z dimensions, we inverse transform the sample points (using the rotation matrix built from the eigenvectors obtained in the previous step), measure the x, y, and z range, and finally double the size estimate along the view direction.
These estimates of position, orientation, and size define an elliptical coordinate system. To establish the correspondence between sensor measurements and the nodes of the undeformed model, the sensor measurements are converted to this coordinate system and the latitude w and longitude Q of each data point is calculated. We can find w by observing G= cos v sin w T = tanw 2 cos r) cos w where (s,c, 2) is the coordinate of the sensor measurement in the elliptical coordinate system. Thus w = atan@/%). Given w, 77 is determined by either 77 = atan((Z cos w)/?) or q = atan( (.Z sin w)/g) depending on whether Z or 6 is larger. By using the FEM interpolation functions H, the virtual load generated by each data point is then distributed to the nodes whose positions surround the data point's latitude and longitude. We have found, however, that when there are enough nodes, most data points project near a node; consequently, it is sufficiently accurate to distribute these virtual loads to the three surrounding nodal points using simple bilinear interpolation. This is discussed further in Appendix B.
For simple objects (e.g., cubes, bananas, cylinders) our experimental results show that this method of establishing spring attachment points yields accurate, unique object descriptions. It should be noted, however, that because 9 linearizes object rotation it is important that the elliptical coordinate system established by the moment method be sufficiently close to the object's true coordinate system. We have found that as long as our initial estimate of orientation is within f15' we can still achieve a stable, accurate estimate of shape.
For complex objects, however, the spring attachment problem is sufficiently nonlinear that we have found that it necessary to establish attachment positions iteratively. We accomplish this by first fitting a solid model as above, and then use that derived model to more accurately determine the spring attachment locations. In our experiments we have found that two or three iterations of this procedure are normally sufficient to produce a good solution to both the spring attachment and the fitting problems. Fig. 2 shows an example using very sparse synthetic range information. White objects are the original shapes that the range data was drawn from, and the grey objects are the recovered 3-D models. For each white object in Fig. 2(a) the position of visible corners, edges, and face centers was measured, resulting in between 11 and 18 data points. These data points were then corrupted by adding 5 mm of uniformly distributed noise to each data point's x, y, and z coordinates; the maximum dimension of each object is approximately 100 mm. Note that only the front-facing 3-D points, e.g., those visible in Fig. 2(a) at the left, were used in this example. Total execution time on a standard Sun 4/330 is approximately 0.1 s.
Despite the rather large amount of noise and a complete lack of information about the back side of the object, it can be seen that (24) does a good job of recovering the entire 3-D model. This is especially apparent in the side view, shown in Fig. 2(b) , where we can see that even the back side of the recovered models (grey) are very similar to the originals (white). This accuracy despite lack of 360" data reflects the fact that (24) provides the shape estimate with the least internal strain energy, so that symmetric and mirror symmetric solutions are preferred.
2) An Example Using Laser Rangefinder Data: A second example uses 360" laser rangefinder data of a human head, provided by Visual Computing Group, as shown in the lefthand column of Fig. 3 . There are about 2500 data points. Equation (24) was then used to estimate the shape, using only the low-frequency 30 modes. The low-order recovered model is shown in the middle column; because of the large number of data points execution time on a Sun 41330 was approximately 5 s. It can be seen that the low-order modes provide a sort of qualitative description of the overall head shape.
A full-dimensionality recovered model is shown in the righthand column of 3. In the ThingWorld system [12], [16] , rather than describing high-frequency surface details using a finite element model with as many degrees of freedom as there are data points, we normally augment a low-order finite element model with a spline description of the surface details. This spline description can, of course, be similar to that used by Terzopoulos et al. This provides us with a two-layered representation (low-order finite element model + surface detail spline description = final model) that we find to be both more efficient to recover and more useful in recognition, simulation, and visualization tasks than a fully detailed finite element model.
3) An Example of Fusing Multiple Viewpoints: Fig. 4 shows an example of segmenting laser rangefinder data of a human figure using second order polynomial basis functions, and then integrating the various views into a single 3-D model. Fig. 4(a)-(c) show three frames of range data of a human figure taken from different views. Each image is 128 x 64 pixels in size. For each frame a segmentation was produced using the minimum-description-length algorithm described by Darrell et al. [17] , yielding the segmentations shown in Fig. 4(d)-(f) . Despite use of simple polynomial shape models, a good segmentation was obtained for each view. More importantly, the segmentation is stable across widely different views-despite occlusions-so that the data from the same "parts" can be related across the different views. There will be some "smaller" parts of the image (fingers for instance), which, due to the scale of the segmentation, will not be consistent across view. To get around this problem, a size threshold was used [17] .
As each of the 2;-D segmentations was produced it was used as input to (24) so that a 3-D model of the scene was progressively built up over time. The segmented data was related to the previously-recovered 3-D models by rotating the data using the known changes in camera parameters. The shape of the 3-D model was then reestimated for all of the available data using (24). Perhaps the major drawback of physically based models has been that they are not very useful for recognition, comparison, or other database tasks. This is primarily because they normally have more degrees of freedom than there are sensor measurements, so that the recovery process is underconstrained. Therefore, although heuristics such as smoothness or symmetry can be used to obtain a solution, they do not produce a stable, unique solution.
The major problem is that when the model has more degrees of freedom than the data, the model's nodes can slip about on the surface. The result is that there are an infinite number of valid combinations of nodal positions for any particular surface. This difficulty is common to all spline and piecewise polynomial representations, and is known as the knot problem.
For all such representations, the only general method for determining if two surfaces are equivalent is to generate a number of sample points at corresponding positions on the two surfaces, and observe the distances between the two sets of sample points. Not only is this a clumsy and costly way to determine if two surfaces are equivalent, but when the two surfaces have very different parameterizations it can also 4The dB statistic is computed by comparing the 3-D variance of the original data to the 3-D variance not accounted for by the recovered 3-D models. To compute these variances we measure the 3-D distance between each original data point and the recovered surface along a line from the model's center of mass, and compare this to the 3-D distance between the original data point and the model's center of mass. The segmentation determines which model is used for each point's measurements.
be quite difficult to generate sample points at "corresponding locations" on the two surfaces.
The modal representation, assuming that all modes are employed, decouples the degrees of freedom within the nonrigid dynamic system of (l), but it does not by itself reduce the total number of degrees of freedom. Thus a complete modal representation suffers from the same problems as all of the other representations.
The obvious solution to the problem of nonuniqueness is to discard enough of the high-frequency modes that we can obtain an overconstrained estimate of shape, as was done for the shape recovery problem above. Use of a reducedbasis modal representation results in a unique representation of shape because the modes (eigenvectors) form an orthonormal basis set. Therefore, there is only one way to represent an object that is in canonical position.
Further, because the modal representation is frequency ordered, it has stability properties that are similar to those of a Fourier decomposition. Just as with the Fourier decomposition, an exact subsampling of the data points does not change the low-frequency modes. Similarly, irregularities in local sampling and measurement noise tend to primarily affect the high-frequency modes, leaving the low-frequency modes relatively unchanged."
The primary limitation of this uniqueness property stems from the finite element method's linearization of rotation. Because the rotations are linearized, it is impossible to uniquely determine an object's rotation state. Thus object symmetries can lead to multiple descriptions, and errors in measuring object orientation will cause commensurate errors in shape description.
Thus by employing a reduced-basis modal representation we can obtain overconstrained shape estimates that are also unique except for rotational symmetries. To compare two objects with known mode values @ and a2, one simply compares the two vectors of mode values (26) Vector norms other than the dot product can also be employed; in our experience all give roughly the same recognition accuracy.
To recognize a recovered model with estimated mode values 6, one compares the recovered mode values to the mode values of all of the p known models fJ.fi'c Ek = Wll Il~kll k= 1,2,.*.,p.
The known model k with the maximum dot product &k is the model best matching the recovered model, and thus declared to be the model recognized. Note that for each known model Ic, only the vector of mode values 0' needs to be stored.
5 Note that when there are many more data points than degrees of freedom in the finite element model. the intemolation functions H act as filters to bandlimit the sensor data, thus reducing aliasing phenomena. If, however, the number of modes used is much smaller than the number of degrees of freedom in the finite element model, then it is possible to have significant aliasing. ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 13, NO. 7, JULY 1991 The first six entries of 4 are the rigid-body modes (translation and rotation), which are normally irrelevant for object recognition. Similarly, the overall volume mode, which we arbitrarily number seven, is sometimes irrelevant for object recognition, as many machine vision techniques recover shape only up to an overall scale factor. Thus rather than computing the dot product with all of the modes 6, we typically use only modes number eight and higher, e.g., where m is the total number of modes employed. By use of this formula we obtain translation, rotation, and scale-invariant matching.
The ability to compare the shapes of even complex objects by a simple dot product makes the modal representation well suited to recognition, comparison, and other database tasks. In the following section we will evaluate the reliability of the combined shape recovery/recognition process using both synthetic and laser rangefinder data.
A. Recovering and Recognizing Models
There are many ways by which to judge the process of comparing and recognizing 3-D objects. For instance l Accuracy: It is possible to obtain good accuracy from the system? l Graceful degradation: As noise is added to the sensor measurements, does recognition accuracy degrade slowly? l Generalization: If two objects are similar to human observers, are they similar to the recognition/comparison system? This is especially useful for database tasks. In the following sections we will address each of these issues in turn. 1) Accuracy: To assess accuracy, we conducted an experiment to recover and recognize face models from range data generated by a laser range finder. In this experiment we obtained laser rangefinder data of eight people's heads from five different viewing directions: the right side (-900), halfway between right and front (-4.5") front (0") halfway between front and left (45'), and the left side (90"). We have found that people's heads are only approximately symmetric, so that the f45" and f90" degree views of each head have quite different detailed shape. In each case the range data was from the forward-facing, visible surface only.
Data from a 360" scan around each head was then used to form the stored model of each head that was later used for recognition. Full-detail versions of these eight reference models are shown in Fig. 6 ; note that in some cases a significant amount of the data is missing. As previously, only the low-order 30 deformation modes were used in the shape extraction and recognition procedure. Because the low-order modes provide a coarse, qualitative summary of the object shape (see the middle column of Fig. 3 ) they can be expected to be the most stable with respect to noise and viewpoint Fig. 6 . Eight heads used in our recognition experiment.
cases there is significant missing data.
Note that in some Recognition was accomplished by first recovering a 3-D model from the visible-surface range data, and then comparing the recovered mode values to the mode values stored for each of the three known head models using (28). The known model producing the largest dot product was declared to be the recognized object. The first seven modes were not employed, so that the recognition process was translation, rotation, and scale invariant. Fig. 7 illustrates typical results from this experiment. The top row of Fig. 7 illustrates the five models recovered from range data from the front, visible surface using viewpoints of -9O", -45', O", 45", and 90". Each of these recovered head models look similar, and more importantly have approximately the same deformation mode values 0, despite the wide variations in input data. Modes 8 through 30 of these recovered models were then compared to each of the stored head models. The dot products obtained are shown below each recovered head model.
In Fig. 7 all of the input data was views of Kim (depicted as head c in the tables). As can be seen, the dot products between recovered 3-D model and known model are quite large for Kim's head model. In fact, in this example the smallest correct dot product is almost three times the magnitude of any of the incorrect dot products; the same was also true for range data of the other subjects.
In this experiment 92.5% accurate recognition was obtained. That is, we successfully recovered 3-D models and recognized each of the eight test subjects from each of the five different views with only three errors. Analysis of the recognition results showed that, while the average dot product between different reference models was 0.31 (72'), the average dot product between models recovered from different views of the same person was 0.95 (18"). Thus recognition was typically extremely certain. All three errors were from front-facing views, where relatively few discriminating features are visible; remember that only overall head shape, and not details of surface shape, were available to the recognition procedure as only 30 modes were employed.
2) Graceful Degradation:
Model recognition should not only be accurate, it should also be robust with respect to noise and sparsely sampled data. The next example, therefore, demonstrates robustness of recognition when using noisy data.
In this experiment the collection of relatively similar objects shown in the Fig. 2 were used to generate synthetic data with varying object orientation and varying degrees of noise. From this synthetic data 3-D models were recovered, and then recognized by comparing the mode values of the recovered objects to those of the original objects. Again, translation, rotation, and scale invariant matching was employed.
Within each trial the 3-D orientation of each object was chosen from the entire viewing sphere at random, and the position of visible corners, edges, and face centers was measured, resulting in between 11 and 18 data points. Data points were then corrupted by adding uniformly distributed noise was to the data point's x, y, and z coordinates. Note that only the front-facing 3-D points were used. The projection of data points onto the model was assumed to be known, so that the performance of the fitting and recognition algorithms could be evaluated independently of the moment method for estimating initial orientation. Total execution time on a standard Sun 4/330 is approximately 0.1 s per fitting and recognition trial. Fig. 8 shows results of this experiment. The horizontal axis is the amount of noise, in millimeters, added to the synthetic range data. For comparison, the maximum dimension of each object is approximately 100 mm. The vertical axis is the mean percent accuracy of recognition over 100 trials. Error bars are shown for each level of noise.
As can be seen, a high level of accuracy is maintained up to about 8 mm (approximately 8%) noise, and thereafter declines smoothly. In this experiment almost all errors in recognition resulted from either (1) special views in which discriminating features (such as the slight bend that differentiates the first and second objects in Fig. 2) were not visible, or (2) cases in which noise corrupted the discriminating features sufficiently that objects were confused with each other. Up to approximately 8 mm of noise almost all errors were due to special views, while for greater levels of noise the corruption of discriminating features dominates the error rate. We interpret the results of this experiment to indicate that our fitting and recognition algorithms are quite robust, and degrade gradually in the presence of noise.
3) Generalization: Given the mode values for a 3-D model, perhaps obtained from range data, we may want to perform shape comparisons and other database tasks. Using a reducedbasis modal representation such comparisons are extremely cheap, requiring only that a dot product be computed. Position, rotation, and size invariant matching is even cheaper as the first seven modes are excluded from the comparison.
However, to be generally useful, the comparison by dot product must induce a well-behaved and perceptually natural similarity metric over the space of objects. That is, objects that people think are "similar" must produce large dot products, and objects that people think are dissimilar must produce small dot products. Unfortunately, to prove that the mode comparisons induce a "nice" similarity metric would require a massive psychophysical experiment.
We can, however, demonstrate that in simple cases mode comparison does indeed induce a well-behaved and perceptually natural similarity metric. To accomplish this we created a series of five objects that had various degrees of similarity with a rectangular solid. These objects were then compared using the modal dot product rule, and the inter-object similarities observed. Fig. 9 shows the similarity measurements obtained for these objects; as can be seen, they measured similarities correspond at least roughly with our perceptual judgments of similarity. Such rough correspondence suggests that dot products of fi provide a reasonable metric for shape comparison and will be well-behaved when used for database search or for recognition.
V. SUMMARY We have described a closed-form solution for recovering a physically based 3-D solid model from the 3-D sensor ON PAmERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 13, NO. 7, JULY 1991 measurements. In our current implementation we typically use 30 deformation modes, so that given as few as 11 independent 3-D sensor measurements the solution is overconstrained, and therefore unique except for rotational symmetries and degenerate conditions. Because the recovered 3-D shape description is unique except for rotational symmetries, we may efficiently measure the similarity of different shapes by simply calculating normalized dot products between the mode values U of various objects. Such comparisons may be made position, orientation and/or size independent by simply excluding the first seven mode amplitudes. Thus the modal representation seems likely to be useful for applications such as object recognition and spatial database search.
The major weaknesses of our current method are l the need to estimate object orientation to within f15", as in our formulation rotational variation has been linearized. The need to segment data into simple, approximately convex "blobs" in a stable, viewpoint-invariant manner. In the current implementation of our system we use a standard method-of-moments to obtain initial estimates of object orientation, and a minimum description length technique to produce segmentations [17] . Using these techniques we have been able to obtain accurate, stable descriptions of shape for a wide variety of simple examples. For more complex scenes, however, considerable development of the segmentation and orientation modules will be required.
APPENDIX A FINITE ELEMENT METHOD FORMULATION
The finite element method (FEM) is a numerical procedure used in engineering analysis, particularly for relating the forces on and within a single object to its subsequent motion and deformation. This section presents the introductory concepts of the FEM by deriving the formulation of the mass and stiffness matrices. The formulations and examples presented here are based on those of Bathe [15] and Segerlind [18] , as summarized by Essa [19] . The notations used are compatible with Bathe [15] .
This formulation is based on the fact that, when a certain part (node) of a body is allowed some displacement U, it is possible to calculate the applied loads R acting upon it. This displacement-based finite element can then be extended to the general displacement method of analysis.
A. Formulation of Displacement-Based Finite Element Method
Consider a three dimensional body (see Fig. 10 ). In this figure the coordinate system, displacement variables, different types of forces, and their notations are specified by the following: X, Y, and 2, = global coordinate system U, V, and W, = global displacements z, y, and Z, = local coordinate system 21, u, and w, = local displacements. The overall instantaneous state (shape) of the object may be defined by a vector of displacements U Stress is defined as the total force per area acting on a node and strain as the ratio of displacement to original length along a direction. The strains e corresponding to the displacements U and the resultant stresses r are %x Q-xx The equilibrium of a body requires that for any compatible, small virtual displacements, which satisfy the essential boundary conditions imposed on the body, the total virtual work is equal to the total external virtual work. That is
where a bar over a vector signifies that it is "virtual."
2) Shape or Interpolation Functions: For (29) to hold, the following conditions must be met: l displacements should be compatible and continuous, l they must satisfy the displacement boundary conditions,
We can now derive K by substituting the stress-displacement and interpolation function (31) into (32) (and ignoring the initial l they must satisfy constitutive relationships (i.e., stresses stress state for now) to obtain can be evaluated from strains). Thus using the Principle of Virtual Work allows us to define r(i) = E(i)B(i)U.
a system of shape functions that relate the displacement of Substituting this expression into the left-hand side of (34) U is a dm x 1 vector, H is a dm x d matrix, and B is a dm x 2d matrix, where d is the dimensionality of the element, and m is the total number of elements in the assemblage. H and B are related and B can be calculated by appropriate differentiations of the functions in H, as is explained in the following subsections.
3) Developing Stiffness and Load Matrices: By using (30) and (31) we can assemble local elasticity matrices into a global stiffness matrix K. This is accomplished as follows.
At a node the relation between the strain e(i) and its initial stress 71(i) is
where E is the elasticity matrix which relates local stresses to resultant local strains. In one dimension E is a scalar E called Young's Modulus. In two dimensions, E is a 3 x 3 matrix relating stress and strain in the xy plane, e.g.,
By a similar substitution we can also obtain expressions for the load R on the right-hand side of (37) which is composed of body, surface, and concentrated load vectors, written RB, RS, and RC respectively, e.g., (39) where R' is the vector of initial loads. These expressions are In the above equations of mo-1 -ua (33) tion, the effects of inertia were neglected. If a load is applied rapidly, however, then inertial forces must be considered using where v is the material's Poisson ratio, and in three dimensions d'Alambert's principle. This can be accomplished by simply E is a 6 x 6 matrix relating stress and strain in the x, y, z, including the element inertial forces as a part of the body and the three diagonal directions. forces
R=RB+RS+RC-RI
Mij+KU=R. (44) We can then convert (29) into an element formulation
Assuming that the element accelerations are in the same directions as the element displacements, the contribution of the inertia force to the load vector is ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 13, NO. 7, JULY 1991 where p is the material-specific density. Thus we have that 5) Including Damping Forces: Over time, internal damping dissipates energy. This is taken into account by use of a velocity dependent damping force Mij+CiJ+KU=R.
Thus (48) where K is the material-specific internal damping constant. Thus we have (49) The following subsections present the complete method for setting up the stiffness K and mass M matrices including development of the shape interpolation functions.
B. Calculation of Mass, Damping, and Stiffness Matrices
We will now develop the mass M, damping C, and stiffness K matrices for one, two, and three dimensional bodies. It will be assumed that the bodies are isoparametric, that is, that element displacements are interpolated in the same manner as the underlying coordinates. An example of a one-dimensional body will be given to provide a more intuitive idea of this method. 1) Setting up H and B Matrices: A Simple Example: First we need to define the H and B matrices which are used to determine M, C, and K. H and B are defined in terms of a set of interpolation functions hi. The two major assumptions used to set up the interpolation functions hi are: 1) hi equals 1 at xi and equals 0 at every other node. 2) Sum of interpolation functions is always equal to 1.0 (that is, C hi = 1.0). Using these assumptions the interpolation functions hi, and thus the H and B matrices, can be determined. This is illustrated by the following simple examples.
Example 1: A one dimensional bar element: In the figure of a beam element shown in Fig. 11 a new form of local coordinates is introduced, which sets up a system that is easy to integrate. The local coordinates vary from -1.0 to 1.0 in 'r' in the direction of X.
Transformation from the local r-coordinate system to the global X-coordinate system is given by x = f (1 -T-)X1 -t a (1+ r)Xa. Similarly, as we are dealing with an isoparametric element, the displacements are U = hlUl + hzU2.
Using (30) we see that hI and h2 are simply the interpolation functions for node 1 and 2, respectively, hence HT= $(1++r) .
1
Substituting into (46) and (49) and where A is the cross-sectional area of the beam. We next need to determine B. By definition dU dU dr E=-=--dX dr dX dU u2 -fJ1 dr= 2 and thus, from Fig. 11 we obtain %, also referred to as the Jacobian J
We can now set up equations for e and, using (31) also for B The interpolation functions for two-and three-dimensional models can also be calculated in a manner similar to the above one-dimensional examples. Fig. 12 shows a three-dimensional model with 20 nodes, and interpolation functions of eight to twenty node three-dimensional elements are shown in Table I When presented with this approach, some researchers have expressed concern over the expense of calculating the mass and stiffness matrices M and K, as well as the cost of calculating their low-order eigenvectors 9. However, efficient FEM codes for producing K have been commercially available for over twenty years, and many are in the public domain. Similarly, given a stiffness matrix K the low-frequency eigenvectors can then be efficiently obtained (in ascending order) via the power method. Moreover, all of these calculations will typically be performed off-line as a precomputation step.
However, for many vision (and some graphics) applications even this level of effort is sometimes unnecessary. This is because (1) it is often unnecessary to have detailed estimates of the material properties, as these are either unknown or unimportant, and (2) the low-frequency eigenvectors are determined by the low-order moments of inertia, so that compact bodies of similar size have similar eigenvectors. Thus for vision applications with relatively noise-free data it appears that it is sufficient to use a single, extremely elastic FEM model of the base shape (in our case an ellipsoid) that is to be fit to sensor data.
The following sections explain how these two facts can be utilized to efficiently obtain rough-and-ready approximations to the @, a, and K matrices for arbitrary samplings of an object's surface.
A. Calculating a Polynomial Characterization of the Modes
The modes of an object can be characterized by 3-D polynomial functions whose coefficients are determined by a linear regression of polynomials with m terms in appropriate powers of x, y, and z, against the n triples of x, y, and z that compose $i*, a 3n x 1 vector containing the elements of the ith column of Cp 0. = (~'p)-'~'$i* IEEF TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 13, NO. 7, JULY 1991 where cx is an m x 1 matrix of the coefficients of the desired deformation polynomial, /3 is a 3n x m matrix whose first column contains the object- 
We have found that this characterization of mode shapes provides a reasonable description of the behavior of the ellipsoids used in our fitting process. The modal amplitudes Gi have intuitive meanings: 1Lr-46 are the rigid body modes (translation and rotation), '21749 are the Z, y, and z radius, i;Lra-tit2 are shears about the x, y, and Z axes, and 'i&+sj-&a+sj+2 may be described as tapering, bending, and pinching around the jth pairwise combination of the x, y, and z axes. Note that because the rigid body modes are calculated in the object's coordinate system, they must be rotated to global coordinates before being integrated with the remainder of any dynamical simulation.
B. Approximate Calculation of 9, %I, and l%
We can make use of the above mode characterization to numerically approximate the matrix + for any point sampling of the surface. In essence, we are precalculating how energy in each of the various modes displaces of a set of points on the surface. We then store this mode-displacement relationship into the + matrix, thus approximating how these points distribute load to the original nodal points and the various vibration modes. This numerical approximation is accomplished by noting that &-(the %th column of a) describes how the n nodal points X"' = (xy , y,W, z?)' change with ui, the ith mode's amplitude Thus by applying small amount of each deformation iGi and measuring the resulting change in the coordinates of each surface point as it is passed through (53), we obtain finite difference approximations to the (j + 1, i), (j + 2, i) and (j + 3, i) entries of * for any sampling of surface points.
We can use this method to efficiently obtain a sampling of the surface that matches the projection of the sensor data onto the surface, thus considerably simplifying the fitting process. Even when iterating the solution to find better virtual spring attachment points, the distances between nodes and projected data positions will be small, and so simple bilinear interpolation can be used to distribute the data forces to the surrounding three surface points without incurring significant error.
Given a @ with nodes evenly sampled throughout the body, we can use the common assumption that the object's mass is distributed equally among the sampled points to obtain ti = aTM@ = eTmI+ (56) where m is the mass assigned to each sample point. The modal stiffnesses ,& are more difficult to estimate; however, given that detailed material properties are unimportant, one may simply assign a stiffness proportional to &i for the nonrigid modes 1Li, and a stiffness of 0.0 for the rigid-body modes Ici, 1 < i < 6. -
C. Surface Detail Description
In the ThingWorld system [12], [16] the low-order modal representation is augmented by a surface mesh description of the surface's detailed structure, in order to obtain a more general shape representation. This spline description can be either a physically based mesh, or a simple spline. The basic idea is to replace the implicit function description f(x, y, z) = d = 1 with the more general implicit function f (x, y, z) = d(x, y, 2). This allows us to capture more detailed structure than is possible with any fixed number of modes without losing the advantages of an implicit function representation. The surface details are normally treated as error residuals relative to the model's dynamic behavior, although they are used in point, ray, or surface intersection calculations.
