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Abstract
In this article, we consider the stochastic wave equation on R+ × R driven by the
Le´vy white noise introduced in [2]. Using Rosenthal’s inequality, we develop a
maximal inequality for the moments of order p ≥ 2 of the integral with respect
to this noise. Based on this inequality, we show that this equation has a unique
solution, which is weakly intermittent in the sense of [5, 6].
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1 Introduction
In this article, we consider the stochastic wave equation in spatial dimension d = 1, driven
by the Le´vy white noise L introduced in [2]:
∂2u
∂t2
(t, x) =
∂2u
∂x2
(t, x) + σ(u(t, x))L˙(t, x) + b(u(t, x)), t > 0, x ∈ R
u(0, x) = v0(x),
∂u
∂t
(0, x) = v1(x),
(1)
where v0 is a bounded function and v1 ∈ L1(R). We assume that σ and b are Lipschitz
continuous functions. We let G be the fundamental solution of the wave equation on R:
G(t, x) =
1
2
1{|x|≤t}, t > 0, x ∈ R, (2)
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and w be the solution of the homogeneous wave equation on R with the same initial
conditions as (1):
w(t, x) =
1
2
∫ x+t
x−t
v1(y)dy +
1
2
(
v0(x+ t) + v0(x− t)
)
. (3)
We say that a predictable process u = {u(t, x); t ≥ 0, x ∈ R} is a (mild) solution of
(1) if it satisfies the following integral equation:
u(t, x) = w(t, x) +
∫ t
0
∫
R
G(t− s, x− y)σ(u(s, y))L(ds, dy) +∫ t
0
∫
R
G(t− s, x− y)b(u(s, y))dyds. (4)
Before we proceed, we recall briefly from [2] the definition of the Le´vy white noise L
and the construction of the stochastic integral with respect to this noise.
We consider a Poisson random measure (PRM) N on the space E = R+ × R× R0, of
intensity µ = dtdxν(dz), where R0 = R\{0} and ν is a Le´vy measure on R, i.e.∫
R0
(1 ∧ |z|2)ν(dz) <∞ and ν({0}) = 0.
We denote by N̂ the compensated PRM defined by N̂(A) = N(A) − µ(A) for any Borel
set A in E with µ(A) <∞. Throughout this article, we assume that ν satisfies:
m2 :=
∫
R0
|z|2ν(dz) <∞. (5)
Suppose that N is defined on a complete probability space (Ω,F , P ). On this space,
we consider the filtration
Ft = σ({N([0, s]× B × Γ); 0 ≤ s ≤ t, B ∈ Bb(R),Γ ∈ Bb(R0)}) ∨ N , t ≥ 0,
where N is the class of P -negligible sets, Bb(R) is the class of bounded Borel sets in R,
and Bb(R0) is the class of Borel sets in R0 which are bounded away from 0. Similarly to
Itoˆ’s classical theory, for any predictable process H which satisfies
E
∫ t
0
∫
R
∫
R0
|H(s, x, z)|2N̂(ds, dx, dz) <∞ for all t > 0, (6)
we can define the stochastic integral of H with respect to N̂ , and the integral process
{∫ t
0
∫
R
∫
R0
H(s, x, z)N̂(ds, dx, dz); t ≥ 0} is a zero-mean square-integrable martingale (see
for instance Section 2.2 of [7] or Section 4.2 of [1]). We work only with ca`dla`g modifications
of such integral processes. (A process is ca`dla`g if its sample paths are right-continuous
and have left limits.) Moreover, the following isometry property holds:
E
∣∣∣∣∫ t
0
∫
R
∫
R0
H(s, x, z)N̂(ds, dx, dz)
∣∣∣∣2 = ∫ t
0
∫
R
∫
R0
|H(s, x, z)|2ν(dz)dxds. (7)
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Here, we say that a process H = {H(t, x, z); t ≥ 0, x ∈ R, z ∈ R0} is predictable if it is
measurable with respect to the σ-field generated by all linear combinations of “elemen-
tary” processes, i.e. processes of the form H(ω, t, x, z) = Y (ω)1(a,b](t)1A(x)1Γ(z), with
0 ≤ a < b, Y an Fa-measurable bounded random variable, A ∈ Bb(R) and Γ ∈ Bb(R0).
The Le´vy white noise defined in [2] is a “worthy” martingale measure L = {Lt(B); t ≥
0, B ∈ Bb(R)} in the sense of [10], given by:
Lt(B) =
∫ t
0
∫
B
∫
R0
zN̂(ds, dx, dz).
This noise is characterized by the following properties: (i) Lt(B1), . . . , Lt(Bk) are inde-
pendent for any t > 0 and for any disjoint sets B1, . . . , Bk ∈ Bb(R); (ii) for any 0 ≤ s < t
and B ∈ Bb(R), Lt(B)− Ls(B) is independent of Fs and has characteristic function:
E(eiu(Lt(B)−Ls(B))) = exp
{
(t− s)|B|
∫
R
(eiuz − 1− iuz)ν(dz)
}
, u ∈ R,
where |B| is the Lebesgue measure of B. Using Walsh’ theory developed in [10], for any
predictable process X = {X(t, x); t ≥ 0, x ∈ R} which satisfies the condition:
E
∫ t
0
∫
R
|X(s, x)|2dxds <∞ for any t > 0, (8)
we can define the stochastic integral of X with respect to L, and the integral process
{∫ t
0
∫
R
X(s, x)L(ds, dx); t ≥ 0} is a zero-mean square-integrable martingale. Moreover,∫ t
0
∫
R
X(s, x)L(ds, dx) =
∫ t
0
∫
R
∫
R0
X(s, x)zN̂(ds, dx, dz),
and therefore, by (7) and (5), the following isometry property holds:
E
∣∣∣∣∫ t
0
∫
R
X(s, x)L(ds, dx)
∣∣∣∣2 = m2E ∫ t
0
∫
R
|X(s, x)|2dxds. (9)
This finishes our discussion about the noise L.
We now return to equation (1). Our goal is to show that, under certain conditions,
this equation has a unique solution which is weakly intermittent in the sense of [5, 6], i.e.
for any x ∈ R,
γ
x
(2) > 0 and γx(p) <∞ for all p > 2,
where γ
x
(p), respectively γx(p) are the lower and upper Lyapunov exponents, defined by:
γ
x
(p) = lim inf
t→∞
1
t
logE|u(t, x)|p and γx(p) = lim sup
t→∞
1
t
logE|u(t, x)|p.
The following theorem is the main result of this article.
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Theorem 1.1. Assume that σ and b are Lipschitz continuous functions, v0 is bounded,
v1 ∈ L1(R) and the measure ν satisfies (5).
(a) Equation (1) has a unique solution u which is continuous in L2(Ω) and satisfies:
sup
(t,x)∈[0,T ]×R
E|u(t, x)|2 <∞ for all T > 0.
(b) If the measure ν satisfies
mp :=
∫
R0
|z|pν(dz) <∞ for all p ≥ 2, (10)
then for any t > 0 and p ≥ 2,
sup
x∈R
E|u(t, x)|p ≤ Lp1 exp
(
L
p/2
2 M
1/2
p p
p/2t
)
,
where Mp = max{m2, mp} and L1 > 0, L2 > 0 are constants which do not depend on p.
Therefore in this case, for any x ∈ R and p ≥ 2, γx(p) ≤ Lp/22 M1/2p pp/2.
(c) If v0(x) ≥ a > 0 for all x ∈ R, v1 ≡ 0, b ≡ 0 and Lσ := infx 6=0 |σ(x)/x| > 0, then
there exists t0 > 0 such that for any t ≥ t0,
inf
x∈R
E|u(t, x)|2 ≥ a
2
2
exp
{
Lσ
(m2
2
)1/2
t
}
.
Therefore in this case, for any x ∈ R, γ
x
(2) ≥ Lσ(m2/2)1/2.
Example 1.2 (Gamma white noise). Recall that the characteristic function of a random
variable X with a Gamma distribution with parameters α > 0 and β > 0 is given by:
E(eiuX) =
(
1
1− iu/β
)α
= α
∫ ∞
0
(eiuz − 1)z−1e−βzdz.
It follows that a Le´vy white noise L with Le´vy measure ν(dz) = αz−1e−βz1{z>0}dz can
be represented as Lt(B) = Xt(B) − E(Xt(B)) = Xt(B) − αt|B|/β, where Xt(B) has a
Gamma distribution with parameters αt|B| and β. In this case, we say that L is a Gamma
white noise. Condition (10) holds, since mp = α
∫∞
0
zp−1e−βzdz = αΓ(p)β−p for all p > 0.
Remark 1.3. If condition (10) holds, it can be proved that the solution u of (1) satisfies:
E|u(t, x)− u(t′, x′)|p ≤ Cp,T,K(|x− x′|+ |t− t′|) for any t, t′ ∈ [0, T ], x, x′ ∈ [−K,K].
Remark 1.4. A zero-mean Gaussian process W = {Wt(B); t ≥ 0, B ∈ Bb(R)} with
covariance E[Wt(A)Ws(B)] = (t ∧ s)|A ∩ B| is called a Gaussian white noise. As in [6],
it can be proved that the solution u of the wave equation with Gaussian white noise is
weakly intermittent. In fact, supx∈RE|u(t, x)|p ≤ Lp1 exp
(
L2p
3/2t
)
for any t > 0, p ≥ 2.
Remark 1.5. We can also consider the heat equation with Le´vy white noise L:
∂u
∂t
(t, x) =
1
2
∂2u
∂x2
(t, x) + σ(u(t, x))L˙(t, x) + b(u(t, x)), t > 0, x ∈ R (11)
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and initial condition u(0, x) = v0(x), x ∈ R, where σ and b are Lipschitz functions and v0
is bounded. By classical methods, it follows that equation (11) has a unique solution u
which is continuous in L2(Ω). Unfortunately, proving that the solution of this equation has
finite moments of order p ≥ 3 (when the Le´vy measure ν satisfies (10)) remains an open
problem. The difficulty arises due to the second term in Rosenthal’s inequality, which leads
to the integral
∫
R
Gp(s, y)dy = cps
(1−p)/2 =: g(s), where G(t, x) = (2pit)−1/2 exp(−x2/(2t))
is the fundamental solution of the heat equation on R. When p ≥ 3, g is not integrable
around 0 and the standard argument based on Gronwall lemma cannot be applied.
This article is organized as follows. In Section 2, we prove a Rosenthal-type inequality
for the moments of order p ≥ 2 of the stochastic integral with respect to the noise L.
Section 3 is dedicated to the proof of Theorem 1.1. Classical methods yield immediately
the existence and uniqueness of the solution. The major effort will be dedicated to proving
the upper bound. For this, we follow the approach presented in Chapter 5 of [6] for the heat
equation with Gaussian white noise, replacing the Burkholder-Davis-Gundy inequality by
the Rosenthal-type inequality mentioned above. Luckily, due to the isometry property
(9), the lower bound requires very little effort, using the same argument as in Chapter 7
of [6] in the case of the heat equation with Gaussian white noise.
2 Maximal Inequality
In this section, we give a maximal inequality for the moments of order p ≥ 2 of the
stochastic integrals with respect to N̂ and L. We denote by ‖ · ‖p the norm in Lp(Ω).
We begin by recalling Rosenthal’s inequality for ca`dla`g martingales (see e.g. Lemma
2.1 of [4]).
Theorem 2.1 (Rosenthal’s inequality). Let {M(t)}t≥0 be a ca`dla`g square-integrable mar-
tingale with M(0) = 0 and 〈M〉 be its predictable quadratic variation. We denote by
(∆M)(t) the jump size of M at time t. Then for any p ≥ 2, there exists a constant
Bp > 0 depending on p such that for any t > 0,
‖ sup
s≤t
|M(s)|‖p ≤ Bp
(
‖〈M〉(t)1/2‖p + ‖ sup
s≤t
|(∆M)(s)|‖p
)
.
Remark 2.2. By Theorem 1 of [8], we know that the constant Bp in Rosenthal’s inequality
has the following asymptotic behaviour:
Bp = O
(
p
ln p
)
, as p→∞. (12)
Based on Rosenthal’s inequality, we obtain the following maximal inequality for the
stochastic integral with respect to N̂ .
Theorem 2.3. Let Y = {Y (t)}t≥0 be a process given by:
Y (t) =
∫ t
0
∫
R
∫
R0
H(s, x, z)N̂(ds, dx, dz),
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where H is a predictable process which satisfies (6). Then, there exists a ca`dla`g modifi-
cation of Y (denoted also by Y ) such that for any t > 0 and for any p ≥ 2,∥∥∥∥sup
s≤t
|Y (s)|
∥∥∥∥
p
≤ Bp

∥∥∥∥∥
(∫ t
0
∫
R
∫
R0
|H(s, x, z)|2ν(dz)dxds
)1/2∥∥∥∥∥
p
+
(
E
∫ t
0
∫
R
∫
R0
|H(s, x, z)|pν(dz)dxds
)1/p}
, (13)
where Bp is the constant in Rosenthal’s inequality.
Proof: Case 1. We assume that the process Y is of the form:
Y (t) =
∫ t
0
∫
B
∫
{|z|>ε}
H(s, x, z)N̂(ds, dx, dz) (14)
for some B ∈ Bb(R) and ε > 0. In this case, Y (t) = Yd(t) + Yc(t), where
Yd(t) =
∫ t
0
∫
B
∫
{|z|>ε}
H(s, x, z)N(ds, dx, dz),
Yc(t) =
∫ t
0
∫
B
∫
{|z|>ε}
H(s, x, z)ν(dz)dxds
Note that Yd is ca`dla`g and Yc is continuous. Hence, Y is a ca`dla`g martingale. Its pre-
dictable quadratic variation is given by:
〈Y 〉(t) =
∫ t
0
∫
B
∫
{|z|>ε}
|H(s, x, z)|2ν(dz)dxds.
Let Γ = {z; |z| > ε} and λ = |B|ν(Γ). By Proposition 5.3 of [9], we may assume that
the points of N in R+ × B × Γ are given by {(Ti, Xi, Zi)}i≥1, where T1 < T2 < . . . are
the points of a Poisson process on R+ of intensity λ, and {(Xi, Zi)}i≥1 are i.i.d. random
variables on B × Γ with law dxν(dz)/λ. Hence, the sample path t 7→ Yd(t) is a step
function given by:
Yd(t) =
n∑
i=1
H(Ti, Xi, Zi) if Tn−1 ≤ t < Tn.
We infer that Yd has a jump of size H(Ti, Xi, Zi) at Ti, and there are a finite number of
such jumps in the interval [0, t]. The conclusion follows by applying Theorem 2.1 to the
ca`dla`g martingale M = Y , since
E
(
sup
s≤t
|∆Y (s)|p
)
= E
(
sup
s≤t
|∆Yd(s)|p
)
≤ E
(∑
s≤t
|∆Yd(s)|p
)
=
E
(∑
Ti≤t
|H(Ti, Xi, Zi)|p
)
= E
∫ t
0
∫
B
∫
{|z|>ε}
|H(s, x, z)|pN(ds, dx, dz) =
E
∫ t
0
∫
B
∫
{|z|>ε}
|H(s, x, z)|pν(dz)dxds.
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Case 2. We assume that H(s, x, z) = 0 if |z| ≤ ε, for some ε > 0. We suppose
that the right-hand side of (13) is finite; otherwise, the result is trivial. Let Yk be the
ca`dla`g process given by (14) with B = Ek, where (Ek)k≥1 is a sequence in Bb(R) such
that Ek ⊂ Ek+1 for all k and
⋃
k≥1Ek = R. We apply the result of Case 1 to the process
Yk − Yl, for k > l. Hence,∥∥∥∥sup
s≤t
|Yk(s)− Yl(s)|
∥∥∥∥
p
≤ Bp(Ak,l +Bk,l),
where
Ak,l =
∥∥∥∥∥
(∫ t
0
∫
Ek−El
∫
{|z|>ε}
|H(s, x, z)|2ν(dz)dxds
)1/2∥∥∥∥∥
p
Bk,l =
(
E
∫ t
0
∫
Ek−El
∫
{|z|>ε}
|H(s, x, z)|pν(dz)dxds
)1/p
.
By the dominated convergence theorem, Ak,l → 0 and Bk,l → 0 as k, l → ∞. Hence,
(Yk)k≥1 is a Cauchy sequence in L
p(Ω;D[0, t]), where D[0, t] is the set of ca`dla`g functions
on [0, t] equipped with the sup norm. Its limit is a ca`dla`g modification of Y . The
conclusion follows by applying the result of Case 1 to the process Yk, and letting k →∞.
Case 3. In the general case, we consider a sequence (εk)k≥1 with εk ↓ 0 and we let Yk
be the process given by (14) with B = R and ε = εk. We denote also by Yk the ca`dla`g
modification of this process given by Case 2. We apply the result of Case 2 to Yk −Yl for
k > l. As above, we infer that (Yk)k≥1 is a Cauchy sequence in L
p(Ω;D[0, t]). Its limit is
a ca`dla`g modification of Y for which the conclusion holds. 
The following result plays an important role in the proof of Theorem 1.1.
Corollary 2.4. Let Y = {Y (t)}t≥0 be a process given by
Y (t) =
∫ t
0
∫
R
X(s, x)L(ds, dx),
where X = {X(t, x); t ≥ 0, x ∈ R} is a predictable process which satisfies (8). Suppose
that the measure ν satisfies condition (10). Then there exists a ca`dla`g modification of Y
(denoted also by Y ) such that for any t > 0 and for any p ≥ 2,
∥∥∥∥sup
s≤t
|Y (s)|
∥∥∥∥
p
≤ Bp
m1/22
∥∥∥∥∥
(∫ t
0
∫
R
|X(s, x)|2dxds
)1/2∥∥∥∥∥
p
+
m1/pp
(
E
∫ t
0
∫
R
|X(s, x)|pdxds
)1/p}
, (15)
where Bp is the constant in Rosenthal’s inequality.
Proof: The result follows by applying Theorem 2.3 with H(s, x, z) = X(s, x)z. 
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3 Proof of Theorem 1.1
This section is dedicated to the proof of Theorem 1.1.
As in [5, 6], for any β > 0 and p ≥ 2, we consider the space Lβ,p of predictable
processes Φ = {Φ(t, x); t ≥ 0, x ∈ R} such that ‖Φ‖β,p <∞, where
‖Φ‖β,p := sup
t≥0
sup
x∈R
(
e−βt‖Φ(t, x)‖p
)
.
It can be proved that Lβ,p equipped with ‖ ·‖β,p is a Banach space. (We identify processes
Φ1 and Φ2, if Φ1 is a modification of Φ2.)
We begin with some preliminary results.
The first result is a variant of the Rosenthal’s inequality, which gives the analogue of
Proposition 4.4 of [6] for the Le´vy white noise L.
Proposition 3.1. For any measurable function h : R+×R→ R such that h ∈ L2([0, t]×R)
for all t > 0 and for any Φ ∈ ∪β>0Lβ,2, the process {
∫ t
0
∫
R
h(s, y)Φ(s, y)L(ds, dy), t ≥ 0}
is well-defined and has a ca`dla`g modification which satisfies:∥∥∥∥∫ t
0
∫
R
h(s, y)Φ(s, y)L(ds, dy)
∥∥∥∥
p
≤ Bp
{
m
1/2
2
(∫ t
0
∫
R
|h(s, y)|2‖Φ(s, y)‖2pdyds
)1/2
+ m1/pp
(∫ t
0
∫
R
|h(s, y)|p‖Φ(s, y)‖ppdyds
)1/p}
.
Proof: To see that the stochastic integral is well-defined, we note that:
E
∫ t
0
∫
R
|h(s, y)|2|Φ(s, y)|2dyds ≤ ‖Φ‖2β,2e2βt
∫ t
0
∫
R
|h(s, y)|2dyds <∞.
We apply Corollary 2.4 withX(s, y) = h(s, y)Φ(s, y). Then, we use Minkowski’s inequality
with respect to the norm ‖ · ‖p/2 for the first term on the right-hand side of (15). 
For any Φ ∈ ∪β>0Lβ,2 we define the stochastic convolution with G by:
(G ∗ Φ)(t, x) =
∫ t
0
∫
R
G(t− s, x− y)Φ(s, y)dyds
for all t > 0 and x ∈ R, and (G∗Φ)(0, x) = 0 for all x ∈ R. SinceG(t−·, x−·) ∈ L2([0, t]×R
for any t > 0 and x ∈ R, G ∗ Φ is well-defined by Proposition 3.1.
The following result is the analogue of Proposition 5.2 of [6] for L.
Proposition 3.2 (Stochastic Young Inequality for the Le´vy white noise). For any β > 0,
p ≥ 2 and Φ ∈ Lβ,2,
‖G ∗ Φ‖β,p ≤ Bp
{
m
1/2
2
2
√
2β
+
1
2
(
2mp
p2β2
)1/p}
‖Φ‖β,p.
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Proof: Fix (t, x). We apply Proposition 3.1 with h(s, y) = G(t − s, x − y). We assume
that ‖Φ‖β,p <∞; otherwise the result is trivial. Since ‖Φ(s, y)‖p ≤ eβs‖Φ‖β,p, we obtain:
‖(G ∗ Φ)(t, x)‖p ≤ Bp‖Φ‖β,p
{
m
1/2
2
(∫ t
0
e2βs
∫
R
G2(t− s, x− y)dyds
)1/2
+m1/pp
(∫ t
0
epβs
∫
R
Gp(t− s, x− y)dyds
)1/p}
.
By the definition (2) of G, we have
∫
R
Gp(t− s, x− y)dy = 21−ps. Hence, for any p ≥ 2,∫ t
0
epβs
∫
R
Gp(t− s, x− y)dyds = 21−p
∫ t
0
(t− s)epβsds ≤
21−pepβt
∫ ∞
0
se−pβsds = 21−pepβt
1
(pβ)2
.
It follows that
‖(G ∗ Φ)(t, x)‖p ≤ Bp‖Φ‖β,peβt
{
m
1/2
2
2
√
2β
+
1
2
(
2mp
p2β2
)1/p}
.
We multiply by e−βt and we take the supremum over t ≥ 0 and x ∈ R. 
Remark 3.3. In the case of the stochastic convolution with the space-time Gaussian
white noise W , we have the following inequality:∥∥∥∥∫ t
0
∫
R
G(t− s, x− y)Φ(s, y)W (ds, dy)
∥∥∥∥
β,p
≤ zp 1
2
√
2β
‖Φ‖β,p,
where zp ∼ 2√p is the constant in Burkholder-Davis-Gundy inequality.
We now return to the study of equation (1). Since the functions σ and b are Lipschitz
continuous, there exists a constant L > 0 such that
max{|σ(x)− σ(y)|, |b(x)− b(y)|} ≤ L|x− y| for all x, y ∈ R. (16)
Choosing L > max{|σ(0)|, |b(0)|}, we have
max{|σ(x)|, |b(x)|} ≤ L(1 + |x|) for all x ∈ R. (17)
We consider the sequence (un)n≥0 of Picard iterations, defined by:
un+1(t, x) = w(t, x) +
∫ t
0
∫
R
G(t− s, x− y)σ(un(s, y))L(ds, dy) +∫ t
0
∫
R
G(t− s, x− y)b(un(s, y))duds, (18)
for all n ≥ 0, and u0(t, x) = w(t, x).
Similarly to Proposition 5.8 of [6], we prove the following result.
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Proposition 3.4. The processes (un)n≥0 are well-defined and belong to ∪β>0Lβ,2. If
condition (10) holds, then there exist some constants L1 > 0 and L2 > 0 such that
sup
x∈R
E|un(t, x)|p ≤ Lp1 exp
(
L
p/2
2 p
p/2M1/2p t
)
, (19)
for any t > 0, p ≥ 2 and n ≥ 0, where Mp = max{m2, mp}.
Proof: The fact that the processes (un)n≥1 are well-defined follows by classical methods.
More precisely, by induction on n, it can be proved that: (i) un(t, x) is well-defined;
(ii) sup(t,x)∈[0,T ]×RE|un(t, x)|2 < ∞ for any T > 0; (iii) the map (t, x) 7→ un(t, x) is
continuous in L2(Ω); (iv) un ∈ Lβ,2 for all β > 0. At each step, we work with a predictable
modification of un (denoted also by un). We omit the details.
It remains to prove (19). We will estimate E|un+1(t, x)|p by treating separately the
three terms on the right-hand side of (18). For the first term, recalling the definition (3)
of w, we see that |w(t, x)| ≤ 1
2
∫
R
|v1(x)|dx+ supx∈R |v0(x)| =: K for all t > 0 and x ∈ R,
and hence
‖w‖β,p ≤ K. (20)
For the second term, by Proposition 3.2 and property (17), we have:
‖G ∗ σ(un)‖β,p ≤ Cβ,p‖σ(un)‖β,p ≤ Cβ,pL
(
1 + ‖un‖β,p
)
, (21)
where
Cβ,p = Bp
{
m
1/2
2
2
√
2β
+
1
2
(
2mp
p2β2
)1/p}
. (22)
We denote by Cn(t, x) the third term on the right-hand side of (18). By Minkowski’s
inequality, property (17), and the fact that
∫
R
G(t− s, x− y)dy = t− s, we have:
‖Cn(t, x)‖p ≤ L
∫ t
0
∫
R
G(t− s, x− y)(1 + ‖un(s, y)‖p)dyds ≤
L
∫ t
0
(
1 + sup
y∈R
‖un(s, y)‖p
)
(t− s)ds ≤ L
{
t2
2
+ ‖un‖β,p
∫ t
0
eβs(t− s)ds
}
≤
L
{
t2
2
+ ‖un‖β,peβt
∫ ∞
0
se−βsds
}
= L
{
t2
2
+ ‖un‖β,peβt 1
β2
}
.
We multiply by e−βt and we take the supremum over t ≥ 0 and x ∈ R. Using the fact
that supt≥0 t
2e−βt = 4/(eβ)2, we obtain:
‖Cn‖β,p ≤ 2L
e2β2
+
L
β2
‖un‖β,p. (23)
Using Minkowski’s inequality with respect to the norm ‖ · ‖β,p and relations (20), (21)
and (23), we obtain:
‖un+1‖β,p ≤ K + Cβ,pL+ 2L
e2β2
+ L
(
Cβ,p +
1
β2
)
‖un‖β,p. (24)
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By induction on n, it follows that ‖un‖β,p <∞ for all β > 0 and p ≥ 2.
We now prove (19). We fix p ≥ 2. We would like to choose β > 0 (depending on p)
such that
L
β2
<
1
4
and Cβ,pL <
1
4
. (25)
Using definition (22) of Cβ,p, we see that it suffices to pick β > 0 such that
L
β2
<
1
4
, BpL
m
1/2
2
2
√
2β
<
1
8
and
1
2
BpL
(
2mp
p2β2
)1/p
<
1
8
.
By (12), there exists a constant C0 ≥ 1 such that Bp ≤ C0p for all p ≥ 2. Hence, it is
enough to choose β > 0 such that
β2 > 4L, β2 >
m2
2
(4LC0p)
2 and β2 >
2mp
p2
(4LC0p)
p.
We may assume that L > 1/(4m2), and so m2(4LC0p)
2/2 ≥ m2(4L)2 ≥ 4L. Note that
2pp−2 ≥ p2/2 and (4LC0)p ≥ (4LC0)2 (if 4L ≥ 1). Hence, it is enough to choose β > 0
such that β2 > 2pp−2Mp(4C0L)
p, where Mp = max{m2, mp}. We let β > 0 be given by:
β2 = pp−2MpL
p
2 where L2 = 9C0L. (26)
With this choice of β, condition (25) is satisfied.
From (24) and (25), we obtain that ‖un+1‖β,p ≤ γ + 12‖un‖β,p, where γ = K + 1/4 +
1/(2e2). Using recursively this inequality, it follows that
‖un+1‖β,p ≤
n∑
j=0
γ
2j
+
1
2n+1
‖u0‖β,p ≤ 2γ + 1
2
K =: L1 for all n ≥ 0. (27)
Hence E|un+1(t, x)|p ≤ Lp1epβt and the conclusion follows by the choice of β. 
Proof of Theorem 1.1: (a) By classical methods, it can be proved that the sequence
(un)n≥0 converges in L
2(Ω) uniformly in (t, x) ∈ [0, T ]×R, and its limit is the solution of
equation (1) (see for instance the proof of Theorem 13 of [3]). We omit the details.
(b) We proceed as in the proof of Theorem 5.5 of [6]. We have
un+1(t, x)− un(t, x) =
∫ t
0
∫
R
G(t− s, x− y)[σ(un(s, y))− σ(un−1(s, y))]L(ds, dy)+∫ t
0
∫
R
G(t− s, x− y)[b(un(s, y))− b(un−1(s, y))]dyds =: J1(t, x) + J2(t, x)
By Proposition 3.2 and property (16), we have:
‖J1‖β,p ≤ Cβ,p‖σ(un)− σ(un−1)‖β,p ≤ Cβ,pL‖un − un−1‖β,p,
where Cβ,p is given by (22). Similarly to (23), it can be shown that
‖J2‖β,p ≤ L
β2
‖un − un−1‖β,p.
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It follows that for any p ≥ 2, β > 0 and n ≥ 0,
‖un+1 − un‖β,p ≤ L
(
Cβ,p +
1
β2
)
‖un − un−1‖β,p.
We fix p ≥ 2 and let β be given by (26). (Note that β depends on p.) By (25),
‖un+1 − un‖β,p ≤ 1
2
‖un − un−1‖β,p for all n ≥ 0.
Using this inequality recursively and (27), we obtain that
‖un+1 − un‖β,p ≤ 1
2n
‖u1 − u0‖β,p ≤ 1
2n
(2L1) for all n ≥ 0.
It follows that (un)n≥0 is a Cauchy sequence in Lβ,p. Its limit in this space is the solution
u of equation (1). By (27), ‖u‖β,p ≤ L1. Hence, using definition (26) of β, we have:
E|u(t, x)|p ≤ Lp1epβt = Lp1 exp
(
pp/2M1/2p L
p/2
2 t
)
.
(c) We argue as in the proof of Theorem 7.8 of [6]. By (4), E(u(t, x)) = w(t, x). (Recall
that the stochastic integral with respect to L has mean zero and b ≡ 0.) Combined with
the isometry property (9), this yields:
E|u(t, x)|2−w(t, x)2 = E|u(t, x)−w(t, x)|2 = m2E
∫ t
0
∫
R
G2(t−s, x−y)|σ(u(s, y))|2dyds.
By our hypotheses on v0 and v1, w(t, x) ≥ a for all t > 0 and x ∈ R. Since |σ(x)| ≥ Lσ|x|
for all x ∈ R, we infer that:
E|u(t, x)|2 ≥ a2 + L2σm2
∫ t
0
∫
R
G2(t− s, x− y)E|u(s, y)|2dyds
for any t > 0 and x ∈ R. We denote I(t) = infx∈RE|u(t, x)|2. Using the fact that∫
R
G2(t− s, x− y)dy = (t− s)/2, we obtain that:
I(t) ≥ a2 + L
2
σm2
2
∫ t
0
I(s)(t− s)ds.
By Theorem 7.11 of [6], it follows that I(t) ≥ f(t) for all t > 0, where f is a solution of
f(t) = a2 +
∫ t
0
f(s)g(t− s)ds
with g(t) = (L2σm2/2)t. Multiplying by e
−λt with λ > 0, we get:
f˜(t) = a2e−λt +
∫ t
0
f˜(t− s)g˜(s)ds,
where h˜(t) = e−λth(t) for any function h. Choosing λ2 = L2σm2/2, g˜ becomes a density
function on (0,∞). With this choice of λ, using Feller’s renewal theory, we infer that
lim
t→∞
f˜(t) =
∫∞
0
a2e−λtdt∫∞
0
tg˜(t)dt
=
a2λ−1
m2L2σλ
−3
=
a2
m2L2σ
λ2 =
a2
2
.
Hence, lim inft→∞(e
−λtI(t)) ≥ a2/2, i.e. I(t) ≥ (a2/2)eλt for all t ≥ t0. 
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