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Abstract
The 7rst purpose of this work is to prove a convergence theorem for vector valued continued fractions
which is an exact extension of a well-known theorem of #Sleszy#nski–Pringsheim, and our proof is based on
the truncation error analysis for such continued fractions. The second purpose is to give re7ned error bounds
for such continued fractions. These bounds are also improvements of the scalar results and the numerical
example given explains the e8ect of our results.
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1. Introduction
A vector valued continued fraction is an expression of the form
K(an=b˜n) = b˜0 +
a1
b˜1+
a2
b˜2+
· · ·= b˜0 + a1
b˜1 + (a2=b˜2)
+ · · · (1)
in which the ai’s are complex numbers and the b˜i’s are complex vectors in Cd; d∈N. The above
evaluation process is based on the use of the Samelson inverse for vector (also see [3,6]):
b˜−1 =
b˜∗
‖˜b‖2 ; (2)
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where b˜∗ denotes the complex conjugate of the vector b˜ and ‖˜b‖2 =¡b˜; b˜¿, that is, ‖˜b‖ is the
2-norm of b˜.
It is clear that if we write
s0(˜z) = b0 + z˜; sn(˜z) =
an
b˜n + z˜
(n¿ 1) and Sn(˜z) = (s0 ◦ s1 ◦ · · · ◦ sn)(˜z) (3)
for all n¿ 0, then
Sn(˜0) = b˜0 +
a1
b˜1+
a2
b˜2+
· · · an
+b˜n
and Sn(˜0) is called the nth approximant of continued fractions (1). Obviously, by means of the
de7nition of sn, the condition
‖˜bn‖¿ 1 + |an|; n= 1; 2; 3 : : : (4)
is equivalent to sn(D) ⊆ D, where D is the open unit disk, namely, D= {˜z : ‖˜z‖¡ 1; z˜ ∈Cd}, and
thus the nestedness Sn(D)= Sn−1(sn(D)) ⊆ D for all n follows. Similar to the scalar case, continued
fractions of this type will be called vector valued #Sleszy#nski–Pringsheim continued fractions (vector
valued SP-fractions in short) in this paper.
It is well-known, in the scalar case, that the SP-fraction K(an=bn) converges to a value f in ME,
where ME is the closure of E = {z : |z|6 1; z ∈C}, and the following holds for all m¿n¿ 0 (for
more details we refer to [2,4, p.31]):
|Sn(0)− Sm(0)|6 1∑
n
− 1∑
m
; (5)
where
∑
n := 1+
∑n
k=1(
∏k
i=1 |ai|). This is one of the best known and most often used convergence
criteria of continued fractions.
In [7], Zhao et al. gave a #Sleszy#nski–Pringsheim-like convergence theorem for the vector valued
continued fraction (1), namely,
Theorem 1 (Zhao et al. [7,Theorem 6]). If ai ∈C; b˜i ∈Cd and the inequalities 1 +
√|ai|6√||˜bi‖
(i = 0; 1; 2; : : :) hold true, then the vector valued continued fraction (1) converges.
Theorem 1, however, is not an exact generalization of #Sleszy#nski–Pringsheim convergence theorem
for vector valued continued fractions. The 7rst aim of this paper is to generalize the #Sleszy#nski–
Pringsheim convergence theorem to the vector case. By means of truncation error estimates for
approximants of vector valued SP-fractions, we give an exact generalization of #Sleszy#nski–Pringsheim
convergence theorem.
In [1], Beardon discussed the geometry of SP-fractions in the scalar case. Furthermore, in [2], by
using a geometric argument, Beardon and Lorentzen gave the following results:
(a) |f − Sn(0)|(or|Sm − Sn|)6 1∑
n−1 +|a1a2 · · · an|=2
; (6)
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(b) rad(Sn(E))6
1
2
∑
n−1 +|a1a2 · · · an|
: (7)
The second purpose of this paper is to give a re7ned bound for rad(Sn(D)) and a more re7ned
error bound for ‖f˜ − Sn(˜0)‖, namely:
(c) ‖f˜ − Sn(˜0)‖(or‖Sm(˜0)− Sn(˜0)‖)6min
(
|a1 · · · an+1|∑
n
∏n+1
i=1 (‖˜bi‖ − 1)
;
1∑
n
− 1∑
∞
)
; (8)
(d) rad(Sn(D))6
|a1 · · · an|∑
n
∏n
i=1(‖˜bi‖ − 1)
; (9)
where
∑
∞=limn−¿∞
∑
n, and
∑
∞ may be a 7nite or in7nite value. Clearly, since ‖˜bn‖¿ 1+ |an|,
in the scalar case, inequalities (8) and (9) are stronger than (6) and (7) respectively, therefore they
also improve the corresponding scalar results.
2. Some lemmas
Before proving the main results, we record some lemmas dealing with vector valued continued
fractions.
Lemma 1 directly comes from de7nition (2) (also see [7,8]).
Lemma 1 (Zhao and Zhu [8, Lemma 1]). Let b˜1; b˜2 ∈Cd, then one 9nds
‖˜b−11 − b˜−12 ‖= (‖˜b1‖ · ‖˜b2‖)−1‖˜b1 − b˜2‖: (10)
The following backward algorithm for the vector valued continued fraction (1) is stated in [7].
Lemma 2 (Zhao et al. [7, Theorem 2]). For any n∈N, let
p˜n;n = b˜n; qn;n = 1; qn;n−1 = ‖˜bn‖2; (n= 1; 2; : : : ; ) (11)
p˜n; i = b˜iqn; i + ai+1p˜∗n; i+1; (i = n− 1; : : : ; 1; 0) (12)
qn; i = ‖˜bi+1‖2qn; i+1 + 2Re(a∗i+2p˜n; i+2b˜i+1) + |ai+2|2qn; i+2; (i = n− 2; : : : ; 0) (13)
then one has
(1) qn; i¿ 0; (14)
(2) ‖p˜n; i‖2 = qn; iqn; i−1; (15)
(3)
p˜n; i
qn; i
= b˜i +
ai+1
b˜i+1+
· · · an
+b˜n
: (16)
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Now, by using algorithms (11)–(13), we can give a di8erence formula for two modi7ed conver-
gents of vector valued continued fractions, namely,
Lemma 3 (Zhao and Zhu [8, Theorem 1]). For any n∈N; !˜1; !˜2 ∈Cd, one 9nds
‖Sn(!˜1)− Sn(!˜2)‖= |a1| · · · |an| · ‖!˜1 − !˜2‖√
qn;0(!˜1)
√
qn;0(!˜2)
: (17)
Generally, we can give the following di8erence formula for any two convergents of vector valued
continued fractions.
Lemma 4. For any m; n∈N, one 9nds
‖Sn+m(˜0)− Sn(˜0)‖=
|a1| · · · |an+1|√qn+m;n+1√
qn;0
√
qn+m;0
:
Proof. Let
din;n+m =
∣∣∣∣
∣∣∣∣ p˜n+m; iqn+m; i −
p˜n; i
qn; i
∣∣∣∣
∣∣∣∣
by using Lemma 2, it follows that
din;n+m = |ai+1| ·
∣∣∣∣
∣∣∣∣ qn+m; i+1p˜n+m; i+1 −
qn; i+1
p˜n; i+1
∣∣∣∣
∣∣∣∣ : (18)
From Lemma 1, (18) can be written as
din;n+m = |ai+1|
qn+m; i+1qn; i+1
‖p˜n; i+1‖ · ‖p˜n+m; i+1‖d
i+1
n;n+m:
By continuing the above process and paying attention to
dnn;n+m = |an+1|
‖p˜n+m;n+1‖
qn+m;n
;
one 7nds
din;n+m =
n+1∏
k=i+1
|ak |
n∏
k=i+1
qn+m;kqn;k
‖p˜n;k‖ · ‖p˜n+m;k‖
‖p˜n+m;n+1‖
qn+m;n
: (19)
In particular, let i = 0 in (19), from Lemma 2, it follows that
d0n;n+m = ‖Sn+m(˜0)− Sn(˜0)‖=
n+1∏
k=1
|ak |
√
qn+m;n+1√
qn;0qn+m;0
;
which completes the proof of Lemma 4.
H.-x. Zhao et al. / Journal of Computational and Applied Mathematics 163 (2004) 343–350 347
3. The convergence theorem and truncation error bounds
We shall prove the following result which, in a sense, generalizes #Sleszy#nski–Pringsheim theorem
to the vector case, and give re7ned error bounds for such vector valued continued fractions.
Theorem 2. The vector valued SP-fraction (1) converges to a value f˜ in D, and the following
results hold for all n:
(A) ‖f˜ − Sn(˜0)‖6min
(
|a1 · · · an+1|∑
n
∏n+1
i=1 (‖˜bi‖ − 1)
;
|a1 · · · an+1|∏n
i=1(‖˜bi‖ − 1) ·
∏n+1
i=1 (‖˜bi‖ − 1)
;
1∑
n
− 1∑
∞
)
;
(B) rad(Sn(D))6min
(
|a1 · · · an|∑
n
∏n
i=1(‖˜bi‖ − 1)
;
|a1 · · · an|∏n
i=1(‖˜bi‖ − 1)2
)
:
Proof. By means of (13) and inequality (4), one 7nds
√
qn; i − |ai+1|√qn; i+1¿√qn; i+1 − |ai+2|√qn; i+2; (i = 0; 1; : : : ; n− 2): (20)
In particular, let i = n− 2 in (20), from (11), it follows that
√
qn;n−2 − |an−1|√qn;n−1¿ ‖˜bn‖ − |an|¿ 1: (21)
By (20) and (21), one has
√
qn; i¿ 1 + |ai+1|√qn; i+1; (i = 0; 1; : : : ; n− 2): (22)
Let i = 0 in (22), then applying (22) repeatedly, one 7nds
√
qn;0¿ 1 + |a1|+ |a1a2|√qn;2¿ · · ·
¿ 1 + |a1|+ |a1a2|+ · · ·+ |a1a2 · · · an|√qn;n
= 1 + |a1|+ |a1a2|+ · · ·+ |a1a2 · · · an|: (23)
By means of the de7nition of vector valued SP-fractions and by induction, it is easy to prove the
following inequalities∣∣∣∣
∣∣∣∣ aib˜i+ · · ·
an
+b˜n
∣∣∣∣
∣∣∣∣6 1; n¿ i¿ 1: (24)
From (15), (16) and (24), it follows for m+ n¿ i¿ 1 that
√
qn+m; i−1√
qn+m; i
=
∣∣∣∣
∣∣∣∣b˜i + ai+1b˜i+1+ · · ·
an+m
+b˜n+m
∣∣∣∣
∣∣∣∣¿ ‖˜bi‖ − 1: (25)
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By simple computing, one sees that
√
qn+m;0√
qn+m;n+1
¿
n+1∏
i=1
(‖˜bi‖ − 1): (26)
Using Lemma 4, (23) and (26), one obtains
‖Sn+m(˜0)− Sn(˜0)‖6min
(
|a1 · · · an+1|∑
n
∏n+1
i=1 (‖˜bi‖ − 1)
;
|a1 · · · an+1|∏n
i=1(‖˜bi‖ − 1) ·
∏n+1
i=1 (‖˜bi‖ − 1)
)
: (27)
On the other hand, from Lemma 4 and (23), one 7nds
‖Sn+m(˜0)− Sn(˜0)‖6
m∑
k=1
‖Sn+k (˜0)− Sn+k−1(˜0)‖
6
m∑
k=1
|a1a2 · · · an+k |√
qn+k;0
√
qn+k−1;0
6
m∑
k=1
|a1a2 · · · an+k |∑
n+k−1
∑
n+k
=
m∑
k=1
(
1∑
n+k−1
− 1∑
n+k
)
=
1∑
n
− 1∑
n+m
: (28)
Now, we have to consider two cases.
Case 1:
∑
∞=∞, in this case, from (4), it follows that(
1
/∑
n
)(
|a1 · · · an+1|
(
n+1∏
i=1
(‖˜bi‖ − 1)
))
6 1
/∑
n
→ 0(n→∞):
Case 2:
∑
∞¡∞, in this case, we always have that (
∑−1
n −
∑−1
∞ )→ 0, as n→∞, also when∑
∞=∞.
Since these two cases include all possibilities, from (27) and (28), the vector sequence Sn(˜0) is
a Cauchy sequence. This implies convergence of the given vector valued continued fraction. Hence,
let m→∞ in (27) and (28), then we have
‖f˜ − Sn(˜0)‖6min
(
|a1 · · · an+1|∑
n
∏n+1
i=1 (‖˜bi‖ − 1)
;
|a1 · · · an+1|∏n
i=1(‖˜bi‖ − 1) ·
∏n+1
i=1 (‖˜bi‖ − 1)
;
1∑
n
− 1∑
∞
)
which proves part (A) of Theorem 2.
Next, to prove part (B), we restrict our consideration to the nth modi7ed approximant Sn(!˜),
where !˜∈D.
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Similar to the proof of (24), the following inequalities are valid for any !˜∈D and n¿ i¿ 1.∣∣∣∣
∣∣∣∣b˜i + ai+1b˜i+1+ · · ·
an
+b˜n + !˜
∣∣∣∣
∣∣∣∣¿ ‖˜bi‖ − 1:
Similar to the proof of (26), one has
√
qn;0(!˜)¿
n∏
i=1
(‖˜bi‖ − 1): (29)
Hence, from (23), (29) and Lemma 3, for any !˜1; !˜2 ∈D, we 7nd
‖Sn(!˜1)− Sn(!˜2)‖6 ‖Sn(!˜1)− Sn(˜0)‖+ ‖Sn(˜0)− Sn(!˜2)‖
6
2∑
m=1
|a1| · · · |an| · ‖!˜m‖√
qn;0(!˜m)
√
qn;0(˜0)
6min
(
2|a1 · · · an|∑
n
∏n
i=1(‖˜bi‖ − 1)
;
2|a1 · · · an|∏n
i=1(‖˜bi‖ − 1)2
)
: (30)
By the de7nition of the radius rad(Sn(D)), from (30), it follows that
rad(Sn(D)) = 12 sup{‖Sn(!˜1)− Sn(!˜2)‖ : !˜2; !˜2 ∈D}
6min
(
|a1 · · · an|∑
n
∏n
i=1(‖˜bi‖ − 1)
;
|a1 · · · an|∏n
i=1(‖˜bi‖ − 1)2
)
;
which completes the proof of part (B).
As a special case of the vector case, in the scalar case, an immediate consequence of Theorem 2
is the following corollary.
Corollary 1. If ai; bi ∈C and the inequalities ‖bi‖¿ 1+ |ai|(i=0; 1; 2; : : :) hold true, then continued
fractions K(an=bn) converges to a value f, and the following results hold for all n:
(A) ‖f − Sn(0)‖6min
(
|a1 · · · an+1|∑
n
∏n+1
i=1 (|bi| − 1)
;
|a1 · · · an+1|∏n
i=1(|bi| − 1) ·
∏n+1
i=1 (|bi| − 1)
;
1∑
n
− 1∑
∞
)
(B) rad(Sn(E))6min
( |a1 · · · an|∑
n
∏n
i=1(|bi| − 1)
;
|a1 · · · an|∏n
i=1(|bi| − 1)2
)
:
Next, in the scalar case, we illustrate the e8ect of the improved truncation bound in part (A) of
Corollary 1 by a numerical example.
Example. Let us estimate the truncation error bounds of the continued fraction K(an=bn) given by
(a) an =−2(n=(n+ 3))2; bn = 1 + 2(n=(n+ 1))2 and (b) an =−2(n=(n+ 3)); bn = 1 + 2(n=(n+ 1)).
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Solution. (a) Clearly, the series
∑
n=1+ 1=2
2 + 1=32 + · · ·+ 1=(n+ 1)2 converges. Using part (A)
of Corollary 1 and by simple computing, the truncation error is O(1=n22n). But by means of (6),
the error bound is O(1=n2), and according to the truncation error formula stated in [5, p. 475], the
error bound is O(1=2n).
(b) The series
∑
n=1+ 1=2 + 1=3 + · · ·+ 1=(n+ 1) diverges. Using part (A) of Corollary 1, the
error is O(1=2nn). But by means of (6), the error bound is O(1=ln n), and according to the truncation
error formula stated in [5, p. 475], the error bound is O(1=2n).
So, our results are also improvements of the scalar case.
References
[1] A. Beardon, The geometry of Pringsheim’s continued fractions, Geometriae Dedicate 84 (2001) 125–134.
[2] A. Beardon, L. Lorentzen, Approximants of #Sleszy#nski–Pringsheim continued fractions, J. Comput. Appl. Math. 132
(2001) 467–477.
[3] P.R. Graves-Morris, Vector valued rational interpolants I, Numer. Math. 41 (1983) 331–348.
[4] L. Lorentzen, H. Waadeland, Continued Fractions with Applications, North-Holland, Amsterdam, 1992.
[5] W.J. Thron, Improved truncation error bounds for limit periodic continued fractions with additional assumptions on
its elements, J. Comput. Appl. Math. 105 (1999) 467–476.
[6] P. Wynn, Vector continued fraction, Linear Algebra Appl. 1 (1968) 357–395.
[7] H.X. Zhao, G.Q. Zhu, P. Xiao, A backward three-term recurrence relation for vector valued continued fractions and
it’s applications, J. Comput. Appl. Math. 142 (2002) 389–400.
[8] H.X. Zhao, G.Q. Zhu, A Worpitzky theorem for vector valued continued fractions, J. Comput. Appl. Math. 154 (2003)
107–114.
