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An image processing technique called the cellular neural network (CNN) approach is used in this study to locate
geological features giving rise to gravity anomalies such as faults or the boundary of two geologic zones. CNN is
a stochastic image processing technique based on template optimization using the neighborhood relationships of
cells. These cells can be characterized by a functional block diagram that is typical of neural network theory. The
functionality of CNN is described in its entirety by a number of small matrices (A, B and I ) called the cloning
template. CNN can also be considered to be a nonlinear convolution of these matrices. This template describes
the strength of the nearest neighbor interconnections in the network. The recurrent perceptron learning algorithm
(RPLA) is used in optimization of cloning template. The CNN and standard Canny algorithms were ﬁrst tested
on two sets of synthetic gravity data with the aim of checking the reliability of the proposed approach. The CNN
method was compared with classical derivative techniques by applying the cross-correlation method (CC) to the
same anomaly map as this latter approach can detect some features that are difﬁcult to identify on the Bouguer
anomaly maps. This approach was then applied to the Bouguer anomaly map of Biga and its surrounding area,
in Turkey. Structural features in the area between Bandırma, Biga, Yenice and Gonen in the southwest Marmara
region are investigated by applying the CNN and CC to the Bouguer anomaly map. Faults identiﬁed by these
algorithms are generally in accordance with previously mapped surface faults. These examples show that the
geologic boundaries can be detected from Bouguer anomaly maps using the cloning template approach. A visual
evaluation of the outputs of the CNN and CC approaches is carried out, and the results are compared with each
other. This approach provides quantitative solutions based on just a few assumptions, which makes the method
more powerful than the classical methods.
Key words: CNN, derivative method, cross-correlation, Canny algorithm, cloning template, gravity anomaly,
geological features, southwestern Marmara region, Turkey.
1. Introduction
One of the most common problems encountered in geo-
physical studies is how to determine the subsurface geolog-
ical features, namely faults or the boundary of two geologic
zones at various depths, as it difﬁcult to establish the geo-
logical boundaries hidden beneath surface materials. Grav-
ity is an effective geophysical method by which to identify
these, and numerous techniques exist in the ﬁeld of geo-
physics for analyzing gravity anomalies produced by faults
or the boundary of two geologic zones. In this context,
boundary analyses of gravity or magnetic anomalies are car-
ried out using various combinations of directional derivative
(gradient) techniques. Edge detection algorithms are used
for analyzing potential sets of ﬁeld data, such as gravity and
magnetic maps, in order to detect main geological bodies,
subtle geological features, geological structures and align-
ments (Boschetti, 2005). Since the early 1970s, a variety of
automatic or semiautomatic methods, all of which are based
on the use of the horizontal or vertical gradient of potential
ﬁeld anomalies, have been developed as efﬁcient tools for
Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.
the determination of geometric parameters, such as loca-
tions of boundaries and the depths of the causative sources.
Since potential ﬁeld data correspond to the superposition of
effects from all causative sources, the determination of ge-
ologic boundaries usually suffers from nearby source inter-
ference that produces false edges. Most of the images need
to be enhanced before an edge detection scheme can be ap-
plied successfully. Image enhancement is a general term
describing the process of manipulating the data in an image
to emphasize the features of interest. Of the many methods
that exist to evaluate edge detectors, the Canny algorithms
(1986) were the ﬁrst to provide analytic expressions for the
criteria that have to be optimized in edge detection.
Geologists and geophysicists are interested in linear
anomalies in gravity and magnetic maps that may corre-
spond to subsurface faults, a boundary of two geologic
zones and other structural features. The Radon transform
is a useful method for analyzing lineaments in a two-
dimensional (2-D) map, and Sykes and Das (2000) have
used this approach transform to enhance linear features in
geophysical maps. Boschetti (2005) proposed a number of
edge detection algorithms based on gravity gradient. In ad-
dition, several edge detection algorithms can be found in
earlier publications, all of which are based on image gradi-
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ents. These gradients are calculated from the image itself,
rather than from measured data. Thompson (1982) and Reid
et al. (1990) have used Euler-based approaches for the de-
tection of borders and estimation of depth from gravity and
magnetic anomalies. Fedi and Florio (2001) proposed a new
technique called Enhanced Horizontal Derivative (EHD),
which they used to analyze gravity and magnetic anomalies.
In this technique, various orders of horizontal derivatives
are summed, and the vertical derivative is then taken; the
location of maxima is used to outline the source boundaries.
Zeng et al. (1994) proposed a technique which is based on
cross-correlation (CC) between the theoretical anomaly due
to a vertical step and the second vertical derivative of the
Bouguer anomaly to locate minor faults that may be difﬁ-
cult to identify based only on the Bouguer anomaly map.
In this approach, faults are located from the closed maxima
or minima on the CC map. Blakely and Simpson (1986)
improved the boundary analysis technique, which detects
buried geological structures based on the horizontal deriva-
tive of gravity data.
The cellular neural network (CNN) approach can also be
used for edge detection, data enhancement and the separa-
tion of potential ﬁeld maps. The most popular application
of CNN has been image processing, essentially because of
its analog feature and sparse connections, all of which are
conductive to real time processing. The dynamics of the
CNN approach are described by a system of nonlinear or-
dinary differential equations and by an associated compu-
tation energy function that is minimized during the com-
putation process. A two-dimensional CNN can be consid-
ered to be a two-dimensional ﬁlter and has been applied for
noise removal, shape extraction and edge detection. In the
present study, CNN is used in the edge detection of geolog-
ical structures. We show that this approach is a useful tool
for detecting deep faults, even in presence of shallower near
surface features.
Aydogan et al. (2005) recently introduced the CNN al-
gorithm, providing implicitly the expressions necessary to
apply the method to the analysis of gravity data. For those
interested readers who are not familiar with neural network
data analysis techniques, this article is barely comprehensi-
ble. In this article, I therefore explicitly provide the details
of this method so that any reader will be able to follow the
method easily and use it for routine applications. In addi-
tion to the numerical examples provided by Aydogan et al.
(2005), I also introduce more complex numerical models to
illustrate the power of the CNN algorithm. One of the major
outcomes of this paper is its contribution to the seismotec-
tonics of the southwestern Marmara sea region where we
identify a hidden fault that is not present at the active fault
maps of Turkey.
2. Cellular Neural Network Approach
The CNN model was introduced by Chua and Yang
(1988a, b) and consists of a recurrent nonlinear network
in which neurons are locally connected and the dynamics
are identical for each node. These neurons are commonly
called cells. The connection with the cells outside the r -
neighborhood is enabled by the propagation effects of the
network dynamics. The dynamics of a CNN is described
by a set of differential equations. A variety of CNN models
have been reported in the aftermath of the introduction of
the Chua and Yang network. These models differ in terms
of cell complexity, cell parameterization, call dynamics and
network topology.
Each cell in a CNN has an input, an internal state and
an output. Any one cell is connected only to its neigh-
boring cells. The cell located in the position (i, j) of a
two-dimensional M × N array is denoted as Ci j , and its
r -neighborhood Nri j is deﬁned by
Nri j = {Ckl |max (|k − i | , |l − j |) ≤ r,
1 ≤ k ≤ M; 1 ≤ l ≤ N } , (1)
where the size of the neighborhood r is a positive integer
number.
The state equation for cell Ci j is deﬁned as follows:
∂xi j (t)
∂t







Bi j,klukl(t) + Ii j , (2)
where xi j , ui j , yi j and Ii j are the state, input and output and
bias of cell Ci j , respectively. The state and output vary in
time, while the input is static (time independent). Matrices
Ai j,kl , which are the feedback template coefﬁcients (deriva-
tive coefﬁcients), and Bi j,kl , which are the control template
coefﬁcients, are connected from cell Ckl to Ci j . The matri-
ces A(·), B(·) and I are known collectively as the cloning
template. The feedback control template represents the cou-
pling coefﬁcients of the cells, and this completely deﬁnes
the behavior of the network with a given input and initial
condition.
The output equation is described by the following piece-
wise linear equation:
yi j (t) = f (xi j (t)) = .5
(∣∣xi j (t) + 1∣∣− ∣∣xi j (t) − 1∣∣) , (3)
where f can be any convenient non-linear function, such as
the signum, sigmoid or step function.
A signiﬁcant feature of CNN is that it has two indepen-
dent input capabilities: the generic input and the initial state
of the cells. These are normally bounded by∣∣ui j (t)∣∣ ≤ 1 and ∣∣xi j (0)∣∣ ≤ 1. (4)
Similarly, if | f (.)| ≤ 1 then ∣∣yi j (t)∣∣ ≤ 1.
As can be seen, the input is represented by the intensity
values of the pixels that are stored in the matrix u, while the
initial state values are stored in the matrix x .
The functionality of the CNN array can be controlled
by the cloning template (A, B and I ), where A and B are
(2r + 1) × (2r + 1) real matrices and I is a scalar number
in two-dimensional CNNs. In many applications, A and B
are space-invariant.
At a discrete time k, the discrete time-cellular neural
network (DT-CNN) is a clocked system whose dynamical
behavior is described by a set of discrete state equations. In
this situation, a cell is deﬁned by its position in the grid and
is denoted by the corresponding coordinate c = (cx , cy),
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Fig. 1. A two-dimensional CNN deﬁned on a squared grid, a) The i j-th
cell of the array is colored by black, b) The neighborhood function
Nr (c) for r = 1, c) r = 2 (neighbor cells are black).
Fig. 2. Block scheme of the DT-CNN cell. xi j , ui j , yi j and Ii j are the
state, input and output and bias of cell Ci j , respectively.
where cx denotes the row and cy denotes the column. Each
cell connects directly with the set of cells that are within a
certain distance r of c. This set is the r -neighborhood that
is deﬁned for r ≥ 0 by:
Nr (c) = {d ∈ Z2 ∣∣max (∣∣dy − cy∣∣ , |dx − cx |) ≤ r} . (5)
For r = 1 and r = 2, the r -neighborhood is shown in Fig. 1.
At the discrete time k, the state xc of a cell c depends on the
time-independent input ud applied to its neighboring cells d








Bud + I . (6)
Consequently, the output of cell c at time step k > 0 is
obtained by threshold state of c at time k − 1:
yc(k) = sgn(xc(k − 1))
=
{+1 f or xc(k − 1) ≥ 0
−1 f or xc(k − 1) ≺ 0 . (7)
In the case of non-zero feedback coefﬁcients, the output
for k = 0 needs to be speciﬁed. As in differential equations
where the solution depends on the initial conditions, the
initial output yc(0) is of crucial importance to the behavior
of the system. In the case when all feedback coefﬁcients are
zero, the initial output does not inﬂuence the ﬁnal output
of the system. The output of the system remains constant
after the ﬁrst time step. The block diagram of a DT-CNN is
demonstrated in Fig. 2.
3. Template Design for the CNN
The design of templates A, B and I are necessary if the
CNN approach is to be used for gray scale image process-
ing. A learning procedure can be applied to estimate these
Fig. 3. Learning algorithm scheme.
templates, which determine the desired CNN behavior. All
global learning methods are based on minimizing an error
function (ε)—that is a function deﬁned in terms of the de-
sired network output and the actual network output. In this
study, the recurrent perceptron learning algorithm (RPLA)
is used. The form of the template is as follows:
A =










For stability template A, B should be symmetrical and a0
must be greater than zero for edge detection. This template,
w, can be deﬁned as a vector:
w = [a0 a1 a2 b0 b1 b2 I ] . (9)
where ai denotes the feedback coefﬁcients, bi denotes the
control coefﬁcients and I is the cell bias or threshold.






(yci, j − dci, j )2, (10)
where y is the actual output and d is the desired output. A
learning procedure scheme is shown in Fig. 3. A 2-D CNN
can be viewed as a 2-D ﬁlter and can be applied for noise
removal, shape extraction and edge detection.
4. Application to Synthetic Data
4.1 Multiple sources (model 1)
In this section, synthetic models are used to check the
reliability of the proposed approach. Some practical re-
sults are presented and brieﬂy discussed to demonstrate the
success of the proposed algorithm. The synthetic gravity
anomaly map shown in Fig. 4(b) was produced by using
ﬁnite rectangular vertical prisms located at various depths.
The prisms B and C are deeper than the prisms A and D
(Fig. 4(a)). In the present study, it is assumed that 1 pixel
corresponds to 1 km. The model is 101 × 101 pixels wide.
In this example, we wish to locate the edges of the
prisms from Bouguer anomaly using the CNN method.
The results of the CNN method (Fig. 4(c)) and of the CC
method (Figs. 4(d), (e)) were compared. CNN is an adap-
tive stochastic method in which the ﬁltering properties can
be altered according to the input-output matrices. In CNN,
the optimization of A, B and I (cloning template) is sufﬁ-
cient in itself to obtain the desired ﬁlter properties. RPLA
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Fig. 4. Synthetic example: (a) Schematic outlines of model 1, (b) synthetic anomaly map (contour interval is 2 mGal), (c) edge map from CNN, (d)
gray-shaded relief of cross-correlation map in the E-W direction, (e) gray-shaded relief of cross-correlation map in the N-S direction, (f) edge map
obtained by standard Canny algorithm. Cross-correlation maps are illuminated from the NW.
is used to optimize the cloning template. For r = 1, this
optimal template is determined to be:
A =






[−.51 − .51 − .51
−.51 5.8 − .51
−.51 − .51 − .51
]
, I = −2.6.
(11)
During the learning procedure, in feedback matrix, only
the a0 coefﬁcient is found to be greater than zero, while
in the control matrix, all coefﬁcients are −0.51, except
for b0, which is 5.8. In this case, the control coefﬁcients
(bi ) are qualitatively the same as the coefﬁcients of the
derivative method. Finally, the bias value I is estimated
to be −2.6. This is necessary for network stability and edge
detection. This cloning template describes the strength of
the nearest-neighbor interconnections in the network. The
proposed approach with the cloning template given in Eq.
(11) is applied on the anomaly map of model 1, and CNN
output is demonstrated in Fig. 4(c). CNN can be seen
here to delineate the edges of the prisms quite well. To
compare the proposed approach with classical derivative
techniques, the CC method is applied onto the same gravity
anomaly map. This method is based on CC between the
synthetic anomaly due to a vertical step and the second
vertical derivative of the gravity anomaly. The CC for a
ﬁnite length of the second vertical derivative of the synthetic
anomaly due to a step g′′t (x
′), (x ′ = −n, . . . , 0, . . . , n),
and the second vertical derivative of the observed anomaly
g′′o (x
′), (x = 1, 2, . . . ,m), can be expressed as




′ + x)g′′t (x ′) (12)
where x = n + 1, n + 2, . . . ,m − n and n < m.
The CC maps in the E-W and N-S directions are ob-
tained by Eq. (12) as shown in Figs. 4(d), (e). The edges of
the prisms are located from the closed maxima or minima
on these maps calculated for two perpendicular directions.
Since some small closed extrema may be produced by high-
frequency noise in the second vertical derivative map, only
the closed extrema with a clear elongation direction are cho-
sen. Although the outputs derived from the CC analysis are
somewhat noisy (Figs. 4(d), (e)), the CNN method yields
quite distinct prism borders (Fig. 4(c)).
The edges of the prisms are determined using the stan-
dard Canny algorithm (Fig. 4(f)) as well. The results of the
Canny and CNN algorithms are similar in the case of simple
models.
In summary, it can be stated that CNN is the more pow-
erful tool for detecting the border of a vertical prism.
4.2 Multiple sources (model 2)
To determine geologic boundaries, a more sophisticated
model, shown in Fig. 5(a), is used. A new synthetic model
is formed by using vertical blocks that are located at vari-
ous depths. The model is 61× 61 pixels wide; the synthetic
gravity anomaly map of this model is shown in Fig. 5(b).
The same procedure used for model 1 was repeated to lo-
cate the edges of causative sources. Figure 5(c) shows the
edges map obtained by CNN method: the N-S trending
lineaments are quite distinct at the CNN output. To com-
pare CNN with classical derivative methods, the CC tech-
nique was also tested on the same data. Geologic bound-
aries are located from the closed maxima or minima on the
CC contour maps calculated in the E-W and N-S directions
(Figs. 5(d) and 5(e), respectively). The CC technique pro-
duced false edges that are not present in the input map. The
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Fig. 5. Synthetic example: (a) Schematic outlines of model 2, (b) synthetic anomaly map (contour interval is 10 mGal), (c) edge map obtained from
CNN, (d) gray-shaded relief of cross-correlation map in the E-W direction, (e) gray-shaded relief of cross-correlation map in the N-S direction, (f)
edge map obtained by standard Canny algorithm. Cross-correlation maps are illuminated from the NW.
edges of the prisms are also determined using the standard
Canny algorithm (Fig. 5(f)).
In this example, the border of prism 5 overlain by the
prisms 2 and 4 are excellently determined by CNN. How-
ever, the results are not satisfactory for the locations of the
edges of the prisms 3 and 6 (indicated with dashed lines
in Fig. 5(c)). This drawback of CNN can be overcome by
more detailed training on complex models. Similar results
are observed in the CC outputs (Fig. 5(d)), although the N-
S elongated edges are located successfully (Figs. 5(c), (e)).
Figure 5(f) shows that the Canny method fails to detect bor-
ders in complex structures. These results show that the pro-
posed CNN algorithm produced fairly good results on both
the simple and more complex synthetic examples.
The performance of CNN is quite good. The feedback
and control template play an important role in the CNN. In
terms of the estimation power and the computation time,
CNN can be considered to be an effective and powerful tool
in solving geophysical problems.
5. Geological Features of the Southern Marmara
Region
In the southern Marmara region, the development
of Neogene-Quaternary tectonostratigraphic units is con-
trolled mainly by the branches of the North Anatolian Fault
(NAF). The NAF is a major, active right-lateral strike-slip
fault (Ketin, 1969; Jackson and McKenzie, 1988; Barka,
1992; Fig. 6) that constitutes the northern boundary of the
westward-moving Anatolian Block and connects the com-
pressional regime in eastern Anatolia with the extensional
regime in the Aegean Sea region (McKenzie, 1972; S¸engo¨r,
1979; Dewey et al., 1986). The NAF extends from the
Karlıova triple junction, where it meets the sinistral East
Fig. 6. Simpliﬁed tectonic map of the Anatolian region and surround-
ings showing the main tectonic domains developed during Miocene to
Holocene time (from Elmas, 2003 and modiﬁed from Letouzey et al.,
1977; S¸engo¨r et al., 1985; Barka and Kadinsky-Cade, 1988; Jackson
and McKenzie, 1988).
Anatolian Fault, to the North Aegean region (Dewey and
S¸engo¨r, 1979). To the west of Dokurcun (Fig. 6), the
NAF zone splits into two branches. In the Marmara re-
gion (Fig. 7), these two branches are divided into sub-
branches: the northern, middle and southern branches. To-
wards the south of the Marmara Sea, the middle and south-
ern branches become shorter and discontinuous and create
many basins, such as the I˙znik, Bursa, Karacabey, Manyas,
Nilu¨fer-Karacabey (Barka and Kadinsk-Cade, 1988; Gu¨rer
et al., 2003) and Northern Sakarya Low (Elmas, 2003).
There are two main rock groups in the study area: the
Pre-Neogene basement and the Neogene-Quaternary cover
(Fig. 8). The Pre-Neogene basement comprises Triassic-
aged metamorphic association (Karakaya complex; Bingo¨l
et al., 1973), Mesozoic-aged carbonates, Palaeogene-aged
granitoids and Eocene volcaniclastics (Altınlı, 1973). The
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Fig. 7. Tectonic map of northwestern Turkey, showing faults developed
during Miocene to Holocene times. Data for the area around the Dar-
danelles are from Elmas and Meric¸ (1998), the southern, eastern and
northeastern Marmara regions from Elmas (2003) and the Sea of Mar-
mara compiled from data by Smith et al. (1995), Okay et al. (1999),
I˙mren et al. (2001) and the Turkish Petroleum Company (unpublished
data).
Fig. 8. Geological map of southwest Marmara region (simpliﬁed from
Gu¨rer et al., 2006).
Neogene-Quaternary cover unit consists of ﬂuvial, alluvial,
deltaic, lacustrine sedimentary deposits and volcanic rocks
(Emre et al., 1997; Sahbaz et al., 1998; Gu¨rer et al., 2006).
Many of the faults and horsts in the study area between
Bandırma, Manyas, Yenice and Biga have been mapped in
detail and subsequently named by Gu¨rer et al. (2006). The
most prominent morphological entities are the Kapıdag˘,
Karabiga, Sarıoluk, Hamidiye and Bandırma horsts (Fig. 8).
Gu¨rer et al. (2006) recognize two ﬁrst-order faults: one
suite of faults trends approximately E-W, parallel to the
Marmara margin faults and dominates the east of the study
area; the second group of faults trends NE-SW and domi-
nates the west of the area (Fig. 8). These two sets of faults
controlled the development of the Plio-Quaternary deposits
(Gu¨rer et al., 2006).
6. Application to Real Data
A simpliﬁed gravity anomaly map showing the major
structural features of Biga and surrounding area (obtained
from General Directorate of Mineral Research & Explo-
ration (MTA)) is shown in Fig. 9. The region was chosen
because detailed geophysical exploration studies identiﬁed
Fig. 9. Bouguer anomaly map of Biga and surrounding areas (obtained
from MTA). Contour interval is 2 mGal.
several NE-SW-trending faults traces as prominent features.
The Bouguer anomaly map was digitized at 1-km intervals,
resulting in a data matrix of 81 × 81; this data matrix was
used as the input data to CNN algorithm to determine geo-
logic boundaries in the region.
Here we choose CNN technique for determining the ge-
ologic boundaries by virtual of the fact that it has various
ﬁltering characteristics owing to the cloning template. It is
also widely used for residual-regional separation as well as
border detection by choosing an appropriate cloning tem-
plate. In this example, the Bouguer anomaly values of Biga
and the surrounding areas are used in the CNN as input data,
and the cloning template in Eq. (11) is used to detect geo-
logic boundaries that are difﬁcult to identify in the Bouguer
anomaly map. CNN output is shown in Fig. 10(a). This
map clearly shows that both major faults having large ver-
tical displacements and minor faults that are not obvious in
the Bouguer anomaly map are well deﬁned using the CNN
approach. The WNW-ESE trending strong gravity gradi-
ent to the north of Manyas Lake (Fig. 9), extending also
beneath the lake, shed light on a likely normal fault dip-
ping SSW. Although the normal fault is not present on the
active faults map of Turkey (S¸arog˘lu et al., 1992), there
are several pieces of evidence supporting the existence of
such a normal fault: (1) the regional stress tensor analysis
based on focal mechanisms of earthquakes in the Marmara
sea region indicate a NW-SE directed (1-axis and NE-SW
trending σ3-axis (Pinar et al., 2003) where one may expect
a SSW-dipping normal fault; (2) the location and the pre-
dominantly normal faulting mechanism with WNW-ESE-
trending nodal planes of the 1964 Manyas-Karacabey earth-
quake (Mw = 6.6) suggest the existence of this normal fault
(Eyidog˘an, 1991).
To compare the CNN method with classical derivative
techniques, the CC method is also applied on the same
Bouguer anomaly map. The maxima or minima in the
CC maps in the E-W and N-S directions (Figs. 10(b) and
(c), respectively) as derived from the CC technique enable
geologic boundaries of causative sources to be detected.
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Fig. 10. (a) Edge maps obtained by proposed approach, (b) gray-shaded relief of cross-correlation map in the E-W direction, (c) gray-shaded relief
of cross-correlation map in the N-S direction, (d) edge map obtained by standard Canny algorithm. Cross-correlation maps are illuminated from the
NW.
Figure 10(a)–(c) shows that the CNN and CC methods are
similar in terms of their performance to detect major faults
and minor faults. Thus, it can be concluded that the CNN is
an effective method for detecting geologic boundaries, such
as faults or the boundary of two geologic zones.
The CNN and the CC outputs shown in Fig. 10(a)–
(c), which were obtained from the Bouguer anomaly map
(Fig. 9), show that the position of faults generally correlate
well with those of geological map of the region (Fig. 8).
Many of the E-W- and NE-SW-trending faults in previously
published geological maps (Elmas and Meric¸, 1998; Elmas,
2003; Smith et al., 1995; Okay et al., 1999; I˙mren et al.,
2001; Gu¨rer et al., 2006; Figs. 7 and 8) are obvious in the
CNN and CC outputs (Figs. 10(a)–(c)). On the other hand,
the strike-slip fault that was ruptured by the 1953 Yenice-
Go¨nen earthquake (Figs. 7 and 8) was not detected in the
CNN and CC outputs even though it is present in the geo-
logical maps. We believe that this fault is not revealed in the
processed data either because of insufﬁcient and/or sparse
data collection in the ﬁeld or because the gravity data are
not sensitive to lateral motions.
7. Discussion and Conclusions
In this paper, an image processing technique called CNN
approach is introduced as an approach for locating subsur-
face geological features such as faults or the boundary of
two geologic zones. CNN is a stochastic image processing
technique based on template optimization using the neigh-
borhood relationships of cells. The network dynamic of a
CNN is described by a set of differential equations. Each
cell in a CNN has an input, an internal state and an output.
The feedback control template represents the coupling coef-
ﬁcients of the cells, and this completely deﬁnes the behavior
of the network with a given input and initial condition.
CNN is ﬁrst applied on two synthetic data sets to detect
the borders of vertical prismatic blocks, and the results are
compared with those obtained with the CC technique. After
satisfactory results had been veriﬁed, the proposed CNN
algorithm is applied on the gravity anomaly map of Biga
and surrounding area in Anotalia to evaluate the major and
minor faults. The structural features in the area between
Bandırma, Biga, Yenice and Gonen in the southwestern
Marmara region are investigated by applying the CNN and
CC algorithms to the Bouguer anomaly map. As shown in
Fig. 10(a), the CNN output provides a better visualization
of the outlines of the geologic features. The results of the
proposed approach (Fig. 10(a)) are in good agreement with
previously observed faults in the ﬁeld (Elmas and Meric¸,
1998; Elmas, 2003; Smith et al., 1995; Okay et al., 1999;
I˙mren et al., 2001; Gu¨rer et al., 2006; Figs. 7 and 8). It is
shown that the CNN and CC methods are similar in terms
of their performance in detecting geologic boundaries.
The proposed tectonic map (Fig. 10(a)) of the area be-
tween Bandırma, Biga, Yenice and Gonen in the south-
208 D. AYDOGAN: PROCESSING THE BOUGUER ANOMALY MAP OF BIGA AND THE SURROUNDING AREA
western Marmara area, which was prepared by applying the
CNN method to the gravity anomaly map, reveals the exis-
tence of two distinct groups of faults: one suite of faults has
approximately WNW-ESE trends and dominates in the east
and south of study area; the second group of faults trends
NE-SW and dominates in the west of the area (Fig. 10(a)).
It would seem that the structural results and the tectonic
map of the region, the latter of which was prepared by ap-
plying the CNN method to the gravity anomaly map, are
predominantly in accordance with the results of previous
ﬁeld studies. Moreover, the use of this method provides a
more detailed general view of structural features. For ex-
ample, the strongly gravity anomaly to the north of Manyas
Lake (Fig. 9) indicates the existence of a fault which dis-
plays a progressive change in trend from NW in the east
to E-W in the west. The fault has not been identiﬁed by
previous ﬁeld studies.
Consequently, by applying the proposed approach to the
Bouguer anomaly map, a detailed general view of surface
and subsurface structural boundaries can be obtained suc-
cessfully. The CNN method, as applied to the location of
edges of causative sources, is simple and easy to use and
is a good approach for determining vertical or near vertical
faults. Thus, this method can be a useful geophysics tool
for investigating structural boundaries over wide areas.
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