Abshacf-The performance of direct sequence code division multiple access (DS-CDMA) systems depends on the autocorrelation and cross-correlation properties of the deployed spreading sequences. Since good auto-correlation characteristics come at the expense of the cross-correlation properties and vice vena, a combmation of these two measures needs to be optimized when designing a DS-CDMA system. In this paper, we consider the design of complex-valued spreading sequences with optimized correlation characteristics. In particular, the maximum nontrivial aperiodic correlation values are used to specify the cost or fitness function for the optimization problems. A genetic algorithm is presented for the design of polyphase sequences, namely, Oppermann sequences and modified Walsh-Hadamard sequences. It can be seen from these applications that the genetic algorithm is well suited to efficiently design polyphase sequences especially when the number of parameters for the optimization problem is large.
INTRODUCTION
In direct sequence code division multiple access (DS-CDMA) systems, sequences in a spreading code should have low cross-correlation (CC) values to suppress multiple access interference (MAI). The auto-comlation (AC) function of the sequences on the other hand, should have a narrow peak to avoid inter-symbol interference (ISI) and to enable proper synchronization. Since good CC comes at the expense of the AC properties, a trade-off between these two pexformance characteristics has to be accepted and derived by using efficient optimization techniques.
In this paper, we investigate the design of polyphase sequences with low maximum aperiodic cross-correlation and favorable maximum out-of-phase aperiodic auto-conelation [5] , which have been shown to offer good correlation properties. Since the number of parameters for the optimization problem is large, especially for the modified Walsh-Hadamard sequences, it is difficult if not impossible to use global optimization methods for solving such problems. Thus, we propose to transform the problem with continuous variables to another problem with discrete variables. This problem can then be solved efficiently using a genetic algorithm [6] , [7] . These types of algorithms have been successfully applied in various areas such as neural networks [SI, however, to the authors' best knowledge, their use for the design of polyphase sequences has been rather sparse.
This paper is organized as follows. Section I1 defines the maximum aperiodic correlation values and the maximum nontrivial aperiodic correlation values which will serve to formulate fitness functions for the genetic algorithm. In Section 111, the Oppermann sequences and the modified Walsh-Hadamard sequences are described as well as the formulation of the optimization problem. The genetic algorithm for the efficient design of polyphase sequences is described in Section IV. The subsequent Section V provides a design example along with some insights into the convergence behavior of the genetic algorithm. Section VI concludes the paper.
CORRELATION MEASURES
As far as performance analysis for wireless communication systems is concerned, the focus has changed from periodic to aperiodic correlation measures, e.g. 
This correlation value will he used to formulate fitness functions for the genetic algorithm. However, it should he noted that the algorithm can be easily applied to incorporate other correlation measures as the fitness function. In view of this property, we only consider the case of p = 1.
CLASSES OF POLYPHASE SEQUENCES A N D OPTIMIZATION PROBLEMS

A. Oppennaiin Sequences
In [4] , the design of this type of sequences with respect to the average mean-square aperiodic auto-correlation and average meanrsquare aperiodic cross-correlation is investigated. In this paper, we consider the problem of minimizing the maximum nontrivial aperiodic correlation value. A genetic algorithm is presented to solve the optimization problem. The optimization problem can be posed as where [ml, m z ) and [nl, n2) are the search regions for m and n, respectively, and U" = {U:, . . . ,U%}. The problem (6) is an optimization problem with two continuous variables m and n. This problem can be approximated by an integer discrete optimization problem by restricting the continuous parameters m and n within b hinary bits, where b is a predefined number of hits. These parameters are transformed to discrete variables as follows
and where XI and x2 are b x 1 binary vectors and
The grid size of the search region for m and n are (mzm 1 ) / 2~ and (nz -n1)/2*, respectively, which are small for large b. Thus, the problem (6) can be approximated as the following integer discrete optimization problem:
min cmoz(U0),
x(1,xz (10) X I , x2 are b x 1 binary vectors.
B. Modified Walsh-Hadamard Sequences
The second considered class of sequences is based on the The number of parameters for the problem (14) is g N , which is large and can increase quickly with q and N . Hence, it is difficult if not impossible to use global optimization methods for solving such problems whereas the genetic algorithm as specified in the next section tums out to be well suited to solve this type of problems.
IV. GENETIC ALGORITHM
The problems (IO) and ( 14) are integer discrete optimization problems with binary variables. These problems can be solved efficiently by using the genetic algorithm [6] , [7] which is a stochastic search method that mimics the metaphor of natural biological evolution. The advantage of the method is its significant computational saving over other global discrete optimization methods.
The genetic algorithm can be described as follows. Initially, the algorithm requires an initial set of I members with each member defined as a chromosome. This initial set is randomly generated and referred to as a population. The third step is to perform the crossover and the mutation operations. Crossover is applied to random pair sequences with a probability p,. The two types of crossover: (1) 1-point crossover and ( 2 ) random crossover are selected at random. After the crossover, the mutation operation is applied. Mutation is the phenomenon where a random " 0 becomes "I" and a "1" becomes " 0 with a small probability p,. Assume that this operation gives rise to I, new members with a new population having I + I, members. The fitness values (15) and (16) for all the members of this new population are obtained. The process of natural selection is used to reduce this population to I members. These I members are selected as those with the highest fitness values. The above process is repeated and the algorithm is terminated if either the variance of the fitness function for the I members in the population falls below a selected threshold, or the number of iterations is greater than a defined value.
A summary of the genetic algorithm used for the design of polyphase sequences is given as follows:
Step 1: Select the initial population of I members randomly. Calculate the fitness function of all members in the population according to (15) and (16), respectively.
.
Step 2: Obtain the intermediate population by using the stochastic universal sampling method.
Step 3: Perform crossover and mutation on the intermediate population to obtain a new population with I + I, members. Apply the natural selection process to reduce this population to I members.
Step 4: Repeat the Steps 2-3. Stop the procedure if the variance of the fitness function in the population falls below a threshold or the number of iterations is greater than a defined value.
V. DESIGN EXAMPLES
Consider the design of the Oppermann sequences and the modified Walsh-Hadamard sequences of length . hr = 32 using the genetic algorithm. The initial size of the population is chosen as I = 400 and I, is chosen as I, = I . The search for the modified Walsh-Hadamard sequences is performed with the number of bits q increasing from 1 to 4. The number of binary variables for these cases are 32, 64, 96 and 128, respectively. For both problems, the crossover probability p , is chosen close to one while the mutation probability p , is chosen as a small value, p , = 0.01. and is depicted for different iterations. The algorithm converges relatively fast, within 15-20 iterations. The figure also shows auto-comlation magnitude and frequency spectra for the first three sequences taken from the spreading code with lowest C,,~(U'). It can be seen from the figure that the autocorrelation has a distinct pick while the frequency spectra are distinct for high power levels. than with the Oppermann sequence since the number of binary variables increased to 128. The number of search combinations in this case is approximately 400 x 55 = 22000, which is significantly smaller than the total number of combinations 2''' = 3.4028 x lo3'. The figure also shows auto-correlation magnitude and frequency spectra for the first three sequences taken from the spreading code with lowest cm..
(U").
The first two sequences have the same auto-correlation magnitude while the third one has a different magnitude.
VI. CONCLUSIONS
In this paper, a genetic algorithm is proposed for designing polyphase sequences with optimized correlation characteristics. The maximum nontrivial aperiodic correlation values are used to specify the cost or fitness function of the optimization problems. Since the number of parameters for the optimization problem can be large, it is difficult if not impossible to use global optimization methods for solving such problems whereas the genetic algorithm can cope very well with these type of scenarios. The genetic algorithm is applied to the design of Oppermann sequences and modified Walsh-Hadamard sequences. It can be seen from these design examples that the genetic algorithm is well suited to efficiently design polyphase sequences especially when the number of parameters for the optimization problem is large. 
