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Chapter 1
Introduction
Over the recent decades an increase in the average global temperatures has been observed.
This global warming, and its impacts on the climate and the world’s ecosystems, has attracted
a significant level of research, with a vast number of studies supporting its existence (Hughes
2000). The rise in temperatures is generally attributed to rises in the levels of atmospheric
carbon (CO2), the concentration of which is now higher than it has been in the last 26 million
years (Long et al. 2004). Carbon dioxide levels are 38% higher than they were during the
1000 years before the industrial revolution, and are expected to continue to rise (Prentice
et al. 2001). This temperature increase has had a significant effect on the world’s ecosystems
(Parmesan 2006). In particular, some mountain and polar species have almost disappeared, or
gone extinct completely, as regions in which they can survive have reduced in size. Plant life
can act as a regulator on carbon dioxide levels through photosynthesis. By absorbing energy
from light, plants can convert carbon dioxide and water into carbohydrates (for growth) and
O2. However, recent increases in CO2 concentrations, combined with deforestation, have
outweighed the losses through photosynthesis, which is likely to result in permanently higher
average global temperatures. This will have severe consequences for marine ecosystems, in
particular planktonic ecosystems are very sensitive to changes in their ocean environment.
Rising ocean temperates will bring about changes in salinity, acidity, O2 content, viscosity,
and changes in ocean dynamics. Understanding how small and large scale fluid dynamics
influence the planktonic ecosystem is one of the main aims of this thesis.
The marine food web is comprised of organisms on a range of scales, from uni-cellular
bacteria (less than 1 µm) to whales (Op10 mq). Plankton form part of the first two steps in
the food chain, and are (for the purposes of this work) broadly split into two groups. Phy-
toplankton are microscopic photosynthetic organisms, typically considered as plants. They
are typically non-motile, and act as passive tracers within the ocean environment (i.e. they
are advected around by the flow, and do not contribute to the flow). Most phytoplankton
species are unicellular, despite this they produce over 50% of the world’s atmospheric oxygen
through photosynthesis, depleting a large amount of the atmospheric CO2 (Moss 2009, Harris
2012, Sekerci and Petrovskii 2015). For this reason they are a highly important part of the
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world’s climate and understanding their growth patterns is essential in further understanding
climate change.
The second group, known as zooplankton are µm to cm scale organisms that feed on
the phytoplankton, making up the second step on the food chain. Whilst phytoplankton
are typically non-motile, some zooplankton species are capable of motions over distances of
metres at speeds of the order of 10 µm s´1 – cm s´1 (Denman and Gargett 1995, Bundy et al.
1998).
It is widely recognised that the physical processes influencing the dynamics of the ocean
have an important impact on the distribution and dynamics of phytoplankton communi-
ties Denman and Gargett (1995), Bees et al. (1998), Yamazaki et al. (2002), Gallager et al.
(2004), Lewis (2005). One of the greatest difficulties facing researchers seeking to model the
interactions between the physical and biological dynamics is the wide range of spatial scales
that must be considered. Phytoplankton blooms (rapid increase, or accumulation of phyto-
plankton populations) form in a range of sizes, from long term kilometre scale aggregations
which can discolour the sea-water and are visible from satellite imagery (Martin 2003, Ahn
and Shanmugam 2006, Wang and Shi 2008) to short term, millimetre aggregations. Large
scale up-welling zones called gyres (Op1000 kmq) transport nutrients from the colder waters
below into the surface mixed layer, a process which stimulates phytoplankton growth (Franks
et al. 1986). Small scale turbulent motions (Op1 mmq) drive the interactions between the
species, in particular predator-prey encounters are enhanced by turbulent mixing Rothschild
and Osborn (1988), Lewis and Pedley (2000). Accounting for all the biological processes
and dynamics across the wide range of physical scales over the biological growth cycles is a
colossal challenge.
One of the more ubiquitous features of the ocean boundary layer is the formation of bio-
logical aggregations termed deep chlorophyll maxima (DCM) (Cullen 2015). Measurements
of chlorophyll a (a compound that acts as a catalyst in the process of photosynthesis and
is a ‘marker’ for the presence of phytoplankton) vertical profiles are rarely uniform, and of-
ten exhibit a non-random subsurface maxima. These subsurface maxima are an ecologically
significant feature of the planktonic ecosystem. A number of processes are thought to con-
tribute to the formation, and maintenance, of DCM. Their existence is typically explained
by the presence of two vertically opposing gradients that contribute to the phytoplankton
growth rate, light availability and nutrient resources. It has long been known that turbulence
can influence the vertical distribution of plankton. However, it is not fully understood how
turbulence influences the formation and characteristics of DCM. Recent evidence has sug-
gested that DCM often form in weakly turbulent regions of the water column (Mac´ıas et al.
2013). It has been speculated that Langmuir cells (near surface counter rotating vertical
vortices driven by surface water waves) play a significant role in biological production (Bees
et al. 1998, Lewis 2005). Large Langmuir circulations will rapidly cycle the phytoplankton
throughout the sunlit mixed layer. However, it is unclear how Langmuir turbulence will affect
the spatial (lateral and vertical) distribution of the phytoplankton.
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The main aim of this thesis is to understand the main drivers of vertical heterogeneity
within phytoplankton populations, in particular the formation, development and persistence
of deep chlorophyll maxima. In order to do this, it is necessary to formulate both the physical
and biological aspects that influence the formation and development of DCM. The physical
aspects are captured by the use of large eddy simulations to create dynamic, three dimen-
sional models of the wind driven surface mixed layer. Large eddy simulation (LES) is a
technique that can be used to solve the Navier-Stokes equations which underlie the motion of
all fluids. Typically LES models the large scale motions (Op1q ´Op100 mq) of the boundary
layer very accurately. The biological aspects are captured by the use of a generic nutrient-
phytoplankton-zooplankton (NPZ) model, which summarises the main bio-chemical interac-
tions of the planktonic ecosystem. Typically NPZ models are used to describe the small scale
processes (Op10´3q ´Op1 mq) that underlie the biological dynamics such as nutrient uptake
and planktonic predation. The large scale physical and small scale biological processes are
coupled together to form a truly multi-scale, bio-physical model of the ocean mixed layer,
suitable for use in conjunction with modern high performance computational resources. The
coupling of the physical and biological models is achieved both directly (through advection),
and indirectly as part of the biological interactions through the turbulent intensity, measured
by the energy dissipation rate, xεy m2 s´3, which acts as a coupling parameter. The main
benefits of using a full 3 dimensional model of turbulence is that the model can incorporate 3
dimensional features of real ocean turbulence, in particular Langmuir circulations and Stokes
drift (introduced in chapter 2. The full description of these features, coupled with the bi-
ological model provides insight into both the horizontal and vertical structure of plankton
communities, which would not be achieved with a simple model of the ocean environment.
The interplay between the horizontal and vertical features of the environment has been mod-
elled using this coupled LES-NPZ model by Lewis et al. (2017), Brereton et al. (2018), the
former building upon some of the results and analysis presented in this thesis. In particular,
the horizontal distributions of the biological fields (presented in Lewis et al. (2017)) show
a relationship with the up/down-wellings that would not be evident in lower dimensions.
Chapters 2 and 3 describe the formulation and coupling of the physical and biological parts
of the model respectively. The remaining chapters will look in more detail at some of the
drivers of vertical phytoplankton population structure. Chapter 4 will investigate the process
of photosynthesis, in particular how phytoplankton capture the light available to them, and
how the the population responds to different intensities of light. A new NPZ-q model will be
developed to capture the full effects of light capture by phytoplankton, including self-shading,
to investigate the effect on the phytoplankton vertical distribution. Chapter 5 will introduce
the grazing of zooplankton on the phytoplankton and how it’s related to the background
turbulence. The impact of predation on the vertical structure of phytoplankton populations
is the key new idea that will be investigated by this thesis. The final chapter (chapter 6)
brings together the ideas presented in chapters 2–5 in a novel way in order to better under-
stand the drivers and dynamics of DCM formation. Results of numerical simulations will be
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studied to investigate some of the important variables, in particular the level of turbulence,
the predation rate, nutrient concentration, and light levels.
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Chapter 2
The Physical Model
2.1 Navier-Stokes equations
The governing equations of fluid flow are the Navier-Stokes equations, originally formu-
lated by Navier (1823). The equations are derived from Newton’s second law of motion,
Force “ Mass ˆ Acceleration. The following section provides a brief overview of the deriva-
tion (see Batchelor (1967), Lesieur (2008)).
2.1.1 Conservation of mass
Consider a fluid particle moving within a flow and let δm “ ρδV be the mass of the
particle, where ρ is the density of the fluid and δV is the volume of the fluid particle. The
mass of the particle following the fluid motion is conserved, since the exchanges of mass with
the surrounding fluid are zero. The derivative of the particle’s mass following fluid motion is
Dpδmq
Dt
“ BpδmqBt ` u ¨∇pδmq “ 0,
where u is the fluid velocity. This is called the material, or Lagrangian derivative of the fluid
particle. Equivalently this can be written as
Dpδmq
Dt
“ δV Dρ
Dt
` ρDpδV q
Dt
“ 0. (2.1.1)
From Lesieur (2008), page 24-25, the divergence of velocity can be related to the volume of
the particle by
∇ ¨ u “ 1
δV
DpδV q
Dt
. (2.1.2)
Equation (2.1.1) then becomes
1
ρ
Dρ
Dt
`∇ ¨ u “ 0. (2.1.3)
Assuming that there is also conservation of volume (incompressibility, the volume of the fluid
remains constant when subjected to a force), i.e. DpδV q{Dt “ 0, the conservation of mass,
12
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or continuity equation, becomes
1
ρ
Dρ
Dt
“ 0 ùñ ∇ ¨ u “ 0. (2.1.4)
2.1.2 Momentum equation
The momentum equation (or force per unit volume acting on an arbitrary fluid particle
of volume V ) is derived by applying Newton’s second law of motion to the fluid, i.e.
ρ
Du
Dt
“ ρ
„Bu
Bt ` u ¨∇u

“ (Body forces ` Surface forces) per unit volume, (2.1.5)
or in indicial notation
ρ
Dui
Dt
“ ρ
„Bui
Bt ` uj
Bui
Bxj

“ (Body forces ` Surface forces) per unit volume, (2.1.6)
Here ui is the i-th component of velocity, xi is displacement in direction i (“ 1, 2, 3) and t is
time. Einstein summation is used for the repeated indicies (j in equation (2.1.6). Examples
of body forces are the Coriolis force, or gravity. The elemental surface force dfsI exerted
across an elemental area dΣ of a fluid particle is given by Batchelor (1967)
dfsI “ σijnjdΣ. (2.1.7)
Here nj is the j-th component of the outward normal vector from dΣ and σij is the stress
tensor. In what are termed Newtonian fluids the stress tensor is given by
σij “ ´pδij ` µsij , (2.1.8)
where δij is the Kronecker delta, µ is the dynamic viscosity, p is the thermodynamic pressure,
and sij is the rate of strain (or deformation) tensor.
sij “ 1
2
ˆ Bui
Bxj `
Buj
Bxi
˙
. (2.1.9)
The surface forces are then given by (from equation (2.1.7))
fsi “
ż
Σ
σijnj dΣ “
ż
V
Bσij
Bxj dV. (2.1.10)
Hence the momentum equation for the fluid (including the surface forces) is given by
ρ
„Bui
Bt ` uj
Bui
Bxj

“ ´ BpBxi `
B
Bxj µ
ˆ Bui
Bxj `
Buj
Bxi
˙
` fi, (2.1.11)
where fi is the i-th component of the body force vector. Assuming that the flow is in-
compressible, the Navier-Stokes equations are then the combination of equations (2.1.4) and
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(2.1.11):
Bui
Bt ` uj
Bui
Bxj “ ´
1
ρ
Bp
Bxi ` ν
B2ui
BxjBxj ` Fi, (2.1.12)
Bui
Bxi “ 0, (2.1.13)
where ν “ µ{ρ is the kinematic viscosity and Fi are the body forces. These equations are
fundamental for studying biological interactions that occur in any fluid environment.
2.1.3 The Reynolds number, Re
The Navier-Stokes equations (2.1.12) are extremely complicated, primarily because of the
non-linear advection terms ujBui{Bxj , and no general analytical solutions to the system are
currently known. Low energy, or laminar, flows characterise situations in which the viscous
term dominates the advection term. This contrasts with high energy (turbulent) flows in
which the advection term dominates the viscous term. In laminar flows the equations become
approximately linear and can sometimes be solved analytically. However, this is atypical and
numerical techniques must be utilised, especially for turbulent flows.
Flows, turbulent or laminar, are typically characterised by a non-dimensional Reynolds
number.
Non-dimensionalising the Navier-Stokes equations determines which parameters are impor-
tant in analysing the type of flow that is being studied. Making the substitutions x “ x˚L,
u “ u˚U , t “ Lt˚{U , p “ ρp˚{U2 and Fi “ Fi˚ U2{L where the asterisk represents a non-
dimensional quantity and U and L are velocity and length scales respectively (relevant to the
boundary conditions of the problem), the Navier-Stokes equations become
U2
L
Bui˚
Bt `
U2
L
uj˚
Bui˚
Bxj˚
“ ´U
2
L
Bp˚
Bxi˚
` ν U
L2
B2ui˚
Bx˚2j
` U
2
L
Fi˚ .
Dividing by U2{L and removing the asterisks for brevity gives the non-dimensional equations
Bui
Bt ` uj
Bui
Bxj “ ´
Bp
Bxi `
1
Re
B2ui
Bx2j
` Fi, (2.1.14)
where Re “ UL{ν is the Reynolds number. From the previous analysis it is clear that laminar
flows, which are dominated by the viscous term, will have a low Reynolds number. In high
energy flows the advection term dominates the viscous term, in this case the flow is turbulent
and the Reynolds number is large.
2.2 Spectral dynamics of turbulence
This section is primarily concerned with the behaviour of the turbulent kinetic energy
spectrum, Epkq. This quantity represents the amount of energy associated with an eddy of size
L “ 2pi{k where k is the wavenumber. The universal properties of Epkq that manifest in any
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turbulent flow were first discovered by Richardson (1921). However, it was Kolmogorov (1941)
who fully realised the mathematical implications of the observations made by Richardson in
what is possibly the most important piece of work in the field of turbulence.
2.2.1 The Kolmogorov microscales
In turbulent flows, different processes dominate at the different scales. Advection is the
dominant physical process at the larger scales, where the driving force and scale of motion
are the most important parameters. At the smaller scales, the viscosity and dissipation of
energy via heat are the most important parameters in determining how the flow acts. Using
dimensional analysis Kolmogorov (1941) derived length, time, and velocity scales based solely
on the parameters governing the small scale motions. These scales, known as the Kolmogorov
length, time, and velocity microscales respectively are defined by
ηK “
ˆ
ν3
ε
˙ 1
4
,
τK “
´ν
ε
¯ 1
2
,
vK “ pνεq 14 , (2.2.1)
where ν is the kinematic viscosity and ε is the energy dissipation rate, the rate at which
energy is transferred between different length scales. This is a measure of how fast energy
inputted to drive the flow is dissipated in the form of heat by the action of viscosity.
These scales, whist not derived from first principles, give an indication of the smallest
scales on which the flow acts. For a turbulent flow with a given parameter set pν, εq, then any
eddy cascade that is set up cannot sustain vortical motions below ηK . For the biology this
means that any organisms smaller than the Kolmogorov length scale will tend to experience a
relatively quiescent flow in its local vicinity, as turbulent features cannot manifest themselves
over such small distances.
2.2.2 The turbulent kinetic energy spectrum
One of the most important features of turbulent flows is that the velocity field depends
upon position and measurements conducted at two nearby points simultaneously are depen-
dent upon one another. The key measure that reflects this interdependence is the correlation
tensor, defined by
Rijprq “ xuipx, tqujpx` r, tqy (2.2.2)
where the triangular brackets represent a spatial average across all positions x in the flow,
or equivalently an ensemble (over many different simulations) average. Assuming the flow
is homogeneous, Rij will be a function of r only. It turns out to be easier to bring out the
universal behaviour of the energy spectrum by considering wavenumber, k, space rather than
the physical, r, space. Consequently, it is important to define the spectrum tensor, φij , which
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is the Fourier transform of Rij , by
φijpkq “ 1p2piq3
ż
V
e´ik¨r Rijprqdr,
ðñ Rijprq “
ż
k space
eik¨r φijpkqdk. (2.2.3)
The most important statistic is the trace of the spectrum tensor since this represents twice
the kinetic energy at a given wavenumber. This is because
u21 ` u22 ` u23 “ 3u2 “ Riip0q “
ż
k space
φiipkqdk, (2.2.4)
where u is a velocity scale that applies to all three components of uipx, tq. Small scale
turbulence is both homogeneous and isotropic which means that a single velocity scale is
applicable to all three components of uipx, tq.
The integral in equation (2.2.4) is over a three dimensional shell in k-space, so that
dk “ k2 sinpθkqdφkdθkdk. The turbulent kinetic energy spectrum is then defined as
Epkq “ 1
2
ż pi
0
ż 2pi
0
φiipkqk2 sinpθkq dφkdθk. (2.2.5)
The factor of 1{2 is included so that Epkq is equal to the kinetic energy per unit massż 8
0
Epkqdk “ 1
2
ż 8
0
ż pi
0
ż 2pi
0
φiipkqdk “ 1
2
xuiuiy “ 3u
2
2
. (2.2.6)
2.2.3 One dimensional spectra
One dimensional correlations can give some insight into the behaviour of Epkq, and such
spectra can be found from Fourier transforms of the easily measurable correlations R11pr, 0, 0q
and R22pr, 0, 0q. These are called the longitudinal and transverse correlations respectively.
The corresponding one dimensional spectra are defined by
R11pr, 0, 0q “
ż 8
´8
eik1r F11pk1qdk1, (2.2.7)
R22pr, 0, 0q “
ż 8
´8
eik1r F22pk1qdk1. (2.2.8)
F11 and F22 are longitudinal and transverse spectra respectively. Typical measurements (such
as seen in Tennekes and Lumley (1972)) of R11 and R22 are shown in figure 2.1
Although this is not always the case, measured values of R11 are typically positive for all
values of r (Tennekes and Lumley (1972) point out that there is no particular reason why
they shouldn’t go negative), which means that F11 has a maximum at the origin and decays
parabolically from k1 “ 0. F11 is symmetric because R11 is real.
However, R22 often becomes negative for some values of r. This is demonstrated by figure
16
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Figure 2.1: The longitudinal, R11, (left) and transverse, R22 (right) correlations.
u(0) u(r) v(0) v(r) R22 R11 
Figure 2.2: Inline (u, left) and perpendicular (v, right) velocities at x “ 0 and x “ r.
2.2. R11prq represents the correlation between the inline velocity, u, at points p0, 0, 0q and
pr, 0, 0q. In this case, flow along a line does not usually reverse its direction, so R11prq ą 0.
R22prq represents the correlation between the perpendicular velocity, v, at points p0, 0, 0q and
pr, 0, 0q. Flow across a line may, at some point, for example the rotation flow in a vortex.
Across a plane perpendicular to the x2-direction there should be no net mass flux because the
average over the perpendicular plane of u2 “ 0. The integral of u2 over the entire x1-x3-plane
should therefore be zero ż 8
´8
ż 8
´8
u2px1, 0, x3q dx1dx2 “ 0, (2.2.9)
which implies that ż 8
8
ż 8
8
R22pr1, 0, r3q dr1dr2 “ 0, (2.2.10)
so R22pr1, 0, r3q ă 0 somewhere in the x1-x3-plane. If the turbulence is isotropic, R22pr1, 0, r3q
is only a function of r “ar21 ` r23 andż 8
´8
rR22pr, 0, 0qdr “ 0, (2.2.11)
so R22pr, 0, 0q ă 0 at some point. Consequently F22 is symmetric but with a peak away from
the origin.
Understanding the behaviour of R11, R22, F11 and F22 provides insights into the behaviour
of Epkq. It is possible to derive relations between F11, F22 and Epkq, and two of the most
useful relations are given by Batchelor (1953), Hinze (1959)
Epkq “ k3 d
dk
ˆ
1
k
d
dk
F11pkq
˙
, (2.2.12)
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d
dk
F22pkq “ ´k
2
d2
dk2
F11pkq. (2.2.13)
Since F11 attains its maximum at k “ 0 and is symmetric, F11 is an even function of k such
that
F11 « A´Bk2 ` Ck4 ` ... (2.2.14)
Substituting this into equations (2.2.12) & (2.2.13) gives
Epkq “ 8Ck4 ` ... (2.2.15)
So Epkq9k4 near k “ 0. By definition there is no energy when k “ 0. Since Rii ą 0 and
real, φii must be symmetric and take the form φii9k2 near k “ 0. However, the observation
of Epkq9k4 is rarely exhibited in practice because the large scale (small k) structure of
turbulence is almost never homogeneous and isotropic. Nevertheless this is a useful theoretical
observation with regard to the behaviour of Epkq.
2.2.4 Vorticity dynamics
The vorticity, ω, equation can be found by taking the curl of the Navier-Stokes equations,
(2.1.12). This gives
Bω
Bt ` u ¨∇ω “ ω ¨∇u` ν∇
2ω, (2.2.16)
The main advantage of looking at dynamics of the flow through the vorticity is the absence
of the pressure term in the resultant equation. This is because the curl of the gradient of a
scalar function is zero. In equation (2.2.16), the terms on the left hand side represent the
rate of change of vorticity with time and advection of vorticity with the flow. On the right
hand side the ν∇2ω term is the dissipation of vorticity by viscosity. The interesting term is
ω ¨ ∇u which has no counterpart in the momentum equation (Batchelor 1967). In indicial
notation this term can be written as ωjBui{Bxj , which can be split up into symmetric, sij ,
and anti-symmetric, rij , parts such that
ωj
Bui
Bxj “ ωjsij ` ωjrij , (2.2.17)
where sij is as previously defined by equation (2.1.9) and
rij “ 1
2
ˆ Bui
Bxj ´
Buj
Bxi
˙
. (2.2.18)
Using equation 2.2.18 and the definition of vorticity, the anti-symmetric part becomes
ωjrij “ ´1
2
ijkωjωk (2.2.19)
18
CHAPTER 2. THE PHYSICAL MODEL
where ijk is the permutation tensor defined by
ijk “
$’’’&’’’%
1 if pi, j, kq “ p1, 2, 3q, p3, 1, 2q, p2, 3, 1q
´1 if pi, j, kq “ p1, 3, 2q, p3, 2, 1q, p2, 1, 3q
0 if i “ j, j “ k, or i “ k
.
Interchanging the dummy indices j and k yields
´ 1
2
ijkωjωk “ ´1
2
ikjωkωj “ ´1
2
ikjωjωk “ 1
2
ijkωjωk, (2.2.20)
which can only be true if this term is zero. Consequently, the vorticity equation (2.2.16) can
be written as
Dωi
Dt
“ BωiBt ` uj
Bωi
Bxj “ ωjsij ` ν
B2ωi
Bx2j
. (2.2.21)
The ωjsij term is a source/sink term (Tennekes and Lumley 1972), and represents either the
amplification or the reduction of the vorticity vector by the strain rate, depending upon the
sign of sij .
In a two dimensional flow ω ¨∇u “ 0, resulting in a very simple vorticity equation. This
implies that turbulence is inherently ”three-dimensional” and analysing its effects in just two
dimensions gives an inaccurate description of reality.
Consider a coordinate system such that
s11 “ s ą 0, s22 “ ´s, s33 “ 0, and sij “ 0 for i ‰ j. (2.2.22)
Assuming that
ˇˇ
ν∇2ωˇˇ ! |ω ¨∇u|, then the vorticity equation (2.2.21) becomes
Dω1
Dt
“ ω1s
Dω2
Dt
“ ´ω2s
If the initial conditions are ω1 “ ω2 “ ω0 at t “ 0 then ω1 “ ω0 est and ω2 “ ω0 e´st, which
implies that
ω21 ` ω22 “ 2ω20 coshp2stq.
Since coshp2stq ą 1, there is a net increase in the magnitude of the vorticity. This vorticity
creation is brought about by the process of vortex stretching, which usually exceeds the
reduction brought about by vortex contraction. Therefore, excluding any viscous dissipation,
turbulent flows are characterised by considerable vortex motions.
A simple illustration of this vortex stretching is the accelerated flow in a narrowing pipe,
aligned in the x-axis (without loss of generality), shown in figure 2.3. In the coordinate
system described by equation (2.2.22), s the flow speeds up through the narrowing pipe, the
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Figure 2.3: Vortex stretching in a narrowing pipe. As the flow speeds up from left to
right, the strain rate s11 increases, amplifying the vortex component ω1, because angular
momentum must be conserved. Adapted from Tennekes and Lumley (1972).
strain rate in the x-direction, s11 increases, which increases the vorticity component ω1. In
order to satisfy the continuity equation (s11 ` s22 ` s33 “ 0), the perpendicular strain rate
s22 must decrease, decreasing the vorticity component ω2. The stretching (and squeezing) of
vortices in this way is a consequence of the conservation of angular momentum.
The stretching of vortex tubes as shown by figure 2.3 requires an exchange of energy as a
consequence of the work done by the strain rate. This can be demonstrated by the turbulent
energy budget equation, which is found by multiplying the Navier-Stokes equations (2.1.12)
by ui, averaging over 3d space, and then subtracting the kinetic energy of the mean flow (see
Tennekes and Lumley (1972), for example). Applying Reynolds decomposition, ui “ Ui ` u2i
and p “ P ` p2, under steady conditions the resultant equation is
Uj
B
Bxj
ˆ
1
2
xu2i u2i y
˙
“ ´ BBxj
„
1
ρ
xu2jp2y ` 12xu
12
i u
2
jy ´ 2νxu2i s2ijy

´ xu2i u2jySij ´ 2νxs2ijs2ijy,
(2.2.23)
where Uj and Sij are the velocities and strain rates, respectively, for the mean flow and the
double-primed quantities refer to a fluctuation from the mean flow. The first three terms on
the right hand side are transport terms, but it is the last two terms are of most interest here.
The term ´xu2i u2jySij represents the production of kinetic energy. When a vortex is being
stretched energy is transported from the mean flow strain rate to the velocity components u2i
and u2j . Energy is also dissipated by viscosity according to
xεy “ 2νxs2ijs2ijy. (2.2.24)
Vortical enhancement requires an exchange of energy from the mean flow into the turbulent
fluctuations, which is eventually balanced out by the dissipation term. This exchange of
energy is crucial to the behaviour of Epkq at large wavenumbers. The mean flow is usually
associated with the large scale features of the flow, such as the domain size etc. The large
scale strain rate Sij acts to produce increased small scale xu2i u2jy fluctuations. This is achieved
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by means of energy transport from large scale disturbances down to small scale disturbances,
in an energy cascade from small to large wavenumbers.
It is important to point out that this interpretation is somewhat simplified. Energy is
also transported back from small scales to large. However, it is the overall net transport rate
that is of interest here. In which case the concept of energy being transported from the large
eddies to the small ones is a valid description.
2.2.5 The energy cascade
Eddies
In a turbulent flow, small scale instabilities are common throughout the structure of the
flow. Vortical motions, of many length scales, allow particles to move in opposite directions
to that of the mean flow. These motions are known as eddies, and are not easy to define. It
is often thought that an eddy is a swirling motion of a certain size; Davidson (2015) loosely
describes an eddy as a region of vorticity acting as an over-turning process in a fluid. It is
better to consider an eddy as a range of disturbances in wavenumber space, with an average
length scale. As such, an eddy of wavenumber k can be defined as a disturbance with energy
between, say 0.62k and 1.62k. This range centres the energy around k on a logarithmic
scale: lnp1.62q “ lnp1{0.62q « 1{2. This produces a narrow, but not infinitesimal, band of
wavenumbers associated with an eddy of size L “ 2pi{k.
Fourier transforming this narrow band results in a fairly localised band of wavelengths in
ordinary space. Alternatively, if an eddy was defined as a single wavenumber, k0, effectively
a delta function δpk ´ k0q, then the Fourier transform becomes e´ik0r, which is a function
over the entire physical space. Hence it is better to consider an eddy as a narrow band of
wavenumbers, as previously defined, since it corresponds to a narrow band of wavelengths.
The energy cascade
The strain rate associated with a large eddy of size Le is given by
Spkq9 U
Le
, (2.2.25)
where Ue is the velocity scale associated with the largest eddy and Le “ 2pi{k is the length
scale associated with the largest eddy (Tennekes and Lumley 1972). The strain rate can be
expressed in terms of Epkq as follows
Ue9pkEpkqq 12 ,
ùñ Spkq9 k
2pi
pkEpkqq 12 .
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This relation can be used to find the strain rate around k “ 0. In this region Epkq9k4
(equation (2.2.15)), which gives
Spkq9k 72 . (2.2.26)
This implies that, at least initially, the strain rate is increasing with k. Assuming that this
relation holds for all k, then the timescale defined by
T9 1
Spkq (2.2.27)
will decrease as k increases. Kolmogorov referred to this timescale as the ’return to isotropy’.
It can be seen that small eddies (k Ñ 8) return to isotropy faster than larger eddies, ef-
fectively making it more difficult for small eddies to create anisotropy in the flow. Hence
small scale turbulent features tend to be isotropic, whereas the larger features tend to exhibit
distinct directional features.
The inertial subrange
At large scales anisotropic eddies are established which are governed by the boundary
conditions and the physical constraints of the flow. At small scales the energy of the flow is
dissipated away and converted to heat by viscous effects. In the middle there exists a set of
intermediate scale eddies which tend to respond quickly to changes in the mean flow and are
in an approximate anisotropic equilibrium.
On small scales, the eddies are independent of the boundary conditions, hence the only
parameters which can influence them are the dissipation rate ε and viscosity ν. Kolmogorov
(1941) proposed that Epkq should only be a function of k, ε, and ν. This gives a single
non-dimensional quantity of the kinetic energy of the form
Epkq
ν
5
4 ε
1
4
“ Epkq
v2KηK
“ fpkηKq, (2.2.28)
where f is an undetermined non-dimensional function of the non-dimensional parameter kηK .
As the Reynolds number increases ε increases and ηK Ñ 0, so at high Reynolds number this
scaling must hold as kηK Ñ 0.
By contrast at the large scales the effects of viscosity are negligible and the key parameter
is the strain rate Spkq which acts to introduce kinetic energy into this system via the term
xuiujySij in equation (2.2.23). Along with equation (2.2.25) this leads to
ε9U
3
e
Le
. (2.2.29)
A similar non-dimensional relation for Epkq at the large scales is given by
Epkq
S´ 52 ε 32
“ Epkq
U2eLe
“ F pkLeq, (2.2.30)
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where, in this case, F pkLeq is a non-dimensional function of the non-dimensional parameter
kLe. As the Reynolds number increases the length scale also increases, sot this relation must
hold as kLe Ñ8.
It was Kolmogorov’s great insight to realise that it was possible to simultaneously take
the limits kηK Ñ 0 and kLe Ñ8.This results in a spectrum that is consistent with both the
small and large scale motions. As a consequence, this form for Epkq would be expected to
be a feature of real turbulent flows.
The methodology proceeds as follows: Kolmogorov took Re Ñ 8 in such a way that
kηK Ñ 0 and kLe Ñ8 at the same time
kηK “ kLe
ˆ
ηK
Le
˙
“ kLe
˜ˆ
ν3
ε
˙ 1
4 1
Le
¸
« kLeν 34
ˆ
Le
U3e
˙ 1
4 1
Le
“ kLe
ˆ
1
Re
˙ 3
4
. (2.2.31)
Now suppose that kLe “ Ren for n ą 0 then taking the limit Re Ñ 8 is equivalent to
kLe Ñ8. But from (2.2.31) it can be seen that
kηK “ Ren´ 34 ,
which means that provided n ă 3{4, taking the limit Re Ñ 8 will also be equivalent to
kηK Ñ 0. Kolmogorov then matched the two forms for Epkq of equations (2.2.28) & (2.2.30),
which are valid at the small and large scales respectively
Epkq “ U2eLe F pkLeq “ v2KηK fpkηKq
ùñ U
2
eLe
v2KηK
F pRenq “ f
´
Ren´
3
4
¯
ùñ Re 54F pRenq “ f
´
Ren´
3
4
¯
, (2.2.32)
using the definitions of vK , ηK and equation (2.2.29). Kolmogorov then assumed that F
and f followed power law style behaviour of the form F pRenq “ pRenqa and f
´
Ren´ 34
¯
“´
Ren´ 34
¯b
, in which case
5
4
` an “ b
ˆ
n´ 3
4
˙
ùñ 5
4
` 3
4
b “ n pb´ aq ,
for a, b P R. Equation (2.2.32) must hold for any n P p0, 3{4q, hence a “ b “ ´5{3. This
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means that
Epkq9U2eLe F pkLeq “ U2eLepkLeq´
5
3 “ U
2
e
L
2
3
e
k´
5
3
ùñ Epkq “ αε 23k´ 53 , (2.2.33)
where α is a constant.
This prediction was made in 1941 but was only validated experimentally, for a large
variety of turbulent flows for sufficiently high Re, from the 1960’s onwards, for example by
Grant et al. (1962), Gargett et al. (1984), Maurer et al. (1994) and many others (see Lesieur
(2008)). The wavenumber range for which the ´5{3 law applies is called the inertial subrange.
Richardson (1921)’s experiments with dispersion had hinted that the clouds spread with
a scaling law equivalent to equation (2.2.33). However, Richardson failed to predict that this
is a universal feature of turbulent flows; consequently he missed out on one of the greatest
discoveries in the field, which eventually fell to Kolmogorov.
2.3 Features of Langmuir turbulence and associated ocean
boundary layers
2.3.1 Stokes drift
Langmuir turbulence is a term used to describe the effects of surface waves on otherwise
ordinary wind driven (Ekman) boundary layers. The first such feature is the generation of
an additional drift in the wind direction as a consequence of wave motion. The ocean surface
is modelled by assuming that the ocean consists of steady, monochromatic deep water waves
(assumed to be propagating in the x-direction) of the form
ηpx, tq “ a cospkx´ σtq. (2.3.1)
Here η is the position of the free surface, a is the wave amplitude, k is the wavenumber, and
σ “ apgkq is the wave frequency. To first order, such a wave imposes what is called the
“Stokes drift” on passive particles situated close to the ocean surface (Philips 1977). The
velocities of such particles are given by¨˚
˚˝˚uS
vS
wS
‹˛‹‹‚“ a2σk e2kz0
¨˚
˚˝˚1´ cospσtq
0
sinpσtq
‹˛‹‹‚. (2.3.2)
A schematic of the trajectories of three such particles situated at different depths is shown
in figure 2.4. It is readily apparent that the particles exhibit a helical trajectory. Particles
initially situated deep in the boundary layer experience a lower net drift over time than those
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Figure 2.4: Trajectories (2.3.2) of passive particles initially situated at different depths
of the water column. Over time the particles experience a net displacement in the wind
direction. This displacement is determined by the Stokes drift.
close to the surface. This in turn has has a tilting effect on the vertical vorticity component
in the boundary layer (Teixeira and Belcher 2002).
Incorporating the effects of propagating surface waves into a numerical model would re-
quire an extremely fine grid, in order to fully capture the dynamics of the surface oscillations.
The computation cost of this set-up is very high, and infeasible for the timescales simu-
lated here. However, encapsulating the average effects of the Stoke’s drift by considering the
time averaged quantities is much easier, especially when considering the overall effect on an
Eulerian framework. Since cospσtq “ sinpσtq “ 0, the Stokes drift is given by
US “ pa2σk e2kz0 , 0, 0q “ pUS e2kz0 , 0, 0q (2.3.3)
where US “ a2σk is the Stokes drift velocity. However, the effects of surface waves have more
subtle and profound effects on the ocean boundary layer than the imposition of a simple drift,
as will be seen in section 2.3.3
2.3.2 Currents in the wind driven Ekman boundary layer
Observations of wind-driven oceanic currents show that they are deflected to the right of
the prevailing wind in the northern hemisphere. This feature first observed by Norwegian
polar explorer Fridtjof Nansen during his attempt to reach the North Pole in 1893-6. Nansen’s
idea was to trap his specially modified ship, the Fram, into the pack ice and wait for the
currents to carry her northwards to the pole. He was unable to reach the pole as the ice
moved in response to the wind-driven ocean currents in unpredictable ways. Measurements
of current and wind direction taken during the expedition were passed on to the Swedish
oceanographer Vagn Walfrid Ekman. Ekman (1905) deduced that the unpredictable current
behaviour was due to a momentum balance of the turbulent wind stresses and the Coriolis
force. It wasn’t until the 1980s that more detailed observations of the structure of the Ekman
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(a) Eastern Boundary Current Experiment (Chere-
skin 1995)
(b) 10°N Pacific (Wijffels et al. 1994)
(c) LOTUS - western Sagrasso sea (Price et al.
1987)
Figure 2.5: Experiments showing the magnitude and direction of the ocean current vector
forming the famous “Ekman spiral”. The wind direction is shown by the topmost arrow
(aligned to the north in all three subfigures). From (Price and Sundermeyer 1999).
boundary layer were possible (Price et al. 1987, Wijffels et al. 1994, Chereskin 1995). The
Ekman layer has been the subject of considerable theoretical research and modelling (Price
and Sundermeyer 1999, Lewis and Belcher 2004, Polton et al. 2005, McWilliams and Huckle
2006, Marlatt et al. 2010, 2011).
Model set-up
The starting point for the modelling of the Ekman boundary layer is the Navier-Stokes
equations. Following, for example Lewis and Belcher (2004), the mean current flow Upxq “
pUpxq, V pxq,W pxqq satisfies
BU
Bt `U ¨∇U “ ´
1
ρ
∇p` 1
ρ
∇ ¨ τ ` f , (2.3.4)
where τ is the stress tensor, f “ f kˆˆU represents the Coriolis force with Coriolis frequency
f , and kˆ is the unit upward vector normal to the surface. For the purposes of studying the
Ekman layer, it is assumed that the horizontal gradients are much smaller than the vertical
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gradients, so BpU, V,W q{Bpx, yq “ 0. Furthermore it is also assumed that the vertical velocity
component is negligible compared to the horizontal components, hence W pxq “ 0.
It is convenient to change to a complex notation, rather than vector notation, for the
horizontal velocity components. UO is the east-west horizontal ocean current component and
VO is the north-south component. UOpz, tq “ UO ` iVO, the complex horizontal velocity in
the x´ y space, is then given by
BUO
Bt ` ifUO “
1
ρ
Bτ
Bz ´
1
ρ
∇p` higher order terms. (2.3.5)
The higher order terms are correlations of the parameters and assumed to be small. It
is assumed that the pressure gradient is not influenced by the wind stresses (Price and
Sundermeyer 1999), allowing equation (2.3.5) to be decomposed into geostrophic (pressure
driven) and Ekman (wind driven) components UO “ Up `U , summarised by the equation
BU
Bt ` ifU “
1
ρ
Bτ
Bz . (2.3.6)
Ekman (1905) used a (constant) eddy viscosity approximation to relate the wind stress to
turbulent shear,
τ “ ρνe BUBz ,
giving the wind driven boundary layer equations
BU
Bt ` ifU “ νe
B2U
Bz2 . (2.3.7)
Infinite depth boundary layer
Equations (2.3.6)–(2.3.7) are subject to the following boundary conditions for an infinite
depth boundary layer (with z ď 0)
ρνe
BU
Bz
ˇˇˇˇ
z“0
“ τS “ τS ` i0, ; Upz Ñ ´8, tq Ñ 0, (2.3.8)
where τS is the wind stress. Most publications, including Ekman’s original work, focus on
finding the time-independent, or steady state, solutions, as these are of the greatest interest.
However, it’s perfectly possible to devise (complicated) analytical time-dependent solutions.
Lewis and Belcher (2004) solved equation (2.3.7) by applying a Laplace transform
U pz, sq “
ż 8
0
e´stU pz, tqdt, Re psq ě 0, (2.3.9)
which retains the time-dependence of the solution. The resulting ordinary differential equa-
tion
νe
d2U pz, sq
dz2
“ ps` ifqU pz, sq ´U pz, 0q (2.3.10)
27
CHAPTER 2. THE PHYSICAL MODEL
is then solved subject to the transformed surface stress condition
dU pz, sq
dz
ˇˇˇˇ
z“0
“ τS
ρνes
, (2.3.11)
and lower boundary condition. The solution, U pz, tq, to (2.3.7) is then given by the inverse
Laplace transform
U pz, tq “ 1
2pii
ż c`i8
c´i8
estU pz, sqds, c ě 0. (2.3.12)
The integral in (2.3.12) can usually be established by contour integration.
For a system started from rest, Upz, 0q “ 0, the solution to (2.3.10) is given by
U pz, sq “ τS
ρs
a
νe ps` ifq
exp
˜
z
c
s` if
νe
¸
. (2.3.13)
Applying the inverse Laplace transform (2.3.12) and computing the contour integral gives
the solution
Urest pz, tq “ τS
ρ
?
2fνe
p1´ iq
#
exp
˜
p1` iq z
c
f
2νe
¸
´ 1
2
«
2 cosh
˜
p1` iq z
c
f
2νe
¸
´
exp
˜
´p1` iq z
c
f
2νe
¸
erf
˜c
ft
2
p1` iq ´ z
2
?
νet
¸
´
exp
˜
p1` iq z
c
f
2νe
¸
erf
˜c
ft
2
p1` iq ` z
2
?
νet
¸ff+
,
(2.3.14)
where erf is the complex error function. The first part of the above solution is the steady
state solution to equation (2.3.7)
Usteady pz, tq “ τS
ρ
?
2fνe
p1´ iq exp
˜
p1` iq z
c
f
2νe
¸
(2.3.15)
which exhibits the expected decay in magnitude, and clockwise deflection, of the current.
A hodograph of the solution (2.3.14) at different times, for U˚ “ 3.5 ˆ 10´3 m s´1, is show
in figure 2.6a. The deflection of the current at the surface is approximately 45° from the
prevailing easterly wind arising from the earth’s rotation. This was the deflection that Nansen
failed to appreciate when planning his polar expedition. The current declines with depth
because the viscosity of the water slows down the fluid layers as they slide over each other,
causing the current to dissipate. The figure shows that the oscillatory term (erf terms)
eventually dies away, although very slowly as tÑ8 over a timescale z{2?νe , which is itself
infinite since z Ñ8. In many ways it is of purely mathematical interest.
For comparison, a hodograph of the horizontal velocities from a full LES simulation of
the physical model (also for U˚ “ 3.5 ˆ 10´3 m s´1, in a 33 m boundary layer) described in
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this chapter is shown in figure 2.6c. The expected Ekman spiral, with a deflection of 45° is
also present, it is important to note that the LES simulation incorporates additional features
of ocean turbulence described in this section.
Finite depth boundary layer
For a system starting from rest, with finite lower boundary condition Up´H, tq “ 0, where
H is the depth of the boundary layer, the solution to the transformed equation (2.3.10) is
given by
UH,restpz, sq “
τS
”
exp
´
z
b
s`if
νe
¯
´ exp
´
´pz ` 2Hq
b
s`if
νe
¯ı
ρs
a
νeps` ifq
”
1` exp
´
´2H
b
s`if
νe
¯ı . (2.3.16)
Computing the inverse Laplace transform, which in this case requires a complicated contour
to allow for the infinite series of poles at
s “ ´p2n` 1q
2pi2νe
4H2
´ if,
gives the solution
UH,restpz, tq “ τS
ρ
?
2νef
#p1´ iq sinh´p1` iqpz `Hqb f2νe ¯
cosh
´
p1` iqH
b
f
2νe
¯ `
2
?
2νe e
´ift
H
?
f
8ÿ
n“0
p´1qn`1
´ p2n`1q2νepi2
4H2f
´ i
¯
sin
´ p2n`1qpipz`Hq
2H
¯
exp
´
´ p2n`1q2νepi2
4H2
t
¯
´ p2n`1q2νepi2
4H2f
¯2 ` 1
+
.
(2.3.17)
The first term on the right hand side is the steady state solution. Similarly to the infinite
depth case, the solution exhibits the expected Ekman spiral, and the surface deflection from
the prevailing wind is 45°. Figure 2.6b shows a hodograph of the solution (2.3.17) for U˚ “
3.5 ˆ 10´3 m s´1 in a 33 m boundary layer, the result is very similar to the steady-state
result (2.3.15). The oscillatory term (the Σ term) represents an inertial oscillation which is
transient. It dies off on a timescale 4H2{νepi2, much more rapidly than the oscillation term
in equation (2.3.14). Imposing a finite boundary layer depth effectively traps the inertial
oscillations, allowing them to be damped out by viscosity.
2.3.3 Craik-Leibovich equations
Using perturbation theory Craik and Leibovich (1976) showed that the introduction of
a surface wave boundary condition (equation (2.3.1)) into the Navier-Stokes equations leads
to a coupling of the Stokes drift and local vorticity, ω “ ∇ ˆ u, giving rise to a vortex
force term of the form US ˆ ω. Leibovich (1980) later showed that this term can also
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Figure 2.6: Hodographs of the Ekman spiral from (a) equation (2.3.14) at different times
and (2.3.15), (b) equation (2.3.17), (c) full LES model, for U˚ “ 3.5ˆ 10´3 m s´1 . All
three cases exhibit the expected decay in the magnitude, and clockwise deflection, of the
current.
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be derived from generalised Lagrangian mean theory. This term drives the formation of
Langmuir circulations. On a voyage from New York to England in 1927 Irving Langmuir
noticed large quantities of seaweed aligned in long narrow rows approximately parallel to the
wind direction. This indicated the presence of organised three-dimensional flow in the near-
surface layer of the ocean. Langmuir (1938) carried out experiments at Lake George, which
confirmed the presence of counter-rotating vortex “tunnels” aligned approximately with the
wind direction. Flotsam was swept into the convergence zones of these vortices, forming
narrow rows which are known as “wind rows”. These vortices are known as Langmuir cells,
and the associated flow is called Langmuir circulation. Langmuir cells form when vertical
eddies are tilted and intensified in the horizontal direction perpendicular to wave propagation.
They’re important both physically and biologically as they help to increase vertical mixing
and advect nutrients into the euphotic zone (Barstow 1983, Hutchings et al. 1995). The
Craik-Leibovich equations are defined as
Bu
Bt ` u ¨∇u` f kˆ ˆ pu`USq “ ´
∇pS
ρ0
´ gρ
2
ρ0
kˆ `US ˆ ω ` ν∆u (2.3.18)
with continuity
∇ ¨ u “ 0. (2.3.19)
Here f “ 2Ω sinpφq is the Coriolis frequency (where Ω is the Earth’s angular rotation speed &
φ is the latitude), kˆ is the upward vertical unit vector, US is the Stokes drift (section 2.3.1).
The first part of the term involving the Coriolis frequency, f kˆ ˆ u, represents the Coriolis
force and leads to the Ekman layer described in section 2.3.2. The second part, f kˆ ˆUS is
called the Coriolis-Stokes force (Polton et al. 2005) and describes the interaction between the
Coriolis effect and wave-induced Stokes drift.
The Craik-Leibovich equations form the basis for the LES physical model that is used in
this work to generate the turbulent boundary layers in which the interactions between the
plankton populations will be studied.
2.3.4 Langmuir circulation
Wind rows
Wind driven Stokes-Ekman boundary layers exhibit some unique features that arise be-
cause of the presence of Langmuir circulations. The LES code can be used to investigate
these characteristics further. To begin, the LES can be used to illustrate the presence of
wind rows. To do so a number of particles were released at the surface and the trajectories
were followed for a short time. The results are shown in figure 2.7. Initially the particles are
evenly distributed along the top half of the left boundary. Over time the particles move east
in the direction of the wind, and the particles cluster together forming the streaks parallel to
the wind direction, as first observed by Langmuir (1938).
Figure 2.8 shows the direction and magnitude of the velocity field in the y and z directions
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Figure 2.7: A set of 20 particle paths all starting at X “ ´60 m at different y P p0, 60q.
The particles are travelling eastwards (increasing X). The crosses indicate intervals
of 100 time-steps. These results are from an LES simulation over 30 m, subject to
pU˚, USq “ p3.0, 3.3q.
across the simulated boundary layer at x “ 0. The counter-rotating nature of the Langmuir
cells can be seen by the direction of the flow. The background heat-map represents the two
dimensional vorticity at each point, with positive vorticity indicating anti-clockwise rotation.
As shown most clearly towards the surface, the alternating nature of the positive and negative
vorticity indicates the presence of the counter rotating cells.
Langmuir number
By taking the same coordinate transformation as in section 2.1.3, the Craik-Leibovich
equations (2.3.18) can be non-dimensionalised giving
Bu
Bt ` u ¨∇u` f kˆ ˆ
ˆ
u` US
U
˙
“ ´∇p´ L
U2
gkˆ
ρ2
ρ0
` US
U
ˆ ω ` 1
Re
∆u` F , (2.3.20)
where ω˚ “ ∇ ˆ u˚ has been used in the vortex force term, and the asterisks removed.
Taking U “ cU˚ where U˚ “ pτS{ρq 12 is the oceanic friction velocity (Lewis and Belcher 2004)
and c is a constant to be determined, the non-dimensional Langmuir number is defined as
La “apU˚{USq . Madsen (1977) studied an Ekman layer problem where the eddy viscosity
increased linearly with depth (z), and was related to the friction velocity by νe “ κU˚z, where
κ “ 0.4 is von Karmen’s constant. From equation (2.3.8)
τS “ ρU2˚ “ ρνe BUBz
U2˚ “ κU˚z BUBz . (2.3.21)
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Figure 2.8: Ñ: Instantaneous pv, wq velocities in a vertical py´zq slice at x “ 0 m. Heat
map represents the 2D vorticity at each point. These results are from an LES simulation
over 33 m, subject to pU˚, USq “ p3.5, 3.9q.
On large eddy scales it is assumed that BUe{Bz « Ue{Le, which gives
U˚ « κUe, (2.3.22)
hence c “ 1{κ. The value of the Langmuir number is typically between 0.2 and 0.5 under
quasi-equilibrium conditions of wind and waves (Smith 1992). The value of La “ 0.3 from
McWilliams et al. (1997) will be used here and corresponds to a fully developed layer (Komen
et al. 1994, Li and Garrett 1995, Grant and Belcher 2009).
2.4 Large eddy simulations (LES)
When numerically solving the Navier-Stokes, or Craik-Leibovich, equations in oceanic
boundary layers, it is infeasible to resolve down to the smallest scales. In order to capture
both the dynamics of the large scale features that drive the flow and the smallest length scales
where energy is dissipated by heat, the resolution scale would ideally be the Kolmogorov
length scale, ηK . As the turbulent intensity increases, measured by xεy, a finer resolution
is required. Consider a turbulent flow with intensity xεy “ 1 ˆ 10´7 m2 s´3 on a three-
dimensional solution grid of size 100 mˆ100 mˆ50 m. For a direct numerical simulation the
grid size would need to be ηK “ 1.8ˆ 10´3 m, meaning it would require 1ˆ 1014 calculations
for each variable, at each point in time! Even with the most powerful computers available
this would not be possible. This highlights a fundamental problem with attempting to solve
the Navier-Stokes equations over large scale oceanic boundary layers. As a consequence
numerical approximations must be made in order to reduce the resolution scale, yet still
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retain the fundamental characteristics of a full boundary layer solution.
There are many methods that can be used to do this, one such example is the k ´ 
turbulence closure model (Launder and Spalding 1974, Chen and Kim 1987, Mohammadi and
Pironneau 1993). This model uses the Reynolds Averaged Navier-Stokes (RANS) (Reynolds
1894) equations to write k (energy) and ε (dissipation rate) equations such as found in Jones
and Launder (1972). The RANS are time-averaged equations, however turbulent flows are
typically very transient and not stationary so this method will not be used here.
Given the limitation on the resolution, only a portion of the scale range can be explicitly
resolved. The obvious choice is to use the scales that are most important to the flow. In the
case of an oceanic boundary layer the most important scales are those which contain most
of the turbulent kinetic energy, which are the large eddies. Consequently, the model that
will be utilised here is one that will capture the dynamics of the large-scale motions, whilst
sacrificing the small-scale motion. This method is known as large eddy simulation (LES)
(Deardorff 1970, Moeng and Sullivan 2002, Sagaut 2006).
2.4.1 Filtering
The main idea of LES is to split the flow (u, p) into two parts, a large scale flow and a
small scale flow, i.e. u “ u ` u1, p “ p ` p1. Here u & p account for the flow that is larger
than the grid scale, the small scale is known as the sub-grid scale. More formally a filter is
applied to the equations which “filters” out the sub-grid scales. A Fourier transform of the
form
upk, tq “
ż
upx, tq eik¨x dx, (2.4.1)
is applied to the flow. A cut-off wavenumber, kc, which is equivalent to 1{∆x, where ∆x is
the resolution scale, is introduced. This wavenumber is used to remove the sub-grid scale
processes,
upx, tq “
$&%p1{2piq3
ş
upk, tq e´ik¨x dk if k ď kc,
0 otherwise.
(2.4.2)
As a result the u1 contribution is removed. Applying this filter to the Craik-Leibovich equa-
tions leads to the equations that govern the large, resolved, scale processes. In Einstein
notation the filtered Craik-Leibovich equations are given by
Bui
Bt `
Buiuj
Bxj ` ij3pui ` USiq “ ´
1
ρ
Bp
Bxi ` ν
B2ui
Bx2j
` ijkUSiωj ` Fi, (2.4.3)
where ijk is the 3-dimensional Levi-Civita symbol. The filtering operation removes all linear
small scale terms. However, there remains the problem of how to resolve the advection term,
Buiuj{Bxj since this involves a knowledge of the sub-grid scales. The first step is to define
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τij “ uiuj ´ uiuj rewrite the advection term as
Buiuj
Bxj `
ˆBuiuj
Bxj ´
Buiuj
Bxj
˙
“ BuiujBxj `
Bτij
Bxj . (2.4.4)
The first part of the advection term is the large scale advection, and Bτij{Bxj are the unre-
solved sub-grid scales (SGS).
Smagorinsky scheme
The problem of resolving the sub-grid scales is termed a closure problem. They cannot
be calculated directly or assumed to be negligible. Large eddy simulation is a method which
resolves this problem by modelling the non-linear Bτij{Bxj term by means of large-scale
processes. The most common way to do this is to use a scheme devised by Smagorinksy
(1963), and this will be used here. Smagorinksy (1963) argued that the SGS stress (τij) can
be related to the resolved strain tensor by
τij “ ´νepxqSij . (2.4.5)
It was postulated that the eddy viscosity should be a function of the amount of shear in the
resolved flow and the size of the largest eddies, since these govern the work done by the flow.
The eddy viscosity is related to Sij by
νepxq “ Cz2S
c
SijSij
2
, (2.4.6)
where C “ Op1q constant, zS is the depth of the boundary/simulation layer and Sij is the
rate of strain tensor, which is a measure of the shear of the resolved flow.
In the rest of this work the overbar will be removed from the filtered scales for brevity,
so that u and p will refer to the filtered velocity and pressure respectively.
2.4.2 Energy dissipation rate
As discussed in section 2.2, energy inputted into the boundary layer is ultimately con-
verted into heat due to viscous effects. The amount of energy dissipated in this way gives
an indication of the amount of energy that is in the system. The energy dissipation rate is
calculated from the (statistically stationary) mean turbulent kinetic energy budget equation
given by McWilliams et al. (1997) and Lewis (2005),
0 “ 1
2
dxu22i yT
dt
“ ´1
2
dxw2u22i yT
dz
´ 1
ρ0
dxw2p2yT
dz
´ xu2w2yT dxuyT
dz
´ xv2w2yT dxvyT
dz
´
xu2w2yT dUS
dz
` αgxθ2yT ´ xεpzqyT . (2.4.7)
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Here the angled brackets, x¨yT , represent a 2d horizontal (x and y) and time average, and
the double primed quantities denote a fluctuation from the average of a scalar quantity, i.e.:
q “ xqyT ` q2. Equation (2.4.7) can be derived by methods of Reynolds decomposition and
horizontal averaging. The terms on the right-hand side represent turbulent transport, pres-
sure work, shear production, Stokes production, buoyancy production and SGS dissipation.
In a Stokes-Ekman layer, the Stokes production combines with an increased pressure working
term to produced raised levels of turbulent kinetic energy compared to those of shear turbu-
lence (Terray et al. 1996, Lewis 2005). This is an important consequence of including surface
waves (2.3.1) in the boundary layer formulation. Mixing levels are increased by Langmuir
turbulence, meaning any nutrient sources are advected more rapidly which impacts on the
biological dynamics of the system.
2.4.3 Numerical techniques
Solving for the pressure term
One of the main challenges in solving the Navier-Stokes equations numerically is resolving
the pressure term and predicting its evolution. In this model, the starting point is to rearrange
the Navier-Stokes equations into the form
ρ
Bu
Bt “ ´
Bp
Bx ` Su,
ρ
Bv
Bt “ ´
Bp
By ` Sv,
ρ
Bw
Bt “ ´
Bp
Bz ` Sw. (2.4.8)
Here the Si refer to the source terms, including the advection, for each of the velocities,
estimated from the previous numerical iteration. Taking the divergence of the above equation
results in the Poisson equation for the pressure (n.b. ∇ ¨ u “ 0), given by
B2p
Bx2i
“ BSiBxi (2.4.9)
where Einstein summation notation has been used. In order to solve these equations a two
dimensional Fourier transform is applied, across the uniform x-y grid plane. This Fourier
transform is given by
p˜pkx, ky, zq “
ż 8
´8
ż 8
´8
ppx, y, zq eipkxx`kyyq dxdy. (2.4.10)
Taking the Fourier transform of equation (2.4.9) gives
d2p˜pkx, ky, zq
dz2
´ pk2x ` k2yqp˜ “
ż 8
´8
ż 8
´8
∇ ¨ pSu, Sv, Swq eipkxx`kyyq dxdy “ Gpkx, ky, zq,
(2.4.11)
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where G represents the (known) Fourier transform of the source terms. This transforms equa-
tion (2.4.9) into a relatively simple ODE for ppkx, ky, zq. Discretising the second derivative
in equation (2.4.11), i.e.:
d2p˜pkx, ky, zq
dz2
“ p˜pkx, ky, z ´ δzq ´ 2p˜pkx, ky, zq ` p˜pkx, ky, z ` δzqpδzq2 (2.4.12)
allows the solution of p˜pkx, ky, zq to be posed as an inverse problem of the form¨˚
˚˚˚˚
˚˝˚
´ 2pδzq2 ´ k2x ´ k2y 1pδzq2 0 ¨ ¨ ¨ 0
1
pδzq2 ´ 2pδzq2 ´ k2x ´ k2y 1pδzq2 ¨ ¨ ¨ 0
0
. . .
. . .
. . .
...
0 0 ¨ ¨ ¨ 1pδzq2 ´ 2pδzq2 ´ k2x ´ k2y
‹˛‹‹‹‹‹‹‚
¨˚
˚˚˚˚
˚˝˚
p˜pz0q
p˜pz1q
...
p˜pznq
‹˛‹‹‹‹‹‹‚
“ G.
(2.4.13)
This can be inverted using standard numerical techniques for tridiagonal matrices (Press
2007). It is then a simple case of using the inverse Fourier transform of p˜pkx, ky, zq to find
the pressure.
Time stepping
The velocity and pressure fields are then time-stepped forward by discretising the time
derivatives in the Navier-Stokes equations, i.e.:
Bu
Bt “
upx, t` δtq ´ upx, tq
δt
. (2.4.14)
In this case a dynamic time-step, δt, is used. As the intensity of the turbulence, xεy, increases
the Kolmogorov time-scale τK decreases so a higher level of accuracy is required, the time-step
is chosen to be dynamic to account for this. The time-step is defined by
δt “
¨˝dˇˇˇ u
δx
ˇˇˇ2 ` ˇˇˇˇ v
δy
ˇˇˇˇ2
`
ˇˇˇ w
δz
ˇˇˇ2 ` 2νpδxq2 ` pδyq2 ` pδzq2 ‚˛
´1
. (2.4.15)
This can be roughly described as δt “ padvection`diffusionq´1. If the magnitude of the flow
increases then the time-step will decrease to account for the inherent unpredictability of a
more turbulent flow.
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2.4.4 Boundary conditions
The Craik-Leibovich equations are solved subject to a set of boundary conditions. Periodic
lateral boundary conditions are imposed on the solution grid. these take the form
Γpxmax, y, zq “ Γpxmin, y, zq,
Γpx, ymax, zq “ Γpx, ymin, zq, (2.4.16)
where Γ “ u, v, w, p. At the lower boundary z “ zS no-slip, Γ “ 0, boundary conditions are
imposed on u and v, a no penetration boundary condition is imposed on w, i.e. w|z“zS “ 0.
The main driver of the turbulence in the boundary layer is the wind blowing over the surface.
This characterises the surface boundary condition for u as
νe
Bu
Bz
ˇˇˇˇ
z“0
“ τS
ρ
“ U2˚ . (2.4.17)
The surface boundary condition for v is known as a stress free boundary condition, given by
Bv
Bz
ˇˇˇˇ
z“0
“ 0. (2.4.18)
A no-penetration boundary condition is imposed on w at the surface, w “ 0 at z “ 0. Finally,
upper and lower boundary conditions on the pressure are determined by the w source terms
since w “ 0 at both boundaries. The boundary conditions on p are then
Bp
Bz
ˇˇˇˇ
z“0
“ Swpz “ 0q ; BpBz
ˇˇˇˇ
z“zS
“ Swpz “ zSq, (2.4.19)
where Sw is as from equation (2.4.8).
2.4.5 Statistical stability
Lewis (2005) extensively tested the performance of the LES code by comparing the out-
put with that of a similar code used McWilliams et al. (1997), to study Langmuir turbu-
lence in the upper ocean boundary layer. Comparisons of horizontal currents, shear stresses,
velocity variances and dissipation rates showed strong agreement across the mixing layer
z P r´zML, 0s. The code of McWilliams et al. (1997) incorporated a stably stratified region
below zML extending to z « ´3zML. The LES modelled described here does not feature any
such stratification, which raises a problem with the terminology “mixing-layer depth”, since
the hydrographical features regulating its position are absent.
An important feature of the numerics of simulated boundary layers subject to fixed bound-
ary conditions is their associated statistical stability (Lesieur 1997). It is important that key
features that characterise the boundary layer structure should remain stable over time. This
requires certain ensemble (or equivalently spatial) averages (under the conditions of homo-
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geneity and isotropy) to remain approximately constant over a full simulation time. Brereton
(2013) discusses the stability of the LES model by considering first and second order stability
of the average velocity. Figure 2.9 demonstrates that the first order statistics for xuyT and
xvyT are mostly well-behaved, increasingly so for higher values of U˚. The behaviour of the
second order statistics for xu22yT , xv22yT and xw2yT , is shown in figure 2.10. The curves
shown here have been scaled by their maximum values, i.e.:
xu22pz, tiqyT
maxi |xu22pz, tiqyT | .
Except for the low wind-speed case (pU˚, USq “ p2.0, 2.2q), these statistics are all fairly well-
behaved, and remain reasonably constant over time, once settled. This demonstrates the
reliability of the flow-regime, but illustrates that it has the potential for statistical instabilities
to develop at lower levels of turbulence. Furthermore, the evolution of the profiles of the
second order statistics, normalised by U2˚ , is shown in figure 2.11. Even in low turbulent
regimes there is little variation in the variance profiles. This demonstrates that the flow-
regime is likely to be reasonably stable over the timescales that will be considered in the
following chapters.
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Figure 2.9: Graphs of the average velocity xuyT (left) and xvyT , at three depths, to test
for first order statistical stability, taken from LES simulations subject to pU˚, USq “ (a)
p2.0, 2.2q, (b) p3.0, 3.3q, and (c) p4.0, 4.4q.
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Figure 2.10: Graphs of the scaled variance xw2yT (left), xu22yT (centre), and xv22yT
(right), at three depths, to test for second order statistical stability, taken from LES
simulations subject to pU˚, USq “ (a) p2.0, 2.2q, (b) p3.0, 3.3q, and (c) p4.0, 4.4q.
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Figure 2.11: Evolution of non-dimensional variance: xw2yT {U2˚ (left), xu22yT {U2˚ (centre)
and xv22yT {U2˚ (right), taken from LES simulations subject to pU˚, USq “ (a) p2.0, 2.2q,
(b) p3.0, 3.3q, and (c) p4.0, 4.4q.
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Chapter 3
The Biological Model
3.1 Nutrient-Phytoplankton-Zooplankton (NPZ) Equations
The biological model that will be studied here is a three-compartment differential equation
system which includes compartments for nutrient (N), phytoplankton (P ) and zooplankton
(Z). Conceptually, each of the three differential equations in this system takes the general
form of a Kolmogorov (1936) predator-prey system, dΓi{dt “ fipΓ1, ...,ΓnqΓi, where in this
case Γi “ pN,P,Zq. The source and sink terms, fi, correspond to the various interactions
between the different species. For example the phytoplankton are grazed upon by the zoo-
plankton and consequently the phytoplankton equation will have a sink term to reflect that.
The NPZ model studied here will take the form
dN
dt
“ ´N uptake by P `N recycled from P , (3.1.1)
dP
dt
“ P growth from N ´ P grazing loss from Z, (3.1.2)
dZ
dt
“ Z growth from P ´ Z mortality . (3.1.3)
This type of NPZ model is a widely studied model of oceanic and limnic ecosystem dynamics
and is used in a variety of forms. The number of state variables in this type of system can
range from simple two-compartment models (Huisman et al. 2006, Saha and Bandyopadhyay
2009), through the three-compartment form (Steele and Henderson 1981, Franks et al. 1986,
Edwards and Brindley 1996, Kloosterman et al. 2014, Le´vy 2015) to many additional com-
partments (Fasham et al. 1990, Baird and Emsley 1999, Arismendez et al. 2009), for example
for additional nutrients or competing plankton species.
In constructing an NPZ type model a balance between complexity and generality must
be achieved. In his review on NPZ models, Franks (2002) argues that “there is no compelling
reason to reject the NPZ model until it is clear that it cannot describe the system being
studied” and that a more complicated model is not necessarily a better model. Indeed a model
with many parameters, each of which must be determined probabilistically, or experimentally,
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with associated errors, is likely to be of such generality that it can make no specific predictions.
The choice of functional forms of the biological source and sink terms affects the dynamics
of the model. These terms can be as simple as linear interactions, for example
Z growth from P “ aPZ, (3.1.4)
or include saturation effects, such as a type 2 Holling (1959) predation response,
Z growth from P “ aP
1` bP Z, (3.1.5)
where a and b are constants. Similarly growth rates including saturation can be modelled
with a Michaelis-Menten uptake rate (Michaelis and Menten 1913, Johnson and Goody 2011)
of the form
P growth from N “ a
k `N P. (3.1.6)
Many other forms for the individual terms are discussed in the review by Franks (2002).
The main aim of this work is to understand the drivers (both physical and biological)
behind the vertical structure of plankton populations in the water column. Consequently
the effects of the surrounding fluid must be taken into account. The coupling, both direct
(advection-diffusion) and indirect (impact on nutrient uptake, predation etc), of the physical
LES model to this biological NPZ model will be described in detail in this chapter.
The construction of this model is undertaken with a mechanistic approach. The choice
of this approach over that of simple curve fitting to experimental data is to highlight both
the physical and biological explanation of the findings. Whilst a curve fitting strategy may
lead to the same theoretical predictions and results it does not provide the same physical and
biological insight as the mechanistic approach. This choice is better suited to the aims of this
work and will provide insight on each parameter’s effects on the structure of the plankton
within the water column. Other approaches, such as the experimental fitting, are vital for
validation of the parameterisations used here.
3.2 Derivation of source and sink terms
The three non-dimensional scalar fields, denoted Npx, tq “ N˚px, tq{N0, P px, tq “
P ˚px, tq{P0 and Zpx, tq “ Z˚px, tq{Z0 (for suitable reference scales N0 kg m´3, P0 cells m´3
& Z0 cells m
´3) are determined subject to the differential equations (3.1.1)–(3.1.3) with the
following biological interaction source and sink terms.
3.2.1 Nitrate uptake by phytoplankton
Most phytoplankton species are diffusion feeders (Kiørboe 2008), and have evolved to
take on soluble nutrients found in the oceanic water column. The most abundant compounds
include nitrate (the nutrient considered in this work), ammonia, phosphates, iron, are typ-
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ically the focus of nutrient modelling (Fasham et al. 1990). Some of these compounds are
formed in the process of the decomposition of plant tissue, including that of phytoplankton
(Schulten et al. 1991, Schulten and Schnitzer 1997, Li et al. 2013).
Formulation of the uptake process
Since the process by which phytoplankton absorb nutrients is diffusive, the starting point
is Brownian motion. The formulation below will follow the work of Berg (1993) and Kiørboe
(2008). Molecules that constitute a solute can move very rapidly but change to a new random
direction every time they collide with another molecule, this random motion is known as
random walk or Brownian motion.
The starting point is Fick’s (1855) first law of diffusion which describes the flux of material
across a boundary, relating the diffusive flux J to the concentration C, assuming steady state.
A derivation of this term can be found in Berg (1993). Fick’s (1855) first law in one dimension
is
J “ ´DdCpxq
dx
, (3.2.1)
or in 3 dimensions
J “ ´D∇Cpx, tq,
where D m2 s´1 is the coefficient of diffusion. The negative sign indicates that the flux is
from high to low concentrations.
The flux of particles, such as nitrate diffusing into a phytoplankton cell, is estimated by
integrating the flux over the surface area of the volume of the cell. For simplicity it is initially
assumed that the phytoplankton cell is spherical and of radius rP . In which case the flux of
nitrate into the cell is given by
QN “ ´DN
ż
∇N ¨ ndS, (3.2.2)
where DN is the molecular diffusion coefficient for nitrate, N is the concentration of nitrate,
and n is the outward normal directed from the surface S of the spherical cell. For a spherical
cell
∇N “
ˆ
dN
dr
, 0, 0
˙
ùñ ∇NndS “ dN
dr
r2 sinpθqdθdφ.
Hence
QN “ ´DN
ż pi
0
ż 2pi
0
dN
dr
r2 sinpθqdθdφ “ ´4piDNr2 dN
dr
. (3.2.3)
Rearranging this result gives a differential equation for N in r
dN
dr
“ ´ QN
4piDNr2
. (3.2.4)
The concentration of the nitrate a long way from the cell is at its ambient, background level.
Close to the cell wall concentration is reduced due to the presence of the cell. Integrating the
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differential equation (3.2.4) from 8 to rP yields
Np8q ´NprP q “ QN
4piDNrP
. (3.2.5)
Rearranging gives the flux of nitrate
QN “ 4pirPDN pNp8q ´NprP qq “ 4pirPDN pN˚ ´NSq, (3.2.6)
where N˚ is the background concentration of nitrate and NS is the concentration of nitrate
at the cell wall. The flux of nutrients into non-spherical cells is studied in Baird and Emsley
(1999).
Until now this formulation only considers diffusive uptake and implicitly assumes there
is no relative motion of the fluid with respect to the cell wall. Any relative fluid motion,
generated by turbulence or cell swimming, has the effect of advecting more solute into the
region of the cell wall, with the potential to increase the uptake rate. The details of this
process are very complicated (Batchelor 1980), and are too complicated to incorporate into
the uptake term of the larger model. Instead, a non-dimensional ‘turbulent Sherwood number’
is used to model the effects of relative fluid motion. This number Shturbulent ě 1 is a measure
of the ratio of the total nutrient flux into a cell in the presence of relative fluid motion, to
the flux brought about solely by diffusion. Incorporating the Sherwood number to account
for advective transport, the revised uptake rate is then given by
QN “ 4pirPDNShturbulentpN˚ ´NSq. (3.2.7)
Equation (3.2.6) is then a special case of (3.2.7) in the absence of relative fluid flow, i.e. when
Sh “ 1.
The value of the Sherwood number is determined by another dimensionless factor, the
Pe´clet number, Pe, which measures the relative strength of advective transport compared to
diffusive transport in a moving solute over a particular length scale R
Pe “ UR
DN
. (3.2.8)
Here U is a velocity scale characterising the relative fluid motion near the cell. For non-motile
phytoplankters, as will be assumed here, the fluid motion near the cell is characterised by the
turbulent kinetic energy dissipation rate xεy from section 2.4.2. Furthermore, phytoplankton
are relatively small, in particular rP ă ηK . In summarising the work of Batchelor (1980),
Karp-Boss et al. (1996) suggest that the Pe´clet number under these assumptions can be
defined by
Peturbulent “ UturbulentrP
DN
, (3.2.9)
where Uturbulent “ rP
axεy{ν . Furthermore Karp-Boss et al. (1996) postulated that the
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associated turbulent Sh number can then be estimated by the equation
Shturbulent “
$’’’&’’’%
1` 0.29Pe1{2turbulent, P eturbulent ď 0.01,
0.5p1.969` 0.15Pe1{2turbulent ` 0.344Pe1{3turbulentq, 0.01 ă Peturbulent ă 100,
0.55Pe
1{3
turbulent, P eturbulent ě 100.
(3.2.10)
The above expressions are based on theoretical predictions of nutrient uptake in a pure non-
rotating shear flow. Since the approximation of the Sh number depends upon xεy, which is
in turn depth-dependent, the flux of nitrate, QN is now also a function of the depth, z. For
typical phytoplankters modelled in this work, rP “ 10 µm, and consequently Pe ă 0.08 for
most xεpzqy considered in this work (Op10´7 m2 s´3q), hence Sh ă 1.1.
Finally, the physiological state of the cell will play a role in the uptake of nutrients, if the
cell is satiated with nutrient, i.e. NS{N˚ ą 1 then the cell will no longer be able to absorb
nutrient and uptake will cease. Consequently the relative nitrate concentration at the cell
surface NS{N˚ is important. In a turbulent flow it is very difficult to make estimations of
the value of NS , so instead the extent of the cell’s internal nitrate reserves, RN kg cell
´1,
assuming the local nutrient concentration is N , will be considered. If RN is currently less
than its maximum storage capacity, RmaxN , the the cell is able to absorb more nutrient. Baird
and Emsley (1999) treated the internal nitrate storage as a fourth independent component
to create an NPZ-RN model. However, as this would add to the already high computational
demands of coupling the NPZ model into the LES code, a fourth scalar field will not be
introduced here. Baird et al. (2001) formulated the assumption that RN and NS are linearly
related, which means that the problem of determiningNS{N˚ can be overcome by establishing
the relative level of nitrate reserves in the cell, RN{RmaxN . The problem now comes down
to estimating RN{RmaxN . Baird et al. (2001) also postulated that storage reserves depend
upon their depletion rate when used for cell growth, and that at some point a position of
equilibrium would eventually be reached, in which there is a mass balance between the uptake
of nutrients from the fluid and the nutrients consumed in the process of growth. Assuming
that this balance occurs at a certain background concentration of N˚ “ N0, then the equation
for this mass balance is
4pirPShturbulentpzqDNN0
ˆ
1´ RN0pzq
RmaxN
˙
“ µmaxP RN0pzqRmaxN
psN `RN0pzqq . (3.2.11)
Here µmaxP is the maximum phytoplankton growth rate, sN is a nitrate stoichiometry coeffi-
cient, which essentially quantifies the amount of nitrate necessary for a cell to be viable with
reproducing. Cell reproduction will only occur if RmaxN ą sN , the excess being used for the
production of the daughter cells. Following Lewis (2005) the value of RmaxN will be taken as
3ˆ sN .
The hypothesis of mass balance by Baird et al. (2001) was made under the assumption
that there is an absence of relative fluid motion. It can be argued that no such balance can
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be reached for a cell residing in a turbulent flow. However, on small planktonic scales the
fluid motion is dominated by viscosity, and is consequently relatively slow moving. This can
be seen by considering the Reynolds number at the planktonic scale
Re “ UturbulentrP
ν
, (3.2.12)
which is Op10´4q for rP “ 10 µm. Furthermore, the Pe´clet number is also Op10´2q at this
scale, supporting this assumption.
The solution to the quadratic equation (3.2.11) is easily found to be
RN0pzq
RmaxN
« 1´ R
max
N µ
max
P
4pirPDNShturbulentpzqN0 . (3.2.13)
It is then necessary to estimate the value of RN pzq{RmaxN when N˚ ‰ N0. Changes to
background N˚ concentrations take place relatively slowly in a boundary layer, in which
case it is appropriate to assume that the response to change from N0 to N
˚ will be in
equation (3.2.13) will be linear. Incorporating such a linear response gives rise to the following
expression for RN{RmaxN ,
RN pzq
RmaxN
“
$’&’%
RN0pzq
RmaxN
„
N˚px, tq
N0

“ RN0pzq
RmaxN
Npx, tq, assuming this is ď 1,
1, otherwise.
(3.2.14)
Substituting this into equation (3.2.7) yields the final expression for the flux of nutrients into
a cell
QN “
$’’&’’%
4pirPDNShturbulent
ˆ
1´ RN pzq
RmaxN
˙
Npx, tq, if 0 ď RN pzq
RmaxN
ď 1
0, if
RN pzq
RmaxN
ą 1.
(3.2.15)
Hence the total nitrate uptake by phytoplankton is
N uptake by P “
$’’&’’%
4pirPDNShturbulent
ˆ
1´ RN pzq
RmaxN
˙
Npx, tqP ˚px, tq, if 0 ď RN pzq
RmaxN
ď 1
0, if
RN pzq
RmaxN
ą 1
(3.2.16)
at position x and time t in the flow.
3.2.2 Phytoplankton Growth
Following Baird and Emsley (1999), phytoplankton growth is modelled using methodology
employed in the study of chemical kinetics. The reproduction of a phytoplankton species,
P , can be described by a chemical reaction, wherein the reactants are the phytoplankton
cells themselves (including their constituent molecules), and the molecules required to make
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another phytoplankton cell. The process is not entirely efficient, the products of the reaction
are two cells, less inefficiencies, and waste molecules that are returned to the system. The
balanced chemical reaction describing this process is then
P ` sNRNlomon
stored N
Ñ 2βeP ` 2p1´ βeq sNRNlomon
recycled
. (3.2.17)
Here βe P r0, 1s (typically βe « 0.75) is the growth efficiency of the species. Using chemical
kinetic methods, assuming first-order reaction rates for each reactant, the phytoplankton
growth rate (rate of change of P ) can be written as follows
P growth “ βeµmaxP min
ˆ
1,
RN pzq
RmaxN
˙
P px, tq, (3.2.18)
which incorporates µmaxP the maximum possible growth rate of the phytoplankton species.
Furthermore, energy is required for growth, and to obtain this phytoplankton must photosyn-
thesise. Hence growth is regulated by the ambient light levels, which decrease exponentially
with depth. Taking this into account, the final form for the phytoplankton growth rate is
P growth “ βeµmaxP eαz min
ˆ
1,
RN pzq
RmaxN
˙
P px, tq, (3.2.19)
where α m´1 is a light attenuation coefficient.
3.2.3 Nitrate recycled
Following the chemical reaction kinetics formulation of the phytoplankton growth rate,
a small amount of the nutrient used in the growth process is not used and hence returned
to the system. The recycling term is therefore analogous to the phytoplankton growth term
and takes the form
N recycled “ p1´ βeqsNP
˚px, tq
N0
ˆ
µmaxP e
αz min
ˆ
1,
RN pzq
RmaxN
˙˙
. (3.2.20)
It is important to note that this does not include the effects of nutrient regeneration, or
remineralisation, from the breakdown of dead phytoplankton cells.
3.2.4 Grazing loss
The predation rate terms are based on the works of Rothschild and Osborn (1988), Lewis
and Pedley (2000, 2001), and will be thoroughly discussed in chapter 5 . Briefly, the predation
rate is a product of the encounter rate and the probability of capture, pcappTR, tprM qq. The
encounter rate is a function of the relative velocity scale (σU ), contact radius (Rcont) and the
level of turbulence (xεy). The probability of capture is a function of the predator’s reaction
time (TRcont) and the average time the prey is in contact (tprM q). The capture rate, per
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predator, is expressed as
IpRcont, TR, σZ , εq “ 4
c
pi
2
ż Rcont
0
„
´dpcap
drM

r2M
„
1´ 0.3 rM
Rcont

σU prM qdrM , (3.2.21)
which is in units of m3 s´1. Here rM is the closest approach distance of the predator to the
prey.
The loss of phytoplankton through grazing is then a product of the capture rate, prey
density, and the total number of predators
Z grazing loss “ Z˚px, tqP
˚px, tq
P0
4
c
pi
2
ż Rcont
0
„
´dpcap
drM

r2M
„
1´ 0.3 rM
Rcont

σU prM qdrM .
(3.2.22)
3.2.5 Zooplankton growth from grazing
The growth rate of the zooplankton is analogous to the phytoplankton grazing loss term
and depends on the number of prey captured. Assuming a yield Y of new zooplankton cells
produced per phytoplankton cell captured then the attained growth rate by the predator is a
product of the yield by the predation rate (3.2.21). However, in this work it is assumed that
the zooplankton growth rate is limited to a maximum value µmaxZ . The zooplankton growth
rate is then given by
Z growth from P “
min
„
µmaxZ , P
˚px, tq4
c
pi
2
ż Rcont
0
„
´dpcap
drM

r2M
„
1´ 0.3 rM
Rcont

σU prM qdrM

Z˚px, tq
Z0
.
(3.2.23)
3.2.6 Zooplankton mortality rate
In order to close the model, since no larger species higher in the food chain are included,
a simple linear death rate term is applied to the zooplankton population,
Z mortality “ µZ deathZ
˚px, tq
Z0
. (3.2.24)
Here µZ death s
´1 is the zooplankton death rate. Typically a value of 4 ˆ 10´6 s´1 (Franks
et al. 1986), which includes both natural and predator mortality, will be employed in the
model. Alternative forms for the death rate, such as quadratic (µZ deathZ
2) can be found
in many places in the literature such as Edwards and Brindley (1996), Murray and Parslow
(1999), Herna´ndez-Carrasco et al. (2014). However, it is most typically modelled as the linear
form used here (Franks 2002).
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3.3 Model analysis
The coupled LES-NPZ model discussed here is by its very nature complicated, as it de-
scribes the many physical and biological drivers that can influence the dynamics of planktonic
populations. It depends on a large number of parameters, of which some will be critical in
determining the evolution of the biology (Lewis et al. 2017). Since the model does not have
any analytical solutions, and is highly non-linear, it makes sense to consider a much sim-
pler dynamical system in order to identify these parameters. To facilitate this, a reduced,
non-spatial, version of the NPZ model will be utilised. Due to the non-linear behaviour of
the Navier-Stokes equations, the NPZ equations will be stripped of all the physical dynamics
(advection and diffusion) and the boundary layer structure. The resulting NPZ model is
summarised by equations (3.1.1)–(3.1.3), in which the reduced equations are given by
dN
dt
“ ´dP ptqNptq p1´ hNptqqHp1´ hNptqq ` ehNptqP ptq, (3.3.1)
dP
dt
“ ahNptqP ptq ´ bP ptqZptq, (3.3.2)
dZ
dt
“ cP ptqZptq ´ µZdeathZptq, (3.3.3)
where Hpxq is the Heaviside step function ( “ 1 if x ě 0 and 0 if x ă 0). The parameters a–e
& h are given by
a “ βeµmaxP , b “ IpRcont, TR, σZqZ0, c “ Y P0IpRcont, TR, σZq,
d “ 4pirPShDNP0, e “ p1´ βeqsNP0
N0
µmaxP , & h “ RN0RmaxN
. (3.3.4)
These parameters no longer exhibit any dependency on depth z or on mixing xεpzqy, which
are features of the full LES-NPZ model and the NPZ variables depend solely on t. The
equations are now in a much more tractable form for stability analysis. Figure 3.1 sho ws
the evolution of the system (3.3.1)–(3.3.3). A key feature of the result is the out of phase
oscillations between the interacting predator and prey. It is important to note that there is
the lack of nitrate flux into the system. Since the nitrate consumed for growth is not fully
replenished by the recycling term, the overall nitrate concentration declines over time. In the
fully coupled model the nitrate flux adds to the ambient nitrate concentration. The initial
conditions for the simulation shown in figure 3.1 are typical of those used in the full model.
Figure 3.2 shows how P and Z, from figure 3.1, evolve relative to each other. This figure
demonstrates how the prey population responds to high (or low) predation pressure. Initially
(from the point marked by the X), moving anti-clockwise, the phytoplankton population is
declining due to the high predation pressure. The initial population levels are such that there
is enough food available for the zooplankton population to increase, until the population of
phytoplankton becomes too low for the increased predation pressure to be maintained. This
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Figure 3.1: Evolution of the non-spatial NPZ model from equations (3.3.1)–(3.3.3) with
initial conditions pN,P,Zq “ p1.0, 0.5, 0.5q.
leads to a decline in the zooplankton population, in absence of enough food. Once the
predation pressure is low enough the phytoplankton population can begin to recover. Shortly
after the zooplankton population responds to the increased food supply, and the cycle will
repeat.
3.3.1 Co-existence equilibrium
Following the ideas of Lotka (1920) and Volterra (1926), stability analysis of a particular
system is conducted about the equilibrium points of the system. These equilibria are then
analysed to determine if they attract or repel nearby solution trajectories. An equilibrium
point, or steady-state, is defined as a solution that does not change with time, i.e. time
derivatives at this point are equal to zero. The equilibria of the system (3.3.1)–(3.3.3) are
found by considering solutions (N “ Neq, P “ Peq, Z “ Zeq) of the steady-state set of
equations
´ dPeqNeq p1´ hNeqq ` ehNeqPeq “ 0, (3.3.5)
ahNeqPeq ´ bPeqZeq “ 0, (3.3.6)
cPeqZeq ´ µZdeathZeq “ 0. (3.3.7)
Here in the paramater values (tables 3.1 & 3.2), it has been assumed that hNeq ă 1 and
cPeq ă µmaxZ . This yields a single co-existence (N,P,Z ą 0) equilibrium point
pNeq, Peq, Zeqq “
ˆˆ
1
h
´ e
d
˙
,
µZ death
c
,
ah
b
ˆ
1
h
´ e
d
˙˙
. (3.3.8)
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Figure 3.2: Plot of P vs Z trajectories from equations (3.3.1)–(3.3.3) with initial condi-
tions pN,P,Zq “ p1.0, 0.5, 0.5q, all parameters are the same as those used in figure 3.1.
X: Initial condition, O: Equilibrium point (3.3.8).
Employing typical biological parameters, as listed in table 3.1, it is found that 1{h ą 10e{d,
hence an approximation to (3.3.8) is
pNeq, Peq, Zeqq «
ˆ
1
h
,
µZ death
c
,
a
b
˙
. (3.3.9)
To determine the stability properties of this coexistence point can be found using standard
equilibrium analysis from the Jacobian matrix. This matrix is composed of the first order
partial derivatives of equations (3.3.1)–(3.3.3) with respect to the variables N, P, and Z.
The terms of the Jacobian matrix are defined as Jij “ Bfi{BΓj , where fi “ dΓi{dt and
Γ “ pN,P,Zq. This is explicitly represented by
JˆpN,P,Zq “
»———–
ehP ´ dp1´ 2hNqP ehN ´ dp1´ hNqN 0
ahP ahN ´ bZ ´bP
0 cZ cP ´ µZ death
fiffiffiffifl . (3.3.10)
The next step is to evaluate this matrix at the equilibrium point,
JˆeqpNeq, Peq, Zeqq “
»———–
hdµZ death
c
`
1
h ´ ed
˘
0 0
ahµZ death
c 0 ´ bµZ deathc
0 ahcb
`
1
h ´ ed
˘
0
fiffiffiffifl , (3.3.11)
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and then to solve the associated characteristic equation detpJˆeq´λIˆq to find the eigenvalues,
λ,
pλ1, λ2,3q “
˜
hdµZ death
c
ˆ
1
h
´ e
d
˙
,˘i
d
ahµZ death
ˆ
1
h
´ e
d
˙¸
«
ˆ
dµZ death
c
,˘i?aµZ death
˙
. (3.3.12)
The stability of any equilibrium point can be determined from the eigenvalues, which
correspond to exponential solutions of the form eλit. If the real part of an eigenvalue
is positive then the solution is unstable, and any small perturbation from equilibrium
will continue to grow. In this case there are two pure complex eigenvalues, associated
with the two phytoplankton species, this indicates oscillatory behaviour on a time-scale of
τoscil “ 2pi{
b
ahµZ death
`
1
h ´ ed
˘
. λ1 is positive and hence corresponds to a growing expo-
nential solution over the time-scale τexp “ 2pi{
´
hdµZ death
c
`
1
h ´ ed
˘¯
. The stability of this
system changes in the case of e{d ą 1{h (an unlikely scenario given typical parameter val-
ues), however this yields the impossible case of negative equilibria for N and Z and as a
consequence will not be investigated further. The associated eigenvectors corresponding to
these eigenvalues are
pv1,v2,3q “
¨˚
˚˝˚˚
»————–
b
ah
´
1` hd2µZ death
c2a
`
1
h ´ ed
˘¯
dµZ deathb
c2a
1
fiffiffiffiffifl ,
»———–
0
˘i bc
b
µZ death{
`
ah
`
1
h ´ ed
˘˘
1
fiffiffiffifl
‹˛‹‹‹‚. (3.3.13)
This leads to an approximate solution near the coexistence equilibrium point
»———–
Nptq ´Neq
P ptq ´ Peq
Zptq ´ Zeq
fiffiffiffifl “ A
»————–
b
ah
´
1` hd2µZ death
c2a
`
1
h ´ ed
˘¯
dµZ deathb
c2a
1
fiffiffiffiffifl exp
ˆ
hdµZ death
c
ˆ
1
h
´ e
d
˙
t
˙
`
B
»————–
0
´ bc
b
µZ death{
`
ah
`
1
h ´ ed
˘˘
sin
´b
ahµZ death
`
1
h ´ ed
˘
t
¯
cos
´b
ahµZ death
`
1
h ´ ed
˘
t
¯
fiffiffiffiffifl`
C
»————–
0
b
c
b
µZ death{
`
ah
`
1
h ´ ed
˘˘
cos
´b
ahµZ death
`
1
h ´ ed
˘
t
¯
sin
´b
ahµZ death
`
1
h ´ ed
˘
t
¯
fiffiffiffiffifl , (3.3.14)
where A,B,C are constants that depend on the initial conditions of Γ´Γeq, for Γ “ N,P,Z.
This result confirms that the oscillatory behaviour near equilibrium is associated with the
two plankton species only, and additionally that the system will steadily move away from the
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equilibrium, declining for P p0q ă Peq or growing for P p0q ą Peq.
A comparison of the solution (3.3.14) to the reduced system (3.3.1)-(3.3.3) is shown in
figure 3.3. In both cases the initial conditions are set close to the coexistence equilibrium
(3.3.9), using the parameters given in table 3.1. In this case the normalised equilibrium point
is given by pNeq, Peq, Zeqq “ p1.50, 0.188, 0.457q and the biological timescales are τoscil “
8.38 days and τexp “ 103 days. While the results are very similar it is important to note the
solution (3.3.14) is only valid close to pNeq, Peq, Zeqq.
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Figure 3.3: Evolution of nitrate, phytoplankton, and zooplankton with initial condition
N “ 0.9Neq, P “ 1.1Peq, Z “ 1.1Zeq. Left: numerical solution from the simplified NPZ
model (3.3.1)-(3.3.3). Right: Analytic solution (3.3.14).
Parameter Value
a 1.88ˆ 10´5 s´1 “ 1.63 day´1
b 4ˆ 10´5 s´1 “ 3.46 day´1
c 2.13ˆ 10´5 s´1 “ 1.84 day´1
d 5.27ˆ 10´7 s´1 “ 0.046 day´1
e 2.42ˆ 10´8 s´1 “ 0.0021 day´1
µZ death 4ˆ 10´6 s´1 “ 0.35 day´1
h 0.65
Table 3.1: Approximate values calculated from table 3.2
3.3.2 Extinction equilibrium
There is an additional equilibrium point, with P,Z “ 0 for any N , called the extinc-
tion equilibrium, because associated planktonic population trajectories drive the populations
almost out of existence.. The eigenvalues for this equilibrium point are given by
pλ1, λ2, λ3q “ p0, ahN,´µZ deathq . (3.3.15)
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In this case the equilibrium is unstable, meaning that (eventually) the phytoplankton popu-
lation will always recover, assuming P ą 0. The eigenvectors for this equilibrium are easily
found to be
pv1,v2,v3q “
¨˚
˚˝˚
»———–
1
0
0
fiffiffiffifl ,
»———–
0
1
0
fiffiffiffifl ,
»———–
0
0
1
fiffiffiffifl‹˛‹‹‚. (3.3.16)
This confirms that the phytoplankton population always recovers from a very low base, since
the P -field is associated with the unstable eigenvalue. In the absence of any phytoplankton
however, the zooplankton population always dies out. The nitrate will remain constant after
any small perturbation, assuming absence of phytoplankton. Indeed, the solution for the
phytoplankton in this case is given by
P ptq “ P p0q exp pahNtq . (3.3.17)
If the initial condition P p0q “ 0 then P ptq “ 0 for all time. This analysis only applies
very close to pP,Zq “ p0, 0q as the trajectories move away from this point, control of the
population dynamics will be governed by the characteristics of the coexistence equilibrium
point.
3.3.3 Parameter analysis
This analysis demonstrates that there are a number of key parameters that determine the
behaviour of the biological fields. Primarily the structure changes if e{d ą 1{h, although as
previously discussed this situation is not realistic. When 1{h “ e{d the only equilibrium point
is the extinction equilibrium point. In this section the effects of varying the phytoplankton
growth rate, µmaxP and zooplankton predation rate IpRcont, TR, σZq will be examined. A
higher growth rate increases the frequency 1{τoscil of the oscillations, whilst the predation
rate affects the amplitude of the oscillations, although in practice it too affects the period of
the cycle.
Figure 3.4 shows the phytoplankton evolution for different values of µmaxP . As previously
surmised, increasing the growth rate increases the frequency of the oscillations; additionally
a lower growth rate results in an increased amplitude. A possible biological reason for this is
that a long recovery phase for the phytoplankton results in a lower background zooplankton
population, allowing higher phytoplankton growth in relative absence of the predator. The
amplitude continues to decline with faster growth rates until the phytoplankton growth rate
becomes large enough to compete with predation in the final case, µmaxP “ 1ˆ 10´4 s´1.
Figure 3.5 shows how the phytoplankton population evolves under different predation
pressures. For the lowest predation rates, there is little change in the structure of the oscilla-
tions, however the frequency does decrease with increasing predation. For higher predation
the oscillations change substantially. The phytoplankton are quickly consumed and remain
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Figure 3.4: Evolution of phytoplankton populations for different values of µmaxP . The
dashed line indicates the equilibrium value Peq.
at a very low level for long periods because, even if the zooplankton population falls to a
very low level the predation pressure is high enough to prevent the phytoplankton popula-
tion from recovering. Eventually the phytoplankton population does recover, and, for similar
reasons to those of low growth rate, grows to a significantly higher level. Whilst the simple
equilibrium mathematical analysis does not show any dependence of predation pressure this
analysis is important. Very high zooplankton predation pressure drives the biological fields
to a near-extinction regime, significantly changing the dynamics of the system.
3.4 Coupling to the LES model
So far the focus has been on the biological dynamics, the interactions between the species
within the model. However, it is also important to consider how the environment, in particular
the flow, affects the spatial variability of the biological fields. This will be achieved by
coupling the physical dynamics of the LES model to the biological dynamics of the NPZ
model. This coupling to the physical model will be captured by the means of an advection-
diffusion equation (for example Yeung et al. (2002), Ryabov and Blasius (2008), McKiver and
Neufeld (2009), Hsu and Lou (2010))
BΓ
Bt ` u ¨∇Γ “ ∇ ¨ pDΓpxq∇Γpx, tqq ` Biological terms, (3.4.1)
for Γ “ N,P,Z, where DΓ is the diffusion coefficient for species Γ and u is the flow as
calculated by the LES simulation. The advection term, u ¨ ∇Γ, provides the bio-physical
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Figure 3.5: Evolution of phytoplankton populations for different predation rates. The
dashed line indicates the equilibrium value Peq.
coupling and describes how the flow carries the biological fields in the boundary layer. The
velocity field u is calculated by solving the Craik-Leibovich equations (2.3.18) using the LES
methodology. The computation of u is discussed in more detail in chapter 2. The implications
of adding spatial structure to the biological fields are discussed below.
3.4.1 Diffusive terms
The diffusion term in equation (3.4.1), ∇ ¨ pDΓpxq∇Γpx, tqq, is in the standard form of
Fick (1855)’s second law, with diffusion coefficient DΓpxq. For the case of a constant diffusion
coefficient, i.e. the strength of diffusion is homogeneous in space, this simplifies to
DΓ∇2Γpx, tq. (3.4.2)
The problem now is to determine the value of DΓ. Diffusion is a small-scale process, as a
consequence the resolution scales of the LES code are relevant. If the diffusion rate is below a
certain size then it implies that the biological fields can be resolved down to scales below that
prescribed in the LES, which is unreasonable. This consideration provides a bound on the
diffusion coefficients, and a numerical approximation of this small scale behaviour must be
used. Diffusion can also be considered as a scalar transport process, and its effectiveness can
be compared to that of the molecular momentum transport by the means of a dimensionless
58
CHAPTER 3. THE BIOLOGICAL MODEL
Schmidt number (He et al. 1999, Yeung et al. 2002)
Sc “ ν
DΓ
, (3.4.3)
where ν is the viscosity of water. The Schmidt number can be thought of as the ratio
between the levels of physical diffusion to that of biological diffusion. This ratio can provide
an indication of the extent of spatial structure at small scales that can be achieved and
sustained by the plankton species. High levels of diffusion imply that there is little spatial
structure. On the other hand if DΓ is low, the Schmidt number increases and the spatial
scales of formed patterns decreases until any aggregations are too small to be resolved by
the numerical simulations. This implies that a limit on the size of Sc should be imposed.
Lewis (2005) posits that this limit should be Sc ă 1. Imposing this restriction ensures that
the resolution of the velocity fields is higher than those of the biological fields. A drawback
of this restriction is that the diffusion coefficient may be higher than the actual value and
in reality there may be more structure at very small scales (which cannot be resolved by
the simulations). This may subsequently feed back into the larger scales. However, this is
unavoidable because computing power limitations mean that turbulent ocean boundary layers
cannot be resolved down to the smallest Kolmogorov microscales.
Sullivan et al. (1994) suggest that DΓ and the eddy viscosity, νepxq, can be related by
Sc “ ν
DΓ
“ 1p1` 2L0{∆q , (3.4.4)
where L0 is a resolution (or mixing) scale and ∆
3 “ p3∆x{2qp3∆y{2q∆z with ∆px, y, zq being
the grid spacings in the px, y, zq directions respectively. In these simulations L0 “ 1, ∆ « 2
which yields Sc “ 1{2 and consequently DΓ “ 2νe, which, since ν is known from the LES,
gives the diffusion term. The NPZ equations, now coupled with the LES model, are now
given by
BN
Bt ` pu`USq ¨∇N “ DTN∇
2N ´N uptake by P `N recycled from P , (3.4.5)
BP
Bt ` pu`USq ¨∇P “ DTP∇
2P ` P growth from N ´ Z grazing loss from P , (3.4.6)
BZ
Bt ` pu`USq ¨∇Z “ DTZ∇
2Z ` Z growth from P ´ Z mortality . (3.4.7)
3.4.2 Boundary conditions and sinking rates
Equations (3.4.5)–(3.4.7) can only be solved subject to various boundary conditions. Hor-
izontal periodic boundary conditions are imposed on the simulation domain. A zero flux
boundary condition is also imposed at the surface, i.e.
BΓ
Bz
ˇˇˇˇ
z“0
“ 0 ; Γ “ N,P,Z. (3.4.8)
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At the lower boundary, z “ zS ă 0, the equations will be solved subject to prescribed
advective-diffusive fluxes into or out of the simulation domain. Nitrate supplies can be
replenished from the nutrient rich water of the permanent thermocline (Lewis et al. 1986,
Planas et al. 1999). Large vertical gyres ensure that the mixed layer is constantly resupplied
with nutrients, which will be used by the phytoplankton in photosynthesis process to generate
growth. Williams and Follows (1998) estimate that this vertical flux of nitrate can reach a
maximum of 2ˆ 10´2 µmolN m´2 s´1. The molar weight of nitrogen is 14 g mol´1, therefore
this flux is equivalent to ´2.8 ˆ 10´10 kg m´2 s´1, which is negative because zS ă 0. This
value will be used in these simulations, i.e.,
νe
Sc
BN
Bz
ˇˇˇˇ
z“zS
“ ´2.8ˆ 10´10 kg m´2 s´1 (3.4.9)
Following Baird et al. (2001), the phytoplankton and zooplankton are assumed to be more
dense than the surrounding fluid, and consequently are subject to a gravitational settling
force. In the absence of fluid flow, and assuming non-motility, the micro-organisms will settle
at a terminal sinking velocity Usink. This sinking rate can be estimated from a force balance
between gravity and the friction from the surrounding fluid. This balance gives
gVΓpρΓ ´ ρ0q “ CDµUsink. (3.4.10)
Here VΓ and ρΓ are the cell volume and density respectively for Γ “ P,Z, CD is a drag
coefficient and µ “ 10´3 kg m´1 s´1 is the viscosity of water. For spherical cells CD “ 6pirΓ
(Lewis 2005) and
Usink “ 2gr
2
ΓpρΓ ´ ρ0q
9µ
. (3.4.11)
In this work it will be assumed that living cells can maintain their relative vertical position
in the water column, and hence only a small proportion of cells, φdeadΓ , (dead cells) will settle
in this manner. This outward flux of cells is then the product of the number of sinking cells
and the sinking speed, i.e.
νe
Sc
BΓ
Bz
ˇˇˇˇ
z“zS
“ ´2gr
2
ΓpρΓ ´ ρ0q
9µ
ΓφdeadΓ ; Γ “ P,Z. (3.4.12)
This settling velocity could be used throughout the layer, and be attributed to live cells too,
however experiments by Ruiz et al. (2004) suggest that the settling velocity would be small
compared to the vertical fluid velocities at the levels of turbulence studied here. Consequently,
settling of living cells throughout the mixed layer will not be considered in this work.
3.5 1d NPZ model
The fully coupled 3d LES-NPZ model is by nature complicated and requires significant
computational resources. To help facilitate its application it is very useful to construct a very
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much faster, one-dimensional version of the model. This can be done by omitting the direct
effects of advection by the flow field. This simplification puts the equations in the form of the
diffusion (or heat) equation (BΓ{Bt “ ∇ ¨ pD∇Γq) with source and sink terms (Okubo 1980,
Okubo and Levin 2013, Chakraborty et al. 2015). In the one spatial (depth z) dimensional
case, where BΓ{Bx, y “ 0, the NPZ equations (3.1.1)–(3.1.3) become
BN
Bt “
B
Bz
ˆ
DN
BN
Bz
˙
´N uptake by P `N recycled by P , (3.5.1)
BP
Bt “
B
Bz
ˆ
DP
BP
Bz
˙
` P growth from N ´ Z grazing loss, (3.5.2)
BZ
Bt “
B
Bz
ˆ
DZ
BZ
Bz
˙
` Z growth from P ´ Z mortality , (3.5.3)
where DΓ is the diffusion coefficient for species Γ “ N,P,Z. The above form assumes that
the diffusion coefficients may be depth dependent. If they are constant then the diffusion
term can be written as BΓ{Bt “ DΓB2Γ{Bz2. The boundary conditions are the same as in
section 3.4.2.
This model is useful for analysing how depth dependent predation and uptake/growth
rates affect the structure of the non-physically-forced biological fields. A proxy for vertical
mixing, in the form of an eddy diffusivity KC , can be easily included in this model by replacing
the DΓ with DΓ `KC . This eddy diffusion has a vertical structure, i.e. KC “ KCpzq, which
can influence the plankton depth profiles.
3.5.1 PZ model
One of the strongest features of the NPZ model is the interaction between predator and
prey. To focus on these interactions more closely the nitrate levels can be held constant over
time, removing the nitrate equation (3.5.1). This results in a two component pde model,
similar to that of Huisman et al. (2006), except with P,Z rather than N,P . In this simplified
model the equations now become
BP
Bt “
B
Bz
ˆ
DP
BP
Bz
˙
` P growth ´ Z grazing loss, (3.5.4)
BZ
Bt “
B
Bz
ˆ
DZ
BZ
Bz
˙
` Z growth from P ´ Z mortality . (3.5.5)
Another major difference of this two compartment model to that of Huisman et al. (2006)
is that sinking (settling) is only included at the lower boundary, rather than throughout the
domain. The simplicity of this model allows closer investigation into the interactions between
the predator and prey. For example, since the predation rate may be depth dependent,
through xεpzqy, using such a profile can give predictions of the biological distributions likely
to arise in the 3d model.
Since here the nutrient level is fixed, the source and sink terms for the plankton species
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are unchanged from the full NPZ model. The fixed nutrient means that the phytoplankton
growth term becomes
P growth “ βeµmaxP eαz RN0pzqRmaxN
P pz, tq. (3.5.6)
Apart from nitrate and predation profiles, the main parameter that will affect the vertical
profiles will be the exponential decay in light levels. This will reduce the attained growth
rates in the deeper regions of the layer.
Constant KC
The evolution of this simplified system (3.5.4)-(3.5.5) for constant N and predation pres-
sure is shown in figure 3.6. The phytoplankon and zooplankton oscillate regularly out of phase,
with the predator lagging slightly behind the prey. This behaviour is typical of predator-prey
systems (Lotka 1920, Volterra 1926, Murray 2002, 2003). The biological interpretation of this
is that the prey can grow under low predation pressure, when the predator population level is
low. As the food supplies (in this case phytoplankton) increase, the predator reacts and their
population levels rise. Under the increasing predation pressure the growth of the prey falls
below the death rate and the population declines. Eventually the now declining food source
will be insufficient to sustain the higher population of zooplankton and as a consequence its
population will decline in response. Finally, when the predation pressure becomes low enough
the prey population recovers and the cycle repeats again.
In the figure the growth rate of the phytoplankton is higher at the surface than at lower
depths, as a result the “streaks’’ that represent the growth cycles are time dilated towards
the base of the simulation domain at z “ ´30 m. This is a consequence of the lower light
levels at this depth meaning that photosynthesis is less effective and the cells are growing
more slowly in a light-limited scenario. The diffusion coefficients were set to values DP,Z “
P
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Figure 3.6: Evolution of P (left) and Z (right) for constant (in depth and time) nor-
malised nutrient concentration N “ 1.0 and predation pressure “ 1 ˆ 10´9 m3 s´1 and
KC “ 0. Initial conditions are pP,Zq “ p0.5, 0.5q background level.
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2ˆ 10´6 m2 s´1. The effects of turbulent mixing were introduced by using an eddy diffusion
term (Gargett 1984, Kraichnan 1987, Bataille et al. 2005, Schmitt 2007). This acts in a
similar way to molecular diffusion. Typical values of eddy diffusivity in the ocean are between
1ˆ10´5 Ñ 1ˆ10´4 m2 s´1 (Pacanowski and Philander 1981, Baird and Emsley 1999, Huisman
et al. 2006). Figures 3.7 & 3.8 show the evolution of the plankton populations for constant
KC “ 1ˆ 10´5 & 1ˆ 10´4 m2 s´1 respectively.
As KC increases, the depth profiles of the phytoplankton become increasingly uniform. In
figure 3.7 it is apparent that the diffusion is stronger than the KC “ 0 case in figure 3.6, since
the time dilation caused by the reduced growth rate is less significant. The reason for this is
because the phytoplankton are more “well-mixed” within the layer, phytoplankton at deeper
regions will be mixed into shallower regions and consequently the attained growth rate will be
higher and more uniform. However, the converse is also true, the plankton residing near the
surface in figure 3.6 will be “mixed” into lower regions and experience a lower growth rate,
on average. This can be clearly seen in figure 3.6 since the plankton initially residing near
the surface oscillate 6 times in 52 days, whereas the equivalent plankton in figure 3.7 oscillate
only 4 times in that period. In figure 3.8 the effects of mixing are much more apparent as
the time dilation because of the reduced light is removed completely.
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Figure 3.7: Evolution of P (left) and Z (right) for constant (in depth and time) nor-
malised nutrient concentration N “ 1.0 and predation pressure “ 1 ˆ 10´9 m3 s´1 for
KC “ 1ˆ 10´5 m2 s´1. Initial conditions are pP,Zq “ p0.5, 0.5q background level.
Depth dependent KCpzq
So far the mixing has been assumed to be constant over the depth of the domain. However,
this may not be the case. In fact it is very likely that the eddy diffusivity may depend on
depth. The LES code automatically provides vertical profiles of eddy viscosity and this data
can be used in the 1d model. The way this is done is to relate eddy viscosity to eddy
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Figure 3.8: Evolution of P (left) and Z (right) for constant (in depth and time) nor-
malised nutrient concentration N “ 1.0 and predation pressure “ 1 ˆ 10´9 m3 s´1 for
KC “ 1ˆ 10´4 m2 s´1. Initial conditions are pP,Zq “ p0.5, 0.5q background level.
diffusivity. The simplest method is to assume a linear model of the form
νe “ βKC . (3.5.7)
The value of β is typically taken to be equal to one, however Lees (1981) postulates that β is
related to the size of the particles. Values of eddy viscosity from the LES model are typically
Op10´3q m2 s´1, compared to typical ocean eddy diffusivity levels being Op10´4q m2 s´1.
Based on this and the analysis of Lees (1981) for particles of similar size to the plankton
species, it will be assumed that β “ 0.1 in this work.
Figure 3.9 demonstrates how this change affects the plankton populations. The high level
of “mixing” near the surface can be seen by the streaks of growth above 12 m. Below this
point the eddy diffusivity becomes low and the mixing effect is reduced, resulting in the time
dilated vertical growth profiles similar to those of figure 3.6.
3.6 Simulation set-up (Lewis et al. 2017)
Before looking in more detail at the biological and physical parameters which influence the
vertical distribution of phytoplankton it is important to describe how the simulations are set
up and some of the generic features common to the LES-NPZ simulations reported here. The
first step is to generate a relatively short, purely physical, LES, boundary layer in order to
obtain the necessary physical parameters for the biological/physical coupling. Each physical
boundary layer is generated by means of wind forcing at the surface boundary, summarised
by the friction velocity and Stokes drift, pU˚, USq, parameters. A boundary layer forced with
U˚ “ 3.5 ˆ 10´3 m s´1 and US “ 3.9 ˆ 10´2 m s´1 will be denoted by pU˚, USq “ p3.5, 3.9q.
Typically each boundary layer is “spun-up” from rest with a high level of forcing, before the
respective pU˚, USq boundary condition is applied and the boundary layer relaxes to a state
64
CHAPTER 3. THE BIOLOGICAL MODEL
P
0 20 40
Time (days)
-30
-25
-20
-15
-10
-5
0
D
ep
th
 (m
)
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
Z
0 20 40
Time (days)
-30
-25
-20
-15
-10
-5
0
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
0 0.5 1 1.5 2
KC m
2
 s-1 10-4
-30
-25
-20
-15
-10
-5
0
Figure 3.9: Evolution of P (left) and Z (centre) for constant (in depth and time) nor-
malised nutrient concentration N “ 1.0 and predation pressure “ 1 ˆ 10´9 m3 s´1.
Eddy diffusion calculated from an LES simulation (right). Initial conditions are pP,Zq “
p0.5, 0.5q background level.
of quasi-equilibrium. This spinning-up and relaxation process takes about τspin “ 60, 000 s.
After this time the xεyT profiles are recorded, from which the predation rate, and other
bio-physical coupling terms from section 3.2 are estimated.
Once the physical, Langmuir, simulation has been completed, a full LES-NPZ simulation
is initiated in much the same way. In this case the on-set of quasi-equilibrium, τspin, serves
as the signal for the introduction of the biological fields into the boundary layer. Typically,
the evolution of the normalised biological fields commences from a spatially uniform initial
condition of pN,P,Zqt“0 “ p1.0, 0.5, 0.5q. The biological fields are then allowed to evolve for
a period Tsim « 20´ 25 days.
The simulation time Tsim « 20´25 days is chosen primarily as a consequence of biological
considerations. It is long enough to allow the biological fields to replicate through at least a
couple of reproductive cycles. It is important to point out that Tsim is somewhat larger than
the predictability timescale, τpred of the LES (Lesieur 1997). The predictability timescale
is the time by which imperfections in the flow, brought about by not resolving down to
the smallest scales, begin to propagate through the flow, producing significant large scale
motions. Here, τpred « 25TE “ 25 ˆ the large eddy turnover timescale « 1.5 days. However,
this does not invalidate the method, since a LES computed over times Tsim ą τpred is still a
statistically realistic representation of an actual flow. The statistical stability of the LES is
confirmed by the discussion in section 2.4.5.
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3.7 Table of parameters
Parameter Value Reference
Background N concentration, N0 2.8ˆ 10´5 kg m´3 F90
Background P concentration, P0 4.0ˆ 106 cells m´3 L05
Background Z concentration, Z0 2.0ˆ 104 kg m´3 L05
P cell radius, rP , & volume, VP 1ˆ 10´5 m ùñ VP “ 4.2ˆ 10´15 m3 L05
Z cell radius, rZ , & volume, VZ 5ˆ 10´5 m ùñ VZ “ 5.2ˆ 10´13 m3 L05
P cell density, ρP 1.002ρ0 L05
Z cell density, ρZ 1.02ρ0 L05
P maximum growth rate, µmaxP 2.5ˆ 10´5 s´1 « 2.4ˆ 10´8V ´0.21P H97, BE99
Z maximum growth rate, µmaxZ 1.0ˆ 10´5 s´1 « 2.4ˆ 10´8V ´0.21Z H97, BE99
Z death rate, µZ death 6.0ˆ 10´7 or 4.0ˆ 10´6 s´1 F86, F90
Z swimming speed, σZ 5ˆ 10´5 m s´1 « 1.97ˆ 10´2V 0.2Z H97
Contact radius, Rcont 2ˆ 10´3 m M94
Yield, Y 0.003 « 0.33VP {VZ H97
P growth efficiency, βe 0.75 BE99
Light attenuation rate, α 0.04 m´1 F90
Proportion of dead P cells, φP 10
´3 L05
Proportion of dead Z cells, φZ 10
´5 L05
Nitrate stoichiometry coefficient, sN 2.7ˆ 10´14 kg cell´1 « 1.38ˆ103VP3 ˆ 141000 S97, BE99
Nitrate flux, xwN˚y ´2.8ˆ 10´10 kg m´2 s´1 WF98
Table 3.2: Key biological parameters used to prescribe the NPZ plankton model. F86:
Franks et al. (1986), F90: Fasham et al. (1990), M94: Muelbert et al. (1994), H97:
Hansen et al. (1997), S97: Straile (1997), WF98: Williams and Follows (1998), BE99:
Baird and Emsley (1999), L05: Lewis (2005).
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Light attenuation by phytoplankton
4.1 Introduction
The role of photosynthesis by phytoplankton in climate change is hugely important. It is
estimated that O2 produced in the ocean due to photosynthetic activity by phytoplankton can
be attributed to 50´ 75% of the global atmospheric levels (Moss 2009, Harris 2012, Sekerci
and Petrovskii 2015). Additionally, this primary production has the effect of regulating the
levels of CO2 in the atmosphere. In absence of phytoplankton it is estimated that CO2 levels
would be up to 50% (200 ppmv) higher (Falkowski et al. 2000). Consequently, it is useful to
understand how phytoplankton grow in response to available light within the eutrophic zone.
Firstly, it is important to understand how much light is available, the first part of this
chapter will describe how light is depleted within the atmosphere and upper ocean. From
there a model of light capture, and energy storage, by phytoplankton will be developed
and incorporated into a modified NPZ model. This “NPZ-q” model will then be used to
understand how the planktonic growth cycle, and vertical distribution, changes with light
levels. Sections 4.1.1–4.3 introduce and build upon the ideas of light attenuation by different
media within the ocean to develop a phytoplankton specific attenuation rate. Using this
result, the simple and 1 dimensional NPZ models presented in sections 3.3 and 3.5 will be
modified to incorporate a new equation for the average stored energy (from captured light)
of a phytoplankton cell.
4.1.1 Beer-Lambert-Bouguer Law
As light passes through a medium, such as the atmosphere or upper ocean, some of the
radiation is lost as it is absorbed by various chemical, biological or physical components. This
reduction in propagating radiation (absorption or scattering of photons) is called attenua-
tion. The Beer-Lambert-Bouguer law relates the attenuation of light through the material
which the light travels. The law was first discovered by Pierre Bouguer (1729), it was later
cited by Johann Heinrich Lambert (1760) who stated that the absorbance of a medium was
directly proportional to the path length. August Beer (1852) later related absorbance to the
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concentrations of attenuating components within the medium. The Beer-Lambert-Bouguer
law combines these two ideas.
Ipzq
z0 z0 z0 ` δz
Figure 4.1: Slice, of thickness δz, of sample medium at z “ z0. Incident radiation is
parallel to the z-axis
Consider a sample through which light passes parallel to the z-axis. Divide the medium
into slices, of thickness δz, perpendicular to the beam of light, as in figure 4.1. The size of δz
is assumed to be small enough so that the particles within a slice do not obscure, or ‘shade’
each other from the incident radiation. The amount of light detected at a point on the face
z ` δz can be approximated by
Ipz ` δzq “ Ipzq ´ kpzqIpzqδz. (4.1.1)
Here kpzq ą 0 m´1 represents the attenuation coefficient of the medium. Attenuation is a
measure of the loss of photons incident at z which fail to reach z ` δz. This loss is due
primarily to two mechanisms - absorption and scattering. Scattering is caused by particles
within the sample diverting incident radiation to directions no longer parallel to z; in this
instance the associated energy is conserved as light. By contrast absorption is the process
by which light is transferred to an absorbing molecule in the medium whose internal energy
is increased. Usually the absorbed energy is converted to heat. Both of these effects reduce
the amount of radiation that reaches the far side of the slice. Ipzq is the amount of light
radiation incident at depth z. In the limit dz Ñ 0, equation (4.1.1) can be written as a
first-order linear ordinary differential equation of the form
dIpzq
dz
“ ´kpzqIpzq. (4.1.2)
This in turn can be modified to account for media that may attenuate different wavelengths
of incident radiation by different amounts, such as a coloured light filter (as used in theatre
productions etc) which attenuates all light that isn’t the colour of the filter, transmitting
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only that colour of light. In which case the parameters k and I now become wavelength, λ
dependent, giving
dIpz, λq
dz
“ ´kpz, λqIpz, λq. (4.1.3)
The solution to either (4.1.2) or (4.1.3), can easily be obtained using the integrating factor
method. This yields
Ipz, λq “ Ip0, λq exp
ˆ
´
ż z
0
kpz1, λqdz1
˙
, (4.1.4)
where Ip0, λq is the incident radiation of wavelength λ at the surface.
For the case of a single, constant, attenuating component (kpz, λq “ k) we obtain the
simple form of the Beer-Lambert-Bouguer law, as used in the phytoplankton growth equation
in the NPZ model (3.2.19)
Ipzq “ Ip0q e´kz . (4.1.5)
This simply states that the amount of light available decays exponentially with depth. The
right-hand side of (4.1.5) is the total amount of light transmitted through the medium.
Transmission is defined as the amount of light radiation, or total energy flux per second,
passing through the medium divided by the amount of light radiation incident on its surface,
T :“ Ipzq
Ip0q . (4.1.6)
If there are n components within the medium that are attenuating light, each with indi-
vidual attenuation coefficients ki (for i “ 1, ..., n), then the overall attenuation coefficient k
can be written as a sum of the contributing components (Ciotti et al. 1999)
kpz, λq “
nÿ
i“1
kipz, λq. (4.1.7)
For typical values used in the NPZ model, the amount of light radiation at 100 m in the
ocean is less than 2% of the light at the ocean surface, see figure 4.2 which shows how light
levels decline in the ocean where k “ 0.04 m´1 (Fasham et al. 1990). The value 0.04 m´1 is
derived from the Sargasso sea which is one of the clearest bodies of water in the world (Smith
and Baker 1981), it only takes into account the attenuation effects of water alone.
4.1.2 Light in the Atmosphere
Solar radiation incident at the top of the atmosphere decays as it passes through the dif-
ferent levels, from the exosphere to the troposphere. Figure 4.3 shows the radiation spectrum
incident at the exosphere, which closely matches black body temperature of the Sun (5777
K) (Iqbal 2012), and the radiation at the surface of the earth for air mass coefficient, m “ 1.
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Figure 4.2: Percentage of light radiation available through the water column, using a
typical value from the NPZ model for the attenuation coefficient.
The air mass coefficient is given by
m “ 1
cospθq “
L
L0
, (4.1.8)
where θ is the Sun’s zenith angle (angle from the Sun being directly above), hence for m “ 1
the Sun is directly above the surface. L is the path length through the atmosphere and L0 is
the zenith path length, i.e. at θ “ 0 (Nelson et al. 2003, Iqbal 2012).
The decrease of light in the atmosphere is primarily caused by the scattering by aerosols,
such as chloro-fluoro-carbons (CFCs), and broad band absorption by consituent gases in the
air, such as water vapour (H2O), CO2, and O2. Some of these absorption bands are shown
on figure 4.3.
This is an active area of research of great importance. It has implications firstly on climate
change. Many of the aerosols contribute to the greenhouse effect through strong infrared
aborption. It also impacts on solar power generation. The amount of radiation available in
different regions of the Earth determines how much energy output can be achieved.
The following gives a summary of the review by Horvath (1993), of the roles played by
the various chemical constituents of the atmosphere in the absorption of solar radiation.
Ozone (O3)
Ozone has extremely high absorption values in the ultraviolet spectrum, λ ă 300 nm. The
ozone layer, located in the lower stratosphere, is of great importance in global warming since
its depletion leads to an increase of the dangerous ultraviolet light reaching the troposphere,
contributing to the heating of the earth through radiative forcing. The absorption of u.v. light
is also important biologically, as much of the important macrobiology are strong absorbers
of u.v. radiation and are therefore easily damaged by its presence.
Otherwise, ozone only has a very small absorption band in the region of λ “ 600 nm, its
absoprtion of visible light is therefore of minor impact.
70
CHAPTER 4. LIGHT ATTENUATION BY PHYTOPLANKTON
350 500 700 1000 1,500 2,000 2,500 3,000 3,500 4,000
 nm
0
0.25
0.5
0.75
1.0
1.25
1.5
1.75
2.0
2.25
2.5
Irr
ad
ia
nc
e 
W
m
-
2  
n
m
-
1
Top of Atmosphere
Surface - Air Mass = 1
Visible
Light
UV IR
O3
O2
H2O
H2O
H2O
H2O H2O
CO2
Figure 4.3: Extraterrestrial solar radiation spectrum & global total radiation spectrum
incident at sea-level for air mass “ 1. Absorption bands for various atmospheric com-
ponents are shown. Data for spectra from Mecherikunnel and Richmond (1980) table 4,
absorption bands from Horvath (1993), Herron et al. (2015).
Water vapour (H2O)
Several distinct absorption bands for water vapour can be seen in figure 4.3, primarily
located in the infrared region of the spectrum, where H2O absorbs most strongly. There is
some weak absorption in the visible spectrum, at about 700 nm.
Carbon dioxide (CO2), oxygen (O2) & other gases
Most of the absorbtion for these gases is in the infrared spectrum. Oxygen has a weak
absorption peak in the visible region. The absorption by carbon dioxide at λ ą 1500 nm
is the main cause of the greenhouse effect. Molecular nitrogen is very unreactive and only
has absorption bands in the extreme u.v. region of the spectrum, associated with photo-
dissociation (Juzeniene et al. 2011).
Most of these other gases, primarily the CFCs and halocarbons are of interest because
of their detrimental effect on the ozone layer and the ozone cycle.
The total attenuation of solar radiation in the atmosphere can be modelled using a sum
of the constituent attenuating components. Following equation (4.1.7),
katmospλq “ kO3pλq ` kH2Opλq ` kCO2pλq ` kO2pλq ` kotherpλq. (4.1.9)
For simplicity however, Ip0, λq will be treated as the radiation incident at the surface of the
ocean using the data from Mecherikunnel and Richmond (1980) table 4, assuming that the
zenith angle is 0°, and hence the air mass coefficient m “ 1.
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4.2 Light in the Ocean
As with the atmosphere, there are many components within the euphotic zone of the upper
ocean that contibute to the overall attenuation of light radiation. For simplicity, the only
components studied here will be water, gilvin (decaying and dissolved organic matter, also
known as yellow substance), and phytoplankton. From equation (4.1.7) the total attenuation
coefficient for these is given by
kpλq “ kwpλq ` kgpλq ` kP pλq, (4.2.1)
where kw, kg, and kP are the individual attenuation coefficients for water, gilvin, and phy-
toplankton respectively. Additional attenuating elements in the upper ocean could include
tripton (suspended inorganic particulate matter, also known as brown substance) and other
non-photosynthesising microbial biology (Kirk 1994).
4.2.1 Attenuation due to water
Whilst imperceptible in small quantities, water is in fact not colourless but a blue liquid,
arising from it’s very weak absorption in the blue region of the spectrum (Buiteveld et al.
1994). The absorption in the red and infrared regions is much more significant. The attenu-
ation of visible light due to sea-water can be approximated using an exponential relationship
of the form
kwpλq “ kw0 exppSwλq, (4.2.2)
for the light attenuation coefficient. Here kw0 is equivalent to attenuation at λ “ 0, Sw is the
slope of the exponential curve. Applying this approximation to the data from (Kirk 1994)
gives best fit values of kw0 “ 3.49 ˆ 10´4 nm´1 and Sw “ 1.1 ˆ 10´2 nm´1. A comparison
of the approximation to the data is given in figure 4.4. Note that the approximation closely
matches, but over-estimates, the data in the visible spectrum. It is important to notice
that equation (4.2.2) does not accurately model attenuation of infrared or u.v. radiation.
Attenuation for larger wavelengths is even stronger, with attenuation levels at 10 ´ 50 m´1
for λ P p900, 1000qnm.
A comparison of attenuation modelled by equation (4.1.5) with kw “ 0.04 m´1 @ λ from
Fasham et al. (1990), to the decay predicted by equation (4.2.2) for individual wavelengths
is shown in figure 4.5.
4.2.2 Attenuation due to gilvin (yellow substance)
Gilvin is a by-product of the decomposition of plant tissue (both in soil or a body of water),
the group of compounds that make up gilvin are also referred to as ‘humic substances’. These
substances are often polymers made up of aromatic rings joined by long-chain alkyl stuctures
(Schulten et al. 1991, Schulten and Schnitzer 1997). The colour of gilvin is yellow-brown due
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Figure 4.4: Attenuation of visible light by sea-water. Comparison of exponential approx-
imation (4.2.2) to data from Kirk (1994).
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Figure 4.5: Attenuation of visible light by sea-water over depth for different wavelengths
compared to the rate from Fasham et al. (1990).
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Figure 4.6: Attenuation of visible light by sea-water and gilvin. Equations (4.2.2), (4.2.3).
Visible light is shown as the region between the dashed lines at λ P p350, 700qnm.
to low absorption in the yellow-red-infrared region of the spectrum. Absorption increases with
decreasing wavelength, with high absorption in the blue and ultraviolet. Attenuation due to
gilvin is typically modelled using another approximate exponential relationship (Bricaud et al.
1981)
kgpλq “ kgλg0 expp´Sgpλ´ λg0qq, (4.2.3)
where kλg0 is the attenuation at a reference wavelength λg0 and Sg is a coefficent descibing
the exponential slope of the absorbtion curve. Here λg0 “ 440 nm, kg440 nm “ 0.05 m´1
and Sg “ 0.015 nm´1 (Kirk 1994). The wavelength 440 nm is chosen since it gives an
indication of the concentration of humic substances in the environment. The value of kg440 nm
varies greatly with location and type of environment (Kirk 1976b). The concentrations of
gilvin in freshwater lakes tend to be much higher than in ocean environements and can
contribute strongly to the reduction of radiation available for radiation. The value chosen
here corresponds to an ocean environment.
The combined effects of water and gilvin on the levels of solar radiation in the ocean are
demonstrated in figure 4.7. The high levels of attenuation of infra-red radiation by water
and of uv radiation by gilvin means that only light in the visible spectrum, primarily in the
blue-green region, is available to the phytoplankton, hence the remainder of this work will
focus on the wavelength range λ “ 350 Ñ 700 nm, i.e. the visible spectrum. In the context
of photosynthesis, this range is also known as photosynthetically active radiation (PAR).
Radiation below this range (ultraviolet) is damaging to the cells, and radiation above this
range is of too little energy to be useful for photosynthesis.
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Figure 4.7: Radiation spectrum at ocean surface and at 10 m deep in the ocean due
to the combined effects of attenuation by water and gilvin, computed using equations
(4.2.2) & (4.2.3).
4.3 Light capture by phytoplankton
The Beer-Lambert-Bouguer law does not strictly apply to a suspension of particles, such
as phytoplankton. However, as long as the total volume of the particles is much smaller than
the total volume of the suspension then the attenuation can be approximated by equation
(4.1.5). This requirement is to ensure that the cells within the volume do not shade each
other appreciably.
For a typical model species the cell volume is of the order 10´17 ´ 10´14 m3, and the
typical population levels are of the order 105 ´ 1011 cells m´3. The total cellular volume,
in 1 m3, will be typically less than 10´3 m3, even in strong bloom conditions. In this case
the Beer-Lambert-Bouguer law can be used as an approximation for light attenuation by
phytoplankton.
4.3.1 Pigment absorption
Simply put, photosynthesis is the process that takes CO2 and converts it to carbohydrates,
used for growth, and O2 following the basic equation
CO2 ` 2H2O „8hνÝÝÝÑ pCH2Oq `H2O`O2. (4.3.1)
This reaction requires energy, in particular eight photons are required for each molecule of
O2 produced, indicated by the „ 8hν in the reaction above. Electrons are ‘donated’ by
a donor molecule to the reaction centre (the site where the photosynthesis reaction occurs).
Electrons are first provided by the photosynthetic pigments, in particular chlorophyll a. When
chlorophyll a is excited by photons it is raised to a higher energy state. In this state it can
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Peak number ξ Peak absorpbtion γξ m mg
´1 Wavelength λξ nm Half-width Wξ nm
1 0.01276 438.4 15.42
2 0.02542 418.5 68.63
3 0.01059 477.9 17.27
4 0.02125 676.2 17.45
Table 4.1: Characteristics of the Gaussian bands, used to model the chlorophyll absorp-
tion spectrum.
then transfer an electron to the acceptor molecule in the reaction. Chlorophyll a can return
to it’s original state by absorbing an electron from the donor molecule, allowing the pigment
to catalyse the process again at a later time. The overall photosynthetic process is highly
complicated and will not be discussed here. A detailed review can be found in Lambers et al.
(2008).
The energy required to reach the required electronic state is achieved by the absorption of
red light at 660 nm. Chlorophyll a also has a strong absorption band in the blue region of the
spectrum, the energy provided by blue light moves the chlorophyll to a higher electronic state.
In this state the chlorophyll cannot provide an electron to the reaction centre. However, some
of the excess energy is transferred to heat and the pigment can relax into the required energy
state (Sybesma and Olson 1963).
The absorption spectrum for chlorophyll a (Kirk 1975) is shown in figure 4.8. The peaks in
the blue and red regions correspond to the energy states described above. This spectrum can
be modelled by approximating each of the absorption bands by a series of Gaussian curves,
the overall spectrum is then approximated by the sum of the component curves (Hoepffner
and Sathyendranath 1991). The focus of this work will be chlorophyll a and it’s absorption
spectrum will be approximated by
γCpλq “ C
Ξÿ
ξ“1
γξ exp
˜
´pλ´ λξq
2
2W 2ξ
¸
, (4.3.2)
where γξ m
2mg´1 is the peak absorption coefficient for the absorption band defined by wave-
length λξ nm and Wξ nm is the half-width of the ξ-th absorption band. C is the cellular
concentration of chlorophyll a mg m´3. (4.3.2) and the curves for each absorption band are
shown in figure 4.8 for a cellular chlorophyll a concentration of 106 mg m´3. In this case a
series of four such curves were used to approximate the absorption spectrum. Table 4.1 shows
the values of γξ, λξ and Wξ that were used.
4.3.2 Absorption cross-section
The proportion of light that is absorbed by a phytoplankton cell is given by the absorption
cross-section, aApλq. This quantity is the product of the projected area, A, of a cell in the
plane perpendicular to the beam of light and a, the proportion of the beam of light passing
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Figure 4.8: Comparison of 106 mg m´3cell´1 chlorophyll a absorption from Kirk (1975)
and the approximation given by (4.3.2) from table 4.1. The individual Gaussian curves
are plotted in the finer dotted lines.
through the cell that is absorbed (see figures 4.9 and 4.10). The value of a is a function of
the pigment absorbtion coefficent γCpλq (4.3.2), and it is assumed that the cell has a uniform
distribution of the chlorophyll pigment. For simplicity, all cells will be assumed to have the
same value of aApλq “ aApλq, where aApλq is the average value of aApλq and based on the
average projected area of a cell.
Figure 4.9: Light absorption by a rotated ellipsoidal cell, light absorbed “ light incident
´ light transmitted.
Figure 4.10: Light absorbed by equivalent cell volume defined by the absorption cross-
section of the rotated ellipsoid cell from figure 4.9.
The simplest case is of a spherical cell as the projected area remains constant for all
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orientations. In this case
aApλq “ a `γCpλq˘ˆ pir2. (4.3.3)
Following the method of Duysens (1956) the absorption is related to the transmission, T , by
a
`
γCpλq˘ “ `1´ T `γCpλq˘˘ . (4.3.4)
The transmission of the cell is defined as the total energy flux per second passing through the
cell, divided by the energy flux incident on it, T “ Ipzq{Ip0q. For a spherical phytoplankton
cell, of radius r, with pigment absorption given by (4.3.2), the transmission of light through
the centre of the cell is given by
Tcell centre
`
γC
˘ “ exp `´2γCr˘ . (4.3.5)
Since the cell is spherical, the orientation does not matter so integrating the sphere over the
cross-section of the cell (using polar coordinates), in the plane perpendicular to the direction
of the light, gives the transmission for the entire cell
Tcell
`
γC
˘ “ ż 2pi
0
ż r
0
expp´2γCr1qr1dr1dθ,
Tcell
`
γC
˘ “ 2pip2γCq2 “1´ p2γCr ` 1q expp´2γCrq‰ . (4.3.6)
Note the inclusion of r required for integration in polar, and cylindrical coordinates. Dividing
(4.3.6) by the cross-sectional area gives the average transmission of light through any point
in the cell
T
`
γC
˘ “ 2 “1´ p2γCr ` 1q expp´2γCrq‰p2γCrq2 . (4.3.7)
Substitution of (4.3.7) into equation (4.3.4) gives the absorption of a beam of light averaged
over the entire projected area of the cell
a
`
γC
˘ “ 1´ 2 “1´ p2γCr ` 1q expp´2γCrq‰p2γCrq2 . (4.3.8)
Multiplying (4.3.8) by the cross-sectional area of the cell gives the total amount absorbed by
a single phytoplankton cell
aA “ pir2
«
1´ 2
“
1´ `2γCr ` 1˘ expp´2γCrq‰
p2γCrq2
ff
. (4.3.9)
The absorption cross-sections for other typical cell shapes are more complicated since the
orientation of the cell needs to be taken into account. Here only the spherical case will be
considered, since this simplest of cases is what is assumed in the LES-NPZ model of chapters
2 and 3. Other shapes have been analysed in Duysens (1956), Kirk (1975, 1976a) & Baird
and Emsley (1999).
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Parameter Value
Cell Radius 1ˆ 10´5 m
Cell Volume 4.2ˆ 10´15 m3
Cellular Chl.a 1.0ˆ 106 mg m´3 ùñ 4.2ˆ 10´9 mg cell´1
Population size 1.0ˆ 106 Ñ 1ˆ 1010 cells m´3
Background Chl.a 0.0042 Ñ 42 mg m´3
Table 4.2: Phytoplankton data from Baird and Emsley (1999) & Lewis (2005).
4.3.3 Light capture by phytoplankton
The attenuation coefficient for the bulk of the phytoplankton population is given by the
product of the number of cells and the absorption cross-section for a single cell
kP pλq “ aApλqP. (4.3.10)
The total attenuation coefficient for the upper ocean is then given by
kpλq :“ koceanpλq “ kwpλq ` kgpλq ` kP pλq. (4.3.11)
Figure 4.11 shows the the individual attenuation coefficients for water, gilvin, and various
population levels of the model phytoplankton species, see table 4.2. Except for the higher
population levels of 109 & 1010 cells m´3, which would coincide with the winter-spring &
summer bloom events respectively (Gallagher 1980), the attenuation level, kP , is lower than
that of both water and gilvin.
The fraction of the total light attenuated, at wavelength λ, which is brought about by
the presence of the phytoplankton, through absorption, is
kP pλq
kwpλq ` kgpλq ` kP pλq . (4.3.12)
This fraction is the proportion of attenuated light absorbed by all phytoplankton. The light
attenuated by a single phytoplankton cell, at a depth z, is then computed by multiplying
the above by the total light attenuated at this depth, divided by the total phytoplankton
population at this depth (cells m´3). The total light attenuated at depth z is kpz, λqIpz, λq
by equations (4.1.1) and (4.1.2). Hence the light attenuated by a phytoplankton cell is
Light Attenuatedpλq “ 1
P
aApλqP
kwpλq ` kgpλq ` aApλqP ˆ pkwpλq ` kgpλq ` aApλqP qloooooooooooooooomoooooooooooooooon
kpz,λq
ˆIpz, λq,
(4.3.13)
which simplifies to
Light Attenuatedpλq “ aApλq pm2 cells´1q ˆ Ipz, λq pphotons m´2 nm´1 s´1q. (4.3.14)
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Figure 4.11: Total attenuation rates for different populations of phytoplankton. Data for
the model species from Baird and Emsley (1999), Lewis (2005). Individual phytoplankton
attenuation coefficients are shown as dashed curves, total attenuation (including water
and gilvin) for each population are shown as solid curves.
This is the rate at which photons of wavelength λ are attenuated by a single phytoplankton
cell. Integrating over all wavelengths will give the total rate at which photons are attenuated
by a cell (for all wavelengths).
A phytoplankton cell has a limited storage capacity for energy, depending on the cellular
concentration of chlorophyll a. If qptq is the amount of energy stored by the cell at time
t, and the maximum amount of energy that can be stored is qmax, then the cell will only
actually capture the light if qptq ă qmax. An analogous situation also pertains for nutrient
storage. The amount of light captured by a single phytoplankton cell can be written as Light
Captured “ Available Energy Storage ˆ Total Light Attenuated. This is given by
Light Captured “
ˆ
qmax ´ qptq
qmax
˙ż 700
350
aApλqIpz, λqdλ (4.3.15)
where
´
qmax´qptq
qmax
¯
is the amount of energy storage space remaining in the cell, and
Ipz, λq “ Ip0, λq exp
ˆ
´pkwpλq ` kgpλqqz ´ aApλq
ż 0
z
P pz1q dz1
˙
. (4.3.16)
is the light available at depth z.
4.4 A modified NPZ model to include light capture
The process of light capture and energy storage can be explicitly incorporated into the
biological NPZ system. This can be achieved by including a new equation for the internal
energy of a phytoplankton cell, q, to create a new NPZ-q type model. Starting with the simple,
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non-spatial, form of the NPZ equations the new system is summarised by the following four
equations:
dN
dt
“ ´N uptake by P `N recycled by P , (4.4.1)
dP
dt
“ P growth from N & light q ´ Z grazing loss, (4.4.2)
dZ
dt
“ Z growth from P ´ Z mortality , (4.4.3)
dq
dt
“ light q captured by P ´ light q used in P growth. (4.4.4)
The growth term in the phytoplankton equation will now explicitly depend on the internal
energy storage for the cell. For simplicity the value qptq will be an average over the cells at
time t, so that all cells will have the same amount of stored energy. One new term must be
derived - q used in P growth - and the phytoplankton growth term needs to be modified to
incorporate qptq. In practice the energy storage term behaves in a very similar way to the
nutrient storage term.
4.4.1 Phytoplankton growth and energy use
Phytoplankton growth is now explicitly regulated by both the availability and internal
storage of energy, in addition to the storage of nutrients. In order to incorporate the use of
energy in the growth process Baird and Emsley (1999) modified the growth reaction (3.2.17),
the new growth reaction is given by
P ` sNRNlomon
stored N
` sIqlomon
stored q
Ñ 2βeP ` 2p1´ βeqrsNRNlomon
recycled
` sIqlomon
heat
s, (4.4.5)
where sI molpqq cell´1 is an amount (stoichiometry coefficient) of the stored energy going into
the process, and a loss of energy through heat (which is not returned to the system). The
value of sI depends on the amount of chlorophyll a, or other photosynthetic pigments, in the
cell.
Using chemical kinetics methods, the new growth equation can be written as (see (3.2.19))
P growth “ βeµmaxP min
ˆ
1,
RN ptq
RmaxN
˙
min
ˆ
1,
qptq
qmax
˙
P ptq. (4.4.6)
Here the min p1, qptq{qmaxq term represents the internally stored energy in the cell. The
process of growth now requires an amount of both nutrient and energy. Importantly, the
stored energy varies with time as well as depth, whereas the energy was previously modelled
as a simple exponential decay with depth in the original NPZ system.
The amount of energy used in growth is an analogue of (4.4.6)
q used in growth “ sIµmaxP min
ˆ
1,
RN ptq
RmaxN
˙
min
ˆ
1,
qptq
qmax
˙
. (4.4.7)
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As growth is also regulated by the stored nutrients, growth will only occur if both light and
nutrient are available, hence not all the stored energy will be used up. If the cell is nutrient-
limited then only a small amount of energy will be used up in the growth process. The
nutrient recycling term (3.2.20) must also be modified to include the effects of light. If the
cell is light-limited, then only a small portion of the nutrients will be used up as the energy
supplies cannot support additional growth. This leads to a new recycling term of the form
N recycled “ p1´ βeq P ptq
P0N0
„
µmaxP min
ˆ
1,
RN ptq
RmaxN
˙
min
ˆ
1,
qptq
qmax
˙
. (4.4.8)
Finally, since this model is non-spatial, equation (4.3.15) can be modified to improve the
modelling of the effects of light attenuation in the boundary layer. The kpz, λqIpz, λq term in
equation (4.3.13), which is equivalent to dIpz, λq{dz, can be replaced by pIp0, λq´IpzS , λqq{zS ,
where zS is the depth of the boundary layer. This represents the average attenuation over
the boundary layer, giving a better indication of the light levels to be found there. This leads
to a modified light capture term
Light Captured “
ˆ
qmax ´ q ptq
qmax
˙ż 700
350
1
P
aA pλqP
kw pλq ` kg pλq ` aA pλqP
„
Ip0, λq ´ IpzS , λq
zS

dλ.
(4.4.9)
4.4.2 Equilibrium analysis of the NPZ-q model
In order to better understand the behaviour of the model, and it’s dependence on the
various parameters, it is important to look at the behaviour of near-equilibrium solutions.
Using the same methods as in section 3.3, the coexistence equilibrium (N,P,Z, q ą 0) is
found by setting the right-hand side of equations (4.4.1)-(4.4.4) equal to 0 and solving for
N,P,Z, q ą 0.
dN
dt
“ ´dP ptqNptq p1´ hNptqqHp1´ hNptqq ` eqˆptqhNptqP ptq “ 0, (4.4.10)
dP
dt
“ aqˆptqhNptqP ptq ´ bP ptqZptq “ 0, (4.4.11)
dZ
dt
“ cP ptqZptq ´ µZdeathZptq “ 0, (4.4.12)
dq
dt
“ p1´ qˆptqqQ´ lqˆptqhNptq “ 0, (4.4.13)
where qˆptq “ qptq{qmax, l “ sIµmaxP and Q is the light capture integral from (4.4.9), which is
assumed to be approximately constant when P is close to equilibrium. All other terms are as
previously defined (equation 3.3.4). Making the assumptions that hNptq ă 1, cP ptq ă µZdeath
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and qptq ă qmax, the coexistence equilibrium is found to satisfy:
Neq « 1
h
´ eI
d pQ` lq “
1
h
p1´ ωq “ 1
h
`Opq,
Peq “ µZdeath
c
,
Zeq « a
b
p1´ ωqω “ a
b
ω `Opq,
qˆeq « Q
Q` l `
Q2l
2pQ` lq3 “ ω `Opq, (4.4.14)
where ω “ Q{pQ` lq, and  “ eh{d is a small parameter, approximately linear in µmaxP .
For typical parameter values, from tables 3.2, 4.3 and 4.4, the coexistence equilibrium (to
zero-th order in ) for the model phtoplaknton species is calculated to be
Neq “ 4.32ˆ 10´5 kg m´3,
Peq “ 7.50ˆ 105 cells m´3,
Zeq “ 6.57ˆ 103 cells m´3,
qˆeq “ qeq
qmax
“ 0.698. (4.4.15)
In the above calculations, the irradiance Ipλq, is converted to units of molpqqm´2 nm´1 s´1
by the relation
1 W m´2 nm´1 “ 8.3525ˆ 10´9 ˆ λ molpqqm´2 nm´1 s´1
from Koller (1965). The predation rate was calculated to be 2.0 ˆ 10´9 m3 s´1 and the
boundary layer depth was chosen to be zS “ 30 m. The values of Zeq and qˆeq decrease
with increasing boundary layer depth zS , at the surface (using equation (4.3.15)) Zeq “
8.50 ˆ 103 cells m´3 and qˆeq “ 0.904. For comparison, the coexistence equilibrium in the
non-spatial NPZ model is
Neq “ 4.32ˆ 10´5 kg m´3,
Peq “ 7.5ˆ 105 cells m´3,
Zeq “ 9.41ˆ 103 cells m´3. (4.4.16)
The reduction in the zooplankton equilibrium in the NPZ-q model reflects the lower attained
phytoplankton growth rate caused by the limiting factor q{qmax.
In order to establish the stability of the equilibrium points the eigenvalues of the Jacobian
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Parameter Value Reference
Max internal quota of energy qmax 848{16ˆ p1.38ˆ 103q ˆ VP molpqq cell´1 AS94 & BE99
Energy stoichiometry coefficient sI q
max molpqq cell´1 BE99
Table 4.3: 848/16 from marine Redfield ratio C:N:P of 106:16:1 from AS94 and 8 quanta
per C required, p1.38 ˆ 103q ˆ VP is max amount of nitrogen storage in molpNq cell´1.
References: AS94 (Anderson and Sarmiento 1994), BE99 (Baird and Emsley 1999).
matrix are computed. To zero-th order in 
λ1 “ i?aµZdeathω “ i
d
aµZdeath
Q
Q` l ,
λ2 “ ´i?aµZdeathω “ ´i
d
aµZdeath
Q
Q` l ,
λ3 “ dµZdeath
c
,
λ4 “ ´Q
ω
“ ´pQ` lq. (4.4.17)
The eigenvalues are very similar to those of the simple NPZ system. The oscillatory timescale
τoscil “ 2pi{?aµZdeathω is now increased, reflecting the lower attained phytoplankton growth
rate. There is a new eigenvalue associated with q which has a stabilising effect, although the
system remains unstable because of the exponentially increasing solution branch with time
scale τexp` “ c{dµZdeath. For the case of the model species over a 30 m boundary layer,
τoscil “ 10.0 days,
τexp` “ 103.8 days. (4.4.18)
The P & Z fields will slowly oscillate about their equilibrium values over, whilst growing
exponentially at a faster rate. However, like with the NPZ system, if N gets too large (hN ą
1) the unstable branch becomes stable over the same time scale. The time scale associated
with q is significantly larger, since Q, l “ Op10´14q molpqq cell , so it is an insignificant factor
in this analysis. This means that the P & Z populations oscillate regularly whilst the nutrient
concentration declines as it funds new P growth, much as before.
4.4.3 Results
Figure 4.12 shows the evolution of the NPZ-q system with initial conditions very close
to the equilibrium values for the model (see equation (4.4.16)). As predicted by the analysis
of the previous section the P and Z populations oscillate very slowly - out of phase, with
the zooplankton oscillations occurring after those of the phytoplankton - over a period of
approximately 10 days. The magnitude of these oscillations is small, with the difference in
population at maximum and minimum is Op10´1q of the background population for each
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Parameter Value
P cell radius, rP , & volume, VP 1ˆ 10´5 m, VP “ 4.2ˆ 10´15 m3
P background concentration, P0 4.0ˆ 106 cells m´3
P cell density, ρP 1.002ρ0
P max growth rate, µmaxP 2.5ˆ 10´5 s´1
Yield, Y 3ˆ 10´3
Proportion of dead P cells, φdeadP 10
´3
Nitrate stoichiometry coefficient, sN 2.70ˆ 10´14 kg cell´1
Max nitrate storage capacity, RmaxN 8.09ˆ 10´14 kg cell´1
Energy stochiometry coefficient, sI 3.06ˆ 10´10 molpqq cell´1
Max energy storage capacity, qmax 3.06ˆ 10´10 molpqq cell´1
Table 4.4: Model parameters for phytoplankton, based on the formulae and parameters
from table 3.2. All other parameters, for N & Z are the same as previous.
species. The nitrate concentration slowly decreases from it’s equilibrium value as it is being
used in growth. The light storage fraction, qˆ, steadily grows from its initial condition. This is
because the declining nitrate concentration results in less growth as the simulation progresses,
consequently less energy is being used. The effect of this on P and Z is very small, Op10´3q.
If the initial conditions are set well away from equilibrium, as shown in figure 4.13,
everything happens on larger scales. As before the P and Z populations oscillate out of
phase, but the magnitude of the oscillations are much higher, Op10q for P and Op1q for Z.
The timescale of the oscillations is also longer, taking 40 days to complete one cycle. In
this case the nitrate concentration grows from it’s initial condition because N ą 1{h. This
means that the nitrate uptake term is set to 0, since the phytoplankton cells are satiated,
so the only effect is that of the recycling term which returns nitrate to the system. If the
initial condition for N is much ă 1{h, the nitrate concentration declines rapidly from it’s
initial condition towards 0 as it is consumed by the phytoplankton. In that case the effect
of uptake is larger than that of the recycling term. Since there is no other replenishment of
nitrate, such as an inward flux at the base of the boundary layer, the nitrate concentration
cannot recover. The light storage is much more interesting, it stays at a fixed level, close to
equilibrium, except when energy is being used in the process of growth.
Figures 4.14 and 4.15 show the evolution of the system for initial conditions similar to
those used in the NPZ models. In both cases the P and Z populations oscillate over a period
of about 12 Ñ 15 days, the magnitude of the oscillations is Op1q times the background
population in both cases. In the case of figure 4.14, the initial concentration of nitrate
is sufficiently low that the uptake is higher than the recycling term and the concentration
declines over time, as energy reserves increase (as per figure 4.12). The decay in concentration
occurs alongside phytoplankton growth. Over time the magnitude of the phytoplankton
population maxima reduces as a result of the decreasing availability of nitrates. For figure
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Figure 4.12: Left: Evolution of nitrate, phytoplankton, zooplankton, and light started
from close to coexistence equilibrium. Right: Evolution of light q. Values are normalised
by background concentrations.
4.15, the initial concentration of nitrate is such that the cells are satiated and hence uptake
term is set to 0 which results in the nitrate concentration increasing over time.
In most of the results described here, with the exception of figure 4.13, the amount by
which q changes under growth is very low and the overall results are very similar to those
from the NPZ model. The change in population levels in these cases corresponds to low
growth and hence only a small amount of nitrate and energy is used in the process. During
a bloom event, such as figure 4.13, the growth is much more substantial, therefore a more
significant proportion of the energy is used in this process.
4.5 1d NPZ-q model
The main difference between the non-spatial and one-dimensional models is the effect of
mixing. In this model the mixing is by laminar diffusion. This one-dimensional model is
adapted from the one-dimensional NPZ model of section 3.5, however the diffusion term for
the average stored energy, qpz, tq, presents some difficulty. Since qpz, tq is a property of the
phytoplankton cells it would be expected that the diffusion term for qpz, tq would depend on
both q and P . The only vertical motion of q occurs with the vertical motion of P .
Baird and Emsley (1999) suggest that the diffusion of q should take the form
B
Bz
ˆ
DP
P
B pP pz, tqqpz, tqq
Bz
˙
, (4.5.1)
where DP is the diffusion coefficient for phytoplankton. There are a few problems with this
formulation, in particular a flux of q could occur from a uniform distribution if there is a
gradient in P , as shown by figure 4.16. This figure shows how P and q diffuse subject to
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Figure 4.13: Left: Evolution of nitrate, phytoplankton, zooplankton, and light with
initial condition far from coexistence equilibrium. Right: Evolution of light q. Values are
normalised by background concentrations. Initial conditions: N “ 1.6, P “ 2, Z “ 1,
qˆ “ 0.7.
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Figure 4.14: Left: Evolution of nitrate, phytoplankton, zooplankton, and light with
initial condition N “ 1.1, P “ 0.5, Z “ 0.5, qˆ “ 0.7. Right: Evolution of light q. Values
are normalised by background concentrations.
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Figure 4.15: Left: Evolution of nitrate, phytoplankton, zooplankton, and light with
initial condition N “ 1.6, P “ 0.5, Z “ 0.5, qˆ “ 0.7. Right: Evolution of light q. Values
are normalised by background concentrations.
equations (3.4.2) and (4.5.1) respectively, with no source or sink terms. An upwards flux of
q occurs as a consequence of the upward flux of P .
4.5.1 Alternative forms for diffusion of qpz, tq
To attempt to solve the problem described above, a number of alternative forms for the
diffusion of qpz, tq are presented. All forms of q-diffusion described in this section are subject
to Bq
Bz
ˇˇˇˇ
z“0
“ 0 ; BqBz
ˇˇˇˇ
z“zS
“ 0. (4.5.2)
1. The first, and most simple, proposed method to solve the problems with equation (4.5.1)
is to remove the diffusion term altogether.
2. A second option is to apply a factor to the diffusion term that solves the problem
described above. The proposed form of this factor is
B
Bz
ˆ
DP
P
B pP pz, tqqpz, tqq
Bz
˙ˆ
1´ exp
ˆ
´A
ˇˇˇˇBq
Bz
ˇˇˇˇ˙˙
, (4.5.3)
where A is a length scale, chosen to be the inverse of the sum of the attenuation
coefficients for water and gilvin. When q is uniform throughout the boundary layer
the diffusion of q is effectively switched off since expp´A ˚ 0q “ 1, so equation (4.5.3)
returns 0. The diffusion of P and q, with q starting from an initial profile defined by
expp´0.04zq, for different initial P profiles is shown in figure 4.17. In all cases the
boundary condition (4.5.2) results in Bq{Bt “ 0 at both the surface and base of the
boundary layer. An upwards flux of P containing low q brings about a decrease in the
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Figure 4.16: Profiles of P pz, tq (left) and qpz, tq (right) initially and after diffusing for
25 days with DP “ 2 ˆ 10´6 m2 s´1 subject to equation (4.5.1) with no-flux boundary
conditions applied at both the surface z “ 0 and base of the simulation layer z “ zS “
´30 m.
average stored energy above. Similarly, a downward flux of P containing high q results
in an increase in q below.
3. Expanding equation (4.5.1) for constant DP gives
DP
˜
B2q
Bz2 ´
q
P 2
ˆBP
Bz
˙2
` 1
P
BP
Bz
Bq
Bz `
q
P
B2P
Bz2
¸
. (4.5.4)
The terms that lead to the problem described above are
q
P
B2P
Bz2 ´
q
P 2
ˆBP
Bz
˙2
,
since these terms do not depend on the gradient of q but do depend on the gradient
of P . If Bq{Bz “ 0 these terms may not be equal to 0, leading to flux of q. Removing
these terms from equation (4.5.1) leads to
DP
ˆ
1
P
BP
Bz
Bq
Bz `
B2q
Bz2
˙
. (4.5.5)
This equation is effectively a drift-diffusion equation, where 1P
BP
Bz
Bq
Bz is the ‘drift’. The
diffusion of P and q, with q starting from an initial profile defined by expp´0.04zq,
for different initial P profiles is shown in figure 4.18. The results are very similar to
those in figure 4.17, except that the boundary conditions do not impose the restriction
on diffusion at the surface. As before, an upwards flux of P containing low q brings
about a decrease in the average stored energy above. Similarly, a downward flux of P
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Figure 4.17: Profiles of P pz, tq (left) and qpz, tq (right) initially and after diffusing for
25 days with DP “ 2 ˆ 10´6 m2 s´1 subject to equation (4.5.3) with no-flux boundary
conditions applied at both the surface z “ 0 and base of the simulation layer z “ zS “
´30 m.
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Figure 4.18: Profiles of P pz, tq (left) and qpz, tq (right) initially and after diffusing for
25 days with DP “ 2 ˆ 10´6 m2 s´1 subject to equation (4.5.5) with no-flux boundary
conditions applied at both the surface z “ 0 and base of the simulation layer z “ zS “
´30 m.
containing high q results in an increase in q below. This can be clearly seen in figure
4.18d where P in the middle of the boundary layer diffuses both towards the surface and
base of the boundary layer. This results in q decreasing near the surface, but increasing
at z “ ´30 m.
4. The main problem with equations (4.5.3) and (4.5.5) is that the total q over time is not
conserved. In order for q to be conserved over the simulated time it is required thatż 0
zS
Bq
Bt dz “ 0. (4.5.6)
For equation (4.5.1) this is simple to guarantee. Integrating (4.5.1) results in
DP
P
BpPqq
Bz . (4.5.7)
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In this case the value of equation (4.5.7) at the boundaries need to match for q to be
conserved. For equations (4.5.3) and (4.5.5) this is not as simple to resolve, because
these formulations do not consist of a single derivative with respect to z. Moving the
factor in equation (4.5.5) inside the derivative gives
B
Bz
ˆ
DP
P
B pP pz, tqqpz, tqq
Bz
ˆ
1´ exp
ˆ
´A
ˇˇˇˇBq
Bz
ˇˇˇˇ˙˙˙
. (4.5.8)
The result is that equation (4.5.8) is in the form of a single derivative. For q to be
conserved over time the values of
DP
P
B pP pz, tqqpz, tqq
Bz
ˆ
1´ exp
ˆ
A
ˇˇˇˇBq
Bz
ˇˇˇˇ˙˙
(4.5.9)
at z “ 0 and z “ zS must be equal. This condition is satisfied by the boundary
conditions given by equation (4.5.2). The evolution of P and q subject to the diffusion
process modelled by equation (4.5.8) for various initial profiles of P is shown in figure
4.19. As in figures 4.17 and 4.18, an upwards flux of P containing low q decreases
the average stored energy above. Similarly, a downward flux of P containing high q
increases q below.
4.5.2 The 1d NPZ-q Model
The full one-dimensional NPZ-q model is given by
BN
Bt “
B
Bz
ˆ
DN
BN
Bz
˙
´N uptake by P `N recycled by P , (4.5.10)
BP
Bt “
B
Bz
ˆ
DP
BP
Bz
˙
` P growth from N ´ Z grazing loss, (4.5.11)
BZ
Bt “
B
Bz
ˆ
DZ
BZ
Bz
˙
` Z growth from P ´ Z mortality , (4.5.12)
Bq
Bt “ DpP, qq ` light q captured by P ´ light q used in P growth, (4.5.13)
where DpP, qq is the diffusion formulation used. The overall impact of diffusion of q on the
one-dimensional model is minimal. This can be seen by figure 4.20, which shows the evolution
of P and q subject the the NPZ-q equations above. The results are very similar for all forms
of diffusion discussed above. This is because the vertical structure of q is largely determined
by the amount of light available. Since these results are so similar, for the remainder of this
chapter the q diffusion term will be removed. This choice solves both problems illustrated
above: flux of uniform q under P diffusion, and the conservation of q.
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Figure 4.19: Profiles of P pz, tq (left) and qpz, tq (right) initially and after diffusing for
25 days with DP “ 2 ˆ 10´6 m2 s´1 subject to equation (4.5.8) with no-flux boundary
conditions applied at both the surface z “ 0 and base of the simulation layer z “ zS “
´30 m.
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(b) Equation (4.5.3)
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(c) Equation (4.5.5)
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(d) Equation (4.5.8)
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(e) Equation (4.5.1)
Figure 4.20: Evolution of P and q subject to the NPZ-q model described by equations
(4.5.10)–(4.5.13), for different methods of diffusion of q.
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Figure 4.21: Evolution of P , Z and q for constant (in depth and time) N and predation
rate.
4.5.3 Results of a simplified 1d PZ-q model
Since the focus of this chapter is on the storage, and use, of internal energy, from light
capture, the equation governing the nitrate concentration, equation (4.5.10), is removed and
the nitrate is instead held constant in time. This simplified model is called the PZ-q model.
The following results are generated from this model, subject to initial conditions These in-
vestigations were conducted with initial conditions
P “ 0.5ˆ P0 “ 2ˆ 106 cells m´3,
Z “ 0.05ˆ Z0 “ 1ˆ 103 cells m´3,
q “ 0.8ˆ qmax molpquantaq cell´1. (4.5.14)
Constant N and predation rate
In order to demonstrate how the internal energy changes with depth, and how it affects
the growth of the phytoplankton, figure 4.21 shows the evolution of P , Z and q over depth
for a constant (in both time and depth) nitrate concentration (N “ 1.3) and predation rate
(calculated as the mean of predation rate with σZ “ 5.0ˆ 10´5 m s´1 & TR “ 5 s).
As with the non-spatial model the P and Z populations oscillate, however they oscillate
more frequently towards the surface (12-13 days) than at the bottom of the layer (18-20
days). This is because of the reduced light capture, and hence lower q, at depths, the effect
of which is to reduce the attained growth rate of the phytoplankton.
Depth dependent N and predation rate
Figure 4.22 shows how the populations evolve applying more realistic, depth dependent,
nitrate and predation rate (σZ “ 5.0 ˆ 10´5 m s´1 & TR “ 5 s) profiles as shown in figure
4.23. The general structure of oscillations of P and Z populations is the same as before,
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Figure 4.22: Evolution of P , Z and q for nutrient profile and predation rate with σZ “
5ˆ 10´5 m s´1 & TR “ 5 s from figure 4.23.
however the periods of these oscillations are now affected by the variation in predation and
nitrate levels. The oscillations are less frequent at the surface, where the predation rate
is highest. As before the frequency decreases with depth as the light available for capture
decreases, although it is slightly faster than figure 4.21 because of the additional nitrate near
the bottom of the boundary layer.
Effect of varying kg on DCM
The focus of this work is the vertical structure of phytoplankton, from the context of deep
chlorophyll maxima. To study the effects of light capture on the vertical structure, the depth
and magnitude of maximal growth in P was calculated using the PZ-q model for different
values of kgp440 nmq. Increasing the reference gilvin attenuation rate effectively darkened the
layer, decreasing the amount of light available for capture by phytoplankton. The aim of this
study was to investigate how the darkening affects the vertical structure of the phytoplankton
populations. Figure 4.24 shows the results of this investigation for the six different predation
rates shown in figure 4.23. The red dashed curve shows how the magnitude of maximum
phytoplankton population, P , decreases as kg increases (less light). The solid black curve
shows the depth at which this maximal population level occurs. As expected, there is a
general trend of the maximal population decreasing and the corresponding depth shallowing
as light levels decline. With less light available, phytoplankton will capture and store less
energy and hence will not be able to grow as strongly. Equally the depth of maximal growth
decreases as light levels fall. Deeper in the boundary layer, there is no longer sufficient light
to promote phytoplankton growth.
The structure of the black curves, indicating the DBM (deep biological maxima) depth,
particularly in the cases of low and medium predator swimming speeds, is interesting. If
light levels are high throughout the boundary layer (kg small), then a DBM forms towards
the base of the simulation layer, below 20 m, where the nutrient concentration is highest.
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The maximum phytoplankton population at the DBM (red dashed lines) is also greater than
the DBM intensities seen for higher kg values. In slightly darker water the DBM depth
is at 12–15 m (with the exception of figure 4.24f). Although the nutrient concentration is
greater, there is insufficient light for significant growth below this depth. Since the DBM is
not forming in the high nutrient regions, the question arises as to why the growth is not at
the surface in the slightly darker waters. Consider for example the figure 4.24a (TR “ 5 s,
σZ “ 2.5 ˆ 10´5 m s´1), for 0.1 ă kg ă 0.5 m´1. In the regions above 12 m the predation
rate, shown as the solid blue predation curve in figure 4.23, is very high. Here the predation
rate acts to restrict growth near the surface. However, the predation pressure is much lower
at 12 m, which means the phytoplankton can grow relatively unabated, as the light levels are
still sufficient to promote growth. As the water darkens (kg ą 0.5 in this example), the light
levels fall to a level that are insufficient to allow significant subsurface growth. As a result,
the highest phytoplankton population levels are now seen at the surface. Due to the levels of
predation, this can only reach a very low (normalised) level of approximately 1 (4) depending
upon the predator’s reaction capabilities TR “ 5 s (TR “ 15 s). For the slow reacting, fast
swimming, predator with TR “ 15 s, σZ “ 10 ˆ 10´5 m s´1 shown in figure 4.24f, a DBM
only forms in the clearest waters (kg ă 0.1), as a consequence of the high light and nutrient
levels. As kg increases, the phytoplankton level shifts rapidly to the surface. This is because
the predation rate (dashed yellow curve in figure 4.23) is low throughout, and almost uniform
over the depth. This means that predation pressure has limited influence and allows the P
population to thrive in waters close to the surface.
Figures 4.25 and 4.26 show the evolution of the phytoplankton for six values of kgp440 nmq,
subject to predation pressure characterised by TR “ 5 s, σZ “ 5ˆ 10´5 m s´1 and TR “ 15 s,
σZ “ 5ˆ 10´5 m s´1 respectively. These demonstrate the transition from the formation of a
DBM at 12 m in clear waters (kgp440 nmq “ 0.01 m´1, figures 4.25a & 4.26a) to high surface
growth when the light levels are very low (kgp440 nmq “ 0.7 m´1, figures 4.25e–4.25f & 4.26e–
4.26f). The DBM present when kgp440 nmq “ 0.01 extends to the base of the simulation layer
(with decreasing intensity). In slightly darker waters (kgp440 nmq “ 0.01–0.4 m´1), the DBM
narrows with decreasing light levels. When kgp440 nmq “ 0.4, the light no longer penetrates
to below 12 m sufficiently to allow significant growth, the DBM relocates itself towards the
surface while its intensity decreases. When kg is very high, all the growth is concentrated at
the surface and no DBM forms.
Comparison with 3d LES-NPZ model
Figure 4.27 shows the evolution of the phytoplankton population from the LES-NPZ
model for three attenuation rates based on the analysis of section 4.2. The predation rate
used in these simulations is for a predator possessing swimming speed σZ “ 2.5ˆ 10´5 m s´1
and a reaction time TR “ 5 s. The lowest attenuation rate (k “ 0.04 m´1), as used in Fasham
et al. (1990), is equivalent to the attenuation of just sea-water at λ “ 440 nm; the two larger
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Figure 4.23: Left: profiles of the predation rates. Right: nitrate profile normalised by
background concentration, representative of a typical nutricline. Data taken from a full
LES-NPZ simulation with U˚ “ 3.0ˆ 10´3 m s´1, US “ 3.3ˆ 10´2 m s´1.
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Figure 4.24: Maximum value of P (red dashed, right axes) and depth at which the max-
imum of P occurs (black solid, left axes) against kgp440 nmq for six different predation
rates from figure 4.23. Reading left to right, top to bottom, the predation pressure is
falling.
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Figure 4.25: Evolution of P for six values of kgp440 nmq for predation rate with σZ “
5ˆ 10´5 m s´1 & TR “ 5 s from figure 4.23.
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Figure 4.26: Evolution of P for six values of kgp440 nmq for predation rate with σZ “
5ˆ 10´5 m s´1 & TR “ 15 s from figure 4.23.
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Figure 4.27: Evolution of P from full LES-NPZ model for three different values of k m´1.
attenuation rates, k “ 0.09 and 0.14 m´1, are equivalent to kgp440q “ 0.05 and 0.1 m´1
respectively.
These results show a similar pattern to those seen in figures 4.25 and 4.26, wherein the
increasing attenuation rates result in the depth of maximum phytoplankton growth moving
towards the surface. The growth transitions from a deep chlorophyll maxima, for the lowest
attenuation rate, to purely surface growth when k “ 0.14 m´1. What is interesting is that
initially as k increases, the DBM stays much where it is, but its intensity falls. However, as
k increases further there is a relocation of the DBM to the surface
The results from the LES-NPZ model with an increased attenuation rate are similar to
those of the PZ-q model, the main difference being the effects of mixing. This means that for
the highest attenuation rate, the maximal growth of the phytoplankton is spread throughout
the well-mixed region, peaking close to the surface, rather than at a specific sub-surface
depth.
4.6 Conclusions
The results presented in this chapter demonstrate the importance of light levels on the
vertical structure of phytoplankton communities. The interactions between the modified
growth rate term with the predation pressure gives some interesting results. In darker waters,
the phytoplankton cannot take advantage of low predation pressure below the surface, since
they are not able to obtain enough energy through light capture. The analysis of chapters
5 and 6 will highlight the significance of non-uniform predation pressure upon the vertical
phytoplankton population structure, particularly for the formation of DBM. However these
results show that this is not the full story.
The time evolution of qptq gives insight into how phytoplankton populations grow. During
the phytoplankton growth stages of the cycle, energy is used up. As q decreases, the effective
growth rate also declines, and the phytoplankton growth is restricted. This means that the
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phytoplankton population will be lower than when the simple attenuation model (equation
(4.2)) is used, where the growth rate would remain constant. As the zooplankton respond,
and the phytoplankton population begins to decline, the energy stores are able to recover
before the next cycle.
The differences in the results of the NPZ-q model and full LES-NPZ model (which in-
corporates a ‘simple’ model of light attenuation, as exponential decay) are subtle, and are
mainly brought about by the turbulence. The added computational complexity of including
the light capture integral, and q, into the LES-NPZ model outweighs the benefit that would
be gained. As a consequence, the LES-NPZ will retain the simple Beer-Lambert-Bouguer
attenuation model of light capture.
Despite this, the NPZ-q model is a powerful tool for fully understanding the biological
interactions. In particular, the light capture integral takes into account a simple form of
‘self-shading’ and would be useful for modelling the interactions during seasonal blooms.
The attenuation brought about by the bloom would radically reduce the availability of light
in deeper regions of the boundary layer.
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Chapter 5
Plankton predation in homogeneous
isotropic turbulence
The predation model used in the full LES-NPZ model described in chapters 2 and 3 is, in
simple terms, composed of two components and follows the work of Lewis and Pedley (2000,
2001). The two components comprise an encounter (or contact) rate, which estimates the
number of prey particles a predator will “encounter” per unit time, and a capture probability,
Combined together the encounter rate and capture probability give the predation rate for use
in the LES-NPZ model. What is meant by an “encounter”? Each predator (zooplankton) is
assumed to possess have some volume, or perception field, within which it can detect prey
(phytoplankton). Figure 5.1 presents some schematics of typical perception fields. Many
experimental results, such as Fields and Yen (1997), Bundy et al. (1998), have shown that
the orientation of a copepod can influence its ability to detect predator and prey. In particular
the results of Bundy et al. (1998) demonstrate that copepods appear to be more sensitive
to disturbances in directions closely aligned to their antennae. For simplicity diagrams 5.1b
and 5.1c, studied by Lewis (2003b), will be considered in most detail here. All prey entering
the perception field are assumed to be detected and this is what defines an “encounter”.
A predator’s encounter rate (assuming non-swimming prey) is a function of the predator
swimming speed vZ , perception field (given as a contact radius Rcont), sight angle αsight,
prey density ρprey and the state of the flow, measured by its turbulent intensity ε.
It is now important to define the probability of capture. Naturally if the prey detected by
the predator remains within the perception field for enough time that the predator can react
to its presence, then it is likely to be captured, and consumed. Zooplankton often initiate their
own distinctive attack behaviours in order to boost their capture probabilities. For instance
copepods can increase their capture abilities by generating feeding currents, e.g. Strickler
(1982), Emlet (1985), Saiz and Kiørboe (1995), Fields and Yen (1997), Jiang et al. (1999),
Malkiel et al. (2003). Another possibility is to employ ambush feeding, where they surprise
their prey with fast “jump” attacks Saiz and Kiørboe (1995), Fenchel and Juel Hansen (2006),
Kiørboe et al. (2009), Kiørboe (2011). The predation (or capture) rate is then a product of
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(a) (b)
(c)
(d)
Figure 5.1: Schematic diagram of copepod perception fields. Swimming direction is as-
sumed to lie along its body axis (i.e. upwards in these figures). (a) Spherical perception
field of radius R, (b) hemispherical perception field of radius R perpendicular to swim-
ming direction, (c) circular cone of semi-vertex angle αsight perception field with radius
R, (d) conical perception fields aligned with antennae, experimental results of Bundy
et al. (1998) appear to correlate with this perception field. (a)–(c) will be considered in
the model described by in this chapter. Line of sight is assumed to lie in the direction of
its swimming motion.
the encounter rate and the probability of capture,
Capture rate “ P pcaptureq ˆ Encounter ratepvZ , ρprey, αsight, Rcont, εq. (5.0.1)
The objective now is to try to make robust mathematical estimates of capture rates based
on all the various parameters. Given all the uncertainties, particularly as the perception
and capture events are taking place in a turbulent fluid environment, this is an extremely
difficult task. Inevitably to make progress, a number of simplifying assumptions must be
made. Sections 5.1–5.2 and 5.4 outline the models of Lewis and Pedley (2000) and Lewis and
Pedley (2001) that are used to model planktonic encounter, and capture rates, respectively.
Results of numerical experiments to test the ideas presented by Lewis and Pedley (2000),
and Lewis and Pedley (2001), in sections 5.3, and 5.5, respecitvely. In each case the first set
of results confirms the analysis and numerical experiments presented in these works, before
a new investigation into the effect of restricting a predator’s field on encounter and capture
strategy, in particular swimming style.
5.1 Planktonic encounters
5.1.1 Formulation of the turbulent encounter rate
The importance of small-scale turbulence on planktonic encouter rates has long been
established (MacKenzie and Leggett 1991, Sundby and Fossum 1990, Sundby et al. 1994,
Saiz et al. 1992, Saiz and Kiørboe 1995, Pe´cseli et al. 2014). The first expression for the
encounter rate between two species of mirco-organisms subject to small-scale turbulence was
first postulated by Rothschild and Osborn (1988). Their model was based on the work of
Gerritsen and Strickler (1977), who calculated the exact contact rate, CRS , in still fluid be-
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tween a single predator and its prey, swimming with constant speeds vZ and vP , respectively,
in isotropically random orientations. Their result was
CRS “ piρpreyR
2
contpv2P ` 3v2Zq
3vZ
; vZ ě vP . (5.1.1)
Here ρprey is the prey density (assumed to be uniform throughout this chapter), and Rcont is
the contact radius for the spherical perception field of the predator. The derivation goes as
follows. The number of phytoplankton prey expected to pass through a small area, defined
in spherical coordinates by dθ and dφ, on the surface of the perception sphere is given by
ρprey
4pi
sinpθq dθdφ. (5.1.2)
Without loss of generality, the z-axis of the coordinate system can be directed along the
direction of the zooplankton swimming, vZ . The prey therefore has a relative velocity
vPZ “ vZ ´ vP , (5.1.3)
with respect the predator. The relative speed is given by
vPZ “
b
v2P ` v2Z ´ 2vP vZ cospθq , (5.1.4)
where θ is the orientation angle of the prey with respect to the predator. To enter the
perception field during a time interval t, the prey must be initially in the cylindrical volume
that is swept out by the predator’s perception sphere, given by vPZtˆ piR2cont. The number
of prey entering the small area on the sphere per unit time is given by
piR2contvPZ
ρprey
4pi
sinpθqdθdφ. (5.1.5)
Integrating over the surface area of the perception sphere gives the result (5.1.1).
Rothschild and Osborn (1988) attempted to adapt equation (5.1.1) to take account of the
presence of turbulence. They began by estimating the turbulent velocity scale, wRO as the
difference between the (spatial) average of the square of the turbulent velocity wpx, tq and
its correlation with the velocity at position x` r,
wRO “ xw2px, tqy ´ xwpx, tq ¨wpx` r, tqy “ 3SC
2
xεy2{3r2{3. (5.1.6)
Here SC is the structure function constant which depends on the characteristics of the tur-
bulent kinetic energy spectrum, and typically takes values 2 ď SC ď 2.5. Since spatial
homogeneity is assumed, the property of spatial average is equivalent to the probability (or
ensemble) average. Making the assumption that the swimming velocities are independent of
the turbulent velocity, Rothschild and Osborn (1988) replaced vP and vZ with
b
v2P ` w2RO
and
b
v2Z ` w2RO , respectively. Substituting into equation (5.1.1) provides an estimate for
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the turbulent encouter rate,
CRT “ piρpreyR
2
cont
`
v2P ` 3v2Z ` 4w2RO
˘
3
b
v2P ` w2RO
; vZ ě vP . (5.1.7)
5.1.2 Lewis and Pedley (2000) model
Lewis and Pedley (2000) highlight a number of problems with this model. In particular,
it is unclear what is meant by the distance r in equation (5.1.6). In order to account for
this they presented a better formulation of the turbulent encounter rate problem. Consider
the predator and prey, as before, to be swimming in turbulence at positions x and x ` r
respectively, at time t. The total velocities of the predator and prey are given by
VZpx, tq “ vZpx, tq `wpx, tq (5.1.8)
and
VP px` r, tq “ vP px` r, tq `wpx` r, tq (5.1.9)
respectively. Here w represents the turbulent velocity vector. For simplicity they began by
assuming that the predator has a spherical field of perception (figure 5.1a). On planktonic
micro-scales „ 10´3 m, the flow field is homogeneous and isotropic (Gargett et al. 1984). In
what follows it will also be assumed to be statistically stationary. Generally the planktonic
length scales, rZ and rP , are smaller than the Kolmogorov length scale (ηK from equation
(2.2.1)), which means they can be considered to be point particles that do not influence the
characteristics of the flow. Finally, it is assumed that the swimming velocities are uncorrelated
with the turbulent flow, although in practice fluid may exert a viscous torque onto the cell
body which in turn may influence the cell’s orientation and motion (Pedley and Kessler 1992,
Alqarni and Bearon 2016).
The formulation of the model presented by Lewis and Pedley (2000) is similar to that of
Gerritsen and Strickler (1977). Consider a coordinate system moving with the prey such that
the predator has relative speed
U “ VZ ´ VP (5.1.10)
to the prey, directed (linearly) along the z-axis, as before. The number of prey crossing into
the contact sphere, at points between χ & χ` δχ and φ & φ` δφ, where χ “ θ{2, per unit
time is given by
R2cont
2
`
sin2pχ` δχq ´ sin2pχq˘ δφρpreyUpRcontqP pVZ ,VP |Rcontq dVZdVP . (5.1.11)
Here P pVZ ,VP |Rcontq represents the conditional joint probability density function of the
velocities of predator and prey at a distance Rcont apart, and UpRcontq is the relative speed
between the predator and prey at the surface of the perception sphere. Integrating over the
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velocity and angle variables gives the total contact rate for a single predator
CRT “ ρpreyR
2
cont
4
ż
VZ
ż
VP
ż pi
0
ż 2pi
0
UpRcontqP pVZ ,VP |Rcontq sinpθqdφdθdVP dVZ , (5.1.12)
where θ “ 2χ. Lewis and Pedley (2000) then employed a change of variables into U and V ,
Upx, r, tq “ VZpx, tq ´ VP px` r, tq, (5.1.13)
V px, r, tq “ σ
2
ZVP px` r, tq ` σ2PVZpx, tq
σ2Z ` σ2P
, (5.1.14)
where σ2i is the ensemble average variance of the predator and prey velocities. This puts
equation (5.1.12) in the form
CRT “ ρpreyR
2
cont
4
ż
V
ż
U
ż pi
0
ż 2pi
0
UpRcontqP pU ,V |Rcontq sinpθqdφdθdUdV , (5.1.15)
where P pU ,V |Rcontq is the conditional joint distribution for U and V at vector separation
Rcont. Since U now appears explicitly in P pU ,V |Rcontq this integral is somewhat easier to
evaluate than equation (5.1.12).
5.1.3 Gaussian swimming
Equations (5.1.1) and (5.1.7) were formulated for microorganisms whose swimming veloci-
ties were constant, i.e. the swimming speed for all predators is vZ . One simple improvement is
to assume that instead the swimming velocities vZ and vP follow three-dimensional isotropic
Gaussian distributions with zero means and standard deviations σZ and σP respectively. This
is called Gaussian swimming, and this will be assumed in this work. Appendix A of Lewis
and Pedley (2000) shows that in this case, equation (5.1.15) reduces to
CRT “ 4ρpreyR2cont
c
pi
2
σU pRcontq, (5.1.16)
assuming a plausible functional form for P pU ,V |Rcontq, and that neither predator nor prey
make any changes of direction. The problem now is to determine σU , the ensemble-average
variance for U , as a function of Rcont. This is defined by
σ2U pRcontq “ xU ¨Uy ´ xUy ¨ xUy3
“ 2W 2 ´ 2
3
xwpx, tq ¨wpx`Rcont, tqy ` xvP ¨ vP y
3
` xvZ ¨ vZy
3
´ 2xvP ¨ vZy
3
.
(5.1.17)
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For homogeneous, isotropic turbulence, the measure of turbulent intensity, W 2 “ xwpx, tq ¨
wpx, tqy and the turbulent velocity correlation term, can be written as
2W 2 ´ 2
3
xwpx, tq ¨wpx`Rcont, tqy “ 4
3
ż 8
0
Epk, tq
ˆ
1´ sinpkRcontq
kRcont
˙
dk, (5.1.18)
where k and Epk, tq are the wavenumber and turbulent energy spectrum, see section 2.2.
Assuming that Rcont " ηK (the contact radii considered here are Op10´2 mq, compared
with ηK “ Op10´3q m, see table 5.1), and that the energy spectrum outside the inertial
subrange makes little contribution to equation (5.1.18) then the well-known 5{3-rule of Kol-
mogorov (1941) (see equation (2.2.33)) can be used to find an approximation for equation
(5.1.18). Assuming Gaussian swimming as described above and xvP ¨ vZy “ 0 then
σ2U pRcontq « xεy2{3R2{3cont
«
SC ´ 3η
2{3
K
R
2{3
cont
` 2
ż 8
Rcont{ηK
sinpxq
x8{3
dx
ff
` σ2P ` σ2Z “ w2T ` σ2P ` σ2Z .
(5.1.19)
The Lewis and Pedley (2000) straight line turbulent contact rate is given by
CRT “ piρpreyR2cont
„
8
pi
w2T ` v2P ` v2Z
1{2
, (5.1.20)
where wT is the turbulent velocity scale and vP,Z “
a
8{pi σP,Z .
5.1.4 Encounter rates incorporating changes of direction
Equation (5.1.20) gives an approximation for the encounter rate assuming the predators
move in straight lines. In practice this is not the case and (5.1.20) actually overestimates the
true value. It is important to consider why this is the case. The modelling ideas formulated
above implicitly assume that as it swims through the flow, the predator “sweeps” out a
search volume. For a straight line swimmer with speed xUpRcontqy moving for a time T , this
search volume is a cylinder of radius Rcont and height xUpRcontqyT . This volume is directly
proportional to the number of contacts per unit time given by equation (5.1.17). Notice that
in this case the predator never revisits part of the water column it has passed through before.
Now consider a predator that after some time τ ă T , changes its velocity and begins
moving in a different direction. It is assumed that this has no effect on the ensemble average
speeds and that xUpRcontqy remains constant over al T . As the predator turns, some of
the volume searched (mapped out) previously will be revisited. This small volume (Lewis
and Pedley (2000) call it the “overlap volume”) will be in the same state as before the turn
(containing much the same number of prey encountered previously). This means that the
contact rate is no longer proportional to the volume mapped out, in fact the number of
contacts in time T wiill be less than piρpreyR
2
contUpRcontqT . Removing the overlap volume
gives a reduced overall volume, and the number of contacts is also reduced in proportion. To
account for this Lewis and Pedley (2000) introduced a measure called the volume fraction,
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fV , which is defined as the ratio between the reduced volume and the straight-line volume,
and for spherical perception fields 0 ď fV ď 1. The contact rate is then given by
CRT “ 4ρpreyR2cont
c
pi
2
σU pRcontq ˆ fV pUpRcontq, Rcont, n, τq, (5.1.21)
where n is the number of turns made during the simulation, i.e. T “ pn ` 1qτ . Assuming
that the angle through which the predator turns, αsight, is uniformly distributed on r0, pis,
and the changes in direction are relatively infrequent so that τ ą 2Rcont{UpRcontq, then the
average volume fraction can be estimated by
xfV pUpRcontq, Rcont, n, τqy “ pn` 1qrpiR
2
contxUpRcontqyτ ` 4piR2cont{3s ´ nxoverlap volumey
pn` 1qrpiR2contxUpRcontqyτ ` 4piR2cont{3s
.
(5.1.22)
In this case the volume overlapped can be calculated analytically for any αsight P r0, pis
and averaged to give xoverlap volumey. If direction changes are relatively frequent, τ ă
2Rcont{xUpRcontqy, i.e. the time the predator takes to move the length of its perception
sphere, the predator is much more likely to revisit regions it has already passed through.
This situation is much more complicated and cannot be calculated using equation (5.1.22).
Instead Lewis and Pedley (2000) adopted a Monte Carlo technique to estimate xfV y. It will
be assumed in this work that τ ą 2Rcont{xUpRcontqy. All that remains is to find values for
τ , which can be readily found in film studies (e.g. Bundy et al. (1998)).
5.1.5 Encounter rates for predators with a restricted perception field Lewis
(2003b)
Up to this point it has been assumed that the predator has a spherical perception field,
such as in figure 5.1a. However, the experimental results of Fields and Yen (1997), Bundy
et al. (1998) indicate that this is highly unrealistic. In fact, particular copepods are far
more sensitive to the presence of a predator, or prey, at certain orientations than others.
Specifically, copepods are very sensitive to movements in the regions closely aligned with the
direction of their antennae, akin to figure 5.1d. Such a restricted perception field means the
encounter rate must also be far smaller than the estimates produced so far. A perception
field like figure 5.1d will be too complicated to model here. So instead Lewis (2003b) assumed
that the predator has a conical perception field of the form 5.1c, defined by contact radius
Rcont and semi-vertex angle αsight P r0, pi{2s.
Hemispherical perception field
The simplest case is when αsight “ pi{2, which means the perception field is hemispherical
(figure 5.1b). This is a good example to look at because it brings out the conceptual difficulties
associated with estimating the encounter rate, without the very complicated mathematical
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vZ 
VZ 
Figure 5.2: Schematic of a predator moving through a flow with velocity VZ , since the
swimming direction vZ is not aligned with the flow w the predator is not in an optimal
orientation.
formulations necessary for αsight ă pi{2. Consider, as before, a coordinate system moving with
the prey so that the predator has relative speed U (defined by equation (5.1.13)) directed
along the z-axis. The predator’s line of sight (i.e. its preferred swimming direction) lies,
without loss of generality, in the y-z-plane at an angle γ to the z-axis. It is important to note
that the swimming direction, vZ , is not the direction of motion ,VZ , which is determined by a
combination of the swimming and turbulent velocities, w, see figure 5.2. There are two cases
to consider, γ ď pi{2 and γ ą pi{2, see figure 5.3. In the latter case, shown in figure 5.3b the
“underside” of the predator’s perception field is the leading edge. This means that encounters
can now occur at distances r ă Rcont on the base of the hemisphere. Such encounters are
defined as “close-encounters”. These close-encounters occur because the predator no longer
has all-round visibility. In both cases the predator can miss prey that pass in the predator’s
blind-side at distances r ă Rcont.
For γ ď pi{2 as shown in figure 5.3a, the number of prey that pass into the predator’s
perception field per unit time is given by the projected surface area (or cross-sectional area)
onto the x-y-plane. All encounters will occur at distance Rcont, if the contact occurs when
y ă 0 then the projected area is a semicircle or radius Rcont, for y ą 0 it is half the ellipse
x2 ` y2{ cos2pγq “ R2cont. The contact rate is then
ρprey
piR2cont
2
ż
U
ż
V
p1` cospγqqUpRcontqP pU ,V |Rcontq dUdV ; γ ď pi{2, (5.1.23)
where U and V are defined by equations (5.1.13) and (5.1.14), respectively.
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(a)
(b)
Figure 5.3: Schematic of types of encounters for a hemispherical perception field moving
with relative velocity U . (a) γ ă pi{2, (b) γ ą pi{2.
For the case of γ ą pi{2, the number of encounters at Rcont (standard encounters) is given
by the small surface area of the curved hemisphere for y ă 0. This is given by the area of
the semicircle - area of half the ellipse x2 ` y2{ cos2pγq “ R2cont, which is piR2contp1` cospγqq
as before (cospγq ă 0 for γ ą pi{2). Close-encounters (at distance r ă Rcont) occur when
prey enter the area bounded by the ellipse x2` y2{ cos2pγq “ R2cont. For close encounters the
relative velocity at r ă Rcont must also be included. Hence the total contact rate for this
case is given by
ρprey
piR2cont
2
ż
U
ż
V
p1` cospγqqUpRcontqP pU ,V |RcontqdUdV
` 2piρprey
ż Rcont
0
ż
U
ż
V
p´ cospγqrqUprqP pU ,V |rq dUdV dr ; pi{2 ă γ ă pi. (5.1.24)
For a predator with a conical perception zone, with αsight ă pi{2 the situation is more
complex, the concepts are similar but there are a number of possible combinations of αsight
and γ that need to be considered. Lewis (2003b) presents the full contact rate for such a
predator in appendix A of that work. The resulting integrals can be evaluated numerically for
a suitable functional form of P pU ,V |Rcontq and P pU ,V |rq. Results of this kind of analysis
form the basis of the (TR “ 0) predictions in tables 5.2–5.7
5.2 Numerical experiments
5.2.1 Kinematic simulations
Kinematic simulation is a technique for generating turbulent-like flows using a large num-
ber of Fourier nodes which vary randomly in time and space. It is advantageous since it
removes the need to solve the full Navier-Stokes equations, and so the flow field can be gener-
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ated much more rapidly. For modelling aspects of turbulence on small homogeneous scales, it
is a very useful technique. The method was first developed by Kraichnan (1970) and modified
by Drummond et al. (1984), Fung et al. (1992), Malik and Vassilicos (1999). It has been used
for a variety of purposes, including turbulent dispersion (Thomson and Devenish 2005), to
study the orientation of gyrotactic micro-organisms (Lewis 2003a), and the motion of bub-
bles (Spelt and Biesheuvel 1997) & fibres (Olson 2001) in homogeneous isotropic turbulence.
Kinematic simulations are a standard means for studying the effects of turbulence on oceanic
microorganisms, and have been previously used by Lewis and Pedley (2000, 2001), Lewis
(2003b), Lewis and Bala (2006, 2008) to study encounter and capture rates in homogeneous
isotropic turbulent flows. They have also been used by Visser and Jackson (2004) to examine
the dispersion of chemical trails laid by copepods.
The methodology is as follows. The velocity field is represented by a superposition of NK
Fourier modes,
wpx, tq “
NKÿ
n“1
rpapnq ˆ kˆpnqq cospkpnq ¨ x` ωpnqtq ` pbpnq ˆ kˆpnqq sinpkpnq ¨ x` ωpnqtqs. (5.2.1)
Here kpnq “ kpnqkˆpnq represent wave vectors (a measure of the reciprocal of the eddy length
scales) and ωpnq are the frequency modes, both of which depend upon the prescribed turbulent
kinetic energy spectrum Epkq. The directions of unit wave vectors, kˆpnq, are independent of
the direction of the other wave modes. The random vectors apnq and bpnq can be chosen
to construct a simulated flow field which satisfies many of the kinematic properties of a
real velocity field derived from the Navier-Stokes equations (2.1.12). So for example the
vectors apnq and bpnq are constrained by the requirement that they must be normal to kˆpnq
to guarantee that the flow is incompressible. The magnitudes of apnq and bpnq are equal and
are prescribed to satisfy
NKÿ
n“1
ˇˇˇ
apnq
ˇˇˇ2 “ NKÿ
n“1
ˇˇˇ
bpnq
ˇˇˇ2 “ xwpx, tq ¨wpx, tqy “ 2 ż 8
0
Epkqdk. (5.2.2)
In principle any suitable spectrum can be substituted into equation (5.2.2). The most perti-
nent here is one that models the inertial subrange correctly, since the contact radius, Rcont,
lies in the length scales covered by that part of the spectrum. So in this work the spectrum
function used is given by
Epkq “
$’’’’’&’’’’’%
0, k P
„
0,
α
Le

3
2
βxεy2{3k´5{3, k P
„
α
Le
,
1
ηK

0, k ą 1
ηK
,
(5.2.3)
where α “ p3{2q3{2 and β “ r1´1.5pηK{Leq2{3s´1. In the inertial subrange, the eddy turnover
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time is proportional to k2{3 (Leslie 1973). The frequency modes should therefore be chosen
to satisfy
ωpnq “ γ
b
pkpnqq3Epkpnqq , (5.2.4)
where γ “ 0.4. This choice of parameters is the same as in Lewis and Pedley (2000) and
produces a flow whose Lagrangian statistics closely matched some direct numerical simulation
data (Malik and Vassilicos 1999).
This method is suitable for this problem since it only requires knowledge of two-point
velocity correlations over small scales. Many of the typical drawbacks of kinematic simula-
tions, in particular the absence of an energy cascade described by section 2.2, should not
influence the number of contacts significantly. The main benefit is the considerable reduction
in computing time in comparison to direct numerical simulations (DNS).
5.2.2 A typical simulation set-up for calculating contact rates
A number of simulations were set-up using the flow fields generated by equations (5.2.1)
and (5.2.3) over large cubic domain (box) sizes. Each set of simulations comprised 10 runs,
each using a unique flow field based around a fixed ε value. The simulations consisted of
tracking planktonic particles with a prescribed swimming velocity over a simulation time of
T “ 400 s. Particle trajectories were calculated by integrating
dXZ,P ptq
dt
“ w rXZ,P ptq, ts ` vZ,P ptq, (5.2.5)
using a fourth-order Runge-Kutta method, with a time-step of 0.02τK . All the calculations
were non-dimensionalised using the Kolmogorov scales, assuming ν “ 10´6 m2 s´1. This
means that the time-step decreases with ε in order to maintain accuracy with increased
turbulent intensity. Each simulation used NK “ 64 wavenumber modes, except for the case
of ε “ 5.53ˆ10´7 m2 s´3, when it was increased to NK “ 96 modes. When a designated prey
particle moves to lie within a predator’s perception field a “contact/encounter” is recorded.
The number of such encounters over a fixed time interval gives the encounter rate.
Unlike DNS, or the full LES-NPZ model, it is not easy to impose periodic boundary
conditions over a cubic domain in a kinematic simulation. For instance, if a predator or prey
is advected outside the simulation domain, by crossing the boundary, it cannot simply be
moved to the opposite boundary, since it could lead to erroneous contacts brought about by
the boundary conditions. To counter this, any predators, or prey, that cross the boundary are
relocated within the simulation domain away from any potential contacts. This means that
all contacts are genuine, i.e. brought about by the flow. However, this procedure may still
bias the number of contacts. In order to avoid this each simulation was repeated 6 times over
increasingly large domains, whilst maintaining prey density. A simple, linear, least-squares
fit was applied to the data to obtain the expected contact rate over an idealised infinite
domain in which no re-locations would be necessary. Figure 5.4 demonstrates this procedure.
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Figure 5.4: Example of simulation results demonstrating the linear fit to obtain the
number of contacts in an infinite domain. 1{L is the inverse of the non-dimensionalised
domain size. The solid line is the linear regression best fit..
Note that the x-axis represents the inverse of the domain length scale, normalised by the
Kolmogorov length scale ηK .
5.2.3 Speeding up the counting of contacts
After each time step the number of new predator-prey encounters must be recorded. In
principle this means checking every predator with every prey, an NZˆNP operational process.
This is very slow and long-winded. Since each time step is small it is only necessary to check
the relative positions of predator and prey in close vicinity on the previous step. To this end
the large simulation domain is split into much smaller cells of size Rcont. At each time step
each cell is checked for the presence of predator and/or prey. Cells containing a predator
Variable Values
Zooplankton swimming speed S.D., σZ 2.726ˆ 10´4, 5.452ˆ 10´4, 8.178ˆ 10´4 m s´1
Zooplankton contact radius, Rcont 1.173ˆ 10´2 m
Zooplankton sight angle, αsight
pi
12 ,
pi
6 ,
pi
4 ,
pi
3 ,
5pi
12 ,
pi
2 radians
Zooplankton change of direction time, τsight 2.7–400 s
Number of zooplankton particles, NZ 512
Phytoplankton swimming speed S.D., σP 0 m s
´1
Phytoplankton density, ρprey 4.3154ˆ 103 cells m´3
TKE dissipation rate, ε 2.27ˆ 10´9 – 5.53ˆ 10´7 m2 s´3
Kinematic viscosity, ν 10´6 m2 s´1
Table 5.1: Key biological and physical parameters for the kinematic simulations.
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or prey are then noted. After all cells are checked, each of the cells containing a predator
will be analysed. In this second stage, only a predator’s own cell and its nine neighbouring
cells are checked for the presence of prey. Distances and relative orientations between any
such predator and prey in close proximity are calculated to determine whether the prey lies
within the predator’s perception field. If a contact has occurred, the encounter is counted
and the prey is then removed from the simulation and repositioned away from any predators,
in order to maintain the prey density and ensure that all contacts are brought about by the
combination of the flow and/or the predator’s swimming. The main benefit of this process is
that it avoids the need to check each predator and prey individually to determine if a contact
has occurred and drastically reduces the required computer time.
The contact rate can then be calculated from the number of contacts by
CRsim “ ContactsˆNP
T ˆVolumeˆNZ “
Contacts
400ˆ 4.3154ˆ 103 ˆ 512 . (5.2.6)
5.3 Kinematic simulations of planktonic encounters and pre-
diction results
This section will analyse the results of the kinematic simulations described in section
5.2.1 and compare with predicted encounter rate (TR “ 0) results presented in tables 5.2–5.7.
These results will be used to help understand how the different variables influence the best
possible encounter strategy for the predator in each scenario.
5.3.1 Turbulent intensity
The first set of simulations was designed to demonstrate the enhancement effect of small-
scale turbulence on the encounter rate (equation (5.1.17)). Lewis and Pedley (2000) com-
pared theoretical results to the still contact rate of Gerritsen and Strickler (1977). In these
simulations the zooplankton predator, which had a hemispherical perception field of radius
Rcont “ 1.173 ˆ 10´2 m, was subject to four levels of turbulence. The results are shown
in figure 5.5 for three different zooplankton swimming speeds (table 5.1). For each of the
three swimming speeds, the encounter rate is enhanced with increasing turbulent intensity.
In particular consider the weak ε “ 5.53ˆ10´9 m2 s´3, and moderate ε “ 5.53ˆ10´8 m2 s´3
results. These would correspond to levels in the thermocline and in the middle of the mixed
layer respectively. Increasing the turbulent intensity has the effect of increasing the relative
swimming speed of the predator, as can be seen by comparing the UpRcontq results from tables
5.2 and 5.3. In the case of moderate turbulence ,UpRcontq is higher than the corresponding
weak turbulent case, which results in a larger volume swept out by the predator, and hence an
increased contact rate. Consider in particular the swimming speed σZ “ 5.452ˆ 10´4 m s´1
(central column of data points in figure 5.5). In each of these cases, the predicted contact
rates (which are for σZ “ 5.0ˆ10´4 m s´1 from tables 5.2 & 5.3) provide a very good approxi-
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Figure 5.5: Encounter rate for predators with different swimming speed standard devi-
ations, σZ in different simulated turbulent environments. Each predator is a straight
line swimmer with a hemispherical contact volume (αsight “ 90°) with radius, Rcont “
1.173ˆ10´2 m. The predicted results are found using equations (5.1.23) & (5.1.24), and
the values are shown in tables 5.2 and 5.3. Lines for the ε “ 5.53 ˆ 10´9 m2 s´3 and
ε “ 5.53ˆ 10´8 m2 s´3 indicated best fit to the results (solid) and bounds (dashed).
mation to the simulation result. The predicted results lie within, or are very close to, the best
linear fit regions for the simulated results (including the error bounds). This demonstrates
the predictive capability of the analysis surrounding equations (5.1.23) & (5.1.24).
5.3.2 Swimming speed
The simulation results shown in figure 5.5 also show how the encounter rate is influenced
by the swimming speed. For all four turbulent intensities, it is clear that increasing the
swimming speed increases the encounter rate. Higher values of σZ increase the relative
swimming speed UpRcontq, as can be seen in table 5.2, which, much as before, increases
the volume searched by the predator. Consider in particular the cases of weak ε “ 5.53 ˆ
10´9 m2 s´3, and moderate ε “ 5.53 ˆ 10´8 m2 s´3 turbulence, indicated by the blue and
green data respectively. A linear fit has been applied to each of these results, highlighting
the trend of increasing encounters with swimming speed. As expected, the simulation results
show that predators with a higher swimming speed will encounter more prey. The predicted
results, detailed in tables 5.2–5.4 also show the same trend.
5.3.3 Sight angle
As discussed previously, copepods are often much more sensitive to prey located at specific
orientations. Figure 5.6 shows the results of various sets of simulations in which the shape
of predator’s perception field was conical, characterised by different αsight values (figure
5.1c). Consider the straight line swimmers first (black data points). In each of the turbulent
environments, increasing the cone angle results in a higher encounter rate. This is expected
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Figure 5.6: Encounter rate for predators with different sight angles in different simulated
turbulent environments. Swimming speed, σZ “ 5.452 ˆ 10´4 m s´1, contact radius,
Rcont “ 1.173 ˆ 10´2 m. Irregular swimmer changes direction randomly every 2.7 s.
Total simulation time is 400 s.
since a large cone angle means a larger perception volume, and hence a larger volume mapped
out when swimming through the flow.
What is interesting, however, is that for cone angles of ă 60° the optimal encounter
strategy changes. The red data points indicate the encounter rate for a predator which
changes direction every 2.7 s. Since the predator’s line of sight is not necessarily in the
direction of U , see figure 5.2, a straight-line swimmer may not be moving in an optimal
orientation. A predator that changes direction regularly may be in a more optimal orientation
for more of the time than its straight-line swimming equivalent. This becomes more acute for
a predator with a cone angle ă 60°. The cross section of the perception field perpendicular
to the direction of travel will be larger in some orientations than others. If direction changes
are sufficiently rapid this can have the effect of increasing the volume mapped out by the
predator. Consequently, a predator with αsight ă pi{2 can enhance its volume fraction, xfV y,
to a value greater than one. This explains why copepods typically follow very irregular,
non-linear trajectories. By doing so they enhance their search volume and encounter rate.
But they must swim relatively slowly compared to the flow for this encounter enhancement
strategy to have its full effect (Lewis 2003b). They must also allow time for the flow to
advect prey into their enhanced search volume. For example the optimal orientation for
a predator with a hemispherical perception field is in its swimming direction vZ . For a
predator with a conical perception field the optimal orientation is perpendicular to vZ if the
cone angle αsight ą pi sin2pαsightq (approximately 20°). However the optimal orientation may
be somewhere between these two orientations.
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5.3.4 Swimming style
Figure 5.7 shows the trajectories of some of the predators for each of the two swimming
strategies in a weakly turbulent environment. The first case (figure 5.7a) shows the trajec-
tories of the cells within the simulated domain. Two simulations were used to generate this
figure. The predators in the first simulation were straight line swimmers (blue trajectories),
the predators in the second simulation changed their swimming direction every 2.7 s (red
trajectories). Each predator’s initial position was the same between the two simulations.
The blue paths, representing the straight line swimmer, are noticeably smoother, the only di-
rection change is the external force of the flow, although this is weak in this case. The details
of the individual paths can be seen more clearly in figure 5.7b, which shows the swimming
trajectories relative to their initial position.
The problem is then to determine the optimal swimming strategy for a given sight angle.
Figures 5.8a and 5.8b show how the encounter rate changes for different change of direction
times, τ , for a predator with sight angles 30° and 60°, respectively. Consider first figure 5.8a.
In this instance the predator encounters more prey more frequently if it changes direction
rapidly. However, it is unrealistic for predators to change direction too frequently. Osborn
et al. (1990) argue that copepods cannot typically reorient themselves in as short a time
period as 0.27 s. In order to keep the predator from re-mapping areas it has previously
searched, the minimum value of τ was chosen to be 2.7 s, following Yamazaki et al. (1991).
The relative advantage gained from regular orientation changes increases with turbulent
intensity. As the speed of the flow increases, wT becomes more dominant in the cell’s motion.
For a straight line swimmer this could mean that the cell is not in an optimal orientation for
the entire simulation, for example in the case demonstrated in figure 5.2. However, if the cell
can re-orient itself regularly it may be better orientated for longer periods. This can be seen
in figure 5.8b for the 30° cone angle. In the more turbulent case (red data points) the best
strategy is to make regular changes of direction, whereas in the weak turbulence (black data
points) case it is better for the predator to swim in a straight line. The flow speed here is much
slower (W “ axεy{ω “ axεy{0.01 s´1 “ 7.43 ˆ 10´4 m s´1 for xεy “ 5.53 ˆ 10´9 m2 s´3,
compared to 2.35 ˆ 10´3 m s´1 for xεy “ 5.53 ˆ 10´8 m2 s´3, where ω is the buoyancy
frequency), and the predator’s own swimming has a larger impact on VZ .
5.4 Planktonic captures
It is now important to investigate what happens after an encounter has occurred. Once a
prey has been detected, the predator would be expected to make an attempt to capture the
prey, for example, by making some form of ambush attack (Kiørboe et al. 2009, Kiørboe 2011).
The actual biomechanics of the capture attempt will depend upon the specific abilities of the
predator, as well as the flow conditions at that time. Modelling the complex interactions
between the water motion, the predator and its prey during the capture attempt will be
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Figure 5.7: Trajectories of swimming predators in a low turbulent environment, ε “
5.53 ˆ 10´9 m2 s´3, over the simulated time of 60 s. Swimming speed, σZ “ 5.452 ˆ
10´4 m s´1. Blue curves indicate straight line swimmers, red curves indicate irregular
swimmers changing direction every 2.7 s.
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Figure 5.8: Encounter rates of swimming predators for different change of direction
times, τsight subject to different simulated turbulent environments. Swimming speed,
σZ “ 5.452ˆ 10´4 m s´1, contact radius, Rcont “ 1.173ˆ 10´2 m. Predator sight angle
(a) 30°, (b) 60°.
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extremely difficult. In order to simplify the problem Lewis and Pedley (2001) introduce a
relatively simple probabilistic measure Pcap in order to determine whether the outcome of any
capture attempt was successful. Potentially Pcap could depend on many factors. Perhaps the
most important factor is the time in which the prey stays within the perception field, which
in turn can be related to the minimum distance between predator and prey during this time
(the closest approach distance), denoted by rM . It would also depend upon the predator’s
abilities to make a capture attempt.
5.4.1 The case of a predator with a spherical perception field Lewis and
Pedley (2001)
The simplest case is for that of a predator with a spherical perception field of radius Rcont,
such as in figure 5.1a. From equations (5.1.12) and (5.1.22) the number of prey entering the
predator’s perception field at a distance Rcont, at points lying between χR and χR`dχR and
φR and φR ` dφR (as in section 5.1.2), over a time T , is given by
ρpreyT xfV pUpRcontq, Rcont, n, τqyR2cont sinpθRqUpRcontqP pU ,V |Rcontq dφRdθRdUdV ,
(5.4.1)
where UpRcontq is the relative speed between the predator and prey (without loss of generality
in the z-axis, as in section 5.1.2). U and V are the speeds defined by equations (5.1.13) and
(5.1.14). Similarly, the number of prey that are perceived at any distance rM ă Rcont, over
a time T , is given by
ρpreyT xfV pUprM q, rM , n, τqyr2M sinpθRqUprM qP pU ,V |rM qdφRdθRdUdV . (5.4.2)
If rM is the distance of closest approach to the predator (i.e. the prey’s path through the
perception field brings it no closer than rM ), then the number of prey with this closest
approach is the number of prey perceived at distance rM ` drM minus the number of prey
perceived at distance rM , over a time T , as drM Ñ 0, i.e.
“
ρpreyT xfV pUprM ` drM q, rM ,`drMn, τqypr2M ` 2rMdrM q
ˆ sinpθrM qUprM ` drM qP pU ,V |rM qdφrMdθrMdUdV s
´ ρpreyT xfV pUprM q, rM , n, τqyr2M sinpθRqUprM qP pU ,V |rM q dφRdθRdUdV . (5.4.3)
Taking the limit as drM Ñ 0, assuming that xfV y and P pU ,V |rM q are differentiable functions
of rM , gives
ρpreyT sinpθrM q
B “xfV yr2MUprM qP pU ,V |rM q‰
BrM drMdφRdθRdUdV . (5.4.4)
The number of prey likely to be consumed is then the number of prey that approach to rM ,
multiplied by the probability of capture at rM . Integrating the result over all possible rM ,
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and all the angle and velocity variables, gives the total number likely to be consumed by the
predator
NpT q “ ρpreyT
ż
VZ
ż
VP
ż pi
0
ż 2pi
0
ż Rcont
0
sinpθrM q
ˆ B
“xfV yr2MUprM qP pU ,V |rM q‰
BrM PcapprM q drMdφRdθRdUdV . (5.4.5)
Assuming that predator will not capture any prey that do not enter the perception field, i.e.
PcapprM “ Rcontq “ 0, it is convenient to write equation (5.4.5) (using integration by parts)
as
NpT q “ ρpreyT
ż
VZ
ż
VP
ż pi
0
ż 2pi
0
ż Rcont
0
sinpθrM q
xfV pUprM q, rM , n, τqyr2M sinpθRqUprM qP pU ,V |rM q
„
´BPcapprM qBrM

drMdφRdθRdUdV .
(5.4.6)
Lewis and Pedley (2001) show that for Gaussian swimmers (see section 5.1.3) this reduces to
NpT q “ ρpreyT4
c
pi
2
ż Rcont
0
„
´BPcapprM qBrM

r2MxfV pUprM q, rM , n, τqyσU prM q drM . (5.4.7)
5.4.2 Probability of capture
The problem now is to find a suitable form for the capture probability term. This will
largely depend on the predator’s abilities, in particular, the specific technique capture tech-
nique it utilises (Kiørboe 2011).It would be very difficult to encapsulate all of the capture
mechanisms described above with a single capture probability. To simplify things, Lewis and
Pedley (2001) assumed that Pcap should depend upon trM“T , the time taken for the prey to
traverse the predator’s perception field assuming the predator made no attempt to capture
the prey. Consider the scenario presented in figure 5.9, where a prey cell has entered the
predator’s perception sphere moving with relative speed Uprq. If no capture attempt was
made then the prey will have travelled through the perception field after a time trM . Lewis
and Pedley (2001) assumed that in order to make a capture the predator must be able to
react and make an attempt within this timescale. This is most similar to the attack strategy
of an active ambush predator described above. Assuming that, on average, the predator is
able to detect and react to the presence of prey in a time TR, Lewis and Pedley (2001) take
an isotropic form of Pcap given by
PcapptrM q “
xtrM yβ
xtrM yβ ` T βR
. (5.4.8)
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Figure 5.9: (a) Predator moving at relative speed U in contact with prey for time trM with
closest approach distance rM ă Rcont from reference frame of prey with fixed position.
(b) Predator-prey encounter from reference frame of predator with fixed position. Prey
passes through spherical perception field with relative speed ´Uprq over a time trM with
closest approach distance rM ă Rcont. In both cases the predator or prey follow a simple
straight line path.
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Here β is a “shape” parameter which must be greater than 1 to ensure that dPcap{dtrM Ñ 0 as
trM Ñ 0. As β Ñ8, the shape of Pcap tends to a step function. In this work β will be taken
to be equal to 2. The advantage of a capture probability of this form is that measurements
for typical predator reaction times are available (e.g. Kiørboe and MacKenzie (1995), Bundy
et al. (1998)) The problem is now how to calculate trM from rM . It is logical to define trM
by the prey’s path-length through the perception field of the predator. Assuming that the
average distance moved by the prey before it changes direction is larger than the predator’s
contact radius (Rcont ă Uprqτprq), then the average time that a prey is in contact is given by
xtrM y “
ż
ds
Uprpsqq “
ˆ
2
pi
˙1{2 ż ds
σU prpsqq . (5.4.9)
Here s parameterises the path of the prey crossing through the perception field. Equation
(5.4.9) is relatively simple for straight-line trajectories as shown in figure 5.9, but it is much
more complicated if Uprqτprq is small in comparison with Rcont. Since the resulting path
across the perception field will be irregular, calculation of xtrM y will be much more difficult.
Two components of equation (5.4.7) remain. First it is necessary to understand how σU prq
varies with distance r. From equations (5.1.17) and (5.1.18), the ensemble average variance
of U in isotropic turbulence is given by
σ2U prq “ 43
ż 8
0
Epk, tq
ˆ
1´ sinprkq
kr
˙
dk ` σ2P ` σ2Z “ w2T prq ` σ2P ` σ2Z . (5.4.10)
The encounter rate required only knowledge of σU on the boundary of the perception field,
i.e. at r “ Rcont for the spherical case. For captures it is necessary to estimate its value for
all r P r0, Rconts. Monin and Yaglom (1975) suggest that for r ! ηK , w2T prq is proportional to
xεyr2{ν; whilst for r „ ηK it’s proportional to xεy2{3r2{3. A simple model which is consistent
with these two results is
σ2U prq “ c1r
2
1` c2r4{3 ` σ
2
P ` σ2Z , (5.4.11)
where c1 « 1{9 and
c2 “ pc1R
2
contq{pσ2U pRcontq ´ σ2P ´ σ2Zq ´ 1
R
4{3
cont
, (5.4.12)
can be chosen to ensure that σU has the correct value at r “ Rcont.
The only remaining term which needs to be considered is the average volume fraction
xfV y. Previously this was only calculated for r “ Rcont, and now needs to be computed for
r ď Rcont. Equation (5.1.22) gives an analytic result if the predator’s direction changes less
frequently than τ “ 2Rcont{xUpRcontqy. For rapid changes of direction Monte Carlo methods
were needed. Evaluating xfV pUprM q, rM , n, τqy for all rM would be very computationally
expensive, especially if Monte Carlo methods have to be used. To get around this, Lewis
and Pedley (2001) simply assumed that fV varied linearly with rM . Substituting values of
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xfV y “ 1 at rM “ 0 and xfV y “ 0 at rM “ Rcont gives
xfV pUprM q, rM , n, τqy “ 1` rM
Rcont
pxfV pUpRcontq, Rcont, n, τqy ´ 1q . (5.4.13)
Equation (5.4.7) can now be rapidly computed using standard numerical integration tech-
niques, such as a Gauss-Legendre quadrature method.
5.5 Kinematic simulations of planktonic captures
The kinematic simulations described in section 5.2.1 were adapted by Lewis and Pedley
(2001) to study planktonic captures. When a predator and its prey are first deemed to be in
contact by the procedure outlined in section 5.2.3, the time t spent in contact was monitored
until the prey moved outside the predator’s perception field. After which, equation (5.4.8)
was used to make a decision on whether or not the prey had been captured. If a capture was
deemed to have occurred, the prey was removed and relocated in a random position outside
any perception fields of other predators. If not, the predator and prey continued on their
trajectories, which could result in them encountering each other again.
The following sections detail some of the simulation results, and compares them with
predicted capture rates shown in tables 5.2–5.7 (for TR ą 0). The results will be analysed to
understand how the variables influence the optimal foraging strategy.
5.5.1 Reaction time
Figure 5.10 shows the results of a set of simulations for each of the six domains described
in section 5.2.2 for a predator with swimming speed standard deviation σZ “ 5ˆ10´4 m s´1,
hemispherical perception field of radius Rcont “ 1.2 ˆ 10´2 m, subject to a low level of
turbulence (ε “ 5.53ˆ 10´9 m2 s´3). The 6 simulations were repeated to give the number of
encounters, and the number of captures for four, increasing, reaction times. Predictably these
results show that predators with slower reaction times will capture fewer prey, as would be
expected. A larger reaction time means that the predator will be less likely to make captures,
since fewer prey will remain in contact for that duration. The interception of the solid lines
(when 1{LÑ 0) represent the expected number of contacts in an infinite domain, and is the
value that is used to determine the capture rate, using equation (5.2.6).
Figure 5.11 compares the capture (and encounter) rate results from figure 5.10 with the
predicted capture (and encounter) rates, shown in table 5.2. The predicted results are very
good approximations to the simulated results for turbulent encounter rates, and for capture
rates for fast reacting predators. For slow reacting predators, however, the predictions slightly
underestimate the numerical results. These excellent predictions provide the basis for the
formulation of the predation rate profiles across many different ε values, used in the much
larger scale LES-NPZ simulations.
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Figure 5.10: Number captures for four different predator reaction times TR. Predator
has a hemispherical perception field, σZ “ 5 ˆ 10´4 m s´1, Rcont “ 1.2 ˆ 10´2 m,
ε “ 5.53ˆ 10´9 m2 s´3. Solid lines represent the linear regression best fit. Bolder black
points (and line) are the equivalent number of encounters (and linear regression).
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Figure 5.11: Comparison of simulated and predicted contact and capture rates (from
table 5.2) for four different predator reaction times TR. Predator has a hemispherical
perception field, σZ “ 5 ˆ 10´4 m s´1, Rcont “ 1.2 ˆ 10´2 m, ε “ 5.53 ˆ 10´9 m2 s´3.
TR “ 0 represents the encounter rate.
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Figure 5.12: Contact and capture rates for four different predator reaction times TR, for
different levels of ε. Predator has a hemispherical perception field, σZ “ 5ˆ 10´4 m s´1,
Rcont “ 1.2ˆ 10´2 m. Bold black data and line represents the encounter rate.
5.5.2 Turbulent intensity
Another group of simulations was set-up to investigate the difference between the en-
counter rate and capture rates for different TR when subject to different levels of turbulence.
Figure 5.12 shows the results of these simulations for a straight-line swimming predator with
σZ “ 5ˆ10´4 m s´1, and hemispherical perception field defined by Rcont “ 1.2ˆ10´2 m. As
discussed in section 5.3.1, increasing the turbulence results in a higher encounter rate, since
the volume mapped out is larger. If the predator can react fast enough, in this case TR ď 2 s,
the predator is able to take advantage of increases in turbulent intensity by increasing its
capture rate. However, as can be seen the predator with the slowest reaction time, TR “ 5 s,
has a capture rate that remains relatively stable at « 2.5 ˆ 10´7 m3 s´1, even for higher
levels of turbulence. The increased turbulence has the effect of increasing VZ and U , this
means that the prey traverses the perception field far too quickly for the predator to respond.
So the increase in volume mapped out by the more turbulent flow is offset by the increasing
difficulty in making a capture. Hence it is vital for any planktonic predator to be able to react
quickly to any prey in its vicinity, if it wants to take advantage of increases in its encounter
rate brought about by turbulence.
5.5.3 Swimming speed
Similar results are seen when the predator’s swimming speed is varied. Figure 5.13a
shows the results of a set of simulations for different values of σZ , under a low level of
turbulence (ε “ 5.53 ˆ 10´9 m2 s´3). The other biological parameters were kept as in the
previous case. Increasing σZ results in a higher contact rate. The effect of TR restricting the
predation rate is clearer here, since the predators with the slower reaction times, TR ě 1 s,
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receive significantly less of an enhancement to the capture rate for higher σZ . Figure 5.13b
shows the results for the same predators, but now subject to an increased level of turbulence
(ε “ 5.53 ˆ 10´7 m2 s´3). In this case it is clear that even the fastest reacting predator
(TR “ 0.5 s) is beginning to be restricted by its reaction time. In both figures this predator
attains a maximum capture rate of 2.5–3.0 ˆ 10´6 m3 s´1, even with the increased U for
ε “ 5.53ˆ 10´7 m2 s´3.
5.5.4 Sight angle
Figure 5.14 shows the encounter and capture rates for predators with different conical
perception fields (defined by radius Rcont “ 1.2 ˆ 10´2 m). In this case the straight line
swimming predators with speed σZ “ 5ˆ 10´4 m s´1 are subject to a low level of turbulence
(ε “ 5.53ˆ 10´7 m2 s´3). These simulations show that increasing the cone angle results in a
higher capture rate, which is expected since this will result in a larger volume swept out by
the predator. This increase is demonstrated by all four predators.
5.5.5 Swimming style
Figures 5.6 and 5.8 demonstrated that a predator with a conical perception field may
enhance their encounter rate by changing its swimming direction at regular intervals. This
enhancement depended upon the cone angle αsight and relative velocity U . Figure 5.15
demonstrates how this effects the corresponding predation rate when the predator’s reaction
time is taken into account. In this case the predator swims at σZ “ 5 ˆ 10´4 m s´1 and is
subject to a turbulent flow characterised by ε “ 5.53ˆ 10´9 m2 s´3. For a narrow cone angle
αsight ď 45° the faster reacting predator will gain an enhancement by utilising an irregular
swimming strategy (dashed line). A predator with αsight ă 90° can increase its capture rate
by making regular changes in direction, if it can react fast enough to the presence of prey.
However, this is not the case for the slower reacting predator (TR “ 2 s, yellow lines and
data points) who does not receive this enhancement. It does better to swim in a straight
line, because it reacts too slowly to benefit form the enhanced encounter rate it experiences
by changing direction rapidly.
This result is interesting since it demonstrates a significant difference between the en-
counter and capture rates and suggests that the optimal encounter strategy is not necessarily
the optimal predation strategy. The enhancement in encounters comes about as a consequence
of the cell’s orientation giving a larger projection of the leading surface area. However, when
the predator is in an optimal orientation for encounters it may not be optimal for captures.
When reaction times are being taken into account it is more important to consider the prey’s
path length through the perception field. The path through a predators optimal encounter
orientation may be, on average, too short for the predator to react in time to make a capture,
whereas an orientation that is less optimal for encounters may result in longer prey paths,
meaning it can make more captures.
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(a) ε “ 5.53ˆ 10´9 m2 s´3
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Figure 5.13: Contact and capture rates for four different predator reaction times TR,
for different values of σZ . Predator has a hemispherical perception field, Rcont “ 1.2 ˆ
10´2 m. (a) ε “ 5.53 ˆ 10´9 m2 s´3, (b) ε “ 5.53 ˆ 10´7 m2 s´3. Bold black data and
lines represents the encounter rate.
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Figure 5.14: Contact and capture rates for four different predator reaction times TR, for
different values of conical angle αsight. σZ “ 5 ˆ 10´4 m s´1, Rcont “ 1.2 ˆ 10´2 m,
subject to ε “ 5.53 ˆ 10´9 m2 s´3. Bold black data and line represents the encounter
rate.
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Figure 5.15: Contact and capture rates for two different predator reaction times TR, for
different values of conical angle αsight. σZ “ 5 ˆ 10´4 m s´1, Rcont “ 1.2 ˆ 10´2 m,
subject to ε “ 5.53ˆ10´9 m2 s´3. Straight line swimmer (solid lines), Irregular swimmer
with τS “ 2.7 s (dashed lines). Bold black data and lines represents the encounter rate.
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Figure 5.16: Turbulent kinetic energy dissipation rate (left) and various predation rates
(right) for a full LES-NPZ simulation with U˚ “ 3.0ˆ10´3 m s´1, US “ 3.3ˆ10´2 m s´1
Predation rates: solid lines represent predators with reaction time TR “ 5 s, dashed
TR “ 15 s.
5.6 Application to the LES-NPZ model
Incorporating these ideas into the full LES-NPZ model requires some simplifying assump-
tions, for computational efficiency. It is assumed throughout that the predator is a straight
line swimmer and has a hemispherical perception field. This makes computation of the volume
fraction, xfV y, relatively simple. Once the LES-NPZ simulation has “spun-up” (see section
3.6), the predation rate, based upon a prescribed TR value, is calculated at each depth from
the kinetic energy dissipation rate profile before the biological fields are introduced.
Examples of predation profiles for a typical LES-NPZ simulation of a wind driven Ekman-
Stokes boundary layer with friction velocity U˚ “ 3.0ˆ 10´3 m s´1, and Stokes drift velocity
US “ 3.3ˆ 10´2 m s´1 are shown in figure 5.16. Within the first 10 m of the boundary layer
the turbulent intensity (as measured by ε) is relatively high, which results in an enhanced
predation rate. However, the slower reacting predator appears to reach a limit on its predation
rate at ´5 m as the increase in ε is offset by the difficulty in capturing prey. How such
predation rates influence the vertical distribution of the phytoplankton prey is one of the
main subjects of chapter 6
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TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 3.998ˆ 10´7 6.876ˆ 10´7 1.358ˆ 10´6 3.429ˆ 10´6
UpRcontq 8.3173ˆ 10´4 1.5407ˆ 10´3 3.1306ˆ 10´3 7.9273ˆ 10´3
0.5
Capture Rate r ď R 3.808ˆ 10´7 6.255ˆ 10´7 1.086ˆ 10´6 1.632ˆ 10´6
UpRcontq 7.9082ˆ 10´4 1.4044ˆ 10´3 2.5034ˆ 10´3 3.7714ˆ 10´3
1.0
Capture Rate r ď R 3.567ˆ 10´7 5.445ˆ 10´7 7.755ˆ 10´7 7.1ˆ 10´7
UpRcontq 7.4174ˆ 10´4 1.2217ˆ 10´3 1.7889ˆ 10´3 1.6416ˆ 10´3
2.0
Capture Rate r ď R 3.05ˆ 10´7 3.894ˆ 10´7 3.894ˆ 10´7 2.188ˆ 10´7
UpRcontq 6.3539ˆ 10´4 8.7263ˆ 10´4 8.9718ˆ 10´4 5.0722ˆ 10´4
5.0
Capture Rate r ď R 1.809ˆ 10´7 1.499ˆ 10´7 9.116ˆ 10´8 3.791ˆ 10´8
UpRcontq 3.7632ˆ 10´4 3.3542ˆ 10´4 2.0970ˆ 10´4 8.7536ˆ 10´5
Table 5.2: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 90°, subject to flow field characterised
by ε “ 5.53ˆ 10´9 m2 s´3. URcont is the relative velocity of the predator to the prey.
TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 6.812ˆ 10´7 8.882ˆ 10´7 1.428ˆ 10´6 3.373ˆ 10´6
UpRcontq 1.3093ˆ 10´3 1.7555ˆ 10´3 3.0357ˆ 10´3 7.7153ˆ 10´3
0.5
Capture Rate r ď R 6.212ˆ 10´7 7.793ˆ 10´7 1.117ˆ 10´6 1.613ˆ 10´6
UpRcontq 1.1978ˆ 10´3 1.5469ˆ 10´3 2.3810ˆ 10´3 3.8358ˆ 10´3
1.0
Capture Rate r ď R 5.558ˆ 10´7 6.594ˆ 10´7 8.065ˆ 10´7 7.248ˆ 10´7
UpRcontq 1.0669ˆ 10´3 1.3045ˆ 10´3 1.7118ˆ 10´3 1.6585ˆ 10´3
2.0
Capture Rate r ď R 4.321ˆ 10´7 4.539ˆ 10´7 4.18ˆ 10´7 2.327ˆ 10´7
UpRcontq 8.3408ˆ 10´4 9.0197ˆ 10´4 8.8743ˆ 10´4 5.2858ˆ 10´4
5.0
Capture Rate r ď R 2.093ˆ 10´7 1.673ˆ 10´7 1.03ˆ 10´7 4.06ˆ 10´8
UpRcontq 4.0492ˆ 10´4 3.3024ˆ 10´4 2.1676ˆ 10´4 9.2622ˆ 10´5
Table 5.3: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 90°, subject to flow field characterised
by ε “ 5.53ˆ 10´8 m2 s´3. URcont is the relative velocity of the predator to the prey.
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TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 1.465ˆ 10´6 1.573ˆ 10´6 1.947ˆ 10´6 3.55ˆ 10´6
UpRcontq 2.7509ˆ 10´3 2.9665ˆ 10´3 3.7340ˆ 10´3 7.3817ˆ 10´3
0.5
Capture Rate r ď R 1.167ˆ 10´6 1.225ˆ 10´6 1.396ˆ 10´6 1.689ˆ 10´6
UpRcontq 2.2076ˆ 10´3 2.3197ˆ 10´3 2.6819ˆ 10´3 3.5011ˆ 10´3
1.0
Capture Rate r ď R 8.926ˆ 10´7 9.081ˆ 10´7 9.305ˆ 10´7 7.772ˆ 10´7
UpRcontq 1.6988ˆ 10´3 1.7247ˆ 10´3 1.7937ˆ 10´3 1.6040ˆ 10´3
2.0
Capture Rate r ď R 5.359ˆ 10´7 5.118ˆ 10´7 4.446ˆ 10´7 2.568ˆ 10´7
UpRcontq 1.0176ˆ 10´3 9.7445ˆ 10´4 8.5545ˆ 10´4 5.2776ˆ 10´4
5.0
Capture Rate r ď R 1.647ˆ 10´7 1.423ˆ 10´7 1.02ˆ 10´7 4.567ˆ 10´8
UpRcontq 3.1562ˆ 10´4 2.7250ˆ 10´4 1.9661ˆ 10´4 9.3996ˆ 10´5
Table 5.4: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 90°, subject to flow field characterised
by ε “ 5.53ˆ 10´7 m2 s´3. URcont is the relative velocity of the predator to the prey.
TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 9.995ˆ 10´8 1.713ˆ 10´7 3.326ˆ 10´7 8.53ˆ 10´7
UpRcontq 7.1719ˆ 10´4 1.4180ˆ 10´3 3.0351ˆ 10´3 7.8837ˆ 10´3
0.5
Capture Rate r ď R 8.599ˆ 10´8 1.27ˆ 10´7 1.792ˆ 10´7 1.999ˆ 10´7
UpRcontq 6.0539ˆ 10´4 1.0363ˆ 10´3 1.6253ˆ 10´3 1.8462ˆ 10´3
1.0
Capture Rate r ď R 7.375ˆ 10´8 9.495ˆ 10´8 1.036ˆ 10´7 7.358ˆ 10´8
UpRcontq 5.1267ˆ 10´4 7.6901ˆ 10´4 9.3808ˆ 10´4 6.7902ˆ 10´4
2.0
Capture Rate r ď R 7.375ˆ 10´8 9.495ˆ 10´8 1.036ˆ 10´7 7.358ˆ 10´8
UpRcontq 3.7360ˆ 10´4 4.4177ˆ 10´4 3.8178ˆ 10´4 1.9362ˆ 10´4
5.0
Capture Rate r ď R 2.378ˆ 10´8 1.582ˆ 10´8 8.564ˆ 10´9 3.533ˆ 10´9
UpRcontq 1.6089ˆ 10´4 1.2544ˆ 10´4 7.6355ˆ 10´5 3.2724ˆ 10´5
Table 5.5: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 30°, subject to flow field characterised
by ε “ 5.53ˆ 10´9 m2 s´3. URcont is the relative velocity of the predator to the prey.
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TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 1.657ˆ 10´7 2.218ˆ 10´7 3.629ˆ 10´7 8.283ˆ 10´7
UpRcontq 1.0523ˆ 10´3 1.4742ˆ 10´3 2.7059ˆ 10´3 7.3952ˆ 10´3
0.5
Capture Rate r ď R 1.319ˆ 10´7 1.608ˆ 10´7 2.027ˆ 10´7 2.022ˆ 10´7
UpRcontq 8.0984ˆ 10´4 1.0281ˆ 10´3 1.4548ˆ 10´3 1.7797ˆ 10´3
1.0
Capture Rate r ď R 1.046ˆ 10´7 1.166ˆ 10´7 1.177ˆ 10´7 7.52ˆ 10´8
UpRcontq 6.3526ˆ 10´4 7.3225ˆ 10´4 8.3408ˆ 10´4 6.5951ˆ 10´4
2.0
Capture Rate r ď R 6.757ˆ 10´8 9.373ˆ 10´8 4.812ˆ 10´8 2.174ˆ 10´8
UpRcontq 4.0249ˆ 10´4 3.9764ˆ 10´4 3.3945ˆ 10´4 1.8912ˆ 10´4
5.0
Capture Rate r ď R 2.316ˆ 10´8 1.695ˆ 10´8 9.645ˆ 10´9 3.646ˆ 10´9
UpRcontq 1.3578ˆ 10´4 1.0669ˆ 10´4 6.7891ˆ 10´5 3.3945ˆ 10´5
Table 5.6: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 30°, subject to flow field characterised
by ε “ 5.53ˆ 10´8 m2 s´3. URcont is the relative velocity of the predator to the prey.
TR s σZ m s
´1 0.5ˆ 10´3 1.0ˆ 10´3 2.0ˆ 10´3 5.0ˆ 10´3
0.0
Contact Rate r ď R 3.55ˆ 10´7 3.843ˆ 10´7 4.877ˆ 10´7 9.133ˆ 10´7
UpRcontq 2.1559ˆ 10´3 2.3542ˆ 10´3 3.0699ˆ 10´3 6.5280ˆ 10´3
0.5
Capture Rate r ď R 2.171ˆ 10´7 2.24ˆ 10´7 2.413ˆ 10´7 2.309ˆ 10´7
UpRcontq 1.2504ˆ 10´3 1.3021ˆ 10´3 1.4401ˆ 10´3 1.5608ˆ 10´3
1.0
Capture Rate r ď R 1.365ˆ 10´7 1.348ˆ 10´7 1.265ˆ 10´7 8.461ˆ 10´8
UpRcontq 7.7697ˆ 10´4 7.7180ˆ 10´4 7.4593ˆ 10´4 5.6742ˆ 10´4
2.0
Capture Rate r ď R 6.273ˆ 10´8 5.79ˆ 10´8 4.67ˆ 10´8 2.43ˆ 10´8
UpRcontq 3.5615ˆ 10´4 3.3200ˆ 10´4 2.7509ˆ 10´4 1.6298ˆ 10´4
5.0
Capture Rate r ď R 1.408ˆ 10´8 1.215ˆ 10´8 8.788ˆ 10´9 4.067ˆ 10´9
UpRcontq 8.1060ˆ 10´5 6.9850ˆ 10´5 5.1741ˆ 10´5 2.7595ˆ 10´5
Table 5.7: Predicted contact (TR “ 0) and capture rates (TR ą 0), (m3 s´1), for a
straight line swimming predator with sight angle “ 30°, subject to flow field characterised
by ε “ 5.53ˆ 10´7 m2 s´3. URcont is the relative velocity of the predator to the prey.
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Chapter 6
Deep chlorophyll maxima: the role
of planktonic predation
6.1 Introduction
A ubiquitous feature of aquatic and marine ecosystems throughout the world is the pres-
ence of significant sub-surface primary production (phytoplankton growth), observed in ver-
tical fluorescence profiles. Such features are known as deep chlorophyll maxima (DCM) or
deep biological maxima (DBM). These are described as a broad region (Op10 mq) of relatively
high chlorophyll concentration, often found below the mixing layer, a region of high mixing.
Garratt (1994) suggests that the mixing layer depth is zML « 0.2-0.4zTD, where zTD “ U˚{f
is the mixed layer depth. DCM have been observed in many oceanic environments (Cullen
and Eppley 1981, Cullen 1982, Furuya and Marumo 1983, Takahashi et al. 1989, Letelier
et al. 2004, Mac´ıas et al. 2008, Cullen 2015), as well as a number of limnic (inland water)
systems (Burnett et al. 2006, White and Matsumoto 2012, Simmonds et al. 2015).
The question of exactly what processes drive the formation of DCM remains an open
problem (Cullen 2015). One of the earliest hypotheses is that DCM form as a consequence
of concentrations of organic particles along density gradients (Jerlov 1953). Simmonds et al.
(2015) suggests that the presence of the nutricline, brought about by thermal stratification,
leads to an increase in the phytoplankton growth rate. Klausmeier and Litchman (2001)
inferred that DCM would form at depths corresponding to equal light and nutrient limitation
in weak turbulence. Letelier et al. (2004) found that the increase of PAR (photosynthetically
available radiation) during the summer induced an increase in the phytoplankton biomass
around the deep chlorophyll maxima depth at a location north of O’ahu. They also found
that the DCM depth increased between winter and summer due to seasonal variation in the
nutricline depth, and the water column PAR attenuation rate.
Many studies indicate that turbulent mixing plays an important role in the formation
of DCM. Vertical heterogeneity in phytoplankton populations is typically associated with
poorly mixed regions of the water column (Venrick et al. 1973, Klausmeier and Litchman
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2001, Huisman et al. 2006, Wang and Goodman 2010, Mac´ıas et al. 2013). One of the most
relevant studies to this work is that of Venrick et al. (1973). The authors observed a DCM
in the Pacific Ocean that resulted from wind-driven turbulence. DCM often form when the
mixing of the water column is restricted by either a density gradient, or by low turbulent
kinetic energy Lindholm (1992), Reynolds (1992), Mac´ıas et al. (2013). The observations of
Mac´ıas et al. (2013) are of particular interest to this work, since they display a strong anti-
correlation between the kinetic energy dissipation rate and fluorescence. Results of this nature
are very important and show that turbulence has both a creative and destructive capacity
with regard to particle vertical structure. Mac´ıas et al. (2013) results provide motivational
and empirical support for the analysis and results of this chapter.
This raises a question, can the physical drivers controlling DCM formation and persis-
tence be related to a biological process? The experimental results of Pannard et al. (2015)
suggest that depth dependent zooplankton grazing may promote the persistence of a DCM
in a stratified lake. They hypothesised that grazing removed phytoplankton biomass in the
upper region (epilimnion) of the stratified lake. This increased the availability of light in
the metalimnion (thermocline). They argued that oxygen sensitive zooplankton species were
not able to reach the DCM which was close to the anoxic layer. The results agreed with
similar studies of Pilati and Wurtsbaugh (2003), Sawatzky (2006). Fennel and Boss (2003)
define what they call the “general compensation depth”, which is the depth at which the
attained phytoplankton growth rate is balanced out by losses due to zooplankton predation
and sinking. These studies highlight the importance of zooplankton predation on the ver-
tical distribution of phytoplankton. In a wind driven ocean boundary layer, high levels of
turbulent mixing near the surface leads to an enhanced predation rate. High predation near
the surface will restrict growth in this region. Lower levels of turbulence below the mixing
layer depth results in reduced predation pressure and the phytoplankton can grow relatively
unabated. The work of this chapter seeks to test the hypothesis that a turbulent dependent
predation pressure can result in DBM similar to the results of Mac´ıas et al. (2013). The
LES-NPZ model described in this work, incorporating the predation model of chapter 5, is
an ideal tool for testing the ideas described above.
6.2 Mac´ıas data
This section provides a brief summary of the observations of DCM recorded in the sub-
surface upper ocean discussed by Mac´ıas et al. (2013) (subsequently denoted by M13), which
provided the motivation for the studies in this chapter and the work of Lewis et al. (2017).
M13 describes the results of measurements taken at four different marine environments,
specifically the Alboran Sea (a coastal upwelling region off the Spanish east coast), the
tidally dominated Strait of Gibraltar, a region of open ocean in the North Atlantic (at „
34°30’ N, 8°30’ W) and a site just off the tip of the Antarctic Peninsula. The measurements
were recorded using a TurboMAP-L fast sampling (512 Hz) probe (Doubell et al. 2009), an
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implement which can be used to measure conductivity, temperature, shear, and fluorescence
to a high resolution scale of the order centimetres. In the experiments the probe was allowed
to free-fall from the surface to a typical depth of 150 m. The choice of 150 m captures the
effects of both the wind driven upper mixed layer as well as the weakly stratified lower part
of the water column. With the exception of the North Atlantic site (where measurements
took place in the spring), the measurements were taken during the summer months, at a time
when DCM are very prevalent in the polar and temperate latitudes. At this time of year
the levels of turbulent mixing are relatively low, which leads to nutrient depletion and low
phytoplankton growth in the upper mixed layer (Holm-Hansen et al. 2005).
Estimates of the average energy dissipation rate profiles, xεpzqyT were calculated from the
measurements of vertical shear using the relation
xεpzqyT “ 15
2
νxBuBz y
2
T (6.2.1)
(c.f equation (2.2.24)) where ν is the kinematic viscosity. The authors acknowledge that the
results from the highly turbulent near surface region may be unrealistic, since the probe needs
to be free-falling through the water column, and typically this condition is only achieved some
10´15 m below the surface. The prevailing vertical stratification conditions were summarised
by an average buoyancy frequency ωpzq, also known as the Brunt-Va¨isa¨la¨ frequency, given by
ω2pzq “ ´g
ρ
xBρBz yT . (6.2.2)
Figure 6.1 shows four vertical profiles, one for each of the locations, comparing the energy
dissipation rate and fluorescence (measured in relative fluorescent units) fitted to standard
Gaussian curves. These profiles are reproduced from M13.
From these datasets, the most important feature relevant to this study is the relative
position of the deep chlorophyll maximum, DCMdepth, to the depth at with the energy dis-
sipation rate achieves its maximum, peakdepth. Of the 73% profiles that featured a subsur-
face peakdepth, approximately two thirds (31{46) exhibited a DCMdepth situated below, but
within one standard deviation of peakdepth. M13 found that the maximum fluorescence mea-
surements were significantly correlated with negative εpzq gradients within the upper mixed
layer, with the average DCMdepth occurring 18 m below the corresponding peakdepth value.
This correlation was not found in the remaining 15 profiles where there was a higher de-
gree of stratification (ω2 “ 3.21ˆ 10´3˘ 1.82ˆ 10´3 s´2) relative to the “matching” profiles
(ω2 “ 1.1ˆ10´3˘1.2ˆ10´3 s´2). The results of M13 are very important because they present
experimental evidence of intense DCM (of the order of 2´ 6 times the background level) in
absence of strong stratification, conditions that are typically considered to be a prerequisite
for biological aggregations, especially thin layers (Durham et al. 2009, Hoecker-Mart´ınez and
Smyth 2012, Shroyer et al. 2014).
Figure 6.2 shows the location of the DCMdepth relative to the peakdepth for each of the 31
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Figure 6.1: Four illustrative fluorescence (left) and energy dissipation rate (right) profiles
taken from Fig. S1 of Mac´ıas et al. (2013), showing how DCM are to be found just below
z “ peakdepth, where εpˆ10´7 m2 s´3q achieves its maximum value. (a) is from the
Alboran Sea, (b) is from the Strait of Gibraltar, (c) is near the Antarctic Peninsula and
(d) is from the North Atlantic. Further similar profiles are presented in Mac´ıas et al.
(2013).
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Figure 6.2: Location of DCMdepth compared to peakdepth for each of the 31 profiles from
Mac´ıas et al. (2013) classified as “matching”. The dashed line represents the linear fit to
the data. The figure is taken from Mac´ıas et al. (2013) figure 3a.
profiles classified as matching, i.e. DCMdepth P rpeakdepth´peakwidth,peakdepth`peakwidths.
This demonstrates the statistically significant relationship between DCMdepth and the sub-
surface peakdepth. A further negative correlation was found between DCMdepth and ε near
DCMdepth ˘DCMthick, which indicates that high fluorescence values are associated with low
levels of turbulence within the upper mixing layer. It is important to note that the matching
criteria is applied to the measured levels of fluorescence and ε, rather than the Gaussian ap-
proximations. This can be seen in figures 6.1a and 6.1d where the approximation to the DCM
appears to lie outside of the matching criteria, whereas the data (green plot on the figure)
lies within the required region to be a match. Figure 6.3 shows the depth of the Gaussian
approximations to DCMdepth and associated approximation to peakdepth˘peakwidth, for each
of the profiles denoted as “matching” by M13. The black ˚ and bounds represent the match-
ing criteria, as measured by the Gaussian approximation to ε (the peaks and half-widths for
ε and fluorescence are presented in the appendix of M13). In each case the location of the
approximated fluorescence peak lies either within, or below, the matching criteria. With only
a few exceptions, this is below the ε peakdepth. This demonstrates a strong anti-correlation
between turbulent intensity and fluorescence. The dissociation between the actual measure-
ments, used to classify the results, and the Gaussian approximations is illustrated in the
differences between figures 6.2 and 6.3. Differences are particularly evident for the results
from the North Atlantic site.
These aren’t the first results that demonstrate a relationship between DCM and regions
of low turbulence, see for example Cullen and Eppley (1981), Estrada et al. (1993), Yamazaki
et al. (2010). However, most of the previous works have approximated the level of turbulence
by vertical eddy diffusion. M13 is to the best of the authors’ knowledge the first paper to
describe the existence of a consistent relationship between DCM and ε in a wide variety of
ocean environments.
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Figure 6.3: Location of the Gaussian fit for DCMdepth relative to the fit for the peakdepth
and matching criteria DCMdepth P rpeakdepth´peakwidth,peakdepth`peakwidths for each
of the 31 “matching” profiles from Mac´ıas et al. (2013). The ˚ data points and bounds
correspond to the location and half-widths (respectively) of the Gaussian band for the
peakdepth in each profile (see appendix of M13). The location of the Gaussian band peak
for fluorescence is shown by the data points indicated in the legend.
The location of the DBM (deep biological maxima) relative to its associated DCM is
typically assumed to correlate exactly. However, because the chlorophyll-to-carbon ratio is
not constant and increases with depth (and can vary widely with species) there is some ex-
perimental evidence that the location of the DBM can lie deeper than the observed DCM
(Longhurst and Harrison 1989, Pe´rez et al. 2006, Cullen 2015, Mojica et al. 2015). This
displacement typically occurs in relatively stable boundary layers, such as those found in
tropical waters; however these conditions do pertain for the locations studied by M13. Hence
it is assumed that the DCM is equivalent to the DBM in these cases. M13 point out that the
later-summer and early-autumn DCM location coincides with a net rate of carbon accumula-
tion (Mac´ıas et al. 2008), similarly, in the sampling location of the Antarctic Peninsula it was
found that the chlorophyll concentration was highly correlated with total microbial biomass
throughout the austral summer (Karl et al. 1991). A dissociation between DCM and DBM
occurred most often at the North Atlantic site. In that instance the DCM appeared below
80 m, and M13 argued that at such depths light is a limiting factor which explains why the
results from this region differ substantially from the other three locations.
M13 hypothesise that these observations of DCM in absence of stratification occur when
appropriate physical and biological conditions exist, namely the juxtaposition of two vertically
opposing gradients of resources - light and nutrients (Longhurst and Harrison 1989). The
two vertically opposing gradients of light and nutrients form an optimal window for DCM
formation. This seems to be a plausible hypothesis, although it is likely to be modulated by
other factors. For example the action of turbulent motions continually acts to redistribute any
accumulation of planktonic particles. So the observation of a DCM implies that there must
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Figure 6.4: Illustration of the suitable region for DCM formation. The intensity and
exact position of the DCM is determined by a combination of the favourable physical
(low mixing) and environmental (high nutrient and light resources) conditions. The
region between the mixing layer depth and the mixed layer depth is the DCM window.
be some mechanism underlying its formation which overcomes this natural mixing process.
Figure 6.4 illustrates this idea of an optimal window for DCM formation. The top layer
is referred to as the mixing layer and is a region of high mixing (indicated by the topmost
dashed line), the second dashed line is the depth of the mixed layer. The intensity and
position of the DCM within the region of the mixed layer below the mixing layer depth is
determined by a combination of the environmental factors and hydrological conditions. In the
profiles in which the a subsurface ε maxima that did not meet the “matching” criteria, M13
observed that the ε-peak was located near a stratified region of the water-column whereas
the DCM-peak was located in a region of weaker stratification within the mixed layer. This
suggests that discontinuities within the water column, such as the thermocline or pycnocline,
can hinder the turbulent redistribution of planktonic matter. M13 also highlight the role of
cells sinking faster out of high turbulence zones and accumulating in regions of low vorticity
below peakdepth, which is supported experimentally by Ruiz et al. (2004).
Another regulatory important factor is the predation of zooplankton on phytoplankton,
summarised in chapter 5. The gradient of this predation is known to be strongly dependent
on the level of background turbulence (Rothschild and Osborn 1988, Lewis and Pedley 2000,
2001, Lewis et al. 2017). So in a sense it can be classified as both an environmental and
physical factor (figure 6.4) that influences the DCM window. Understanding the role played
by planktonic predation in regulating DCM formation and persistence is one of the main
goals of this work.
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6.3 Intensity/aggregation statistics
In order to establish the connection between the level of turbulence and biological sub-
surface maxima it is helpful to introduce an intensity measure of the form
IP pz, tq “
$’&’%
xP 12yI
xP y2I
if xP yI ě 0.1
0 otherwise
(6.3.1)
from Lewis (2005), Brereton (2013), Brereton et al. (2018). Here P “ xP yI ` P 1, where
the triangular brackets represent a horizontal average, and the primed quantity denotes a
fluctuation from the horizontal mean. If xP yI is very small then the fraction xP 12yI{xP y2I will
be large by definition, since this is of little interest the value of IP is set to zero for xP yI ă 0.1
in equation (6.3.1). This measure is typically used to establish the existence of horizontal
planktonic patchiness. However, it can also be used to determine the depth at which turbulent
mixing is low enough to facilitate the formation of a DBM. If IP is small then the population
is homogeneous and well mixed, whilst high values of IP indicated a more heterogeneous
population indicative of reduced levels of background turbulence. When there is a higher
level of heterogeneity in the phytoplankton field this indicates that the planktonic growth
is, to some extent, able to overcome the homogenising tendencies of the turbulent mixing.
In this low mixing scenario there will also be fewer predator-prey interactions, resulting in
a lower predation rate. This will stimulate higher growth rates leading to patches of higher
phytoplankton concentrations.
The time-evolution of the maximum value of IP pz, tq for a simulation with pU˚, USq “
p3.0, 3.3q is shown in figure 6.5a. The level of heterogeneity is not consistent over time, the
peaks and troughs are aligned with the growth cycles of the phytoplankton. The correspond-
ing depth at which the maximum value occurs is shown in figure 6.5b. In order to get a
clearer idea as to the level of heterogeneity it is often more convenient to consider the time
average of IP pz, tq, this is given by
IP avpzq “ 1
Tsim
ż Tsim
0
IP dt (6.3.2)
where Tsim is the simulation time. The depth at which IP avpzq takes its maximum is denoted
as zopt. The time-evolution of IP pzopt, tq is plotted as dashed lines in figure 6.5a. The evolution
closely matches that of maxzpIP pz, tqq and indicates that zopt is a good approximation to the
depth at which there is the highest level of heterogeneity. This depth, zopt, is indicated by
the dashed line on figure 6.5b. Profiles of IP av for simulations at pU˚, USq “ p3.0, 3.3q over a
depth of zS “ 30 m with a base (and surface) flux of nutrients are shown in figures 6.6a (and
6.6b respectively). Profiles of IP at various times are plotted in the finer dashed lines. Whilst
the maximum level of heterogeneity does change significantly over time, the average of the
measure does provide useful information on the overall heterogeneity of the phytoplankton
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Figure 6.5: Time evolution of (a) maxzpIP pz, tqq and IP pzopt, tq, (b) Depth of
maxzpIP pz, tqq. Taken from a LES-NPZ simulation for pU˚, USq “ p3.0, 3.3q over a depth
of zS “ 30 m with the nutrient flux at the base of the simulation layer z “ zS . The
dashed line in (b) is the line z “ zopt.
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Figure 6.6: IP avpzq for a LES-NPZ simulation for pU˚, USq “ p3.0, 3.3q over a depth of
zS “ 30 m with nutrient flux at the (a) base z “ zS , (b) surface z “ 0. Finer dashed
lines are IP pz, tq at different times.
population within the boundary layer. The first 10 m of the boundary layer are highly
turbulent, and well mixed, as indicated by the low values of IP av. In both cases, there is
a subsurface peak in IP av at 12 m, which means that the level of turbulence has subsided,
and the P field is more heterogeneous as a result. Below this peak, the phytoplankton
population starts to increase, and a DBM forms (this is shown in figure 6.7). In this region,
the phytoplankton population is relatively high, and dominates the fraction (6.3.1), which
means IP is low as result. It is important to note that high IP does not necessarily correlate
with high xP yI , however a subsurface peak can given an indication that the level of turbulence
has declined and the P population is becoming more heterogeneous.
A similar measure for the nutrient will be used in section 6.6 in passive tracer (LES +
Nutrient only) simulations in order to determine the mixing depth zML of the boundary layer.
6.4 Nitrate boundary conditions
In all of the simulations that have been considered so far the flux of nutrients into the
boundary layer has been located at the base of the simulated boundary layer, at z “ zS .
However, in the instances where zS " zTD, this is not very useful, since there is little or
no mixing at this depth. Consequently the nutrients may not reach zTD during a typical
simulation time. To overcome this problem, additional simulations were conducted in which
an inward flux of nutrients was imposed at the surface, z “ 0, with the flux at z “ zS set to
zero. Mathematically this boundary condition is given by
dN
dz
ˇˇˇˇ
z“0
“ ´xwNy ; dN
dz
ˇˇˇˇ
z“zS
“ 0, (6.4.1)
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where xwNy “ ´2.8ˆ 10´10 kg m´2 s´1. Such a surface flux of nutrients could be attributed
to a significant river run-off event (Varela et al. 2005), ash from a volcanic eruption (Frogner
et al. 2001), or even by agricultural or industrial pollution (Smith 1998, Carpenter et al.
1998). Whilst some of these processes, in particular those involving pollutants, have many
adverse affects to lakes, rivers and coastal waters caused by eutrophication, they can result in
increased biomass of phytoplankton and zooplankton. This surface replenishment of nutrient
will be used to investigate what changes (if any) occur to the DCM/DBM characteristics
under different turbulent regimes when the nutrient source is changed. It will help to analyse
whether the DCM occurs directly as a consequence of the nutricline or whether there are
additional drivers (physical or biological) behind the formation of DCM/DBM. In the absence
of any uptake by phytoplankton, the nutrient can be considered a passive tracer within the
water column. This means that when the surface boundary condition is imposed, nutrients
should become well-mixed down to the mixing layer depth, before slowly diffusing into the
lower layers. As a consequence this will create a gradient at the mixing layer boundary, giving
an indication of the turbulent depth.
Figure 6.7 shows the time-averaged profiles of xNyT and xP yT from two simulations with
intermediate wind forcing, pU˚, USq “ p3.0, 3.3q for each of the nutrient (base and surface)
boundary conditions. The simulations demonstrate that a DBM does indeed form in the
surface flux regime. Nutriclines form for both boundary conditions; bottom-up (base flux)
and top-down (surface flux). In both cases this leads to the formation of a DBM at or
around the mixing depth near where the nutricline is located. Figure 6.8 shows the evolution
of the normalised horizontally averaged instantaneous phytoplankton population, xP yI , for
each of the two nutrient boundary conditions described above. The DBM exhibit the typical
oscillatory behaviour of the NPZ system, detailed in section 3.3. These oscillations appear as
a consequence of the growth and predation cycles of the P and Z fields respectively. These
results look very similar to the experimental datasets of M13, displaying a clear DBM peak at
25 m (base flux) and 23 m (surface flux). The question arises as to why the DBM still forms
at the nutricline in the surface flux case. When the nutrient flux is located at the surface,
it would be intuitively expected that phytoplankton would grow near the surface where
there is an abundance of nutrients and high light levels. However, something is inhibiting
surface growth, forcing the phytoplankton to grow at deeper, less optimal, depths. The main
hypothesis of this work is that zooplankton predation acts to restrict surface growth, and
consequently plays a very important role in DBM formation.
6.5 Studies of DCM/DBM using the LES-NPZ model - Lewis
et al. (2017)
In what follows the roles of turbulent mixing, predation pressure, nutrient resources and
the correlations between them will be systematically examined with a view to obtaining
a better understanding of how DBM, such as those shown in the M13 datasets, can come
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Figure 6.7: Time averaged xNyT (left) and xP yT (right) profiles for the two nutrient
boundary conditions, base (solid, black) and surface (dashed, red) flux of nutrient into
boundary layer. Taken from a LES-NPZ simulatio for pU˚, USq “ p3.0, 3.3q (intermediate
wind forcing), with the normalised (N, P, Z) fields starting from initial values (1.0, 0.5
and 0.5) respectively.
Surface flux
5 10 15 20 25
Time (days)
-30
-25
-20
-15
-10
-5
0
D
ep
th
 (m
)
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Base flux
5 10 15 20 25
Time (days)
-30
-25
-20
-15
-10
-5
0
D
ep
th
 (m
)
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Figure 6.8: Evolution of phytoplankton (xP yI) for the two nutrient boundary conditions,
base (left) and surface (right) flux of nutrient into boundary layer. Taken from a LES-
NPZ simulation for pU˚, USq “ p3.0, 3.3q (intermediate wind forcing), with the normalised
(N, P, Z) fields starting from initial values (1.0, 0.5 and 0.5) respectively.
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about. The LES-NPZ model presented in chapters 2 and 3 along with the boundary conditions
described above is an ideal tool for analysing the various physical and biological drivers of
DBM formation. Each boundary layer is generated by a fixed wind forcing summarised
by the U˚ and US parameters. These simulations will be characterised by notation of the
form pU˚, USq, such that a boundary layer with U˚ “ 3.5 ˆ 10´3 m s´1 and US “ 3.9 ˆ
10´2 m s´1 will be denoted by pU˚, USq “ p3.5, 3.9q. The boundary layers are generated using
the procedures outlined in section 3.6.
6.5.1 Sensitivity to wind forcing
The first set of simulations were designed to investigate the sensitivity of DCM/DBM for-
mation to wind forcing. To achieve this, three different wind driven, Stokes-Ekman boundary
layers (each with a simulation depth zS “ ´50 m) were spun up, with parameter settings
pU˚, USq “ p2.0, 2.2q, p3.0, 3.3q, and p4.0, 4.4q, corresponding to “low”, “intermediate”, and
“strong” wind forcing regimes, respectively (the terminology “strong” is only comparative,
since it represents a windspeed of only around 4 m s´1). Figure 6.9a-6.9c show the energy
dissipation rate profiles for each of the three boundary layers in turn, alongside the cor-
responding profiles of zooplankton predation. Derived from the initial spin up run, these
average profiles remain fixed throughout the subsequent biological simulation. The dissi-
pation profiles show a progressive increase in the near surface maximum dissipation rates
(0.65 ˆ 10´7–2.0 ˆ 10´7 m2 s´3) with wind forcing, and a corresponding deepening of the
mixing layer. In each case, the dissipation rate falls to (almost) zero around about half the
turbulent depth zTD{2, equivalent to 10 m, 15 m, and 20 m, respectively. The predation
rate profiles are calculated for a relatively small predator length scale rZ “ 5 ˆ 10´5 m,
possessing a spherical perception field of radius R “ 2ˆ 10´3 m, with an average swimming
speed σZ “ 5 ˆ 10´5 m s´1, with a reaction time TR “ 5 s (see Table 3.2). These profiles
are all fairly similar near the surface (as the reaction time limits the number of possible cap-
tures, despite the increase in predator-prey contacts as a consequence of higher dissipation
rates), falling away at different rates, before levelling off at „ 10´9 m3 s´1 near zTD{2. Since
εpz ă zTD{2q « 0 and the flow is relatively quiescent, the predator is forced to rely on its
swimming capabilities alone in order to find prey. This means the predation rate is almost
constant for z ă zTD{2.
Figures 6.10a–6.10c show the corresponding evolution of the biological pxNyI , xP yI , xZyIq
profiles over the simulation time Tsim, assuming a maximum phytoplankton growth rate
of µmaxP “ 5 ˆ 10´5 s´1. Here the triangular brackets, x¨yI , refer to an instantaneous 2d
(horizontal) average. In these simulations, nutrient supplies are constantly replenished by a
uniform flux into the boundary layer at the base, z “ zS , of the simulation domain, described
by equation (3.4.9). This nutrient replenishment outweighs the losses through phytoplankton
growth, the result is the steady formation of a nutricline, with significantly higher nutrient
concentrations at the base of the domain compared to the surface. Consider the low wind,
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pU˚, USq “ p2.0, 2.2q, case in figure 6.10a first. The mixing layer of zML “ zTD{2 “ 10 m is
relatively shallow, insufficient to mix the additional nutrients from the base of the domain
towards the surface region, so these nutrients simply accumulate in the lower regions, very
slowly diffusing further into the layer. Nonetheless, the initial nutrient levelN “ 1.0 is already
sufficient to support immediate P growth. However, this initial growth is not uniformly
distributed across the boundary layer. Instead a DBM forms from a depth z “ 8–15 m, in
the region of the point zML « zTD{2 where εpzq « 0. The numerical DBM is a transient
feature, lasting about 2-3 days or so because, just as in the simplified model illustrated in
section 3.3, the growth in the P concentration promotes a response from the zooplankton
population. This DBM is somewhat similar to those presented by M13 (figure 6.1). A
numerical DZM forms at a similar depth and with similar structure but somewhat after the
DBM, consuming the latter before itself dies off. This restores the biological fields to a uniform
(not the initial) state at around 8-10 days, the oscillation timescale, from section 3.3, for this
system is approximately 6 days.However, This is not the full story, a little later a second DBM
forms and extends deeper into the boundary layer, with decreasing magnitude and subject
to some time dilation due to decreasing light levels. This results in intense phytoplankton
growth at 45–50 m at the base of the domain, where the nutricline is forming, on a similar
timescale. This DBM is apparently not subject to the time dilation that occurs in the regions
above. This is because the increased nutrient presence effectively counters the reduction in the
attained phytoplankton growth rate due to the lower light levels. Mathematically, increasing
(or decreasing) the light, or nutrient, levels, whilst keeping the other constant, has the effect of
increasing (or decreasing) the phytoplankton growth rate (equation (3.2.19)). At this depth,
the light levels are low, which means that the growth rate declines. However, the nutrients
are relatively abundant here, which increases the growth rate. These two effects combined
with the low level of predation (figure 6.9a) allow this magnitude of population on a timescale
similar to that achieved at the surface. As in the previous cycle, this phytoplankton growth
initiates a response from the zooplankton, which forms two deep zooplankton maxima of
similar structure to that of the phytoplankton. The formation of this deeper DBM supports
the idea that the presence of the nutricline is a driver in DBM formation. However, this does
not account for the initial DBM at z “ zM , the location and form of this DBM is similar
to those recorded in the experimental datasets shown in figure 6.1 (which are for DCM).
This illustrates that the results of M13 are important, since most other observational reports
on DCM do not include any corresponding measure of turbulent mixing. This numerical
modelling work supports M13’s observations that the two are correlated.
For the moderate wind, pU˚, USq “ p3.0, 3.3q, simulation shown in figure 6.10b, the results
are broadly similar. Again the inital phytoplankton growth occurs in the region of zML “
zTD{2 “ 15 m which is still too shallow for much of the replenishment nutrient added at
zS “ 50 m to be mixed into the surface region. As before this initial DBM forms and persists
for about 5 days, before being consumed by the zooplankton, which itself dies out through
lack of food after about 10 days. After 12 days a second DBM forms just below zML and
148
CHAPTER 6. DEEP CHLOROPHYLL MAXIMA: THE ROLE OF PLANKTONIC
PREDATION
extends deeper into the boundary layer before increasing in intensity in the region of the
nutricline. The growth in the region between 0.6zTD and zTD is most interesting because it
forms well above the nutricline. The DBM increases with intensity deeper in the mixed layer
as the increased nutrient concentration compensates for the reduced light availability.
In the strongest wind case, (figure 6.10c) the DBM only forms below zTD, in the region
dominated by the nutricline after 12 days. In the region above, the predator is strong enough
to prevent any significant growth from the phytoplankton population and the growth is
uniform throughout this region. The most interesting feature of figures 6.10a and 6.10b are
that a DBM forms in the regions well above the nutricline.
6.5.2 Sensitivity to nutrient boundary conditions
Figures 6.11a–6.11c shows the evolution of the biological pN,P,Zq profiles for the same
three boundary layers as before, only this time the replenishing nutrient flux is applied at
the surface rather than the base (equation (6.4.1)). So unlike in the previous examples, this
extra nutrient is mixed throughout the mixing layer, eventually reaching depths close to zTD
for the highest wind case of pU˚, USq “ p4.0, 4.4q. Although a surface flux is a somewhat
unrepresentative of how nutrient replenishment typically occurs within ocean mixing layers,
it provides a means, within the model constraints, of making the extra nourishment readily
available to the biological populations in those regions of the water column where DBM
formed previously. In all three cases, the initial behaviour is similar to before, however the
initial DBM of the low and intermediate wind simulations are of larger magnitude. In the low
wind case (figure 6.11a) a second DBM forms after 8-10 days in a similar fashion to figure
6.10a. However, the relative absence of nutrients at the base of the layer means that the
DBM in this region occurs much later and appears as a time-dilated extension of the DBM
at zML, unlike the significant growth seen in this region in figure 6.10a. The main effect of
adding nutrients to the surface of the boundary layer is to stimulate an additional DBM cycle
at zML. The increase in nutrients in this region has the effect of increasing the (attained)
phytoplankton growth rate, allowing for the fourth DBM within the simulation time.
In the intermediate wind case, shown in figure 6.11b, the general behaviour is similar. A
second DBM forms after 8 days at just below zML and extends to the base of the simulation
zone, subject to the time-dilation caused by decreased light levels. Similarly to the low wind
case, the additional nutrients near the surface has increased the attained growth rate of the
phytoplankton, which has allowed for the third predator-prey cycle to be completed, whereas
in the equivalent case of figure 6.10b this has cycle only just begun.
This high wind case (figure 6.11c) is very similar to that of figure 6.10c. However, the
DBM that forms below zTD occurs much later and is less intense due to the absence of
nutrients in this region. The phytoplankton are unable to grow as rapidly and do not reach
a similar population before the zooplankton responds. Similarly, the additional nutrient in
the surface region above zTD initiates an additional oscillation in this region compared to the
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Figure 6.9: Energy dissipation profiles (left) and the corresponding zooplankton pre-
dation rate profiles (right) for the small predator (Table 6.1) taken from three LES-
NPZ simulations subject to (a) pU˚, USq “ p2.0, 2.2q, (b) pU˚, USq “ p3.0, 3.3q, and (c)
pU˚, USq “ p4.0, 4.4q.
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Figure 6.10: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p1.0, 0.5, 0.5q subject to pU˚, USq “ (a) p2.0, 2.2q, (b) p3.0, 3.3q,
and (c) p4.0, 4.4q. An inward flux of nutrients is imposed at the base zS “ ´50 m. Bio-
logical data from table 3.2, incorporating the small predator.
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equivalent base flux simulation.
The interesting feature of these simulations is that significant phytoplankton growth oc-
curs below the region of high nutrient, in the same location as the equivalent base flux
simulation. Additionally, the zooplankton response is strongest in the near surface regions.
This demonstratesthat DBM formation is clearly a fairly robust process and operates inde-
pendently of changes in the nutrient distribution within the boundary layer. Provided there
is sufficient nutrient to support growth, DBM are likely to form in the regions of reduced mix-
ing. It might be expected that the phytoplankton would reside in the surface regions, where
nutrient is most abundant, however this is not the case, since the high levels of predation
pressure restricts the growth near the surface.
6.5.3 Sensitivity to predation pressure
Further simulations were designed to test how the predation pressure influences the for-
mation of DBM. Firstly, the same set of simulations as in section 6.5.1 were initiated with
the relatively small predator replaced with a larger zooplankton species. The key biological
parameters for this larger predator are presented in table 6.1, where the formulae used in
calculating growth rates, etc., follow table 3.2.
Parameter Small predator Large Predator
Background Z concentration Z0 2ˆ 104 cells m´3 1ˆ 102 cells m´3
Z cell radius rZ 5ˆ 10´5 m 3ˆ 10´4 m
Z maximum growth rate µmaxZ 1ˆ 10´5 s´1 2.9ˆ 10´6 s´1
Z death rate µZ death 4ˆ 10´6 s´1 1.2ˆ 10´6 s´1
Z swimming speed σZ 5ˆ 10´5 m s´1 2ˆ 10´4 m s´1
Contact radius Rcont 2ˆ 10´3 m 1.2ˆ 10´2 m
Yield Y 3.3ˆ 10´3 1.2ˆ 10´5
Table 6.1: Key predation parameters for LES-NPZ simulations. Values calculated from
the formulae in table 3.2. Background concentration for the large predator calculated to
maintain zooplankton bio-volume compared with the small predator.
Figures 6.12a–6.12c show the energy dissipation rate profiles, and corresponding predation
rate profiles for each of the three wind speeds used previously. Note that the energy dissipation
rate profiles are the same as in figure 6.9. Similarly the predation rates have very similar
vertical structure to their small predator counterparts. However, the predation rate of the
larger predator is two orders of magnitude stronger than the smaller predator. The predation
rate is higher near the surface as the predator benefits from the increase in predator-prey
interactions brought about by the highest dissipation rates. In this case the predation rates
level off to approximately 10´7 m3 s´1 near zTD{2. The faster swimming speed allows the
larger predator to maintain a significantly higher predation rate than the smaller zooplankton
in these lower regions. It is not clear how the background population level for this larger
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Figure 6.11: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p1.0, 0.5, 0.5q subject to pU˚, USq “ (a) p2.0, 2.2q, (b) p3.0, 3.3q,
and (c) p4.0, 4.4q. An inward flux of nutrients is imposed at the surface z “ 0 m. Bio-
logical data from table 3.2, incorporating the small predator.
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predator should be chosen in order to keep the two sets of simulations equivalent. There is a
natural tendency for there to be larger numbers of small predators. In this case, the initial
and background zooplankton populations were calculated to maintain initial and background
zooplankton bio-volume. The background concentration is reduced to Z0 “ 102 cells m´3 for
the large predator, compared to 2 ˆ 104 cells m´3 for the small predator, this significantly
offsets the increase in predation rate.
Figures 6.13a–6.13c show the corresponding evolution of the biological xNyI , xP yI , xZyIq
profiles over the simulation time Tsim. All other biological parameters, such as the maximum
phytoplankton growth rate, are the same as before (from table 3.2). In this set of simulations
the nutrient is replenished at the base, z “ zS , of the simulation layer. The most obvious
difference between figures 6.13 and 6.10 is that only one instance of a DBM forms in each
of the large predator simulations. This is because the zooplankton die away at a much
slower rate than the smaller predator and so are present for longer. This in turn drives the
phytoplankton into near extinction dynamics. Additionally, the phytoplankton reach a higher
population level before the zooplankton are able to respond. The result of this is that the
minimum oscillation timescale (based on the maximum phytoplankton growth rate) in this
case is now 11 days. In the low and medium wind cases (figures 6.13a and 6.13b respectively)
the DBM forms at approximately zTD{2 as before. However, no such DBM forms in the high
wind case. It is worth looking at the high wind cases in more detail. It might be expected
that a somewhat less intense maxima should form in the region of zML “ 25 m. However, this
is not the case, for either large or small predator. Indeed, the DBM forms at around 45 m
in the small predator simulations. Consider the normalised horizontally averaged vertical
velocity variance profiles, xw2yT , shown in figure 6.14a–6.14c. For the low and intermediate
wind cases these profiles have similar structure to the equivalent εpzq profiles. The xw2yT
profiles are strongest for z ă zML, indicating a high level of vertical mixing in this region.
In the low wind case this then decays quickly to 0 above zTD, this decay is much slower in
the intermediate case. There is a small amount of vertical mixing between zML and zTD in
this case, hence why the DBM is seen slightly lower than zTD{2 for pU˚, USq “ p3.0, 3.3q.
This is even more pronounced in the high wind case, and the xw2yT profile (figure 6.14c) is
quite different to the corresponding dissipation rate profile (figure 6.12c). This additional
mixing below zML extends almost to the base of simulation domain and demonstrates that
the energy dissipation rate profiles tend to underestimate the level of mixing lower in the
boundary layer. The mixing in this region has the effect of mixing zooplankton into this
region, despite the lower predation rate, restricting phytoplankton growth. This behaviour
is also a feature of other LES ocean boundary layer codes (e.g., McWilliams et al. (1997),
Pearson et al. (2015)) which incorporate Langmuir circulations. The inclusion of wave effects
characterised by the Stokes drift term has the effect of increasing vertical transport associated
with the downwelling jets, carrying fluid lower below zML, as far as the turbulent depth zTD
(Polton and Belcher 2007). This is also evident from the dissipation rate profiles of M13, in
particular those from the Antarctic and North Atlantic sites where strong sub-surface peaks
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were recorded. In the strong wind case this enhanced mixing extends to zTD “ 40 m, meaning
the DBM forms below this, or not at all (as in the case of the large predator which is strong
enough to prevent growth at this depth).
The evolution of the xNyI , xP yI , xZyIq fields with the large predator subject to a surface
replenishment of nutrients, for the three wind speeds, are shown in figures 6.15a–6.15c. As in
the small predator case the main difference between figures 6.13 and 6.15 is that the surface
flux of nutrients leads to a second oscillation of the pP,Zq growth cycles in the low and
medium wind conditions. This is because the increased presence of nutrients in the upper
regions of the boundary layer increases the effective phytoplankton growth rate. For the
small predator this growth extended to depths below the mixing layer, zML, of the simulation
layer (figure 6.11a). However, this is not the case when the large predator is present. The
absence of nutrients means that the effective phytoplankton growth rate at these depths is
not enough to overcome the increased predation pressure at z ă zML due to the superior
predation capabilities of the larger predator. For the strong wind p4.0, 4.4q simulation, the
extra vertical mixing prevents the formation of either a primary or secondary DBM, much
as before.
The case of a non-swimming predator
Figures 6.16a–6.16b show the evolution of the normalised xNyI , xP yI , xZyIq fields subject
to pU˚, USq “ p3.0, 3.3q. In this case the small predator is non-swimming, i.e. σZ “ 0. The
result of this is that the predation rate rapidly decays to 0 below z “ zML, as can be seen in
figure 6.17. Meanwhile the non-swimming predator attains a similar level of predation to its
swimming counterpart (figure 6.9b) near the surface. In the absence of any significant fluid
motion (z ă zML) the swimming predator is still able to encounter prey (notice that this level
of predation is very similar for all three cases in figure 6.9, approximately 0.7ˆ 10´9 m3 s´1)
at depths z ă zML, whereas the non-swimmer cannot. This means that any phytoplankton
residing, or growing, in the deeper regions are subject to little or no predation, allowing
them to grow unabated. Indeed, the phytoplankton growth below 0.8zTD is so strong that
it quickly depletes the available nutrients. By contrast no zooplankton are found at these
depths because they cannot find food. In figure 6.16a the nutrients are replenished at the base
of the simulation layer, zS “ 50 m, this inwards flux of nutrients allows for more significant
growth below 1.2zTD compared to figure 6.16b. However, the increased presence of nutrients
close to the surface in figure 6.16b initiates a second DCM at zML after 20 days, whereas
only one complete P,Z-oscillation has occurred at this depth in figure 6.16a. The level of
phytoplankton growth in these simulations is unrealistic. The absence of predation means
that P grows to 16´ 18 times the background level, well above what is typically observed.
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Figure 6.12: Energy dissipation profiles (left) and the corresponding zooplankton pre-
dation rate profiles (right) for the large predator (Table 6.1) taken from three LES-
NPZ simulations subject to (a) pU˚, USq “ p2.0, 2.2q, (b) pU˚, USq “ p3.0, 3.3q, and (c)
pU˚, USq “ p4.0, 4.4q.
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Figure 6.13: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p1.0, 0.5, 0.5q subject to pU˚, USq “ (a) p2.0, 2.2q, (b) p3.0, 3.3q,
and (c) p4.0, 4.4q. An inward flux of nutrients is imposed at the base zS “ ´50 m. Bio-
logical data from table 3.2, incorporating the large predator (table 6.1).
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Figure 6.14: Evolution of the normalised, time and horizontally averaged, vertical velocity
variance xw2yT profile recorded during different stages of a typical set of simulations with
(a) pU˚, USq “ p2.0, 2.2q, (b) pU˚, USq “ p3.0, 3.3q, and (c) pU˚, USq “ p4.0, 4.4q.
158
CHAPTER 6. DEEP CHLOROPHYLL MAXIMA: THE ROLE OF PLANKTONIC
PREDATION
Nutrient
5 10 15 20 25
(-50 m)
-2
-1.5
-1
-0.5
0
D
ep
th
/z
TD
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
Phytoplankton
5 10 15 20 25
Time (days)
-2.5
-2
-1.5
-1
-0.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Zooplankton
5 10 15 20 25
-2.5
-2
-1.5
-1
-0.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
(a)
Nutrient
5 10 15 20 25
(-50 m)-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
D
ep
th
/z
TD
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
Phytoplankton
5 10 15 20 25
Time (days)
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Zooplankton
5 10 15 20 25
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
(b)
Nutrient
5 10 15 20 25
(-50 m)-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
D
ep
th
/z
TD
1
1.05
1.1
1.15
1.2
1.25
1.3
1.35
1.4
1.45
Phytoplankton
5 10 15 20 25
Time (days)
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Zooplankton
5 10 15 20 25
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(c)
Figure 6.15: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p1.0, 0.5, 0.5q subject to pU˚, USq “ (a) p2.0, 2.2q, (b) p3.0, 3.3q,
and (c) p4.0, 4.4q. An inward flux of nutrients is imposed at the surface z “ 0 m. Bio-
logical data from table 3.2, incorporating the large predator (table 6.1).
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Figure 6.16: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p1.0, 0.5, 0.5q subject to pU˚, USq “ p3.0, 3.3q. Nutrients
are replenished at the (a) base of the simulation layer z “ zS “ 50 m , (b) surface
z “ 0 m. Biological data from table 3.2, incorporating a non-swimming small predator
with σZ “ 0.0 m s´1.
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Figure 6.17: Energy dissipation rate (left) and predation rate (right) profiles for the small
non-swimming predator. Biological data from table 3.2 with σZ “ 0.0.
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No predation
So far all these simulations (with the exception of figure 6.15c) have demonstrated sig-
nificant subsurface phytoplankton growth approximated at the depth at which mixing levels
go into decline, causing predation pressure to ease. These results support the hypothesis
that the predation rate is a key driver in the formation of DBM. High predation near the
surface restricts the growth of the phytoplankton despite the abundance of light and nutri-
ent resources. To test this further figures 6.18a–6.18b show what happens in the scenario
where the predation term is switched off (equations (3.2.22) and (3.2.23) set to 0). Starting
from a low nutrient pN,P,Zqt“0 “ p0.1, 0.5, 0.5q initial profile, the zooplankton population
starves and quickly dies out. Unrestrained by predation, the phytoplankton population grows
rapidly to very high concentrations, almost uniformly, across those regions of the boundary
layer where there is sufficient nutrient to support the excess growth (below zTD “ 25 m for
the base flux, figure 6.18a; in the top layers for the surface flux 6.18b). Note in particular
that the decline in light levels cannot disrupt the near uniform growth across the boundary
layer. The turbulent mixing ensures most phytoplankton cells are circulated around the en-
tire mixing layer and are on average exposed to the same amount of light. It is the presence
of predation pressure enhanced by the high ε values at the surface, which is the key driver of
the characteristic DBM seen in the observations of M13.
6.5.4 Sensitivity to nutrient initial conditions
In all the previous set of simulations the initial nutrient concentration is large enough
to support rapid initial phytoplankton growth. It is worth investigating how the dynamics
described in the previous sections change in a nutrient-limited environment. Figures 6.19a–
6.19b show the evolution of the normalised xNyI , xP yI , xZyIq concentrations commencing
from a very low nutrient environment, pN,P,Zqt“0 “ p0.1, 0.5, 0.5q, under a moderate wind
stress. Nutrient is added at the base and surface of the simulation domain respectively,
as before. Initially there is not enough nutrient to support phytoplankton growth, so the
phytoplankton population is quickly consumed by the swimming (small) predator. At this
point the zooplankton population then starves and dies off quickly. As the nutrient levels are
slowly replenished the phytoplankton population recovers, much quicker in the surface flux
regime (figure 6.19b), despite a lower maximum nutrient concentration. The phytoplankton
are able to respond faster in this environment due to the higher availability of light at the
surface, allowing a full P,Z-oscillation. When the nutrient is replenished at the base of the
simulation layer (zS “ 50 m), the phytoplankton respond much slower in the deeper light-
limited region. Similar to the results with no predation, the phytoplankton grow only in the
regions where there is enough nutrient. This implies that whilst earlier analysis supports
the conclusions that the non-uniform predation restricts growth near the surface (which can
result in a DBM), a DBM can only form if there is enough nutrient to support growth.
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Figure 6.18: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p0.1, 0.5, 0.5q subject to pU˚, USq “ p2.5, 2.8q. Nutrients are
replenished at the (a) base of the simulation layer z “ zS “ 33 m , (b) surface z “ 0 m.
Biological data from table 3.2, with predation term turned off (set to 0 @ z).
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Figure 6.19: Evolution profiles of the normalised pxNyI , xP yI , xZyIq concentrations, start-
ing from initial conditions p0.1, 0.5, 0.5q subject to pU˚, USq “ p3.0, 3.3q. Nutrients are
replenished at the (a) base of the simulation layer z “ zS “ 50 m , (b) surface z “ 0 m.
Biological data from table 3.2, incorporating the small (swimming) predator.
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6.6 Mixing depth
The results and analysis of the previous sections indicate that DBM often form in regions
of low turbulent intensity, regions in which the reduced predation rate allows for increased
phytoplankton growth. It is very important to try to establish the depth, for any given wind
stress, pU˚, USq, at which the turbulent intensity is expected to start to decay rapidly. The
problem of determining the mixing layer depth is an active area of research (for example
Brainerd and Gregg (1995), Thomson and Fine (2003), de Boyer Monte´gut et al. (2004)),
and a wide variety of criteria have been used. One typical method is to determine the depth
at which some variable, for example temperature, θ, varies from its surface value, θp0q, by
some preset amount, ∆θ. However, even within such a criterion, definitions for the mixing
depth vary (Kara et al. 2000). In a Stokes-Ekman boundary layer (as described by the LES
model presented here) it would be expected that the mixing layer depth would be related
to the depth at which the effects of the wind and Stokes drift penetrate. Previously, the
turbulent (mixed layer) depth has been defined as zTD “ U˚{f “ δE , which is defined as the
Ekman depth (Coleman et al. 1990). Up-to now the mixing layer depth has been related to
the turbulent depth zTD by (Garratt 1994) zML « 0.2–0.4zTD (Garratt 1994). The value of
0.2–0.4 is directly linked to von Ka´rma´n’s universal constant k « 0.4. Lewis et al. (2017)
then assumed that the inclusion of the Stokes drift would increase the depth of the mixing
layer, so a rough equivalence would be zML « 0.5zTD (Lewis et al. 2017).
6.6.1 Stokes drift depth scale
First it is important to try to establish the impact of the Stokes drift on the mixing layer
depth. The Stokes drift depth scale is defined as δS “ 1{p2kq (Polton et al. 2005), and this
is the depth over which the wave effects manifest themselves directly. The problem is now
to determine the wavenumber, k, for a given Stokes drift velocity scale, US . Komen et al.
(1994) published a series of equations of wave growth equations, summarising the results
of a number of independent experimental trials, which recorded sea state, significant wave
heights, etc. Lewis and Belcher (2004) considered two cases from the Komen et al. (1994).
The first of these assumed that the wave growth was fetch (or distance to windward shore)
limited, in which case the non-dimensional wave height, HS “ 2a and peak frequency can be
expressed as a function of the non-dimensional fetch, Γ˚, in the form
g2H2S
16U4
“ A1Γ˚A2 , (6.6.1)
and
σU
g
“ B1Γ˚B2 . (6.6.2)
Here, U is a reference wind velocity and Γ˚ “ gΓ{U2. Hwang (2006) lists a summary of the
coefficients A1, A2, B1 and B2 from different proposed functions. In the second case it was
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assumed that the waves were fully developed, in which case the following relations for the
non-dimensional HS and σ can be employed (equations (6.71a,b) from Komen et al. (1994))
g2H2S
16U4
“ 1.1ˆ 103, (6.6.3)
and
σU
g
“ 2pi ˆ 5.6ˆ 10´3. (6.6.4)
From equations (6.6.3) and (6.6.4) it is possible to obtain a relation between the wave am-
plitude and frequency. Rearranging the equations and cancelling out the velocity scale, U
gives
a “ 0.08212g
σ2
. (6.6.5)
From section 2.3.1, the wave frequency can be written as σ “ ?gk , which gives the following
relationship between amplitude a and the wavenumber, k,
a “ 0.08212
k
. (6.6.6)
Using (6.6.6) and the relation between σ and k, the Stokes drift velocity scale, US can then
be rewritten as a function of the wavenumber only
US “ 0.0067434
c
g
k
« 6.7ˆ 10´3
c
g
k
. (6.6.7)
Hence the Stokes drift depth scale δS “ 1{p2kq can then be written in terms of the velocity
scale
δS “ U
2
S
2g ˆ p6.7ˆ 10´3q2 “
ˆ
US
σ
˙
ˆ 1
2ˆ 6.7ˆ 10´3 . (6.6.8)
This equation shows that the Stokes drift depth scale can be written as a velocity scale
divided by frequency, which is analogous in form to the Ekman depth scale, δE . The mixing
depth might then be expected to take the form
zML “ AδE `BδS , (6.6.9)
where A and B are dimensionless.
6.6.2 Passive tracer simulations
One of the most interesting features about the LES-NPZ simulations which incorporated
a surface nutrient replenishment boundary condition was that the DBM usually formed just
below the depth at which the nutrient concentration starts to decline. This decline in nutrient
concentration gives an indication to the depth at which the turbulent advection (or mixing)
no longer dominates the flow. As such, any model of the mixing layer depth in a Stokes-
Ekman boundary layer should be able to predict the depth at which the nutrient mixing
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ceases.
To facilitate such model development, the LES-NPZ code was modified to remove both
the phytoplankton and zooplankton, reducing the system to a LES-N model. The source and
sink terms for the nutrient equation were also removed, rendering the nutrient a passive tracer
within the boundary layer. The boundary conditions for the nutrient (described in section
6.4) are retained, allowing for a flux of nutrients at the surface (z “ 0) of the simulation
layer. The idea is that, after some time, the initial (uniform) nutrient concentration will
separate into two layers, the upper layer containing a higher concentration extending to the
depth at which the effects of the wind stress and Stokes drift penetrate, i.e. the mixing layer
depth zML. One possibility is to define this depth as the point at which the vertical nutrient
gradient achieves its maximum,
BN
Bz
ˇˇˇˇ
zML
“ max
z
ˆBNpzq
Bz
˙
. (6.6.10)
These results provide data that can be used to estimate values of A and B in equation
(6.6.9). The full set of U˚ and US values for the various LES-N simulations are presented in
table 6.2. Six values of the Langmuir number, La, were used for each value of U˚. A larger
Langmuir number indicates that energy production is primarily driven by turbulent shear
and the mixing depth will be dominated by the Ekman depth scale. For small Langmuir
numbers the Stokes production dominates and δS will be the relevant depth scale (Grant and
Belcher 2009). The chosen range of pU˚, USq values should therefore provide a wide range of
environments in which to investigate how the shear and Stokes drift impact the mixing depth.
For each simulation the depth of the simulated boundary layer was set to zS “ zTD “ δE ,
since the results of section 6.5 indicated that a DBM typically begin to form in the region
of zML “ zTD{2. The mixing layer depth, zML, defined by equation (6.6.10) for each of
La \ U˚ 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045 0.005
0.6 0.0042 0.0056 0.0069 0.0083 0.0097 0.011 0.012 0.014
0.42 0.0083 0.011 0.014 0.017 0.019 0.022 0.025 0.028
0.37 0.011 0.015 0.019 0.022 0.026 0.03 0.033 0.037
0.3 0.017 0.022 0.028 0.033 0.039 0.044 0.05 0.056
0.24 0.025 0.033 0.042 0.05 0.058 0.067 0.075 0.083
0.21 0.033 0.044 0.056 0.067 0.078 0.089 0.1 0.11
zS pmq 15 20 25 30 35 40 45 50
Table 6.2: US pm s´1q values used for each U˚ pm s´1q with corresponding Langmuir
number La for each of the LES-N simulations in section 6.6.2. Depth for each simulation
is zS “ zTD “ U˚{f .
the 48 simulations detailed in table 6.2 is shown in figure 6.20 as the solid black line. Each
column of table 6.2 is shown as the ‘blocks’ along the x-axis, indicated by the U˚ value and
dashed vertical line on the left edge, with US indicated by the tick marks, increasing towards
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Figure 6.20: Mixing depth as measured by depth of maxpdN{dzq (solid black), depth of
maxpIN avq (dashed black) for the simulations detailed in table 6.2. Results for each of
the columns in table 6.2 are plotted along x-axis, each block (indicated by the vertical
dashed lines) represents each U˚ value with increasing US (decreasing La from 0.6, on
dashed line, to 0.21) rightwards, indicated by the x-axis minor ticks.
to the right along the block. For each fixed U˚ value the mixing depth typically decreases
with increasing US , with US having a larger impact on the mixing layer depth for La ă 0.37.
This demonstrates that increasing the Stokes drift velocity an (indirect) effect of mixing the
nutrients supplied at the surface further into the boundary layer. So the influence of surface
waves goes very much deeper than their direct penetration depth δS . Similarly, increasing
the surface friction velocity, U˚, also increases the mixing depth. Another possible measure
that could be used to define zML is the depth that the intensity of the nutrients, measured
by (IN av), reaches its maximum, given by
INavpzMLq “ max
z
ˆ
1
Tsim
ż Tsim
0
xN 12yI
xNy2I
dt
˙
. (6.6.11)
This is shown as the dashed line in figure 6.20. This depth very closely matches that given by
equation (6.6.10) and indicates that the intensity measure also gives a very good indication to
the depth to which the turbulent mixing penetrates. Similarly to equation (6.3.2), IN av gives
a measure of the horizontal homogeneity of the nutrient, the nutrient distribution becomes
more heterogeneous as the impact of the turbulent mixing declines. The simulations with the
highest pU˚, USq pairing (i.e. La ď 0.24 for U˚ ě 4ˆ 10´3 m s´1), resulted in almost uniform
nutrient distributions throughout the layer, consequently the values of IN av and dN{dz are
very small throughout the layer. As a result the mixing layer depth is very close to zS . In
these cases a deeper simulation domain would be needed to achieve an accurate prediction
for zML.
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6.6.3 Mixing layer depth prediction
To produce a predictive tool for DBM depth, the results of the passive tracer simulations
of section 6.6.2 were subject to a 3D linear fit in terms of, first, the velocity scales U˚ and US ,
and second the length scales δE and δS . The variables were fitted to the data using a standard
least squares minimisation technique for two variables (see for example Press (2007)).
pU˚, USq model
For the first approximation to the mixing layer depth, based upon the definition (6.6.10),
the variables U˚ and US were employed alongside simulation data to find the best fit equation
of the form zML “ AU˚ ` BUS . Here, A and B are time scales related to the Ekman and
Stokes layers respectively. The first regression analysis gave rise to
zML « p´3495˘ 757q ˆ U˚ ` p´252.4˘ 59q ˆ US , (6.6.12)
where the coefficients are given with the 95% confidence bounds, and the R2 value is 0.855
indicating a strong fit to the data. Figure 6.21 shows equation (6.6.12) plotted as the solid red
curve against the depth of the maximum of dN{dz which is plotted in solid black. The model
parameters show a good fit to the data and captures the structure of each U˚ “block” described
previously. The model underestimates the data for large pU˚, USq. However, as mentioned
above, the simulation results were very homogeneous in this case, and it is probable that zML
was too deep to be fully captured by the simulation depth zS .
It is difficult to assign real physical meaning to the parameters A and B in this model.
In particular, the timescale associated with the Stokes drift depends upon the velocity scale,
since σ can be expressed in terms of US . However, AU˚ can be related to δE by setting
AU˚ “ 0.3495ˆ U˚{f , which fits the prediction of Garratt (1994).
δE, δS model
The second model takes the form zML “ AδE ` BδS , as formulated in section 6.6.1. In
this case the variables are the depth scales associated with the Ekman and Stokes layers
respectively. The coefficients are both dimensionless parameters. The regression analysis was
carried out using the same methodology as equation (6.6.12). The resulting best fit satisfied
zML « p´0.4801˘ 0.0576q ˆ δE ` p´1.969˘ 0.524q ˆ δS , (6.6.13)
where the coefficients are given with the associated 95% confidence bounds and theR2 “ 0.831
in this case. This approximation is shown as the dashed red curves in figure 6.20. The fit
is very similar to that of equation (6.6.12) and maintains the behaviour expected when US
increases for fixed U˚.
Based on the R2 value, this approximation is not quite as good as equation (6.6.12).
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Figure 6.21: Mixing depth as measured by depth of maxpdN{dzq (solid black), fit to
maxpdN{dzq from equation (6.6.12) (solid red), and fit to maxpdN{dzq from equation
(6.6.13) (dashed red). For the simulations detailed in table 6.2. Results for each of the
columns in table 6.2 are plotted along x-axis, each block (indicated by the vertical dashed
lines) represents U˚ value with increasing US (decreasing La from 0.6, on dashed line, to
0.21) rightwards, indicated by the minor ticks on the x-axis.
However, the coefficients and variables provide more insight from a physical standpoint. In
this case A « 0.5 as suggested by Lewis et al. (2017), and BδS « 2δS “ 1{k is approximately
the wavelength of the surface waves associated with Stokes drift. These results suggest that
in wind driven turbulent boundary layers in which surface waves are a factor (a very common
scenario) the mixing layer depth can be estimated by the very simple equation
zML « 1
2
δE ` 2δS , (6.6.14)
to a first order of magnitude.
6.6.4 Comparison with results from LES-NPZ simulations
A selection of the simulations carried out in section 6.6.2 were repeated for the full LES-
NPZ model in order to test the mixing layer hypothesis. The pU˚, USq pairings are presented in
table 6.3. Each simulation was repeated for both nutrient boundary conditions, the plankton
parameters are given by table 3.2 for the small (swimming) predator. The evolution of the
normalised phytoplankton population for each of the simulations are shown in figures 6.22 and
6.23 for the base and surface replenishment of nutrients respectively. Each of the simulations,
with the exceptions of pU˚, USq “ p3.0, 6.7q and p4.0, 8.9q, exhibit a DBM at or just below
zML defined by equation (6.6.10) which is indicated by the solid red line. This supports the
idea that DBM will form at, or just below, the mixing layer depth as a consequence of rapid
decline in predation associated with the reduction in turbulent mixing. In the region above,
169
CHAPTER 6. DEEP CHLOROPHYLL MAXIMA: THE ROLE OF PLANKTONIC
PREDATION
La \ U˚ 2ˆ 10´3 m s´1 3ˆ 10´3 m s´1 4ˆ 10´3 m s´1
0.42 1.1ˆ 10´2 m s´1 1.7ˆ 10´2 m s´1 2.2ˆ 10´2 m s´1
0.3 2.2ˆ 10´2 m s´1 3.3ˆ 10´2 m s´1 4.4ˆ 10´2 m s´1
0.21 4.4ˆ 10´2 m s´1 6.7ˆ 10´2 m s´1 8.9ˆ 10´2 m s´1
Table 6.3: US pm s´1q values used for each U˚ pm s´1q with corresponding Langmuir
number La for each of the LES-NPZ simulations in section 6.6.4. Depth for each simu-
lation is zTD “ U˚{f .
the predation rate will be too strong for any significant phytoplankton growth.
The predictions of the mixing depth, equations (6.6.12) and (6.6.13) are indicated by the
solid and dashed lines respectively on figures 6.22 and 6.23. As anticipated both models
provide a very good approximation to the depth at which the DBM form. Equation (6.6.13)
appears to provide the better estimation of the DBM depth. This can be seen in figure
6.24, which shows the time averaged xP yI profiles for each of the 18 simulations. The depth
predicted by equation (6.6.13) (including the bounds) provides a very good approximation to
the DBM depth. This means that knowing the friction and Stokes drift velocity scales can
provide a very good indication to where a DBM might form in a Stokes-Ekman boundary
layer. One of the most interesting details about this result is that the equation has a physical
interpretation, and the coefficients match the physical predictions of Garratt (1994), Lewis
et al. (2017). The DBM region can be predicted from the depth scales associated with the
Ekman spiral and Stokes drift.
6.7 Conclusion
The results of this chapter strongly support the recent observations of M13. Assuming
that the phytoplankton were neither nutrient nor light limited, and that the wind forcing
was not too strong, a DBM would form at, or just below, z “ zTD{2. The location of the
simulated DBM, relative to the turbulent intensity (measured by xεy), is very similar to the
DCM observations of M13. Klausmeier and Litchman (2001) suggest that DCM will form in
a window of optimal light conditions and nutrient supply. When nutrients are replenished at
the surface, the optimal location for P growth would be at the surface. The results here (e.g.
figure 6.11) suggest that this is not necessarily the case. Instead, the results demonstrate
that predation pressure is a key component of DBM formation. Near the surface, predation
pressure will be high due to the high levels of turbulence. This acts to enhance the number of
interactions between the predator and prey, increasing the predation rate. The high predation
pressure restricts phytoplankton growth near the surface. As the levels of turbulence decline,
the number of predator-prey encounters also declines. Consequently, the lower predation rate
will allow the phytoplankton population to grow more freely than in the water above. These
results support the results of Pannard et al. (2015), although they suggest that high predation
near the surface allows more light to reach phytoplankton in the thermocline. The importance
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Figure 6.22: Evolution of the normalised xP yI field subject to a replenishment of nutrients
at the base zS of the simulation domain, for pU˚, USq from table 6.3. NPZ parameters
from table 3.2 for the small predator. The solid red line indicates the mixing depth
defined by equation (6.6.10). The depth predicted by equation (6.6.12) is indicated by
the solid black line, the depth predicted by equation (6.6.13) is indicated by the dashed
black line.
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Figure 6.23: Evolution of the normalised xP yI field subject to a surface replenishment
of nutrients, for pU˚, USq from table 6.3. NPZ parameters from table 3.2 for the small
predator. The solid red line indicates the mixing depth defined by equation (6.6.10).
The depth predicted by equation (6.6.12) is indicated by the solid black line, the depth
predicted by equation (6.6.13) is indicated by the dashed black line.
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Figure 6.24: Time averaged xP yI profile for base flux of nutrients (solid red), surface
flux of nutrients (dashed red) for the simulations computed in section 6.6.4. The depth
predicted by equation (6.6.13) is plotted in the solid black line with the bounds (finer
dashed black).
of predation is further supported by the simulations containing the large predator. It is very
significant that DBM formed for both predators, and further supports the conclusions of
Fennel and Boss (2003).
When the phytoplankton are nutrient limited, as in figure 6.19, they tend to grow only
in the regions where the nutrients are being replenished. In these results, the initial nutrient
concentration is too low to support any initial P growth. As a consequence, the zooplankton
starve due to a lack of food. As the nutrient concentration begins to rise, the phytoplankton
are able to grow in a relatively predator free environment.
Combined, the results suggest that a DBM will form in a window of sufficient light levels
and nutrient concentration, and low predation pressure. The DCM will form at the depth
where the balanced phytoplankton growth rate (from reduced light levels but high nutrient
concentration in the nutricline) is greater than the predation rate. The conclusions are
very important since they demonstrate an example of the physics driving the biology and
vice-versa. This biological-physical coupling demonstrates the power of the LES-NPZ model
described here.
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7.1 Discussion
The fully coupled LES-NPZ model formulated in chapters 2 and 3 provides a means for
studying the vertical heterogeneity of planktonic populations. Since this problem is both
inherently physical and biological in nature, it is essential to understand how the interactions
of the physical and biological parameters will influence the populations. From the analysis
of the model and results of simulations, four parameters were identified as being important
in driving the population’s vertical structure.
1. Nutrient concentration: In order to test the importance of the nutricline several
simulations were conducted with the nutrient source located at the surface, rather than
the base (as would form in a traditional surface mixed layer), of the simulation layer. In
a nutrient limited environment it was found that the phytoplankton growth was located
close to the location of the source in each case. Initially nutrient concentrations were
not sufficient for phytoplankton growth, which meant that the zooplankton population
died off through starvation. As the nutrient levels were replenished, the phytoplank-
ton population was able to grow close to the surface, in absence of predation in the
surface flux regime. However, if the boundary layer was initially nutrient rich, so that
zooplankton predation was always prevalent, then a DBM formed at or just below the
mixing layer depth, zML, irrespective of the source of the nutrient flux.
2. Light levels: The results of the one-dimensional PZ-q model (z and t) were very
interesting, and demonstrated how the light levels interact with the other drivers of
DCM/DBM formation. In very clear waters, the highest phytoplankton populations
were seen towards the base of the boundary layer, aligned with the nutricline. Here,
the combination of the light levels and nutrient concentrations resulted in the highest
growth rate. In slightly darker waters the amount of light reaching the nutricline was
not sufficient for significant growth. Instead a DBM would form at or just below the
mixing layer depth, due to the restrictions imposed by zooplankton grazing in the
surface layers. As light levels were reduced further, predation pressure ceased to be
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the main driver fixing the position of the DBM. Rather the phytoplankton maxima
shifted towards the surface, as light levels became too low for phytoplankton growth.
Eventually light levels became so low (less than 1% of the surface level (Pannard et al.
2015, Letelier et al. 2017)) that DBM formation became impossible, and phytoplankton
growth was restricted to the surface layers only.
3. Predation rate: Assuming that the phytoplankton were neither nutrient nor light
limited, DBM formation at or just below the mixing depth was a robust feature of the
simulations. These results mirrored the observational data of M13. The importance
of the predation pressure in DBM formation is readily apparent from the simulations
where the nutrient replenishment occurred at the surface. The enhanced growth rate
was still not able to overcome the predation pressure, and a DBM continued to form at
the mixing layer depth, rather than at the surface.
4. Wind and wave forcing: The results of chapter 6 show that increasing the level of
turbulence (by increasing the strength of the wind or wave effects) deepened the the
level of the mixing depth and consequently the position of the DBM. Since increasing
pU˚, USq has the effect of increasing the mixing layer depth, zML, it is important both
physically and biologically (given its established correlation with DBM formation), to
predicts its position. Using a combination of simulation results and scaling arguments
it was shown that the mixing layer depth could be approximated by δE and δS , the
depth scales of wind forcing and Stokes drift respectively. The results supported the
very simple approximation
zML “ ´0.5δE ´ 2δS .
This is interesting as it shows that surface waves influence not only the physical struc-
ture of the boundary layer, but its biological characteristics deep below the surface.
It seems likely (Lewis et al. 2017) that the breakdown of Langmuir cell structure and
the consequent increase in horizontal as opposed to vertical nutrient flux levels is the
mechanism (along with the corresponding reduction in predation pressure) that drives
increased biological aggregations.
These four drivers all have an impact on the vertical structure of the phytoplankton
community, in particular the formation and maintenance of any DBM. The results show that
a DBM can form in a window of sufficient nutrient concentration, sufficient light levels, and
low enough predation. The predation pressure is perhaps the most important driver, since
it has the effect of restricting surface growth. Without this restriction, a DBM would be
unlikely to form in clear, nutrient rich waters. The other drivers are still important, and
manifest themselves under specialised limiting conditions, when for whatever reason, surface
predation pressure is relatively low.
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7.2 Future work
There are a number of relatively simple refinements and developments that would enhance
the features of the LES-NPZ model. These include
1. There are other factors which affect the phytoplankton growth rate, for example tem-
perature, salinity. The LES code does not currently model these parameters, so it
would be interesting to consider how the temperature would influence the populations.
A thermocline could then be directly included in the model.
2. For simplicity, the only nutrients considered in this work were nitrates. In reality, there
are a number of nutrients that affect phytoplankton growth, in different ways. Each of
these would be limited by various factors. In particular, oxygen would be important to
consider, Pannard et al. (2015) suggested that zooplankton were unable to surface in
the lake’s metalimnion due to hypoxia.
3. The NPZ-q model incorporates a simple formulation for phytoplankton self-shading.
During a seasonal bloom, light available for growth beneath would be significantly
reduced. In the context of a DBM this may have the effect of reducing the DBM
thickness.
4. The approximation of the mixing layer depth assumes that U˚ and US are independent.
In reality this may not be the case. Values for U˚ and US may not necessarily be known,
it is more common that the only parameter available might be La. It would be more
useful then, to try to find a scaling effect of changing La, so that the mixing layer depth
can be approximated by
zML “ ´AU˚{f p1` gpLaqq
for some function g.
5. When approximating zML, the simulation depth was chosen to be zTD “ U˚{f , for
a number of simulations this was not deep enough for the mixing layer to properly
develop. Better theoretical predictions of zML could be used to determine a more
suitable simulation depth, to encompass all of the key aspects of the boundary layer
environment (such as in 4. above). This would allow nutrients replenished at the base
of the simulation layer to begin to diffuse into the mixing layer immediately, replicating
much more closely the true workings of nutrient distribution in real surface mixed layers.
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