A new method for derivative-free optimization is presented. It is designed for solving problems in which the objective function is smooth and the number of variables is moderate, but the gradient is not available. The method generates a model that interpolates the objective function at a set of sample points, and uses trust regions to promote convergence. The step-generation subproblem ensures that all the iterates satisfy a geometric condition and are therefore adequate for updating the model. The sample points are updated using a scheme that improves the accuracy of the interpolation model when needed. Two versions of the method are presented: one using linear models and the other using quadratic models. Numerical tests comparing the new approach with established methods for derivate-free optimization are reported.
Introduction
We are concerned with the problem of minimizing a smooth function f of several variables whose derivatives are unavailable. Formally, min x2IR n f(x): ( 
1.1)
We restrict our attention to problems with a moderate number of variables, and assume that the cost of evaluating the function is much higher than the linear algebra required in the optimization iteration. Derivatives are not available in many applications for a variety of reasons. For example, the value f(x) could be the result of a physical measurement, or the code that computes f(x) could use di erent programming languages or include proprietary components that cannot be examined, making the use of automatic di erentiation or the calculation of analytical derivatives impractical. An option for solving problems of this kind is to use gradient-based methods that employ nite-di erence approximations to the gradient, and the algorithms we discuss here will be compared with that approach.
Several methods have been proposed, in addition to nite di erences, for solving (1:1) when derivatives are not available. They include pattern-search, simulated annealing, and trust region methods based on interpolation models (see Powell 12] and Wright 14] for a survey of these techniques). Our approach belongs to the latter class: it forms a linear or quadratic model of the objective and makes use of trust regions to promote convergence. In contrast to the methods described in 4, 5, 11, 12] , our method includes a constraint in the trust region problem that ensures that the position of all the points generated by the algorithm is such that they adequately de ne a linear or quadratic model. Since this additional constraint has the form of a wedge when the model is linear, we refer to our approach as a \wedge method".
Model-based trust region methods exploit the smoothness in the objective function and attempt to preserve the convergence properties of their gradient-based counterparts. A model s 7 ! m c (x c + s) is created to approximate f around the current iterate x c . The model is required to interpolate f at x c , as well as at a set c of additional sample points, i.e., m c (x c ) = f(x c ); m c (y) = f(y) for all y 2 c : (1.2) We can write these interpolation conditions as a linear system of equations whose unknowns are the coe cients of the model m c .
For the linear system de ned by (1:2) to be well de ned, one must ensure that the position of the sample points is such that the rows of the linear system are linearly independent; we call this the geometric condition, and if it holds we say that the sample point set is non-degenerate. In the methods described in 4, 5, 11, 12 ], a step s c is obtained by minimizing m c (x c + s) subject to a trust region ksk 2 c , where the radius c is adjusted automatically according to established rules. After replacing one of the sample points by the new point x + = x c + s c the geometric condition may, however, not be satis ed. To cope with this di culty two types of iterations are performed to generate a new trial point x + (we use the nomenclature in 12]):
1. \minimization" iterations aimed at reducing f; 2. \simplex" iterations designed to de ne a model that approximates f more adequately. If the trial point x + fails to reduce the value of f, the model m c is considered to be a poor local approximation of f, and one of two courses of action is taken.
If the set of sample points is nearly degenerate or some of the points interpolated by m c are considered to be too far from x c , then an improved sample set is required, and a simplex iteration is invoked. It returns a point that is close to x c and that increases some measure of the goodness of the geometry of the simplex (e.g., the determinant of the system induced by (1:2)).
Otherwise, the new point x + is considered to be too far from x c for m c to be an accurate approximation of f. Then the trust region radius is reduced and another minimization iteration is carried out. Our method performs only one type of iteration. Instead of solving a standard trust region subproblem and taking special action if the new point x + = x c + s c does not enjoy favorable geometric properties, we impose a geometric condition explicitly in the step computation procedure, thereby guaranteeing that the new set of points de nes an adequate model. This, together with a mechanism that controls the accuracy of m c in approximating f, make up the key components of the method, which has two versions, depending on whether we use linear or quadratic interpolation models m c .
In section 2 we give a general description of the algorithm. In section 3 we consider the case when the model is linear, and in section 4 we discuss quadratic models. In section 5 we report the results of numerical tests comparing the new method with a nite-di erence quasi-Newton method and with two model-based methods, DFO 3] and COBYLA 11].
Notation. Throughout the paper k k denotes the Euclidean norm, and k k F the Frobenius norm of a matrix.
The Algorithm
In this section we describe a general framework for the wedge trust region method. At the current iterate x c we de ne the model m c (x c + s) = f(x c ) + g T c s + 1 2 s T G c s; (2.1) where the vector g c 2 IR n and the n n symmetric matrix G c must be determined so that the model interpolates f at a set of sample points. (Of course, for linear models we de ne G c 0.) The model (2:1) is minimized with respect to s 2 IR n , subject to a constraint of the form jjsjj c , to generate a step s c 2 IR n that leads to the trial point x + = x c + s c .
If x + reduces the objective function, it is accepted as the new iterate, and the trust region radius may be increased; otherwise is decreased and a new trial step is computed. 
End
In the next sections we discuss the de nition of the model m c and of the wedge W c , and the procedure for approximately solving the trust region subproblem. Algorithm 1 is conceptually simple since it generates only one type of step, namely a minimization step that always attempts to decrease f. Its novelty lies in the use of the wedge constraint, and in in the acceptance strategy in step 6. This strategy ensures that the model is su ciently accurate when needed, and therefore contributes signi cantly to the robustness of the iteration, as we now discuss. Trust region methods for gradient-based optimization guarantee that a successful step will be generated whenever the trust region is small enough (and assuming that x c is not a stationary point of f). In order to retain this important property in interpolation-based models, we deviate from the standard practice of discarding trial points that give rise to an increase the objective function, if these points help to improve the accuracy of the model in a vicinity of x c . More speci cally, suppose that the model m c is poor and that, as a result, a sequence of unsuccessful trial points are computed. If these trial points were discarded, then the interpolation model would not change, and subsequent steps may still be poor in spite of the fact that the trust region has been reduced. To ensure that the quality of model improves as steps are being rejected, we propose the mechanism described in Step 6 of the algorithm. Since an unsuccessful trial point x c + s c will be retained as a satellite if it is no further from x c than y lout ( Step 6d), we promote the generation of trial points in the vicinity of x c , and also avoid wasting expensive function evaluations. If a sequence of consecutive unsuccessful trial steps is generated and decreases su ciently, the trial points will eventually be admitted as satellites of x c . As a result, the interpolation model m c will become increasingly accurate, so that eventually a successful step will be computed. This endows Algorithm 1 with satisfactory global convergence properties 8] (see also 7] for a convergence analysis when linear models are used).
The values of the trust region parameters and , and the updating rule of the trust region radius in Step 5 used in our numerical tests are given in section 5.
Linear Models
Linear models can be useful in derivative-free optimization because they only require n + 1 sample points|a useful feature when the number of variables is not very small. The model, at the current iterate x c takes the form m c (x c + s) = f(x c ) + g T c s;
where g c is a vector in IR n to be determined. Since g c has n components, we maintain, in addition to x c , the set of n satellites c = fy 1 ; : : : ; y n g;
and impose the interpolation conditions m(y l ) = f(y l ), l = 1; :::; n, which can be written as g T c s l = f(y l ) ? f(x c ) l = 1; : : : ; n:
Here s l is the displacement from x c to y l ; i.e. y l = x c + s l l = 1; : : : ; n:
It follows from (3:2) , that the linear model (3:1) is uniquely determined if and only if the set of sample points fx c g c is such that the set fs l : l = 1; : : : ; ng is linearly independent.
To compute a new iterate, we rst select y lout , the satellite that is farthest from x c . The taboo region T c , which is the region that we want to avoid when computing a new point so that the new sample set is non-degenerate, is therefore de ned as the (n ? 1)-dimensional subspace spanned by the displacement vectors fs l : l = 1; : : : ; n; l 6 = l out g (3.3) corresponding to the satellites that will remain in the sample set; see fx + g + = fx + ; x c ; y 1 g, will be degenerate.
where b c 2 IR n is normal to the displacement vectors (3:3).
As mentioned in section 2, we would also like to avoid steps s c that are very close to the taboo region, so that the system (3:2) is not too ill-conditioned, and to ensure that the sample points are reasonably spaced out. To achieve this, we demand that the magnitude of the cosine of the angle between the step s c and the normal b c is not less than a given constant 2 (0; 1), i.e., jb T c sj kb c kksk: is linearly independent. This is the condition that the set of sample points must satisfy in order to be non-degenerate. The taboo region is de ned as spanfŝ l : l = 1; : : : ; m; l 6 = l out g; (4.6) and can also be expressed as T c = fŝ 2 IR m :b T cŝ = 0g;
whereb c 2 IR m is perpendicular to the subspace (4:6). As in the linear case, we de ne a region that contains T c by demanding that the magnitude of the cosine of the angle between s and the normalb c be greater than or equal to a given scalar 2 (0; 1), i.e., jb T cŝ j kb c kkŝk:
All that is left to do is to express this condition and the taboo region The step s c is thus dependent on the parameter , whose choice can have an impact on the e ciency of the wedge algorithm. If is too large, the wedge constraint may rule out steps that make signi cant progress toward the solution. To avoid these ine ciencies, we will include in the algorithm a procedure for decreasing , if necessary. The update of will be performed while computing an approximate solution to (4:12), as will be described in the next subsection.
Step Computation
It is di cult to compute an optimal solution of subproblem (4:12) since G c may be inde nite and the feasible region is usually non-convex; see Figure 3 . We will, however, content ourselves with nding an approximate solution of (4:12), and we will do so using a procedure that is analogous to that employed in the linear case. While solving the subproblem we will also determine if the value of the wedge parameter needs to be decreased.
We rst use the technique described by Mor e and By means of this rotation, the violation of the wedge constraint initially decreases, as initially decreases and the right hand side of (4:12c) remains constant due to the equality ks i k = ks TR k for all i. This new choice of will be passed onto the next iteration, so that the values of form a non-increasing sequence.
This step computation procedure is described below. To assess the robustness and e ciency of the wedge algorithm, we will compare it with three other methods for derivative-free optimization on a selection of problems from the CUTE collection 1]. In this section we denote the kth iterate by x k ; the subscript k will also be used in all the quantities associated with x k (f k = f(x k ), k , etc.)
All the experiments were performed on a Sun Ultra 5 with 384 MB of memory. Double precision IEEE arithmetic was used, except for COBYLA, which is written in single precision. The wedge algorithm was implemented in Matlab.
The trust region parameters in Step 5 of Algorithm 1 were set to = 0 and = 1=2, and the trust region update strategy was as follows:
Other strategies are possible, but the one described here appears to work well in practice because it permits the trust region radius to increase fast, allowing larger steps.
We rst tested the linear version of the wedge algorithm (WEDlin) and COBYLA 11], a trust region method that uses linear interpolation models. The starting point x 0 in this, and all the results reported below, was supplied by CUTE. The n + 1 initial satellites required by the rst iteration of WEDlin were de ned as y i = x 0 0 e i ; i = 1; : : : ; n; (5.1) where the initial trust region radius was set to 0 = 1, e i denotes the ith canonical vector, and the sign in (5:1) was chosen randomly. To account for the randomness introduced in the selection of the initial sample points in both the linear and quadratic versions of the wedge algorithm, each test problem was run ve times. The median results, in terms of function evaluations, is reported.
The wedge parameter in WEDlin was chosen as = 0:4, and was kept constant throughout the iteration (only the algorithm that uses quadratic models reduces the value of ). The parameter rhoend (size of the simplex at termination) in COBYLA was set to 10 macheps, where macheps denotes double precision unit roundo . Similarly, WEDlin stopped if k 10 macheps; (5.2) which is taken as an indication that no further progress can be made. The stopping tests for WEDlin and COBYLA were as follows. We rst solved each problem using the NITRO software package 2], which for unconstrained problems amounts to a Newton method using exact second derivatives. NITRO was stopped when krf(x k )k < Table 1 , where we report the number of function evaluations and the nal value of the objective function obtained by each algorithm. We also report (% wed act) the percentage of iterations in WEDlin where the wedge constraint was active.
Though COBYLA was mainly designed for constrained optimization, these results suggest that WEDlin is competitive with COBYLA on unconstrained problems. It is interesting to note also that the wedge constraint is active in a signi cant fraction of the iterations, showing that this constraint does play an important role in the method.
We now comment on the abnormal terminations of COBYLA. (1) As mentioned before, COBYLA is written in single precision. In problem AKIVA, the single precision version of CUTE gives an initial function value of 2:70488, which is lower than the optimal objective value obtained by NITRO, f = 6:16604. Therefore COBYLA satis es (5:3), and hence terminates, at the starting point. However, when we run WEDlin in double precision, we obtain the initial function value of 14:5561. (2) COBYLA crashes when it tries to evaluate f at a point where f is not de ned. (3) COBYLA stopped because the size of the simplex (rhoend) is less than or equal to 10 macheps; this is a built-in stopping test.
Next we compare the quadratic version of the wedge algorithm (WEDquad) with the quasi-Newton code L-BFGS-B 15] using nite di erences to approximate the gradient (QNfd), and all its default settings.
The initial value of the wedge parameter in WEDquad was chosen as = 0:4, and as explained in section 4, it is allowed to change over the iterations. The value = =600
was used in procedure QuadStep. As suggested in 12], the 1 2 (n + 1)(n + 2) sample points required to de ne the initial quadratic interpolation model can be chosen as the vertices and the mid-points of a simplex. This was done in WEDquad, using the simplex de ned by x 0 and the points (5:1). The results are reported in Table 2 . In addition to the number of function evaluations, the nal function value and the percentage of iterations (% wed act) in which the wedge constraint was active, we also report the nal value of the wedge parameter . As mentioned earlier, WEDquad was run ve times and the median of the results are reported. The stopping test was (5:3).
The results show that WEDquad is sometimes, but not always, more e cient than the nite-di erence quasi-Newton algorithm. However, WEDquad appears to be more reliable, with one failure, compared to ve failures of QNfd.
In problem AKIVA, QNdf returned the function value ?1 at the second iteration and terminated. Most of the failures of QNfd are attributed to lack of progress in the line search due to errors in the nite-di erence approximations to the gradients (the code uses forward di erences).
Finally, we compare WEDquad with the code DFO 3] that implements a trust region method using quadratic interpolation models. At the time of writing, DFO was not available to the public, and the comparisons reported below are based on the results reported in 5], plus results on additional problems supplied by Katya Scheinberg 13] . For this reason, WEDquad was stopped when f k f DFO ; (5.4) where f DFO denotes the nal objective values obtained by DFO. Both algorithms were run ve times for each problem and the median of the results is reported. The initial satellites and all other parameters of WEDquad were chosen as in the previous experiment. The results are given in Table 3 .
It is di cult to design an adequate stopping test for comparing derivative free methods, and this last comparison is an example of that. The code DFO may require a signi cant number of evaluations to recognize convergence to its best value of f 3, 13] (which occurs by default when k < 10 ?4 ). As a result, using the stopping test (5:4) may be adverse to DFO. On the other hand, WEDquad does not employ any special termination mechanism. Its default stop test is (5:2), and in this respect it is completely analogous to gradient-based trust region methods.
Note from Tables 2{3 that, on most problems, the wedge parameter is reduced signicantly from its initial value of 0:4, and that at the same time, the wedge constraint is active fairly often. Therefore the algorithm appears to have achieved a good balance between the geometric condition requirement and the desire to allow full trust region steps when possible.
We conclude by noting that choosing the initial satellites in WEDquad as the vertices and midpoints of a simplex is not an e cient strategy since it requires O(n 2 ) function evaluations to start the algorithm. It would be more e cient to use, for example, linear (or underdetermined quadratic) models during the early iterations, but we have not yet experimented with this option. Other re nements that are likely to improve performance include the option of increasing the wedge parameter in certain iterations. This can be done either directly (e.g., when s TR in procedure QuadStep satis es the wedge constraint (4:12c)); or indirectly, by relaxing the (quite demanding) requirement that the approximate solution 
