The conditional independence assumption of the Felligi and Sunter (FS) model in probabilistic record linkage is often violated when matching real-world data. Ignoring conditional dependence has been shown to seriously bias parameter estimates. However, in record linkage, the ultimate goal is to inform the match status of record pairs and therefore, record linkage algorithms should be evaluated in terms of matching accuracy. In the literature, more flexible models have been proposed to relax the conditional independence assumption, but few studies have assessed whether such accommodations improve matching accuracy. In this paper, we show that incorporating the conditional dependence appropriately yield comparable or improved matching accuracy than the FS model using three real-world data linkage examples. Through a simulation study, we further investigate when conditional dependence models provide improved matching accuracy. Our study shows that the FS model is generally robust to the conditional independence assumption and provides comparable matching accuracy as the more complex conditional dependence models. However, when the match prevalence approaches 0% or 100% and conditional dependence exists in the dominating class, it is necessary to address conditional dependence as the FS model produces suboptimal matching accuracy. The need to address conditional dependence becomes less important when highly discriminating fields are used. Our simulation study also shows that conditional dependence models with misspecified dependence structure could produce less accurate record matching than the FS model and therefore we caution against the blind use of conditional dependence models.
1. Introduction. Record linkage identifies and matches records belonging to the same entity from disparate data sources (Christen, 2012) . Such a task is not trivial when there is a lack of a unique identifier across data sources. Additional information common in multiple data sources are needed to link records together (Sadinle, 2017) . Fields describing the iden-tifying details of these records, such as their name, address, phone number, and so on, are used in record linkage. Record pairs are formed by comparing values of the fields of two records and the comparison results are used to determine whether the two records belong to the same entity. If they do, the record pair is called a match; otherwise, it is called a non-match. Most statistical techniques used for record linkage are based on probabilistic methods first proposed by Newcombe and Kennedy (1962) and later formalized by Fellegi and Sunter (1969) . Alternative approaches include deterministic methods (Gomatam et al., 2002; Tromp et al., 2011) , Bayesian methods (Fortini et al., 2001 (Fortini et al., , 2002 Larsen and Rubin, 2001; Larsen, 2005 Larsen, , 2012 Tancredi and Liseo, 2011; Sadinle, 2014 Sadinle, , 2017 , unsupervised and supervised machine learning methods such as clustering, decision trees, and support vector machines (Bilenko and Mooney, 2003a,b; Han et al., 2004; Christen, 2008; Treeratpituk and Giles, 2009; Torra, Navarro-Arribas and Abril, 2010; Martins, 2011; Christen, 2012; Abril, Navarro-Arribas and Torra, 2012; Ventura and Nugent, 2014; Ventura, Nugent and Fuchs, 2015) , and methods that link more than two databases (Sadinle and Fienberg, 2013 ).
Statistical Challenges in Probabilistic Record
Linkage. As an unsupervised classification algorithm, the Fellegi and Sunter (FS) model has demonstrated reasonable performance without the need for a training set and therefore has been a core component of probabilistic linkage algorithms and has been widely used. The FS model makes the conditional independence assumption: the individual fields' agreement patterns are independent given the true but unknown match status. This is a rather strong assumption, which may not always hold in practice (Winkler, 1989; Thibaudeau, 1993) . For example, if two records agree on telephone number, then they are more likely to also agree on fields such as street name and zip code, regardless of whether they are a match. Efforts addressing conditional dependence have focused on the use of the log-linear latent class model due to its flexibility to incorporate conditional dependence by adding interaction terms to the FS model in the log-linear representation (Thibaudeau, 1993; Armstrong and Mayda, 1992; Winkler, 1993; Larsen, 1997; Larsen and Rubin, 2001; Tromp et al., 2008; Zhu et al., 2010; Daggy et al., 2013) . Other approaches addressing the field dependence include the Gaussian random effects latent class model (Daggy et al., 2014) .
Despite efforts to account for conditional dependence, few studies have examined whether incorporating conditional dependence improves the record matching accuracy. One study considered a situation with a small number of record pairs and only three fields (Kelly, 1986) ; another study looked into the problem at an extremely low match prevalence (Tromp et al., 2008) . A recent study performed a more thorough investigation via simulation, with true match prevalence ranging from low to high and strength of conditional dependence varying from weak to strong (Daggy et al., 2014) . Findings of these studies provided preliminary evidence that incorporating conditional dependence might improve matching accuracy. However, it is not clear whether and how such improvement is affected by factors such as the match prevalence, discriminating power of fields, sample size, and class-specific conditional dependence structures.
Conditional Dependence in Latent Class
Analysis. The FS model belongs to the family of statistical methodology known as latent class models (Li and Shen, 2013) , which have been widely used. One application area is the evaluation of diagnostic test accuracy in the absence of a gold standard test, which is a diagnostic test that gives 100% accurate results (Walter et al., 2012) . In these problems, one wishes to evaluate a new diagnostic or screening test when there is no perfect gold standard for comparison. The robustness of the latent class model that assumes independence of diagnostic test results conditional on the true disease status has been extensively studied. Findings have shown that the conditional independence model can lead to seriously biased parameter estimates when the conditional independence assumption is not valid (Vacek, 1985; Torrance-Rynard and Walter, 1997) . Researchers have proposed many approaches to address conditional dependence. These include what have been used in the record linkage literature, such as log-linear latent class models (Hagenaars, 1988; Espeland and Handelman, 1989; Yang and Becker, 1997; Xu, Black and Craig, 2013) and Gaussian random effects latent class models (Qu, Tan and Kutner, 1996; Hadgu and Qu, 1998; Uebersax, 1999; Dendukuri and Joseph, 2001) , as well as those that have not yet been used in record linkage, such as the finitemixture extended latent class models (Albert et al., 2001; Albert and Dodd, 2004; Albert, 2009) and probit latent class models (Xu and Craig, 2009; Xu, Black and Craig, 2013) ; See Collins and Huynh (2014) for a thorough review of latent class models from both the frequentist and Bayesian perspectives on the estimation of diagnostic test accuracy.
In the evaluation of diagnostic test accuracy, the focus of the latent class analysis is to estimate the accuracy of each diagnostic test. Record linkage problems, on the other hand, focus on the accurate prediction of the unknown match status of record pairs. Record linkage methods should therefore be evaluated and compared in terms of record matching accuracy. Despite the significant difference between these two application areas, methodological findings obtained from diagnostic test evaluations may still have critical implications in record linkage. When applied to record linkage problems, parameters in latent class models represent the match prevalence and the m-and u-probabilities (the m-probabilities are the probabilities of the field agreement given that the record pair belongs to the same entity; the u-probabilities are the probabilities of field agreement given that the two records do not belong to the same entity). These probabilities are at the heart of the probabilistic record linkage: the matching weights are defined as the logarithms of the m-and u-probability ratios, and the sum of the weights across fields, known as the matching score, is used to declare matches and non-matches. The m-and u-probability ratio of a field quantifies the "discriminating power" of the field. The larger the ratio is, the bigger contribution the field makes to the matching score. Biases in these parameter estimates could therefore have a large impact on record matching accuracy.
1.3. Overview of the Paper. The purpose of the paper is to investigate whether and how the matching accuracy is improved by accommodating the conditional dependence among matching fields in latent class models compared to the conditional independence FS model. The remainder of the paper is organized as follows. Section 2 introduces a motivating example: linking patient records from two hospitals. In Section 3, we present the existing record linkage approaches and extend the existing models using the finite mixture idea from the diagnostic testing literature. Model estimation is implemented in the standard software SAS with the NLMIXED procedure described in Section 3.3. These models are then applied to the hospital data linkage example and their matching accuracies are compared against the manual review results in Section 4. Two additional examples involving deduplication of cancer registry data and disambiguation of inventor records are used to further evaluate the influence of accounting for conditional dependence, where results are presented in Appendix B and Appendix C. A simulation study is conducted in Section 5 to investigate the impact of accommodating conditional dependence on matching performance and how it may be affected by factors including the match prevalence, discriminating power of fields, sample size, and class-specific conditional dependence structures. These are followed by concluding remarks in Section 6.
A Motivating Example.
To motivate our study, we consider a real-world use case that links records from patient registries of two hospitals in central Indiana. One hospital is a public inner city hospital system with a large underserved population and the other is a private urban hospital system serving a larger population. Because of the close physical proximity of the two hospitals, many patients receive care and many physicians provide care across both hospitals. Thus, clinical data for these care processes are fragmented across the systems. The purpose of linking patient records from these two hospitals is to ensure that patients' clinical data are complete to best inform medical decision making and care coordination. These two hospitals contain approximately 1.5 million and 3.8 million patient records, respectively. Fields used for identifying matches in these two sets of data include first name, last name, middle initial, day, month, and year of birth, sex, zip code, phone number, and social security number (SSN). Fields such as first and last names, sex, and birth date are relatively complete, while other fields contain more missing data. For example, the SSN is missing for approximately one third of the hospital records, hence producing a large number of record pairs with missingness on the agreement of the SSN field. In record linkage, missing data have been addressed by imputation (Herzog, Scheuren and Winkler, 2007) , adding a third category in addition to the binary agreement/disagreement pattern in the latent class modeling (Tromp et al., 2008) , or treating fields with missingness as a disagreement (Ong et al., 2014) . We use the third approach since it is more conservative and protects against false matches.
Due to the extremely large number of record pairs, record linkage analysis usually employs a blocking scheme to decrease the number of record pairs in consideration (Herzog, Scheuren and Winkler, 2007) . One or more fields are taken as blocking variables and records with agreement on blocking variables are compared and evaluated for their true match status. Records with disagreement on blocking variables are automatically considered as nonmatches. Since disagreement in blocking variables may arise from erroneous values of the variables, record linkage practitioners typically use multiple blocking schemes, starting with more restrictive blocking variables such as the SSN, and using less restrictive blocking variables subsequently. In our example, we used two blocking schemes: one with the SSN as the blocking variable, representing a rather restrictive scheme, and the other with last name and first name (LNFN) as blocking variables, representing a less restrictive scheme. The SSN blocking scheme produced a data set of 590,128 record pairs (the SSN block) and the LNFN blocking scheme produced a data set of 14,665,148 record pairs (the LNFN block). After blocking, a random sample of record pairs was selected from all record pairs resulted from each blocking scheme and manually reviewed by five reviewers to establish the true match status. Both samples consisted of approximately 5,500 record pairs and were selected via stratified sampling that over-sampled record pairs with more ambiguity on the matching status, reflected by greater inconsistency in the agreement status of matching fields. Once the sample of record pairs was selected, manual review was implemented using a balanced incomplete block design. Each reviewer reviewed 40% of the record pairs so that every record pair was reviewed by two reviewers. Discrepancies were adjudicated by a third reviewer. Approximately 7.6% of the manually reviewed record pairs in the SSN blocking scheme and 4% in the LNFN blocking scheme yielded inconsistent results from the two reviewers and hence required a third adjudicator. As expected, inconsistent reviews occurred more frequently for pairs with greater discrepancy in the agreement status of fields.
These two blocking schemes are chosen to be presented because they represent situations with very low and very high match prevalence. Based on the manual review sample, 97% of the record pairs in the SSN blocking scheme are true matches, but only 6% of the record pairs in the LNFN blocking scheme are. In the SSN blocking scheme, we consider fields with relatively poor discriminating power and high conditional dependence, with the purpose to evaluate whether incorporating conditional dependence helps to improve the matching accuracy when matching fields have poor discriminating. We therefore choose fields including zip code, telephone number, middle initial, last name, and sex. In the LNFN blocking scheme, we consider fields with good discriminating power including SSN, telephone number, zip code, day, month, and year of birth. These two blocking schemes allow us to examine whether incorporating conditional dependence matters when there is a dominating class and whether the discriminating power of matching fields plays a role.
Binary agreement/disagreement pattern is considered for the comparison of each field since the FS model is based on binary data (Fellegi and Sunter, 1969) . For first and last names, the modified Jaro-Winkler string comparator was used to obtain the similarity measure, which was then dichotomized using a threshold of 0.8. This threshold was selected based on our empirical experience and previous research, which showed that, at a threshold of 0.8, the modified Jaro-Winkler comparator achieved highest linkage sensitivity of 97% (Grannis, Overhage and McDonald, 2004) . With dichotomous data on the agreement/disagreement of each field, there are 2 5 = 32 unique vector patterns in the SSN blocking scheme (see Table 2 in Appendix A) and 2 6 = 64 unique vector patterns in the LNFN blocking scheme (See Table 3 in Appendix A). Based on the manual review sample for each blocking scheme, we estimate the true match prevalence and m-and u-probabilities (Table 1) . The conditional independence of the data is examined using the correlation residual plot, shown in Figure 1 , where the correlation residual is defined as the difference in the observed correlation and expected correlation for each pair of fields (Qu, Tan and Kutner, 1996) . The observed correlation is calculated based on the observed frequencies of record pairs in the 2 × 2 contingency table formed by a pair of fields. Following the recommendation by Subtil, de Oliverira and Goncalves (2012) , the expected correlation is calculated based on the expected frequencies estimated in the FS modeling framework, using the parameters established by the manual review. If fields are conditionally independent, the differences in the observed and expected correlations will be nearly zero. On the other hand, if two fields are conditionally dependent, the observed and expected correlations will be different, resulting in a large deviation from zero on the correlation residual plot.
For both SSN and LNFN blocking schemes, the conditional independence assumption is clearly invalid and the FS model is inadequate. This can be seen from the considerable differences between the observed and the expected correlations shown in the correlation residual plots. The largest correlation residual is between telephone number and zip code for both blocking schemes. These two fields are conditionally dependent potentially because subjects with the same phone number are more likely to have the same zip code since they are likely the same person, or different persons residing in the same household. In the SSN blocking scheme, correlation residuals between last name and zip code and between last name and telephone number are also relatively large, indicating conditional dependence among these fields. Subjects with the same last name (and SSN) are likely the same person or different persons in the same household (family members may share SSN), and hence are more likely to have the same telephone number or zip code. This is likely one of the reasons for the conditional dependence between SSN and zip code and between SSN and telephone number in the LNFN blocking scheme. 3. Probabilistic Record Linkage.
. . , Y J ) be the agreement vector of the J fields on a record pair, where Y j = 1 if the two records agree on the j th field and 0 otherwise. Let M denote the true match status of a record pair, which takes values 0 (true non-match) and 1 (true match). Based on the observed agreement pattern Y , the contribution of the record pair to the likelihood is
where P (M = 1), denoted as π, is the prevalence of the true matches and P (Y |M ) is the conditional distribution of the agreement vector Y given the true match status M . There are various ways to characterize the conditional distribution P (Y |M ). The FS model of record linkage assumes that the agreement patterns on multiple fields of the same record pair are independent conditional on the true match status. In other words,
, where the conditional probabilities P (Y j |M ) define the m-and u-probabilities m j = P (Y j = 1|M = 1) and u j = P (Y j = 1|M = 0).
Due to the potential violation of the conditional independence assumption in real-world record linkage applications, the FS model typically provides an inadequate fit to the data. A frequently used approach to relax the conditional independence assumption is the log-linear (LL) latent class model. It has been shown that the FS model can be equivalently parameterized using the log-linear modeling framework as follows (Clogg, 1995) :
where I(·) is an indicator function. Using this formulation, we can easily extend the conditional independence by including interaction terms between agreement patterns in two or more fields (with or without interacting with M ). For example, if fields 2 and 3 are conditionally dependent in the true match class, we can include their interaction term in the model as follows:
More recently, the Gaussian random effects (GRE) model was applied to the record linkage literature by Daggy et al to accommodate the conditional dependence (Daggy et al., 2014) . They introduced a random effect T that followed a standard normal distribution and assumed that the binary agreement pattern Y j for an individual field was independent Bernoulli with proportion Φ(a jM + b jM T ), conditional on the true match status M and random effect T . Under the GRE model, the m-and u-probabilities can be calculated as follows:
3.2. Latent Class Models with a Finite Mixture (FM) Extension. The GRE model incorporates possible conditional dependence among fields using a continuous mixture model framework. It uses a normal random effect to represent the heterogeneity across record pairs in the same match class. In the diagnostic testing literature, Albert and colleagues proposed an alternative approach to incorporating conditional dependence with a finite mixture model framework to handle situations where some truly diseased and nondiseased individuals were always diagnosed correctly and others were subject to diagnostic error (Albert et al., 2001; Albert and Dodd, 2004, 2008) . This model has been used to extend both the conditional independence models and the GRE models. It has been shown to produce better goodness-of-fit to the data than the conditional independence models and provide less biased parameter estimates when the conditional independence model did not provide a satisfactory fit.
In record linkage, latent class models can be similarly extended using the finite mixture model framework. We assume that the record pairs in the match class contain two sub-classes, one with high data quality whose field agreements are consistent with the underlying truth, and the other with relatively lower data quality whose field agreements are subject to error. Likewise, the non-match class also contains two sub-classes of record pairs, one with field agreements of record pairs consistent with the unobserved truth and the other with field agreements subject to error. Specifically, for each record pair, let L be an indicator of whether field agreement pattern is always consistent with its latent truth. For a record pair, if its agreement vector Y contains both 1's and 0's (some fields agree while others do not), then L = 0. On the other hand, if the vector Y contains all 1's or all 0's, the record pair could potentially belong to the sub-class whose vector pattern is always consistent with the true match status. Altogether, the population of record pairs is hypothesized to contain four potential classes based on M (0 or 1) and L (0 or 1). The probability of the observed agreement pattern Y is given by
where η 1 = P (L = 1|M = 1) and η 0 = P (L = 1|M = 0) are the proportions of true matches and true non-matches whose field agreements are always consistent with the truth. The conditional probability of Y given M and L is:
and the probabilities P (Y |M, L = 0) can be modeled using any approaches including the FS, LL, and GRE models. For example, the m-and u-probabilities of the finite mixture extended FS model, denoted as the FSFM model, can be computed as follows:
These probabilities can be similarly calculated for the finite mixture extended LL and GRE models, denoted as the LLFM and GREFM models, respectively.
3.3. Model Estimation. With J fields, there are K = 2 J possible unique vector patterns. The log-likelihood of the data is given by
where f k is the frequency of record pairs with vector pattern Y k and P (Y k ) is the probability of the vector pattern in (1).
The maximum likelihood estimate (MLE) of parameters are obtained by maximizing the log-likelihood function (2). In record linkage, the expectation maximization (EM) algorithm is commonly used to obtain the MLE of the model parameters (Winkler, 1988) . Recently, the Newton Raphson type routine implemented in the SAS NLMIXED procedure has been used to find the MLE in record linkage (Daggy et al., 2013) . We adopt this approach for parameter estimation of the finite mixture extension of the latent class models. For the GRE model and its finite mixture extension, we will use the adaptive Gaussian quadrature approach to estimate the log-likelihood. Estimation of the matching score requires some additional programming using the NLMIXED procedure. SAS code for fitting the latent class models for the real-world linkage example is available at http://pages.iu.edu/ huipxu/publications.html.
3.4. Classification of Record Pairs. Once parameter estimates of the latent class models are obtained, the match score, defined as log 2 {P (Y |M = 1)/P (Y |M = 0)}, can be estimated for each record pair and used for the classification of record pairs. High match scores indicate a greater likelihood to be a match and low match scores indicate a greater likelihood to be a nonmatch. In practice, record linkage practitioners typically use a two-threshold scheme. Record pairs with a match score above the upper threshold are classified as matches and those with a match score below the lower threshold are classified as non-matches (Fellegi and Sunter, 1969) . Record pairs with match scores falling in between the two thresholds require human review to evaluate their match status. In situations where human review is not possible due to the limited resources or privacy concern, a one-threshold scheme has also been used to classify record pairs as matches if their match scores are above the threshold and as non-matches otherwise (Grannis et al., 2003) . For ease of comparison, we will evaluate the models using the one-threshold scheme in our paper.
Hospital Data Linkage.
In this section, we will apply latent class models to the hospital data linkage example described in Section 2 and compare their performance based on the true match status established through manual review. we first fit the FS model to the data, ignoring its invalid conditional independence assumption. Further examination of the correlation residual plot in Figure 1 shows that the correlation residuals are relatively large among the following fields in the SSN blocking scheme: telephone number, zip code, last name, and the middle initial. In the LNFN blocking scheme, the correlation residuals are well above the 5% level among three fields: telephone number, zip code, and the SSN. The conditional dependence will be addressed using both the LL model with pairwise interactions and the GRE model with non-zero b jM among these fields. Finite mixture extensions of the FS, LL, and GRE models are also fit to accommodate the conditional dependence among fields. Parameter estimates of the match prevalence, m-and u-probabilities are shown in Table 1 , with goodness of fit of the models presented using the deviance. In addition, we compute the marginal probabilities P (Y ) for each vector pattern and present the expected frequencies estimated from each model along with the observed frequencies in Table 2  and Table 3 in Appendix A. Large differences between the observed and expected frequencies indicate the lack of fit of models.
To evaluate the matching accuracy of the latent class models, we construct the Receiver Operating Characteristic (ROC) curve and compute the area under the curve (AUC) based on the true match status established in the manual review sample. Specifically, we first calculate the match score for each record pair in the manual review sample. We then compute the true positive rate and false positive rate for each threshold of the match score by comparing the model estimated match status with the true match status. The true positive rate is the proportion of truly matched record pairs that are correctly classified as matches and the false positive rate is the proportion of truly non-matched record pairs that are incorrectly classified as matches. The ROC curves are shown in Figure 2. 4.1. The SSN Blocking Scheme. Applying the FS model effectively disregards the conditional dependence of fields. This results in a substantial underestimation of the match prevalence. According to Table 1, the SSN blocking scheme contains approximately 97% true matches, while the match prevalence is only estimated to be 44% by the FS model. Ignoring the conditional dependence among fields also leads to severely overestimated mprobabilities, especially for fields that are highly conditionally dependent. For example, the m-probability for zip code is 0.47 based on the manual review sample, implying that 47% of the truly matched record pairs agree on zip code. However, the estimated m-probability for zip code has more than doubled the true value. On the other hand, the u-probability for last name is 0.25, implying that 25% of the truly non-matched record pairs agree on last name. This u-probability estimate has more than tripled based on the FS model. The lack of fit of the FS model can also be seen from its large deviance of 10,706.5 and the substantial differences between its expected frequencies and the observed frequencies. For example, the vector pattern with disagreement in all five fields contains more than 5,000 record pairs, while the FS model estimates only approximately 1,500 record pairs for this vector pattern (see Table 2 in Appendix A).
Next, we incorporate the conditional dependence using a finite mixture extended FS model. The FSFM model provides a much better fit to the data with a substantially smaller deviance of 1,782.9. The expected frequencies are closer to the observed frequencies than the FS model. Despite the much improved model fit, however, there is little improvement in the estimates of match prevalence and m-and u-probabilities. Using the LL and GRE models, the model fit is further improved with deviances of 163.8 and 447.6, respectively. The expected and observed frequencies are similar for all vector patterns. More importantly, the estimated match prevalence and m-and u-probabilities are very close to their true values estimated based on the manual review. The match prevalence is estimated to be above 90% for both LL and GRE models, less than 5% away from the true value. As the LL and GRE models are further extended using a finite mixture model framework, the model fit continues to improve with deviance lower than 50 and the differences between the expected and observed frequencies become smaller. Surprisingly, the estimated match prevalence, the m-and u-probabilities move away from the true values despite the better fit of the two models. An explanation could be that the conditional dependence structures imposed by the finite mixture extended models may not be correct.
With regard to the matching accuracy, the Receiver Operating Characteristic (ROC) curves in Figure 2 show that the four models, the LL and GRE models and their finite mixture extensions, produce similar matching accuracies with AUCs of approximately 90%. The matching accuracies of the FS and FSFM models are lower with AUCs of approximately 85%. These results show that for the SSN blocking scheme, incorporating the conditional dependence improves the model fit dramatically. Conditional dependence models have improved parameter estimation and matching accuracy for the SSN blocking scheme in the hospital linkage data.
4.2. The LNFN Blocking Scheme. The estimated match prevalence and m-and u-probabilities based on the FS model are very similar to the true values based on the manual review, despite the tremendous lack of fit indicated by the large deviance of 297,041.4 (Table 1) . Conditional dependence models including the LL and GRE models, as well as the finite mixture extended models including FSFM, LLFM, and GREFM models, all produce comparable parameter estimates, which are also similar to the true values. More complex models yield better goodness of fit to the data with smaller deviances and smaller differences between the observed and expected frequencies (see Table 3 in Appendix A). In addition, all six models have very high matching accuracy with an AUC above 99% and their ROC curves are indistinguishable from each other.
4.3. Summary of Results. Incorporating conditional dependence in the two blocking schemes of the hospital linkage example shows comparable or improved matching accuracy relative to that of the FS model. In the SSN blocking scheme, conditional dependence models produce much improved model fit and higher matching accuracy. In the LNFN blocking scheme, conditional dependence models provide improved model fit and comparable matching accuracy. Comparison of data from the two blocking schemes reveals that fields used for matching in the SSN blocking scheme have relatively poor discriminating power and there exists strong conditional dependence in the dominating class. The ratios of m-and u-probabilities, known as the positive likelihood ratios, are lower than 10 for all fields in the SSN blocking scheme. In comparison, the m-and u-probability ratios are well above 10 into hundreds and even thousands for some fields in the LNFN blocking scheme, indicating extremely discriminating fields. The high field discrimination leads to high matching accuracy for all latent class models, even for the FS model whose conditional independence assumption is inappropriate. As mentioned in Section 2, 7.6% and 4% of the manual review sample in the SSN and LNFN blocking schemes respectively had inconsistent reviews. A third adjudicator was employed to determine the match status. In order to examine whether these inconsistent reviews impact the results, three additional analyses were performed, where match status of record pairs with inconsistent reviews were determined differently. In Scenario 1, we assumed that the match status determined by the adjudicator was incorrect for all such record pairs. In Scenario 2, all these record pairs were assumed to be non-matches. In Scenario 3, all these record pairs were assumed to be matches. ROC curves for each latent class model against true match status determined under the three scenarios are shown in Figure 4 in Appendix A. Based on these figures, we could again see that conditional dependence models produce improved matching accuracy compared to the FS model for the SSN blocking scheme, while all models yield comparable matching accuracy for the LNFN blocking scheme. This indicates that inconsistent reviews had little impact on the results.
In addition to the hospital linkage example, two additional real-world data linkage examples presented in Appendix B and Appendix C yield similar findings. In these two examples, accommodating conditional dependence also results in comparable or improved matching accuracy relative to that of the FS model. Utilization of poorly discriminating fields results in suboptimal matching performance of the FS model, which is improved by accommodating conditional dependence. When highly discriminating fields are used for matching, all models yield similar matching accuracy.
Based on these results, we hypothesize that incorporating the conditional dependence enables us to recover the true model parameters and enhance the matching accuracy in situations where matching fields have poor discriminating power. When the discriminating power of matching fields is high, incorporating the conditional dependence may not further improve matching accuracy relative to the FS model, despite the more satisfactory model fit. These hypotheses will be evaluated using a simulation study, where multiple factors including the discriminating power of matching fields are examined for their impact on whether and when it is important to accommodate conditional dependence.
5. Simulation Study. The real-world examples in Section 4, Appendix B, and Appendix C show that conditional dependence latent class models provide better fit to the data and yield matching accuracies at least as good as or better than that of the FS model assuming conditional independence. In this section, we perform a simulation study to examine when conditional dependence models will provide improved matching accuracy and what factors might play a role. Data will be simulated to represent the agreement or disagreement of the matching fields. These data can be thought of as vector patterns obtained after applying a specific blocking scheme in the real applications and are used directly in the latent class analysis. We will consider four scenarios in our simulation. Scenarios I, II, and III have six fields with moderate power for discriminating matches from non-matches (m-probabilities are 0. 45, 0.25, 0.85, 0.95, 0.98, 0.99 , and u-probabilities are 0.2, 0.05, 0.2, 0.3, 0.1, 0.05), but scenario I has field dependence in both match and non-match classes, scenario II has dependence only in the match class, whereas scenario III has dependence only in the non-match class. Scenario IV has fields with greater discriminating power compared to the first three scenarios (m-probabilities are 0.85, 0.9, 0.85, 0.95, 0.98, 0.99, and u-probabilities are 0.05, 0.1, 0.02, 0.05, 0.02, 0.01), with conditional dependence in both match and non-match classes.
For each scenario, we consider two values for the sample size (N = 500, 000 and 5, 000 record pairs) and nine values for the true match prevalence (2%, 5%, 10%, 30%, 50%, 70%, 90%, 95%, 98%). For each combination of scenario, sample size, and true match prevalence, we generate 500 Monte Carlo data sets based on the finite mixture extended GRE model with η 1 = 0.05 and η 0 = 0.2, which are chosen based on the results of the hospital linkage example in Section 4. For all scenarios, we generate conditional dependence among the first four fields. For scenario I, the first four fields are correlated with b j1 = 1, 2, 0.5, 1.5 among true matches and b j0 = 0.5, 1, 2, 0.5 among true non-matches. This results in a relatively stronger field dependence in the match class than in the non-match class, with tetrachoric correlation ranging from 0.32 to 0.74 among matches and from 0.2 to 0.63 among nonmatches. For scenario II, we generate the same dependence in the match class as in Scenario I but no dependence in the non-match class. For scenario III, we generate the same dependence in the true non-match class as in Scenario I but no dependence in the match class. Scenario IV is set up to have the same dependence in both match and non-match classes as in Scenario I.
For each simulated data set, we fit the FS, FSFM, LL, LLFM, GRE, and GREFM models. Due to the structured field dependence of the simulated data, we include the pairwise interactions only among the first four fields in the LL and LLFM models, and assume non-zero b jd 's only for the first four fields in the GRE and GREFM models. The correlations are considered in both match and non-match classes for both scenarios I and IV, in the match class only for scenario II and in the non-match class only for scenario III. Among the six models examined, the LLFM and GREFM models are the only two that can adequately account for the field dependence. We summarize estimates of match prevalence, m-and u-probabilities, and matching accuracy in terms of AUC across the 500 replicates. The average AUCs are shown in Figure 3 . The biases in estimated prevalence and m-and u-probabilities are presented in the figure in Supplement Xu et al. (2018) . The magnitude of biases is represented using blue (under-estimation) to red (over-estimation) spectrum with lighter color for smaller bias and darker color for larger bias.
For scenario I with N = 500, 000, none of the models produce bias when the true match prevalence is close to 50%. When the true match prevalence deviates from 50% in either direction, models that do not address the conditional dependence adequately start to show bias and the magnitude of the bias becomes greater as the true match prevalence moves further away from 50%. This is particularly true for the FS model. When the true match prevalence is close to 0%, the match prevalence is over-estimated while the mand u-probabilities are generally under-estimated. On the other hand, the match prevalence is under-estimated and m-and u-probabilities are generally over-estimated when the true match prevalence approaches 100%. In terms of the matching accuracy, when the true match prevalence is near 50%, all six models produces indistinguishable ROC curves with similar AUCs of approximately 99.9% (Figure 3 panel A) . These models continue to have similar matching accuracy when the true match prevalence deviates from 50% until it approaches either 0% or 100%. A difference in matching accuracy is observed with the FS and FSFM models and is most notable when the true match prevalence is less than 10% or greater than 90%. Specifically, the FS model is less accurate than the LL, LLFM, GRE, and GREFM models when the true match prevalence is 2%, 5%, 10%, and 98%, and the FSFM model is less accurate when the true match prevalence is 2%, 5%, or 98%, with a greater difference at more extreme match prevalences. It is worth noting that the FSFM model generally gives the same or better accuracy compared to the FS model; however, at 2% prevalence it produces lower accuracy than the FS model. These results show that the FS model provides reasonable matching accuracy when the true match prevalence is close to 50%. Consideration of the conditional dependence models is important in the more extreme situations when the majority of the data are matches or non-matches but the importance diminishes as the match prevalence is around 50%.
In order to examine how the conditional dependence in each class affects the model performance, we compare scenario I to scenarios II and III. In scenario II where fields are correlated only in the match class, all models yield similar matching accuracy close to 100%, except at the very high match prevalence of 98% when data are dominated by true matches (Figure 3 panels B and C) . Specifically, at 98% prevalence, ignoring the conditional dependence produces biased parameter estimates and compromised matching accuracy. The FSFM model provides relatively better matching accuracy than the FS model, but the accuracy is not as good as the LL and GRE models and their finite mixture extensions. In scenario III where fields are correlated only in the non-match class, ignoring the conditional dependence produces biased parameter estimates when data are predominantly non-matches with a true match prevalence 2-10%. The LL, LLFM, GRE, and GREFM models all provide accurate matching regardless of the true match prevalence. The FS and FSFM models provide similar matching accuracy except when the true match prevalence decreases to 2-10%. These findings demonstrate the importance of addressing the conditional dependence when it exists in the vast majority of the data. In other words, we need to consider conditional dependence models if the conditional dependence exists in the dominating class of the data. On the other hand, if the conditional dependence exists only in the non-dominating class, fitting conditional dependence models does not substantially improve the matching accuracy over the FS model.
We now look at the scenario IV to examine whether findings are similar when fields with higher discriminating power are used for record linkage. We again see that, when the true match prevalence is close to 50%, none of the models produces bias. When the true match prevalence approaches 0% or 100%, bias starts to appear for the FS and FSFM models. However, the magnitude of the bias is less severe compared to scenario I, especially for the prevalence estimate. Among all parameters, the u-probabilities of the FS and FSFM models show the greatest amount of bias when the true match prevalence is 95%-98%. However, these biases do not result in compromised matching accuracy as all models show similar AUCs (Figure 3 panel  D) . With a match prevalence close to 100%, non-matches only constitute a small portion of the data. Hence bias in the u-probabilities only affects a small percentage of the data and does not have much impact on the overall matching accuracy.
Note that the simulation results shown above only present the averages across 500 simulated data sets because the variability of the parameter estimates and AUCs are quite small with standard deviations in the order of 10 −3 . In addition, simulation results for the smaller sample size of N = 5, 000 record pairs are not presented because they show the same results except that the parameter and AUC estimates exhibit greater variability. Also note that we only consider situations with moderately and highly discriminating fields in our simulations because record linkage practitioners would choose such fields from a set of candidates to link records. In situations where fields have poor discriminating power, estimates of match prevalence and m-and u-parameters based on the FS model are biased even when the true match prevalence is close to 50%, although the bias is not as severe as in situations when the true match prevalence is close to 0% or 100% (based on additional simulations, results not shown in manuscript but available from http:// pages.iu.edu/~huipxu/publications.html). The FS model always provides inferior matching accuracy relative to the conditional dependence models, regardless of the true match prevalence. In our specific simulation, the AUCs of the FS model range from 5% lower when the true match prevalence is close to 50% to 15% lower when the true prevalence is close to 0% or 100%.
6. Discussion. The FS model is widely used in probabilistic record matching, despite its often invalid assumption of conditional independence. Prior literature has recognized the limitations of the FS model -biased parameter estimation when the conditional independence assumption fails. However, little investigation has been performed to evaluate the extent to which the record matching accuracy is impacted by the assumption. In this paper, we apply latent class models to the motivating hospital linkage example, with conditional dependence structure informed by the true match status of manually reviewed record pairs. In the SSN blocking scheme where fields have poor discriminating power, conditional dependence models yield improved matching accuracy compared to the FS model. In the LNFN blocking scheme where fields with good discriminating power are used for matching, incorporating conditional dependence results in comparable matching accuracy relative to the FS model. These findings are confirmed by the extensive simulation study, demonstrating that models incorporating the correct conditional dependence yield matching accuracies as good as or better than that of the FS model. In some situations, the simple FS model performs similarly to models with more complex conditional dependence structures. However, it is important to note that addressing conditional dependence is important when the true match prevalence approaches 0% or 100% and the conditional dependence exists in the dominating class. When conditional dependence lies in the non-dominating class only or when the match prevalence is near 50%, it becomes less important to consider conditional dependence models as all models produce comparable matching accuracy. Note that one may still prefer conditional dependence models in cases with extremely large sample sizes, where a slight improvement in matching accuracy could translate to a large number of record pairs being correctly classified.
Our study further shows that the need to address conditional dependence at a match prevalence close to 0% or 100% diminishes if the discriminating power of matching fields is high, as seen in the LNFN blocking scheme of the hospital linkage example. This finding is consistent with Fellegi and Sunter's claim in their seminal work, where they indicated that they believe the FS model is robust to departures from the conditional independence assumption if sufficient identifying information is used for linkage operation (Fellegi and Sunter, 1969) . When fields have high discriminating power, the FS model can provide a matching accuracy comparable to the better fitting conditional dependence models. In the literature, it has been well recognized that the gain in predictive accuracy from building increasingly more complex models decreases dramatically and simple models can account for over 90% of the achievable predictive power in many situations (Hand, 2006) . In supervised classifications, the simple naive Bayes rule with conditional independence assumption can often perform surprisingly well and may even have better performance than complex rules (Hand and Yu, 2001 ). These authors commented that one of the reasons is the low variance in the probability estimates of the naive Bayes rule. Although the naive Bayes rule produces biased probability estimates, the bias may be inconsequential for classification as long as the rank order is preserved. The same arguments can be made with regard to the often satisfactory performance of the FS model for the unsupervised classification of record linkage problems.
In contrast, if fields have poor discriminating power, as seen in the SSN blocking scheme of the hospital linkage example, it is important to consider conditional dependence even if the true match prevalence is close to 50%. This is because the FS model provides inferior matching accuracy, regardless of the true match prevalence. These findings highlight the importance of using highly discriminating fields for record linkage whenever possible. These results are also consistent with previous research that assessed the discriminating power of matching fields using real-world record linkage problems (Cook, Olson and Dean, 2001; Quantin et al., 2004) . In particular, our work adds to the literature that fields with high discriminating power are critical especially in situations when the match prevalence is extreme and dependence exists in the dominating class. In addition, these findings explain why the FS model produces matching accuracy inferior to that of conditional dependence models only in the SSN blocking scheme of the hospital linkage example but comparable matching accuracy in the LNFN blocking scheme: The SSN blocking scheme uses fields with poor discriminating power where strong correlation exists in the class that makes up 97% of the record pairs. The LNFN blocking scheme, on the other hand, uses highly discriminating fields. Hence all models produce comparable results. This also explains why, in Daggy et al (Daggy et al., 2014) , the FS model produced a negligible misclassification rate at low match prevalence even when strong conditional dependence existed in both match and non-match classes in their simulation study: Several fields in the simulations were extremely discriminating with uprobabilities of 0.001 and m-probabilities of 0.95. Had these u-probabilities been larger and m-probabilities been smaller, the misclassification rate of the FS model would have been much higher.
Lastly, we caution that not all conditional dependence models will necessarily improve the matching accuracy when conditional dependence exists. The finite mixture extended FS model addresses the conditional dependence; however, in our simulations, it sometimes produces less accurate record matching than the FS model, despite a better fit to the data. This finding suggests that a conditional dependence model with misspecified dependence structure could potentially produce inferior matching accuracy than the FS model, consistent with earlier findings on the impact of incorrect conditional dependence structures for record linkage . This is also consistent with findings by Albert and Dodd (2004) regarding diagnostic test accuracy evaluation -conditional dependence models lack robustness and thus parameter estimates can be seriously biased with misspecified conditional dependence structure. We therefore caution against a blind use of conditional dependence models, even if there is a need to address the conditional dependence. Studies have successfully used multiple diagnostic tools to identify the conditional dependence (Qu, Tan and Kutner, 1996; Garrett and Zeger, 2000; Sepulveda, Vicente-Villardon and Galindo, 2008) . However, recent research has found that these approaches may not be able to identify the appropriate dependence structure in situations when the conditional independence model is highly biased (Subtil, de Oliverira and Goncalves, 2012) . These authors further demonstrated that the dependence would be correctly identified if the true values of parameters were used to estimate the expected correlations. Moreover, to decide whether to address conditional dependence in record linkage, one needs to have an approximate estimate of the true match prevalence. This can be difficult to obtain since the FS model can give severely biased estimate of the match prevalence in some situations. Owing to these issues, we recommend human review of a sample of record pairs to establish the true match status whenever feasible for practical applications. This will help in both choosing a model with appropriate dependence structure and establishing an estimate for match prevalence. If human review is not available, a sensitivity analysis should be conducted to apply latent class models with various structures to address the conditional dependence.
The finite mixture extension of the conditional dependence models appears to perform similarly to the corresponding models without the finite mixture extension in simulation studies in terms of both parameter estimates and matching accuracy. This is due to the relatively low percentages of record pairs whose field agreement pattern is always consistent with the underlying true match status, which were set to be 5% in the match class and 20% in the non-match class. When these percentages are higher, additional simulations (results not shown but reproducible with a SAS program available at http://pages.iu.edu/~huipxu/publications.html) show that the conditional dependence models with the finite mixture extension provide less biased parameter estimates than models without the finite mixture extension, but the matching accuracy is still comparable. This again confirms our previous finding that improved model fit does not necessarily lead to improved matching accuracy. Furthermore, comparison between LL models and GRE models shows that both models produce comparable results. However, as reported by Daggy et al (Daggy et al., 2014) , GRE models are computationally more intensive. They are also more likely to have numerical instability, as seen in one of the our real-world examples. In practice, GRE models can be a useful tool when the conditional dependence is prevalent among many fields as they involve fewer parameters than LL models. We recommend using multiple starting values if GRE models are used since the convergence of these models is strongly dependent on the starting values.
Appendix A. This section shows the model estimated frequencies for each vector pattern of the SSN and LNFN blocking schemes of the hospital linkage data. Also shown are the ROC curves of the latent class models where the true match status of record pairs with inconsistent manual reviews was assumed under three scenarios. Appendix B. In this section, we will further evaluate whether incorporating conditional dependence might improve the matching accuracy using a publicly available data set for the deduplication of personal data records from the Epidemiological Cancer Registry of North Rhine-Westphalia in Germany (Schmidtmann et al., 2009 ). The comparison patterns in the data set were formed based on a sample of 100,000 records collected between 2005 and 2008 and are available at https://archive.ics.uci.edu/ml/ datasets/Record+Linkage+Comparison+Patterns. Due to the large number of possible pairs, six blocking schemes were utilized, resulting in 5,749,132 record pairs, of which 20,931 pairs were matches. The true match status was ascertained by applying two record linkage software packages, where record pairs classified as a match or a potential match by one or both software packages were subjected to an extensive manual review involving three experienced documentarists and four further staff members (Sariyar, Borg and Pommerening, 2011) . Seven fields were available in the data set, including first name, last name, sex, birth day, birth month, birth year, and postal code. The agreement of the last name and first name was measured as a value between 0 and 1, indicating the phonetic similarity of the names. Binary agreement in last name and first name was then derived based on the dichotomization with 0.9 as the threshold, while for the other five fields, exact agrement was derived.
In our analysis, we focus on two blocking schemes: one requiring agreement in date of birth (DOB) and the other requiring equality of last name and sex (LNSEX). The DOB blocking scheme involves 331,637 record pairs, of which 20,766 (6.26%) pairs are matches. The LNSEX block includes 732,897 record pairs, of which 20,463 (2.79%) pairs are matches. Examination of the true matches and true non-matches reveals that last name and sex are correlated among the non-matches in the DOB blocking scheme, while in the LNSEX blocking scheme, day, month, and year of birth were correlated among the matches. We therefore fit the LL model with pairwise interactions between last name and sex in the non-match class for the DOB blocking scheme, allowing fields to be independent in the match class. The conditional dependence will also be modeled using the GRE model with nonzero b jM = b for last name and sex in the non-match class. For the LNSEX blocking scheme, conditional dependence will be accommodated using the LL model with pairwise interactions among birth day, month, and year and using the GRE model with non-zero b jM for these three fields in the match class only.
Model deviance and estimates of model parameters are shown in Table 4 . For the DOB blocking scheme, accommodation of the conditional depen-dence, which lies in the non-matching class or the dominating class, results in substantial improvement in model fit, as seen by remarkably smaller deviance of the conditional dependence models relative to the FS model. The estimated frequencies based on conditional dependence models are much closer to the observed frequencies, as shown in Table 5 . Model parameter estimates, on the other hand, are very similar across models. In addition, all models provide excellent discrimination with an AUC above 99.9%.
For the LNSEX blocking scheme, accommodation of the conditional dependence, which lies in the non-dominating class, results in better model fit than the FS model. However, the improvement is rather modest. Estimated parameter values of all six models are similar to the true values and all models yield excellent discrimination with an AUC above 99.9%.
These results show that accommodating conditional dependence leads to comparable matching accuracy relative to that of the FS model while improving model fit. Both blocking schemes use fields such as first name, last name, and postal codes with high discriminating power, resulting in high matching accuracy for all latent class models, even for the FS model whose conditional independence assumption is inappropriate. 19315 19315 19307.52 19315 19308.67 19315.06 19308.22 19315 Appendix C. Another publicly available data set will be used to evaluate whether incorporating conditional dependence might improve the matching accuracy. This data set involves the disambiguation of inventor records in the United States Patent and Trademark Office (USPTO) database. A total of 98,762 inventor records corresponding to a sample of 824 inventors in the optoelectronics industry were manually disambiguated, where a random sample of 150,000 record pairs was selected from all pairwise comparisons and used as the training data for the classification models by Ventura, Nugent and Fuchs (2015) (available at http://www.cmu.edu/epp/ disambiguation). There were 8 fields in the data, where agreement for last name, first name, and middle initial of the inventor, city, and assignee was measured using the similarity scores based on the Jaro-Winkler string comparator. Binary agreement status was then derived according to the dochotomization of the similarity scores at the 0.8 threshold.
Among the 150,000 record pairs, 19,896 pairs are true matches, resulting in a match prevalence of 13.3%. Further examination of the field agreement statu among true matches and true non-matches determined by manual review reveals that first name and last name show a strong negative correlation in the non-match class. Specifically, approximately 92% of the true non-matches disagree on last name and agree on first name. Another 7.5% of the record pairs agree on last name while disagree on first name. No record pairs have disagreement on both last and first names. We therefore perform two analyses, both of which include first name and last name as matching fields. Three additional fields are included. In Analysis I, we include country, state, and assignee that have relatively poorer discriminating power. In Analysis II, we include middle name, city, and suffix with good discriminating power. The strong conditional dependence between first name and last name in the non-match class is accommodated using the LL model for both analyses. The GRE model is not used due to the numerical instability since the tetrachoric correlation underlying the binary agreement status is nearly on the boundary.
The match prevalence and the m-and u-probabilities estimated by latent class models are shown in Table 6 . The LL model provides substantially better fit than the FS model for both analyses, with expected frequencies generally closer to the observed frequencies (Table 7) . In Analysis I where the three additional fields have poor discrimination, parameter estimates are much less biased in the LL model than in the FS model. In Analysis II where the additional fields have good discrimination, all models produce similar parameter estimates with little bias. In terms of matching accuracy, the AUC was 96% for the FS model and 99% for the LL model for Analysis I, implying lower accuracy of the FS model (see Figure 5) . In Analysis II, however, the AUC was 99.9% for all models, suggesting little difference in matching accuracy.
Accommodating conditional dependence in this example results in comparable or improved matching accuracy relative to that of the FS model while improving model fit. Specifically, conditional dependence models produce higher matching accuracy in Analysis I, where fields used for matching have relatively poor discriminating power and there exists strong conditional dependence in the dominating class. The ratios of the m-and u-probabilities for the three additional fields are 1, 7, and 14 for country, assignee, and state. In comparison, all latent class models produce comparable matching accuracy in Analysis II, where fields have much greater discrimination, with ratios of the m-and u-probabilities being 19, 97, and 102 for middle name, city, and suffix. These highly discriminating fields lead to high matching accuracy for all latent class models. 
