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Abstract 
Background: A kinetic model provides insights into the dynamic response of biological systems and predicts how 
their complex metabolic and gene regulatory networks generate particular functions. Of many biological systems, 
Escherichia coli metabolic pathways have been modeled extensively at the enzymatic and genetic levels, but existing 
models cannot accurately reproduce experimental behaviors in a batch culture, due to the inadequate estimation of a 
specific cell growth rate and a large number of unmeasured parameters.
Results: In this study, we developed a detailed kinetic model for the central carbon metabolism of E. coli in a batch 
culture, which includes the glycolytic pathway, tricarboxylic acid cycle, pentose phosphate pathway, Entner-Doudor-
off pathway, anaplerotic pathway, glyoxylate shunt, oxidative phosphorylation, phosphotransferase system (Pts), non-
Pts and metabolic gene regulations by four protein transcription factors: cAMP receptor, catabolite repressor/activator, 
pyruvate dehydrogenase complex repressor and isocitrate lyase regulator. The kinetic parameters were estimated by a 
constrained optimization method on a supercomputer. The model estimated a specific growth rate based on reaction 
kinetics and accurately reproduced the dynamics of wild-type E. coli and multiple genetic mutants in a batch culture.
Conclusions: This model overcame the intrinsic limitations of existing kinetic models in a batch culture, predicted 
the effects of multilayer regulations (allosteric effectors and gene expression) on central carbon metabolism and pro-
posed rationally designed fast-growing cells based on understandings of molecular processes.
Keywords: Systems biology, Rational design, Dynamic model, Enzyme kinetics, Transcription factor, Signal 
transduction, Allosteric enzyme
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Background
Systems biology and synthetic biology aim to under-
stand the mechanism by which a biochemical network 
yields dynamic behaviors in response to environmen-
tal stresses or genetic variations and to rationally design 
and engineer such networks [1–5]. The biochemical net-
work consists of biomolecules such as genes, proteins 
and metabolites and their interactions that generate a 
variety of cellular functions. The systems and synthetic 
biology approach is to construct a biochemical network 
map, develop mathematical modeling and simulations, 
experimentally validate the model and predict or ration-
ally design new functions [6]. Mathematical models must 
reproduce experimental data and phenotypes under dif-
ferent culture and genetic conditions, which leads to 
computer-aided design (CAD) of cells [7, 8].
Hundreds of the kinetic models from microbes to 
mammals have been presented and construction of com-
plete models is still underway, as shown in the BioModels 
database [9, 10] and JWS online [11]. Out of many bio-
logical systems, the central carbon metabolism of Escher-
ichia coli has been extensively modeled [12] because (1) 
E. coli is widely used to produce useful materials in the 
industry and has been studied extensively as a model 
microbe; and (2) central carbon metabolism is the basis 
of the conserved phenomenon of life and the hub on 
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which nearly all catabolic and biosynthetic processes are 
built.
Chassagnole et al. [13] developed a dynamic model that 
links the sugar transport system with the reactions of the 
glycolysis and pentose phosphate pathways in E. coli to 
simulate the transient data obtained by the fast sampling 
system. Schmid et al. [14] constructed a dynamic model 
that combines the behavior of trp operon gene expression 
with the metabolic network of central carbon metabolism 
to enhance the production of tryptophan. Experimen-
tal observations of intracellular metabolite concentra-
tions under transient response conditions were used to 
estimate the kinetic parameters. Recently, Pontes Freitas 
Alberton et al. [15] and Peskov et al. [16] built dynamic 
models based on more than 100 biochemical reactions to 
predict changes in steady-state flux distributions of gene 
knockout mutants and simulated a transient response to 
a short pulse of substrate addition. Khodayari et al. [17] 
integrated the ensemble modeling formalism with an effi-
cient genetic algorithm-based technique, which satisfied 
the steady-state experimental flux data for a wild type 
(WT) and seven mutant strains in a continuous culture. 
Their model was a large-scale general mass action model 
with more than 800 variables, but its application was 
restricted to the steady state with a constant cell growth 
rate.
In a batch culture, several kinetic models of E. coli cen-
tral metabolism have been built. Since both metabolite 
concentrations and enzyme concentrations vary over 
time and with changing intracellular and extracellular 
conditions, the models must integrate gene regulatory 
networks and define cell growth functions that involve 
a number of reactions and gene expressions. Transcrip-
tion factors (TFs), such as catabolite repressor/activator 
(Cra), cAMP receptor protein (Crp), anoxic redox control 
protein (ArcA), pyruvate dehydrogenase complex repres-
sor (PdhR), fumarate nitrate reduction regulator (Fnr) 
and isocitrate lyase regulator (IclR), regulate the expres-
sion of central metabolic genes. Kadir et  al. [18] devel-
oped a kinetic model of the central carbon metabolism, 
including glycolysis, the tricarboxylic acid (TCA) cycle, 
the pentose phosphate pathway, the glyoxylate shunt and 
anaplerotic pathways, of WT and a few genetic mutants 
in a batch culture. They incorporated metabolic gene 
regulations by if–then rule-based Boolean logic, but 
the model required re-tuning to reproduce the values 
of critical parameters in the given experimental data for 
each genetic mutant. Matsuoka et al. [19] built a kinetic 
model of the central carbon metabolism with xylose and 
glucose uptake systems, incorporating the dynamics of 
metabolic enzyme activities without gene expression. 
Kotte et  al. [20] integrated the enzymatic reactions and 
transcriptional regulations of the central metabolism 
where multiple transcription factors regulated the meta-
bolic gene expression rates. The Kotte model simulated 
the dynamics of WT in a batch culture but was not inten-
sively validated by experimental data because the model 
focused on the regulatory architecture of the metabolic 
and gene regulatory networks rather than reproducing 
experimental data. Usuda et al. [21] constructed a kinetic 
model integrating the phosphotransferase system, gly-
colysis, the pentose phosphate pathway, the TCA cycle, 
the glyoxylate shunt, anaplerotic pathways, glutamine/
aspartate metabolisms and metabolic gene expressions 
together with several TFs. This model reproduced a flux 
distribution and metabolite profile comparable to experi-
mental data in a batch culture, while the specific cell 
growth rate was given by experimental time-course data 
of optical densities.
Estimation of specific growth rates is key to dynamic 
modeling in a batch culture. The Monod equation [22] 
and its derivatives are widely used to estimate growth 
rates by assuming a single growth-limiting substrate. To 
incorporate multiple growth-determining factors, the 
carbon catabolite repression model used all incoming 
substrate fluxes, weighted with yield coefficients, to esti-
mate specific growth rates [23, 24], but it is often diffi-
cult to estimate the yield coefficients, which depend on 
environmental conditions and the genetic status of cells. 
As an alternative approach, the specific growth rate was 
formulated as a function of ATP production flux, which 
can be estimated by kinetic models [18, 19].
In this study, we develop a kinetic model for the central 
carbon metabolism of E. coli in a batch culture to over-
come intrinsic problems of the existing kinetic models. 
Our model accurately reproduced the dynamics of WT 
and multiple genetic mutants in a batch culture and esti-
mated a specific growth rate based on molecular pro-
cesses. The unknown values of kinetic parameters were 




We developed a detailed kinetic model for the central 
carbon metabolism of E. coli, including the glycolytic 
pathway, TCA cycle, pentose phosphate pathway, Entner-
Doudoroff (ED) pathway, anaplerotic pathway, glyoxylate 
shunt, oxidative phosphorylation, Pts and non-Pts. Four 
TFs (Crp, Cra, PdhR and IclR) were employed to regulate 
metabolic gene expressions. The employed network map 
is shown in Fig. 1. Crp is a TF that regulates many genes 
involved in energy metabolism and Cra activates expres-
sion of genes in the gluconeogenic pathway, glyoxylate 
shunt and some of TCA cycle and represses expression of 
genes encoding glycolytic enzymes. The detailed kinetic 
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Fig. 1 An E.coli metabolic network map. The solid line indicates activation and the dotted line indicates repression
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rate equations were derived from many literatures as 
shown in "Methods" section. The kinetic model contains 
27 metabolites, 22 enzymes and Pts proteins, 38 fluxes, 21 
gene expressions and 12 biomass production rate equa-
tions for precursor intracellular metabolites. Since the 
values of many kinetic parameters have not been meas-
ured in  vivo, we estimated them by a genetic algorithm 
so that the model could reproduce the experimental data. 
Experimental data by Shimizu’s group [18, 25], including 
biomass (cell concentration), extracellular and intracellu-
lar metabolite concentrations and metabolic fluxes, were 
used to construct the kinetic model (Table 1).  
Verification by experimental data
To test whether the kinetic model can reproduce the 
experimental data (Table  1), the simulated results of 
WT, pykF knockout mutant (∆pykF), pgi knockout 
mutant (∆pgi) and ppc knockout mutant (∆ppc) strains 
were compared with the experimental data on biomass 
and extracellular glucose and acetate concentrations in 
a batch culture (Fig.  2). Pyk catalyzes the conversion of 
PEP to PYR at the final step of glycolysis, Pgi catalyzes the 
conversion of G6P to F6P at the initial step of glycolysis 
and Ppc catalyzes an anaplerotic reaction of PEP to OAA. 
The time courses for all intracellular metabolite concen-
trations, enzyme concentrations and metabolic fluxes 
(enzymatic reaction rates) were simulated as shown in 
Additional file  1: Figure S1. The biomass concentration 
increased with a decrease in glucose (Fig.  2). For WT, 
glucose was completely consumed at approximately 8 h. 
Acetate was produced during the growth phase and 
consumed thereafter. The simulated time courses for WT 
and ∆pykF were well consistent with the experimental 
data, which demonstrates that the kinetic model accu-
rately reproduces the dynamics of not only WT but also 
a gene-knockout mutant. The growth rate of ∆pykF was 
almost the same as that of WT. Our model reproduced 
the delay of cell growth and glucose uptake of ∆pgi and 
∆ppc, while there were some discrepancies between the 
simulated and experimental data. The simulated time-
course of extracellular glucose for ∆pgi was consist-
ent with experimental data, whereas the simulated cell 
growth was lower than them, i.e., the model underesti-
mated the cell growth of ∆pgi. The simulated time-course 
of cell growth for ∆ppc reproduced the experimental 
data, whereas the simulated glucose uptake was faster 
than the experimental data, i.e., the model overestimated 
the glucose uptake rate.
The model reproduced the experimental acetate pro-
duction for WT and ∆pyk, where the Acs activity respon-
sible for acetate degradation is regulated by Crp-cAMP. 
When acetate was being consumed as a carbon source, 
ICIT and GOX transiently increased for WT and ∆pykF, 
showing the activated glyoxylate shunt [25] (Additional 
file 1: Figure S1). On the other hand, the simulated ace-
tate time-courses for ∆pgi and ∆ppc were not consist-
ent with experimental data where the acetate production 
hardly occurred for ∆pgi and ∆ppc. It suggests that the 
model misses some mechanisms controlling the acetate 
production.
We simulated the time courses of three TFs (Crp, 
Cra and PdhR) and their complexes for WT and three 
Table 1 Quantitative representation of the training and testing datasets
The training datasets were used for model construction. The testing datasets were used for model validation. The numerical values of the experimental data are 
shown in the MATLAB version of the model: ExpDataForBatchCulture.m, ExpDataForBatchCulture_Flux.m, ExpDataForBatchCulture_IntracellularMetabolite.m, 
ExpDataForContinuousCulture.m
a 25 fluxes for three time points (growth phase)
b 10 fluxes for the remaining three time points (stationary phase)






# time point # component # time point # metabolite # time point # flux
Training dataset Batch culture [25, 28] WT 12 3 8 9 6 25a, 10b
∆pykF 10 3 5 9 3 25
∆pgi 18 3 6 9 3 28




flux (Fig. 6) # 
flux
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mutants to confirm their function (Fig. 3). The concen-
trations of the TFs and their complexes greatly changed 
between the growth and stationary phases, showing 
the TFs are directly involved in the phase transition. 
In the stationary phase, the Crp-cAMP concentration 
increased with a decrease in the free Crp, the Cra-
FBP decreased with an increase in the free Cra and the 
PdhR-PYR decreased with an increase in the free PdhR. 
At the beginning of the stationary phase, phosphoryla-
tion of EIIA to EIIA-P triggers cAMP production. The 
resulting Crp-cAMP greatly changed metabolic gene 
expression.
We next tested whether the model reproduces experi-
mental metabolite concentrations for WT, ∆pykF and 
∆pgi (Fig. 4; Additional file 1: Figure S1). Note that there 
are no experimental data of intracellular metabolite 
concentrations of ∆ppc in a batch culture [18]. ∆pykF 
showed higher experimental concentrations of FBP, 
PEP, MAL, RU5P, R5P and S7P and a lower concentra-
tion of PYR than WT [25]. The simulated results showed 
the same tendency as the experimental data, while the 
change in the simulated FBP, PEP, MAL, RU5P, R5P, S7P 
and PYR between WT and ∆pykF was small relative to 
the experimental data. In the simulation of ∆pykF, PEP 
increased to a small extent, whereas the fluxes of Ppc 
and Mez increased, which is expected to compensate 
for a lack of the Pyk flux. The increased PEP increased 
EIIA-P, thereby increasing cAMP, compared with WT 
(Additional file  1: Figure S1). An increase in FBP and a 
decrease in PYR resulted in the increased Cra-FBP and 
decreased PdhR-PYR, respectively (Additional file  1: 
Figure S1; Fig.  3). For ∆pgi, the simulated metabolite 
Fig. 2 The experimental validation of WT and genetic mutant strains in a batch culture. The green, blue and red lines represent the simulation results 
of the extracellular glucose, biomass and acetate, respectively. The corresponding open circles represent the experimental data. a WT. b ∆pykF. c 
∆pgi. d ∆ppc
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concentrations were rather consistent with experimen-
tal data. G6P is metabolized through the pentose phos-
phate pathway more than the glycolytic pathway. A low 
flux of Gapdh decreased the Ppc flux, which decreases 
OAA, resulting in suppression of TCA cycle flux [25]. 
The low PEP concentration decreased EIIA-P, resulting 
in a decrease in cAMP and Crp-cAMP, compared with 
WT (Additional file  1: Figure S1; Fig.  3). A decrease in 
Crp-cAMP suppressed the acs and metabolic genes of 
the TCA cycle [20]. In addition, the low concentration 
of PEP decreased the activity of the Pts, which reduced 
the glucose uptake rate and suppressed cell growth. The 
decreased FBP and PYR in ∆pgi resulted in the decreased 
Cra-FBP and PdhR-PYR, respectively (Additional file  1: 
Figure S1; Fig. 3).
To test whether the model reproduces experimental 
metabolic fluxes, the simulated fluxes of WT were com-
pared with experimental measurements at the growth 
phase (5, 6 and 7 h) and at the stationary phase (8, 8.5 and 
9 h) in a batch culture (Fig. 5a, b) [25]. Note that there are 
no experimental data of intracellular fluxes of ∆ppc in a 
batch culture [18]. The Pearson’s correlation coefficients 
(r) between the experimental and simulated fluxes in the 
growth phase were 0.9860, 0.9573 and 0.9395 with p val-
ues of 5.86 × 10−21, 5.53 × 10−15 and 3.92 × 10−13 at 5, 6 
and 7 h, respectively. The simulated metabolic fluxes were 
consistent with the experimental data. In the stationary 
phase, the Pearson’s correlation coefficients between the 
experimental and simulated fluxes were 0.8598, 0.8584 
and 0.9107 with p values of 1.40 × 10−3, 1.50 × 10−3 and 
2.49  ×  10−4 at 8, 8.5 and 9  h, respectively. The kinetic 
model more accurately reproduced the metabolic fluxes 
of the growth phase than those of the stationary phase. 
Furthermore, the simulated fluxes of ∆pykF were consist-
ent with experimental data [25] at 5, 6 and 7 h in a batch 
culture with r  =  0.9787, 0.9763 and 0.9774 with p val-
ues = 1.02 × 10−18, 5.81 × 10−7 and 2.12 × 10−18, respec-
tively (Fig. 5c). As shown in Fig. 5d, the simulated fluxes of 
∆pgi were rather consistent with experimental data at 16, 
21 and 23 h in a batch culture [25]. The Pearson’s correla-
tion coefficients between measured and simulated fluxes 
for ∆pgi were 0.9106, 0.8277 and 0.7532 with p values of 
4.37 ×  10−11, 1.00 ×  10−7 and 5.79 ×  10−6 at 16, 21 and 
23  h, respectively. We confirmed that the kinetic model 
underestimates fluxes of the TCA cycle (Additional file 1: 
Figure S2).
Validation of the model
To validate the kinetic model with experimental data that 
was not used for parameter estimation, we simulated the 
steady-state flux distribution for a continuous culture 
[26] (Table 1). We transformed the batch culture model 
Fig. 3 TF and TF-metabolite concentration of WT and genetic mutant strains. The blue, red, green and magenta lines indicate WT, ∆pykF, ∆pgi and 
∆ppc, respectively
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into a continuous culture model by introducing the dilu-
tion rate, D. Figure  6 compares the predicted fluxes for 
WT at D = 0.2, 0.4, 0.5 and 0.7 h−1 with the experimen-
tal data, demonstrating the Pearson’s correlation coeffi-
cients for WT of 0.6889, 0.8218, 0.8279 and 0.8311, with 
p values of 1.73 × 10−6, 2.54 × 10−10, 1.43 × 10−10 and 
1.05 × 10−10, respectively. We confirmed that the kinetic 
model underestimates fluxes of the TCA cycle (Addi-
tional file  1: Figure S3), as seen for the batch culture of 
∆pgi.
In [26], not only WT but also 24 gene knockout 
mutants cultured at D  =  0.2  h−1 were available. The 
kinetic model did not accurately reproduce the steady-
state fluxes of those mutants cultured at D  =  0.2  h−1 
(data not shown), probably because our model was built 
based on batch-culture data in which the specific growth 
rate is high. This suggested that our model is not still 
applicable to a low dilution rate. Note that there were no 
experimental data for the genetic mutants cultured at a 
high dilution rate.
In this study, we used the experimental data of Shimi-
zu’s group for model construction and validation. Metab-
olomics [27] and fluxomics were now available for many 
E. coli mutant strains under aerobic [26] and anaerobic 
conditions [28–30]. However, detailed experimental con-
ditions, such as pre-cultures, aeration, pH, ingredient 
concentrations, reactor configuration, stirring and meas-
urement uncertainty, were not exactly controlled among 
such many experiments. It is important that experimen-
tal conditions are set to the same except those that kinetic 
Fig. 4 Comparison of the simulated intracellular metabolite concentrations with experimental data for WT and genetic mutant strains in a batch 
culture. The blue, red and green lines represent the simulation results of WT, ∆pykF and ∆pgi, respectively. The corresponding open circles represent 
the experimental data
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models regard as the parameters. A current dynamic 
model is hard to assign model parameters to all experi-
mental conditions due to their complexity. For our model 
validation, the data obtained under anaerobic conditions 
[28] should not be used, because the model does not have 
any parameter to consider the anaerobic status and it was 
constructed under an aerobic condition. To avoid fluc-
tuating experimental conditions or to obtain exact con-
sistency of the simulation with experiments, a series of 
experiments may be performed under the strictly defined 
conditions by the same laboratories. Our kinetic model 
was built based on a series of Shimizu’s group experi-
ments, where the condition factors that our model does 
not employ as the parameters are conserved over their 
experiments.
Dynamic sensitivity analysis
To find critical parameters for cell growth of WT, the 
sensitivities of the cell concentration with respect to 38 
kinetic parameters of enzyme activities (kcat and Vmax) 
were simulated by a finite difference method [31]. The 
critical kinetic parameters for cell growth were sorted 
according to their absolute values, as shown in Table  2, 
where the sensitivity was sampled at 6  h (growth 
phase). The enzymes that catalyze the glucose uptake 
(vmaxPts4  ,vmaxNonpts), branching reactions (kMdh1_cat, kPpc_cat, 
vmaxG6pdh) and irreversible reactions (kPfk_cat, kFbp_cat) 
were identified as the critical factors responsible for 
cell growth. These results are reasonable, because glu-
cose uptake (Pts4, nonPts) determines cell growth, the 
Fig. 5 Comparison of the simulated flux with experimental data for WT and genetic mutant strains in a batch culture. a Growth phase of WT. The 
blue circles, green diamonds and red squares indicate data at 5, 6 and 7 h, respectively. b Stationary phase of WT. The blue circles, green diamonds and 
red squares indicate data at 8, 8.5 and 9 h, respectively. c ∆pykF. The blue circles, green diamonds and red squares indicate data at 5, 6 and 7 h, respec-
tively. d ∆pgi. The blue circles, green diamonds and red squares indicate data at 16, 21 and 23 h, respectively
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branching reactions (Ppc, G6pdh, Mdh) directly involve 
the metabolic flows of glycolysis and TCA cycle and 
irreversible enzymes are more responsible for reaction 
changes than reversible ones.
Prediction of multilayer regulations
Metabolic systems are typically controlled by multilayer 
regulations comprising gene expression, enzyme modi-
fication (e.g., phosphorylation, methylation and adeny-
lylation) and allosteric reactions. It is difficult to directly 
measure those magnitudes in vivo. Only a few studies have 
estimated how allosteric regulations contribute to E. coli 
central carbon metabolism under different conditions [32, 
33], suggesting that Pfk, Pyk and Ppc play a significant role 
in metabolic regulations. In this study, the kinetic model 
was used to predict how the regulation layers affect the 
dynamics of metabolic systems. We estimated the ratio of 
total metabolite synthesis of virtual mutants lacking spe-
cific layer regulation for the growth phase to WT (synthe-
sis ratio).
Gene regulation
The synthesis ratios of virtual mutants lacking bind-
ing between a TF and metabolite are shown in Fig. 7. A 
synthesis ratio of one indicates no difference relative to 
WT. A synthesis ratio of  >  1 indicates that the virtual 
mutant enhances the total metabolite synthesis by its 
associated enzyme during the growth phase. In the vir-
tual mutant lacking the Crp-cAMP complex (Fig. 7a), the 
synthesis ratios of the TCA cycle (Cs, Icdh, αkgdh, Sdh, 
Fum and Mdh), glyoxylate shunt (Icl and Ms) and acetate 
degradation (Acs) were remarkably suppressed; the Pck 
Fig. 6 Comparison of the simulated flux with experimental data for WT at different dilution rate (D) in a continuous culture
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flux increased due to the increased OAA concentration 
(Additional file 1: Figure S4). Since the TCA cycle, which 
contributes to ATP production flux, was suppressed, the 
biomass concentration decreased relative to WT (Addi-
tional file  1: Figure S4). In the virtual mutant lacking a 
Cra-FBP complex (Fig.  7b), the synthesis ratios of glu-
coneogenesis (Fbp, Pps, Pck and Mez), glyoxylate shunt 
(Icl and Ms) and TCA cycle (Cs, Icdh, αkgdh, Sdh, Fum 
and Mdh) increased, while the synthesis ratio of glyco-
lysis (Pyk) decreased. In Additional file 1: Figure S5, the 
free Cra increased the fluxes of gluconeogenesis (Fbp, 
Pps and Pck) and decreased the glycolysis (Pyk) flux. In 
the virtual mutant lacking a PdhR-PYR complex, the syn-
thesis ratios of the Pdh, acetate production (Pta and Ack) 
and the TCA cycle fluxes were slightly suppressed; those 
of Icl and Ms were suppressed (Fig.  7c). In Additional 
file 1: Figure S6, Pdh flux decreased, which increased PYR 
and decreased the TCA cycle metabolites. Note that the 
synthesis ratios of Icl and Ms are very sensitive to a small 
perturbation to their fluxes, because their WT fluxes are 
very small for the growth phase.
Although the virtual mutants would be difficult to 
implement in  vivo, we can illustrate one experimental 
validation. The simulated results of the virtual mutant 
without a Crp-cAMP complex were consistent with the 
experimental data for ∆crp [34]. The activities of the TCA 
cycle and glyoxylate shunt were suppressed, increasing 
the acetate production.
Allosteric regulation
Allosteric enzyme activity is modulated by binding of 
an effector metabolite to a site other than the enzyme’s 
active site. We constructed a virtual mutant that prevents 
binding of effector metabolites to each allosteric enzyme. 
For the allosteric enzymes of Pgi and Cs, their synthesis 
ratios were close to one (data not shown), suggesting that 
their allosteric regulations hardly function or are little 
effective under the employed condition. This observation 
does not rule out potential functions under other stress 
conditions. Figure 8 shows the synthesis ratio to WT of a 
virtual mutant that lacks allosteric reactions with respect 
to six allosteric enzymes. As pointed out in [32, 33], allos-
teric regulations of Pfk, Pyk and Ppc showed a significant 
contribution to changes in metabolic flux distributions. 
Additional file  1: Figures S7–S12 illustrate the detailed 
dynamic behaviors of their virtual mutants lacking allos-
teric regulation.
Pfk activity is inhibited by PEP. Removal of this allos-
teric effect slightly increased the synthesis ratio of Pfk 
itself and its neighboring (Fbp and Pyk) reactions, TCA 
cycle (Cs, Icdh, αkgdh, Sdh, Fum and Mdh) and glyoxy-
late shunt (Icl and Ms) (Fig. 8a). Pyk activity is enhanced 
by FBP. Removal of this allosteric effect suppressed the 
synthesis ratio of Pyk itself and its neighboring (Pps) 
reaction; it increased the fluxes of the TCA cycle (Cs, 
Icdh, αkgdh, Sdh, Fum and Mdh) and glyoxylate shunt 
(Icl and Ms) (Fig. 8b). Mez activity is inhibited by AcCoA 
and cAMP. Loss of this allosteric inhibition increased the 
synthesis ratio of Mez; it decreased the fluxes of its neigh-
boring (Mdh, Pck, Icl and Ms) reactions and the TCA 
Table 2 Ranking of the critical parameters
The sensitivities were sampled at 6 h. The kinetic parameters were sorted 
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cycle (Fig. 8c). Fbp activity is enhanced by PEP. Removal 
of this effect suppressed the synthesis ratio of Fbp itself 
and Pfk, while it enhanced the fluxes of the TCA cycle, 
anaplerotic reaction (Ppc) and glyoxylate shunt (Icl and 
MS) (Fig. 8d). Additional file 1: Figure S10 confirms that 
the Fbp and Pps fluxes decreased in the virtual mutant, 
Fig. 7 Synthesis ratios of a virtual mutant lacking a TF-metabolite complex to WT. The x-axis represents the reaction name and the y-axis represents 
the synthesis ratio. a Crp-cAMP (Pck more then 2). b Cra-FBP. c PdhR-PYR
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increasing the net glycolysis flux. Consequently, the fluxes 
of both glycolysis and the TCA cycle were enhanced to 
increase the total ATP production flux. Interestingly, the 
virtual mutant of Fbp grew faster than WT. Icl activity is 
inhibited by PEP, GAP and αKG. Removal of their allos-
teric inhibition increased the synthesis ratios of Icl, Ms, 
Fig. 8 Synthesis ratios of a virtual mutant lacking allosteric reactions to WT. The x-axis represents the reaction name and the y-axis represents the 
synthesis ratio. a Pfk. b Pyk. c Mez (Mez more then 1.4). d Fbp. e Icl (Icl and MS more then 2). f Ppc
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Mez and Mdh and decreased the Icdh and αkgdh fluxes 
(Fig.  8e). Ppc activity is enhanced by FBP. Lack of this 
allosteric activation decreased the synthesis ratio of the 
Ppc, Pck and Mez, TCA cycle and glyoxylate shunt, while 
it enhanced the gluconeogenesis (Fbp) and acetate syn-
thesis (Pta and Ack) fluxes (Fig. 8f ).
Discussion
Discrepancy between simulation and experimental data
Despite extensive optimization of parameters, a small 
fraction of our simulated results is not well consistent 
with experimental data. Such discrepancies suggest bio-
logical complexity rather than mathematical difficulties 
in optimization. The inconsistency of the cell growth for 
∆pgi and that of the glucose uptake for ∆ppc indicate that 
the models of ∆pgi and ∆ppc do not efficiently convert 
the consumed glucose into cell growth or ATP produc-
tion. The model underestimated the TCA cycle fluxes 
for ∆pgi, or at a low dilution rate. They suggest that the 
model misses some mechanisms controlling the glucose 
uptake and TCA cycle under the suppressed growth.
We focus on the TCA cycle and the glucose uptake. 
For ∆ppc, PEP was accumulated to increase the glucose 
uptake rate (the Pts4 reaction) and the TCA cycle fluxes 
were suppressed because ∆ppc does not supply OAA to 
the TCA cycle. OAA is a key metabolite that drives the 
TCA cycle. The growth of ∆ppc was determined by the 
balance between the increased glucose uptake by accu-
mulated PEP and the reduced TCA cycle fluxes by lack 
of the anaplerotic reaction. The suppressed growth of 
∆pgi was caused by the mechanism that the reduced PEP 
and AcCoA decrease the fluxes of the glucose uptake and 
TCA cycle, respectively. Since the TCA cycle is a main 
source of cofactors such as NADH and FADH2 necessary 
for oxidative phosphorylation-mediated ATP production, 
the kinetic model can adjust the flux of the TCA cycle to 
alter the cell growth rate or ATP production. Actually, 
ATP is used not only for cell growth but also for adap-
tation/stress responses that regulate metabolism against 
unusual genetic and environmental conditions, such as 
gene knockout and low dilution rate. Thus, TCA cycle 
regulations for ATP production are critically responsible 
for growth estimation.
To improve our model, we suggest the following prob-
lems: (i) the dynamics of coenzymes, such as ATP, NADH 
and NADPH, are not considered, which alter energy and 
redox status; (ii) the dissolved oxygen concentration is 
not incorporated, which directly impacts ATP produc-
tion; (iii) information on the interaction between central 
carbon metabolism and peripheral subnetworks such 
as amino acid, protein, lipid and nucleotide syntheses 
is lacking; (iv) some regulatory networks remain to be 
revealed. For (i), the flux of the TCA cycle, which directly 
relates to ATP production, was underestimated for ∆pgi 
and for WT at a low dilution rate. TCA cycle flux could 
be affected by the fluxes of the anaplerotic pathway at 
PEP, acetate production pathway at AcCoA and glyoxy-
late shunt at AcCoA and ICIT. In addition, the rates of 
such metabolic reactions are directly modulated by coen-
zyme concentrations. Thus, lack of coenzyme dynam-
ics would cause inconsistencies with experimental data. 
Cofactor concentrations (e.g., ATP, NADH, NADPH) 
vary with time, depending on growth phase and genetic 
conditions. To integrate the variations in the cofactor 
concentrations, we need to include all of the reactions 
with cofactors, but it is difficult at the moment because 
many of the reactions with cofactors are outside the cen-
tral carbon metabolism. For (ii), the kinetic model does 
not consider a decrease in dissolved oxygen, which is 
consumed by oxidative phosphorylation to produce ATP 
from NADH and FADH2; however, in a real batch cul-
ture, dissolved oxygen would decrease with increasing 
cell growth. In the late growth phase, metabolic reactions 
involving such coenzymes would be affected by a short-
age of dissolved oxygen. Considering the dynamics of 
dissolved oxygen would be effective in improving the pre-
diction accuracy of the kinetic model.
Advantages of our kinetic model
The proposed kinetic model is the first model to our 
knowledge that reproduces the dynamics of multiple 
genetically modified mutants under an aerobic condi-
tion in a batch culture. Our model has strong advantages 
over previous models: (i) It employs literature-based 
detailed kinetic equations with gene regulations to accu-
rately reproduce experimental data for WT and multi-
ple genetic mutants in a batch culture, while estimating 
a specific cell growth rate based on the ATP production 
mechanism. (ii) The values of many kinetic parameters 
were extensively estimated by a constrained optimization 
technique on a supercomputer. (iii) Our model predicts 
the effects of multilayer regulations (allosteric effectors 
and gene expressions) on central carbon metabolism and 
enables rational design of fast-growing cells.
Comparison with existing dynamic models
To characterize the performance of our kinetic model, 
we simulated other existing models for WT and genetic 
mutants. The Matsuoka [19], Kotte [18], Usuda [21] and 
Kadir [18] models were employed as reference models 
for a batch culture. In addition, the Chassagnole model 
[13] was used as a classical reference model for a con-
tinuous culture. The Matsuoka model reproduced the 
experimental time courses of extracellular glucose and 
biomass of WT and ∆pykF, whereas it neither repro-
duced the dynamics of ∆pgi nor ∆ppc (Additional file 2: 
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Figure S13). The cell growth of ∆ppc was accelerated 
compared with WT, which is opposite to the experi-
mental data. The Kotte model uses the Monod equa-
tion to simulate the glucose uptake, without estimating 
the specific growth rate based on molecular processes. 
The Kotte model reproduced the experimental time 
courses for WT and ∆pykF, but it did neither for ∆pgi 
nor ∆ppc (Additional file  2: Figure S14). The Usuda 
model incorporates glutamine/aspartate metabolism, 
fructose consumption and a TF (Mlc) involving the Pts. 
The Usuda model required the experimenatal growth 
data to simulate the WT model. Since it does not esti-
mate the specific cell growth rate, it is not available for 
a batch culure of genetic mutants whose cell growth is 
varied. The Kadir model is a kinetic model to repro-
duce the dynamics of genetic mutants in both batch 
and continuous cultures, but their model has a serious 
problem: the values of some parameters responsible 
for cell growth and gene regulations are changed with 
respect to each genetic mutant. True dynamic mod-
eling should use fixed kinetic parameter values across 
conditions. The Chassagnole model has been a classi-
cal reference model that consists of glycolysis and pen-
tose phosphate pathways and simulated the steady state 
level of WT and a transient response to glucose pulses. 
The model is neither applicable to a batch culture nor 
genetic mutants, because it does not estimate the spe-
cific cell growth rate. In this study we simulated the 
Chassagnole model at a dilution rate of 0.5 and 0.7 h−1 
in a continuous culture (Additional file 2: Figure S15). 
The consistency of our kinetic model with experimental 
data (Fig. 6) was almost the same as that of the Chas-
sagnole model.
To challenge a key problem in cell growth estima-
tion, use of the total ATP production flux is a reasonable 
choice because it is directly related to cell growth. The 
total ATP production flux is determined by quantify-
ing the contribution of each utilized pathway: glycolysis, 
TCA cycle and oxidative phosphorylation under aero-
bic conditions. The total ATP production flux reflects 
the reconstituted metabolic pathways caused by genetic 
changes. The Matsuoka and Kadir models used the total 
ATP production flux for cell growth estimation and mul-
tiplied it by the Monod equation with extracellular glu-
cose to fit experimental data. However, since the glucose 
uptake flux was defined as Pts protein-mediated influx, 
multiplication by the Monod equation seems redundant 
or unnecessary. According to the original idea, the spe-
cific growth rate should be determined by the total ATP 
production flux, not by the Monod equation. Our kinetic 
model is the first to estimate a specific growth rate func-
tion that is linear to the total ATP production flux to 
overcome existing problems.
Powerful optimization required
Current kinetic models have used literature-based kinetic 
equations with measured parameters in vitro. Those kinetic 
equations can be combined to construct a large-scale 
model, but the parameter values measured in  vitro are 
not always appropriate to simulate in vivo behaviors. Par-
ticularly, maximum velocities, Vmax, are unknown in  vivo 
because the exact absolute concentrations and activi-
ties of their associated enzymes have not extensively been 
measured in vivo. Thus, parameter estimation is required 
to construct in  vivo kinetic models. Since the number of 
undetermined parameters increases with increased net-
work size, the values of many parameters must be esti-
mated so that the model can reproduce the experimental 
data. Massive calculation power with constrained evolu-
tionary search methods [35, 36] was required to estimate 
the unknown values of many parameters. We iterated 
4  ×  107 simulations to estimate 351 parameters using a 
genetic algorithm over 8 days with 101 cores of Intel Xeon 
E5-2670 v3 2.3 GHz on a super computer.
Rational understanding and design
How multilayer regulations determine metabolic fluxes 
has been intensively discussed and remains controversial, 
because it is difficult to measure the contribution of a 
specific regulatory module to the entire system in vivo by 
constructing a genetically modified mutant that lacks the 
regulation. Instead, a kinetic model with a virtual mutant 
whose specific reaction is disabled is used to estimate the 
contribution of the specific regulation to a central carbon 
metabolism. Expectedly Crp- and Cra- mediated regula-
tions of metabolic genes shifted metabolic states among 
glycolysis, gluconeogenesis and TCA cycle. On the other 
hand, allosteric regulations of Pfk, Pyk, Mez, Fbp, Icl and 
Ppc were found to play a critical role in metabolic shift. 
Interestingly, a virtual mutant lacking allosteric regula-
tion of Fbp was predicted to grow faster than WT; the 
other mutants did not. This shows a great example of a 
rational design of fast-growing cells based on under-
standings of molecular processes.
We discussed the feasibility of engineering such fast-
growing cells. Adaptive laboratory evolution (ALE) has 
been studied to explore the optimal growth of E. coli 
[37–39]. It showed that the cell growth rate could be 
improved by evolutional mutation, although the muta-
tion sites obtained by such evolutional experiments were 
not consistent with our virtual mutants. In our previous 
work [40], a rationally designed mlc knockout mutant 
with ptsI gene overexpression increased the specific glu-
cose uptake rate and a ptsI gene overexpressing mutant 
increased both the specific glucose uptake rate and cell 
growth. Those successful examples suggest the possibility 
of rationally designing fast-growing strains.
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Towards whole‑cell simulation of E. coli
The hypotheses generated from the inconsistencies 
between the simulation and experimental results need to 
be tested carefully with further experiments and iterative 
modeling, providing information on bottlenecks of cel-
lular systems. Extension of the model with greater accu-
racy and integration of simulation with measurements is 
a powerful methodology for rational improvement and 
design of metabolic and gene regulatory networks.
In the near future, an extended kinetic model of an E. 
coli central carbon metabolism will be built that includes 
both sugar (carbon source) uptake [40] and ammonium 
ion (nitrogen source) uptake because nitrogen sources 
are responsible for synthesizing amino acids and nucleo-
tides. The ammonia assimilation system consists of com-
plex metabolic reactions, protein signal transduction and 
gene expression regulation to uptake a low concentration 
of environmental ammonium ions and directly connects to 
the TCA cycle through αKG and coenzymes such as ATP 
and NADPH. To date, several models have been developed 
that reproduced some dynamics under ammonia starva-
tion [41–43] and revealed mechanisms of how the ammo-
nia assimilation system is robust to ammonia starvation [8, 
44]. However, there has been few detailed kinetic model of 
central carbon metabolism with sugar uptake systems and 
the ammonia assimilation system.
The proposed kinetic model remains to be improved 
to adapt many genetic and environmental changes. A 
comprehensive dynamic model, called a virtual E. coli, 
should be constructed to reproduce complex dynam-
ics of a series of genetic mutants under different con-
ditions, such as sugar starvation, nitrogen starvation, 
anaerobic conditions, osmotic pressure and a change 
in pH and combined with systematic experiments. The 
virtual E. coli is a “blueprint” unicellular organism that 
is advantageous because the overall central metabolic 
pathway structure is remarkably conserved. It provides 
a platform for understanding the design principles 
underlying molecular processes, rational design of use-
ful material production and further modeling efforts of 
a variety of cells.
Conclusions
Escherichia coli metabolic pathways have been modeled 
extensively at the enzymatic and genetic levels, but exist-
ing models cannot accurately reproduce experimental 
behaviors in a batch culture, due to inadequate estima-
tion of cell growth function based on its molecular pro-
cesses and a large number of unmeasured parameters. 
We developed a detailed kinetic model for the central 
carbon metabolism of E. coli in a batch culture, which 
includes the glycolytic pathway, tricarboxylic acid cycle, 
pentose phosphate pathway, Entner-Doudoroff pathway, 
anaplerotic pathway, glyoxylate shunt, oxidative phos-
phorylation, Pts, non-Pts and metabolic gene regulations 
by four protein transcription factors. The kinetic param-
eter values were extensively estimated by a constrained 
optimization method on a supercomputer. The model 
estimated a specific growth rate based on reaction kinet-
ics and accurately reproduced the dynamics of WT and 
multiple genetic mutants in a batch culture. This model 
overcame the intrinsic limitations of existing kinetic 
models, predicted the effects of multilayer regulations 
on central carbon metabolism and proposed rationally 




We used the following kinetic model for a batch or con-
tinuous culture:
The equations show the dynamics of a batch culture 
when the dilution rate, D, is set to zero. X is the cell con-
centration in a reactor, x1 is the vector of 50 time-varying 
molecule (metabolite, enzyme and Pts protein) concen-
trations, x2 is the vector of ancillary variables including 
intracellular protein (TF and TF-metabolite complex) 
concentrations, y is the vector of extracellular substrate 
(glucose and acetate) concentrations, yfeed is the sub-
strate concentration vector of the feed, p is the vector of 
341 kinetic or constant parameters, μ(x1, x2, y, p) is the 
specific growth rate, g(x1, x2, y, p) is the function vector 
of specific substrate (glucose and acetate) uptake rates, 
f(x1, x2, y, p) is the function vector of mass balance equa-
tions with respect to x1. The IclR concentration was set to 
a constant value. Details of the mass balance equations, 
reaction rates and ancillary variables are presented in 
Additional file 3: Tables S1–S3. All molecule concentra-
tions are represented in units of millimolar (mM). Details 
of the initial concentrations and parameters are pre-
sented in Additional file 3: Tables S4–S6.
The visualization of the simulated results was per-
formed using MATLAB R2014b on a personal computer 













= f(x1, x2, y,p)
(4)x2 = h(x1, y,p)
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Cell growth rate estimation
A specific cell growth rate was estimated based on its 
direct connecting to ATP production flux. The total ATP 
production flux is given by:
OPNADH and OPFADH2 are the specific ATP production 
fluxes through oxidative phosphorylation as follows:
where (P/O) and (P/O)′ indicate the Phosphate/Oxygen 
(P/O) ratios for NADH and FADH2, respectively under 
aerobic conditions. Assuming that a specific cell growth 
rate, µ, is linearly correlated with the specific ATP pro-
duction rate [18, 19, 25], it is given by:
where vATP is the specific ATP production flux computed 
by Eq. (5) and kATP is the adjustable constant.
The biomass flux is estimated from twelve precursor 
metabolites (G6P, F6P, GAP, PEP, PYR, AcCoA, αKG, 
SUC, FUM, OAA, R5P and E4P) as follows:
The detailed rate equations for twelve precursor 
metabolites are shown in Additional file  3: Table S2. 
Here, [·] indicates the concentration of the corresponding 
metabolite and kBM_GLC_·, kBM_ACE_· are the first-order 
rate constants for that metabolite. αGLC and αACE are 
weights that indicate which carbon source is available at a 
moment, given by:
where KPts_GLC and KAcs_ACE are the affinity constants.
Parameter estimation
We estimated 351 model parameter values using limited 
amount of experimental data. Thus, most of parameter 
values are not identifiable. It is often costly and time-con-
suming to collect enough experimental data to identify all 
of those model parameters. This is a common situation 
(5)
vATP = OPNADH + OPFADH2 − vE,Glk − vE,Pfk
+ vE,Gapdh + vE,Pyk − vE,Pps
+ vE,Ack − vE,Acs + vE,αkgdh − vE,Pck




vE,Gapdh + vE,Pdh + vE,αkgdh + vE,Mdh
)
× (P/O),
(6b)OPFADH2 = vE,Sdh × (P/O)
′,
(7)µ = kATPvATP ,









in kinetic modeling. Instead, we developed a constrained 
optimization method to estimate parameter values by 
using limited experimental data and available measured 
parameter values. We assumed that in  vitro measured 
values are close to in vivo values. The constrained opti-
mization seeks reasonable parameter values, i.e., they 
are close to the in vitro measured values and allows the 
model to reproduce in  vivo behaviors. This approach 
does not guarantee the estimated parameter values are 
‘true’. However, at least, use of the estimated parameter 
values is the most realistic choice, considering the cur-
rently available experimental data. Details in parameter 
estimation are shown in Additional file 4.
The parameter estimation problem is formulated as a 
constrained optimization problem:
where obj_fun is the objective function that evaluates 
the difference between the estimated parameters and 
literature-based parameters. constraint_fun consists of 
multiple if–then rule-based score functions that evaluate 
whether the simulated behavior is consistent with experi-
mental data [35]. We categorized search parameters 
into three groups: Classes I, II and III. Class I comprises 
the parameters for which measured values are avail-
able. Class II includes the parameters whose values can 
be estimated from references. Class III encompasses the 
parameters for which quantitative information is lacking. 
Penalty weights λ1, λ2 and λ3 were used for Class I, II and 
III, respectively. If the values of Class I parameters change 
drastically, large penalties are imposed (λ1 > λ2 > λ3 ≥ 0). 
Therefore, such parameter values are unlikely to survive 
to the end of the optimization process.
To solve the constrained optimization problem, we 
employed genetic algorithms (GAs) with UNDX [45] 
as a crossover method and Minimum Gap Generation 
(MGG) [46] as a generation alternation method. The 
optimization processes were parallelized using the Mes-
sage Passing Interface on the super computer Shirokane3 
provided by Human Genome Center, The University of 
Tokyo. The GAs were performed on the 101 cores of Intel 
Xeon E5-2670 v3 2.3 GHz. The estimated parameters are 
presented in Additional file 3: Tables S4–S6.
Sensitivity analysis
The finite difference method is used to simulate dynamic 
sensitivities [31]. It is an indirect differential method that 
approximates the change in dependent variables with respect 
to a minute change in time-independent parameters. The 
dynamic sensitivities are given by:
(10a)Minimize obj_fun(p),
(10b)Subject to constraint_fun(p)≤ 0,
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where η is the perturbation coefficient, i is the time index 
and j is the index of independent parameters. In this analysis, 
we calculated s(X , pj), the sensitivity of cell growth (X) with 
respect to 38 kinetic parameters of enzyme activities (kcat 
and Vmax). A perturbation coefficient of 0.01 was used.
Correlation coefficient
The Pearson’s correlation coefficient between the simu-
lated fluxes and experimental data was calculated with 
p values. A high value of r indicates high consistency. 
The p values are used for testing the hypothesis that the 
simulated and experimental fluxes are uncorrelated. (For 
example, reject the hypothesis at the 5 % level of signifi-
cance having p < 0.05).
Virtual genetic mutants
To characterize the behaviors of the model, we used 
mathematical comparisons between WT and “virtual” 
mutants where specific reactions are disabled [47]. The 
virtual mutants alter the reaction network structure 
without changing other kinetic parameters, enabling 
deletion of specific reactions that cannot be accom-
plished through biological experiments. In this study, we 
specifically deleted binding between TFs and metabo-
lites  and allosteric binding between effector metabolites 
and an enzyme. To suppress TF-metabolite binding, we 
increased the parameter values of KCrp-cAMP, KCra-FBP and 
KPdhR-PYR 105-fold in the equations for Crp-cAMP, Cra-BP 
and PdhR-PYR, respectively (Additional file 3: Table S3). 
To suppress allosteric regulation of Pfk, Pyk, Cs, Pgi, Icl, 
Mez, Fbp and Ppc, we increased the values of KPfk_PEP, 
KPyk_FBP, KCs_αKG, KPgi_G6P_6pginh, KIcl_PEP, KIcl_3PG, KIcl_αKG, 
KMez_AcCoA, KMez_cAMP, KFbp_PEP and KPpc_FBP by 105-fold 
(Additional file  3: Table S2 for the rate equation of Pfk, 
Pyk, Cs, Pgi, Icl, Mez, Fbp and Ppc).
Synthesis ratio
To estimate the contribution of specific regulation to the 
metabolite fluxes, we defined the synthesis ratio to WT 
of a virtual mutant by:
where TWT and TVM are the end time of the growth phase 






























metabolic flux of WT and vVM,enzyme is the metabolic flux 
of a virtual mutant.
Experimental data
Escherichia coli K-12 strain BW25113 (lacIqrrnBT14 ∆lac-
ZWJ16hsdR514 ∆araBADAH33 ∆rhaBADLD78) was cul-
tured in the synthetic medium in a batch culture [25]. 
Cultivation of WT and mutant (∆pgi, ∆pykF) strains 
was conducted at 37 °C in a working volume of 1.2 L in 
a 2-L reactor equipped with pH, dissolved oxygen and 
temperature sensors. The air flow rate was maintained at 
1 L/min and the pH was maintained at 7.0 by automatic 
addition of HCl or NaOH throughout cultivation. The 
same E. coli strain was cultured in the synthetic medium 
in a continuous culture [26] where the dilution rate was 
set at 0.1, 0.2, 0.4, 0.5 or 0.7  h−1. Cultures were grown 
aerobically at 37 °C in a total working volume of 1 L, in 
a 2-L jar fermenter equipped with pH, dissolved oxygen 
concentration and temperature sensors and a turbidity 
meter. The air flow rate was kept at 1 L/min and pH was 
maintained at 7.0 by automatic addition of HCl or NaOH 
for the duration of the culture. Table  1 summarizes the 
training and testing datasets employed by our model con-
struction and validation. Details are described in Addi-
tional file 4.
Availability of data and materials
The kinetic model: the MATLAB version and the SBML 
version that consists of SBML (model) and SED-ML 
(simulation settings) files are freely available for non-
commercial use according to the GNU Free Documenta-
tion License (GFDL) at:
http://www.cadlive.jp/cadlive_main/Softwares/Kinetic-
Model/Ecolimetabolism.html.
MATLAB2007 or higher is required. Our project, named 
Computer-Aided Design Living System (CADLIVE) Pro-
ject, is described at http://www.cadlive.jp/.
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αKG: α-ketoglutarate; 6PG: 6-phosphogluconate; 6PGL: 6-phosphogluconolac-
tonase; AcCoA: acetyl-CoA; AcP: acetyl phosphate; ACEex: external acetate; ATP: 
adenosine-5′-triphosphate; ADP: adenosine-5′-diphosphate; AMP: adenosine-
5′-monophosphate; cAMP: cyclic AMP; CoA: coenzyme A; E4P: erythrose-
4-phosphate; F6P: fructose-6-phosphate; FBP: fructose-1,6-bisphosphate; 
FUM: fumarate; G6P: glucose-6-phosphate; GAP: glyceraldehyde-3-phosphate; 
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GLCex: external glucose; GOX: glyoxylate; ICIT: isocitrate; KDPG: 2-keto-3-deoxy-
6-phosphogluconate; MAL: malate; NAD: nicotinamide adenine dinucleotide; 
NADH: nicotinamide adenine dinucleotide, reduced; NADP: dihydronicotina-
mide adenine dinucleotide phosphate; NADPH: dihydronicotinamide adenine 
dinucleotide phosphate, reduced; OAA: oxaloacetate; PEP: phosphoenol 
pyruvate; PYR: pyruvate; Pi: inorganic phosphate; R5P: ribose-5-phosphate; 
RU5P: ribulose-5-phosphate; S7P: sedoheptulose-7-phosphate; SUC: succinate; 
X5P: xylulose-5-phosphate; αkgdh: α-keto-D-gluconate dehydrogenase; 
6Pgdh: 6-phosphogluconate dehydrogenase; AceK: isocitrate dehydrogenase 
phosphatase/kinase; Ack: acetate kinase; Acs: acetyl coenzyme A synthetase; 
Cra: catabolite repressor/activator; Crp: cAMP receptor protein; Cs: citrate 
synthase; Cya: adenylate cyclase; Eda: 2-keto-3-deoxygluconate 6-phosphate 
aldolase; Edd: 6-phosphate dehydrase; EIIA: unphosphorylated Pts protein EIIA; 
EIIA-P: phosphorylated Pts protein EIIA; Fba: fructose-1,6-bisphosphate aldolase 
class II; Fbp: fructose-1,6-bisphosphatase; Fum: fumarase; G6pdh: glucose-
6-phosphate dehydrogenase; Gapdh: glyceraldehyde 3-phosphate dehydroge-
nase; Glk: glucokinase; Icdh: isocitrate dehydrogenase; Icdh-P: phosphorylated 
isocitrate dehydrogenase; Icl: isocitrate lyase; IclR: isocitrate lyase regulator; Ms: 
malate synthase; Mez: malic enzyme; Mdh: malate dehydrogenase; Pck: phos-
phoenolpyruvate carboxykinase; Pdh: pyruvate dehydrogenase; PdhR: pyruvate 
dehydrogenase complex repressor; Pfk: phosphofructokinase; Pgi: phosphoglu-
cose isomerase/glucosephosphate isomerase; Pgl: phosphogluconolactonase; 
Ppc: phosphoenolpyruvate carboxylase; Pps: phosphoenolpyruvate synthase; 
Pta: phosphotransacetylase; Pyk: pyruvate kinase I; Rpe: ribulose phosphate 
3-epimerase; Rpi: ribulose 5-phosphate 3-isomerase; Sdh: succinate dehydro-
genase; Tal: transaldolase; TktA: transketolase I; TktB: transketolase II.
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