ABSTRACT A local feature descriptor has gained a lot of interest in many applications, such as image retrieval, texture classification, and face recognition. This paper proposes a novel local feature descriptor: center-symmetric local octonary pattern (CS-LOP) for facial expression recognition. A CS-LOP operator not only considers the difference of the gray value between central pixels and neighboring pixels in all eight directions but also compares the gray value of four pairs of center-symmetric pixels. Besides, this paper used the CS-LOP to extract diverse features from the preprocessed facial image, the feature map of gradient magnitude, and the feature map of Gabor, and also to make extracted features more abundant and detailed. To evaluate the performance of the proposed method, experiments on JAFFE and CK facial expression datasets demonstrate that the proposed method outperforms the method using the individual descriptor. Compared with other state-of-the-art methods, our approach improves the overall recognition accuracy.
I. INTRODUCTION
Since facial expressions can be represented by appearance changes on the face and they are one of the most potent, natural and immediate means for a human being to communicate their emotions and intentions. Facial expression recognition as a branch of affective computing promotes the development of various fields, such as security technology, human-computer interaction, educational supervision, medical testing, entertainment, etc. [1] - [3] . Owing to its practical applications and bright prospects, facial expression recognition became a research focus for many scholars and they also have made significant progress in recent years [4] - [6] , [27] .
The process of expression recognition can be roughly divided into three parts: image acquisition and preprocessing, image feature extraction and selection, classification
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang. and recognition [7] , [8] . The feature extraction for facial images is one key part that determines the accuracy of facial expression recognition. At present, there are two main approaches to describe facial images: geometric-featurebased and texture-feature-based. The first approach based on geometric feature presents facial images by encoding region of interest (ROI), such as mouth, eyes, eyebrows, nose, etc. ROI can describe facial image efficiently using a few features, but its performance relies on the locations of key facial components. In this category, AAM and ASM are two common methods. ASM proposed by Cootes et al. [11] is inefficient because of the uncertainty of convergence and iterations. AAM [12] is invariant to scale and rotation. However, the texture-feature-based methods can avoid those problems innately. In this category, there are some widely used methods: LBP [9] , [13] , [9] , LTP [14] , HOG [15] , GLCM [16] , SIFT [17] etc. To make full use of different methods, many researchers began to fuse those features [10] , [18] , [22] , [51] , [52] and achieved better results than using an individual feature. Recently, deep learning, which integrates both feature extraction and learning procedure within deep networks, is being widely used for facial expression recognition [19] - [21] . However, some drawbacks of deep learning have emerged gradually: a large number of training samples are required; the neural network can easily converge to a local minimum; the generalization of models are poor etc.
The feature extraction algorithm used in this paper is texture-feature-based. LBP operator proposed by Ojala et al. [13] is an effective descriptor for extracting texture features and classification. LBP has some attractive properties such as rotation invariance, robustness against monotonic gray level transformation and easy to encode [23] . However, LBP only compares the gray value between central pixels and neighboring pixels. It does not consider the gray value of four pairs of center-symmetric pixels, and also ignore part of the structural information of the original image. After that, many variations about LBP have been proposed: CS-LBP [24] , ULBP [35] , ELBP [36] , RILBP [37] , LTP [14] etc. For example, CS-LBP reduces the feature dimension from LBP, but it also has some problems: ignore central pixels, the optimal threshold is hard to determine and must be chosen from experiments.
To solve the above problems of LBP and CS-LBP, this paper proposes a novel texture feature descriptor: Center-Symmetric Local Octonary Pattern (CS-LOP). It not only compares the gray value between central pixels and neighboring pixels in all eight directions but also compares the gray value of four pairs of center-symmetric pixels. CS-LOP reduces feature vector dimension based on LBP and avoids selecting the optimal threshold. Furthermore, this paper apply CS-LOP operator to extracts Gabor and gradient magnitude features from facial images, then obtain the other two features: CS-LOP based on feature maps of Gabor and CS-LOP based on feature map of gradient magnitude. After that, the three features as mentioned above are fused to achieve feature-level fusion for facial expression recognition.
The rest of this paper is organized as follows. Section II introduces the related works about LBP and CS-LBP briefly; section III describes a facial feature extraction method based on CS-LOP and then introduces the feature fusion; section IV presents experimental results and analysis. This paper is concluded in section V.
II. RELATED WORK A. LOCAL BINARY PATTERN (LBP)
Texture information is very important for pattern analysis of images, and local binary pattern (LBP) were considered to gain texture information from images as a simple but very efficient texture descriptor. LBP was first proposed by Ojala et al. [13] and from then on LBP has been found to be a significant feature for texture representation. LBP obtain a binary pattern of the differences between the central pixels and neighboring pixels. It labels the pixels of an image by thresholding the 3 * 3 neighborhood of each pixel with the central value and considering the result as a binary number. Moreover, LBP code is computed in formula (1) and (2) :
where P c denotes the gray value of the central pixel, P i (i = 0,1,. . . , N-1) is the gray value of neighboring pixel centered on c, N is the total number of involved neighbors, R is the radius of the neighborhood.
B. CENTER-SYMMETRIC LOCAL BINARY PATTERN (CS-LBP)
The CS-LBP operator [24] is one of the variants of the LBP and SIFT descriptor, inheriting the desirable properties of both texture features and gradient-based features. LBP produces a rather long histogram and has 256 different binary patterns, whereas CS-LBP only produces 16 binary patterns.
Instead of comparing each pixel with center one, CS-LBP utilizes center-symmetric to encode an image by thresholding the difference of gray value of four pairs center-symmetric pixels as a binary number. So CS-LBP encoding method is defined in formula (3) and (4):
where P i (i = 0, 1,. . . , (N/2)-1) denotes the gray value of neighboring pixel centered on c, and N is the total number of involved neighbors. R is the radius of the neighborhood, T is a threshold that is chosen in experiments. This paper take N = 9, R = 1 and Figure 1 show the calculation process of LBP operator and CS-LBP operator respectively.
III. APPROACH A. CENTER-SYMMETRIC LOCAL OCTONARY PATTERN (CS-LOP)
Considering LBP operator that mentioned in section II, it only considers the difference of gray value between the central pixels and neighboring pixels but ignores to compare the difference of center-symmetric pairs of pixels. Besides, CS-LBP operator reduces the feature vector dimension and simplifies the computational complexity on the basis of LBP. However, CS-LBP does not consider the central pixels and the threshold (T) has a significant influence on experimental results. Inspired by the two feature descriptors as mentioned earlier, this paper proposes a novel descriptor: Center-Symmetric Local Octonary Pattern (CS-LOP). CS-LOP not only compares the gray value between the central pixels and neighboring pixels but also take the gray value of center-symmetric neighboring pixels into account so that the extracted texture features are more complete and detailed. The encoding about CS-LOP is shown in formula (5), (6) and (7).
where N denotes the total number of involved neighbors, p c is the gray value of the central pixel,
corresponds to the gray value of neighboring pixel. R is the radius of the neighborhood. This paper employs µ(a, b, c) for the first time here. Different from LBP and CS-LBP operators encoding the result as a binary number and mapping the value into four-digit decimal numbers from 0 to 3, CS-LOP adds one binary code that maps the value into [0, 7] interval, which makes the coded values more diverse and captures the delicate difference of features between pixels so that the extracted features more precise and accurate. Figure 2 shows code results for LBP and CS-LOP. From a human visual perspective, the two micro-patterns represented in the image of Figure 2 (a) and (b) are very similar. Therefore, the generated LBP codes are the same. However, applying the CS-LOP operator generates different code values because CS-LOP operator compares the center-symmetric pairs of pixels from four directions. It is shown that local texture feature descriptor: CS-LOP can capture the delicate differences and represent in the code values from unobvious regions.
B. CS-LOP BASED ON FEATURE MAP OF GRADIENT MAGNITUDE
The Feature Map of Gradient Magnitude (FMGM) is formed by extracting texture features utilizing gradient magnitude on an image sample. The idea of gradient magnitude derives from the histogram of oriented gradient, which refers to four neighboring pixels in the horizontal and vertical directions [25] and produces the corresponding gradient value by their magnitudes. It is described in formula (8) and (9).
As can be seen in Figure 1 , c is the central pixel of 3 * 3 rectangle region, p 1 , p 3 , p 5 , p 7 are four neighboring pixels centered on c. G x (c) denotes the horizontal gradient at c and G y (c) is the vertical gradient. M(c) is the gradient magnitude on pixel c.
After generating feature maps of gradient magnitude by above approach, then CS-LOP operator is used to extracting texture features from the feature map of gradient magnitude and obtain the feature: CS-LOP FMGM . With the introduction of gradient magnitude, the extracted features are complete.
C. CS-LOP BASED ON FEATURE MAP OF GABOR
Gabor wavelet [26] is a well-known descriptor representing texture information and very similar to the stimulus-response of simple cells in the human visual system. It provides excellent characteristic selection about orientation and scale. Furthermore, Gabor wavelet is robust and adapt to the changes of illumination well. The kernel function of Gabor wavelet has the same characteristics as two-dimensional reflection region of simple cells in the cerebral cortex. It captures different spatial information of frequency, position, orientation from an image and extract subtle local transformation effectively. The kernel function is defined in formula (10) .
where µ, v indicate the kernel orientation and scale of the Gabor filter; z represents the spatial coordinate of pixel;
· is a norm descriptor; the parameter δ determines the radius of the Gaussian function; k µ,v is a vector and k µ,v , = k v exp(iϕ µ ), k v = k max /λ v , ϕ µ = π µ/8, k max denotes the maximum of sampling frequency; λ is spatial factor among filters in the frequency domain. The Gabor feature of facial image is obtained by convolving facial image with filters. f (z) denotes facial image, and then convolve with filter ψ µ,v (z) is shown in formula (11) . where * represents convolution operation, for a filter with five scales and eight orientations, v ∈ {0, 1, 2, 3, 4}, µ ∈ {0, 1, 2, . . . , 7} and G µ,v (z) is a norm of Gabor features. Taking one sample image as an example, its corresponding Gabor feature is shown in Figure 3 below. As shown in Figure 3 , a transformation of each sample image produces 40 corresponding images, and Gabor wavelet expands extracted features from different scales and orientations. We conduct CS-LOP operator for extracting features again based on feature map of Gabor to obtain the feature: CS-LOP Gabor .
D. FEATURE FUSION
At present, the single feature extraction method cannot meet the requirements for final recognition rate. Considering different features have different capabilities to represent images, and also in order to take advantages of various feature extraction method, more and more scholars have begun to research fusing different features to achieve better results. Widely used methods are feature-level fusion and decision-level fusion. This paper adopts the former fusion scheme. The experimental results indicate that CS-LOP cascades CS-LOP FMGM with weight and then fuses with CS-LOP Gabor can achieve the best result. The detailed explanation will be discussed in section IV.
IV. EXPERIMENTS AND DISCUSSION
In this section, experiments are conducted for facial expression recognition to validate the efficiency of the proposed methods and compared with some state-of-the-art methods. All experiments were implemented by using Visual Studio 2013 and OpenCV 2.4.9.
A. DATASETS CONSTRUCTION
In order to evaluate the proposed algorithm, experiments used two famous facial image datasets: The Japanese Female Facial Expression (JAFFE) [29] and Cohn-Kanade (CK) [30] . The JAFFE database contains 213 images of 10 Japanese females. The CK database consists of over 2000 facial images of 210 subjects whose age are between 18 and 50. Women accounted for 69% and men accounted for 31%. One example of expressions about the two data sets is shown in Figure 4 (from left to right, the label of expressions are: anger, disgust, fear, happy, neutral, sad, surprise).
Our experiments select three images of each expression in JAFFE with seven basic emotions and four images in CK with six basic emotions (lack of neutral). This paper executed experiments by using person-dependent and person-independent cross-validation testing schemes [31] , herein called N-fold and N-person cross-validation, respectively, to evaluate the performance of facial expression recognition accurately. In the N-fold cross-validation, all facial images are divided into N groups randomly and selected N-1 groups as training set and the rest as the test set. This scheme was repeated N times and take average results as the final recognition accuracy. In the N-person cross-validation, all facial images are partitioned into N groups according to person and exclude one person out of training set as the test set and N-1 person as the training set, so it always ensures the person-independence itself.
B. STEPS OF EXPERIMENT 1) PREPROCESS
Image preprocessing can be divided into three steps: (a) detecting the position of human eyes from image with Haar-like and AdaBoost [32] algorithm, and using the coordinates of two eyes for geometric transformation to eliminate the effect of posture. (b) detecting and cropping the region of interest and normalize the image size (JAFFE:64 × 96, CK: 96 × 96); (c) processing image with Gaussian filter [33] to eliminate the effect of noise and improve the recognition accuracy.
2) FEATURE EXTRACTION AND FUSION
This paper adopts CS-LOP descriptor to extract texture features from the preprocessed facial image, feature maps of gradient magnitude, feature maps of Gabor respectively, and then get three features: CS-LOP, CS-LOP FMGM , CS-LOP Gabor . Then, the first two feature histograms are fused with weighted ratio and cascades the third features to obtain the final features.
3) CLASSIFICATION
Recognizing the category of facial expression by carrying out SVM [34] with Polynomial Function kernel and using automatic training function to obtain the optimal parameters. 
C. EXPERIMENTAL RESULTS AND ANALYSIS

1) THE SELECTION OF GABOR FEATURE MAPS
As shown in Figure 3 , the Gabor filter of five scales and eight orientations is used to transform images and each image generates 40 Gabor feature maps. The transformed Gabor feature maps increase the number of training samples and the training time significantly. In order to reduce time complexity, this paper explores the number of scale channels (µ) used by Gabor filters. We select the first 8 * µ sheets (µ = 1, 2, 3, 4, 5) from Gabor feature maps for feature extraction. The experimental results are shown in Figure 5 and Figure 6 .
It can be seen from Figure 5 and Figure 6 that different scale of Gabor filter influence the final recognition result. Compared with other numbers of scale, scale = 3 achieves better recognition performance on JAFEE and CK. In personindependent strategy, scale = 3 or 4 shows almost the same accuracy on CK. However, the feature dimension of scale = 3 is smaller than scale = 4. Compared with previous papers exploiting Gabor filter of five scales, setting scale = 3 not only improves the overall recognition rate but also removes redundant information and reduces computation complexity.
2) THE SELECTION OF BLOCK
Before fusing the three features as mentioned earlier, it is necessary to determine the optimal number of blocks. In the process of feature extraction, the number of block has a great influence on the recognition result. Too few blocks make extracted local features insufficient. Too many blocks increase time complexity and feature dimension. Therefore, experiments are conducted under three feature extraction methods to select appropriate block number. The experimental results of CS-LOP are shown in Figure 7 and Figure 8 .
It can be seen from Figure 7 that in the person-independent strategy, For JAFFE, CS-LOP yields the highest recognition rate (65.24%) when the number of blocks = 7; For CK, the corresponding accuracy reaches a maximum of 78.65% then begin to decrease obviously. Therefore, the number of blocks for CS-LOP method is set to 7 in N-person. Besides, it can be seen from Figure 8 that in the person-dependent strategy, when the number of blocks is taken as 1, (i.e. feature extracted from the whole image) the recognition rate is not ideal; but recognition rate improves greatly when the number of blocks increases to 2 and then begins to stabilize. In JAFFE, the average accuracy can up to 97.62% when the number of blocks = 7; In CK, there is no significant difference in recognition rate and it remains basically stable with the increase of number of blocks. To keep the consistency and facilitate experiments, the number of blocks is set to 7 on JAFFE and CK in N-fold strategy.
This paper also tests the optimal blocks for CS-LOP FMGM and CS-LOP Gabor in N-person and N-fold. The experimental results are shown in Figure 9 (a)-(d) . For CS-LOP FMGM operator, we set block = 7 on JAFFE and CK both in N-person and N-fold. For CS-LOP Gabor , we set block=6 on JAFFE and block = 4 on CK both in N-person and N-fold strategies.
3) FEATURE FUSION
Section III proposes three different features: CS-LOP, CS-LOP FMGM and CS-LOP Gabor . There are also various fusion methods for these three approaches. As shown in Figure 10 (a) and (b) , the experimental results indicate that CS-LOP and CS-LOP FMGM are complementary for different facial expressions in JAFFE.
As can be seen from Figure 10 (a) and (b), CS-LOP operator performs better than CS-LOP FMGM in some facial expressions: happy, neutral, surprise. However, CS-LOP FMGM achieves better results in other expressions (N-person: anger, disgust, fear; N-fold: anger, sad). For integrating the advantages of above methods, feature-level-fusion is adopted in this paper. The results of fusion indicate that overall recognition rate is higher than the individual method. Similarly, fusion result on CK is same as JAFFE. In this paper, the weight ratio between CS-LOP and CS-LOP FMGM is set to 3:1. After that, we concatenate fused features with CS-LOP Gabor to obtain the final features and then feed into SVM.
D. COMPARISON OF EXPERIMENTAL RESULTS
To illustrate the performance of proposed methods, feature fusion is executed on JAFFE and CK to obtain the recognition rate of each expression in N-person and N-fold schemes. Table 1 shows the average accuracy for each expression.
From the overall recognition results in Table 1 , since the subject in the training set was excluded out of testing set in the person-independent, which contribute to the recognition rate is relatively low compared to person-dependent. Whereas, some expressions such as surprise, happy always be recognized well.
In order to demonstrate the effectiveness of the proposed feature extraction method for facial expression recognition in this paper, we compare the proposed method with several common local feature extraction algorithms. The comparison results are shown in Table 2 .
As can be seen from Table 2 , the proposed CS-LOP Gabor in this paper improves recognition rate nearly 9% than other descriptors in person-independent on JAFFE, which indicates the availability of proposed CS-LOP Gabor feature. In addition, the recognition rates of almost all descriptors have no significant difference in person-dependent scheme, which indicates the reasonability of those feature descriptors proposed by previous scholars. Most important of all, experimental results show that CS-LOP in this paper performs better than present descriptors on CK and our fused method outperforms all other methods both in person-independent and person-dependent schemes.
Additionally, to further illustrate the reasonability of overall algorithm, our proposed method is compared with other literatures in both person-independent and person-dependent strategies and comparison results are shown in Table 3 and  Table 4 . As can be seen from following tables, proposed method is not only performs better than those traditional feature descriptors but also superior to some methods using deep neural networks. In conclusion, the proposed CS-LOP operator and its fused methods show their superiority and excellence for facial expression recognition.
V. CONCLUSION
In this paper, we propose a new local feature descriptor: CS-LOP for facial expression recognition. It not only compares the gray value between central pixels and neighboring pixels in all eight directions but also compares the gray value of four pairs of center-symmetric pixels. CS-LOP reduces feature vector dimension on the basis of LBP and avoids selecting the optimal threshold. Compared with previous descriptors, such as: LBP and CS-LBP using two-bit coding, one more bit code value added by CS-LOP operator enables more accurate and detailed features among pixels from unobvious regions can be captured and represented. Afterwards, we use CS-LOP operator to extract features from the preprocessed facial image, feature map of gradient magnitude and feature map of Gabor to obtain the corresponding CS-LOP, CS-LOP FMGM and CS-LOP Gabor features, and then fuse the three features for facial expression recognition. Additionally, this paper also analyzes the performance of the proposed algorithm under person-dependent and person-independent strategies, and experimental results on JAFFE and CK datasets show that the CS-LOP achieves better performance than the operators proposed by other literatures and improves the overall recognition accuracy compared with some state-of-the-art methods. In the future, we will study on cross-datasets experiments and how to improve the recognition rate of micro-expressions. FUJI REN received the Ph.D. degree from the Faculty of Engineering, Hokkaido University, Sapporo, Japan, in 1991. He is currently a Professor with the Department of Information Science and Intelligent Systems, University of Tokushima, Tokushima, Japan. His current research interests include natural language processing, machine translation, artificial intelligence, language understanding and communication, robust methods for dialogue understanding, and affective information processing and knowledge engineering.
