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We discuss the electronic waiting-time distribution of a quantum-dot spin valve, i.e. a single-level
quantum dot coupled to two ferromagnetic electrodes with magnetizations that can point in arbitrary
directions. We demonstrate that the rich transport physics of this setup such as dynamical channel
blockade and spin precession in an interaction-driven exchange field shows up in the waiting-time
distribution and analyze the conditions necessary to observe the various effects.
PACS numbers: 73.23.Hk,72.70.+m,72.25.Mk,85.75.-d
I. INTRODUCTION
Spin-dependent transport through nanostructures such
as quantum dots has recently created a lot interest due
to potential spintronics applications.1,2 Of particular in-
terest are quantum-dot spin valves3–5 that consist of a
single-level quantum dot tunnel coupled to ferromagnetic
electrodes with magnetizations pointing in arbitrary di-
rections, cf. Fig. 1. On the one hand, these systems
show a spin accumulation due to spin-dependent tunnel-
ing that has the tendency to block transport through the
device. On the other hand, there is spin precession in
an energy-dependent exchange field generated by virtual
tunneling between the dot and the leads that lifts this
blockade. The interplay between these two effects gives
rise to a number of distinctive transport signatures such
as a broad area of negative differential conductance,4,6
characteristic features in the finite-frequency noise at the
Larmor frequency associated with the spin precession,7–9
a splitting of the Kondo resonance10–14 and a nonequilib-
rium spin-precession resonance.15 Other studies of such
systems investigated the dependence of the current on the
angle between the magnetizations,16–20 the full count-
ing statistics of electron transport,21 adiabatic pump-
ing22 and the possibility to generate a spin accumula-
tion in a thermoelectric fashion.23 Experimentally, quan-
tum dots coupled to ferromagnetic electrodes have been
realized in a number of different ways, e.g., by us-
ing metallic nanoparticles,24–31 quantum dots defined in
semiconductor nanowires,32 carbon nanotubes,33–41 self-
assembled semiconductor quantum dots42–47 and even
single molecules.48,49
The investigation of electronic waiting times in trans-
port through nanostructures is another field that recently
generated a lot of interest. Waiting-time distributions
have been studied for systems that can be described
by generalized master equations,50–55 scattering matrix
theory56–59 as well as in terms of noninteracting tight-
binding chains.60 Waiting times were shown to provide
information about the short-time behaviour of transport
processes that cannot be obtained from other quantities
such as the zero-frequency current noise or the full count-
ing statistics.56 Furthermore, waiting times contain infor-
mation about the coherent internal dynamics of quantum
systems51,52,54,55 and can serve to characterize recently
developed single-electron sources.53,57,58
Here, we study the waiting-time distribution of elec-
tron transport through a quantum-dot spin valve. We
focus on the regime where sequential tunneling domi-
nates transport and the system can be described in terms
of a generalized master equation with transition rates
obtained via a real-time diagrammatic approach.4,61,62
Our main aim is to demonstrate how the rich transport
physics of the quantum-dot spin valve can be detected
in the waiting-time distribution. In addition, we want to
elucidate the conditions that need to be fulfilled in order
to observe a specific transport feature in the waiting-time
distribution and compare to the corresponding conditions
required to observe the same feature in other transport
properties such as zero- and finite-frequency noise or the
full counting statistics.
The paper is organized as follows. In Sec. II we in-
troduce the model of a quantum-dot spin valve. Sec-
tion III describes the theoretical approach to calculate
the waiting-time distribution within the framework of a
real-time diagrammatic approach. We present our results
in Sec. IV and conclude with a summary in Sec. V.
II. MODEL
We consider a single-level quantum dot coupled to two
ferromagnetic electrodes r = L,R with magnetizations
pointing in arbitrary directions nr. The Hamiltonian of
the system can be written as
H =
∑
r
Hr +Hdot +Htun. (1)
Here,
Hr =
∑
kσ
εrkσa
†
rkσarkσ (2)
represents the two ferromagnetic electrodes in terms of
a simple Stoner model as noninteracting electrons with
a constant but spin-dependent density of states ρrσ. For
each electrode, we choose the spin quantization axis along
the magnetization of the respective lead such that σ = ±
refers to the majority (minority) spin electrons. The spin
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FIG. 1. Schematic sketch of a quantum-dot spin valve. A
single-level quantum dot (blue) with excitation energies ε and
ε+U is tunnel coupled with coupling strength Γr to two fer-
romagnetic electrodes (yellow) with noncollinear magnetiza-
tions pointing along nr and enclosing an angle ϕL + ϕR.
dependence of ρrσ can be conveniently parametrized in
terms of the polarization pr = (ρr+ − ρr−)/(ρr+ + ρr−)
where pr = 0 refers to a normal metal and pr = 1 to
a half-metallic ferromagnet. In the following, we will
assume both leads to have the same polarization, pL =
pR ≡ p.
The quantum dot is described in terms of a single spin-
degenerate level with gate-tunable energy ε as
Hdot =
∑
σ
εc†σcσ + Uc
†
↑c↑c
†
↓c↓. (3)
Here, U denotes the Coulomb energy of the dot that is
needed in order to occupy the quantum dot with two
electrons at the same time. For later convenience, we
quantize the dot spin along the direction nL × nR per-
pendicular to the lead magnetizations.
For the chosen quantization axes, the tunnel Hamilto-
nian takes the form
Htun =
∑
rk
tr√
2
[
a†rk+(e
iϕr/2c↑ + e−iϕr/2c↓)
+a†rk−(−eiϕr/2c↑ + eiϕr/2c↓)
]
+ H.c.,
(4)
i.e., it couples majority and minority spin electrons of
the lead to both, spin up and spin down electrons on the
dot. In Eq. (4), ϕr denotes the angle between nr and
nL + nR. The tunnel matrix elements tr are related to
the spin-dependent tunnel coupling strengths via Γrσ =
2pi|tr|2ρrσ with Γr = (Γr+ + Γr−)/2. We furthermore
introduce the total tunnel coupling Γ = ΓL + ΓR.
III. THEORY
In order to describe transport through our system, we
employ a real-time diagrammatic technique61,62 in its ex-
tension to systems with ferromagnetic leads.4,7 The cen-
tral idea of this approach is to split the system into the
strongly interacting quantum dot with a few degrees of
freedom and the noninteracting electrodes with many de-
grees of freedom. The latter are integrated out to ob-
tain a description of the quantum dot in terms of its re-
duced density matrix ρred with density matrix elements
Pχ1χ2 = 〈χ|ρred|χ〉. The time evolution of the reduced
density matrix is given by a generalized master equation
of the form P˙ = WP. Here, P is a vector containing
the various density matrix elements of ρred. W is a ma-
trix of generalized transition rates that are given by ir-
reducible self-energies of the quantum-dot propagator on
the Keldysh contour. They can be evaluated in a system-
atic expansion in the tunnel couplings while taking into
account interaction and nonequilibrium effects exactly.4,7
In the following, we restrict ourselves to first order terms
only which is a good approximation as long as Γr  kBT .
For the quantum-dot spin valve, we can rewrite the
generalized master equation in a physically intuitive form
by introducing the probabilities to find the dot empty P0,
singly occupied P1 = P↑ + P↓ or doubly occupied Pd as
well as the quantum-statistical average of the dot spin
Sx = (P
↑
↓ − P ↓↑ )/2, Sy = (P ↑↓ − P ↓↑ )/(2i) and Sz = (P↑ −
P↓)/2. The generalized master equation can then be split
into one set of equations for the occupation probabilities
and another one for the average spin.4 The first set of
equations is given by
 P˙0P˙1
P˙d
 = ∑
r
Γr
 −2f+r (ε) f−r (ε) 02f+r (ε) −f−r (ε)− f+r (ε+ U) 2f−r (ε+ U)
0 f+r (ε+ U) −2f−r (ε+ U)
 P0P1
Pd
+∑
r
2pΓr
 f−r (ε)−f−r (ε) + f+r (ε+ U)
−f+r (ε+ U)
S·nr
(5)
with the Fermi function f+r (ω) = 1 − f−r (ω) = 1/{exp[(ω−Vr)/kBT ]+1}, where Vr denotes the voltage
3applied to lead r and T is the electrode temperature,
assumed to be equal for both leads. Due to the fer-
romagnetic electrodes, the occupation probabilities not
only couple to each other but also couple to the spin ac-
cumulation on the dot. The equation governing the spin
dynamics reads(
dS
dt
)
=
(
dS
dt
)
acc
+
(
dS
dt
)
rel
+
(
dS
dt
)
prec
(6)
where(
dS
dt
)
acc
=
∑
r
pnrΓr
[
f+r (ε)P0 +
f+r (ε+ U)− f−r (ε)
2
P1
−f−r (ε+ U)Pd
]
(7)
describes the accumulation of spin on the dot due to spin-
polarized tunneling on and off the dot. Similarly,(
dS
dt
)
rel
= −
∑
r
Γr
[
f−r (ε) + f
+
r (ε+ U)
]
S (8)
represents the relaxation of the dot spin due to electron
tunneling. Finally,(
dS
dt
)
prec
=
∑
r
Br × S (9)
characterizes a precession of the dot spin in the effective
exchange field
Br =
pΓrnr
pi
∫ ′
dω
(
f−r (ω)
ω − ε− U +
f+r (ω)
ω − ε
)
(10)
generated by spin-dependent virtual tunneling between
the dot and the electrodes.
We now detail how to calculate the waiting-time distri-
bution between tunneling events. In particular, we focus
on tunneling out of the dot into the right lead. The
central object in the calculation of the waiting-time dis-
tribution is the matrix WX that can be obtained from
W in a straightforward way: One simply multiplies each
diagram encountered in the evaluation of W with a fac-
tor +1 if the corresponding process transfers an electron
from the dot into the right lead and with a factor of 0
otherwise. The waiting-time distribution is then given
by51
w(τ) =
eTWX exp[(W −WX)τ ]WXρstat
eTWXρstat
, (11)
where ρstat is the stationary density matrix satisfying
0 = Wρstat and eT is a vector that picks out the diagonal
density matrix elements.
In general, it is not possible to obtain compact ana-
lytical expressions for the waiting-time distribution of a
quantum-dot spin valve. However, in the limiting case
that transport occurs through the empty and singly-
occupied dot only, f+L (ε) = f
−
R (ε) = 1 and f
+
L (ε + U) =
f+R (ε + U) = 0, and the quantum dot is symmetrically
coupled to the electrodes, ΓL = ΓR = Γ/2, we find for
parallel magnetizations
wP (τ) =
(1− p)2
1 + p
Γe−(1−p)Γτ +
(1 + p)2
1− p Γe
−(1+p)Γτ
− 21 + 3p
2
1− p2 Γe
−2Γτ , (12)
antiparallel magnetizations
wAP (τ) = (1− p)Γe−(1−p)Γτ + (1 + p)Γe−(1+p)Γτ
− 2Γe−2Γτ , (13)
and arbitrarily oriented magnetizations, neglecting the
exchange field in the calculation,
wBr=0ϕ (τ) =
(1− p)(1− p cosϕ)
1 + p
Γe−(1−p)Γτ
+
(1 + p)(1 + p cosϕ)
1− p Γe
−(1+p)Γτ
− 21 + p
2(1 + 2 cosϕ)
1− p2 Γe
−2Γτ . (14)
In all three cases, the first term arises from the tunneling
out of majority spin electrons into the drain. Similarly,
the second term is due to the tunneling out of minority
spin electrons. The last term describes tunneling in of
electrons from the source. As both majority and minority
spin electrons can tunnel into the empty dot, the time
scale for this exponential decay does not depend on the
polarization.
IV. RESULTS
In the following, we analyze the waiting-time distri-
bution for three different transport regimes that illus-
trate characteristic transport features of the quantum-
dot spin valve. First, we will consider electron bunching
due to a dynamical channel blockade63–68 which occurs
for parallely magnetized electrodes.7,69 Second, we show
how the spin precession in the exchange field that occurs
for noncollinear magnetizations3,4,7 manifests itself in the
waiting-time distribution. Finally, we discuss signatures
of a recently discovered dynamical spin resonance that
occurs for nearly antiparallel magnetizations.15
A. Electron bunching
For parallel magnetizations, the average charge cur-
rent is independent of the polarization p because as the
current contribution of majority spin electrons increases
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FIG. 2. Waiting-time distribution for a symmetric quantum-
dot spin valve, ΓL = ΓR = Γ/2, in the parallel geometry,
ϕr = 0. The bias voltage is chosen such that transport occurs
through the empty and singly-occupied state only. For large
polarizations a crossover between two different exponential
decay indicates bunching of electron transport.
with p, the current contribution of minority spin elec-
trons decreases with p by the same amount. However, as
p increases, the current becomes less regular due to elec-
tron bunching. While majority spin electrons can tunnel
easily on and off the dot, the corresponding rates for
minority spin electrons are suppressed by 1 − p. Thus,
minority spin electrons dynamically block transport and
chop the current into bunches of majority spin electrons
flowing through the dot.
In the waiting time distribution, this dynamical chan-
nel blockade shows up as the crossover between two ex-
ponential decays with two different time scales. At short
times, the exponential decay of the waiting-time distribu-
tion is dominated by the tunneling of majority spin elec-
trons e−(1+p)Γτ 70. At longer times, the contribution due
to the tunneling of minority spin electrons, e−(1−p)Γτ ,
that describes the occasional blockade of the dot, takes
over.
As can be seen in Fig. 2, the crossover time increases
as the polarization p is increased. Furthermore, the
crossover becomes more pronounced as p grows because
of the larger difference between the decay rates (1 + p)Γ
and (1− p)Γ. In addition, as p is increased the crossover
occurs at smaller values of w(τ) which renders an ex-
perimental observation more challenging as it requires a
high statistics of tunneling events. These findings are in
agreement with the picture of bunching due to dynam-
ical channel blockade. As p grows, the blockade events
due to minority spin electrons on the dot become more
and more rare. In addition, the average duration of an
individual blockade event becomes longer as well due to
the reduced tunneling out rate of minority spins.
We finally compare our results to the signatures of the
dynamical channel blockade in the zero-frequency noise7.
In the regime where transport occurs through the empty
and singly occupied dot only, the zero-frequency Fano
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FIG. 3. Waiting-time distribution as a function of bias volt-
age for a quantum-dot spin valve with perpendicular magne-
tizations, ϕL = −ϕR = pi/4. Parameters are ΓL = 10ΓR,
ε = U/4, p = 1. White dashed lines mark the times after
which the spin of the dot has precesssed by an angle (2n+1)pi.
factor, i.e. the ratio between the current noise and the
average current,
F =
4(1 + p2)ΓL + (1− p2)ΓR
(1− p2)(2ΓL + ΓR)2 (15)
becomes super-Poissonian, F > 1, for polarizations larger
than71
p∗ =
√
ΓR
2ΓL + ΓR
. (16)
The Fano factor characterizes the average number of elec-
trons within one bunch transferred through the dot. We
remark that in general a larger polarization is needed to
observe the electron bunching in the waiting-time distri-
bution than in the Fano factor.
B. Spin precession
We now turn to the case of a quantum-dot spin valve
with noncollinearly magnetized leads. In this situation,
the dot spin precesses in an exchange field due to virtual
tunneling between the dot and the leads. This spin pre-
cession gives rise to characteristic features in the finite-
frequency noise at the Larmor frequency of the exchange
field7,9. In the following, we demonstrate how the spin
precession manifests itself in the waiting-time distribu-
tion.
Figure 3 shows the waiting-time distribution as a func-
tion of the bias voltage for perpendicular magnetizations.
For a given voltage, the waiting-time distribution shows
oscillations with a frequency given by the Larmor fre-
quency of the spin precession. The mechanism that gives
rise to these oscillations is the following. Electrons pre-
ferrably enter the dot with a spin pointing along the
magnetization of the source electrode. On the dot, the
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FIG. 4. Waiting-time distribution for a quantum dot spin-
valve with perpendicular magnetizations. V = 3U/4, other
parameters as in Fig. 3.
electron spin precesses in the exchange field. After a pre-
cession by an angle of (2n+1)pi, the overlap between the
dot spin and the majority spins of the drain electrode be-
comes maximal. Hence, there is an increased probability
to tunnel out of the dot that leads to local maxima of the
waiting-time distribution. We remark that the position
of the maxima is not precisely given by ωτ = (2n + 1)pi
as it takes a finite time for an electron to tunnel into the
empty dot. As the Larmor frequency depends on the
energy-dependent exchange field, the frequency of the
oscillations changes with bias voltage as can be clearly
seen in Fig. 3. At the particle-hole symmetric point,
V = 2ε + U , the exchange field does not affect the dot
spin at all and hence the oscillations vanish at this point.
In Fig. 4, we plot the waiting-time distribution for a
fixed bias voltage and different values of the polarization.
While for halfmetallic leads the oscillations in the wait-
ing times are well pronounced, they quickly get washed
out as the polarization is reduced and disappear around
p = 0.6 because of the strong decoherence due to tunnel-
ing events. Hence, in order to observe the spin preces-
sion in the waiting times, highly polarized electrodes are
needed. This in in contrast to the signatures in the finite-
frequency noise that are observable even for moderate
polarizations of p ≈ 0.3 achieveable, e.g., with electrodes
made from Fe, Ni or Co72.
C. Spin resonance
As a last transport feature, we discuss how a recently
predicted spin resonance15 manifests itself in the waiting-
time distribution. To this end, we consider transport
inside the Coulomb-blockade region where the dot is pre-
ferrably singly occupied. In principle, one needs to per-
form a second-order calculation here. However, we ex-
pect that our sequential tunneling approximation still
captures the essential features of the spin resonance and
its signatures in the waiting-time distribution. As in the
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FIG. 5. Waiting-time distribution as a function of applied
bias voltage and time. Parameters are ΓL = 10ΓR, ε = −U/4,
p = 1 and ϕL = −ϕR = 0.495pi. White dashed lines mark
again the times after which the spin has precessed by an angle
(2n+ 1)pi in the exchange field.
Coulomb-blockade regime adding or removing an extra
electron from the dot is energetically unfavorable, elec-
trons on the dot have a long life-time such that the wait-
ing time decays exponentially on a very long time scale.
We now focus on the case of nearly antiparallely mag-
netized leads. In this situation, we get on top of the
Coulomb-blockade also a spin blockade as majority spin
electrons from the source are minority spin electrons in
the drain and hence have a suppressed probability of leav-
ing the dot. In the nearly antiparallel geometry, the ex-
change field typically has a large component along the
spin accumulation on the dot and only a small compo-
nent perpendicular to it. Hence, there is only a very
weak precession of the dot spin that cannot lift the spin
blockade. In consequence, the waiting-time distribution
shows a slow exponential decay with weak oscillations
superimposed, cf. Fig 5 at V = 7.75U .
However, as the exchange field contributions from the
left and right lead have indepenent dependencies on the
level position and bias voltage, it is possible to achieve
that the exchange field component along the spin accu-
mulation vanishes. In this case, the spin precesses in
the small remaining exchange field perpendicular to the
spin accumulation. This precession periodically lifts the
spin blockade of the dot and increases the current from
its suppressed value in the antiparallel geometry back to
value in the parallel geometry15. In the waiting time dis-
tribution, the resonance shows up as strong oscillations
with the Larmor frequency on top of a slow exponential
decay, cf. Fig 5 at V = 7.35U . Hence, as the system is
tuned through the resonance, the current exhibits a peak
(not shown) while the waiting-time distribution shows an
increase of the period and amplitude of its oscillations.
6V. SUMMARY
We have analyzed the electronic waiting time of a
quantum-dot spin valve. We obtained analytical results
for the waiting-time distribution for collinear magnetiza-
tions as well as in the noncollinear case when neglect-
ing the effect of a tunneling induced exchange field. We
then discussed signatures of characteristic transport fea-
tures of a quantum-dot spin valve in the waiting-time
distribution. In particular, we showed that the electron
bunching due to dynamical channel blockade leads to two
different exponential decays of the waiting-time distribu-
tion. The spin precession for noncollinear setups gives
rise to characteristic oscillations of the waiting-time dis-
tribution. Finally, we demonstrated that a recently pre-
dicted spin resonance in the Coulomb-blockade regime
gives rise to pronounced oscillations in the waiting-time
distribution on a very long time scale.
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