Abstract. We prove that the group of left self-distributivity, a cousin of Thompson's group F and of Artin's braid group B ∞ that describes the geometry of the identity x(yz) = (xy)(xz), admits a bi-invariant linear ordering. To this end, we define a partial action of this group on finite binary trees that preserves a convenient linear ordering.
The action of G LD on terms
In this preliminary section, we recall the definition of the group G LD , and its connections with the left self-distributivity identity, with Thompson's group F , and with Artin's braid group B ∞ . We also define a partial action of G LD on terms connected with the left selfdistributivity identity.
The group G LD
The group G LD is a countable group that describes, in some sense explained below, the geometry of the left self-distributivity identity x(yz) = (xy)(xz).
(LD)
We shall define G LD using an explicit presentation. The generators are in one-to-one correspondence with the vertices in a complete binary rooted tree: so we can specify a generator by using a finite sequence of 0's and 1's describing the path from the root to the considered vertex. Such finite sequences will be called addresses; we use A for the set of all addresses, and / o for the empty address, i.e., the address of the root (Figure 1 .1). For α, β ∈ A, αβ denotes the concatenation of α and β. We say that two addresses α, β are orthogonal, written α ⊥ β, if there exists an adress γ such that γ0 is a prefix of α and γ1 is a prefix of β, or vice versa. Definition. We denote by G LD the group {g α ; α ∈ A} ; R LD , where R LD consists of the following five families of relations:
(type 10)
(type 1)
Let us recall that Artin's braid group B ∞ can be defined as the group generated by an infinite sequence σ 1 , σ 2 , . . . subject to the relations σ i · σ j = σ j · σ i for |i − j| ≥ 2, type (i)
Then, from the presentation, it is obvious that the mapping pr : g α → σ i for α = 1 i−1 (i.e., 1 repeated i − 1 times), 1 if α contains at least one 0 defines a surjective homomorphism of G LD onto B ∞ : B ∞ is what remains from G LD when we collapse every generator associated with a vertex of the complete binary tree not lying on the right branch. As B ∞ is not finitely generated, G LD is not either finitely generated. The kernel of the projection of G LD onto B ∞ is large (and complicated): if H i denotes the parabolic subgroup of G LD generated by all generators g α with α beginning with 1 i 0, then, by type ⊥ relations, the elements of H i and H j commute for i = j, and Ker(pr) includes the direct product H 0 × H 1 × · · ·. It can then be shown that, for every i, the mapping g α → g 1 i 0α induces an isomorphism of G LD onto H i . More generally, a parabolicity theorem asserts that, for every address γ, mapping g α to g γα defines an isomorphism of G LD onto the subgroup of G LD generated by those generators g β such that β begins with γ.
The syntactic form of the relations R LD defining G LD is reminiscent of the Coxeter relations that define Artin groups, though they do not preserve the length and are not symmetric. It is proved in [4] and [5] that most of the tools developed by Garside in his study of braid groups [11] can be extended to groups defined by such generalized Coxeter relations. The specific case of G LD is made difficult by the fact that, in contradistinction to B ∞ , G LD is not the inductive limit of an increasing family of groups of finite type. However, by introducing local counterparts to Garside's fundamental braids ∆ n , one can extend some of the results, and, in particular, prove that G LD is a group of fractions:
LD be the submonoid of G LD generated by the elements g α with α ∈ A. Then every element of G LD can be written as ab −1 with a, b ∈ G + LD . We claim nothing about the presentation of the monoid G + LD : whether G + LD admits, as a monoid, the above presentation of G LD is currently unknown.
Terms and trees
Terms will play a central role in the sequel. Several equivalent definitions are possible. For our current purpose, it will be convenient to consider terms as finite trees.
Definition. Let x 1 , x 2 , . . . be a fixed sequence of variables (= letters); a term is defined to be a finite binary rooted tree whose leaves (i.e., vertices of degree 1) wear labels in {x 1 , x 2 , . . .}. We write T ∞ for the set of all terms, and T 1 for the subset of T ∞ consisting of those terms where all leaves are labeled x 1 .
Thus,
are typical terms in T ∞ . The latter belongs to T 1 . In the case of T 1 , we can of course forget about the labels, and identify a term with an unlabeled tree. Terms are equipped with a natural product, namely the operation that associates with two terms t 0 , t 1 the term, denoted t 0 ·t 1 , consisting of a root with two successors, a left one which is t 0 , and a right one which is t 1 :
Then, provided we identify the variable x i with the tree consisting of a single vertex labeled x i , (T ∞ , ·) is a free magma based on {x 1 , x 2 , . . .}, and (T 1 , ·) is a free magma based on {x 1 }. Each vertex in a finite binary rooted tree can be specified by an address in A describing the path from the root to that vertex. For t a term, we define the outline of t to be the collection of all addresses of leaves in (the tree associated with) t, and the skeleton of t to be the collection of the addresses of vertices in t: thus, for instance, the outline of the term (x 3 ·x 1 )·x 2 is the set {00, 01, 1}, while its skeleton is {00, 01, 0, 1, / o}, as t comprises three leaves and two inner vertices.
For t a term, and α an address in the skeleton of t, we have the natural notion of the α-subterm of t, denoted sub(t, α): this is the subtree of t whose root lies at address α. This amounts to defining inductively
if t is a variable or α = λ holds, sub(t 0 , β) for t = t 0 ·t 1 and α = 0β, sub(t 1 , β) for t = t 0 ·t 1 and α = 1β.
For instance, the 0-subterm of the term (x 3 ·x 1 )·x 2 is the term x 3 ·x 1 , its 01-subterm is the term x 1 , while its 010-subterm is not defined. Observe that the outline of a term t is the set of those addresses α such that sub(t, α) is a variable.
The action of G LD on terms
We shall now describe the connection between the group G LD and the left self-distributivity identity by means of a partial actions of G LD on terms.
In the sequel, a set equipped with a left self-distributive operation will be called an LDsystem (the names LD-magma and LD-groupoid have also been used occasionally). Let us say that two terms t, t ′ in T ∞ are LD-equivalent, denoted t = LD t ′ , if we can transform t to t ′ by repeatedly applying Identity (LD). By standard arguments, the quotient structure T ∞ /= LD is a free LD-system based on {x 1 , x 2 , . . .}, and studying free LD-systems amounts to studying LD-equivalence of terms.
Applying the left self-distributivity identity to a term t consists in replacing some subterm of t which has the form t 1 ·(t 2 ·t 3 ) with the corresponding term (t 1 ·t 2 )·(t 1 ·t 3 ), or vice versa. Having defined the α-subterm of a term precisely, we can take into account the position, i.e., the address, of the subterm where the identity is applied. This leads to defining a partial action on T ∞ of the free monoid (A ∪ A −1 ) * generated by A and a disjoint copy A −1 of A comprising a formal inverse α −1 for each address α.
Definition. (i) For t a term, and α an address such that the α-subterm of t exists and can be written as t 1 ·(t 2 ·t 3 ), we define (t)α to be the term obtained from t by replacing the α-subterm with the corresponding term (t 1 ·t 2 )·(t 1 ·t 3 ).
(ii) For t a term, and α an address, we define (t)α Thus (t)α is the term obtained by expanding t at α using left self-distributivity:
-here, and everywhere in the sequel, we take the convention that missing brackets are to be added on the right, so, for instance, the previous expression stands for x 1 ·(x 2 ·(x 3 ·x 4 ))-then the only addresses α for which (t)α exists are λ and 1, and we have (t)/ o = (x 1 ·x 2 )·(x 1 ·x 3 ·x 4 ), and (
By construction, the term (t)α is defined if and only if the address α10 belongs to the skeleton of t, and that (t)α −1 exists if and only if the addresses α00 and α10 belong to the skeleton of t, and, in addition, sub(t, α10) = sub(t, α00) holds.
We thus have obtained a partial right action of the free monoid (A ∪ A −1 ) * on the set T ∞ . By construction, we have:
The previous action is partial, i.e., not everywhere defined, in essence. In particular, there exist words w such that (t)w is defined for no term t: this happens for instance for w = / o·1·/ o −1 , as, by construction, no term of the form (t)/ o·1 may have equal subterms at 00 and 10, hence be eligible for the action of / o −1 . This situation is unpleasant, but-in contradistinction to easier cases like the case of associativity-there exists no way of avoiding it by using a convenient quotient or subset, or by replacing groups by groupoids (small categories with inverse).
By definition, the group G LD is a quotient of the free group generated by the g α 's, α ∈ A, hence of the free monoid (A ∪ A −1 ) * : for w a word on A ∪ A −1 , we denote by w the image of w in G LD under the homomorphism that maps α to g α and α −1 to g −1 α . The connection between G LD and left self-distributivity comes from the fact that the partial action of (A ∪ A −1 ) * on terms described above factors through G LD and the resulting action is faithful in the following sense:
Assume that w, w ′ are words on A ∪ A −1 and there exists at least one term t such that both (t)w and (t)w ′ are defined Then the following are equivalent: (i) There exists at least one term t satisfying (t)w = (t)w ′ ; (ii) For every term t such that (t)w and (t)w ′ exist, we have (t)w = (t)w ′ ; (iii) The words w and w ′ represent the same element of G LD . In the particular case when w and w ′ are words on A, the condition that there exists at least one term t such that both (t)w and (t)w ′ are defined is always satisfied.
The previous statements may appear convoluted, but, because there exist words w such that (t)w is defined for no t, there is no way to obtain a simpler statement: the action of α −1 is not an exact inverse of the action of α, as (t)α·α −1 = t holds only if (t)α is defined. The proof of Proposition 1.4 is delicate: as one can expect, it is not very difficult to check that (iii) implies (ii), i.e., that the action factors through G LD , but proving that (i) implies (iii), i.e., that the factorized action is faithful, requires a nontrivial argument.
Owing to the previous result, we obtain a well-defined partial action of G LD on T ∞ : for t a term, and a in G LD , we define (t)a to be (t)w where w is any word on A ∪ A −1 that represents a and is such that (t)w exists, if such a word exists. The action is partial, as there exist some elements a of
o , such that (t)w exist for no expression w of a, but it is well-defined in the sense that, if w and w ′ are distinct expressions of some element a such that both (t)w and (t)w ′ exist, then the latter terms are equal. Lemma 1.3 and Proposition 1.4 immediately yield: Proposition 1.5. For every term t, the LD-equivalence class of t is the orbit of t under the (partial) action of G LD , and this action is faithful: we have t ′ = LD t if and only if t ′ = (t)a holds for some a in G LD , and, in this case, the involved element a is unique.
This statement should make it natural to call G LD the geometry group of Identity (LD).
The connection between G LD and Thompson's group F A similar approach can be developed when left self-distributivity is replaced with associativity. This amounts to considering an alternative action, here denoted •, of the free monoid (A ∪ A −1 ) * on terms, namely the action obtained by replacing the basic instance
Studying the •-action leads to introducing new relations, and, therefore, to a new group.
Definition. We denote by G A the group {g α ; α ∈ A} ; R A , where R A consists of
It can now be proved that the (partial) action • of (A ∪ A −1 ) * on T ∞ factors through G A , and, if we say that two terms are A-equivalent if we can transform the first into the second using asociativity, we have the following counterpart to Proposition 1.5:
For every term t, the A-equivalence class of t is the orbit of t under the (partial) action of G A , and this action is faithful: the term t ′ is A-equivalent to t if and only if t ′ = (t)•a holds for some a in G A , and, in this case, the involved element a is unique.
Thus, the group G A is an exact counterpart to the group G LD . From a technical point of view, the results and the proofs are much easier in the case of associativity because the action is never empty in the latter case.
Proof. (sketch) One of the standard presentations of F is [1]
Let us consider the elements g 1 i in G A . An induction on the number of 0's in α shows that, for every address α, g α belongs to the subgroup of G A generated by the g 1 i 's, i.e., the elements g 1 i generate G A . Moreover, for k < n, we have g 1 k −1 g 1 n g 1 k = g 1 n+1 by type 11 relations. Hence the mapping X i → g 1 i induces a surjective morphism of F onto G A . Conversely, for each address α, we define an element Y α in F inductively on the number of 0's in α by Y α = X i for α = 1 i , and
The elements Y α satisfy the relations R A , so g α → Y α induces a surjective morphism of G A onto F , which is the inverse of the above morphism of F onto G A .
Let us mention that a similar approach can be developed for every family of algebraic identities, and refer to [9] , where studying the associated group leads to a solution of the word problem of the identity x(yz) = (xy)(yz).
A linear ordering on finite binary trees
Terms (i.e., finite labeled binary trees) can be equipped with several orderings. Here we consider the linear ordering on T ∞ that uses the left height as a discriminant, the latter being defined as the length of the leftmost branch in the associated tree. To make the definition precise, we encode every term by a word and then use a lexicographical ordering.
Definition. For t a term, the left Polish form of t is the word [[t] ] over the alphabet {x 1 , x 2 , . . . , •} defined by the following inductive clauses:
For instance, the left Polish form of the term
When the term t is viewed as a tree, the word [[t] ] is obtained by enumerating the variables of t from left to right and letting each occurrence of a variable be preceded by as many letters • as there are final 0's in the corresponding address. For w a word over the alphabet {x 1 , x 2 , . . . , •}, we denote by # x (w) and # • (w) the number of letters x i and of letters • in w respectively. By standard arguments, we have the following characterization: Lemma 2.1. Assume that w is a word over the alphabet {x 1 , x 2 , . . . , •}. Then w is the left Polish form of a well formed term if and only if we have # x (w) = # • (w) + 1, and # x (u) ≤ # • (u) for every proper prefix u of w.
Definition. Assume that t 1 , t 2 are terms in T ∞ . We say that t 1 < L t 2 holds if the word [ 
By construction, the relation < L is a linear ordering on T ∞ , and 
denotes the left height of the term t, the word [[t]] begins with ht
In order to state the next result, we need the easy notion of the left edge of an address.
Definition. For α an address, the left edge of α is the finite sequence (α 1 0, . . . , α p 0), where α 1 , . . . , α p are those prefixes of α such that α 1 1, . . . , α p 1 are prefixes of α, enumerated in increasing order.
For instance, the left edge of 010011 is the sequence (00, 01000, 010010). As an induction shows, the length of the left edge of the address α is the number of 1's in α.
Lemma 2.4. Assume that t 1 , t 2 are terms in T ∞ . Then the following are equivalent:
(i) The relation t 1 < L t 2 holds; (ii) There exists an address α in the skeletons both of t 1 and of t 2 such that sub(t 1 , β) = sub(t 2 , β) holds for every β in the left edge of α, and sub(t 1 , α) < L sub(t 2 , α) holds.
(iii) There exists an address α both in the outline of t 1 and in the skeleton of t 2 such that sub(t 1 , β) = sub(t 2 , β) holds for every β in the left edge of α, and either sub(t 2 , α) is a variable larger than var(t 1 , α), or it is not a variable.
Proof. An induction on α shows that, if α belongs to the skeleton of the term t and (α 1 , . . . , α p ) is the left edge of α, then the word [[t] ] begins with
where k i is the number of final 0's in α i and k is the number of final 0's in α. The result is obvious for α = / o, and, otherwise, it follows from an easy induction on t. Then, by definition of a lexicographical ordering, it follows from (2.1) and from the fact that a proper prefix of a left Polish form is never the left Polish form of a well formed term that (ii) implies (i). By construction, (iii) implies (ii). Finally, assuming (i), and letting α be the address of the first position where the words [[t 1 ]] and [[t 2 ]] disagree, we obtain (iii) using the explicit expansion of (2.1).
For
It is known [4] that the relation ⊑ LD induces an ordering on T ∞ / = LD , whose restriction to T 1 /= LD is linear.
Lemma 2.5. Assume that t 1 , t 2 are ⊑ LD -comparable terms in T ∞ . Then the following are equivalent:
(i) The relation t 1 < L t 2 holds; (ii) There exists an address α in both in the outline of t 1 and in the skeleton of t 2 such that sub(t 1 , β) = sub(t 2 , β) holds for every β in the left edge of α, and sub(t 2 , α) is a term of left height at least 1 whose leftmost variable is var(t 1 , α).
Proof. Assume (i).
Then there exists an address α satisfying the conditions of Lemma 2.4(iii). We claim that sub(t 2 , α) cannot be a variable. Indeed, assume sub(t 1 , α) = x i and sub(t 2 , α) = x j with j > i. Let (α 1 , . . . , α q ) denote the left edge of α. Let us consider for a while the right Polish form of terms: for t a term, we denote by [ [4] , this is known to contradict the hypothesis that t 1 and t 2 are ⊑ LD -comparable. So the only possibility is that sub(t 2 , α) is not a variable, and that its leftmost variable is x i . This gives (ii). That (ii) implies (i) follows from Lemma 2.4.
The left ordering of terms satisfies several invariance properties. Let us define a substitution to be a mapping of {x 1 , x 2 , . . .} into T ∞ . If h is a subtitution and t is a term in T ∞ , we denote by t h the term obtained from t by replacing each variable x i occurring in t with the corresponding term h(x i ). Note that the mapping t → t h is an endomorphism of the free magma (T ∞ , ·), and that every endomorphism of (T ∞ , ·) has this form. Proposition 2.6. Assume that t 1 , t 2 are terms in T ∞ and h is a substitution of T ∞ . Assume in addition that at least one of the following conditions holds:
(ii) The terms t 1 and t 2 are ⊑ LD -comparable. Then t 1 < L t 2 holds if and only if t
Proof. As < L is a linear ordering, it suffices that we show that t 1 < L t 2 implies t h 1 < L t h 2 . So assume t 1 < L t 2 . By Lemma 2.4, there exists an address α such that sub(t 1 , β) = sub(t 2 , β) holds for every β in the left edge of α, sub(t 1 , α) is a variable say x i , and sub(t 2 , α) is either a variable x j with j > i, or it is a term that is not a variable. When Condition (ii) holds, by Lemma 2.5, we can assume in addition that sub(t 2 , α) is a term with leftmost variable x i and left height at least 1. Applying the substitution h, we obtain sub(t If Condition (i) holds and we have sub(t 2 , α) = x j with j > i, we obtain sub(t
α). If Condition (i) holds and sub(t 2 , α) is not a variable, the hypothesis on h implies ht
Finally, if Condition (ii) holds and sub(t 2 , α) is a term with leftmost variable x i and left height k ≥ 1, we find ht L (sub(t Definition. For t a term in T ∞ , we denote by t † the projection of t in T 1 , i.e., the image of t under the substitution that maps every variable to x 1 . Corollary 2.7. (i) Every substitution of T 1 preserves the ordering < L .
(ii) If t 1 and t 2 are ⊑ LD -comparable terms, then
Other characterizations of the linear ordering < L can be mentioned. For instance, if we assume that t, t 1 , t 2 are terms and the outline of t is included in the skeleton of t 1 and t 2 , then, letting (α 1 , . . . , α p ) be the left-right enumeration of the outline of t, t 1 < L t 2 holds if and only if the sequence (sub (t 1 , α 1 ) , . . . , sub(t 1 , α p )) precedes the sequence (sub (t 2 , α 1 ) , . . . , sub(t 2 , α p )) in the lexicographical extension of < L to T * ∞ . In the special case of T 1 , it can also be checked that t 1 < L t 2 holds if and only if the left-right increasing enumeration of the outline of t 1 precedes the left-right increasing enumeration of the outline of t 2 with respect to the lexicographical extension of the prefix ordering of addresses to A * .
The linear ordering on G LD
We use now the partial action of the group G LD on the linearly ordered set (T ∞ , < L ) to define a linear ordering on G LD . The ordering so defined has nice properties, in particular it is compatible with multiplication on both sides, so G LD is a bi-orderable group. The first step is to prove that the action of G LD on T ∞ preserves the ordering < L .
Proposition 3.1. For all terms t 1 , t 2 in T ∞ , and every a in G LD such that (t 1 )a and (t 2 )a exist, t 1 < L t 2 holds if and only if (t 1 )a < L (t 2 )a does.
Proof. As G LD is generated by the elements g α with α ∈ A, it suffices to prove the result for the latter elements, i.e., to prove that, if α is an address, and t 1 , t 2 are terms then t 1 < L t 2 is equivalent to (t 1 )α < L (t 2 )α when the latter terms are defined. As the action of α is injective, it suffices to prove that t 1 < L t 2 implies (t 1 )α < L (t 2 )α. We use induction on α. Assume first that α is the empty address. The hypothesis that (t 1 )/ o and (t 2 )/ o exist implies that sub(t e , 0), sub(t e , 10), and sub(t e , 11) exist for e = 1, By Lemma 2.3, only three cases are possible, namely -sub(t 1 , 0) < L sub(t 2 , 0), or -sub(t 1 , 0) = sub(t 2 , 0) and sub(t 1 , 10) < L sub(t 2 , 10), or -sub(t 1 , 0) = sub(t 2 , 0), sub(t 1 , 10) = sub(t 2 , 10) and sub(t 1 , 11) < L sub(t 2 , 11), and the result is clear in each case.
Assume now α = 0β. Then we have (t e )α = sub(t e , 0)β·sub(t e , 1). Two cases are possible. For sub(t 1 , 0) < L sub(t 2 , 0), by induction hypothesis, we have sub(t 1 , 0)β < L sub(t 2 , 0)β, and, therefore, (t 1 )α < L (t 2 )α. For sub(t 1 , 0) = sub(t 2 , 0) and sub(t 1 , 1) < L sub(t 2 , 1), we have sub(t 1 , 0)β = sub(t 2 , 0)β, and, again, (t 1 )α < L (t 2 )α.
Assume finally α = 1β. Then we have (t e )α = sub(t e , 0)·sub(t e , 1)β. Two cases are possible again. For sub(t 1 , 0) < L sub(t 2 , 0), we deduce (t 1 )α < L (t 2 )α directly. For sub(t 1 , 0) = sub(t 2 , 0) and sub(t 1 , 1) < L sub(t 2 , 1), the latter inequality implies sub(t 1 , 1)β < L sub(t 2 , 1)β by induction hypothesis, and we deduce (t 1 )α < L (t 2 )α again. Lemma 3.2. Assume that a belongs to G + LD \ {1}. Then t < L (t)a holds whenever (t)a is defined.
Proof. It suffices to consider the case of a single address α. If α is the empty address, the result follows from the equality ht L ((t)/ o) = ht L (t) + 1. Otherwise, we use an induction on α, or simply resort to Lemma 2.4: by the previous argument, we have sub(t, α) < L sub((t)α, α), and, by construction, sub(t, β) = sub((t)α, β) holds for every β in the left edge of α.
The next step consists in using the action of the submonoid G
For each element a of G + LD , we shall need a characterization of those terms t for which (t)a is defined. Let us say that a term t is canonical if the list of all variables that occur in t, enumerated from left to right ignoring repetitions, is an initial segment of (x 1 , x 2 , . . .) . The following result is proved in [3] (in a general framework). (a 1 , . . . , a k ) such that, for every term t, the terms (t)a 1 , . . . , (t)a k all are defined if and only if t = t L (a 1 , . . . , a k ) h holds for some substitution h.
LD , the following are equivalent:
Proof. That (ii) implies (i) and (iii) implies (ii) is clear. So assume (i). By construction, there exists a substitution h satisfying t = t L (a, b)
h , and our hypothesis is the inequality a, b) )b are LD-equivalent, hence, by Proposition 2.6, the previous inequality is equivalent a, b) )b, which gives (ii), and, then, to ((t L (a, b) 
g for every substitution g, which gives (iii).
Definition. For a, b ∈ G + LD , we say that a < b holds if the equivalent conditions of Lemma 3.4 are satisfied.
Proposition 3.5. The relation < is a linear ordering on the monoid G + LD that is compatible with multiplication on both sides; it admits 1 as a minimal element.
Proof. That the relation < is irreflexive is clear as < L is an ordering on terms. Assume a < b < c, and let t be a term such that (t)a, (t)b, and (t)c are defined, for instance t = t L (a, b, c) . By Lemma 3.4, a < b implies (t)a < L (t)b, and b < c implies (t)b < L (t)c. We deduce (t)a < L (t)c, which in turn gives a < c by Lemma 3.4. So < is an ordering on G + LD , and it is linear as < L is a linear ordering on T ∞ . Assume now a < b, and let c be an arbitrary element of G + LD . Let t be a term such that both (t)ca and (t)cb exist. By construction, we have (t)ca = ((t)c)a and (t)cb = ((t)c)b, so the hypothesis a < b implies ((t)c)a < L ((t)c)b, which in turn implies ca < cb by definition. With the same hypotheses, assume that (t)ac and (t)bc are defined. Then (t)a < (t)b holds by hypothesis, and, by Proposition 3.1, this implies ((t)a)c < L ((t)b)c, which in turn implies ac < bc by definition. Finally, assume a = 1. Then, by Lemma 3.2, t < L (t)a holds, so, by definition, we have 1 < a.
It is
Proof. By Proposition 1.1, there exist c, c
Using the compatibility of the order with multiplication on the right, we deduce ac < bc, i.e., a ′ c
Proposition 3.7. The relation < is a linear order on the group G LD that extends the order < on G + LD . This order is compatible with multiplication on both sides, and, therefore, it is compatible with conjugacy.
The hypothesis a 1 < b 1 implies a 1 a 3 < b 1 a 3 , the hypothesis a 2 < b 2 implies a 2 b 3 < b 2 b 3 . By hypothesis, we have b 1 a 3 = a 2 b 3 , so we deduce a 1 a 3 < b 2 b 3 , and, therefore, c < e. Hence the relation < is an ordering on G LD . Assume a, b ∈ G (Figure 3.1) . Then, we find (ec)(ed)
The hypothesis a < b implies b 0 a 1 a 3 = aa 2 a 3 < ba 2 a 3 = bb 2 b 3 = b 0 b 1 b 3 , whereas we deduce a 1 a 3 < b 1 b 3 , and, therefore, a 0 a 1 a 3 < a 0 b 1 b 3 using compatibility with multiplication on the left twice. By (3.1), this gives ec < ed. We thus have proved our main result, namely that G LD is a bi-orderable group. By general results [18] , we deduce Corollary 3.8. The group G LD is torsion free, the group algebra CG LD admits no zero divisor, and it embeds in a skew field.
The action of the group G LD on terms is a partial action. In particular, some elements of G LD do not act, i.e., the domain of the associated operator is empty. Hence, we cannot compare all elements of G LD using their action on terms directly. However, using the action gives a sufficient condition when it is defined. (ii) Assume c ∈ G LD and there exists at least one term t such that (t)c exists. Then c > 1 holds in G LD if and only if (t)c > L t holds for any term t such that (t)c exists.
Proof. (i) Assume that t is a term and (t)c and (t)d are defined. By Proposition 1.1, there exist a and b in G
We cannot claim that (t)ca is defined in general, but, as a belongs to G + LD , the only possible obstruction for (t)ca to be defined is the skeleton of (t)c being too small. Now, for every substitution h, the term t h is eligible for the action of c as well as t is, and we can choose h such that the skeleton of (t h )c is arbitrary large. Then (t h )ca exists, so does (t h )db, and we have (t h )ca = (t h )db. Assume now c < d, hence a > b. We deduce (t)cb < L (t)ca = (t)db, and, therefore, (t)c < L (t)d. The argument is symmetric for c > d.
Point (ii) follows by taking d = 1 in (i).
Action of G + LD on the Cantor space and the reals
We conclude the paper with the observation that the previous action of the monoid G + LD on finite binary trees induces an action on the Cantor space, viewed as a line at infinity for the set A of all binary addresses.
We first introduce a partial action of G + LD on addresses by using the origin function. The idea is that, if a is an element of G + LD and t is a term large enough to make sure that (t)a exists, then every address β in the skeleton of (t)a has a well-defined origin in the skeleton of t. A direct definition can be posed easily.
Definition. Assume that α, β are addresses. The origin α(β) of β under α is defined by
for β = α00γ and β = α10γ, α10γ
for β = α01γ, undefined if β is a prefix of α1.
(ii) For a ∈ G + LD , denote by a(β) the image of β under the action of a, when it exists. Then a(β) is defined if and only if some prefix β ′ of β lies in the outline of the term t L (a), and, in this case, we have a(β) = a(β ′ )γ where β is β ′ γ. (iii) If t is a term with pairwise distinct variables, then, for every address β in the skeleton of (t)a, the address a(β) is the unique address in the skeleton of t such that the variable occurring at β in (t)a is the variable occurring at a(β) in t.
The easy verifications are left to the reader.
Remark. We have switched from a right action to a left action here because the origin function actually goes backwards: we could have considered instead the inheriting function that associates with every address in the skeleton of a term t its heirs in the term (t)a. Inheriting corresponds to a right action, but, in contradistinction to the case of associativity, it does not define a function on addresses, as a given address may have several heirs: for instance, the heir of the address 0 under the action of / o consists of the two addresses 00 and 10, since the variable x in x(yz) has two copies at 00 and 10 respectively in (xy)(xz). However, inheriting is injective, and we obtain a function by considering its inverse, which is the current origin function.
The action of G + LD on A is partial: by Lemma 4.1(ii), for each a in G + LD , a(β) is defined only when β is long enough, i.e., it does not lie in some neighbourhood of / o for the topology T on A associated with the distance defined by d(α, β) = 2 −n if α = β holds and n is the length of the greatest common prefix of α and β. Now, by Lemma 4.1(ii) again, the action is T -continuous on A, so we can extend it into an everywhere defined action on the T -boundary of A, which is the Cantor line A consisting of all N-indexed sequences of 0's and 1's.
Definition.
For s ∈ A and a ∈ G + LD , the element a(s) of A is defined to be a(β)s 0 , where β is the unique prefix of s lying in the outline of t L (a) and s = βs 0 holds. By Lemma 4.1, the previous action is defined everywhere. The reader can easily check the equalities g / o (000 Proof. Assume a < b in G + LD . Let t be a term with pairwise distinct variables such that (t)a and (t)b exist. By Lemma 3.4, we have (t)a < (t)b, hence, as (t)a and (t)b are LDequivalent, Lemma 2.5 tells us that there exists an address α such that α lies in the outline of t 1 and in the skeleton of t 2 , sub((t)a, β) = sub((t)b, β) holds for every β in the left edge of α (hence for every β on the left of α such that the considered subterms exist), sub((t)a, α) is a variable say x i , and sub((t)b, α) is a term of size at least 2 whose leftmost variable is x i . Let s 0 be α000 · · ·. By construction, a(s) = b(s) holds for s ≤ s 0 . In particular, we have a(s 0 ) = b(s 0 ) = γ000 · · ·, where γ is the address where x i occurs in t. Let q be the left height of the term sub((t)b, α). For p ≥ q, we have a(α0 p 1000 · · ·) = γ0 p 1000 · · · , and b(α0 p 1000 · · ·) = γ0 p−q 1000 · · ·
Hence we have a(s) < b(s) for points s arbitrarily close on the right of s 0 . As the action is continuous on the right, this is enough to conclude.
Finally, we can copy the previous left action of G In Figure 4 .2 we have displayed the function f / o associated with the action of left selfdistributivity at / o, i.e., at the root of the tree, and its counterpart when associativity replace self-distributivity (when compared with the diagrams of [12] , the current diagram is inversed because we consider the origin function). Similarly, we have represented in Figure 4 .3 the rectangle diagrams associated with a few positive words both in the case of associativity, as in [1] , and left self-distributivity.
Using Proposition 4.3, we deduce: In the case of associativity, using the previous approach amounts to defining the action of Thompson's group F on the reals considered in [12] . Then the mappings f a are bijections, the action is defined on the group, and not only on the monoid, the counterpart of Proposition 4.4 is straightforward, and we obtain a linear ordering on F trivially. In the case of selfdistributivity, the result is not so easy, for some form of the nontrivial result expressed in Lemma 2.5 is required. 
