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Abstract
We study the problem of removability of isolated singularities for a general second-order quasi-linear equation in divergence
form −div A(x,u,∇u) + a0(x,u) + g(x,u) = 0 in a punctured domain Ω \ {0}, where Ω is a domain in Rn, n  3. The model
example is the equation −pu + gu|u|p−2 + u|u|q−1 = 0, q > p − 1 > 0, p < n. Assuming that the lower-order terms satisfy
certain non-linear Kato-type conditions, we prove that for q  n(p−1)n−p all point singularities of the above equation are removable,
thus extending the seminal result of Brezis and Véron.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and main result
In this paper we study solutions to quasi-linear equations in the divergence form
−div A(x,u,∇u)+ a0(x,u)+ g(x,u) = 0, (1.1)
in a punctured domain Ω \ {0}, where Ω is a domain (a connected open set) in Rn, n  3. The qualitative theory
of quasi-linear equations of type (1.1) is being extensively studied because of various applications in mathematical
physics and reach mathematical structure. Here we are interested in the problem of the existence and nonexistence of
local solutions that are singular at zero.
A model example of (1.1), which is of independent interest, is the following equation involving p-Laplacian with
the absorption term:
−pu+ gu|u|p−2 + u|u|q−1 = 0 in Ω \ {0}, q > p − 1 > 0. (1.2)
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n−2 the isolated singularities of the equation
−u+ uq = 0, x ∈ Ω \ {0}, (1.3)
are removable. Since then various extensions of this result have been obtained. We refer to [13] for an account of
results. The general case of Eq. (1.1) with conditions on the coefficients in (1.6)–(1.9) expressed in terms of the
Lebesgue spaces was studied by one of the authors in [10]. In particular, in (1.2), the potential g is required to belong
to L
n
p
+ε
with ε > 0. In the local theory of linear Schrödinger type stationary equation u + V u = 0 the Kato class,
which is defined, for n 3, by
Kn :=
{
V ∈ L1loc(Ω): lim
r→0 supx∈Ω
∫
|x−y|r
|V (y)|dy
|x − y|n−2
}
,
turns out to be the optimal class for the stability of qualitative properties of second-order elliptic equations, both for
regular and singular solutions. The validity of the Harnack inequality and continuity of weak solutions are stable
under perturbations from the Kato class [4,9], and the estimates for the fundamental solutions are the same as without
perturbation term.
In [1,2] Biroli suggested a natural non-linear the Kato class
Kp :=
{
g ∈ L1(Ω): lim
R→0 supx∈Ω
R∫
0
{
1
rn−p
∫
Br (x)∩Ω
∣∣g(z)∣∣dz} 1p−1 dr
r
= 0
}
, (1.4)
where Br(x) = {z ∈ Ω: |z − x| < r}, and proved the local properties of regular solutions (Harnack and continuity)
for (1.2) with g ∈ Kp . In [11] this result was extended to the general quasi-linear equation (1.1). As one can easily see,
for p = 2, Kp reduces to the standard definition of the Kato class. However, as it turned out, this class is not optimal
when one studies the behaviour of singular solutions in a punctured neighbourhood of a point [6]. We introduce
another versions of the Kato class,
K2,p :=
{
g ∈ L1(Ω): lim
R→0 supx∈Ω
R∫
0
1
rn−p
∫
Br(x)∩Ω
∣∣g(z)∣∣dzdr
r
= 0
}
, (1.5)
which for p = 2 also reduces to the standard definition of the Kato class, and which is more relevant to the behaviour
of singular solutions, as the example below shows (see also [6]). Obviously, K2,p ⊂ Kp if 1 < p < 2, and viceversa
Kp ⊂ K2,p if p > 2.
From now on we deal with the general quasi-linear elliptic equation (1.1). Throughout the paper we suppose that
the functions A : Ω × R × Rn → Rn and a0 : Ω × R × Rn → Rn are such that A(·, ζ, ξ), a0(·, ζ ) are Lebesgue
measurable for all ζ ∈R, ξ ∈RN , and A(x, ·, ·), a0(x, ·) are continuous for almost all x ∈ Ω , A = (a1, a2, . . . , an).
Let 1 <p < n. We also assume that the following structure conditions are satisfied:
A(x,u, ξ)ξ  c1|ξ |p − g1(x)|u|p − f1(x), (1.6)∣∣A(x,u, ξ)∣∣ c2|ξ |p−1 + g2(x)|u|p−1 + f2(x), (1.7)∣∣a0(x,u)∣∣ g3(x)|u|p−1, (1.8)
c−13 |x|−α|u|q − f3(x) g(x,u) sgnu c3|x|−α|u|q + f4(x), α < p, (1.9)
with some positive constants c1, c2, c3 and nonnegative functions fi(x), gi(x), i = 1,2,3,4.
We will also need the class K˜p defined by
K˜p =
{
f ∈ L1(Ω): lim
R→0 supx∈Ω
R∫
0
(
1
rn−p
∫
Br (x)∩Ω
∣∣f (z)∣∣dz) 1p dr
r
= 0
}
. (1.10)
It is easy to see that K˜p ⊂ Kp .
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g1, f1, g
p
p−1
2 , f
p
p−1
2 ∈ K˜p, (1.11)
g3, f3, f4 ∈ Kp for p  2, and g3, f3, f4 ∈ K2,p for 1 <p < 2. (1.12)
Solutions to Eq. (1.1) (and all the equations treated in this paper) are understood in the weak sense. Namely, we say
that u ∈ W 1p,loc(Ω \{0}) is a weak solution to (1.1) if for any ϕ ∈ ˚W 1p(Ω \{0})∩Lq+1 with compact support in Ω \{0},
it follows that uϕ ∈ W 1p(Ω)∩Lq+1(Ω) and the following integral equality holds:∫
Ω
{
A(x,u,∇u) · ∇ϕ + a0(x,u)ϕ + g(x,u)ϕ
}
dx = 0. (1.13)
Set
R0 = 12 min
{
dist
({0}, ∂Ω),1}. (1.14)
For 0 < r R0 let
M(r) := max{∣∣u(x)∣∣: r  |x|R0}. (1.15)
Kato class conditions imply that the solution is continuous in Kr,R0 = {r  |x|  R0} (see [11]) so M(r) is well
defined.
Now we are ready to formulate the main result of the paper.
Theorem 1.1. Let 1 < p < n. Assume that conditions (1.6)–(1.9), (1.11) be fulfilled. Let u be a solution to (1.1) in
Ω \ {0}. Suppose that
q  (n− α)(p − 1)
n− p , α < p. (1.16)
Then the singularity at the point 0 is removable.
The next example show that even slight relaxation of the conditions in Theorem 1.1 may lead to the existence of
solutions in Ω \ {0} with non-removable singularities at zero.
Example 1.2. A direct computation gives that the function
u(x) = |x| p−np−1
(
log
1
|x|
) p−n
p−1
is a solution to the equation −pu + gup−1 + u
n(p−1)
n−p = 0 in a neighbourhood of 0 with g behaving at zero as
|x|−p(log 1|x| )−1, whereas the function g˜(x) = c|x|−p(log 1|x| )−β is from Kp for β > p − 1, and from K2,p for β > 1.
This shows that condition (1.12) is optimal for 1 <p  2, and almost optimal for p > 2.
The proof of Theorem 1.1 is based on new pointwise and integral estimates of the solution u in the neighbourhood
of the point 0. First, we prove the following theorem which is the initial pointwise estimate of the solution. This
estimate will be subsequently improved.
Below γ stands for a constant depending only on given parameters. The numerical value of γ varies in different
estimates.
Theorem 1.3. Let the conditions of Theorem 1.1 be fulfilled. Then there exists γ > 0 such that∣∣u(x)∣∣ γ |x|− p−αq−p+1 . (1.17)
Before proceeding further, we recall the required results from [1] and from [6]. First, we will constantly use the
following lemma proved in [1].
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sup
x∈Ω
R0∫
0
{
1
rn−p
∫
Br (x)
g(z) dz
} 1
p−1 dr
r
< τ(ε) (1.18)
implies that∫
BR(x1)
g(x)
∣∣ϕ(x)∣∣p dx  ε ∫
BR(x1)
∣∣∇ϕ(x)∣∣p dx (1.19)
for every ϕ ∈ ˚W 1p(BR(x1)), if R R0 such that B4R(x1) ⊂ Ω .
Next we recall the following result from [6]. Note that the Kato class conditions on the lower-order terms prevent
a possibility to appeal to the corresponding result from [8]. The method used in [6] is essentially based upon the
iteration technique from [5] (see also [7]).
Theorem 1.5. Let the conditions of Theorem 1.1 be fulfilled. Suppose that there exist positive constants a,C1 such
that
M(r)C1ra−
n−p
p−1 . (1.20)
Then there exists a positive constant C2 depending only on n,p, c1, c2,C1, such that
max
x∈BR/2
∣∣u(x)∣∣C2. (1.21)
The proof of this theorem is an extension of the method of poitwise and integral estimates of potential type solu-
tions, developed in [12].
2. Proof of Theorem 1.3
We assume that
lim
r→0M(r) = ∞, (2.1)
since otherwise Theorem 1.1 is a direct consequence of the main result from [6].
Fix R1 ∈ (0,R0) so that M(R1) 1.
For ρ > 0, σ ∈ (0,1) define a function ϕρ,σ ∈ C∞0 such that
1ρ<|x|<2ρ  ϕρ,σ  1(1−σ)ρ<|x|<(2+σ)ρ and |∇ϕρ,σ | γ σ−1ρ−1.
Define the numerical sequences (ρ(1)j )j and (ρ
(2)
j )j , and the sequence of sets Gj as follows
ρ
(1)
j =
ρ
2
(
1 + 2−j ), ρ(2)j = ρ2 (3 − 2−j ), Gi = {x ∈ Ω: ρ(1)j  |x| ρ(2)j }, j = 1,2, . . . .
Let ϕj ∈ C∞0 be such that
1Gj  ϕj  1Gj+1 and |∇ϕj | 2j+3ρ−1.
Set
Mj := sup
x∈Gj
∣∣u(x)∣∣.
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following estimate holds:∫
Ω
(|∇u|p + |x|−a |u|q+1)ϕj dx  γ 2jpρn−pMpj+1. (2.2)
Proof. Testing (1.1) by uϕpj we have∫
Ω
(|∇u|p + |x|−a |u|q+1)ϕj dx  γ ∫
Ω
|u|pH1ϕpj dx + γ
∫
Ω
|u|p|∇ϕj |p dx + γ
∫
Ω
H2ϕ
p
j dx, (2.3)
with H1(x) = f1(x) + g1(x)+ g2(x)
p
p−1 + g3(x) and H2(x) = f1(x)+ f2(x)
p
p−1 + f3(x)+ f4(x). The assumptions
on fi, gi , i = 1,2,3 and (2.3) imply the assertion. 
By the maximum estimate from [6, Lemma 2.5] we obtain
M
q+1
j  γ 2
jpρ−n
∫
Ω
(
1 + ∣∣u(x)∣∣)q+1ϕj (x)p dx. (2.4)
Estimating the right-hand side of (2.4) by Lemma 2.1 we arrive at
M
q+1
j  γ 2
2jpρα−pMpj+1. (2.5)
Iterating the last inequality we obtain
sup
ρ
2|x| 32ρ
∣∣u(x)∣∣ γρ− p−αq−p+1 , (2.6)
which completes the proof of Theorem 1.3.
3. Integral estimates for the gradient of solutions
For r ∈ (0,R1) define the function ψr :Rn →R1, ψr(x) = ψ˜r (|x|), with ψ˜r :R1 →R1 defined by
ψ˜r (t) =
⎧⎪⎨⎪⎩
0 if t  r,
1 if t R(r),
1
(1−θ) log log 1
r
∫ t
r
ds
s log 1
s
if r < t < R(r),
(3.1)
where θ ∈ (0,1) will be chosen later and R(r) is defined by the equality
log
1
R(r)
=
(
log
1
r
)θ
. (3.2)
For ρ ∈ (0,R1/3) the function uρ and the set E(ρ) are defined by
uρ(x) =
(
u(x)−M(ρ))+, E(ρ) = {x ∈ Bρ(0) \ {0}: u(x) >M(ρ)}. (3.3)
Set
p¯ = qp
q − p + 1 , λ = (p − 1)
(
n− p
p − 1 −
p − α
q − p + 1
)
 0. (3.4)
Define the functions Fi(r, ρ), i = 1,2, by
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ρn−p¯ if q > q∗, q∗ = (n−α)(p−1)
n−p ,
(log 1
r
)
1+ p−n
p−α if q = q∗, 1 + p−n
p−α > 0,
log log 1
r
if q = q∗, 1 + p−n
p−α = 0,
(log 1
R(r)
)
1+ p−n
p−α if q = q∗, 1 + p−n
p−α < 0,
(3.5)
F2(r, ρ) =
{
ρλG(ρ)(log 1
ρ
)p if q > q∗,
log 1
r
[1 +G(ρ)] if q = q∗,
(3.6)
where
G(ρ) = sup
x∈Ω
ρ∫
0
(
1
rn−p
∫
Br(x)∩Ω
[
g3(z)+ f3(z)+ f4(z)
]
dz
) 1
p−1 dr
r
+ sup
x∈Ω
ρ∫
0
(
1
rn−p
∫
Br(x)∩Ω
[
g1(z)+ g2(z)
p
p−1 + f1(z)+ f2(z)
p
p−1
]
dz
) 1
p dr
r
.
Lemma 3.1. Let the conditions of Theorem 1.1 be fulfilled. Then there exists γ > 0 such that for r ∈ (0,R1) and
ρ ∈ (R(ρ),R1) the following estimate holds:∫
E(ρ)
1
u(x)
|∇u|pψp¯r dx  γ
{[
log log
1
r
]−p¯
F1(r, ρ)+ F2(r, ρ)
}
. (3.7)
Proof. Testing (1.1) by ψr(x)p¯ log+ u(x)M(ρ) we obtain∫
E(ρ)
[
1
u
|∇u|p + |x|−αuq log u
M(ρ)
]
ψ
p¯
r dx  γ (I1 + I2), (3.8)
where
I1 =
∫
E(ρ)
log
u
M(ρ)
|∇u|p−1|∇ψr |ψp¯−1r dx,
I2 =
∫
E(ρ)
up−1
[
f1 + g1 + (f2 + g2) log u
M(ρ)
|∇ψr | + (f3 + f4 + g3) log u
M(ρ)
]
ψ
p¯−1
r dx. (3.9)
Using Young’s inequality we have
γ I1 
1
2
∫
E(ρ)
[
1
u
|∇u|p + |x|−αuq log u
M(ρ)
]
ψ
p¯
r dx + γ I3, (3.10)
where I3 =
∫
E(ρ)
|x| α(p−1)q−p+1 [log u
M(ρ)
](1− p−1qp )p¯|∇ψr |p¯ dx. By Theorem 1.3 we have
I3  γ
[
log log
1
r
]−p¯
F1(r, ρ). (3.11)
Next, in the case q = q∗ we obtain
I2  γ log
1
r
∞∑
i=1
(
ρ
2i
)p−n ∫
K ρ
,
ρ
[
H1(x)+H2(x)
]
dx  γF2(r, ρ). (3.12)2i 2i−1
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I2  γ
∞∑
i=1
(
ρ
2i
)p−n+λ ∫
K ρ
2i
,
ρ
2i−1
[
H1(x)+H2(x)
](
log
1
|x|
)p
dx  γF2(r, ρ). (3.13)
Combining (3.8)–(3.13) we obtain the asserted (3.7). 
Define the function uρ and the set E(ρ,4ρ) by
u(ρ)(x) = min{(u(x)−M(4ρ))+,M(ρ)−M(4ρ)}, E(ρ,4ρ) = {x: M(4ρ) < u(x) <M(ρ)}.
Due to conditions (1.11), (1.12) without loss we can assume that R1 is small enough so that ρ < R1 implies that
G(ρ) ν0, (3.14)
with ν0 being sufficiently small and dependent on the given data only.
Lemma 3.2. Let the conditions of Theorem 1.1 be fulfilled. Then∫
E(ρ,4ρ)
|∇u|p dx  γ νp−10 M(ρ)ρλ. (3.15)
Proof. Testing (1.1) by u(ρ)ψr(x)p¯ we obtain∫
E(ρ,4ρ)
|∇u|pψp¯r dx +
∫
E(4ρ)
|x|−αuqu(ρ)ψp¯r dx  γ
6∑
i=4
Ii, (3.16)
where
I4 = M(ρ)
∫
E(ρ)
up−1H1ψp¯r dx,
I5 =
∫
E(4ρ)
u(ρ)|∇u|p−1|∇ψr |ψp¯−1r dx,
I6 =
∫
E(ρ)
u(ρ)up−1[f2 + g2]|∇ψr |ψp¯−1r dx.
By Theorem 1.3 we have
I4  γM(ρ)
∞∑
i=1
(
ρ
2i
)p−n+λ ∫
K ρ
2i
,
ρ
2i−1
H1 dx  γ νp−10 M(ρ)ρ
λ. (3.17)
γ I5 
1
2
∫
E(4ρ)
|x|−αu(ρ)ψp¯r dx + γ I7I8, (3.18)
where
I7 =
( ∫
E(4ρ)
1
u
|∇u|pψp¯r dx
) q(p−1)
qp−p+1
,
I8 =
( ∫
|x| p−1q−p+1 [u(ρ)](1− p−1qp )p¯|∇ψr |p¯ dx) q−p+1qp−p+1 .
E(4ρ)
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I8  γ
(
M(ρ)−M(4ρ))[log log 1
r
]− qp
qp−p+1
{ R(r)∫
r
|x|n−p¯+ α(p−1)q−p+1 −1
(log 1|x| )p¯
dx
} q−p+1
qp−p+1
 γM(ρ)F3(ρ), (3.19)
where
F3(r) =
⎧⎨⎩R(r)
(n−p¯+ α(p−1)
q−p+1 )
q−p+1
qp−p+1 if q > q∗,
[log 1
R(r)
]−(p¯−1) q−p+1qp−p+1 if q = q∗,
(3.20)
I6  γM(ρ)
( ∫
Kr,R(r)
up−1(f2 + g2)
p
p−1 dx
) p−1
p
( ∫
Kr,R(r)
up−1|∇ψr |p dx
) 1
p
 γM(ρ)νp−10
[
log
1
R(r)
]− p−1
p
. (3.21)
Combining (3.16)–(3.21) and using Lemma 3.1 we obtain∫
E(ρ,4ρ)
|∇u|pψp¯r dx  γM(ρ)ρλνp−10 + γM(ρ)νp−1o
[
log
1
R(r)
]− p−1
p
+ γM(ρ)
[(
log log
1
r
)−p¯
F1(r, ρ)+ F2(r, ρ)
] q(p−1)
qp−p+1
F3(r). (3.22)
Using the definition of R(r) and F1(r, ρ),F2(r, ρ),F3(r) fix θ by the condition
q(p − 1)− θ(q − p + 1) (n− 1)p − α(p − 1)
p − α < 0 if q = q
∗,
θ = 1
2
if q > q∗, (3.23)
which is possible due to the conditions on q and α.
Now passing to the limit r → 0 in (3.22) we obtain the desired inequality (3.15). 
4. Proof of Theorem 1.1
Analogously to inequality (2.4) we obtain
max
ρ<|x|<2ρ
[
u(x)−M(2ρ)]p  γρ−n ∫
E(2ρ)
[
u(x)−M(2ρ)]pϕρ(x)p dx, (4.1)
where ϕρ ∈ C∞0 such that
1ρ<|x|<2ρ  ϕρ  1 1
2ρ<|x|< 52ρ and |∇ϕρ | γρ
−1.
We infer from (4.1), Theorem 1.1 and Lemma 3.2[
M(ρ)−M(2ρ)]p  γρ−n ∫
E(2ρ)
[
u(x)−M(2ρ)]pϕ
ρ, 12
(x)p dx
= γρ−n
∫
E(ρ/2,2ρ)
[
min
{
u(x)−M(2ρ),M(ρ/2)−M(2ρ)}]p dx
 γρ−n+p
∫
|∇u|p dx  γ νp−10 M(ρ)ρλ−n+p
E(ρ/2,2ρ)
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λ−n+p
p−1 p. (4.2)
Iterating the last inequality we arrive at
M(ρ)M
(
R1
2
)
+ γ ν
p−1
p
0 ρ
λ−n+p
p−1 . (4.3)
Therefore starting with the estimate∣∣u(x)∣∣ γ |x| λ−n+pp−1 , λ 0, (4.4)
which was proved in Theorem 1.3, we arrive at (4.3).
Next starting with (4.3) and repeating the above arguments we obtain
M(ρ)M
(
R1
2
)
+
(
γ ν
p−1
p
0
)2
ρ
λ−n+p
p−1 . (4.5)
Repeating this process J times we have
M(ρ)M
(
R1
2
)
+ (γ ν p−1p0 )J ρ λ−n+pp−1 . (4.6)
Choosing J as follows
J = a logρ
log(γ ν
p−1
p
0 )
, a > 0, (4.7)
we obtain the estimate
M(ρ)M
(
R1
2
)
+ γρa+ λ−n+pp−1 . (4.8)
The assertion of the theorem follows now from Theorem 1.5. 
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