The nonlinear evolution equation u'{t) + A(t)u{t) ^ 0 is studied under conditions which permit A (t) to be singular at t = 0. Application is then made to examples of partial differential equations having time dependent coefficients which blow up at the origin.
Introduction.
We are concerned with gaining basic insights into existence of strong solution to the abstract Cauchy problem (ACP), γ t + A(t)u(t) B 0, 0 < s < t < Γ,
u(s) = x,
when hypotheses are imposed on A(t) which are weak enough to allow for singularity at t = 0. Here u: [s, T] -> X, where X is an arbitrary Banach space. The operators {A(t)} s^t^τ aic assumed to satisfy (A.0) For a.e. / in [0, Γ] , A(t) is a nonlinear, possibly multivalued operator on X, (A.I) There exists Ί> <z X such that Dom A(t) = Ί> for a.e. t, and in addition, the m-accretive type conditions: for some real number ω and for λ 0 satisfying ωλ 0 < 1, (A.2) Ran(/ 4-λA(t)) 2 Ί> for a.e. t and 0 < λ < λ 0 , (A.3) For a.e. t, the resolvent operator/ λ (/) = [I + λA(t) ]~ι exists as a Lipschitz mapping on D with (Jχ(t)) U p ^ (1 ~~ ωλ)" 1 . Now u(t) shall be referred to as a strong solution to (ACP) s if either (ii) u(t) is differentiable almost everywhere and satisfies the differential equation of (ACP) s a.e.,
(iii) u(t) is absolutely continuous on [s, T]
or (i) and (ii) as above and (S 2) ' (iii)' u{t) is absolutely continuous on compact subsets of (s 9 T).
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The difference between (S.I) and (S.2) may be viewed as follows.
Under (S.I), u{t) satisfies u{t) = x+ f u'(ξ)di for all *e [s,T], while under (S.2), u(t) satisfies the weaker property u(t) -u(p) = f u'(ξ) dξ for all/7, * e (s, T).
Both of these notions of strong solution appear in the literature; e.g. (S.I) is used in [7] and (S.2) appears in [2] . Suppose that (ACP) 5 has a strong solution (S.I) for every 0 < s < T and every x e D. We ask, will (ACP) 0 have strong solution (S.I) or (S.2) for all x e Z>? In [4] , it is shown that A(t) can be so singular at / = 0 that the answer is in general no even when (B.I) Each A(t) is a bounded linear (single-valued) operator defined on all of X, (B.2) (A.2) and (A.3) are satisfied with ω = 0 and Ί> = X, (B.
3) The resolvent operator J λ (t)x is a jointly continuous function of (λ,/,jc)e[0,oo)x[0,Γ]XX Existence of generalized solution to (ACP) 5 as a product integral of resolvents
is also studied in [4] . Here, Π^ J d ξ(ζ)x denotes the limit q(t,n)
where: (i) for each n 9 P n = { T "}^ is some partition of [0, T]; i.e. 0 = τ o w < τ" < < r^ = Γ, and each ξj 1 is some point in (T^^ T/ 1 ], (ii) for each n and any σ G (0, Γ), q(σ, n) is that index for which (iii) ||/>"|| = max^^^T " -τ»_ λ ) -* 0 as n ^ oo. It was found, under (B.1)-(B.3) and existence of strong solution (S.I) or (S.2) to (ACP) 5 for all 0 < s < T and all JCGI, that in general there is no sequence of partitions P n with ||P W || -> 0 for which (ACP) 0 has a generalized (i.e. product integral) solution for all XEI We are thus led to ask what minimum hypotheses beyond (A.0)-(A.3) would allow us to identify those x e X for which (ACP) 5 has solution-either strong or generalized-for all s e [0, T). In §2 we present such hypotheses which are mild enough to allow for A(t) to be singular at t = 0 and §3 gives examples of partial differential equations which serve to illustrate these hypotheses. In §4 we argue that under hypotheses (B.1)-(B.3) alone, set even in a separable Hubert space, A{t) can be so badly behaved as to discourage hope for proving existence of solution to (ACP) 0 .
\A{t)x\= sup |K(0*l The notation |^4(/)x| is in accordance with [2, p. 61] . There it is shown that for fixed x and t, \\A λ (t)x\\ is a nonincreasing function of λ > 0. Hence, for every x e 2), \A(t)x\ exists in [0, oo] Note that (P.I) and (P.2) are implied by either (C.I) or (C.2). Indeed, they may be viewed as "point-wise" generalizations to the uniform time dependence expressed in (C.I) and (C.2). In [3] In the counterexample of [4] , besides (B.1)-(B.3), conditions (C.I) and (C.2) are both satisfied for a.e. p and t in any compact subinterval of (0, T]. Yet, for some x 0 e X, the product integral ΠQ/^(|)X 0 was shown not to converge along any sequence of partitions {P n ) of [0, T] for which lim π _ 00 ||/ >Λ || = 0, nor did (ACP) 0 with x = x 0 have strong solution (S.I) or (S.2). Nonetheless, in this paper we have THEOREM 
Assume that A(t) satisfies (A.0)-(A.3) and (P.1)-(P.2).

Let ^ be the set of all elements of 2) which satisfy the condition (P.2).
Suppose for all 0 < s < Γ, (ACP) S has an (S.I) strong solution u(t)for 
e. p, t e [a, T] and x e D. Then, for all x Gi^, the improper product integral W(t,0) = lim^^o^ W(t, p)x exists on (0, T]. Furthermore, W(t,0)x is a generalized solution in the sense that if u(t) is a strong solution (S.I) to (ACP) 0 , then u(t) = W(t, 0)x.
Theorem 2.1 depends on the following proposition, the proof of which closely follows the proofs of Theorems 1.1 and 2.3 of [5] . PROPOSITION 
Let A(t) be such that (A.0)-(A.3) hold and a strong solution (S.I) to (ACP) 5 exists for all 0 < s < T and x e Ί> and let F be Bochner integrable on [0, T], Given any sequence of partitions
From (2.3) we see that (S.I) strong solutions to (ACP) 5 are unique. We introduce the notation V(t, s)x to denote such a solution. Thus (2.2) becomes 
\\V(t, s)x -V(t, r)x\\ < Ce«^ f \A(ξ)x\di forallO<r<s<ε,t<T
Proof. Given x e J^let ε be as in condition (P.2), where we observe that (2.1) is equivalent (via the Monotone Convergence theorem) to integrability of |^4(£)x| on [0, ε] . Now, by (2.4) , it will suffice to prove that
By Proposition 2.1 we have
\\W(t, s)x -W{t y r)x\\ = \\W(t, s)x -W(t 9 s)W(s, r)x\\ <e ω(t~s) f\W(s, r)x -x\\.
Hence it will suffice to prove that
\\W(s,r)x-x\\<cf\A{ξ)x\dξ.
Let P n = {T/ 1 }^ be a sequence of partitions of [0, T] satisfying (M.I) and (M.2) and let ££ e (τ£_ l9 τ£] be as in Proposition 2.1. Then
where we have used the bound:
The lemma now follows with C = e 2BH upon letting n -> oo.
Proof of Theorem 2.1. Assume case (1) (ii) In order to show that w(t) satisfies the differential equation of (ACP) 0 almost everywhere, it will suffice to show that for each c > 0, w\t) +A(t)w(t) ^ 0 fora.e. t e(c, f\.
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As argued in (i), w(t) = V(t 9 c)w(c) is a strong solution to (ACP) C with x = w(c). Hence for a.e. / e (c, T]:
c)w(c) 3 -A(t)V(t, c)w(c) = -A(t)w(t).
(iii)' To show that w(t) is absolutely continuous on compact subsets of (0, Γ), let [a, b] c (0, T) and choose c e (0, a). Since V(t, c)w(c) is an (S.I) strong solution to (ACP) C , the absolute continuity of w on [a, b] follows.
Finally, using the Lipschitz property (2.3), we are able to define w(t) = lim s _^0+ V(t, s)x for each JCE#", and w(t), as the reader may check, will be a strong solution (S.2) to (ACP) 0 . As for case (2) , it is handled similarly.
Proof of Theorem 2.2. By Theorems 1 and 2 of [3], we may conclude that for every s > 0, the product integral W( , s)x exists on [s, T] for all
XGfl. The proofs of (2.5), (2.6) within the context of [5] are straightforward except for one slight difficulty. The product integral W(t, s)x as defined in (1.1) converges in general only along a particular sequence of partitions corresponding to the particular function h = h a used in (C.I) or (C.2). However, as seen by Lemma 4.2 of [3] , for purposes of working with a finite collection of functions h = h a , we may assume that all product integrals converge along a single sequence of partitions. The existence of W(t,0)x = lim J _ 0+ W(t, s)x for all JC G # thus follows from (2.5) and (2.7). Finally let u(t) be a strong solution (S.I) to (ACP) 0 with M(0) e J*\ Then, by Proposition 2.1, u(t) = W(t, c)u(c) for all 0 < c < t < T. Hence, using (2.5) we obtain
Now given the relations (2.5) \\W(t, s)x -W(t, s)y\\ < e^'^x -y\\
\\u(t) -W(t 9 O)x\\ <\\W(t,c)u(c) -W(t 9 c)x\\ + \\W(t 9 c)x -^(/,O)JC|| < Ce ω^'s) \\u(c) -X|| + ||JF(/,C)JC -W(t 9 Q)x\\ 9
which approaches zero as c -* 0 + . D 3. Examples. We shall have need for Theorem 3.1 below, which can be easily verified by adapting the methods of [2] , [3] . THEOREM Our first example is akin to the example presented in [2] . I. Given a bounded region Ω in R^ having smooth boundary 9Ω, let H Proof. The proof is elementary. We show below that β is accretive and leave the remainder of the proof to the reader. 
([2], [3]). Let X be a reflexive Banach space and A(t) be single-valued m-accretive operators with
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Then, for fixed t, and all u, v e Dom(/?),
(β(ί,u)-β(t,v),u-v)
= Σ / [β(t,u(x))-β(t,o(x))][u(x)-υ(x)]dx (x)) -μ(υ(x))][u(x) -υ(x)] dx
Ω,
+ ψ(/)/ [v(u(x)) -v(v(x))} [u(x) -v(x)] dx + [ [φ(t)μ(u(x)) -t(tMo(x))][u(x) -v(x)] dx
As each of the above integrals in nonnegative, we have (β (t,u) -β(t, v) , u -υ) > 0, proving accretiveness. LEMMA 
For each t e [0, T] 9 the operator A{t
Proof. We refer the reader to [1, pp. 80-89] , and in particular, to Theorem II.3.6 of this same reference. Proof. Given 0 < a < T, let 8 > 0 be such that γ, φ, ψ > δ on [α, T), and for each M e i/ 2 (Ω) n ^(Q) n Dom(^), let Ω + = (xeSl: M(X) > 0}, Ω_= {x e Ω: M(Λ ) < 0). Then, for all t e [α, Γ], Also, upon applying Green's Theorem (see e.g. [6, p. 93] ) we obtain
where du\ dx t are generalized derivatives. Therefore, by (3.1) and (3.2) we have for t e [a, T] 9 The proof now follows upon applying Theorems 2.1 and 3.1.
Consider the special case where φ = ψ and μ(u) = v(u) = u q , q an odd integer. Then Theorem 3.2 applies to the differential equation
In certain instances (3.5) can alternatively be solved using the method of time scaling. For example, when γ(/) = φ(t) = 1/ i/ί", then the change of variable r = lyft yields solution u (t, x) = v(2jt, x) to (3.5) where *;(/% x) satisfies See [8] for details and further references. However, when γ, φ, ψ, μ and J> are all distinct, then no such scaling techniques would seem to suffice in general.
II. PROPOSITION Proof, The proposition closely follows Proposition 11.1 of [3] where it is seen that the above hypotheses imply that A(t) satisfies (C.2) on each compact subinterval of (0, T] . This, along with the integrability of h over [0, T] means that the hypotheses of Theorem 2.2 are satisfied, and the proof follows.
Hence when the initial value problem
has an (S.I) strong solution u(t), then u(t) = W{t, 0)u Q . Hence, by induction, the proof is complete.
Proof of Theorem 4.1. For each i let y^t) be a continuous function which satisfies 0 < y t {t) < 1 and Finally, we verify continuity of (λ, t, x) -> J λ (t)x. For 0 < t < 1, this follows readily from m-accretiveness and continuity of A{t). For t = 0, let {t m } m be any sequence which approaches zero and such that t m e [2" (m+1) 
