Premet has conjectured that the nilpotent variety of any finite-dimensional restricted Lie algebra is an irreducible variety. In this paper, we prove this conjecture in the case of Hamiltonian Lie algebra. and show that its nilpotent variety is normal and a complete intersection. In addition, we generalize the Chevalley Restriction theorem to Hamiltonian Lie algebra. Accordingly, we give the generators of the invariant polynomial ring.
Introduction
In this paper we continue the study of nilpotent variety and invariant polynomial functions of restricted Lie algebras after the work [WCL] . The original motivation for the irreduciblity of nilpotent variety comes from Premet's conjecture. Namely, for any finite-dimensional restricted Lie algebra g over an algebraically closed field k of characteristic p > 0, the variety N (g) of nilpotent elements is irreducible [P1, Conjecture 1] . Restricted Lie algebras are analogs of algebraic Lie algebras of characteristic zero. It is well known that the variety of nilpotent elements in classical Lie algebras is irreducible (cf. [Ja] ). If g is the Jacobson-Witt algebra W n , Premet [P2] obtained that N (W n ) is irreducible by identifying N (W n ) as the closure of one nilpotent orbit. Skryabin [Sk] proved the irreducibility of N (g) in the case where g = B 2r is a Poisson Lie algebra. The Poisson Lie algebra has a center coinciding with the scalars k, and the factor algebra B 2r /k is isomorphic to a certain Hamiltonian Lie algebra H ′ 2r (see Theorem 2.1) whose commutator subalgebra [H ′ 2r , H ′ 2r ] = H 2r is simple. In [WCL] we solve the case for special Lie algebra S n by constructing an open dense subset of N (S n ). Since a subvariety of an irreducible variety may not be again irreducible, we couldn't get the irreducibility of N (H 2r ) from N (B 2r ) directly.
In the present paper we consider the Lie algebra of Cartan type H. Throughout this paper, we always assume that n = 2r is an even integer and the characteristic p > 3. Our first main result is the following theorem.
Theorem A. Premet's Conjecture is true for H n , that is the nilpotent variety of H n is irreducible. It is also normal and a complete intersection. The ideal I N (Hn) = {ϕ ∈ k[H n ]|ϕ(N (H n )) = 0} is generated by ξ 0 , . . . , ξ r−1 , where the polynomials ξ i are defined in (3-2).
The Chevalley restriction theorem for the reductive Lie algebra was firstly generalized by Premet [P2] for Cartan type, which is
where
In [WCL] , we generalized the Chevalley restriction theorem to the special Lie algebra S n . We proved it by showing that there is an injective between k[S n ] Aut (Sn) and k[W n−1 ] Aut (W n−1 ) . For the type H case, the authors in [BFS] have already had that this restriction map is surjective. In this paper, we will improve their result by proving that it is an isomorphism. The method is the same as in [WCL] .
Let
be a generic torus introduced [BFS] in H n . Our second main theorem is:
Aut (Hn) is generated by ξ 0 , ξ 1 , · · · , ξ r−1 .
The paper is organized as follows. We first give a brief description of the Hamiltonian algebra and the Poisson Lie algebra and their relations. In section 2 and 3, we will prove Theorems A and B respectively.
The Hamiltonian algebra
In this section, we will give a brief description of the Hamiltonian Lie algebra.
p n be the truncated polynomial ring. Let m be the unique maximal ideal of B n . The derivation algebra W n = Der B n is a Lie algebra called the Jacobson-Witt algebra. It is well-known that this is a simple restricted Lie algebra and its p-map is the standard p-th power of linear operators. Denote by ∂ i = ∂/∂x i ∈ W n the partial derivative with respect to the variable x i . Then {∂ 1 , . . . , ∂ n } is a basis of the B n -module W n .
Consider the following differential form
, which is clearly a subalgebra of W n . For any f ∈ B n , it can be easily checked that
The multiplication [ , ] makes B n into a Lie algebra, which is called a Poisson algebra. Accordingly, the map
It is immediate thereof that the Lie center {f ∈ B n | [f, B n ] = 0} coincides with k, and H ′ n is isomorphic to B n /k. Put H n = H ′(1) n be the derived algebra of H ′ n . The following Theorem gives the property of H n .
n is the usual notation in B n and τ = (p − 1, · · · , p − 1). (2) H n is simple and restricted, and its dimension is p n − 2.
Note that the map D H is linear, so every element in H n has the form D H (f ) for some f ∈ B n .
Moreover, there is a p-map on B n which is compatible with the p-map on H ′ n and satisfying 1
This kind of p-map is called normalized. As every two normalized p-maps on B n are conjugate. Thus, we fix a normalized [p]-structure on B n . Given f ∈ B n , we define f
the homomorphism of associative algebras with kernel m. For each integer a ≥ 0, Denote by a 0 , a 1 , a 2 , . . . the coefficients in the p-adic expansion
From [Sk, Propositions 3.2, 3.5] , there exist uniquely determined homogeneous polynomial functions ϕ 1 , . . . , ϕ p r −1 (resp. ϕ 1 , . . . ,
And there is also a relation between the polynomial functions ϕ i and ϕ i :
The nilpotent variety of H n
In this section, we will show that the nilpotent variety of H n is irreducible and normal and a complete intersection. We first will give the invariant polynomial functions whose zero set is N (H n ) and introduce an open subset in H n .
Consider B n as the natural W n -module and let's denote by χ D (t) the characteristic polynomial of D ∈ W n as a linear transformation of B n . It was proved by Premet [P2] that,
where each ψ i is a homogeneous polynomial function on W n .
p r for all 0 ≤ i < r, where ϕ p r −p i 's are those polynomial functions in (2-4).
Denote by φ i = ϕ p r −p i for short. Recall that the map D H : B n −→ W n is defined by (2-1). It induces a surjection from B (1) n to H n . Hence there exists a linear map δ :
In terms of Lemma 3.1, the polynomial functions ξ i 's satisfy the identities
Thus ξ
The next Lemma is easy to check.
Lemma 3.2. The nilpotent variety N (H n ) of H n is the zero set of polynomial functions ξ 0 , . . . , ξ r−1 .
Denote by
It is due to [Sk, Proposition 2.2] that the subset U is nonempty and Zariski open in B n . Consider the following morphisms
where ǫ is the natural embedding. Let
Since both δ and
r+j . From the proof of [Sk, Proposition 5.2] , it follows that u ∈ U. Thus D H (u) ∈ V , which implies that V is also non-empty.
We begin to prove Theorem A. The proof is based on the following two Lemmas. The first one is proved in [Sk, Lemma 1.5] . The second one will be proved at the end of this section. (1).
(2). If dim E ≥ m + 2, then N is normal and irreducible.
Lemma 3.4. The differentials dξ 0 , . . . , dξ r−1 are linearly independent at all x ∈ V , where ξ i 's are defined in (3-2) and V is defined in (3-3).
Proof of Theorem A. According to Lemmas 3.3 and 3.4, it suffices to find a vector subspace E ⊆ H n with dim E ≥ r + 2, and
It is easy to see that dim E = r + 2. It remains to prove that E ∩ N (H n ) ⊆ {0} ∪ V. Choose any
where s is a linear combination of s 1 , . . . , s n . In terms of the proof of Theorem 6.4 in [Sk] , we have that
(1) If λ = 0 or µ = 0, then λu + s + µu ∈ U;
Therefore we prove Theorem A.
Proof of Lemma 3.4. Assume that there are some
Assume that (3-4) is true. As dφ i (0 ≤ i ≤ r − 1) are linearly independent at δ(x) ∈ U, it follows that λ i = 0 for 0 ≤ i ≤ r − 1. Hence our lemma is proved. Therefore it is enough to prove (3-4). By the definition of differential,
is linear on B n . To prove (3-4), by (3-5), it suffices to show that
Actually, we will show that for each 0 ≤ i ≤ r − 1,
It is easy to see that (dκ) f = κ as κ is linear. Note that
Hence by (2-5), we have that
where (a − b) j is the j-th coefficient in the p-adic expansion (cf. (2-3)) of (a − b). According to (2-2) and (3-8), (3-7) follows from the following two results (
Firstly, we prove (3-9). Indeed, by [Sk, Proposition 3 .2], we have
It remains to prove (3-10). Note that
The proof is complete.
The invariant polynomial ring of H n
Throughout this section, denote for short by G W = Aut (W r ), G B the group of automorphisms of both the associative and the Lie algebra structures on B n , and G H = Aut (H n ) the automorphism group of H n . In this section, we aim to prove Theorem B by showing an injective between k[H 2r ] G H and k[W r ] G W , then we get the result due to the commutative diagram (Figure 4-1) .
It is well-known that
where the isomorphism for H n is given by µ → Ad µ . For any
Now we consider the map
where θ r is defined by
It is proved in [BFS, Lemma 4.3] that β is an injective homomorphism of restricted Lie algebras. By pulling-back, β induces a morphism
Proposition 4.1. β * induces an injective morphism
We leave the proof of Proposition 4.1 at the end of this section.
Proof of Theorem B. Let
be the generic tori defined in [BFS] . Then the map β induces an isomorphism between T W and T H . Let us consider the following diagram: Here, r 1 , r 2 are both
GLr ( is an isomorphism. It is clear that it is a commutative diagram. From [BFS, Theorem 6.12] it follows that the map r 1 is surjective. It remains to show that r 1 is injective.
By Proposition 4.1, β :
Hence the map r 1 is injective, because r 2 is an isomorphism [P2] .
Note that,
is generated by ξ 0 , ξ 1 , · · · , ξ r−1 .
Remark 4.2. Actually, the map β is an isomorphism.
Before going to prove Proposition 4.1, we first show that
To this end, it is enough to construct a map
This means that
Then we define µ ∈ Aut B n as follows.
It can be easily checked that µ −1 ( µ(x i )) = x i for any 1 ≤ i ≤ 2r. Then
Lemma 4.3. The automorphism Ad µ belongs to G H .
Proof. We have to show that µ(ω H ) ∈ k * ω H . As
Therefore, our lemma is proved.
Recall the relation between the groups G H and G B in [St] .
Theorem 4.2. [St, Theorem 7.3 .6] For µ ∈ Aut B n the following assertions are equivalent.
, where σ(i) = 1 if i ≤ r and -1 otherwise; i ′ = i+ r if i ≤ r and equals i−n otherwise.
For our induced automorphism Ad µ , we have the following corollary.
Proof. Note that
∂x i µ(x r+1 ), · · · , µ(x 2r ) .
As µ −1 (x i ) µ(x 1 ), · · · , µ(x n ) = x i , then [ µ(x r+i ), µ(x i )] = −α. And hence by Theorem 4.2, we get
Proof of (4-4). For any ρ ∈ k[H n ] G H , and any Ad µ ∈ G W , then we have an automorphism Ad µ ∈ G H defined as above. Hence for any D = To show that β is injective, let us first recall some subsets in H n . Recall that V defined in (3-3) is an open subset in H n . Let 
