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Abstract
Magnetic resonance imaging (MRI) has proven to be a valuable methodological approach in
both basic research and clinical practice. However, significant hardware advances are still
needed in order to further improve and extend the applications of the technique. The present
dissertation predominantly addresses gradient and shim coil design (sub-systems of the MR
system).
A design study to investigate gradient performance over a set of surface geometries ranging
in curvature from planar to a full cylinder using the boundary element (BE) method is
presented. The results of this study serve as a guide for future planar and pseudo-planar
gradient systems for a range of applications.
Additions to the BE method of coil design are developed, including the direct control of the
magnetic field uniformity produced by the final electromagnet and the minimum separation
between adjacent wires in the final design.
A method to simulate induced eddy currents on thin conducting surfaces is presented. The
method is used to predict the time-dependent decay of eddy currents induced on a cylindrical
copper bore within a 7 T MR system and the induced heating on small conducting structures;
both predictions are compared against experiment. Next, the method is extended to predict
localized power deposition and the spatial distribution of force due to the Lorentz interaction
of the eddy current distribution with the main magnetic field.
New methods for the design of actively shielded electromagnets are presented and compared
with existing techniques for the case of a whole-body transverse gradient coil. The methods
are judged using a variety of shielding performance parameters.
A novel approach to eliminate the interactions between the MR gradient system and external,
non-MR specific, active devices is presented and its feasibility is discussed.
A completely new approach to shimming is presented utilizing a network of current
pathways that can be adaptively changed on a subject-by-subject basis and dynamically
controlled. The potential benefits of the approach are demonstrated using computer
simulations and a prototype coil is constructed and tested as a proof-of-principle.
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Preface
This thesis work initially started as a means of extending the necessary hardware required for
delta relaxation enhanced magnetic resonance (dreMR) imaging to humans. A detailed
description of the dreMR method will not be included here; instead I refer the interested
reader to the journal article:
Alford J.K., Rutt B.K., Scholl T.J., Handler W.B., Chronik B.A. Delta relaxation enhanced
MR: Improving activation-specificity of molecular probes through R1 dispersion imaging.
Magn Reson Med, 61(4), 796-802.
In the dreMR method, an auxiliary field-shifting insert coil is needed to temporally modify
the main magnetic field in an otherwise normal superconducting 1.5 T MR system. The fieldshifting insert coil must be capable of field-shifts on the order of hundreds of millitesla (mT)
without negatively interacting with the main superconducting magnet. DreMR insert systems
designed for small-animal imaging have been able to achieve these two necessary properties
relatively easily; the small bore required for murine imaging allows the use of an actively
shielded solenoidal design. This is not the case for a dreMR system intended for human
imaging. Specifically, the already restricted bore width of MR systems paired with the
necessity for a powerful primary electromagnet and active shield require that a field-shifting
insert system for human imaging be designed on an open geometry (i.e. non-cylindrical).
This inevitability was the main drive for the development of much of the subsequent work
presented in this thesis (certainly Chapters 2 & 3).
Once the boundary element method for coil design had been developed and optimized
(Chapters 2 & 3), allowing electromagnet design over arbitrary surface geometry, the next
problem to be tackled was system interactions. Interest in this subject, again motivated
mainly by the pursuit of human dreMR imaging, led to a technique to model induced eddy
currents on thin conducting structures and the development of completely new active shield
design methodologies (Chapters 4 & 5). The content of chapter 6 also resulted from an
interest in active shielding designs, albeit for different reasons altogether. The idea was a
consequence of the modeling of interactions between an MR system and active medical
xxviii

devices, which itself was a consequence of the creation of the induced eddy current
computational modeling tool described in Chapter 4.
Chapter 7 describes a new approach to shimming utilizing a dynamically controlled adaptive
current network, which is the only work in this assembly that was not directly influenced by
the desire for human dreMR imaging hardware. Instead, it stemmed from a combination of
previous work done by Parisa Hudson et al. on local custom shim design (Hudson et al., Proc
ISMRM 18, 2010, p.221) and techniques developed in Chapter 3 of this work to control the
minimum wire separation of electromagnets during optimization.
After the aforementioned description of the motivation behind the content within this work it
is ironic that the development of hardware for human dreMR imaging is not included in this
thesis. This is not to stay that significant advancements in this topic have not been achieved
during my Ph.D. candidacy. Indeed, I have authored and co-authored multiple works that
have been presented at scientific conferences (9 in total). Of particular significance is the
development of three practical designs for human dreMR insert systems: one for the human
head (Harris et al., Proc ISMRM 19, 2011, p.1839); one for the torso (Harris et al., Proc
ISMRM 20, 2012, p.2576); and one for the breast (Harris et al., Proc ImNO 10, 2012, p.82).
Furthermore, the advanced shielding techniques presented in Chapter 5 have led to improved
design and construction methods for small-animal dreMR systems (Harris et al.,
Development and Optimization of Hardware for Delta Relaxation Enhanced Magnetic
Resonance Imaging. Magn Reson Med, (submitted May 29, 2013. MRM-13-14272)). The
main reason for the exclusion of these works is simply to prevent this thesis from being
excessively long and tedious.
I am extremely proud of each and every one of the chapters presented in this work and I hope
they are well received by the reader.
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Chapter 1
1

Introduction to Magnetic Resonance Imaging (MRI)

Over the past 75 years, beginning in 1938, nuclear magnetic resonance (NMR) has arisen
from strictly laboratory experiments (Rabi et al., 1938, Bloch, 1946, Purcell, Torrey, &
Pound, 1946) to one of the most important medical technologies of the current day. In
Canada specifically, the number of MRI systems has more than doubled from 149 in
2003 to 308 in 2012 (CIHI, 2013).
One of the reasons MRI has become so important for medical diagnosis is the incredible
soft tissue contrast that it provides. Figure 1.1 (a) and (b) display sagittal and axial crosssection views of a human brain respectively; one can see fine details of the brain and
easily distinguish the boundary between white and gray matter in the cerebrum. Nearly
all MRI scans image the distribution of hydrogen nuclei in the body; by altering the
method and timing parameters of how the image is acquired, one can obtain different
contrast between tissue types.

Figure 1.1. Sagittal (a) and axial (b) slice images of a human brain. This image was
taken with a 3 T Siemens Tim Trio system at the Robarts Research Institute in
London, Canada.
There are many textbooks that go into the methods and theory behind MRI in great detail
and are recommended for a full description (Nishimura, 1996, Cowan, 1997, Haacke,
1999, Bernstein, King, & Zhou, 2004, McRobbie et al., 2007). The purpose of this
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chapter is rather to introduce the reader to the concepts necessary for understanding the
subsequent methods and techniques presented later in the text. The chapter will begin
with a very brief description of how an MR signal and image can be created and acquired
from a classical perspective. Next, the main hardware components of the system
necessary to obtain an image are described, including novel MR “insert” gradient
systems. Next, a short description of magnetically induced “eddy-currents”, a common
problem in MRI, is provided. Lastly, a full review of gradient and shim coil design
methodologies is given with an introduction to the boundary element method of coil
design. This last section is extremely important in understanding the advancements that
this work provides over previous efforts.

1.1

Obtaining an NMR signal and image

All atoms that have a non-zero nuclear spin angular momentum can produce an NMR
signal (Nishimura, 1996, Chapter 3). Atoms obtain this property by containing either an
odd number of protons and/or an odd number of neutrons. In a classical view, atoms with
nuclear spin can be thought of as spinning charged particles and hence posses a magnetic
moment (Cowan, 1997, Chapter 1). In the clinical setting, the nuclear spin of interest is
hydrogen. This is largely due to the relatively high abundance of hydrogen in biological
tissue and the high value of its magnetic moment. From this point onward, whenever
nuclear spins or magnetic moments are mentioned they explicitly refer to hydrogen
protons, which have a spin equal to 1/2.
In the absence of any external magnetic field, the magnetic moments within a tissue
sample are randomly oriented and therefore their net magnetization is zero. However, in
the presence of an external magnetic field the individual magnetic moments have a slight
tendency to align with the field. This affinity, which will create a net magnetization
M(r,t), is only detectable when dealing with large quantities of magnetic moments due to
the relatively high thermal energy of protons in biological tissue. Luckily, there is a large
abundance of hydrogen in tissue, on the order of Avagadro’s number. When in thermal
equilibrium, the net magnetization of hydrogen protons, M0, is directly proportional to
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proton density, ρ, the gyromagnetic ratio, γ, the external magnetic field, B0, and inversely
proportional to temperature, T
M0 =

ργ 2  2 B0
4kT

(1.1)

where ħ is Planck’s constant divided by 2π and k is Boltzmann’s constant. It is this
magnetization that is the source of the signal of an MR image.
In addition to the creation of magnetization throughout tissue by the application of an
external magnetic field, the nuclear spins will precess at a well-defined frequency, known
as the Larmor frequency. This frequency is given by the relation:
f =

γ
B0
2π

(1.2)

where B0 is the magnitude of the applied magnetic field, B0, along the direction of
precession, typically oriented along the z-axis, and γ, the constant known as the
gyromagnetic ratio, is specific to the particular nuclear spin of interest. For hydrogen, γ
/2π equals 42.577 MHz/T. Hence, in MRI, where typical applied magnetic fields are in
the range of 1.0 T – 3.0 T, the frequency of precession of hydrogen protons is in the
radiofrequency (RF) range.
In order to obtain a signal, the magnetization is excited out of equilibrium by the
application of a magnetic pulse of RF radiation tuned to the Larmor frequency. The pulse
is applied perpendicular to the static polarizing field and hence will produce a torque on
the net magnetization, due to the angular analogue of Newton's second law, rotating it
into a plane perpendicular to the polarizing field. After excitation, the net magnetization
will continue to precess in this plane, which will induce an EMF in a nearby receiver coil
(positioned to be sensitive only to magnetization in this plane) due to Faraday’s law of
induction. This is the signal that is obtained during an MR experiment.
If one were to only apply a static homogenous magnetic field and then acquire an NMR
signal using the techniques described above, there would be no spatial information
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contained in the signal and an image could not be formed. This is of little use for medical
imaging. In order to imbed spatial information into the signal, additional magnetic fields
are applied that vary linearly with respect to the three Cartesian axes. These fields are
called gradient fields and are created by additional electromagnets called gradient coils
(section 1.2.3.1). The gradient coils are powered on and off during an MR pulse sequence
in order to encode spatial information into the frequency and phase of the net
magnetization. One can then convert the spatially dependent frequency and phase data
into an image by use of Fourier techniques (Nishimura, 1996, Chapters 2 & 3).

1.1.1

Field inhomogeneities

The method of spatial encoding of the NMR signal described above is highly dependent
on the notion that the only deviation in frequency of the signal from the resonant
frequency (equation (1.2)) is due to the applied gradient field, which the user specifies.
This fails to be true when the main magnetic field, B0, contains imperfections. For
instance, if the main magnetic field contains spatial variations given by the expression:

B0real (r) = B0 + ΔB(r)

(1.3)

where B0real (r) is the “real” main magnetic field profile and ΔB(r) are the local magnetic
field inhomogeneities, then the phase accrual of the signal after a linear x-gradient, G, is
applied for a certain time t will be:
t
# t
&
φtotal (r) = γ % x ∫ Gdτ + ∫ ΔB(r)dτ ( = φgradient (x) + φΔB (r) .
$ 0
'
0

(1.4)

The total phase of the signal is now the phase due to the applied gradient as well as a
locally varying offset due to the local field inhomogeneity. This will obviously pose a
problem if the local phase offset is comparable in value to the phase due to the gradient.
In general, these field inhomogeneities can vary in time, and are caused by three main
phenomena: system imperfections; sample induced inhomogeneities; and eddy-currents.
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System imperfections are simply the result of the main magnetic field not being
completely uniform after construction. These imperfections are typically static in nature
and are dealt with to a large degree at the time of system installation. Field
inhomogeneities after system installations are normally in the range of 10 parts per
million (ppm) peak-to-peak over a 50 cm diameter volume (Cosmus & Parizh, 2011).
Sample induced field inhomogeneities are caused by differences in magnetic
susceptibility between two materials at their interfaces, such as tissue-tissue interfaces or
air-tissue interfaces. Inhomogeneities of this nature are typically a few ppm (Truong et
al., 2002) and must be dealt with on a sample-by-sample basis. Active shim coils (section
1.2.3.3) are used to reduce these field imperfections.
The topic of time-varying magnetic fields and their subsequently induced eddy currents
are discussed in detail in section 1.3 and Chapter 4 of this work. At this point in this
discussion one only need know that during MR imaging eddy currents can be induced on
conducting structures within the system and result in parasitic magnetic fields, which
vary spatially and decay with time. The field inhomogeneities caused by eddy currents
can be anywhere from a few to 10’s of ppm depending on the circumstances.
The problems and complications that local magnetic field inhomogeneities cause are
numerous, such as image distortions (shearing, compression, etc.), image ghosting, and
signal dropout, to name a few.

1.2

MRI Hardware

Every component of an MRI system is important for the quality of the final image;
however, there are four main components that stand out as the most significant. The
requirements and design influences of the four main components will be described below.

1.2.1

The main magnet

The main magnet is responsible for two functions: polarizing the sample and ensuring the
spins within the volume of interest are precessing at the same frequency for signal
acquisition. Given in terms of performance qualities, this means that the main magnetic
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field must be strong and uniform. These two qualities can be achieved using a single
magnet or electromagnet, as it is done in the clinical setting, or with two separate
magnets/electromagnets, as is the case with some research systems (Macovski &
Conolly, 1993, Lurie et al., 2005, Ungersma et al., 2006, Gilbert et al., 2006, Alford et
al., 2009). If the polarizing field is equal to the field during signal acquisition (e.g. a
clinical scanner), then the final MR signal is proportional to the square of the field
strength. This signal dependence is the main reason why MR systems have been
continuously increasing in field strength since their inception.
Currently, 1.5 T systems are the most common systems in hospitals, with 3.0 T systems,
the highest field strength to be approved for clinical imaging to date, becoming
increasingly popular. In the research setting, 7.0 T systems are available for human
imaging with U.S. Food and Drug Administration (FDA) approval up to field strengths of
8.0 T; at present, the highest strength MR system used for human imaging is 9.4 T
(Vaughan et al., 2006, Atkinson et al., 2007). Small animal imaging is typically
performed on higher field strength systems (9.4 T, 11.7 T). The signal to noise ratio
(SNR) increase provided by the higher field-strength allows the necessary increase in
image resolution needed to image these small animals in detail.
During signal acquisition, the two most important properties of the main magnetic field
are field homogeneity and temporal stability. If a magnet does not achieve these two
properties to a high degree then there will be little to no signal, no matter the polarization
of the object. The homogeneity requirement is essentially that the gradient of the main
magnetic field is sufficiently small so as to be negligible in comparison to the applied
gradient field; however, any deviation of the main field over the region of interest will
result in signal reduction due to faster de-phasing of the signal after excitation. Temporal
instability of the main field will result in problems similar to those encountered from field
inhomogeneities. Typical requirements of commercial 1.5 T and 3.0 T magnets is on the
order of 10 ppm peak to peak in a spherical volume approximately 50 cm in diameter and
field decay of less than 0.1 ppm/hour for homogeneity and temporal stability respectively
(Cosmus & Parizh, 2011).
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Almost all superconducting magnets are constructed in a cylindrical shape. This is due to
the cylindrical geometry’s inherent ability to produce strong, uniform, magnetic fields at
isocenter while maintaining relatively compact dimensions and low stray fields.
However, one substantial problem with the cylindrical geometry is its “closed off” nature.
Standard cylindrical systems have a bore diameter of 60 cm and length of more than 1 m.
This poses problems for patient accessibility and comfort as well as restricting
interventional medical procedures. Recently there has been a push by a few industry
vendors to increase the bore diameter of the system to 70 cm; the increased bore size
provides increased patient comfort and accessibility.
Most open, non-cylindrical, systems are constructed with permanent magnets (Cosmus &
Parizh, 2011). These systems typically range from 0.2 T – 1.0 T. Because the magnetic
field of these systems is not created by an electromagnet, they must be passively shielded
using large quantities of iron. Additionally, the open geometry magnets typically suffer
from reduced homogeneity volumes compared to cylindrical superconducting magnets.
However, due to their open nature, these systems are typically used for MRI-guided
surgical interventions (Hushek et al., 2008).

1.2.2

Radiofrequency coils

Radiofrequency (RF) coils are used to both excite and detect the MR signal. The
excitation and receive functions can be performed using the same coil, or by separate
transmit and receive coils. In many MR applications the transmit function is performed
by the “body” RF coil (named as such because the excitation profile covers the entire
area of the human body) and the receive function is performed by local surface coils or
arrays (Schenck, 1993, Fujita et al., 2013). Figure 1.2 (a) and (b) display a body RF
transmit/receive coil and a 32 channel head-only local RF receive coil respectively.
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Figure 1.2. (a) A “body” radiofrequency (RF) coil that has been removed from the
bore of a 3 T MR scanner. This coil is capable of receiving RF magnetic fields;
however it is typically only used for transmission. (b) A local 32 channel “headonly” RF receive coil. This coil is designed to conform closely to the head to
maximize signal detection. Due to its high receive sensitivity; it is used at the
Robarts Research Institute in London, Ontario, Canada for fMRI studies in the
human brain.
Local, anatomically-specific, transmit/receive RF arrays are being increasingly
implemented at ultra high-fields (7 T and above) to mitigate a variety of problems that
occur to a significant degree at these field strengths, including increased RF power and B1
non-uniformity (Van de Moortele et al., 2005, Metzger et al., 2008).

1.2.3

Gradient and shim coils

Gradient and shim coils are responsible for two entirely different tasks in order for highquality MR images to be produced and, subsequently, most texts would discuss them in
their own sections. In this work, they have been grouped together because fundamentally
they are the same thing: resistive electromagnets that must produce time-varying
magnetic field profiles. The gradient system is described first along with a description of
what makes a “good” gradient coil. Next, the idea of insert gradient coils is briefly
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introduced, as knowledge of their existence and benefits are important for understanding
later sections in this work. Lastly, shim coils are described.

1.2.3.1

Gradient coils

The gradient coils in the system are composed of resistive electromagnets that are
responsible for creating linearly varying magnetic fields to spatially encode the MR
signal. The z-component of each gradient field must vary linearly with respect to each
Cartesian axis:

Gx =

∂Bz
∂x

(1.5)

Gy =

∂Bz
∂y

(1.6)

Gz =

∂Bz
∂z

(1.7)

where Gx and Gy are known as the x- and y-gradient fields, also known as the transverse
gradient fields, and Gz is known as the z- or longitudinal gradient field. The strengths of
typical whole-body gradient systems is in the range of 20 – 50 mT/m for most imaging
sequences; some specialized sequences such as diffusion weighted imaging require short
bursts of larger strengths.
The strength that a gradient field can produce at the center of their imaging region when
driven with one ampere of current is known as the coil’s efficiency, denoted η. This
value is a very important property used in their design and performance assessment.
Typical whole-body gradient coil efficiency values are between 0.1 and 0.2 mT/m/A.
In order to achieve the gradient strengths used for imaging with the aforementioned
efficiency values, gradient coils must be driven with current amplitudes on order of a few
hundred amperes. Top-of-the-line commercially available power amplifiers can provide
currents up to 900 A (Kimmlingen et al., 2012). Current amplitudes of this magnitude
flowing through a conductor will create very significant power dissipation leading to
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heating of the coil, which can cause damage and possible breakdown of the system. To
prevent significant heating, gradients are designed to have minimum power dissipation
and are actively cooled.
During a MRI pulse sequence, the gradient coils are powered on and off repeatedly with
frequencies typically ranging from 1 – 10 kHz. The rate at which a gradient coil can be
powered on or off is another important performance property known as its slew rate,
given in units of T/m/s. The slew rate of a coil depends on both its design and the
amplifier chosen to drive it and is calculated by the expression:

Slew Rate = η

V
L

(1.8)

where V is the voltage provided by the amplifier and L is the coil inductance. In gradient
coil design, one would like to maximize slew rate, which would in theory allow for faster
imaging with less demand on amplifier performance. Typical whole-body gradient coil
inductance values are approximately 800 µH, and with a high-performance amplifier
driving voltages over 1500 V, gradient slew rates can be ~ 200 T/m/s; however, due to
the onset of peripheral nerve stimulation (PNS) most scanners are operated at slew rates
significantly smaller than this (Budinger et al., 1991, Ham et al., 1997, Chronik & Rutt,
2001, Den Boer et al., 2002, Zhang et al., 2003).
As the gradient coils are driven with current, they experience large Lorentz forces due to
the main magnetic field. Because of this, gradient coils are immersed in a concrete-like
substance (called epoxy) after construction. Figure 1.3 displays a whole-body gradient
set being removed from an old clinical system; one can clearly see the grey epoxy
surrounding the copper windings of the gradient system. The combined effect of the large
Lorentz forces felt by the gradient coils during ramping and the frequency range in which
they are switched is the cause of the large noises associated with MRI; the noises are in
fact the gradient coil windings hitting against the epoxy that they are immersed in.
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Figure 1.3. A whole-body gradient set after removal from a superconducting MR
system. The gradients are immersed in epoxy to prevent the wires from shifting due
to Lorentz forces while being pulsed for imaging.
The net torque experienced by the coil is another performance parameter used for
gradient coil design and is especially important for asymmetric coils (Alsop & Connick,
1996, Green, Leggett, & Bowtell, 2005, Aksel et al., 2007, Gilbert et al., 2010, Moon et
al., 2011). In the design optimization problem the net torque experienced by the coil
windings is typically constrained to be zero when in the presence of a uniform magnetic
field pointing in the z-direction.
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In a similar manner to the uniformity constraint for the main magnet, the gradient
systems must produce a large uniform gradient field. This is known as the region of
gradient uniformity (ROU) also known as the available imaging region, or diameter
spherical volume (DSV). This parameter is typically calculated as the largest spherical
region that achieves a gradient uniformity less than some specified value (usually 30 % or
50 %); however, if an ROU is the reported parameter and not a DSV value, the region
can be elliptical. For example, the typical ROU for 50% uniformity for a whole-body
gradient coil is 50 cm in the x- and y-directions and 45 cm in the z-direction. The gradient
uniformity (or inhomogeneity) can be calculated in many different ways (Turner 1988,
Du & Parker 1996, Hidalgo-Tobon 2010); however in this work it is calculated as:

U(r) = 100

G(r) − G0
G0

(1.9)

where G(r) is the gradient of the z-component of the magnetic field at position r, and G0
is the gradient strength at the center of the imaging region.
Lastly, gradient coils are usually actively shielded in order to reduce system-to-system
interactions between themselves and the main magnet (Mansfield & Chapman, 1986,
Bowtell & Mansfield, 1991, Carlson et al., 1992). Such interactions can lead to eddycurrents, which can produce negative effects on image quality as well as other
complications (section 1.3 of this Chapter goes into greater detail on the discussion of
eddy-currents). Active shielding coils are typically composed of a set of wires distributed
in a similar, but sparser, pattern as the primary electromagnet (the magnet responsible for
the linearly varying field) at a slightly larger radius. The current flowing through the
active shield is driven in a direction such that its field will oppose that of the primary coil.
This results in a very significant reduction in the magnetic field at a radius larger than
that of the shielding coil while having a minimal effect in the gradient’s imaging region.
There are multiple ways to assess shield performance, which will be discussed in greater
detail in Chapter 5 of this work.
The evaluation of overall gradient coil performance is difficult, as there are multiple
parameters that contribute to the functioning of a design, such as efficiency, power
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dissipation, inductance, torque, region of uniformity, acoustic noise, and shielding
proficiency. To complicate the matter, the performance of one parameter can most often
be traded-off for better performance in another. For instance, one can increase gradient
efficiency simply by increasing the number of windings making up the design; however,
this will lead to large inductance and resistance values for the coil, both negative qualities
in a design. A solution around this issue is the use of merit values (Turner, 1993):

ηa 5/2
ML =
L

(1.10)

ηa 5/2
R

(1.11)

MR =

where a is the coil’s radius (for a cylindrical coil geometry), L is the coil’s inductance, R
is the coil’s resistance, and ML and MR are known as the inductive and resistive merit
respectively. These values are unique in that they are independent of the coil’s radius or
number of wires included in the design and hence very useful for comparing and
assessing coil performance. Occasionally one only needs to compare coil designs for a
given geometry (i.e. the radius of the coil is constant) and the merit values are calculated
simply as

1.2.3.2

ML =

η
L

(1.12)

MR =

η
.
R

(1.13)

Insert gradient coils

There are many MR applications in which focus is placed on a specific anatomical area
of relatively limited size, while at the same time the larger anatomical context must also
be known. Studies focusing on diffusion-weighted imaging of the breast or the prostate
are examples of this. To produce diffusion-weighted images, diffusion-tensor images, or
conduct diffusion-based tractography over these localized areas, the production of larger
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b-values (which are directly related to gradient field strength) using the minimum
possible echo times is desirable (Feldman et al., 2011). At the same time, full field of
view (FOV) images of the surrounding tissues must be obtained with minimal distortion.
Conventional whole-body cylindrical coil systems, which obviously allow full FOV
imaging, cannot simply be driven harder and faster to achieve the diffusion encoding
because these systems are limited in slew rate and maximum gradient strength due to the
onset of PNS (Budinger et al., 1991, Ham et al., 1997, Chronik & Rutt, 2001, Den Boer
et al., 2002, Zhang et al., 2003).
One approach to this problem is the addition of “insert” gradient coils, powered by
supplementary gradient amplifier channels, capable of achieving extremely high
performance over localized regions of interest. Such coil inserts can be implemented to
provide fourth, fifth, and sixth gradient channels (i.e., channels operated in addition to the
three whole-body gradient coil axes) exclusively for very high-performance diffusionweighted imaging over a specified volume of tissue such as the brain (Feldman et al.,
2011).
Local “head only” or “head and neck” insert gradient coils are by far the most common
type of gradient insert that is used on human subjects. It has been demonstrated that local
head gradient systems can be driven harder and faster than whole body gradient systems,
due to their smaller size and imaging region, without the onset of PNS (Chronik & Rutt
2001, Zhang et al., 2003, Wong, 2012). This has led to the development of head insert
gradients that can be either driven in tandem (Parker et al., 2009) or independently of the
whole-body system gradients (Chronik, Alejski, & Rutt, 2000) for high-resolution
imaging or high-performance diffusion imaging.
In the search for higher and higher performance and because of size constraints imposed
by the scanner bore paired with the necessity of maintaining access for the subject, the
design of insert coils has strayed from traditional cylindrical geometry (Aksel et al., 2007,
Gilbert et al., 2010, Moon et al., 2011, Harris, Handler, & Chronik, 2012). The open
geometry of this subset of insert gradients allows focused imaging over anatomical
regions other than the brain such as the breast, prostate, and lungs. For example,
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completely planar geometries have been used as additional insert coils exclusively for
high-performance diffusion-weighted imaging (Feldman et al., 2011) partly due to their
PNS advantages (Feldman et al., 2009).

1.2.3.3

Shim coils

Magnetic field “shims” is the general term used to describe methods to improve the
uniformity of the main magnetic field. Deviations of the main field over the region of
interest can result in image artifacts such as spatial distortion, through-plane artifacts, or
signal dropout; therefore increasing magnetic field uniformity will result in a greater
quality MR image.
Conventionally, magnetic shims fall into two categories: 1) passive shims, composed of
strategically placed ferromagnetic material within the magnet bore and/or
superconducting electrical circuits within the magnet cryostat; and 2) active shims,
composed of additional room-temperature electromagnets. Passive shims are typically
used to adjust the main field at the time of initial installation whereas active shims are
used to compensate for the field distortions that are introduced when different objects are
placed within the bore of the magnet.
Active shim coils are typically composed of sets of coaxial cylindrical layers, which each
layer being a separate current path producing a magnetic field approximating a particular
spherical harmonic (Romeo & Hoult, 1984). By driving different current amplitudes
through each shim layer, the resultant additive magnetic field profile can form
complicated patterns. This approach to active shimming can require significant amounts
of radial space, since each new spherical harmonic produced requires a new cylindrical
coil. It also requires multiple power amplifiers, as each cylindrical layer is driven
separately. Current superconducting systems contain shim coils that produce magnetic
field profiles of the spherical harmonics up to the second order (i.e. Z0, XY, YZ, ZX, Z2,
X2 – Y2). For higher performance, one generally seeks to employ a larger number of
spherical harmonics (Hillenbrand et al., 2005), further increasing radial space, power
consumption, and number of amplifiers needed, or alternatively, by focusing the shim
over a set of smaller volumes in a dynamic manner (Blamire, Rothman, & Nixon, 1996).
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The latter method, dynamically shimming over smaller volumes, can be done multiple
ways. For instance, Poole and Bowtell (2008) have found that increased shim
performance can be achieved by parcellating a volume into sub regions and dynamically
shimming over each region individually. Similarly, dynamic shim updating on a slice-byslice basis has been shown to produce significantly improved results (Van Gelderen et al.,
2007, Sengupta et al., 2011); however, this method is not without its problems.
Significant eddy currents (section 1.3) can be produced when the current amplitudes in
the shim coils are updated and their associated fields can lead to image artifacts when
complicated pre-emphasis schemes are not used.

1.3

Time-varying magnetic fields and “eddy currents”

The time-varying magnetic fields generated by the gradient system during magnetic
resonance imaging results in the induction of undesirable time-varying “eddy currents” in
nearby conductive materials (Jackson, 1999, p. 218). When the nearby conductive media
are components of the MR scanner itself, such as the warm and cold magnet bores, the
secondary magnetic fields produced by the induced currents on these structures results in
image artifacts such as image ghosting, compression, shearing, or other distortions
(Hughes et al., 1992, Le Bihan et al., 2006). Additionally, eddy currents typically
increase helium boil-off when induced on the cryostat structures of the system due to
power deposition within the materials supporting them (Davies & Simpson, 1979, p. 2).
All of these problems have become a larger issue as the amplitude and slew rates in
which gradients are pulsed have increased for faster imaging applications.
Eddy currents produced by the switching of the gradient coils in MRI are typically
decomposed into a linear term (given as a percentage of the applied gradient field) and a
B0-offset term; all higher spatial orders are ignored, as they are usually negligible in
magnitude for most situations. Since the eddy currents induced on a conducting structure
will decay in time due to power dissipation, their problematic, unwanted magnetic fields
will also be time varying. The temporal behavior of induced eddy currents is described by
a combination of exponential decays, each with an associated characteristic time constant
which can range from a few milliseconds to well over a second (Robertson et al., 1992,
Liu, Hughes, & Allen, 1994).
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The effects of eddy currents are dealt with in three main ways: active shielding of the
gradient systems, gradient waveform pre-emphasis, and application-specific calibrations
and corrections during image acquisition or reconstruction.
Actively shielding the gradient systems simply means the addition of a secondary
shielding coil, connected in series with the gradient primary (the electromagnet
responsible for producing the linear field variation), located at a position between the
primary and surrounding conducting material. The active shield works to significantly
reduce the magnetic field at the magnet cryostat while having a minimal effect in the
imaging region. The design of actively shielded gradient coils is discussed in detail in
Chapter 5 of this work. Actively shielding the gradient systems typically reduces the
magnitude of the induced eddy currents by an order of magnitude.
When gradient waveform pre-emphasis is applied, the gradient waveform is intentionally
distorted such that the applied distortion mitigates the magnetic field produced by eddy
currents. In order for waveform pre-emphasis to work, one must have a quantitative
model of the induced eddy currents. If an accurate characterization of the eddy currents is
achieved, waveform pre-emphasis can reduce the effect of eddy currents by one to two
orders of magnitude (Jehenson, Westphal, & Schuff, 1990, Van Vaals & Bergman, 1990,
Boesch, Gruetter, & Martin, 1991, Liu, Hughes, & Allen, 1994).
Application-specific calibrations or corrections can be done either during image
acquisition or image reconstruction. The details of this method to reduce eddy current
effects is beyond the scope of this work; however, most approaches utilize a reference
scan in which an image is acquired with the phase-encoding gradients turned off. This
reference scan is then used to correct the phase in the final image (Calamante et al.,
1999).
When eddy currents are induced in elements or components of devices or systems
separate from, as opposed to within the MRI system, the same basic effects are present
but the consequences are different. Examples of additional devices or systems include
cardiac pacemakers, orthopedic implants, and robotic system components. In these cases,
image artifacts can once again occur due to the induced magnetic fields (Graf et al.,
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2005) and power deposition can result in significant heating of the device components
(Graf et al., 2007). Moreover, significant mechanical vibrations of the device components
are observed due to the substantial Lorentz forces on the induced currents (Graf et al.,
2006). In these instances one would like to completely eliminate the induced eddy
currents rather than simply null their magnetic field effects; therefore waveform preemphasis and application-specific corrections are not an option for overcoming this
difficulty.

1.4

Gradient and shim coil design methods

At this point it is valuable to discuss gradient coil design and optimization methods. Early
gradient designs were simple yet sufficient for their time. These early designs consisted
of sets of discrete “building blocks” such as Golay coils (Golay, 1957) and Maxwell pairs
(Turner, 1993). Their optimization consisted of determining the position of arcs of
current so that their higher order field terms would cancel (Frenkiel, Jasinski, & Morris
1988, Suits & Wilken 1989). As newly developed imaging techniques placed higher
demands on gradient coil performance, it became apparent that the inductive merit values
produced by these discrete winding designs was insufficient.
The movement to distributed windings over a surface (i.e. windings no longer being
restricted to arcs) was the natural extension of gradient design. Design methodologies
using distributed windings can be broadly classified as continuous current density
techniques and the approaches used to solve for the optimal positions of the windings are
numerous; however, three sub-sets can be grouped together based on how they represent
the current density distribution over the surface: 1) analytic target-field methods (Turner,
1986, Turner, 1988, Yoda, 1990, Carlson et al., 1992, Chronik & Rutt, 1998, Bowtell &
Robyr, 1998, While, Forbes, & Crozier, 2009, Hudson et al., 2010), 2) iterative methods
(Crozier & Doddrell, 1993, Peters & Bowtell, 1994, Tomasi, 2001, Aksel et al., 2007,
Zhu et al., 2008), and 3) numerical target-field methods (Wong et al., 1991, Pissanetzky,
1992, Chu & Rutt, 1994, Peeren, 2003, Lemdiasov & Ludwig, 2005, Poole & Bowtell,
2007, Alford et al., 2009, Lopez, Poole, & Crozier, 2009, Poole et al., 2010).
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Analytic target-field methods refer to any coil design methodology in which an analytic
expression for the current density over the surface is found. Once the analytic expression
for the current density is specified, for example, in a cylindrical harmonic expansion for a
cylindrical gradient coil, a target field function or set of target points will be specified.
With the target field, the analytic current density expression can be solved for directly or
a performance functional will be created and minimized in order to determine a set of
optimal weighting coefficients, which will correspond to the desired current density. The
functional usually constrains the coil to have minimum inductance or minimum power
dissipation. These methods are limited to relatively simple geometries such as cylinders
or planes due to the fact that an analytical expression for the current density must exist
over the surface structure.
Iterative methods of coil design are relatively simple to understand. One begins with an
expression for the current density over the surface that can be manipulated by a set of
weighting coefficients. Next, one creates a performance functional based on the current
density, which can include a field uniformity term, power dissipation, inductance, and so
forth. One then proceeds to adjust the weighting coefficients in a step-wise manner,
evaluating the performance functional at each step, and re-adjusting the coefficients
based on the value of the functional. This will proceed until a solution is obtained.
Numerical target-field methods refer to any coil design method in which the current
density is approximated as a set of elements or wires. This sub-set of design
methodologies can further be broken down into matrix inversion methods (Wong et al.,
1991, Chu & Rutt, 1994, Alford et al., 2009) where the current density is represented as a
set of wires, and the boundary element method (Pissanetzky, 1992, Peeren, 2003,
Lemdiasov & Ludwig, 2005, Poole & Bowtell, 2007), where the current density is
represented as a stream function, which in turn is represented as a piece-wise function
over a finite element mesh surface.
The idea behind matrix inversion methods is to allow current to flow at N positions over a
surface or volume; next, the magnetic field is specified at N points. A square N x N
matrix is then formulated relating the field at the target points to the current positions. If
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the target points are well chosen, the matrix is invertible and one is able to solve for the
current amplitude at each position. The set of current amplitudes at N positions is
transformed to a wire pattern that can be driven in series by placing the appropriate
number of wires corresponding to the current amplitude at each position (i.e. if position a
had a current amplitude of 3 and position b had a current amplitude of 2 then 3 wires
would be placed at position a and 2 wires would be placed at position b). Similar
approaches restrict the number of wires and current amplitude and allow the wire position
to vary.

1.4.1

The boundary element method

The theory and mathematical justification of the boundary element (BE) method is
presented in Appendix A and I strongly encourage the interested reader to at least glance
over this Appendix before continuing on with this work. However, a brief outline of the
method will additionally be presented here.
The first step in the BE method is the discretization of a surface geometry into a finite
mesh composed of triangular elements. The triangular elements will further be referred to
solely as elements and the vertices of these elements will be denoted as nodes. One next
defines a stream function, ψ , residing within the surface of elements with corresponding
current density J(r) . One can approximate the stream function by a weighted sum of
basis functions for each node n as:
N

ψ (r) = ∑ I nψ n (r)

(1.14)

n=1

where I n is the weighting coefficient for the basis function of node n. With this
formalism, one is able to represent the current density for the stream function as a sum of
current density basis functions as well, defined as:

J(r) = ∇ × [ψ (r)n(r)]

(1.15)
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N

J(r) ≈ ∑ I n∇ × [ψ n (r)n(r)]

(1.16)

n=1

N

J(r) ≈ ∑ I n J n (r)

(1.17)

n=1

K

K

e nk
k=1 2Ak

J n (r) ≈ ∑ v nk =∑
k=1

(1.18)

where n(r) is the outward pointing normal of the surface, K is the number of triangles
surrounding node n, Ak is the area of triangular element k associated with node n, and
e nk is the vector that opposes node n within triangular element k.

Every coil property that is found using the current density can be described by the basis
functions along with their weights, for example, the magnetic field (section A.5),
dissipative power (section A.6), magnetic energy (section A.7), and torque (section A.8).
In a similar manner to other methods, a performance functional is then created and
minimized in order to solve for the stream function coefficients at each node (section A.9
and A.10).
The wire pattern is obtained by contouring the stream function a discrete number of
times. Figure 1.4 (a) and (b) displays the stream function and corresponding wire pattern
after contouring for a transverse gradient coil designed over a cylindrical surface
respectively.
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Figure 1.4. (a) Stream function for an x-gradient coil design over a cylindrical
surface. (b) Wire pattern of the x-gradient coil obtained by contouring the stream
function in (a) with 10 contours. In (b), red and blue denote positive and negative
current flow with respect to the x-axis.
One strong advantage that the BE method has over previously described approaches is
the freedom of the geometrical surface over which the coil can be designed. The
discretization of the stream function is only dependent on the shape of the finite elements
making up the mesh rather than the shape of the final surface. The only restriction to
geometry this method contains is that the mesh surfaces must be non-intersecting.
The current drive toward wider, shorter, cylindrical magnets and exotic, open, system
geometries, as described in section 1.2.1, has been the greatest influence on gradient and
shim coil design since the onset of PNS. The new MR system geometries have required
innovative electromagnet design and construction techniques to maintain imaging region
size and gradient strength while occupying less space and providing increased patient
access. The freedom in geometrical design surface that the BE method provides has made
the technique extremely powerful in this new age of coil design.
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1.5

Thesis overview

This thesis describes advancements made in the design of gradient and shim coils,
simulation of eddy currents, active magnetic shielding, and methods for magnetic field
shimming.
Chapter 2 describes a design study that identified how gradient coil performance changes
as a function of surface curvature. The central question of this work could be stated as
follows: is there a clear point of diminishing returns, beyond which coil performance
does not substantially improve with increasing curvature? Our conclusion was that such a
point of diminishing returns did indeed exist. The results of this study serve as a guideline
for future planar and pseudo-planar gradient systems for a range of applications.
The design study in Chapter 2 could not have been completed without an electromagnet
design method that allowed for asymmetric surface geometries. The method used in this
work was the boundary element (BE) method (Appendix A). This method allows the
design of gradient and shim coils over an arbitrary surface geometry, which is an
extremely valuable feature. In Chapter 3, this method is improved upon in multiple ways;
first an adaptive algorithm is presented, which allows the control over the magnetic field
uniformity produced by the coil, the minimum separation of adjacent wires in the final
coil design, or both simultaneously. Control over the minimum wire separation of the
final design is particularly important for practical construction purposes. Additionally, the
BE method is expanded upon to allow for all three magnetic field components to be in the
optimization procedure, which is important for specialized shielding applications.
Chapter 4 of this work presents a method to simulate eddy currents induced on thin
conducting surfaces by an electromagnet driven with time-varying current amplitude. The
method is first described in detail and validated against experiment for: 1) predicting the
time-decay of the induced current on a thick conducting cylinder; and 2) predicting the
average temperature rise of a small, thin, conductor due to induction heating. The method
is then optimized for speed and extended to identify the spatial distribution of energy
deposition (and hence temperature rise) over the surface of a thin conductor. This last
point is particularly useful for the identification of “hot-spots” on implanted medical
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devices due to the switching of gradient coils during fast MR imaging applications.
Lastly, the method is once again extended to identify the spatial distribution of force over
the device due to the Lorentz interaction between the induced current distribution and the
main magnetic field of an MR system. The information from the force distribution can be
used to predict eddy current induced vibration of a medical device.
Chapter 5 of this work introduces all of the methods that currently exist for the creation
of actively shielded electromagnets using the BE method. Additionally, this chapter
introduces a completely new shielding method and compares its results for an actively
shielded transverse gradient coil against the others. The actively shielded electromagnets
are judged using a variety of parameters and conclusions are drawn as to when a
particular shielding method is most appropriate to use. This chapter ends with a few
examples of actively shielded gradient coils of novel geometry.
In Chapter 6, the extension of the BE method from Chapter 3 (incorporation of all three
magnetic field components) is utilized for the design of active magnetic shields to
eliminate interactions between the switching gradient coils in the MR system and active
electronic devices. These shields are unique in that they are not shielding the MR system
from the non-MR, active, device but rather they are shielding the device from the
gradients in the MR system. This novel approach may allow the operation of certain
electronic or robotic devices within the MR environment that currently do not work.
Simulations demonstrating the feasibility of the approach are provided as well as an in
depth discussion of implementation.
A completely new approach to active magnetic shimming is presented in Chapter 7 called
the dynamically controlled adaptive current network. In this approach, the current path
(or wire pattern) of a localized shim electromagnet can adapt itself to provide an optimal
magnetic field shim on a subject-by-subject basis and in a temporal manner. The
advantages of this technique are demonstrated using computer simulation and a prototype
coil, capable of producing multiple current pathways, is constructed and tested within a 3
T MR scanner as a proof-of-principle.
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Finally, Chapter 8 summarizes the work with a discussion about the conclusions that can
be drawn from it. Future research directions are then described in detail for each specific
chapter.

1.6

References

Alford J.K., Scholl T.J., Handler W.B., Chronik B.A. (2009). Design and construction of
a prototype high-power B0 insert coil for field-cycled imaging in superconducting
MRI systems. Concept Magn Reson B, 35B, 1-10.
Alsop D.C., Connick T.J. (1996). Optimization of Torque-Balanced Asymmetric Head
Gradient Coils. Magn Reson Med, 35, 875-886.
Aksel B., Marinelli L., Collick B.D., Von Morze C., Bottomley P.A., Hardy C.J. (2007).
Local Planar Gradients With Order-of-Magnitude Strength and Speed Advantage.
Magn Reson Med, 58, 134-143.
Atkinson I.C., Renteria L., Burd H., Pliskin N.H., Thulborn K.R. (2007). Safety of
Human MRI at Static Fields Above the FDA 8T Guideline: Sodium Imaging at
9.4T Does Not Affect Vital Signs of Cognitive Ability. J Magn Reson Imaging,
26, 1222-1227.
Bernstein M.A., King K.F., Zhou X.J. (2004). Handbook of MRI Pulse Sequences.
Burlington, MA: Elsevier Academic Press.
Blamire A.M., Rothman D.L., Nixon T. (1996). Dynamic Shim Updating: A New
Approach Towards Optimized Whole Brain Shimming. Magn Reson Med, 36,
159-165.
Bloch F. (1946). Nuclear Induction. Physical Review, 70, 460 – 473.
Boesch C.H., Gruetter R., Martin E. (1991). Temporal and Spatial Analysis of Fields
Generated by Eddy Currents in Superconducting Magnets: Optimization of
Corrections and Quantitative Characterization of Magnet/Gradient Systems. Magn
Reson Med, 20, 268-284.
Bowtell R., Mansfield P. (1991). Gradient coil design using active magnetic screening.
Magn Reson Med, 17, 15-21.
Bowtell R., Robyr P. (1998). Multilayer Gradient Coil Design. J Magn Reson, 131, 286294.
Budinger T.F., Fischer H., Hentschel D., Reinfelder H.E., Schmitt F. (1991).
Physiological Effects of Fast Oscillating Magnetic Field Gradients. Journal of
Computer Assisted Tomography, 15(6), 909-914.
Calamante F., Porter D.A., Gadian D.G., Connelly A. (1999). Correction for Eddy
Current Induced B0 Shifts in Diffusion-Weighted Echo-Planar Imaging. Magn
Reson Med, 41, 95-102.
Canadian Institute of Health Information (CIHI). Medical Imaging Technology 2012
Data Release (Quick Stats): www.cihi.ca

26

Carlson J.W., Derby K.A., Hawryszko K.C., Weideman M. (1992). Design and
evaluation of shielded gradient coils. Magn Reson Med, 26, 191-206.
Chronik B.A., Rutt B.K. (1998). Constrained Length Minimum Inductance Gradient Coil
Design. Magn Reson Med, 39, 270-278.
Chronik B.A., Alejski A., Rutt B.K. (2000). Design and fabrication of a three-axis edge
ROU head and neck gradient coil. Magn Reson Med, 44, 955-963.
Chronik B.A., Rutt B.K. (2001). A Comparison Between Human Magnetostimulation
Thresholds in Whole-Body and Head/Neck Gradient Coils. Magn Reson Med, 46,
386-394.
Chu K.C., Rutt B.K. (1994). Quadrupole Gradient Coil Design and Optimization: A
Printed Circuit Board Approach. Magn Reson Med, 31, 652-659.
Cosmus T.C., Parizh M. (2011). Advances in Whole-Body MRI Magnets. IEEE Trans
Appl Superconductivity, 21(3), 2104-2109.
Cowan B. (1997). Nuclear Magnetic Resonance and Relaxation. Cambridge, UK:
Cambridge University Press.
Crozier S., Doddrell D.M. (1993). Gradient-Coil Design by Simulated Annealing. J
Magn Reson Ser A, 103, 354-357.
Davies J., Simpson P. (1979). Induction Heating Handbook. London, UK: McGraw-Hill
Book Company Limited.
Den Boer J.A., Bourland J.D., Nyenhuis J.A., Ham C.L.G., Engels J.M.L., Hebrank F.X.,
Frese G., Schaefer D.J. (2002). Comparison of the Threshold for Peripheral Nerve
Stimulation During Gradient Switching in Whole Body MR Systems. J Magn
Reson Imaging, 15, 520-525.
Du Y.P., Parker D.L. (1996). Evaluation of gradient inhomogeneity in the optimal design
of gradient coils. Magn Reson Imaging, 14(2), 201-207.
Feldman R.E., Hardy C.J., Aksel B., Schenck J., Chronik B.A. (2009). Experimental
determination of human peripheral nerve stimulation thresholds in a 3-axis planar
gradient system. Magn Reson Med, 62, 763-770.
Feldman R.E., Scholl T.J., Alford J.K., Handler W.B., Harris C.T., Chronik B.A. (2011).
Results for diffusion-weighted imaging with a fourth-channel gradient insert.
Magn Reson Med, 66, 1798-1808.
Frenkiel T.A., Jasinski A., Morris P.G. (1988). Apparatus for generation of magnetic
field gradient waveforms for NMR imaging. J Phys E Sci Instrum, 21, 374-377.
Fujita H., Zheng T., Yang X., Finnerty M.J., Handa S. (2013). RF surface receive array
coils: The art of an LC circuit. J Magn Reson Imaging, DOI: 10.1002/jmri.24159.
Gilbert K.M., Handler W.B., Scholl T.J., Odegaard J.W., Chronik B.A. (2006). Design of
field-cycled magnetic resonance systems for small animal imaging. Phys Med
Biol, 51, 2825-2841.

27

Gilbert K.M., Gati J.S., Klassen L.M., Menon R.S. (2010). A cradle-shaped gradient coil
to expand the clear-bore width of an animal MRI scanner. Phys Med Biol, 55,
497-514.
Golay M.J.E. (1957). Magnetic Field Control Apparatus. US Patent 3,515,979.
Graf H., Steidle G., Martirosian P., Lauer U.A., Schick F. (2005). Metal artifacts caused
by gradient switching. Magn Reson Med, 54, 231-234.
Graf H., Lauer U.A., Schick F. (2006). Eddy-current induction in extended metallic parts
as a source of considerable torsional moment. J Magn Reson Imag, 23, 585-590.
Graf H., Steidle G., Schick F. (2007). Heating of metallic implants and instruments
induced by gradient switching in a 1.5-Tesla whole-body unit. J Magn Reson
Imag, 26, 1328-1333.
Green D., Leggett J., Bowtell R. (2005). Hemispherical Gradient Coils for Magnetic
Resonance Imaging. Magn Reson Med, 54, 656-668.
Haacke E.M., Brown R.W., Thompson M.R., Venkatesan R. (1999). Magnetic
Resonance Imaging: Principles and Sequence Design. New York, NY: John
Wiley & Sons Inc.
Ham C.L.G., Engels J.M.L., Van de Wiel G.T., Machielsen A. (1997). Peripheral Nerve
Stimulation during MRI: Effects of High Gradient Amplitudes and Switching
Rates. J Magn Reson Imaging, 7, 933-937.
Harris C.T., Handler W.B., Chronik B.A. (2012). Design Study to Investigate the Effect
of Curvature on Gradient Coil Performance for Localized Regions of Interest.
Concept Magn Reson B, 41B, 62-71.
Hidalgo-Tobon S.S. (2010). Theory of Gradient Coil Design Methods for Magnetic
Resonance Imaging. Concept Magn Reson A, 36A, 223-242.
Hillenbrand D.F., Lo K.M., Punchard W.F.B., Reese T.G., Starewicz P.M. (2005). HighOrder MR Shimming: a Simulation Study of the Effectiveness of Competing
Methods, Using an Established Susceptibility Model of the Human Head. Appl
Magn Reson, 29, 39-64.
Hudson P., Hudson S., Handler W.B., Chronik B.A. (2010). Finite-length shim coil
design using a fourier series minimum inductance and minimum power algorithm.
Concept Magn Reson B, 37B, 245-253.
Hughes D.G., Robertson S., Allen P.S. (1992). Intensity artifacts in MRI caused by
gradient switching in an animal-size NMR magnet. Magn Reson Med, 25, 167179.
Hushek S.G., Martin A.J., Steckner M., Bosak E., Debbins J., Kucharzyk W. (2008). MR
Systems for MRI-Guided Interventions. J Magn Reson Imaging, 27, 253-266.
Jackson J.D. (1999). Classical Electrodynamics (3rd ed.). New York, NY: John Wiley &
Sons Inc.

28

Jehenson P., Westphal M., Schuff N. (1990). Analytical Method for the Compensation of
Eddy-Current Effects Induced by Pulsed Magnetic Field Gradients in NMR
Systems. J Magn Reson, 90, 264-278.
Kimmlingen R., Eberlein E., Dietz P., Kreher S., Schuster J., Riegler J., Matschl V.,
Schnetter V., Schmidt A., Lenz H., Mustafa E., Fischer D., Potthast A., Kreischer
L., Eberler M., Hebrank F., Thein H., Heberlein K., Hoecht P., Witzel T., Tisdall
D., Xu J., Yacoub E., Adriany G., Auerbach E., Moeller S., Feinberg D., Lehne
D., Wald L.L., Rosen B., Ugurbil K., Van Essen D., Wedeen V., Schmitt F.
(2012). Concept and realization of high strength gradients for the Human
Connectome Project. Proc 20th ISMRM, 0696.
Le Bihan D., Poupon C., Amadon A., Lethimonnier F. (2006). Artifacts and Pitfalls in
Diffusion MRI. J Magn Reson Imaging, 24, 478-488.
Lemdiasov R.A., Ludwig R. (2005). A Stream Function Method for Gradient Coil
Design. Concept Magn Reson B, 26B, 67-80.
Liu Q., Hughes D.G., Allen P.S. (1994). Quantitative Characterization of the Eddy
Current Fields in a 40-cm Bore Superconducting Magnet. Magn Reson Med, 31,
73-76.
Lopez H.S., Poole M., Crozier S. (2009). An improved equivalent magnetization current
method applied to the design of local breast gradient coils. J Magn Reson, 199,
48-55.
Lurie D.J., Davies G.R., Foster M.A., Hutchison J.M.S. (2005). Field-cycled PEDRI
imaging of free radicals with detection at 450 mT. Magn Reson Imaging, 23, 175181.
Nishimura D.G. (1996). Priciples of Magnetic Resonance Imaging. Stanford, CA:
Stanford University Press.
Macovski A., Conolly S. (1993). Novel Approaches to Low-Cost MRI. Magn Reson
Med, 30, 221-230.
Mansfield P., Chapman B.J. (1986). Active magnetic screening coils in NMR imaging.
Magn Reson, 66, 573-576.
McRobbie D.W., Moore E.A., Graves M.J., Prince M.R. (2007). MRI From Picture to
Proton (2nd ed.). Cambridge, UK: Cambridge University Press.
Metzger G.J., Snyder C., Akgun C., Vaughan T., Ugurbil K., Van de Moortele P.F.
(2008). Local B1+ Shimming for Prostate Imaging with Transceiver Arrays at 7T
Based on Subject-Dependent Transmit Phase Measurements. Magn Reson Med,
59, 396-409.
Moon S.M., Goodrich K.C., Hadley J.R., Kim S.E., Zeng G.L., Morrell G.R., McAlpine
M.A., Chronik B.A., Parker D.L. (2011). Superelliptical insert gradient coil with a
field-modifying layer for breast imaging. Magn Reson Med, 65, 863-872.
Parker D.L., Goodrich K.C., Hadley J.R., Kim S.E., Moon S.M., Chronik B.A., Fontius
U., Schmitt F. (2009). Magnetic resonance imaging with composite (dual)
gradients. Concept Magn Reson B, 35B, 89-97.

29

Peeren G.N. (2003). Stream function approach for determining optimal surface currents.
J Comput Phys, 191, 305-321.
Peters A.M., Bowtell R.W. (1994). Biplanar gradient coil design by simulated annealing.
Magn Reson Mater Phy, 2, 387-389.
Pissanetzky S. (1992). Minimum energy MRI gradient coils of general geometry. Meas
Sci Technol, 3, 667-673.
Poole M., Bowtell R. (2007). Novel gradient coils designed using the boundary element
method. Concept Magn Reson B, 33B, 220-227.
Poole M., Bowtell R. (2008). Volume parcellation for improved dynamic shimming.
Magn Reson Mater Phy, 21, 31-40.
Poole M. Weiss P., Lopez H.S., Ng M., Crozier S. (2010). Minimax current density coil
design. J Phys D Appl Phys, 43, 095001.
Purcell E.M., Torrey H.C., Pound R.V. (1946). Resonance absorption by nuclear
magnetic moments in a solid. Physics Review; 69: 37 – 38.
Rabi I.I., Zacharias J.R., Millman S., Kusch P. (1938). A New Method of Measuring
Nuclear Magnetic Moment. Physical Review; 53: 318.
Robertson S., Hughes D.G., Liu Q., Allen P.S. (1992). Analysis of the Temporal and
Spatial Dependence of the Eddy Current Fields in a 40-cm Bore Magnet. Magn
Reson Med, 25, 158-166.
Romeo F., Hoult D.I. (1984). Magnet field profiling: analysis and correcting coil design.
Magn Reson Med, 1, 44-65.
Schenck J.F. (1993). Radiofrequency coils: types and characteristics. In M.I. Bronskill
and P. Sprawls (Eds.), The Physics of MRI, Medical Physics Monograph No. 21,
pp. 98-134. Woodbury, NY, American Institute of Physics.
Sengupta S., Welch E.B., Zhao Y., Foxall D., Starewicz P., Anderson A.W., Gore J.C.,
Avison M.J. (2011). Dynamic B0 shimming at 7 T. Magn Reson Imaging, 29, 483496.
Suits B.H., Wilken D.E. (1989). Improving magnetic field gradient coils for NMR
imaging. J Phys E Sci Instrum, 22, 565-573.
Tomasi D. (2001). Stream Function Optimization for Gradient Coil Design. Magn Reson
Med, 45, 505-512.
Truong T.K., Clymer B.D., Chakeres D.W., Schmalbrock P. (2002). Three-dimensional
numerical simulations of susceptibility-induced magnetic field inhomogeneities in
the human head. Magn Reson Imaging, 20, 759-770.
Turner R. (1986). A target field approach to optimal coil design. J Phys D Appl Phys, 19,
L147-L151.
Turner R. (1988). Minimum inductance coils. J Phys E Sci Instrum, 21, 948-952.
Turner R. (1993). Gradient coil design: a review of methods. Magn Reson Imaging, 11,
903-920.

30

Ungersma S.E., Matter N.I., Hardy J.W., Venook R.D., Macovski A., Conolly S.M.,
Scott G.C. (2006). Magnetic Resonance Imaging with T1 Dispersion Contrast.
Magn Reson Med, 55, 1362-1371.
Van de Moortele P.F., Akgun C., Adriany G., Moeller S., Ritter J., Collins C.M., Smith
M.B., Vaughan J.T., Ugurbil K. (2005). B1 Destructive Interferences and Spatial
Phase Patterns at 7 T with a Head Transceiver Array Coil. Magn Reson Med, 54,
1503-1518.
Van Gelderen P., De Zwart J.A., Starewicz P., Hinks R.S., Duyn J.H. (2007). Real-Time
Shimming to Compensate for Respiration Induced B0 Fluctuations. Magn Reson
Med, 57, 362-368.
Van Vaals J.J., Bergman A.H. (1990). Optimization of Eddy-Current Compensation. J
Magn Reson, 90, 52-70.
Vaughan T., DelaBarre L., Snyder C., Tian J., Akgun C., Shrivastava D., Liu W., Olson
C., Adriany G., Strupp J., Andersen P., Gopinath A., Van de Moortele P.F.,
Garwood M., Ugurbil K. (2006). 9.4T Human MRI: Preliminary Results. Magn
Reson Med, 56, 1274-1282.
While P.T., Forbes L.K., Crozier S. (2009). 3D Gradient coil design – toroidal surfaces. J
Magn Reson, 198, 31-40.
Wong E.C., Jesmanowicz A., Hyde J.S. (1991). Coil optimization for MRI by conjugate
gradient descent. Magn Reson Med, 21, 39-48.
Wong E.C. (2012). Local head gradient coils: Window(s) of opportunity. NeuroImage,
62, 660-664.
Yoda K. (1990). Analytical design method of self-shielded planar coils. J Appl Phys, 67,
4349-4353.
Zhang B., Yen Y.F., Chronik B.A., McKinnon G.C., Schaefer D.J., Rutt B.K. (2003).
Peripheral Nerve Stimulation Properties of Head and Body Gradient Coils of
Various Sizes. Magn Reson Med, 50, 50-58.
Zhu M., Xia L., Liu F., Crozier S. (2008). Deformation-Space Method for the Design of
Biplanar Transverse Gradient Coils in Open MRI Systems. IEEE Trans Magn, 44,
2035-2041.

31

Chapter 2
2

Implementation of the boundary element (BE) method
in basic form1

The boundary element method for coil design in basic form, described in Appendix A,
has been immensely valuable since its implementation for the design and evaluation of
novel gradient coils. In this Chapter, an example design study is presented demonstrating
the BE method’s value for the performance evaluation of electromagnets over nontraditional surface geometries.

2.1
Design study to investigate the effect of curvature
on gradient coil performance for localized regions of
interest
2.1.1

Introduction

As was stated in section 1.2.2, the size constraint imposed by the scanner bore, along
with the necessity of maintaining access for the subject has required that the design of
insert gradient coils stray from traditional cylindrical geometry (Aksel et al., 2007,
Williams et al., 1999, Poole & Bowtell, 2007a, Poole & Bowtell, 2007b, Gilbert et al.,
2010, Moon et al., 2011). Because of their open geometry and PNS advantages (Feldman
et al., 2009), planar gradient insert coils have been used as additional insert coils
exclusively for high-performance diffusion-weighted imaging (Feldman et al., 2011).
Challenges in planar gradient coil design include relatively poor gradient homogeneity,
torque issues, asymmetric eddy-current profiles, and a drastic decrease in efficiency as
the region of interest (ROI) moves away from the coil surface. The decrease in coil size
leads to additional engineering difficulty of increased power dissipation and consequent
coil heating (Chu & Rutt, 1995). As a means of offering more design freedom for
optimization, exploration of partially curved-planar geometries has begun (Gilbert et al.,

1

Section 2.1 of this chapter has been adapted from the journal article: Harris, C.T., Handler, W.B., &
Chronik, B.A. (2012). Design study to investigate the effect of curvature on gradient coil performance for
localized regions of interest. Concept Magn Reson B, 41B(2):62-71.
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2010, Moon et al., 2011). To date, there has been no systematic investigation into the
trade-offs between coil curvature and performance for curved planar systems.
Historically, the major challenge in designing partially curved planar coils has been that
analytical methods cannot easily handle the problem. With the BE method (Appendix A),
coils of arbitrary surface geometry can be designed and simulated in a straightforward
manner.
In this study, the general performance trend for X, Y, and Z gradient axes, as a function of
curvature, with designs varying from purely planar through to fully closed cylinders is
investigated using the BE method implementation described in Appendix A. The absolute
size and location of the imaging region was fixed to approximately represent a small
anatomical ROI such as the prostate. The horizontal extent of each coil was constrained
such that the designs were representative of what could be considered to fit within a 60
cm bore scanner; however, it must be emphasized that the results do not actually
comprise realistic three-axis gradient designs that would be suitable or practical for use
with human patients in a 60 cm bore scanner. It was expected that coil performance
would monotonically improve with increasing curvature, as this simply allows more
geometric freedom for the current density. The central question of this work could be
stated as follows: is there a clear point of diminishing returns, beyond which coil
performance does not substantially improve with increasing curvature? Our hypothesis
was that such a point of diminishing returns would indeed exist. The performance trends
for simple curved gradients obtained in this study would serve as a starting point for a
subsequent design study, which would determine a practical three-axis coil design of a
more detailed, scanner-specific geometry.

2.1.2

Methods

The theory and mathematical justification of the BE method is presented in Appendix A.
In this work all coils were designed using the minimum power functional (A.60). Eleven
distinct geometries were modeled ranging in curvature from a completely flat planar
design to full cylinder. The maximum extent of the current density in the z-direction (i.e.
length of the finite element mesh surfaces) was constrained to 60 cm and, to allow access
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into a typical 60 cm bore MR scanner, the maximum width in the x-direction was
constrained to 52 cm. This allowed the gradient coil to sit 15 cm below isocenter of the
main magnet (Figure 2.1). The restricted length and width enabled the coil geometries to
be characterized by a single variable: the angle of curvature.
The angle of curvature (or central angle) of a curve is defined as the angle subtending the
lines emanating from the radius of curvature to each end of a curve. Figure 2.1 shows an
example of an angle of curvature of θc = 120.8° for a curve of total width w and radius of
curvature Rc = 0.575w. Mathematically, it is represented as:

θ c = 2sin −1 ( x Rc )

(2.1)

where x is the “half-width” of the end points of the curve (w = 2x in Figure 2.1). Equation
(2.1) gives an expression containing three variables: θc, Rc, and x. For surface geometries
ranging from flat (θc = 0°) to half-cylinder (θc = 180°), the curve “half-width” x is set
equal to its maximum value 0.26 m and the radius of curvature is allowed to vary,
reaching a minimum value of Rc = 0.26 m at θc = 180°. For geometries larger than a halfcylinder, the radius of curvature is set constant at Rc = 0.26 m and the x variable is
allowed to vary reaching a minimum of 0 m at (θc = 360°). Each coil geometry mesh
contained roughly 2,300 – 7,000 node points depending on the degree of curvature (larger
number of nodes for larger curvature).
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Figure 2.1. Schematic of placement of curved-planar gradient coil within 60 cm
scanner bore. The geometry shown has radius of curvature, Rc, equal to
approximately 0.575 times the total width of the coil, w = 2x. Note: w is constrained
to 0.52 m. This value of Rc corresponds to an angle of curvature equal to θ c = 120°
via equation (2.1).
All of the simulated coils were designed to create a linear gradient field, for their
respective axis, over an identical rectilinear grid of 360 target points within a spherical
region 12 cm in diameter centered 10 cm above each geometry surface. The position of
the imaging region was chosen to be near the isocenter of the magnet but sufficiently
close to the coil surface so that planar designs would not be impractical. The size of the
imaging region was selected to be sufficiently large for localized anatomical applications
but small enough that adequate planar designs would be possible. Note that this choice of
ROI will result in vertically asymmetric coil designs as the curvature approaches the fullcylinder case, due to the ROI falling below the geometric center of geometries with large
curvature. A minimum spherical region of uniformity (ROU) of 10 cm in diameter with
less than 30 % gradient inhomogeneity (ROU30% ≥ 10 cm) was a requirement to be
considered an acceptable design.

35

The power-weighting coefficient (β in equation (A.60)) was iteratively selected within
the range 10-8  10-12 for each of the 11 geometries so as to maximize the resistive merit
MR, defined as the gradient coil efficiency η divided by the square root of the coil
resistance R:
MR = η

R,

(2.2)

subject to the ROU constraint described above. For each coil design, the resistance R was
calculated assuming copper wire with a rectangular cross section of fixed depth 5 mm
and width calculated as the minimum separation between wires. The resistive merit is a
measure of coil performance with respect to power. High figures of merit correspond to
coils that can produce strong gradient fields with minimum power. For constant coil
width (in the x-direction), the resistive merit is independent of wire spacing and, hence, a
valuable measure to compare coil performance over varying curvature (Gilbert et al.,
2010).
The final wire pattern density for each coil was scaled to an inductance of 800 µH and the
efficiency, resistance, torque about the magnet isocenter, and ROU size at 30 % gradient
uniformity were calculated. The ratio of coil efficiency to B0 field-offset was also
calculated for each of the y-axis coils. For the half-cylindrical coil geometries, additional
performance values (maximum gradient strength, maximum slew rate, and peak power
dissipation) were calculated assuming they are driven with a basic amplifier using 300 A
of current driving 1,200 V.

2.1.3

Results

Example wire patterns for the x-, y-, and z-gradient coils are shown in Figure 2.2 for
ranging angle of curvature: (a-c) planar (0°), (d-f) 108° curvature, (g-i) half-cylindrical
(180°), (j-l) 288° curvature, and (m-o) full-cylindrical (360°).
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Figure 2.2. X-(a, d, g, j, m), Y-(b, e, h, k, n), and Z-(c, f, I, l, o) gradient coil patterns
for five different angles of curvature: (a-c) planar (0°), (d-f) 108° curvature, (g-i)
half-cylindrical (180°), (j-l) 288° curvature, and (m-o) full-cylindrical (360°).
The efficiency of each coil is plotted for all three axes in Figure 2.3. When the coil
geometries increased in curvature it was found that their performance increased
monotonically until reaching an angle of curvature of 180°, the “half-cylindrical”
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geometry producing efficiencies of approximately 0.76 mTm-1A-1, 0.71 mTm-1A-1, and
0.76 mTm-1A-1 for the x-, y-, and z-gradients respectively. Once beyond this degree of
curvature, gradient efficiency begins to level off with no significant increase when
approaching the full cylindrical geometry as shown in Figure 2.3. The same trend exists
for resistive merit.

Figure 2.3. Gradient efficiency scaled for 800 µH inductance versus angle of
curvature for the x-axis (triangle), y-axis (circle), and z-axis (square).
Tables 2-1 – 2-3 summarize the performance values of the coil designs for each degree of
curvature over all three axes when scaled to an inductance of 800 µH. The magnitude of
torque about the isocenter of the system has no obvious trend with increasing curvature.
However, in general the torque was smallest for the x-gradient coils and largest for the ygradients. Also, the full-cylinder geometry coils produced the smallest torque for all three
axes.
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All of the coils simulated were able to produce a ROU at least 10 cm in diameter, at a
maximum of 30 % gradient inhomogeneity. For the half-cylindrical curved-planar
geometry, contour plots are shown in Figure 2.4 for 10 %, 30 %, and 50 % gradient
uniformity over the xy-, zx-, and yz-planes for the (a-c) x-, (d-f) y-, and (g-i) z-gradient
coils. For the y-gradient coils, it was found that the ratio between the coil efficiency and
B0 offset produced by the coil was also at a maximum for the half-cylindrical geometry.
Table 2-1. Performance properties of the x-gradient coil as a function of the angle of
curvature.a
Angle of
Curvature
[Degrees]

Efficiency
[mTm-1A-1]

Resistance
[mΩ]

Torque
Magnitude
[NmA-1T-1]

Minimum ROU
(30% uniformity)
[cm]

0
36
72
108
144
180
216
252
288
324
360

0.274
0.344
0.458
0.577
0.722
0.762
0.797
0.792
0.790
0.789
0.789

174
178
169
147
136
134
137
140
142
143
145

5.0 ×10 −4
2.4 ×10 −3
3.4 ×10 −2
1.7 ×10 −2
1.7 ×10 −3
5.0 ×10 −4
2.3 ×10 −3
2.9 ×10 −3
6.8 ×10 −3
2.5 ×10 −3
6.6 ×10 −5

10.3
10.3
10.1
10.3
10.0
10.4
10.1
10.2
10.3
10.3
10.3

a

Wire density is scaled for 800 µH inductance.

⎞
MR ⎛ η
⎝
R⎠
[mTm-1A-1/Ω0.5]
0.66
0.82
1.1
1.5
2.0
2.1
2.2
2.1
2.1
2.1
2.1
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Table 2-2. Performance properties of the y-gradient coil as a function of the angle of
curvature. a
Angle of
Curvature
[Degrees]

Efficiency
[mTm-1A-1]

Resistance
[mΩ]

Torque
Magnitude
[NmA-1T-1]

Minimum ROU
(30% uniformity)
[cm]

0
36
72
108
144
180
216
252
288
324
360

0.120
0.308
0.457
0.576
0.664
0.712
0.659
0.661
0.650
0.667
0.660

318
282
258
225
207
194
197
191
203
211
193

1.2 ×10 −2
2.2 ×10 −2
4.3 ×10 −2
9.0 ×10 −3
2.6 ×10 −2
1.9 ×10 −3
1.3 ×10 −2
1.6 ×10 −2
2.3 ×10 −3
5.7 ×10 −4
1.5 ×10 −4

10.2
10.1
10.1
10.1
10.1
10.3
10.4
10.2
10.3
10.2
10.1

a

⎞
MR ⎛ η
⎝
R⎠
[mTm-1A-1/Ω0.5]
0.21
0.58
0.90
1.2
1.5
1.6
1.5
1.5
1.4
1.5
1.5

Wire density is scaled for 800 µH inductance.

Table 2-3. Performance properties of the z-gradient coil as a function of the angle of
curvature.a
Angle of
Curvature
[Degrees]

Efficiency
[mTm-1A-1]

Resistance
[mΩ]

Torque
Magnitude
[NmA-1T-1]

Minimum ROU
(30% uniformity)
[cm]

0
36
72
108
144
180
216
252
288
324
360

0.406
0.441
0.540
0.622
0.712
0.759
0.746
0.763
0.768
0.773
0.792

212
202
188
182
173
174
181
182
173
163
125

7.2 ×10 −2
8.8 ×10 −3
1.0 ×10 −1
9.9 ×10 −2
1.4 ×10 −1
5.3 ×10 −2
1.3 ×10 −1
4.0 ×10 −2
2.6 ×10 −2
3.9 ×10 −3
3.5 ×10 −4

10.3
10.4
10.2
10.5
10.4
10.1
10.5
10.3
10.3
10.4
10.5

a

Wire density is scaled for 800 µH inductance.

⎞
MR ⎛ η
⎝
R⎠
[mTm-1A-1/Ω0.5]
0.88
0.98
1.2
1.5
1.7
1.8
1.8
1.8
1.8
1.9
2.2
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Figure 2.4. Gradient uniformity plots over the xy- (a, d, g), zx- (b, e, h) and yzplanes (c, f, i) for the x- (a-c), y- (d-f), and z- (g-i) gradient coils for 180° curvature.
Contours are shown for 10%, 30%, and 50% gradient uniformity. The region of
interest, constrained to have at least 30% uniformity, is shown in all three planes
and the coil surface is shown as a thick line in the xy-plane.
Table 2-4 focuses on the three coils (x-, y-, and z-axes) designed with the “halfcylindrical” geometry displaying both the performance and intrinsic properties of each
coil. For the cases of the y- and z-gradient, the imaging region size was limited by the
extent in the y-direction, both being significantly more uniform in the xz-plane.
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Alternatively, the x-gradient coil produced similar imaging region extents in both the x(left to right) and y- (vertical) directions but was instead limited diagonally in the xyplane. The imaging region extent was larger (18 - 22 cm) in the z-direction for all coils.
The achievable gradient strengths (approximately 5 times larger than conventional
gradient coils) as well as the slew rates for these curved insert coils are very high and will
be discussed further in the next section.
Table 2-4. Intrinsic and performance properties of the x-, y-, and z-gradient coils for
180° of curvature.a
Coil Property
Angle of Curvature [Degrees]
Height [m]
Efficiency, η [mT m-1 A-1]
Inductance, L [µH]
Resistance, R [mΩ]
Torque Magnitude [mN m A-1 T-1]
Resistive Merit, MR [mT m-1 A-1 Ω-0.5]
ROUmin (30%) [cm]
Maximum Gradient Strengthb [mT m-1]
Maximum Slew Rateb [T m-1 s-1]
Power Dissipationb (50% duty cycle) [kW]

X
180
0.26
0.76
800
134
0.50
2.1
10.4
229
1143
3.0

Gradient Axis
Y
180
0.26
0.71
800
194
1.9
1.6
10.3
214
1068
4.4

Z
180
0.26
0.76
800
174
53
1.8
10.1
228
1138
3.9

a

Wire density is scaled for 800 µH inductance.
Values calculated assuming coils are driven by a basic amplifier using 300 A of current
driving 1200 V.
b

2.1.4

Discussion

This study demonstrates that for a fixed imaging region and simple curved coil designs,
there is indeed a clear trade-off between the degree of curvature and coil performance.
The coils with half-cylindrical geometry (i.e. 180-degree curvature) were seen to provide
efficiencies approximately five times larger than conventional coils. For all three gradient
axes, it was found that the curved coil performance leveled off for increasing curvature,
providing little to no improvement for geometries extending beyond a half-cylinder.
The intent of this study was not to actually arrive at a realistic 3-axis coil design ready for
implementation within a particular scanner geometry. Instead, the purpose was to
generally investigate the effect on performance when moving from purely planar coil
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designs to designs with curvature. The results are intended to serve as a motivation and
guide for future coil designs that are focused on localized areas of interest. For example,
there is a clear improvement in performance when any curvature is added to a planar
design; however, it appears that there is no need to extend the curvature beyond 180°.
This means that when considering a design study for a more realistic gradient coil system
based on these results, one would initially focus on designs that partially extend up and to
the sides of the scanner bore. This study also suggests a natural stacking order for the
axes in a realistic 3-axis design. Since the y-axis consistently had the lowest figure of
merit, this layer would likely be positioned closest to the region of interest. Positioning
the y-axis closest to the patient (furthest from the magnet bore) would also help to
decrease the potentially large B0 offset this particular axis may produce.
It is clear that if one were to pursue a realistic, 3-axis semi-planar design for a localized
region of interest, the design would need to address many additional matters of practical
importance. These would include patient accessibility, layering and radial budget,
structural integrity, and thermal management of the structure. In particular, it is entirely
expected that a realistic coil system would not in fact be smoothly curved such as those
shown in the present study, but would likely be formed more closely to the bore
structures typical of a modern MR scanner, such as the bed tray and actual bore liner. In
addition, there would need to be room for coil casing, possible acoustic shielding, and RF
hardware. The openness of the geometry (i.e. the fact that the coil is primarily on only
one side of the patient) may allow RF transmission via a standard whole-body RF coil. If
not, localized transmit coils would need to be introduced. The specific coil scales
investigated in this study were chosen based on typical sizes representative of a 60 cm
bore MR system; however, 70 cm bore scanners are increasingly prevalent. The
performance trends observed in this work would be expected to be equally applicable to
the wider bore systems.
The achievable slew rates for the coils are approximately 10 times higher than typical
whole-body coils. Previous work done by Feldman et al. (2009) has shown that planar
coils are able to operate at significantly higher slew rates than conventional cylindrical
systems without causing peripheral nerve stimulation (PNS), demonstrating that the
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relationship between PNS and slew rate is complicated and geometry dependent. This
observation was the motivation for the present study. This result was obtained with
subjects placed directly on top of the planar gradient coils during experimentation (i.e. no
RF coils or significant padding was between the subject and the physical gradient coil).
Further studies to investigate the PNS properties of curved planar inserts will be needed
to determine the extent to which they share the advantageous PNS properties of the
completely planar case.
The torque values shown in Tables 2-1 – 2-4 were calculated assuming a uniform main
magnetic field. If the main field varies significantly around the placement of the insert
coils, the torque values presented would need to be recalculated for that field variation.
However, if the non-uniformity in the main magnetic field were symmetric with respect
to the isocenter, as we expect it to be, and the gradient coils were centered, the calculated
torque values would remain negligible.
This study focused on unshielded coil designs. A detailed discussion of eddy-currents
induced by gradient coils of curved-planar geometry is presented by Gilbert et al. (2010).
Eddy-currents produced by both the x- and z-axes of these coils were accommodated with
waveform pre-emphasis. However, a large B0 eddy-current was observed for the ygradient coil. This is due to the asymmetric geometry of the coil with respect to the yaxis. To compensate for the potentially large B0 eddy-current, either active shielding or
compensation from an additional B0 offset coil was proposed. For the designs in this
study, when the ratio of coil efficiency to B0 offset was calculated for the y-gradient at
each curvature, it was found that a maximum occurred again at the half-cylindrical
geometry. Therefore, it is hypothesized that the half-cylindrical geometry would produce
the least amount of B0 eddy-current for a given gradient strength. Regardless, the results
presented in (Gilbert et al., 2010) suggest the need for active shielding for at least the ygradient axis. The design of self-shielded curved-planar coils can be easily accomplished
using the BE method by expanding the surface geometry and repeating the study with a
shielding constraint. Alternatively, one can retroactively design a shield using a
minimum energy approach (Haw et al., 2011) (Chapter 4).
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Since the investigated gradient set would be used in tandem with cylindrical whole-body
gradient coils as supplementary 4th, 5th, and 6th channels, coupling between the insert
gradients and system gradients may occur. Pre-emphasis schemes incorporating all six
channels would likely need to be implemented.
The BE method allows for the relatively simple design and study of gradient coils that
would be extremely difficult if not impossible to model using analytic methods. In this
study, coils were designed to have minimum power dissipation; however, modifying the
minimization functional, as is discussed in Appendix A and will be expanded upon in
Chapters 3 and 4, to include stored energy (inductance), eddy-current field effects, power
deposited in a bore structure, etc., is possible. Most importantly, the BE method is fully
capable of producing a specific 3-axis, shielded design contoured to the scanner bed or
tray geometry for any specific MR platform. Based on the general guidelines we obtained
in this study, it seems clear that partially curved or contoured designs should be pursued
to obtain performance improvements over previously reported planar systems.
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Chapter 3
3

Improvements to the boundary element method of coil
design2

In Appendix A the mathematical framework for the boundary element method for
electromagnet design was introduced. In this appendix the implementation of the most
basic form of the BE method, that is, a single, scalar, weighting coefficient between the
field uniformity and regularization terms (α or β for a minimum inductance or power
design respectively) was described.
In Chapter 2, the BE method in basic form, as described in Appendix A, was
implemented to highlight the advantages of the ability to design electromagnets over nontraditional surface geometries. This example study did not consider any influence of
engineering and manufacturing constraints on the theoretical coil design. An example of
such a constraint is the conductor wire spacing (that is, the physical width of the
conductor). Furthermore, in Chapter 2 the uniformity term only concerned itself with the
z-component of the magnetic field and did not include any relative weighting between
target points.
In this Chapter, physical wire spacing limitations, relative weighting between target field
points, and extension of the BE algorithm to include all three magnetic field components
are addressed. The result is a significantly improved, computationally efficient, platform
for the design of highly optimized electromagnets.

2

Section 3.1 of this chapter has been adapted from the journal article: Harris, C.T., Handler, W.B., &
Chronik, B.A. (2012). Electromagnet design allowing explicit and simultaneous control of minimum wire
spacing and field uniformity. Concept Magn Reson B, 41B(4):120-129.
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3.1
Electromagnet design allowing explicit and
simultaneous control of minimum wire spacing and field
uniformity
The BE method has been extremely successful in allowing developers to create highperformance gradient coils over novel geometries that had previously been considered
extremely hard, if not impossible, to produce. However, in many situations, the designs
obtained using this method contain localized regions of high current density that limit the
feasibility of the entire design. This problem poses limitations in construction as well as
potential significant localized heating (Chu & Rutt, 1995). Poole et al. have presented
two distinct techniques to address this by ‘smoothing-out’ regions of high current density,
essentially constraining the coil wire spacing to a pre-defined lower limit (Poole, Lopez,
& Crozier, 2008, Poole et al., 2010).
Typically, gradient coil design using the BE method proceeds as an iterative process. The
developer will specify a coil geometry, a set of target-field points, and introduce
additional quantities of importance, such as minimizing power or inductance, to
regularize the problem. A design would then be obtained based on a relative weighting
between those quantities. Once a design is formulated given a set of relative weightings,
the performance of the design and feasibility of construction would be assessed. If the
design is inadequate (either poor in performance or impractical to build), the next step is
to modify the relative weighting between the design controls in some generally ad hoc
manner, and the coil design is recalculated. This whole process is repeated until an
acceptable design is achieved. Identifying the relative weighting between design controls
needed to produce an acceptable coil for a given application can be a time-consuming
process, even for an experienced practitioner.
In this section, an adaptive algorithm is presented that works to simultaneously control
local power deposition and magnetic field uniformity. The only inputs to the algorithm
are the minimum allowable wire spacing, the maximum allowable field error, and the
geometry over which to produce the coil. To highlight the function of the algorithm, two
examples are investigated: a transverse gradient coil insert, designed for imaging the head
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and neck; and a highly uniform, low-power, B0 field coil. Both examples require highly
optimized relative weighting between coil power and region of uniformity (ROU) size.

3.1.1

Methods

Once again, the BE method will be implemented in this section, and as such, most of the
mathematics is described in Appendix A and will not be repeated here. The design
algorithm described below involves the localized weighting of the power deposition in a
given surface geometry; therefore, the algorithm is intended for use when a minimum
power optimization functional is employed, that is, equation (A.60), repeated here for
clarity:
U=

3.1.1.1

2
1 K
β
Wk (rk ) ⎡⎣ Bz (rk ) − Bztar (rk )⎤⎦ + P − λ x M x − λ y M y − λ z M z .
∑
2 k=1
2

(3.1)

Controlling wire spacing

The first step in the algorithm is the allowance of local variation of the power-weighting
coefficient for each element in the finite mesh surface. This can be implemented by
specifying a local β value for each individual element in the mesh, i.e. β → β j where

j = 1 → N elements . Once local variation has been established, it is a simple matter of
properly scaling the weighting coefficients throughout the mesh surface so as to constrain
the current density magnitude (or gradient of the stream function, ∇ψ ) to a maximum
value.
In the BE method, a stream function is calculated as opposed to a current distribution.
The stream function is then contoured using a discrete number of contours to produce a
coil wire pattern. The difference in the magnitude of the stream function between two
contour levels is sensibly called the coil contour spacing and can be found for a given
stream function, ψ , and number of contours, N cont , by the expression:

contour spacing =

ψ max − ψ min
.
N cont

(3.2)
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If the minimum separation between wires is constrained to a particular value there is an
inherent maximum allowable stream function gradient given by:

∇ψ

max

=

contour spacing
.
minimum wire separation

(3.3)

Once the maximal value of ∇ψ is calculated, one must next find the local gradient of
the stream function at each element in the mesh surface, ∇ψ j .
Using a triangular element mesh, the gradient of the piecewise linear scalar stream
function at the jth triangular element, Δ j , is given by (Nentchev, 2008):
3

∇ψ j =

∑I

m

v m j n̂ m j

(3.4)

m=1

where n̂ m j is the outward pointing normal vector for the mth node on the jth triangular
element. Figure 3.1 displays the outward pointing normal for node, n = 1, on triangular
element, Δ j = Δ1,2,3 .

Figure 3.1. Outward pointing normal vectors for triangular element j with node
indices 1, 2, and 3.
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With this information, the scaling of the power weighting coefficients for a subsequent
iteration of stream function calculation can be found by:

β

i+1
j

" ∇ψ
=β $
$
#
i
j

i
j

%
'; min(β j ) = β0
∇ψ max '
&

(3.5)

where β0 is the initial and minimum value specified for the power-weighting coefficient
and the superscripts (i and i + 1) denote the calculation iteration number.

3.1.1.2

Controlling field uniformity

Using the current basis set described in equation (A.26), the equation defining the zcomponent of the magnetic field is (equation (A.34) repeated here for clarity):
N

Bz (rk ) = ∑ I n cnk

(3.6)

n=1

cnk =

µ0 ⎛ J nx (r ′ )(y − y ′ ) − J ny (r ′ )(x − x ′ ) ⎞
⎜
⎟ dS ′ .
3
4π ∫ ⎝
rk − r ′
⎠

(3.7)

From equations (3.6) and (3.7), the gradient of the z-component of the magnetic field
with respect to each axis, at k target points, is given by:
N

x,y,z
Gx,y,z (rk ) = ∑ I nGnk

(3.8)

n=1

x
Gnk
=

∂cnk µ0
=
∂x
4π

⎛ −3(x − x ′ ) ⎡ fnx (r ′ )(y − y ′ ) − fny (r ′ )(x − x ′ )⎤
⎞
⎣
⎦ − fny (r ′ ) dS ′
⎜
∫⎜
5
3⎟
rk − r ′
rk − r ′ ⎟⎠
⎝

(3.9)

Gnky =

∂cnk µ 0
=
∂y 4π

∫ **

( −3(y − y#)$ f (r#)(y − y#) − f (r#)(x − x#)& f (r#) +
% nx
'
ny
+ nx 3 --dS#
5
#
rk − r
rk − r# ,
)

(3.10)

51

z
Gnk
=

∂cnk µ0
=
∂z
4π

⎛ −3(z − z ′ ) ⎡ fnx (r ′ )(y − y ′ ) − fny (r ′ )(x − x ′ )⎤ ⎞
⎣
⎦ dS ′ .
⎟
5
⎟⎠
rk − r ′
⎝

∫ ⎜⎜

(3.11)

The gradient uniformity (in percent) can be calculated at each target point by:

U k = 100 ×

G(rk ) − G0
G0

(3.12)

where G0 is the gradient of the field at the center of the imaging region.
This information, along with the maximum allowable gradient uniformity, U max , can be
used to scale the target-field weighting coefficients for the next iteration of stream
function calculation as:

! i
$
Wki+1 = Wki #U k
&; min(Wk ) = 1 .
" U max %

(3.13)

For non-gradient coil designs (e.g. shim coils, B0 coils, etc.), the gradient uniformity
expressions in equation (3.13) can be replaced by a relative error relation:

Errk = 100 ×

Bz (rk ) − Bztar (rk )
Bztar (rk )

i
!
$
Wki+1 = Wki # Errk
; min(Wk ) = 1 .
Errmax &%
"

(3.14)

(3.15)

Further functionality can be achieved by making the maximum allowable uniformity (or
relative error) vary with target-field position (i.e. U max → U kmax ). For example, one may
wish to design an x-axis gradient coil with 5% uniformity along the x-axis but only
require 15% uniformity in the z-direction. To allow this, one must apply an additional
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scaling factor, and the resulting formula for the target field weighting coefficients
becomes:
2

2

scale factor =

(U x (xk − x0 )) + (U y (yk − y0 )) + (U z (zk − z0 ))
U max rk − r0

2

(3.16)

max

" i
%
Wki+1 = ( scale factor ) ⋅Wki $U k
'; min(Wk ) = 1
U
#
max &

(3.17)

where U x , U y , U z are the desired uniformity in the x-, y-, and z-directions; U max is the
maximum of U x , U y and U z ; r0 = ( x0 , y0 , z0 ) is the center of the imaging region; and
rk − r0

max

is the maximum distance from the target points to the center of the imaging

region.

3.1.1.3

Combining into a single algorithm

The two elements described above were combined into a single iterative process to scale
the weighting coefficients of the target-field points and localized power coefficient
simultaneously. Figure 3.2 displays a flow chart of the final combined algorithm.

Figure 3.2. Flow chart of calculations for the combined algorithm to find the
optimal relative weighting between localized power dissipation and field uniformity.
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An initial guess for both the target-field weighting coefficients and the power-weighting
coefficients is required. For the target-field weighting coefficients, an initial guess of 1 is
sufficient, however, the algorithm works best if the initial value for the power-weighting
coefficients is selected close to the optimal value for non-localized power weighting (i.e.
when β is constant over the entire mesh). This value is typically in the range

10 −11 →10 −8 .

3.1.1.4

Design examples

The final algorithm (Figure 3.2), was applied to the design of two distinct examples: a
transverse head/neck gradient insert coil, with an offset imaging region positioned at the
edge of the cylindrical gradient surface; and a low-power, uniform field coil. Both
examples were chosen as situations where optimization of the trade-off between
minimum wire separation (due to construction and power constraints) and target field
region size is crucial.
All coil geometries and finite element meshes were created using the software
COMSOL® (version 4.2a) and exported into Matlab® (MathWorks version 7.12.0
R2011a). Boundary element method calculations were performed using custom code
written in both Matlab and c++ (Harris, Handler, & Chronik, 2011) on a 2011 iMac (2.66
GHz Intel Core 2 Duo processor with 2 GB RAM).
The transverse gradient coil was designed over a cylinder of radius 19.0 cm and total
allowable length of 72 cm. The cylindrical surface was converted to a triangular finite
element mesh of 2416 nodes and 4728 elements. To highlight the control over both wire
separation and field uniformity that this algorithm provides, the head and neck transverse
gradient coil was designed for three distinct sets of controls: Case 1) a 3 mm wire spacing
and large ROU; Case 2) 4 mm wire spacing and large ROU; and Case 3) 3 mm wire
spacing and small ROU. The “large” and “small” ROUs consist of 2452 target points
distributed over a 24 cm and 10 cm diameter spherical region, centered 12 cm inward
from the edge of the cylindrical surface in the z-direction: (x, y, z)center = (0, 0, -0.24) m,
respectively. Figure 3.3 displays the finite element mesh surface along with target points
for both the large (a) and small (b) ROUs.
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Figure 3.3. Finite element mesh geometry of the transverse head coil cylindrical
surface and target field positions for: (a) the large ROU composed of 2452 target
points distributed over a spherical region 24 cm in diameter and (b) the small ROU
composed of 2452 target points distributed over a spherical region 10 cm in
diameter. Both ROUs were centered 12 cm inward from the edge of the cylindrical
surface at the point (x, y, z)center = (0, 0, -0.24) m.
For all cases described above, each target point was given an initial weighting of unity
(Wk = 1) with the maximum uniformity specified to be 5% in the x- and y- directions, and
15% in the z-direction. The initial power-weighting coefficient was chosen to be

β0 = 5 ×10 −10 and the number of stream function contours was selected to be 60.
To get an idea of convergence, the algorithm was run for 60 iterations with the controls
of Case 1. After each iteration, the minimum wire spacing and gradient uniformity over a
circle of diameter 24 cm centered on the imaging region in each plane (xy-, yz-, zx-), was
calculated. The algorithm was then run for each of the three cases for a maximum of 16
iterations and total computation time was recorded for each case.
The uniform field coil was designed over two axisymmetric cylinders of radius 15 cm
and 15.25 cm respectively with total allowable length of 30 cm. The multi-cylinder
surface was modeled as a finite element mesh of 6174 nodes and 11988 triangular
elements.
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The region of uniformity was desired to extend 15 cm in the z-direction and only a few
cm radially. 20 target points were created along a line extending +/- 7.5 cm in the zdirection. The initial weighting of each target point was set equal to 1 and the initial
power-weighting coefficient was chosen to be β0 = 5 ×10 −8 . As this coil was required to
have a very uniform magnetic field, the maximum allowable field error (equation (3.14))
was set to be 1%. A wire size of 2.0 mm was chosen for this design; therefore, the
minimum wire spacing was specified to be 2.2 mm (the extra 0.2 mm was added as
would be typical for an actual construction process). The total number of stream function
contours for this design was 100 per cylindrical layer. The large number of contours was
chosen in order to increase the coil efficiency so that the final design would be capable of
producing a 10 mT field shift when driven by a 20 A power supply. The desire for large
field efficiency was also the main reason the coil was designed over two layers. The
algorithm described in this work was applied for 15 iterations.

3.1.2

Results

Figure 3.4 (a) and (b) shows the convergence results for Case 1 for both the minimum
wire separation and maximum gradient uniformity over a circle of 24 cm diameter
(calculated about the imaging region center) for each plane vs. number of iterations
respectively. It can be seen that both the maximum uniformity and minimum wire
separation converge to the desired values as expected.
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Figure 3.4. (a) Minimum wire separation vs. number of iterations of algorithm; (b)
Maximum gradient uniformity over three 24 cm diameter circles (one in each plane)
centered about the imaging region vs. iteration number.
Figure 3.5 (a) shows a comparison of the wire patterns produced after 16 iterations for
Cases 1 and 2 (i.e. large ROU for both, and with 3 mm and 4 mm minimum wire spacing
respectively). Only one quarter of the wire pattern is shown for each design, to allow
side-by-side comparison. The wire patterns show the expected difference in minimum
wire spacing, with Case 1 having the smaller minimum wire spacing. It can be seen that
as a consequence of the reduced peak wire density in Case 2, the extent of the region over
which the peak wire density is observed is actually larger than in Case 1. The Case 2 wire
pattern has been forced to have evenly spaced wires near the top of the coil, resulting in
elongation of the ‘eyes’ near the top of the pattern. Comparing the uniformity of these
coils (Figure 3.5 (b): left and right), it can be seen that they are essentially the same, as
required. This pair of results demonstrates the ability to directly and specifically control
the peak wire density independent of the field uniformity. Complex wire patterns such as
these have been fabricated using a water-jet cutter to remove material from a copper sheet
along the wire path (Handler et al., 2011).
Figure 3.5 (c) shows a comparison of the wire patterns produced after 16 iterations for
Cases 1 and 3 (i.e. 3 mm minimum wire spacing for both, and large and small regions of
uniformity respectively). Again, only one quarter of the wire pattern is shown for each
design, to allow side-by-side comparison. Although the two wire patterns are
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significantly different, the minimum wire spacing of 3 mm is the same. Comparing the
uniformity plots for these cases (Figure 3.5 (d): left and right), it can be seen that for Case
3 the region of uniformity has been allowed to decrease in size, as required. This pair of
results demonstrates the ability to directly and specifically control the region of
uniformity independent of the peak wire density.
The total time for the algorithm to complete from start to finish for 16 iterations was 3
minutes and 29 seconds, 3 minutes and 25 seconds, and 3 minutes and 22 seconds for
Cases 1, 2, and 3 respectively. Table 3-1 summarizes the performance values of the
transverse head and neck gradient coil insert across all three cases.
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Figure 3.5. (a) Wire patterns for the head/neck transverse gradient coil with
controls from Case 1 (left side: 3 mm minimum wire spacing) and Case 2 (right side:
4 mm minimum wire spacing). The peak wire density for Case 2 is reduced as
compared to Case 1. (b) Gradient field uniformity for the two coil patterns shown in
(a). The regions of uniformity are very similar, as expected. (c) Wire patterns for
Case 1 (left side: large region of uniformity) and Case 3 (right side: smaller region
of uniformity). Both wire patterns exhibit minimum wire spacings of 3 mm;
however, the overall patterns are different due to the different uniformity
constraints. (d) Gradient field uniformity plots for the two coil patterns shown in
(c). The region of uniformity has decreased in size significantly for Case 3 as
compared to Case 1. In all figures, arrows denote current direction in the wire
patterns. Contours are shown for 5% and 15% gradient uniformity in plots (b) and
(d).
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Table 3-1. Intrinsic and performance properties for the three transverse head and
neck gradient coils designed with 16 iterations of the algorithm.
Intrinsic and performance
properties
Allowable Length [mm]
Radius [mm]
Efficiency [mT/m/A]
Minimum Wire Separation [mm]
Resistancea [mΩ]
Inductance [µH]
Average time per iteration [s]
ROU [mm]
xy-plane
zx-plane
yz-plane

5%
251
180
180

Case 1

Case 2

Case 3

720
190
0.18
3.1
128
925
13.1

720
190
0.18
4.0
108
974
12.8

720
190
0.32
3.3
118
800
12.6

15%
281
241
241

5%
241
180
180

15%
285
241
241

5%
95
70
70

15%
232
114
114

a

Resistance calculated assuming rectangular wire with cross section (width x depth) =
(minimum wire separation x 5 mm).
The wire pattern for the two layers of the uniform-field coil is shown in Figure 3.6 (a)
and (b). The minimum wire separation of this coil design is 2.17 mm, corresponding to a
resistance (calculated assuming 2 mm square wire) of 809 mΩ. The inductance was
calculated to be 803 µH, and the field efficiency was calculated to be 0.51 mT/A. At this
field efficiency, the coil would be able to achieve a 10 mT field shift using 19.4 A. This
corresponds to a peak power of 305 W at 100% duty cycle. The field uniformity over the
xy- and yz-planes is shown in Figure 3.7 (a) and (b) with contour lines for 1% field
homogeneity. The imaging region extent for 1% homogeneity is 10.7 cm, 10.7 cm, and
14.5 cm in the x-, y-, and z-directions respectively. Table 4-2 summarizes the
performance values of the uniform-field coil. The total calculation time for the algorithm
to complete (including BE method matrix calculations) was approximately 13 minutes
and 35 seconds.
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Figure 3.6. Wire pattern of the uniform field coil for the (a) inner-layer, at a
diameter of 30 cm; and (b) outer-layer, at a diameter of 30.5 cm. Both layers were
constrained to a maximum length of 30 cm in the z-direction. Arrows denote relative
current direction.

Figure 3.7. Field homogeneity plots for the (a) xy- and (b) yz-planes of the uniform
field coil depicted in Figure 6. The 1% field uniformity region extends roughly 10
cm radially and 15 cm in the z-direction.
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Table 3-2. Intrinsic and performance properties for the B0-offset polarizing coil
designed with 15 iterations of the algorithm over two coaxial cylindrical mesh
layers.
Intrinsic and performance properties
Allowable Length [mm]
Radius (inner-layer) [mm]
Radius (outer-layer) [mm]
Efficiency [mT/A]
Minimum wire separation [mm]
Resistancea [mΩ]
Inductance [µH]
Average time per iteration [s]
Current for 10 mT field-shift [A]
Peak Power for 10 mT field-shift [W]
ROU extent [mm]
x-axis
y-axis
z-axis
a

300
150
152.5
0.51
2.17
809
734
54.3
19.42
305
1%
107
107
145

Resistance calculated assuming 2 mm square wire.

3.1.3

Discussion

An algorithm has been presented that iteratively obtains optimal relative weighting
between localized power dissipation and field homogeneity in a robust, automated
manner. In the experience of the authors, obtaining coil designs similar to the two
examples presented above by manual selection of both field and localized power
weighting coefficients would take days of adjustment and calculation. In contrast, the
approach presented in this paper took just over 3 minutes for the first example and 13
minutes for the second, and required no manual modifications. In order to use the
algorithm, all that is required is the specific value for the minimum allowable wire
spacing, the desired field homogeneity, and the arbitrary surface over which current is to
be allowed to flow.
The approach described here allows for explicit constraint of local minimum wire
spacing, as well as control of field uniformity. The minimum wire spacing constraint
component of the method is similar to an earlier approach described by Poole et al.
(2008). In (Poole et al., 2008), the authors introduce the concept of an elemental
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resistance and use an adaptive approach incorporating calculation of the stream function
gradient on an elemental basis to control the spacing between adjacent wires. Decreased
elemental resistance (and therefore increased wire spacing) is achieved by use of an
additional regularization matrix. In (Poole et al., 2008), the authors do not explain the
rationale for why an increase along the diagonal of the regularization matrix paired with a
decrease on the cross terms in the matrix result in a reduced elemental resistance. In the
algorithm described here, the achievement of a local reduction in resistance is clearly
understood to occur via the increase in elemental power weighting. The use of equation
(3.4) for calculation of the local stream function gradient and adaptively weighting the
target field points makes this approach robust and straightforward to implement.
As is clear from Figure 3.4, the wire spacing constraint converges faster than the
homogeneity constraint. This convergence could be further improved by the addition of a
multiplication factor greater than 1 into equations (3.13), (3.15), and (3.17); however,
even though the addition of such a term may increase convergence speed, it does so at the
expense of a smooth convergence curve. Typically any such factor should not be set
much greater than 1. Additionally, this factor could be adjusted iteratively to provide
optimal convergence speed, much like the damping parameter in the LevenbergMarquardt algorithm (Marquardt, 1963), or alternatively by a simulated annealing
approach (Crozier & Doddrell, 1993).
Once a final coil design is obtained, there is additional useful information contained
within the final relative weighting values for the target points, as well as the localized
power coefficients. By evaluating this data, one could identify: 1) where the coil is
having the most difficulty matching the desired field; 2) where local heating will be
greatest; and 3) how to improve the design by modification of coil geometry. The
locations where the weighting values of the target points are highest would be the
locations at which it is most difficult to achieve the desired field values. Similarly, the
locations where the localized power coefficients are highest would correspond to the
locations at which the coil is expected to produce the most heating. This ability to
manage the thermal properties of a coil must yet be demonstrated with construction and
testing of coil prototypes using this design approach. To understand the third point
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mentioned above, imagine that upon analysis of the local power-weighting coefficients,
there is a large increase at one edge of the mesh surface (i.e. the algorithm is working
very hard to spread the current density out in this area). As an example, the relative
power weighting over the cylinder used for Case 2 in this work (a head/neck transverse
gradient coil with 4 mm wire spacing and large ROU) is shown in Figure 3.8. By
inspection of this figure, one can deduce that higher performance could likely be
achieved with a new design over a longer surface geometry (since the power weighting is
largest at the far end of the cylinder). In this way, the algorithm can be extended to guide
the search for optimal coil geometry. This potential application would open the door to
fully adaptive electromagnetic design in which system geometry could be considered a
variable as opposed to an a priori constraint.

Figure 3.8. Visualization of the relative localized power weighting. The colour bar
corresponds to the relative β value for each triangular element. Note how the power
weighting is largest near the far edge of the coil; therefore, increasing the length of
the coil geometry would most likely increase performance.
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3.1.4

A note on setting the number of contours for gradient coils

In the above algorithm, the desired wire separation as well as the number of contours
must be specified. The choice of wire spacing is obvious from an engineering
perspective; however, the choice of the number of contours must be set from experience
and changed if, say, the number was too low and the efficiency of the coil is small, or the
number is too high and the algorithm fails. For gradient coil design specifically, the
choice of the number of contours can be converted into a second engineering choice: the
gradient efficiency. This is because in order to match the magnitude of the target field
points, the current flowing through the final wire pattern should be set equal to the
contour spacing of the stream function that was used to make said wire pattern.
Therefore, if one were to always specify the target gradient strength to 1 T/m and then
specified a target efficiency of η, the appropriate contour spacing for the algorithm to use
would be:
contour spacing =

1
η

(3.18)

where η is given in units of T/m/A.

3.2

Magnetic field uniformity for all three components

The BE method in basic form contains a field uniformity term (section A.9.1), which
concerns only the z-component of the magnetic field. This is sufficient for most MRI
specific applications as the magnetic field direction of interest is along the direction of
the main magnetic field, which is typically the z-axis. This argument holds for noncylindrical systems as well, as one need only make the main magnetic field direction
point along the z-axis with respect to the coil surface geometry. Where this premise
breaks down is when one wishes to design a coil that will match more than one target
field component. This situation arises when attempting to design region-specific active
magnetic shields. In these circumstances the goal is to minimize the total magnitude of
the magnetic field, not merely a single component. Therefore, it is worth the effort to
restructure the field uniformity term with the capability of matching any and all magnetic
field components.
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To do this one must first derive the stream function expressions for each magnetic field
component. Fortunately, this has already been accomplished in Appendix A and are
presented in equations (A.32), (A.33), and (A.34) for the x-, y-, and z-components
respectively. Next, one must simply include them in the field uniformity term. Again, this
was hinted at in Appendix A with equation (A.58), repeated here:
2

1 K
∑ B(rk ) − Btar (rk ) .
2K k=1

(3.19)
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Expanding this equation gives:

Solving for the stream function coefficients proceeds in the same way as in Appendix A;
however, now the Z and b matrices from equation (A.68) become:
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The application of this form of the boundary element method to the problem of localized,
active magnetic shielding is explored in detail in Chapter 6 of this work.
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Chapter 4
4

Simulation and analysis of eddy currents induced on
thin conducting surfaces by low-frequency time-varying
magnetic fields3

As was stated in section 1.3 of this work, the time-varying magnetic fields generated by
the gradient system during magnetic resonance imaging result in the induction of
undesirable time-varying “eddy currents” in nearby conductive materials (Jackson, 1999,
p. 218). The eddy currents that are produced can cause negative effects on image quality,
due to their parasitic magnetic fields (Hughes, Robertson, & Allen, 1992), as well as on
the system itself, such as increased helium boil-off caused by power dissipation in the
magnet cryostat (Davies & Simpson, 1979, p. 2). Additionally, the eddy currents
produced by the time-varying gradient fields in MRI can be a limiting factor to the
introduction of non-MR devices such as cardiac pacemakers, orthopedic implants, and
surgical robotics due to, once again, the production of image artifacts (Graf et al., 2005),
induced heating (Graf, Steidle, & Schick, 2007), or induced torsional moment (Graf,
Lauer, & Schick, 2006). The ability to model the induced currents produced by the
switching gradient fields is key to developing methods for reducing these unwanted
interactions.
For instance, when nearby conductive media are restricted to components within the MR
system, imaging artifacts can be reduced by pulse sequence pre-emphasis (Bernstein et
al., 2004, p. 324). Prior knowledge of the amplitude, time dependence, and spatial
distribution of the induced currents can greatly assist in determining the proper
compensation needed (Vanvaals and Bergman, 1990, Jehenson et al., 1990, Boesch et al.,
1991). Similarly, if foreign conductive media – be it medical implants or auxiliary
robotics for medical treatment – is introduced into the MR environment, correct

3

Section 4.1 is adapted from the journal article: Harris, C.T., Haw, D.W., Handler, W.B., & Chronik, B.A.
(2013). Application and experimental validation of an integral method for simulation of gradient-induced
eddy currents on conducting surfaces during magnetic resonance imaging. Phys Med Biol, 58(12):43674379.
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simulation of the gradient field interactions can greatly assist in the design and safety
evaluation of these devices, saving both time and manufacturing costs. These simulation
tools must be capable of handling arbitrary driving fields (i.e., any current density) as
well as arbitrary component composition and position.
The calculation of currents induced by gradient coils is complicated and computationally
intensive. However, these problems are even more difficult when an external device is
present or when dealing with novel gradient coil geometries such as planar, curved,
shoulder-slotted, etc. (Gilbert et al., 2010, Poole and Bowtell, 2007, Aksel et al., 2007),
for which higher order field terms are significant. Sanchez Lopez et al. (2010) have made
progress on this last point, developing a technique to model the eddy currents produced
by an arbitrary geometry driving coil within thick cylindrical conducting geometries. This
method allows for the calculation of properties such as the skin depth (penetration depth
of induced currents). However, it is limited because of its requirement for cylindrical
conducting geometries.
Another method, described by Peeren (2003), allows for the calculation of induced
currents, not only by an arbitrary driving coil geometry but also on an arbitrary
conducting surface. As many medical or external robotic device components are of
complex shape and relatively thin, the ability of this method to model gradient-induced
currents over an arbitrary surface geometry is expected to be useful for identifying
interactions with these devices. Furthermore, the method presented by Peeren (2003) can
be implemented using the boundary element method mathematics. Due to the arbitrary
nature of a problem that can be posed in the framework of the BE method, along with the
computational simplicity and speed of the algorithms developed, this approach will be of
great utility for addressing practical engineering concerns in the MR environment.
In section 4.1 of this chapter, the computational algorithm for modeling induced eddy
currents utilizing the BE method framework for arbitrary coil and conducting material
surface geometry is summarized. This procedure is then compared to results from two
separate experiments: 1) the analysis of the decay of currents induced upon a conducting
cylinder by an insert gradient set within a head only 7 T MR scanner; and 2) analysis of
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the heat deposited into a small conductor by a uniform switching magnetic field at
multiple frequencies and two distinct conductor thicknesses. In section 4.2, the algorithm
is re-formulated to be solved in the frequency-domain rather than in the time-domain to
increase computational speed and efficiency. In section 4.3, the algorithm’s ability to
solve for the spatial distribution of heat deposition over thin surfaces is presented and
applied to identify potential “hot-spots” of device components. Lastly in section 4.4, an
approach to extending the method to three-dimensions is presented.

4.1
Application and experimental validation of an
integral method for the simulation of gradient-induced
eddy currents on arbitrary conducting surfaces
In this section, the computational algorithm for modeling induced eddy currents for
arbitrary coil and conducting material surface geometry is summarized. Next, the method
is applied to the calculation of eddy currents induced by an insert gradient coil within
surrounding cylindrical conducting structures, and the calculations are compared to an
experiment. The method is also applied to the calculation of induced eddy currents and
the corresponding heat deposition in small conducting components, and the results are
compared to experiment.

4.1.1
4.1.1.1

Methods
Simulation theory and implementation

The mathematical theory behind this method is provided extensively by Peeren (2003).
The equations necessary for understanding the computational algorithms used in this
work will be re-stated for clarity and to aid in reproducibility. A full derivation of
equation (4.1) below is included in Appendix B. Computation of the resistance, selfinductance, and mutual inductance matrices in this work was carried out using the
boundary element method formalism described in Appendix A. This formalism was used
as it allows for easy integration with proven coil design techniques.
From (Peeren, 2003), the differential equation to be solved for the induced surface
currents is
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Mn

dI (t)
dI s (t)
+ Lmn i m + Rmn I i m (t) = 0 ,
dt
dt

(4.1)

where Is (t) is the current amplitude being driven through the gradient coil (the field
source); Ii m (t) is the current density weighting coefficients from equation (A.26) with the
additional non-italicized subscript “i” indicating denotation of the induced current; Lmn is
the self-inductance matrix of the finite element surface; Rmn is the resistance matrix of the
finite element surface; and Mn is the mutual inductance vector between the finite element
surface and the gradient coil wire pattern. The mutual inductance vector can be calculated
by the formula
Mn ≈

µ0
4π I s

∫∫

J in (r)⋅ Js (r#)

S S#

rin − rs#

d S# dS ,

(4.2)

where J in (r) is the set of current basis functions from equation (A.26) for the finite
element surface; Js (r) is the current density (wire pattern) of the source coil; and rin − rs′
is the distance between node n and the source current density.
The solution to equation (4.1) is given by
Ii (t) = Ue

−Λ

t

U Ii (0) − U ∫ e −Λ(t−τ )U −1 ( Li ) M is
−1

−1

0

dIs (τ )
dτ , t ≥ 0
dτ

(4.3)

where Ii (t) = I im (t) ; Li = Lmn ; M is = M n ; and U and Λ = diag ( λ1,, λm ) are matrices
found from the general eigenvalue problem:
R i U = Li UΛ ,

(4.4)

with R i = Rmn .
The matrix U is an eigenmode basis set that represents a set of different stream functions
(corresponding to current paths) that the total eddy current can contain, each with a
corresponding decay constant λm . The total eddy current stream function is then a
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combination of these eigenmodes weighted by their decay coefficients. The resulting
eddy current stream function can be used to find the induced current density and any
quantity derived from it (e.g. magnetic field, resistive power, magnetic energy, etc.).
Figure 4.1 (a) – (d) display the first four eigenmodes of the U matrix for a cylindrical
surface.

Figure 4.1. (a) – (d) Display the first four eigenmodes of the U matrix for a
cylindrical surface respectively.
With the spatial and temporal dependence of the induced currents known, it is relatively
straightforward to calculate both the magnetic field and the average temperature rise in
the conducting structure due to these currents. The magnetic field produced by the
induced stream function can be calculated by equation (A.34). The average temperature
rise in the conducting structure can be calculated in the following way: first the total
power deposition into the conducting structure caused by the induced current distribution
is calculated using equation (A.39) at a set number of time points, resulting in an average
power deposition over the entire surface as a function of time. Next, the energy deposited
into the surface over a given period of time is found by integrating the average deposited
power in the surface:
E = ∫ P(t)dt .

(4.5)

Finally, the approximate rise in temperature of the conducting surface can now be easily
calculated by the formula
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ΔT =

E
,
mc

(4.6)

where m and c are the mass and the specific heat capacity of the conductor respectively.
It is important to note that this formula for the rise in temperature does not take into
account radiation or conductive losses of energy from the conducting surface.

4.1.1.2

Application to the case of an insert gradient coil

To evaluate the application of the method to the problem of an actively shielded gradient
coil insert, the following experiment was conducted. A custom actively shielded
transverse gradient coil was designed and constructed for use within a 7.0 T head-only
Varian MR system (Haw, 2010, Haw, 2011). The primary coil was designed over a
cylinder of diameter 14.2 cm using a straightforward analytical Fourier series power
minimization method (Carlson et al., 1992). The shield coil was designed over a cylinder
of diameter 22.0 cm using an analytical method for cylindrical coils (Carlson et al.,
1992). Both the primary and shield wire patterns were constructed by milling out the
pattern directly into a 2.91 mm thick copper sheet and then rolling the thumbprints to the
desired radius. The primary and shield coil were constructed one quadrant at a time for
ease of construction. Once rolled to the appropriate radius, the primary and shield coils
were mounted onto cylindrical PVC formers and connected in series. The modeled
efficiency, resistance, and inductance of the gradient insert when unshielded and shielded
was found to be 2.7 mTm-1A-1, 150 mΩ, 137 µH, and 2.3 mTm-1A-1, 210 mΩ, and 118
µH respectively.
The gradient coil was constructed with a unique feature for this test. The primary and
shield axes were physically separate, and it was possible to accurately misalign the shield
with respect to the primary axis. This misalignment could be applied in either the
azimuthal or longitudinal directions. For these experiments, only the azimuthal alignment
was changed. Specifically, the shield axis could be rotated with respect to the primary
axis by up to 45-degrees. The purpose of this construction was to allow the systematic
study of shield-primary axis misalignment, and the effect of that misalignment on
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induced eddy currents. This construction has been described previously (Haw et al.,
2010).
In order to artificially increase the magnitude of the eddy currents induced by the coil
system beyond those normally observed in the 7T system, a custom, continuous copper
cylinder was constructed and used for the tests. The copper cylinder was 1 cm thick, 33.8
cm in inner-diameter, and 90.0 cm in length.
Figure 4.2 (a) shows a schematic of the insert gradient set and copper cylinder within the
MR system. Figure 4.2 (b) shows the constructed gradient set with the custom-built
collars to allow azimuthal adjustments of the shield position. Figure 4.2 (c) shows the
gradient set within the thick copper cylinder. Three configurations of the coil were tested,
as shown in Figure 4.2 (d-f). They are: 1) unshielded (the shield coil was removed
completely); 2) shielded with the shield coil misaligned with the primary coil by 45°; and
3) shielded with the shield coil aligned with the primary coil.
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Figure 4.2. (a) Schematic of the gradient coil within the artificial copper bore, all
within the scanner bore. (b) Constructed gradient set with adjustable shield. (c)
Gradient set placed within copper bore. (d-f) Primary and shield orientations
simulated: d) unshielded primary coil; e) shielded primary coil with shield rotated
45°; f) shielded primary coil with shield aligned.
The gradient was driven with a trapezoidal waveform with a rise/fall time of 108 µs and a
flat-top duration of 3 seconds. A single trapezoidal pulse was followed by an RF
excitation at two positions (+/- 2 cm along the x-axis). This process was repeated with
different time delays between the end of the gradient pulse and RF excitation, spaced 50
µs apart, starting from 0.25 ms up to and including 602.50 ms for a total of 12047 time
points (Haw, 2011). The RF excitation and free induction decay (FID) measurement were
done using a small in-house built RF coil on a 3.0-mm-diameter spherical sample
consisting of a copper sulphate and distilled water solution. The FID data were converted
to frequency by the method described by Gilbert et al. (2010).
Due to symmetry about the center of the MR system, the experimental data obtained from
the position at -2 cm was inverted and averaged with the data from the +2 cm position
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prior to analysis. This averaging corrects for slight transverse misalignments of the
gradient set with respect to the center of the copper bore and MR system.
Frequency data for all three cases were fit with a double exponential function after
removal of the first 5 ms of data. This period was removed so as to eliminate the effect of
amplifier instability immediately following the gradient pulse. The data were fit with a
double exponential as it was found that this produced the best fit. The two time constants
in the fit correspond to the eddy current induced in the artificial copper bore, and the
eddy current induced in the cryostat respectively. Uncertainties in the measured
frequency data were estimated by calculating the standard deviation of residuals between
the experimental data and exponential fit for every set of 20 data points (1 ms).
The same three coil configurations tested experimentally were simulated using the
methods described above. The self-inductance, Lmn , and resistance, Rmn , matrices of the
eddy surface were calculated via code written in Matlab® (MathWorks® version R2011b)
and “C” using a permeability of µ0 = 4π ×10 −7 H ⋅ m −1 and resistivity of
ρ = 1.7 ×10 −8 Ω ⋅ m . The mutual inductance vector, M n , between the eddy surface and

primary wire pattern was calculated using equation (4.2), where the wire pattern of the
primary/shield set represents the source current density. For the calculation of the
eigenmode and eigenvalue matrices, U and Λ, the Matlab® function ‘eig’ was used. The
amplitude of the current waveform used in the experiment was known to be between 15
and 30 A (due to an oversight, the exact value of the current was not recorded during the
experiment). The amplitude of Is(t) in the simulation was allowed to vary within this
range until a good fit between simulation and experiment was established.
Equation (4.3) was implemented to calculate the stream function of the eddy current for
each primary-shield orientation at 1000 time steps varying from 5 ms to 600 ms after the
gradient pulse. The z-component of the magnetic field produced by the eddy current was
calculated at each time step at positions +/- 2 cm from the gradient isocenter along the
gradient axis via equation (A.34). The magnetic field data were converted to frequency
by the Larmor equation and compared to the experimental data, described previously,
from 5 ms onward.
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The simulation model used in this study would only explain the frequency decay due to
the eddy-currents within the copper cylinder and not the cryostat. This is due to the fact
that the geometry of the cryostat was unknown and therefore could not be included in the
simulation geometry. For this reason the residual between the experimental data and the
simulation from 200 – 600 ms was fit with a single exponential function, as the eddy
current in the copper cylinder is known to have decayed to zero after 200 ms.
Reduced chi-square values were calculated for the simulation data in comparison with the
experimental measurements.

4.1.1.3

Application to the case of device heating

It was desired to measure the eddy currents induced over a small square-conducting
surface. However, as this was challenging, the temperature rise due to the induced
currents was measured instead and compared to the predicted temperature rise calculated
by equations (4.5 and 4.6) above.
A square copper plate (5.0 cm by 5.0 cm cross-section, Figure 4.3 (a)) was centered
within a custom-built thick solenoid electromagnet (Figure 4.3 (d)). The solenoid
consisted of 6 radial layers of 12 windings of square, hollow, copper wire 5 mm thick,
wound at an inner radius of 7 cm. The field efficiency of the solenoid was 0.51 mT/A
with a resistance of 37 mΩ and self-inductance of 870 µH. The maximum field
inhomogeneity over the cross-section of the copper plate was 15 %. Two copper plates of
different thicknesses were used for this experiment, the thicknesses were 0.53 ± 0.02 mm
and 3.10 ± 0.01 mm. The “thin” plate was used to assess the accuracy of the simulation
when the skin-depth (at the particular driving frequency) is much larger than the
thickness of the conductor. The “thick” plate was used to assess the accuracy of the
simulation as the skin-depth approached and became less than the thickness of the
conductor. After both experiments, the mass of each copper square was measured to
within 0.01 g.
Eight thermocouples (OMEGA® Type E) were placed at different positions distributed
over the cross-section of the square (Figure 4.3 (b-c)). The power solenoid was driven
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with an AE Techron™ Power amplifier (model 7796) with a sinusoidal current waveform
for multiple frequencies varying between 0.1 – 10 kHz. The output of the solenoid was
calibrated at each frequency to produce a constant time-varying magnetic field dB/dt = 39
T/s. Custom code was written in LabVIEW™ (Version 7.1) to drive the solenoid (with the
sinusoidal current waveform) for 10 s with a 60 s buffer time placed both before and after
the driving current was applied. Temperature data from each thermocouple were recorded
at a 10 kHz sampling rate for the total experimental duration (i.e. 60 s + 10 s + 60 s = 130
s) at each driving frequency.
The temperature data from the initial buffer time (i.e. t = 0 – 60 s) were fit with a single
exponential function and then used to find the initial temperature for each thermocouple.
This additional fitting was required so as to avoid the necessity to wait until the copper
square re-established equilibrium with the room temperature, as doing so would have
drastically increased the time needed for the experiment. In a similar manner, the
temperature data 20 seconds after the heating time until the end of the data acquisition (t
= 90 – 130 s) were also fit with a single exponential function and extrapolated back to
obtain a final temperature of the copper after the heating time (t = 70 s). Furthermore, the
derivative of this exponential function was integrated from t = 70 – 80 s and added to the
final temperature to account for energy loss to the environment during the experiment.
The difference between the final temperature and initial temperature was found for each
thermocouple and averaged to produce a mean temperature increase over the heating
duration.
A computer model representation of the power solenoid described above was created
(Figure 4.3 (e)). This model consisted of a solenoid of inner diameter 14 cm with three
radial layers of windings each consisting of 12 current loops. Both radial and longitudinal
wire spacing were set to be 5 mm.
The copper plates were represented as triangular finite element meshes of dimensions 5
cm x 5 cm with thicknesses of 0.53 mm and 3.10 mm for the two simulations
respectively. The meshes consisted of 3028 nodes and 5854 elements. Figure 4.3 (e)
displays the position of the square finite element mesh within the primary driving coil
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model. Once again the self-inductance, Lmn , and resistance, Rmn , matrices of the mesh
surface were calculated via code written in Matlab® and “C” using µ0 = 4π ×10 −7 H ⋅ m −1
and ρ = 1.7 ×10 −8 Ω ⋅ m . The mutual inductance vector, M n , between the mesh surface and
solenoid-driving coil was calculated using equation (4.2).

Figure 4.3. a) Copper square used for heating experiment (dimensions: 5 cm x 5 cm
x 0.53 mm). (b & c) Placement of the eight thermocouples used to measure the
temperature increase of the copper square during the experiment (lines drawn on
the copper correspond to 1 cm intervals). (d) Power solenoid used for the inductive
heating experiment. (e) Computer model representation of the power solenoid
shown in d) and the copper square represented as a finite element mesh.
The source current waveform, Is(t), was represented as a sinusoidal function with
amplitude I0 and frequency f. Equation (4.3) was implemented to calculate the stream
function of the eddy current over two current waveform cycles with a discretization of
400 points (200 points per cycle). At each time step the total power deposition was

79

calculated via equation (A.39). Only two waveform cycles were needed because the
power deposition reaches a steady state on the second cycle. Therefore, the total power
deposited in the 2nd cycle was used as the power deposited for all subsequent cycles. The
power deposited into the surface was integrated over the heating duration (10 s) to obtain
the total energy deposited into the conducting structure. This was translated into a change
in temperature via equation (4.6) with specific heat equal to c = 385 ± 8 J ( kg ⋅ K ) and mass
equal to m = 11.91 ± 0.01g and m = 70.60 ± 0.01g for the 0.53 mm and 3.10 mm thick
pieces of copper respectively.
This process was repeated for driving frequencies varying between 0.1 – 10 kHz. For
each new driving frequency the current amplitude was altered so as to produce a constant
change in magnetic field with time of dB dt = 39T s and so match the experimental
setup.

4.1.2

Results

Figure 4.4 (a) shows the eddy current decay for the aligned, shielded, gradient case
(Figure 4.2 (f)) displayed on a semi-log scale. The double exponential fit used to extract
measurement error bars is also shown. Figure 4.4 (b-d) displays a semi-log plot of the
frequency as a function of time for the data obtained by experiment along with the
simulated frequency decay for: (b) the unshielded case, (c) the shielded (aligned) case,
and (d) the shielded (45° misalignment) case. The simulation, in combination with the
long time-constant exponential fit, matches the experimental data well for all three
primary and shield orientations. Reduced chi-square values for all three cases are shown
in Table 4-1, and it can be seen that the fits for all simulations yielded reduced chi-square
values between 0.51 – 0.60.
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Table 4-1. Reduced chi-square values for the fit between the simulation and
experimental data.
Primary/Shield Orientation
Shielded (aligned)
Shielded (45° misalignment)
Unshielded

χ ν2
0.51
0.60
0.56

For all of the simulations the ‘long’ time constant for the added exponential was in the
range 260 ms – 405 ms. This exponential corresponds to interactions with the cryostat of
the magnet and is not taken into account in the simulation.

Figure 4.4. Semi-log plots of the experimental frequency decay values (gray line). (a)
Aligned shield case plotted with the double exponential fit function (black line) used
to extract measurement errors. (b-d) Simulation of frequency decay (black line)
calculated using equations (6) and (8) for: b) unshielded case; c) shielded (aligned);
and d) shielded (45° misaligned).
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Figure 4.5 (a, b) displays the experimentally measured and simulated rise in temperature
vs. frequency for both the thin (a) and thick (b) square copper pieces. Note that the
simulation begins to deviate from the experimental results after the thickness of the
copper piece becomes larger than the skin depth of the induced currents for the thick
copper (Figure 4.5 (b)).
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Figure 4.5. Change in temperature over the heating period with frequency for (a)
the thin copper square (thickness = 0.53 mm) and (b) thick copper square (thickness
= 3.10 mm). The dotted lines on either side of the simulation values represent upper
and lower bounds due to errors in constants used in the simulation (such as the
resistivity of copper). Error bars on the experimental values are smaller than the
data points shown.
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Table 4-2 displays the heating rates (both experimental and simulated) for the thin and
thick pieces of copper for various frequencies along with their percent difference. Note
that the percentage difference does not exceed 31% for the thin copper square over the
entire range of frequencies investigated and begins to decrease in value as the skin depth
of the induced currents approaches the thickness of the copper. For the thick copper
piece, the percent difference is less than 30% until the skin depth is approximately 55%
of the thickness of the plate. At this point the simulation begins to deviate from the
experimental measurements very quickly.
Table 4-2. Simulated and experimentally measured heating rates for a 5 cm x 5 cm
copper square at two different thicknesses for multiple frequencies.
Heating Rate [°C/s]
Thin Copper Square
Thick Copper Square
(thickness = 0.53 +/- 0.02 mm)
(thickness = 3.10 +/- 0.01 mm)
Frequency Skin deptha
Difference
Difference
Measured
Simulated
Measured
Simulated
[kHz]
[mm]
[%]
[%]
0.10
6.56
0.88 ± 0.04
1.2 ± 0.1
29
0.78 ± 0.03
0.8 ± 0.1
6
0.20
4.64
0.85 ± 0.03
1.1 ± 0.1
29
0.47 ± 0.02
0.46 ± 0.05
3
0.30
3.79
0.79 ± 0.02
1.1 ± 0.1
30
0.301 ± 0.009
0.28 ± 0.02
7
0.40
3.28
0.73 ± 0.02 0.99 ± 0.09
31
0.208 ± 0.006
0.19 ± 0.01
11
0.45
3.09
N/A
N/A
0.176 ± 0.005
0.16 ± 0.01b
13
0.50
2.93
0.67 ± 0.02 0.91 ± 0.08
30
0.153 ± 0.004
0.13 ± 0.01b
14
b
0.75
2.40
0.54 ± 0.01 0.71 ± 0.06
28
0.086 ± 0.002 0.070 ± 0.005
20
1.0
2.08
0.43 ± 0.01 0.55 ± 0.05
25
0.057 ± 0.002 0.044 ± 0.004b
26
1.5
1.69
0.28 ± 0.01 0.35 ± 0.04
21
0.031 ± 0.001 0.022 ± 0.002b
34
2.0
1.47
0.195 ± 0.007 0.24 ± 0.03
19
0.0200 ± 0.0007 0.013 ± 0.001b
41
b
3.0
1.20
0.109 ± 0.003 0.13 ± 0.01
17
0.0115 ± 0.0004 0.0064 ± 0.0006
57
4.0
1.04
0.072 ± 0.002 0.082 ± 0.008
13
0.0077 ± 0.0004 0.0037 ± 0.0003b
69
5.0
0.93
0.050 ± 0.002 0.057 ± 0.006
13
0.0057 ± 0.0003 0.0025 ± 0.0002b
80
b
7.5
0.76
0.026 ± 0.001 0.029 ± 0.004
10
0.0032 ± 0.0003 0.0011 ± 0.0001
95
0.0178 ±
b
10
0.66
0.018 ± 0.002
1
0.0025 ± 0.0003 0.0006 ± 0.0001
117
0.0008
a

Skin depth calculated by the formula: δ =

( 2 ⋅ ρ ) ( µ ⋅ ω ) ; where ρ is the material resistivity, µ is the material

permeability, and ω is the angular frequency.
b
Skin depth at this frequency is smaller than the thickness of the copper.

4.1.3

Discussion and conclusions

The ability to accurately model the eddy-current produced by an arbitrary current density
distributed over an arbitrary surface geometry is extremely valuable. For traditional (i.e.
no external devices present) magnetic resonance imaging, this tool would be very useful
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for gradient and shim coil design, most notably for assessment of eddy-current problems
of novel geometry coils, but also for establishment of construction tolerances (e.g. what is
the interaction if the shielding coil is grossly misaligned with respect to the primary coil).
In the first part of this work, it has been shown that the time decay of the induced
magnetic field over a cylindrical conducting bore surface can be accurately predicted by
use of an integral method for calculating induced surface currents (Peeren, 2003). From
this result, one can infer that the eddy-current shape and decay over the surface geometry
can also be accurately modeled. The results obtained are consistent with previous reports
(Liu et al., 1995).
In the second part of this work, the amplitude of the induced currents predicted by the
method is evaluated. It appears from Table 4-2 that for situations in which the skin depth
is large in relation to the thickness of the material that the simulation will over estimate
the induced current amplitude by approximately 30%. As the skin depth approaches the
thickness of the material, the predicted amplitude begins to overshoot less and less until
finally it begins to undershoot the actual amplitude as the skin depth becomes smaller
than the material thickness. To summarize this result, for frequencies where the skin
depth is greater than or equal to the material thickness, the current amplitude predicted by
simulation will be accurate within 35%. For frequencies where the skin depth is less than
50% of the material thickness, the amplitude predicted by simulation will be a large
underestimate of the actual current amplitude. However, with knowledge of the
material’s skin depth, it might prove possible to accurately predict the eddy current
amplitude even for thicker surfaces. The ability to model eddy currents induced on
conducting surfaces with thicknesses that are on the order of the skin-depth is clearly a
critical one, as some of the important conducting surfaces within an MRI system would
fall into this category. The application of this method (or modification to it) to these cases
requires additional work and remains to be demonstrated.
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4.2
Re-formulation of the problem into the frequencydomain for computational speed and efficiency
4.2.1

Motivation

The approach to calculating induced eddy currents on thin surface geometries described
in section 4.1, although accurate, is extremely computationally intensive and slow. This is
amplified when there are either multiple conducting surfaces, complex conducting
structures (requiring a large number of triangular elements to accurately represent), and a
large number of time points (e.g. if one would like to know the eddy current induced
heating or magnetic fields produced over an entire pulse sequence).
The reason that this method is computationally slow is due to the calculation of the
eigenmode and eigenvector matrices U and Λ and the time required to evaluate equation
(4.3) for each time step. The slow nature of the algorithm became apparent when
simulating the induced heating on a small conductor due to a sinusoidal pulse sequence
for multiple frequencies (section 4.1.1.3). To adequately sample one sinusoidal cycle
required 200 time points (this sampling could most likely be reduced albeit with a
reduction in accuracy). Since the eddy current solution reached a steady state after a
single cycle, it would make more sense to re-formulate the problem in the frequency
domain and solve for the steady state directly. The mathematical details of transforming
the problem from the time-domain to the frequency-domain are described below.

4.2.2

Transforming the problem into the frequency-domain

The differential equation used to find the magnetically induced currents over a thin
conducting surface is given in equation (4.1) restated here in terms of the matrix notation
from equation (4.3):
dI i (t)
dI (t)
L ii + I i (t)R ii = −M is s .
dt
dt

(4.7)

This equation can be converted to the frequency domain by applying a Fourier transform,
resulting in the expression

86

jω I i (ω )L ii + I i (ω )R ii = − jω M is Is (ω ) ,

(4.8)

where j = −1 , ω is the frequency of the sinusoid multiplied by 2π, and I i (ω ) and
Is (ω ) are the Fourier transforms of I i (t) and I s (t) respectively. Equation (4.8) can now

be solved without the need of the U and Λ matrices. The solution is
−1
I i (ω ) = − [ R ii + jω L ii ] jω M is Is (ω ) ,

(4.9)

which has both real and imaginary parts. From this solution, the amplitude and phase of
the stream function can be calculated and used to find the steady state eddy current
response for a particular sinusoidal driving frequency.
Amplitude:

Steady-state Response
(time-domain, over a cycle):

(4.10)

(I (ω )) ⎞⎟
(I (ω )) ⎠

(4.11)

Ii (t) = Ii0 sin (ω t + φ )

(4.12)

⎛ Im
φ = tan −1 ⎜
⎝ Re

Phase:

4.2.3

Ii0 = I i (ω )
i

i

Comparison of frequency-domain solution with time-domain
solution for a sinusoidal waveform

In order to compare both the accuracy and computation time of the frequency-domain
solver to the time-domain solver, the induced heating simulation described in section
4.1.1.3 was repeated using the method just described for the thin conductor case. Figure
4.6 displays the calculated temperature rise of both solvers versus frequency on a log-log
scale. The maximum percent difference between the solution calculated in the time and
frequency-domains was less than 2%. The time required for the frequency-domain solver
to compute the temperature rise for all frequencies was just four and a half minutes,
compared to a few hours for each frequency using the time-domain solver – a dramatic
decrease in computation time.
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Figure 4.6. Simulated temperature rise for the thin copper square versus frequency
calculated using the time-domain solver (red triangle) and the frequency-domain
solver (blue circle). The maximum percent difference between their solutions over
this range of frequencies was less than 2%.

4.2.4

Extension to arbitrary waveforms

Obviously one would like to take advantage of the drastic reduction in computation time
obtained by the frequency-domain solver for driving waveforms other than pure
sinusoids. This can be accomplished by thinking of the solution of the frequency-solver
as the fundamental frequency response of the eddy current distribution for the given
frequency rather than a steady state solution. The problem can then be re-formulated in
the frequency domain by the use of the Fourier series expansion.
Any periodic signal can be represented as a weighted summation of its frequency
components:
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∞

∑

g(t) =

an einω 0t .

(4.13)

n=−∞

If the function g(t) is periodic over the period T, then the Fourier coefficients can be
found by
an =

T

1
g(t)e −inω 0t dt .
T ∫0

(4.14)

Equation (4.13) can be further simplified if the function g(t) is a real time-domain signal.
In this instance the Fourier coefficients for negative values of n are equal to the complex
conjugate of the positive values of n, that is, a−n = an∗ and equation (4.13) becomes:
∞

(

g(t) = a0 + ∑ an einω 0t + an∗e −inω 0t
n=1

∞

)

(

i nω t+φ
−i nω t+φ
g(t) = a0 + ∑ an e ( 0 n ) + an e ( 0 n )
n=1

∞

(4.15)

)

(4.16)

g(t) = a0 + ∑ 2 an cos ( nω 0t + φn )

(4.17)

⎛ Im ( an ) ⎞
φn = tan −1 ⎜
⎟.
⎝ Re ( an ) ⎠

(4.18)

n=1

where

Now one must solve for the stream function response for each frequency component. In
practice one must only solve for enough frequencies to adequately represent the timedomain signal. The Nyquist-Shannon sampling theorem can be used to identify how
many harmonics are needed (Shannon, 1949). If the time-domain signal is represented by
a series of points spaced 1 2 f apart, then it contains no frequencies higher than f Hertz.
Therefore, if the time domain signal is represented as a vector of Np points spaced Δt
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apart then it will contain no frequencies higher than 1 2Δt . The fundamental frequency
for this time-domain signal is
f0 =

1
1
.
=
T
N p −1 Δt

(

)

(4.19)

Therefore, the maximum number of harmonics, Nh, one would need to calculate the
frequency response for in order to adequately represent the time-domain response is
fmax = N h f0 =

Nh ≤

(

Nh
1
≤
N p −1 Δt 2Δt

)

(4.20)

( N p −1)

(4.21)

2

⎧ Np
⎪
−1; if N p is even
⎪ 2
.
Nh = ⎨
⎪ N p −1
; if N p is odd
⎪
2
⎩

(

(4.22)

)

Once the stream function amplitude and phase have been calculated for each frequency
harmonic, the total stream function for time point t is

( )

N

(

)

ψ (t ) = a0 ψ 0 cos θ 0ψ + ∑ 2 an ψ n cos nω 0t + φn + θ nψ ,
n=1

(4.23)

where ψ 0 and θ 0ψ are the amplitude and phase of the stream function for zero frequency
and ψ n and θ nψ are the amplitude and phase of the stream function for the nth harmonic
component. It is important to note that the total stream function ψ (t ) is actually a vector
of nodal values over the surface of a finite element mesh. It has been shown as a timevarying scalar value for simplicity of notation.
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4.2.4.1

Example: eddy-current response of a z-gradient coil with
trapezoid waveform

In this example a current waveform consisting of a single trapezoid pulse is driven
through a z-gradient coil. The magnetic field produced due to eddy-currents induced
within a 1m long, 1 m diameter, 0.1 mm thick, copper cylinder was calculated using both
the time-domain and frequency-domain solvers at two positions: ± 5 cm along the z-axis
at x = y = 0. The results and computation times of both solvers are compared.
Figure 4.7 (a) displays the wire pattern of the shielded z-gradient coil used in this
example within the finite element representation of the outer conducting cylinder. The
mesh used to represent the outer cylinder consisted of 1366 nodes and 2612 elements.
The shielded z-gradient coil was designed to mimic the performance of a typical wholebody gradient coil with gradient efficiency of 0.17 mT/m/A, inner diameter (primary coil)
of 74.5 cm, outer diameter (shield coil) 86.0 cm and maximum total length of 1.25 cm.
Figure 4.7 (b) displays the trapezoid waveform. The waveform is 51.1 ms long consisting
of 512 time steps of 100 µs. The trapezoidal pulse has a rise time of 800 µs, flattop
duration of 40 ms, and amplitude of 100 A, corresponding to a gradient strength of 17
mT/m and a slew rate of 21.25 T/m/s. The time-domain solution was calculated using
equation (4.3) for each of the 512 time points. For the frequency-domain solver, the
frequency responses of only the first 255 Fourier components were calculated as
specified by equation (4.22).
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Figure 4.7. (a) Wire pattern of the primary z-gradient coil (gray) with active shield
(black), within a copper cylinder (brown). (b) Current waveform consisting of a
trapezoid pulse with a rise time of 800 µs and flattop duration of 40 ms.
Figure 4.8 (a) displays the induced magnetic field for both the time-domain and
frequency-domain solvers at the position (x, y, z) = (0, 0, 5 cm) and Figure 4.8 (b) shows
the absolute value of the percent difference between the two solutions during the first
current ramp and field decay. The plot in Figure 4.8 (b) stops at 4.5 ms. At this time the
magnitude of the induced field was less than 0.5 µT (a factor of 175 less than the
maximum value). As one can see from the figure, the two solvers produce extremely
similar results with an absolute percent difference of less than 1.5 % when the induced
field magnitude is greater than 0.5 µT. The time-domain solver took just over 6 hours to
complete (21899 seconds), while the frequency-domain solver took under 14 minutes to
finish (817 seconds); a savings in computation time of just over 1.4 orders of magnitude.
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Figure 4.8. (a) Time-domain and frequency-domain solutions of the induced
magnetic field in µT at the position (x, y, z) = (0, 0, 5 cm). (b) Absolute value of the
percent difference of the two solutions over the first ramp and decay. The plot is
shown up until 4.5 µs at which point the magnitude of the induced field was less
than 0.5 µT.

4.3
Simulation of the spatial deposition of induced
power and heat
In all of the simulations above, the spatial distribution of the current density is known
over the mesh surface. Yet, this information is lost when calculating the power deposition
using equation (A.39); instead of identifying the local power deposition, the equation
calculates the total power deposition into the entire surface. This is fine if one would only
like to know the total energy deposited into the surface as a whole, or the average
temperature rise over the surfaces, especially if the conducting material transfers heat
very efficiently. There are, however, situations in which knowledge of the local
deposition of power over the conducting structure would be useful, in particular, for
medical device testing. For instance, the average heating rate would be of little use for
safety evaluation if one component of the device were heating up twice as fast as another.
In this situation, the average heating rate would be a significant underestimate of the
maximum.
In this section, an equation is presented that calculates the power deposition on an
element-by-element basis over the mesh surface geometry. This equation is used to
calculate the local temperature rise over the thin (0.53 mm) copper square from section
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4.1. The heating rate calculation from section 4.1 is extended to allow heat conduction
between elements and the heating rate of outer elements (that is, elements near the edge
of the square) and inner elements (elements near the center of the square) are compared
to one another and the average heating rate. Next, the method is applied to the
identification of hot spots on one half of a pacemaker shell caused by switching of a
realistic y-gradient coil.

4.3.1

Local power deposition

As was stated above, the current density is known over the mesh surface. More
specifically, the stream function values are known over the nodes of the mesh, which can
be converted to a current density by the basis set described by equation (A.26). In
particular, the current density over a single triangular element can be calculated by the
summation of the stream function value at each vertex multiplied by its corresponding
current basis vector for that element. Mathematically, the current density at triangular
element j is given by:
3

J j (r) = ∑ I nj v nj

(4.24)

n=1

where v nj is the current basis vector for node n and triangle j as described in Appendix
A. Now taking the definition of power deposition from equation (A.38) and restricting
the surface integral to simply be over a single triangular element, the power deposited
into element j is:
2
ρ
J(r ′ ) dS ′
∫
t S ′ =Δ

(4.25)

3 3
ρ
A j ∑ ∑ I nj I mj v nj v mj
t n=1 m=1

(4.26)

Pj =

j

Pj =

where Aj is the area of triangular element j.
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4.3.2
4.3.2.1

Thin copper square
Methods

The power deposition as a function of position for one cycle (in the steady state) at a
driving frequency of 1 kHz (dB/dt = 39 T/s) was found for the thin copper square from
section 5.1 using equation (4.26). To do this, a single sinusoidal cycle was discretized
into 500 time steps, at each time step the stream function was calculated and the local
power deposition found. The energy deposited over the entire cycle was simply
calculated as the sum of the power deposited at each time step for each element
multiplied by the time step. Figure 4.9 displays the spatial density of energy deposition
into the mesh square for one sinusoidal cycle.
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Figure 4.9. Spatial density of energy deposited into the conducting square as a
function of position over one sinusoidal cycle of dB/dt = 39 T/s at a frequency of 1
kHz.
The spatially varying energy deposited in a single cycle was converted to a spatial
temperature map via equation (4.6); however, in this instance the variable m denoting the
mass of the structure was replaced by mj corresponding to the mass of triangular element
j.
Once the temperature rise per switching cycle was known, the temperature rise over 200
cycles was calculated on a cycle-by-cycle basis with the inclusion of temperature transfer
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between elements due to conduction at the end of each cycle. Therefore, the temperature
after cycle i was calculated as
i−1
T ji = T ji−1 + ΔT j + ΔTcond
j

(4.27)

where ΔT j is the temperature change per cycle for each element j due to the energy
i−1
deposition in Figure 4.9 and ΔTcond
j is the change in temperature due to conduction

between elements calculated when the temperature distribution is T ji−1 . The temperature
data is smoothed by interpolation after each iteration of equation (4.27).

4.3.2.2

Calculating heat conduction

The heat equation, which describes the distribution of heat in a given surface over time, is
∂u
− α∇ 2u = 0
∂t

(4.28)

where u is heat and α is the thermal diffusivity of the surface material calculated as the
thermal conductivity divided by the product of the specific heat and density of the
material. The thermal conductivity, specific heat, and density used for copper in this work
were 401 W/(mK), 380 J/(kgK), and 8960 kg/m3 respectively. From this equation, it is
straightforward to see that the change in temperature with time due solely to conduction
is
∂T
= α∇ 2T ;
∂t cond

(4.29)

therefore, to calculate the change in temperature with time due to conduction, one must
simply calculate the second spatial derivative of the temperature distribution.

4.3.2.3

Results

In order to verify that the spatial distribution of energy deposition and the heat
conduction calculation was accurate, the heating rate of two groups of triangular elements
were compared to each other as well as to the average heating rate found in section 4.1.
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The two groups of elements were positioned at approximately (x, y) = (1.8 cm, 0 cm) and
(x, y) = (0 cm, 0 cm) representing “outer” and “inner” elements respectively. Figure 4.10
displays the position of the two groups of elements on the finite element mesh.

Figure 4.10. Finite element mesh of the conducting square. The inner (red triangles)
and outer (blue circles) elements used for heating rate comparisons are shown.
The outer elements are positioned in an area receiving a relatively high amount of energy
per cycle, while the inner elements are receiving very little. The heating rate for each
group of elements is displayed in Figure 4.11 along with the average heating rate of the
surface. The outer elements begin with a larger heating rate as is expected due to the
larger amount of energy deposited in that area; however, due to heat conduction, the
heating rate drops and reaches a steady state around the average heating rate of the
surface. Conversely, the inner elements begin with a slower heating rate, due to the low
amount of deposited energy in this area. Nevertheless, the heating rate increases due to
conduction and reaches a steady state heating rate equal to the outer elements.
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Figure 4.11. Heating rate of the inner and outer elements (Fig. 4.10) as a function of
time. Shown with the average heating rate of the square, calculated in section 4.1.

4.3.3

Pacemaker shell simulation

In this section, the distribution of induced energy deposition due to a time-varying
magnetic field over a complex surface is shown. This example is included in order to
demonstrate the versatility in surface geometry that can be modeled as well as exhibit the
utility that this simulation toolbox can provide with regards to medical device testing.

4.3.3.1

Methods

To begin, a finite element mesh representing one half of a common pacemaker casing
(dimensions of ~ 5.4 cm x 5.4 cm x 5 mm with thickness 0.5 mm) was created in
COMSOL®. Figure 4.12 displays a picture of the mesh model of the pacemaker casing
used in this simulation.
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Figure 4.12. Finite element mesh model of the half pacemaker casing. The material
of the casing was specified to be titanium with a resistivity of 6 x 10-7 Ωm. The
thickness of the shell casing was specified to be 0.5 mm. This mesh consisted of 6,168
nodes and 12,101 triangular elements.
The end goal of the simulation was to calculate the spatial distribution of energy
deposited into this surface due to eddy currents induced by a y-gradient coil switching
with a sinusoidal waveform at a frequency of 5 kHz with amplitude 80 mT/m
(corresponding to a slew rate of 400 T/m/s and an average |dB/dt| over the pacemaker
casing equal to 297 T/s) over one cycle period.
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The pacemaker mesh was placed within the bore of a realistic y-gradient coil model and
offset 15 cm, 5 cm, and 20 cm in the x-, y-, and z-directions respectively. The offsetting
of the position of the pacemaker shell was done so as to approximately position it
correctly with respect to the gradient coil if an image of the stomach was being
performed. Figure 4.13 displays the position of the pacemaker casing within the human
body relative to the MR system and Figure 4.14 displays the pacemaker position relative
to only the y-gradient coil used in the simulation.

Figure 4.13. Typical orientation of a pacemaker casing (shown in red) on the human
body within an MR scanner if an image of the torso was being performed.
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Figure 4.14. Orientation of the pacemaker casing with respect to the y-gradient coil
that was used in simulation. The pacemaker casing was offset 15 cm, 5 cm, and 20
cm in the x-, y-, and z-directions respectively. Note that only the pacemaker mesh
geometry, the gradient coil wire pattern, and the pulse sequence are used in the
simulation.
The stream function of the induced eddy current, the power deposition as a function of
position for one cycle (in the steady state), and the total deposited energy density for one
cycle were found using the same methods as section 4.3.2; however, in this example the
locally deposited power was only calculated at 50 time steps within one cycle to reduce
calculation time.

4.3.3.2

Results

The distribution of deposited energy over the pacemaker casing for one sinusoidal cycle
of the gradient coil driven at 5 kHz at 80 mT/m is shown in Figure 4.15. From this figure
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it is easy to see that the pacemaker casing will heat up the most along its four sides with
the “hottest” area being the top where a small gap has been placed to allow electronic
wiring.

Figure 4.15. Distribution of deposited energy over the pacemaker casing for one
sinusoidal cycle of the y-gradient coil driven at 5 kHz at 80 mT/m.
The use of a realistic gradient coil, producing field in all three components, is paramount
to these results. For instance, if one were to only focus on the z-component of the
magnetic field, the induced currents would be significantly less, as the cross-sectional
area of the pacemaker casing with this component of the field is small. In this example
simulation, the field component responsible for the majority of the induced currents is the
y-component.
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4.4

Simulation of the spatial distribution of forces

Another useful value that can be obtained from the induced current density is the spatial
distribution of force acting on the conducing surface within a magnetic field. The Lorentz
force acting on a current density distribution is given as (Jackson, 1999, p. 178)
F = ∫ ( J(r ′ ) × B(r ′ ))dV ′ .

(4.30)

Since the current density in this situation is approximated as solely a surface current, the
volume integral in (4.30) can be reduced to a surface integral:
F = ∫ ( J(r ′ ) × B(r ′ ))dS ′ .

(4.31)

The force over the surface of the mesh can now be calculated by evaluating equation
(4.31) over each individual triangular element j:
Fj =

∫

S ′ =Δ j

( J j (r′) × B(r′)) dS ′ .

(4.32)

Since the conducting structure supporting the induced currents is typically solid (i.e. will
not stretch or compress), only the component of force normal to the surface is valuable.
This can be calculated by taking the dot product of the force at each element with the
normal of the surface:
Fnorm (rj ) = Fj ⋅ n̂(rj )

(4.33)

where n̂(rj ) and rj are the outward pointing normal to the surface and the centroid of
element j respectively.

4.4.1

Pacemaker shell simulation

The pacemaker shell from section 4.3.3 will be used to demonstrate the calculation of the
spatial distribution of force per unit area (pressure) over a surface.
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4.4.1.1

Methods

The stream functions of the induced eddy current at the 50 time steps from section 4.3.3
were used in conjunction with equations (4.32) and (4.33) to calculate the spatial
distribution of force over the pacemaker casing for the entire sinusoidal cycle. The local
force normal to each triangular element was converted to a pressure by dividing by the
elemental area. The pressure over the surface was then plotted spatially over the
pacemaker casing for a single time step where the change in current (corresponding to a
change in field) was the largest. The pressure on a single element was also plotted over
the entire cycle.

4.4.1.2

Results

The spatial distribution of pressure over the pacemaker casing, normal to its surface, 8.16
µs into the cycle, is displayed in Figure 4.16. From the figure one can see that the
pacemaker casing experiences a negative pressure (with respect to the normal of the
surface of the casing) near its top and a positive pressure to its bottom while the edges of
the casing experience relatively very little.
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Figure 4.16. Pressure in kPa normal to the pacemaker casing surface 8.16 µs into
the sinusoidal cycle.
The pressure of a single element on the large surface of the pacemaker casing over the
entire cycle period is shown in Figure 4.17. From this figure one can infer that the
pacemaker will vibrate over the cycle period due to the changing in pressure from
positive to negative and back to positive again.
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Figure 4.17. Pressure in kPa normal to the pacemaker surface for a single element
over the entire sinusoidal cycle.

4.5

Discussion and future work

The work presented in this chapter described a method to calculate the currents induced
on thin conducting surfaces due to time-varying magnetic field that switch in the
kilohertz range. Once the induced currents are known as a function of time, one is able to
calculate the field produced by them, which directly relates to imaging artifacts in MRI.
In addition to knowledge of induced magnetic fields, the local temperature rise, due to
joule heating, and pressure, caused by Lorentz forces, can be calculated over the surface
of the object of interest. Both values are extremely useful for medical device safety
testing, the former to identify potential “hot spots” on the device and the latter for the
computer simulation of mechanical vibration.
The method used is only valid for conducting materials in which the induced currents can
be represented by a surface current density; therefore, the simulation will break down for
materials in which the conductivity is low (e.g. soil). The extension of the technique to
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poorly conducting materials would be of large value, perhaps not immediately for work
with MRI but for other industries such as mining communications. In order to sufficiently
model these types of materials, a three-dimensional eddy-current solver must be used.
One avenue to extend the surface method to three-dimensions that is worth exploring
would be to create a 3D mesh grid rather than a 2D mesh surface. The induced currents
could be allowed to flow over each connecting “spoke” in the 3D mesh grid rather than
over a triangular element in the 2D representation. Different materials could be
represented in the 3D mesh grid by specifying a spatially varying conductivity. One
problem with this method would be the drastic increase in computation time and memory
required since the 3D mesh would need to be discretized at a spatial resolution less than
the material skin depth at the driving frequency of interest. However, as computers
become increasingly fast and memory abundant, the feasibility of this method will grow.
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Chapter 5
5

Design of shielded electromagnets using the boundary
element method4

Magnetic resonance imaging (MRI) is an extremely useful medical imaging modality.
One downside of the technology is the inherent “closed off” nature of the system, which
can cause patient discomfort. This is due to the cylindrical shape of most scanners.
Recently, there has been a push by industry manufacturers to make MR systems more
patient accessible. This includes increasing the size of the MR system inner diameter and
shortening the length of the system (Hunt, 2011), and the increasing popularity of open
geometry systems. As magnet design and technology improves to allow these
modifications, gradient and shim technology must adapt as well, maintaining large
regions of gradient uniformity while being constrained to shorter surfaces or planar
geometries.
In addition to providing large regions of uniformity for imaging, the gradients must
provide large gradient strengths, and shield themselves from interacting with other
components of the system. The main interaction one worries about with gradient coils is
the induction of eddy currents on surrounding conducting components of the system due
to their required switching during image acquisition. These induced currents can cause
imaging artifacts, as well as increased helium boil off. High-performance active shielding
of the gradient coils is the first line of defense against these negative effects.
The boundary element (BE) method for coil design has become extremely useful for the
design of gradient and shim coils over novel, non-traditional surface geometries
(Pissanetzky, 1992, Lemdiasov & Ludwig, 2005, Poole & Bowtell, 2007, Harris,
Handler, & Chronik, 2012a, Handler et al., 2013). The method has expanded the design

4

Section 5.1.4 has been adapted from the manuscript: Harris, C.T., Haw, D.W., Handler, W.B., & Chronik,
B.A. (2013). Shielded electromagnets of arbitrary surface geometry using the boundary element method
and a minimum energy constraint. J Magn Reson, (accepted June 18, 2013). Submission #: JMR-12316R2.
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space of electromagnets significantly, allowing the ability to assess performance of
unique scanner-specific designs in a straightforward manner. There has been much work
to improve the BE method in computational efficiency (Harris, Handler, & Chronik,
2011), ease of use, and overall performance (Poole, Sanchez, & Crozier, 2008, Harris,
Handler, & Chronik, 2012b, Poole et al., 2010). This has led to many new possibilities of
what can be included in the design functional, such as the power deposited in, and the
field produced by, an external bore or cryostat structure due to induced eddy currents.
These specific additions have been implemented to produce high-performance shielded
and self-shielded gradient coils (Peeren, 2003, Sanchez et al., 2009). Prior to these
advancements, the only approach for the design of shielded gradient coils using the BE
method was with additional field targets or constraints placed at a large outer radii, which
increased design complexity and computation time, as well as being dependent on the
positioning of the shielding field targets.
However, the new techniques for producing shielded gradient coils have issues of their
own. Specifically, if one simply reduces the induced magnetic field that the cryostat
structure produces, it does not necessarily minimize the magnitude of induced eddy
currents. Furthermore, as the complexity of the minimization functional grows with the
addition of a shielding term and subsequent additional weighting coefficient, the
difficulty in selection of an optimal design becomes increasingly difficult, paired with a
drastic rise in computation time as the design space grows in dimension.
Recently, a new approach to the creation of shielded gradient coils using the BE method
has been presented that incorporates a minimum energy constraint on the stream function
of the shielding surface (Haw et al., 2011, Harris et al., 2013). The method does not
require additional field targets nor does it increase the parameter space; therefore it does
not significantly increasing problem complexity or computation time. However, the
approach does not incorporate an external cryostat surface and as such may not perform
as well as previous methods. To date, the approach has not been quantitatively compared
to previous BE method shielding algorithms.
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This chapter begins in section 5.1 with a description of five distinct approaches to the
design of shielded and self-shielded electromagnets using the boundary element method
of coil design. The techniques differ in their minimization functional and optimization
parameter space. In section 5.2, the shielding performances of a whole-body, transverse,
gradient coil designed by each approach are compared to one another. Lastly, in section
5.3 a few examples are given of shielded or self-shielded gradient coils designed with
non-traditional geometries.

5.1
Approaches to shielded electromagnets using the
BE method
Out of the five shielding approaches presented below, three of them utilize an expression
for the stream function of an eddy current density (section 1.3) that has been induced on
an external cryostat surface due to switching of the electromagnet. This phenomena and
the necessary eddy current stream function expression are described in great detail in
Chapter 4.

5.1.1

Shielded electromagnets using additional magnetic field
targets

This shielding approach attempts to minimize the fringe field of the gradient coil near the
magnet cryostat (or other area of interest). This is accomplished by the inclusion of
additional target points placed outside of the shield surface, usually at the radius of the
cryostat, with target field value specified to be zero. Because the approach involves
simply adding target points and no additional terms in the minimization functional, this
shielding method is the easiest to implement.
There is one extension to this method that can enhance performance, that is, creating a
relative weighting term between the target field points in the imaging region and the
shielding target points. This increases complexity of the optimization procedure and
computation time by the addition of a new weighting parameter.
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5.1.2

Minimizing the field caused by eddy currents induced in the
magnet cryostat over the region of interest (ROI)

This shielding approach requires the addition of a third finite element mesh surface,
representing the MR system cryostat, into the simulation model. In this shielding method,
the z-component of the magnetic field produced at the region of interest (ROI) surface by
eddy currents generated on the cryostat surface (due to switching of the coil) are
minimized. For simplicity, one assumes that the electromagnet is switched on (or off) as a
Heaviside step function, with this assumption the stream function of the eddy currents
induced on an additional thin conducting structure, I ncryo , becomes (Chapter 4) (Peeren,
2003):
−1

coil/cryo coil
⎤
I ncryo = − ⎡⎣ Lcryo
Iq
nm ⎦ M mq

(5.1)

I ncryo = Dnq I qcoil

(5.2)

coil/cryo
where Lcryo
is the mutual
nm is the self-inductance matrix of the cryostat surface, M mq

inductance between the coil surfaces and the bore surface, and I qcoil is the stream function
of the coil.
The z-component of the magnetic field due to the stream function of the induced eddy
currents can be calculated in the same way as the z-component of the magnetic field from
the coil’s stream function:
N

Bzec (rk ) = ∑ I ncryo cncryo (rk )

(5.3)

n=1

where cncryo (rk ) is the magnetic field matrix for the k target points on the ROI surface and
the cryostat finite element mesh.
Equation (5.3) can be transformed and calculated in terms of the coil’s stream function
rather than the cryostat stream function via equation (5.2):
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N

Bzec (rk ) = ∑ ⎡⎣ Dnq I qcoil ⎤⎦ cncryo (rk )
n=1

(5.4)

.

This expression can now be included into the BE design algorithm by the addition of a
new optimization parameter ε. The parameter ε can be defined as the sum of the square of
K

2

the z-component of the eddy current field ε = ∑ ⎡⎣ Bzec (rk )⎤⎦ . With this definition of ε, the
k=1

minimization functional (for a minimum power coil) becomes:
2

U=

1 K ⎡
β
γ
∑ Bz (rk ) − Bztar (rk )⎤⎦ + 2 P + 2 ε
2 k=1 ⎣

(5.5)

2
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2
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(5.6)

2
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(5.7)

where γ is a new user-specified weighting coefficient. Solving for the stream function
gives:
−1

I n = ⎡⎣cn (rk )cm (rk ) + β Rnm + γ Dnq cqcryo (rk )Dmj c cryo
(rk )⎤⎦ ⎡⎣cm (rk )Bztar (rk )⎤⎦ .
j

(5.8)

Likewise, for a minimum inductance design the stream function is:
−1

I n = !"cn (rk )cm (rk ) + α Lnm + γ Dnq cqcryo (rk )Dmj c cryo
(rk )#$ !"cm (rk )Bztar (rk )#$ .
j

5.1.3

(5.9)

Minimizing the power deposited in the magnet cryostat due
to induced eddy currents

In a similar manner to the shielding method just described (section 5.1.2), this shielding
approach also includes an additional user-specified weighting coefficient to impose a
shielding condition. However, in this instance the power deposited into the cryostat
surface is minimized rather than the magnetic field due to induced currents. The
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expression for the induced currents from equation (5.2) is utilized once again. With this
expression, the power deposited into the bore becomes:
N M

P cryo = ∑

cryo
∑ I ncryo I mcryo Rnm

(5.10)

n=1 m=1

cryo
where Rnm
is the self-resistance matrix of the cryostat surface. The power expression in

equation (5.10) can also be calculated using the stream function of the coil surface using
equation (5.2):
N M

P cryo = ∑

cryo
.
∑ ⎡⎣ Dnq I qcoil Dmk I kcoil ⎤⎦ Rnm

(5.11)

n=1 m=1

Now this expression can be included into the minimization functional (again using the
minimum power functional as an example) with an additional weighting coefficient γ as:
2

U=

1 K ⎡
β
γ
∑ Bz (rk ) − Bztar (rk )⎤⎦ + 2 P + 2 P cryo
2 k=1 ⎣

(5.12)

2

U=

1 K ⎡
β
γ
∑ I ncn (rk ) − Bztar (rk )⎤⎦ + 2 I n I m Rnm + 2 I n Dnq I m Dmj Rqjcryo .
2 k=1 ⎣

(5.13)

Solving for the coil stream function gives
−1

I n = ⎡⎣cn (rk )cm (rk ) + β Rnm + γ Dnq Dmj Rqjcryo ⎤⎦ ⎡⎣cm (rk )Bztar (rk )⎤⎦ .

5.1.4

(5.14)

Shielded electromagnets using a minimum energy constraint
(1st order minimum energy approach)

In this shielding method an additional cryostat surface is not needed. Instead, one
imposes a constraint on the current density of the shield related to the current density of
the primary. The constraint is that for a given primary current density, the current density
of the shield forms to minimize the total magnetic energy of the primary and shield
system.
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To derive this expression, one begins by decomposing the total current density of the
primary and shield system into its individual components, that is:
J(r) = J p (r) + Js (r)

(5.15)

where J p (r) and Js (r) represent the primary and shielding current densities respectively.
Using the approximation of equation (A.26), the current densities can be expressed over
their respective mesh surfaces as:
N

J p (r) ≈ ∑ I np J np (r)

(5.16)

n=1

Js (r) ≈

M

∑ I ms Jsm (r) .

(5.17)

m=1

With the approximated current density distributions from equations (5.16) and (5.17), the
total magnetic energy of the primary and shield system is:
Wtotal =

N K
1 N M p p p
1 Q K
ps
I n I m Lnm + ∑ ∑ I qs I ks Lsqk + ∑ ∑ I np I ks M nk
∑
∑
2 n=1 m=1
2 q=1 k=1
n=1 k=1

(5.18)

where Lnm is the self inductance matrix of the surface, described in Appendix A (with
ps
superscripts “p” and “s” denoting primary and shield respectively), and M nk
is the mutual

inductance matrix between the primary and shield surfaces (also described in Appendix
A).
To obtain a constraint for the shielding current density, the primary current density is
assumed to be known, that is the I np values are known. With this assumption, the only
free variables in equation (5.18) are the shield stream function values I ks . Minimizing
equation (5.18) with respect to the shield stream function values and solving gives:
ps
I ks Lsqk + I np M nk
=0

(5.19)
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−1

ps p
I ks = − ⎡⎣ Lsqk ⎤⎦ M nk
In

(5.20)

ps p
I ks = Dnk
In .

(5.21)

The current density of the shield coil turns out to be equivalent to the expression for
induced eddy currents assuming a Heaviside step function ramp presented by Peeren
(2003) (equation (5.2)), except that in this instance the matrix D is between the primary
and shield surfaces rather than the coil and cryostat surfaces.
To incorporate this method into the design procedure, one must alter the design
functional (equation (A.60)). Once again, the current density is split between the primary
and shield (equations (5.15), (5.16), and (5.17)). The design minimization functional
(after the split) is:
2

1 K
β
p
s ⎤
U = ∑ ⎡⎣ I np cnp (rk ) + I qs cqs (rk ) − Bztar (rk )⎤⎦ + ⎡⎣ I np I mp Rnm
+ I qs I vs Rqv
⎦.
2 k=1
2

(5.22)

Using the expression for the shield stream function values from equation (5.21), the
functional becomes:

(

)

2

(

1 K
β
ps s
p
ps ps s
U = ∑ ⎡ I np cnp (rk ) + Dnq
cq (rk ) − Bztar (rk )⎤ + I np I mp Rnm
+ Dnq
Dmv Rqv
⎣
⎦
2 k=1
2

)

(5.23)

2

1 K
β
p
U = ∑ ⎡⎣ I np cnp (rk ) − Bztar (rk )⎤⎦ + I np I mp R nm
.
2 k=1
2

(5.24)

Now one can optimize the coil design using the same relative weighting techniques as if
no shield is present; however, the field produced by the shield and the power deposited
into the shield will be taken into account. The shield current density at every optimization
step is constrained by the relation shown in equation (5.21). As we are not adding
additional field targets, or increasing the parameter space in the functional, computation
speed is not significantly affected. One must simply calculate the matrix D for a given
primary and shield orientation.
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5.1.5

Shielded electromagnets using a minimum energy constraint
and an external cryostat surface (2nd order minimum energy
approach)

This shielding method imposes a minimum energy constraint on the shielding current
density much like the previous method; however, now an additional cryostat surface is
also included in the model.
After once again splitting the current density into the primary, “p”, and shield, “s”,
components, over their respective surfaces, and adding the cryostat surface, the total
magnetic energy of the system becomes:
Wtotal =

N M
1 N M p p p
1 N M
ps
I n I m Lnm + ∑ ∑ I ns I ms Lsnm + ∑ ∑ I np I ms M nm
+
∑
∑
2 n=1 m=1
2 n=1 m=1
n=1 m=1

N M
N M
1 N M
p cryo pcryo
scryo
 + ∑ ∑ I ncryo I mcryo Lcryo
+
I
I
M
+
∑ ∑ n m nm ∑ ∑ I ns I mcryo M nm
nm
2 n=1 m=1
n=1 m=1
n=1 m=1

.

(5.25)

Invoking the relation for the induced currents on the cryostat surface (equation (5.2)),
minimizing with respect to the shield stream function values, and solving (Appendix C),
gives:
Is = − [ Ls + Δ cs ]

−1

(Mps + Δ pcs ) Ip

(5.26)

Δ cs = − [ Lc ] M csM cs

(5.27)

Δ pcs = − [ Lc ] M pc M cs

(5.28)

−1

−1

where I p = I np are the stream function values of the primary surface, Is = I ns are the stream
function values for the shield surface, Ls = Lsnm and Lc = Lcryo
nm are the self-inductance
ps
scryo
matrices for the shield and cryostat surfaces respectively, and M ps = M nm
, Mcs = M nm
,
pcryo
and M pc = M nm
are the mutual inductance matrices between the primary and shield

surfaces, cryostat and shield surfaces, and primary and cryostat surfaces respectively.
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Equation (5.26) is very similar to equation (5.20) but with the extra, “second order”,
matrices Δ cs and Δ pcs .

5.2
Comparison of shielding approaches using the
boundary element method
The first three shielding approaches presented in section 5.1 all contain significant
obstacles to their implementation. The first approach uses additional field targets placed
at a large outer radius. This can lead to increased design complexity and computation
time, as well as having an unfortunate dependence on the positioning of the shielding
field targets. Additionally, if a relative weighting term is implemented between the
imaging region and shielding field targets, the optimization parameter space is increased,
leading to a further increase in computation time. The second approach attempts to
minimize the magnetic field due to induced eddy currents in an external cryostat;
however, if one simply reduces the induced magnetic field that the cryostat structure
produces, it does not necessarily minimize the magnitude of induced eddy currents.
Lastly, both the second and third approaches include an additional shielding term in the
minimization functional. This poses a problem since the selection of an optimal coil
design becomes increasingly difficult as the complexity of the minimization functional
grows due to the subsequent additional weighting coefficient. Furthermore, there is a
drastic rise in the computation time required to adequately sample the design space as it
grows in dimension.
The fourth shielding approach described in section 5.1 does not require additional field
targets nor does it increase the parameter space; therefore not significantly increasing
problem complexity or computation time. However, the approach does not incorporate an
external cryostat surface and as such may not perform as well as the second and third
approaches. The fifth approach uses both a minimum energy constraint as well as an
external cryostat surface in its implementation. Although these two approaches seem to
have advantages over the previous three methods of shielding, most notably in
computation time, they have not been quantitatively compared in performance.
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In this sub-section, the two shielding approaches utilizing a minimum energy constraint
(shielding approaches 4 and 5) are compared to the first three shielding methods in the
design of a whole-body, shielded, transverse gradient coil. Both minimum power and
minimum inductance designs are used.

5.2.1

Description of problem

In order to compare the different shielding techniques described in this work, a shielded,
whole-body, x-gradient coil was designed and optimized using both minimum power and
minimum inductance BE method algorithms for each of the five shielding approaches
described in section 5.1.
The primary coil of the gradient was designed over a cylindrical surface with diameter 76
cm and extending 1.25 m in the z-direction. The shield coil was designed over a coaxial
cylinder of diameter 96 cm and total length 1.25 m. Both surfaces were discretized into
triangular finite element meshes with 1952 and 2492 nodes and 3792 and 4840 elements
for the primary and shield surfaces respectively.
The target field points used for optimization consisted of an even distribution of 1562
points over the surface of a 40 cm diameter sphere. The target field (z-component of the
magnetic field to be produced by the coil) at each point was specified to be equivalent to
the x-coordinate of the target point position, producing a gradient field along the x-axis.
Figure 5.1 (a) displays the primary and shield mesh surfaces with the spherically
distributed target points used for optimization.
For the first shielding method, the additional shielding target points (1681 in number)
were uniformly distributed over a cylinder of diameter 1 m, spanning a total length (in the
z-direction) of 1.5 m. Figure 5.1 (b) displays the primary and shield mesh surfaces with
the targets points for both the ROI and shielding condition.
For the second, third, and fifth shielding methods, the additional cryostat surface was
specified to be a copper cylinder 1 m in diameter with total length of 1.5 m and thickness
of 1 cm. The triangular mesh representing this surface contained 2152 nodes and 4184
elements and is shown in Figure 5.1 (c) along with the primary and shield surfaces.
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Figure 5.1. (a) Primary and shield mesh surfaces shown with the spherical set of
target field points used for optimization. (b) Primary and shield surfaces with the
same spherical set of target points in the ROI and additional shielding points for
shielding method described in 5.1.1. (c) Primary and shield surfaces shown within
the external cryostat surface extending 1.5 m in the z-direction with a diameter of 1
m.
All calculations were performed on an iMac desktop computer with a 2.66 GHz Intel
Core 2 Duo processor and 2 GB RAM.

5.2.2

Optimization criteria

As the purpose of the study was to compare the first three shielding methods described in
section 5.1 with the minimum energy techniques (the fourth and fifth methods presented)
and because the design of shielded minimum inductance and power coils with the
minimum energy technique is a simple problem (i.e. only one parameter, either α or

β depending on the optimization technique, needs to be varied for optimization), the
design study for these shielding methods was performed first. For these two studies
optimal coils were selected based on maximum inductive or resistive merit (described in
section (1.2.3.1), equations (1.12) and (1.13) respectively) while also achieving at least
30 % gradient uniformity over the surface of the ROI. Furthermore, in order to be
considered a valid design, the wire pattern produced by the method must be deemed
“buildable” (i.e. the wire pattern must not contain irregularities). The coils produced by
these two studies were used as a basis for optimization for the first three shielding
methods (5.1.1 – 5.1.3). During the optimization procedure, the α and β weighting
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coefficients were ranged between 10-8.8 – 10-8.5 and 10-11 – 10-10 for minimum inductance
and minimum power coils respectively.
The optimization procedure for shielding methods 5.1.1 – 5.1.3 proceeded as follows. For
each shielding method their respective optimization parameters were varied in a
systematic way until all of the parameter space had been sampled (see section 5.2.3.5).
For shield method 1, initially the relative weighting between target field points in the
imaging region and shielding target field points was set equal to 1 (i.e. no relative
weighting) and the α and β parameters ranged between 10-9.8 – 10-9.5 and 10-12 – 10-11.5
for minimum inductance and minimum power designs respectively. Next, the relative
weighting between target field points in the imaging region and shielding target field
points was varied between 0 and 1 (i.e. the target points within the imaging region were
equally weighted with coefficient 1 and all target points in the shielding region (outside
of the shield coil) were equally weighted with a coefficient between 0 and 1 depending
on the iteration step) with α and β parameters varied between 10-9.8 – 10-8.5 and 10-12 –
10-10 for minimum inductance and minimum power designs respectively. For shield
method 2, the γ parameter was varied between 10-3 and 102, with α coefficient varied
between 10-9 and 10-8.5 for minimum inductance designs and β coefficient varied between
10-11 and 10-10 for minimum power designs. For shield method 3, the γ parameter was
varied between 10-11 and 10-8, with α coefficient varied between 10-10 and 10-8 for
minimum inductance designs. For minimum power designs, the γ parameter was varied
between 10-10 and 10-8, with the β coefficient varied between 10-12 and 10-10.
The selection of optimal coils for shielding methods 5.1.1 – 5.1.3 proceeded as follows.
First, the coils must achieve at least 30 % gradient uniformity over the ROI. Next,
depending on the optimization procedure used (i.e. minimum power or minimum
inductance) the coil with resistive or inductive merit matching (or closely matching) the
resistive or inductive merit of the best minimum energy design (either 1st or 2nd order)
was chosen. In addition, the wire pattern produced by the method must not contain
irregularities to be deemed a valid design. From here, the designs were compared for
multiple different shielding performance parameters (described below). This optimization
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procedure assured that the coils would match in both uniformity and non-shielding
performance qualities, making it easier to strictly compare shielding performance.

5.2.3

Performance parameters

The shielded gradient coils were compared over several different performance
parameters. Each parameter was created so as to be independent of winding density.
Furthermore, all performance parameter calculations in this study were completed using
the stream functions of the coil designs rather than discrete wire patterns. This was done
to eliminate any confounding errors caused by oversampling one design and
undersampling another.
Three of the performance parameters – gradient uniformity, resistive merit, and inductive
merit – have been described in section 1.2.3.1 of Chapter 1 and their description will not
be repeated here. The remaining five performance parameters, four of which specifically
gauge shielding performance, are described below.

5.2.3.1

Fringe field merit

This parameter is defined as the gradient strength at isocenter divided by the maximum
magnetic field magnitude over the set of outer field targets (at a radius of 0.5 m, 1.5 m in
length) used for shielding method 5.1.1 (Figure 5.1 (b)). Mathematically it can be stated
as:
M FF =

5.2.3.2

Gx0
max ( Bouter

)

.

(5.29)

Power deposited in the cryostat surface

This parameter was also converted into a merit value, defined as the gradient strength at
isocenter divided by the square root of the power deposited into an external cryostat
surface:
M Rcryo =

Gx0
P cryo

.

(5.30)
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Maximizing this parameter will minimize the power deposited into the cryostat for a
given gradient strength.

5.2.3.3

Magnetic field over ROI due to induced eddy currents

Along with the deposition of power into the cryostat, induced eddy currents cause image
artifacts due to the magnetic fields they produce. A good shield should reduce the amount
of induced field over the ROI, thereby reducing image artifacts. The merit value used to
evaluate the amount of induced field over the ROI was calculated as the coil efficiency
divided by the maximum absolute value of the z-component of the induced eddy current
field over the ROI surface, denoted as M BEC :
M BEC =

5.2.3.4

(

Gx0

max Bzec (rk )

)

.

(5.31)

Magnetic field gradient at isocenter due to induced eddy
currents

A good shield coil should also reduce the magnitude of the induced gradient field due to
eddy currents in the cryostat. The merit value used to evaluate the magnitude of induced
gradient field was calculated as the coil efficiency divided by the induced eddy current
gradient strength at isocenter, denoted as M GEC :
M GEC =

5.2.3.5

Gx0
ec
Gx0

.

(5.32)

Computation time

Lastly, the shield design algorithms were compared based on computation time. Each
design study discretized the parameter space into 50 steps per optimization variable (i.e.

α, β, γ). Therefore, the first (with relative target point weighting equal to 1), fourth, and
fifth shield methods from section 5.1 simulated a total of 50 coils each whereas the first
(with relative target point weighting), second, and third shield methods simulated a total
of 2500 (50 x 50) coils each since their design algorithms contain two optimization
weighting coefficients.
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5.2.4

Inclusion of systematic construction errors

In order to assess if the difference in shielding performance between methods was “real”,
the effect that a few simple systematic construction errors had on the performance
parameter values was found. The systematic errors were: 1) a reduction of the radius of
the shield by 1 mm; 2) an increase in the radius of the shield by 1 mm; 3) an offset of the
shield placement in the z-direction of ± 1 mm; 4) an offset of the shield placement in the
x-direction of ± 1 mm; and 5) an offset of the shield placement in the y-direction of ± 1
mm. The performance values obtained with these errors were used to place upper and
lower bounds on the performance values obtained with no errors.

5.2.5

Results

The resistive and inductive merit values for shielding methods 2 – 5 were within 1.1 %
and 1.3 % of each other for the minimum power designs and 5.5 % and 2.3 % for the
minimum inductance designs. None of the coil designs produced by shielding method 1,
the addition of outer field targets, produced resistive or inductive merit values equal to
the minimum energy designs while still maintaining 30 % gradient uniformity when the
relative weighting between the target points in the imaging region and shielding target
points was equal to 1. However, when the relative weighting between the target field
points in these two regions was allowed to vary, the resistive and inductive merit values
produced by this method were within 0.65 % and 1.3 % of the other methods for the
minimum power designs. The minimum inductance designs using this method and
allowing relative weighting between target regions did not produce valid wire patterns
when performance was matched to shielding methods 4 and 5.
The performance parameters for all shielding methods are displayed in Table 5-1 and
Table 5-2 for the minimum inductance and minimum power designs respectively. Figures
5.2 and 5.3 (a) – (d) display bar graphs for each shielding method for each shielding
performance parameter (MFF, MRcryo, MBEC, MGEC) for the minimum power and minimum
inductance designs respectively. The error bars on the plots result from the inclusion of
the systematic errors. The results of shielding method 1 are not included for the minimum
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inductance designs, as this method did not produce valid wire patterns when matched to
the performance of shielding methods 4 and 5.
For minimum power designs the shielding method intended to reduce the fringe field at a
set of outer target points (method 1) has the greatest fringe field merit, as one would
expect. Similarly the shielding method meant to reduce power deposited into a cryostat
surface (method 3) has the largest value of MRcryo for both designs (minimum power and
minimum inductance), again as one would expect. For the minimum power designs, it
appears that the two methods (1 and 3) produced shields with very similar performance,
leading one to speculate that a reduction in fringe field is paired with a reduction in
power deposited in a surrounding conducting cylinder (not very far fetched).
Unexpectedly, the increased MFF and MRcryo produced by these designs are concomitant
with a large decrease in both MBEC and MGEC parameters.
Conversely, shielding method 2 (minimizing the field produced by eddy currents)
produces designs with large values for MBEC and MGEC at the expense of increased fringe
field and power deposition into the cryostat.
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Table 5-1. Design parameters and performance properties for minimum inductance
coils designed using shielding methods 1 – 5.
Performance parameter

α
γa
U [%]
M R "#mT m ⋅ W $%
ML

(
)
"mT m ⋅ J $
( )%
#

SM1b
N/A
N/A
N/A
N/A
N/A

Minimum inductance designs
SM2
SM3
SM4
-8.70
-8.92
10
10
10-8.68
10-2.49
10-8.94
N/A
29.89
29.53
29.97

SM5
10-8.65
N/A
29.93

0.467

0.481

0.462

0.455

3.964

4.027

3.967

3.935

M FF [1 m ]

N/A

4.678

7.129

4.265

4.521

M BEC [1 m ]

N/A

427.36

63.94

379.54

601.45

M GEC

N/A

209.41

13.57

68.21

787.03

3.928

5.643

3.858

3.568

M Rcryo "#mT m ⋅ W $%

(

)

N/A

Computation time [s]
N/A
40976.6
41770.3
2228.7
2859.7
a
For shield method 1, γ refers to the relative weighting between target regions; for shield methods
2 and 3 it refers to the additional optimization parameter from equations (5.5) and (5.12)
respectively.
b
The design and performance parameters are not included for shield method 1, as this method did
not produce valid wire patterns when matched to the performance of shielding methods 4 and 5.
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Table 5-2. Design parameters and performance properties for minimum power coils
designed using shielding methods 1 – 5.
Performance parameter

β
γa
U [%]
M R "#mT m ⋅ W $%
ML

(
)
"mT m ⋅ J $
( )%
#

SM1
10-11.27
0.0816
28.67
0.466
3.895

Minimum power designs
SM2
SM3
SM4
-10.61
-10.90
10
10
10-10.57
10-1.98
10-9.06
N/A
29.83
29.82
29.69

SM5
10-10.51
N/A
29.86

0.463

0.468

0.468

0.464

3.900

3.920

3.945

3.924

M FF [1 m]

8.803

3.085

5.277

4.541

4.720

M BEC [1 m]

69.99

775.69

75.03

420.68

597.01

M GEC

14.88

563.79

15.83

75.87

430.19

3.906

6.228

4.091

3.698

M Rcryo "#mT m ⋅ W $%

(

)

5.824

Computation time (s)
50300.6
38771.2
40502.1
2158.3
2710.9
a
For shield method 1, γ refers to the relative weighting between target regions; for shield methods
2 and 3 it refers to the additional optimization parameter from equations (5.5) and (5.12)
respectively.
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Figure 5.2. Comparison of performance parameters for the minimum power
shielded gradient coil designs. (a) Fringe field merit MFF, (b) deposited power in the
cryostat merit value MRcryo, (c) induced field merit MBEC, and (d) induced gradient
merit MGEC.
For the minimum power designs, the first order minimum energy approach (method 4)
produced a design with a fringe field merit value larger than method 2 and not
significantly smaller than method 3, large merit values for the eddy current induced field
and gradient (approximately 5 times larger than method 3 but smaller than method 2),
and the third largest merit value for power deposited into the cryostat (approximately 1.5
times smaller than method 3 and barely larger than method 2). The second order
approach appears to further increase the MBEC and MGEC values (to the same level as
method 2) at the expense of an increased cryostat power deposition (the lowest value of
MRcryo of any of the designs).
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Figure 5.3. Comparison of performance parameters for the minimum inductance
shielded gradient coil designs. (a) Fringe field merit MFF, (b) deposited power in the
cryostat merit value MRcryo, (c) induced field merit MBEC, and (d) induced gradient
merit MGEC.
For the minimum inductance designs, the first order minimum energy method produced a
design very similar to that of shielding method 2 albeit with slightly smaller MFF and
MGEC values. The second order design achieved very high values for MBEC and MGEC with
once again a cost in increased cryostat power deposition. Shielding method 3 produced
designs that achieved the highest values for MFF and MRcryo than any of the other designs;
however, the method once again produced very poor values for MBEC and MGEC.
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The computation time for the first and second order minimum energy methods took
approximately 36 minutes and 46 minutes, respectively. In contrast, shielding methods 1,
2, and 3 took approximately 14 hours, 11 hours, and 11.5 hours to complete, respectively.

5.2.6

Discussion

From the designs created in this study, it seems that for whole-body transverse gradient
coils, shield designs that reduce the magnetic fringe field result in a reduction in power
deposited in an external conducting cylinder and vice versa. This agrees with intuition
because if the fringe field is reduced outside of the shield surface then there will be less
interaction with an external cylinder, leading to less induced eddy current and hence less
power deposited into the conducting structure. What is surprising is that the methods
which work to minimize the fringe field and power deposition due to eddy currents
achieve the lowest performance for reducing the magnetic field and gradient field
produced by induced eddy currents in the imaging region.
The performance achieved by the active shield coil produced using shielding method 1 is
certainly dependent on the positioning of the outer target field points with respect to the
shield surface. Additionally, the optimal relative weighting coefficient between the target
points in the imaging region and outer shielding region will be dependent on the relative
number of target points in their respective regions. These two points result in a drastic
increase in design complexity when using this shielding approach, which can lead to suboptimal results. For instance, the minimum inductance active shields designed using this
method were not able to produce valid wire patterns while maintaining the performance
values of shielding methods 4 and 5. The fact that shielding method 1 appears to produce
the same result as shielding method 3 for the minimum power designs is very convenient
as this means that one can simply use shielding method 3, which does not have to deal
with the positioning and number of shielding target points, instead of shielding method 1
to optimize for reduced fringe field.
For minimum power coil designs, the minimum energy shielding approach to first order
produces coil designs that perform in between the extremes of the designs of shielding
methods 1 and 3 and shielding method 2 while the second order approach produces
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designs similar to shielding method 2. Conversely, for minimum inductance transverse
gradient coils, the minimum energy to first order produces coils similar in performance to
shielding method 2 while the 2nd order approach produces designs with very small eddy
current induced field values (even smaller than coils designed to specifically reduce this
variable) but increased power deposition in the cryostat.
It appears that there is a trade off between a reduction in the field produced by induced
eddy currents and a reduction in both the fringe field (the field outside of the shield
surface) and the power deposited into an external conducting cylinder. By increasing one
of the merit values, the other is decreased. Shielding method 3 in this work is by far the
best method to reduce power deposition in an external cryostat surface but in turn
produces large eddy current gradient fields (approximately 6 – 7% of the gradient field
produced by the coil), and therefore would require the greatest amount of pre-emphasis.
In contrast, shielding methods 2, 4, and 5 produce eddy current gradient fields of
approximately 0.2 – 0.5%, 1.3 – 1.5%, and 0.1 – 0.2% respectively. It is important to note
that these values may be different then what is actually produced in an MR scanner, as
the cryostat geometry would most certainly be different than what was modeled in this
study; however, they will be valid for comparison with each other.
The performance parameters MBEC and MGEC are extremely sensitive to systematic
construction errors. This is increasingly true the higher their value; therefore, it is
unlikely that these parameters will achieve values greater than a few hundred after
construction. Therefore, one would expect eddy current induced gradient fields to be in
the range of 0.3 – 1.5% for shielding methods 2, 4, and 5, at least four times smaller than
that produced by shielding method 3.
An important aspect in the design of shielded electromagnets is computation time and
optimization complexity. This is especially important when investigating new, noncylindrical coil geometries, where performance is unknown. The minimum energy
constraint shielding approaches are advantageous for these initial investigations since
they reduce problem complexity to the same level as when solely designing a primary
coil. Furthermore, the time required to amply sample the optimization parameter space is
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significantly less in comparison with shielding methods 1, 2, and 3 described in this
work.
The value of decreased computation time can be illustrated as follows: suppose one
would like to investigate shielded gradient performance over a range of possible
geometries for an open MRI scanner but does not want to spend weeks or even days
probing any “dead ends”. They could simply use the minimum energy constraint for the
design of the shielded coil for the initial studies, investigating performance over several
geometries in a few hours. Then, select the most promising coil geometries for further
study, utilizing shielding method 2 or 3 for a final design, depending on whether induced
magnetic fields or cryostat power deposition and reduced fringe field is most important.
If one knows ahead of time that induced magnetic fields from the cryostat are the largest
shielding concern then the initial investigation should be carried out using the second
order minimum energy approach, as the designs produced by this technique achieve
higher values for MBEC and MGEC.

5.2.7

Conclusions

The results from this work suggest that the selection of shielding algorithm is highly
dependent on what is most important for the final coil design. Specifically, one must ask
themselves the question: are magnetic fields produced by eddy currents more important
than the deposition of power into the cryostat and fringe field? Or vice versa? Once the
answer to this question is known, one can proceed with the appropriate shield design
methodology.
The minimum energy constraint approaches described in this chapter are extremely
useful for initial design investigations over a range of novel geometries due to their
reduced computation time and optimization complexity. The minimum energy constraint
to second order produces shielded designs with reduced magnetic fields due to induced
eddy currents on an external cryostat structure at the cost of increased power deposition
into the structure. Therefore, this design technique is better suited than the first order
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approach when the reduction of magnetic fields due to eddy currents is the most
important factor for the shield design.

5.3
Examples of novel shielded and self-shielded
gradient coils
In the following section a few examples of novel shielded and self-shielded gradient coils
are presented. Each of these example cases is an extremely difficult problem with
traditional coil design methods; however, they are straightforward with the BE method
utilizing the shielding techniques described in section 5.1. The coil designs shown have
not been optimized in any way and are meant solely as a demonstration of the design
platform rather than the result of in-depth investigations of performance over the
specified geometries. However, it is important to note that although the designs have not
been completely optimized, nor have they been designed haphazardly, and, as such, still
represent buildable high-performance coils.

5.3.1

Head-only, x-axis cylindrical gradient coil with rectangular
shield for increased efficiency in a vertical field, opengeometry, MRI system

In this example a unique problem is considered. One would like to make a highperformance, head-only, gradient set for a vertical field, open-geometry MR system. The
gradient system should be as efficient as possible, achieving 100 mT/m with less than
500 A of current. They also must be shielded.
The permanent magnets of the vertical field system are positioned in such a way so as the
available ‘bore’ opening is rectangular in shape, in contrast to traditional cylindrical
superconducting systems. The geometry of the permanent magnet set up is shown in
Figure 5.4. As one can see, the rectangular opening of the system where the insert system
is to be placed is 85 cm wide and 46 cm high, very typical of open-geometry permanent
magnet systems, albeit maybe a little tight in the width.
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Figure 5.4. Dimensions of the vertical field, open-geometry, permanent magnet MR
system. The rectangular bore has dimensions of 85 cm in width and 46 cm in height.
For the geometry of the gradient primary, cylindrical is favourable, as it tightly conforms
to the shape of the head, thereby increasing gradient efficiency. The diameter of the
cylinder will be 40 cm, which will comfortably fit the head and dedicated RF coil, the
cylinder will be 50 cm long so that the shoulders of a subject will not restrict the head
from entering the gradient isocentre.
The geometry of the shield should be as far away from the primary coil as possible. This
will once again increase gradient efficiency. Therefore, the shield is to be designed over a
rectangular surface. The rectangle will be 44 cm in height and 80 cm long. An
electromagnet of these dimensions will fit within the bore of the permanent magnet
without much difficulty.
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The primary and shield geometries were meshed in COMSOL with 1077 and 2012 nodes,
and 2058 and 3844 triangular elements respectively. The meshed geometries can be seen
within the MR system geometry at two different angles in Figure 5.5 (a) and (b).

Figure 5.5. (a) Geometry of the primary and shield insert electromagnets. The
primary geometry consists of a cylinder with diameter 40 cm and length 50 cm. The
shield geometry is a rectangle with width of 80 cm, height of 44 cm, and depth of 50
cm. (b) Angled view of the insert geometry. The primary mesh consists of 1077
nodes and 2058 elements, the shield mesh consists of 2012 nodes and 3844 elements.
The coil and shield were designed to produce an x-gradient using 382 target points
distributed over a spherical surface 25 cm in diameter. The electromagnet was designed
using the minimum power functional with β equal to 10-10. The shield was specifically
designed using the minimum energy approach to first order (the shielding method
described in section 5.1.4).
The wire patterns for the primary and shield coil are shown in Figure 5.6; these wire
patterns are scaled down for ease in visualization. The shielded electromagnet produced
an efficiency of 0.48 mT/m/A, capable of 100 mT/m using only 210 A of current. Over a
25 cm diameter spherical volume the gradient coil achieved less than 30 % gradient
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inhomogeneity. The inductance of the shielded gradient coil is 435 µH; the minimum
wire separation of the primary and shield coils is 3.9 mm and 5.7 mm respectively.
Assuming that the primary coil is wound with 3 mm by 5 mm rectangular wire and the
shield is wound with 5 mm by 5 mm square wire, the resistance of the electromagnet is
0.12 Ω. The dissipated power in the coil when powered to 100 mT/m is 5.3 kW and
therefore would require cooling.

Figure 5.6. Wire pattern for the cylindrical primary and rectangular shield
electromagnets. The wire patterns have been scaled down for ease in visualization.
In this figure, colour denotes the relative direction of current flow with respect to
the y-axis.
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5.3.2

Circular, bi-planar, self-shielded x-gradient coil for a vertical
field, open-geometry MR system

In this example, once again one wishes to design a gradient coil for the open-geometry,
vertical field system from section 5.3.1; however, in this instance, a whole-body coil is
required rather than a head-only system. This whole-body system must be able to
maintain adequate bore access and once again must be shielded. The desired gradient
efficiency is 0.1 mT/m/A. To accomplish this task, the geometry of the coil will be biplanar. In order to ensure the large field of view necessary for whole-body gradient coils,
and to achieve the target efficiency, the primary coil and shield will be designed over a
single surface.
The dimensions of the surface geometry are shown in Figure 5.7 (a) – (c) along with the
mesh and target points that were used for the design. The target region consisted of an
ellipsoidal region of 872 points extending 30 cm in the z-direction and 40 cm in the xyplane. The geometry consists of two bi-planar circular surfaces. Each circular surface has
a lower circular plane 1.2 m in diameter and an upper circular plane 1.1 m in diameter.
The planes are separated by 3 cm and connected to one another. Each circular surface
was meshed with 8570 nodes and 11076 triangular elements for a total of 17140 nodes
and 22152 triangular elements. The coil was designed as an x-gradient coil using
shielding method 5.1.3 (minimizing the power deposited into an external surface). The
external surface consisted of two planes extending 1.3 m into the xy-plane positioned at z
= ± 0.30 m. The external surface mesh contained 855 nodes and 1562 triangular elements
in total.
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Figure 5.7. (a) One side of the bi-planar surface over which the x-gradient coil was
designed. The inner diameter of the surface is 1.1 m. (b) Finite element mesh
representation of the bi-planar surface. This mesh contained 17140 nodes and 22152
triangular elements. (c) Side-view of the bi-planar surface. The diameter of the
outer surface is 1.2 m; the distance between outer and inner surfaces is 3 cm; the
distance between sides of the surface is 40 cm. The target points used for
optimization are also shown in blue. The target points were distributed over the
surface of an ellipse of 40 cm diameter in the xy-plane and 30 cm in the z-direction.
For this particular design, the shielding method described in 5.1.3 was incorporated into
the electromagnet design algorithm described in Chapter 3.1 (the algorithm allowing
control over uniformity and minimum wire spacing). The parameters used for
optimization were: target efficiency = 0.1 mT/m/A; β0 = 10-9; γ = 10-7; minimum wire
spacing = 6 mm; maximum uniformity = 30 %; number of iterations = 10.
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The wire pattern for the final design is shown in Figure 5.8. Note how some of the wires
(the outer windings) from the primary surface are connected to windings on the shielding
surface. This coil design was capable of achieving 0.1 mT/m/A with a minimum wire
separation of 5.5 mm. The discrepancy between the final wire spacing and the desired
wire spacing is due to the algorithm’s difficulty in matching all three of the design
targets: efficiency, wire spacing, and uniformity. The inductance of the coil is 295 µH
and the resistance, assuming the coil is wound with 5 mm by 5 mm copper wire is 0.16
Ω.

Figure 5.8. Wire pattern for the bi-planar, self-shielded, x-gradient coil. Colour
denotes current direction with respect to the y-axis.
The gradient field uniformity produced by this wire pattern is shown in Figure 5.9 (a) –
(c) for the xy-, zx-, and yz-planes respectively. The coil was able to achieve at least 30 %
gradient uniformity over the entire region of interest (i.e. 30 cm in the z-direction and 40
cm in the xy-plane). The base 10 logarithm of the magnitude of the magnetic field just
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outside of the upper circular surface is shown over the zx-plane in Figure 5.9 (d). As can
be seen in this figure, the shield surface acts to reduce the stray magnetic field.

Figure 5.9. Gradient field uniformity for the x-gradient coil shown in Figure 5.8
over the xy- (a), zx- (b), and yz-planes (c). Contour lines are shown for (5 %, 10 %,
15 %, 20 %, 25 %, and 30 %). (d) Base 10 logarithm of the magnitude of the
magnetic field for one-quadrant of the zx-plane spanning 60 cm in the z-direction
and 1 m in the x-direction. The shielding wires on the outer surface of the coil act to
reduce the magnetic field outside of the imaging region.

5.3.3

Cylindrical, self-shielded, x-gradient coil for a short
superconducting MR system

The last example that will be shown in this section focuses on a current problem for
gradient design of state-of-the-art cylindrical superconducting systems – specifically, the
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desire to shorten the system bore to reduce patient discomfort. As the magnet bore is
reduced in size, the gradients must shrink in turn. The shorter the surface on which the
gradient coil can occupy, the harder it is to maintain a large region of uniformity and
overall performance. Shvartsman et al. (2005) have published an approach to achieve this
goal, by combining the primary and shield surfaces together, much like in example 5.3.2
above. The geometry used in (Shvartsman et al., 2005) for an x-gradient coil is used in
this work with shielding method 5.1.2. The x-gradient coil design produced by the BE
method with this shielding technique is compared in performance to the design produced
by Shvartsman et al. (2005).
The meshed geometry on which the gradient coil is designed is shown in Figure 5.10 (a).
The inner cylindrical surface has a radius of 34.4 cm with total length of 86.8 cm; the
shielding surface has a radius of 43.5 cm and total length of 1.11 m. The mesh describing
the geometrical surface contained 4679 nodes and 9358 triangular elements. The xgradient coil was designed using 382 target points distributed over the surface of a sphere
55 cm in diameter. The cryostat surface used in the shielding algorithm consisted of a 1.5
m long cylindrical surface with radius 0.5 m, meshed using 892 nodes and 1704
triangular elements.
The coil was designed using the basic boundary element method (Appendix A) using a
power weighting functional and implementing the shielding method described in section
5.1.2. The optimization parameters used were β = 10-10.2; γ = 10-0.6.
Shvartsman et al. (2005) use a number of performance parameters in order to assess their
coil design; however, most of the parameters are related to one another and can be
simplified into fewer parameters (e.g. slew rate, efficiency, inductance, and coil energy
can all be combined into the inductive merit variable, which is the coil efficiency divided
by the square root of the coil inductance). The performance parameters used for
comparison were: the inductive merit, gradient uniformity over a sphere 40 cm in
diameter; gradient uniformity over a 50 cm diameter circle in the xy-plane (or gradient
linearity); residual eddy current effect (RECE), defined as the absolute value of the field
produced by the induced eddy current divided by the field produced by the gradient coil
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over a set of points distributed over the imaging volume multiplied by 100. The points
used for the RECE calculation were matched to those used in (Shvartsman et al., 2005).
The wire pattern of the self-shielded x-gradient coil is shown in Figure 5.10 (b), scaled
down to aid in visualization. The performance parameters of this coil are presented in
Table 5-3 along with the values given by Shvartsman et al. (2005). The BE method
gradient coil achieves approximately 15 % and 14 % better performance for inductive
merit and field uniformity over the 40 cm spherical volume respectively while
maintaining 3.3% field linearity over 50 cm in the xy-plane. Furthermore, the BE method
design achieves 36% less RECE over the design reported in (Shvartsman et al., 2005).

Figure 5.10. (a) Finite element mesh surface of the self-shielded cylindrical coil. The
inner radius of this surface is 34.4 cm with a length of 86.8 cm. The outer radius of
the surface is 43.5 cm with a total length of 1.11 m. The mesh representing this
surface contained 4679 nodes and 9358 triangular elements. (b) Wire pattern for the
self-shielded x-gradient coil. The wire pattern has been scaled down for ease in
visualization. In this figure, colour denotes current direction with respect to the yaxis.

143

Table 5-3. Comparison of performance properties between the coil designed using
the BE method in this work and the coil design reported by Shvartsman et al.
(2005).
Performance Parameter

Design by
Shvartsman et al [14]

Boundary Element
Method Design

Percent Improvement

2.447

2.807

14.7 %

23.6
3.33
0.258

20.2
3.28
0.164

14.4 %
1.5 %
36.4 %

Inductive Merit

η ⎡
mT
⎤
0.5 ⎥
⎢
L ⎣m⋅A⋅H ⎦
Gradient Uniformitya [%]
Gradient Linearityb [%]
RECEc [%]
a

Calculated over a 40 cm sphere.
Gradient uniformity over a 50 cm circle in the xy-plane.
c
Calculated over select points distributed over the surface of the imaging volume.
b

5.3.4

Conclusions

The previous three example coil designs were just a brief glimpse into the power of the
boundary element method when paired with the shielding methods described at the
beginning of this chapter. As was stated in the introduction to this section, not one of the
example designs was the result of an in-depth design study, but rather were “firstattempts” presented to show the range of possibilities that the electromagnet design
platform is capable of. Even so, the first example coil was extremely high-performance
and would be a suitable design for a head only gradient coil for use with a vertical field
system. The second design example is a very high-performance, shielded, biplanar
design. Typical biplanar systems are only capable of gradient strengths of around 30
mT/m (Abe, Imamura, & Takeuchi, 2011); in contrast, the design presented in section
5.3.2 would be capable of gradient strengths of 50 mT/m using only 500 A of current,
which can be easily provided by currently available power amplifiers. Lastly, the final
design example presented in section 5.3.3 clearly outperforms a similar design published
by Shvartsman et al. (2005). Further improvement of this last design would definitely be
possible, simply by using a minimum inductance functional rather than a minimum
power functional, let alone a thorough exploration of the optimization parameter space.

144

5.4

References

Abe M., Imamura Y., Takeuchi H. (2011). Design of compact planar GC for high field
open MRI using the computational tool DUCAS. Proc ISMRM 19, 3794.
Handler W.B., Harris C.T., Scholl T.J., Parker D.L., Goodrich K.C., Dalrymple B., Van
Sas F., Chronik B.A. (2013). New head gradient coil design and construction
techniques. J Magn Reson Imaging, In press (accepted: May 10, 2013).
Harris CT, Handler WB, Chronik BA. (2011). Optimization of computational speed for
BE method of coil design. Proc ISMRM 19, 3786.
Harris C.T., Handler W.B., Chronik B.A. (2012a). Design study to investigate the effect
of curvature on gradient coil performance for localized regions of interest.
Concept Magn Reson B, 41B, 62 – 71.
Harris C.T., Handler W.B., Chronik B.A. (2012b). Electromagnet design allowing
explicit and simultaneous control of minimum wire spacing and field uniformity.
Concept Magn Reson B, 41B, 120 – 129.
Harris C.T., Haw D.W., Handler W.B., Chronik B.A. (2013). Shielded electromagnets of
arbitrary surface geometry using the boundary element method and a minimum
energy constraint. J Magn Reson, In submission: JMR-12-316.
Haw DW, Harris CT, Handler WB, Chronik BA. (2011). Simple minimum energy
method for calculating shielding coils on arbitrary geometries. Proc ISMRM 19,
3791.
Hunt C.H., Wood C.P., Lane J.I., Bolster B.D., Bernstein M.A., Witte R.J. (2011). Wide,
Short Bore Magnetic Resonance at 1.5 T. Clin Neurdoradiol, 21, 141 – 144.
Lemdiasov R.A., Ludwig R. (2005). A stream function method for gradient coil design.
Concept Magn Reson B, 26B, 67 – 80.
Peeren G.N. (2003). Stream function approach for determining optimal surface currents.
J Comput Phys, 191, 305 – 321.
Pissanetzky S. (1992). Minimum energy MRI gradient coils of general geometry. Meas
Sci Technol, 3, 667 – 673.
Poole M., Bowtell R. (2007). Novel Gradient Coils Designed Using a Boundary Element
Method. Concept Magn Reson B, 31B, 162 – 175.
Poole M., Sanchez Lopez H., Crozier S. (2008). Adaptively Regularized Gradient Coils
for Reduced Local Heating. Concept Magn Reson B, 33B, 220 – 227.
Poole M, Weiss P, Lopez HS, Ng M, Crozier S. (2010). Minimax current density coil
design. J Phys D Appl Phys, 43, 095001.
Sanchez H., Poole M., Liu F., Crozier S. (2009). Evaluation of two Shielding Strategies.
Proc ISMRM 17, 3058.
Shvartsman S.H., Morich M., Demeester G., Zhai Z. (2005). Ultrashort Shielded Gradient
Coil Design with 3D Geometry. Concept Magn Reson B, 26B, 1 – 15.

145

Chapter 6
6

Feasibility of active localized shielding for external
electronic devices within MRI gradient fields
6.1

Introduction

Over the past 15 years the use of specialized robotics for surgical purposes, biopsies, or
the treatment of various diseases has been steadily increasing in number (Elhawary et al.,
2008). Notable examples are high-intensity focused ultrasound (HIFU) used for the
ablation of certain cancers and the treatment of uterine fibroids (Jolesz & McDannold,
2008) and MR-Bot, an MRI-compatible device used for the placement of brachytherapy
seeds, tumour ablation, and image-guided biopsy (Muntener et al., 2006, Stoianovici et
al., 2007, Muntener et al., 2008).
Magnetic resonance imaging (MRI) is a common noninvasive imaging modality
providing varied and unique forms of tissue contrast. For example, high-resolution
anatomical images, metabolic and functional information, as well as spatial maps of
tissue stiffness can all be obtained with this single modality. As the use of robotics in
medical procedures increases, there is an increasing interest in the concurrent use of MRI
to guide these procedures.
The implementation of a robotic system (for example) within an MR system is obviously
not without complications. The MR system is characterized by the presence of extremely
strong static magnetic fields (typically between 1 and 3 Tesla), intense radiofrequency
electric and magnetic fields (at frequencies corresponding to the main field strength: 42.3
and 127 MHz for 1 and 3 T respectively), and spatially varying gradient magnetic fields.
The magnetic fields from the gradient system can be as high as 10’s of mT at certain
locations within the scanner, and these fields are varied in a complicated manner at
frequencies in the 0.5 – 10 kHz range. The MR imaging technique itself is generally
sensitive to variations in any of the above magnetic fields that might be caused by foreign
devices or components introduced into the scanner. Induced eddy currents and changes
in the local static magnetic field can result in image distortions.
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It is also important to understand and manage the effect of the MR system on the device
itself. Currently, research is being conducted to identify safety and compatibility
standards for various robotic devices used within MRI systems (Schenck, 2000, Nyenhuis
et al., 2005, Schaefers, 2008, Graf, Lauer, & Schick, 2006, Graf, Steidle, & Schick, 2007,
Handler, Harris, & Chronik, 2011a). These standards are meant to cover interactions with
the three main magnetic fields used in MR, namely: 1) the large static magnetic field; 2)
the temporally switching (kHz range) gradient fields; and 3) the radiofrequency (RF)
field.
In contrast to the static and RF magnetic field interactions, relatively little work has been
focused on interactions of external devices with the time-varying gradient magnetic
fields. The few results published indicate that the time-varying gradient fields can
produce significant amounts of heating and vibration due to the induction of eddy
currents throughout conducting structures within the devices (Graf et al., 2006, Graf et
al., 2007, Handler et al., 2011a). Active devices (such as robotics) can additionally
experience communication interference due to the kHz switching frequencies of these
fields.
Current methods of overcoming these problems primarily focus on alteration of the
device design. This might be as simple as repositioning active system components
outside of the MR scanner itself. Or it could require major design changes such as the use
of piezoceramic materials or pneumatics (Elhawary et al., 2008). The re-design process
can be both expensive and time consuming.
In this study, we focus attention on the interaction between the MRI gradient magnetic
fields and a general device to be placed within the scanner bore. We propose to protect
the device from the gradient fields by use of a custom-designed, local actively controlled
electromagnet shield. The feasibility of a highly localized shielding coil within the bore
of a whole-body gradient coil is investigated. For simplicity, a small spherical shield
geometry is studied first. Our goal in this initial study is to answer the following
questions: How much can the gradient field magnitude be reduced within the example
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shield? And how will the shield affect the gradient uniformity and efficiency of the
original system?
A practical z-gradient shield design is then developed and investigated for shielding a
small electric circuit positioned near the edge of the scanner bore. The complexity of the
approach is discussed, including the integration of the shield control with the host MR
system as well as design and construction methods of the shield coil itself.

6.2

Methods

In this study, localized shield designs were calculated by the boundary element (BE)
method, following the approach of (Pissanetzky, 1992, Lemdiasov & Ludwig, 2005,
Poole & Bowtell, 2007, Harris, Handler, & Chronik, 2012a). In typical coil design, the
target field values are specified to be the z-component of the magnetic field. This is
because for most situations in MRI the z-component of the magnetic field (or component
parallel to the main static field) has the largest magnitude and the other components can
be neglected. However, this is not necessarily true for producing shield coils. In certain
situations the magnitude of the x- and y-components of the magnetic field may be of the
same order as the z-component in the region of interest. Therefore, when designing these
shielding coils, the minimization functional incorporated all three components of the
magnetic field (section 3.2). Furthermore, for low-power current density distributions
over non-traditional coil geometries (i.e. non-cylindrical) it may be desirable to remove
the torque constraints for added shielding performance. In this study, the torque
constraints present in the minimization functional could be selectively removed from the
functional in the design process if it produced a large increase in shielding performance.
The functional without torque constraints simply becomes:

(
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Whole-body transverse and longitudinal gradient coils were designed to act as a source of
gradient fields to shield devices from. These designs were done over a cylinder 74 cm in
diameter, 125 cm in length using the standard boundary element method formalism.
These coils were designed to mimic a standard whole-body gradient set of a typical 3 T
clinical scanner to serve as a starting point for the assessment of negative effects due to
the presence of the localized shields. Performance properties for the transverse and
longitudinal gradient coils are displayed in Table 6-1.
Table 6-1. Performance properties of the typical whole-body gradient set.
Gradient axis

X

Y

Z

120

120

120

Radius (Primary) [cm]

38.48

34.78

37.25

Radius (Shield) [cm]

N/A

N/A

43.43

η [mTm A ]

0.17

0.17

0.17

L [mH]

1.7

1.2

1.2

148

117

226

45 x 45 x 30

50 x 40 x 30

40 x 40 x 30

Length (z-direction) [cm]

-1

-1

a

R [mΩ]
FOV (30% uniformity)
(X x Y x Z) [cm]
a

Resistance calculated assuming a square cross-sectional wire 5 mm x 5 mm.

6.2.1

Feasibility Assessment: Spherical Shields

The localized shielding coils were designed over a spherical finite triangular element
mesh surface (1926 nodes and 3848 triangular elements) 15 cm in diameter created in
COMSOL® (Figure 6.1 (a)). The shield geometry is centered at the point (x, y, z) = (12.5,
12.5, 0) cm so as to be placed within the modeled whole-body gradient coil (Figure 6.1
(b)). The placement of the shield geometry gives a maximum imaging region diameter of
20.4 cm (twice the distance from the origin to the edge of the shield geometry). For
simplicity and demonstration, the same mesh was used to produce the shield for each of
the gradient axes. In a practical shield it would be necessary to nest the shielding layers.
Target field points were distributed throughout a 10 cm diameter spherical region of
interest concentric with the shield geometry. Figure 6.1 (c) displays the distributed field
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points within the spherical shield geometry. The target field values assigned to these
points was chosen to oppose the field produced by each axis of the whole-body gradient
set in turn. With these field targets, the relative weighting between the target points and
dissipative power was chosen by the approach of (Harris et al., 2012a) using 15 iterations
with a desired percent error of 100 ppm and a minimum wire separation of 2 mm for the
transverse gradient shield and a desired percent error of 10 ppm and a minimum wire
separation of 3 mm for the longitudinal gradient shield. For both optimizations, the initial
target field weighting coefficients were set to 1 and the initial beta parameter was set to
10-10. For the longitudinal gradient shield, torque constraints were removed from the
optimization functional to increase shielding performance.

Figure 6.1. (a) Finite element mesh of the spherical shield geometry. (b) Position of
spherical geometry within the bore of a whole-body transverse gradient coil. (c)
Position and distribution of target points within the spherical shield geometry.

The resultant stream function was contoured so as to optimally run the shield coils with
current amplitude an order of magnitude smaller than the whole-body gradient coil (i.e.
with 1 A flowing through the whole-body gradient, 0.1 A would be flowing through the
shield coil).
In order to assess how well the shield performs, a variable called the field drop factor
(fdf) for each target point was defined, given mathematically as:
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⎛ Bgc (rk ) ⎞
fdfk = log10 ⎜
⎟.
⎝ Bgc+s (rk ) ⎠

(6.2)

Where Bgc (rk ) and Bgc+s (rk ) are the magnitude of the magnetic field produced by the
gradient coil alone and the gradient coil with shield at each of the k target points in the
region of interest respectively.
This variable gives us the order of magnitude drop in the magnetic field throughout the
target region.

6.2.2

Practical Z-Gradient Shield for Small Electric Circuit

A practical shield design for a small electric control circuit was investigated next. The
shield coil was designed over a rectangular prism of dimensions (x, y, z) = 9 cm x 5 cm x
5 cm. In order to allow access to the electric circuit, one side of the prism was removed
(the side furthest from isocentre of the magnet). The shield surface was discretized into a
finite triangular element mesh (2323 nodes and 4554 elements) using the software
package COMSOL®. The circuit would be placed roughly 30 cm from isocentre of the
main magnet in the longitudinal direction. For simplicity it is assumed that the motor and
shield will be aligned vertically with the isocentre of the magnet. Consequently, the
shield geometry was centered at the point (x, y, z) = (0, 0, -32.5) cm, this will place the
closest edge of the shield geometry 30 cm from isocentre longitudinally.
Target field points were distributed throughout an elliptical region (major (x-) axis radius
3 cm and minor (y-, z-) axes radii 1 cm) concentric with the shield geometry. The target
field values were chosen to match the x-, y-, and z-component of the magnetic field
produced by the whole body z-gradient coil at these locations. Figure 6.2 shows the finite
element mesh of the shield geometry along with the positions of the target points used for
design.
Relative weighting between the target field points and power dissipation was optimized
by the method of (Harris et al., 2012a) with a minimum wire separation of 2 mm,
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maximum field error of 5 %, and 15 iterations. The initial target field weighting
coefficients were set to 1 and the initial beta parameter was set to 10-8. The shield stream
function was contoured so as to be driven with 100 mA of current for every 1 A of
current in the z-gradient coil.

Figure 6.2. Finite element mesh of the rectangular shield with backside removed.
The target points used for current density optimization are shown within the mesh,
distributed throughout an elliptical region.

6.3

Results

Figure 6.3 (a) displays the wire pattern for the localized spherical x-gradient shield coil.
Figure 6.3 (b) displays the gradient field uniformity over the xy-plane of the whole-body
x-gradient coil with the shield present. Figure 6.3 (c) displays the drop in field magnitude
for a line passing through the center of the transverse shield coil along the z-direction.
Figure 6.4 shows analogous plots for the z-gradient shield coil.
The minimum wire separations for the spherical gradient shields are 2 mm and 3.2 mm
for the transverse and longitudinal shields respectively. It can be seen from Figures 6.3
(b) and 6.4 (b) that the gradient field distortion caused by the shield coils is minimal only
a few centimeters from the shield surface. From Figures 6.3 (c) and 6.4 (c) one can see
that both shields drop the magnitude of the magnetic field by approximately three orders
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of magnitude over the region of interest. The efficiency of the x- and z-gradient coils
increased 4.8% and decreased 4.1 % with the addition of their respective shield coils.
Table 6-2 summarizes the shielding performance of both spherical shield coils.
Table 6-2. Performance properties of small spherical shields.
Property
Current for every 1 A in gradient coil [mA]
Minimum wire separation [mm]
Ra [mΩ]
L [µH]

X-Gradient

Z-Gradient

(Small, Spherical)

(Small, Spherical)

100

100

2

3

48.5

23.8

133
-1 -1

71

5 x 10

3.5 x 10-2

Powerb [W]

44

21

Field drop factor (mean)

3.7

2.7

Field drop factor (median)

3.6

2.7

Field drop factor (minimum)

2.3

1.5

Field drop factor (maximum)

5.1

3.4

Torque [NmA T ]

a

-8

Resistance calculated assuming rectangular wire of cross-section: 3 mm x 2 mm for

transverse spherical shield, 3 mm x 3 mm for longitudinal spherical shield.
b

Power calculated assuming 300 A in gradient coil corresponding to 30 A in shield.
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Figure 6.3. (a) Wire pattern for the transverse shield coil. (b) Gradient uniformity
over the xy-plane when the spherical shield shown in (a) is present. (c) Magnitude of
the magnetic field along the z-axis on a line through the center of the shield (x, y) =
(12.5, 12.5) cm.
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Figure 6.4. (a) Wire pattern for the longitudinal shield coil. (b) Gradient uniformity
over the xy-plane when the spherical shield shown in (a) is present. (c) Magnitude of
the magnetic field along the z-axis on a line through the center of the shield (x, y) =
(12.5, 12.5) cm.
Figure 6.5 (a) displays the wire pattern for the rectangular shield. Figure 6.5 (b) shows
the gradient uniformity over the zx-plane when the shield is present. The gradient shield
is capable of dropping the field magnitude by approximately 1.4 orders of magnitude
over the region of interest. Table 6-3 summarizes the performance properties of the
rectangular shield.
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Table 6-3. Performance properties of rectangular, z-gradient shield.
Property

Z-Gradient shield for motor

Current for every 1 A in gradient coil [mA]
Minimum wire separation [mm]
a

R [mΩ]
L [µH]
Torque [NmA-1T-1]

100
2
10.8
33
3.5 x 10-8

Powerb [W]

9.3

Field drop factor (mean)

1.4

Field drop factor (median)

1.3

Field drop factor (minimum)

2.1

Field drop factor (maximum)

0.9

a

Resistance calculated assuming rectangular wire of cross-section: 5 mm x 2 mm.

b

Power calculated assuming 50 mT/m gradient strength corresponding to 29.4 A in

shield.
As one can see in Figure 6.5 (b) the addition of the shield coil has very little effect on the
available imaging region of the gradient coil. Furthermore, the efficiency of the zgradient coil did not change with the addition of this shield.

156

Figure 6.5. (a) Wire pattern for the practical, rectangular, longitudinal shield coil.
(b) Gradient uniformity over the zx-plane when the shield shown in (a) is present.
Note how the presence of the shield has very little effect on the region of gradient
uniformity.

6.4

Discussion

In the first part of this study, small, spherical geometry, shield coils were investigated as
a proof-of-principle design for highly localized shielding coils within the bore of a
whole-body gradient set. From this initial study, it was found that low power, highly
localized, active-shields could reduce the gradient magnetic field by approximately three
orders of magnitude over a specific region of interest. Furthermore, the shielding coils
achieve this while having little effect on the uniformity of the original gradient field over
the region beyond the local shield.
It was found that depending on the gradient axis, the shielding coils could have either a
slightly positive or negative effect on the gradient efficiency when placed near the
isocentre of the main magnet. This change in efficiency is accompanied by a slight B0
offset at isocentre. However, this offset will be small (on order of µT at maximum
gradient strength) and the system B0 shim (if actively controlled) would be able to
account for this.
In the second part of this study, a practical localized shield design is presented to reduce
interactions between a hypothetical small electric circuit and the z-gradient coil of a
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typical whole-body MR system. This localized shield is predicted to be capable of
reducing the gradient fields by approximately 1.4 orders of magnitude over the region of
interest. The power required by this active shield is only 9.3 W assuming a whole-body
gradient strength of 50 mT/m, and therefore would not require water-cooling. This shield
coil is predicted to have very little effect on the available imaging region of the wholebody gradient coil except near the fringes of the field of view where large gradient
inhomogeneity is already present. Furthermore, this shield coil does not significantly
affect the efficiency of the whole-body z-gradient and therefore no B0 offset should need
to be accounted for.
Construction of complex coil designs such as that presented in Figure 6.5 (a), although
not trivial, is certainly possible using existing methods. This coil could be constructed
using a combination of two methods: 1) milling out a wire path into a former, then
winding into the mill path with copper wire; and 2) milling the wire pattern directly into a
sheet of copper (Haw et al., 2010, Handler et al., 2011b, Handler et al., 2013). The sides
of the rectangular shield could be easily constructed using the first technique by milling
out each individual side separately and then attaching the sides together prior to winding.
The end cap of the shield could be constructed using either technique, again building
separate from the rest of the sides and attaching after milling/winding.
In order to operate an active shield in tandem with (but separate from) the MR system
gradients, one would need a separate power amplifier. This amplifier would not need to
be particularly powerful but must have adequate bandwidth to produce the shielding
current needed with sufficient accuracy while maintaining a current noise level small
enough so as to not produce imaging artifacts. As typical MRI gradient waveforms are
driven with amplifiers with small-signal bandwidths of less than 20 kHz, a shield control
amplifier would need to operate at bandwidths of no less than that. If the shield coil were
to be positioned far enough away from the imaging region, as is the case for the
rectangular shield above, then imaging artifacts due to current instability would not be
expected to be a problem. The amplifier driving the shield would also need separate
control software. In the author’s experience, control software written in LabVIEW™
paired with a National Instruments™ (NI) data acquisition card that can be triggered from
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the scanner has worked very well for integration and control of insert coils in previous
projects (Harris et al., 2012b, Araya et al., 2012). The control software would need the
timing and waveforms of the gradients for the pulse sequence used.
Whenever supplementary electromagnets are placed within the MR environment one
must take into account direct inductive coupling between the system gradient coils and
the insert shield. The switching of the gradient fields may induce a voltage across the
insert electromagnet and vise versa. For the low-power shield coils described in this
work, voltages across the system gradients due to switching of the local shield coils
would be minimal and well within the capability of the system amplifiers to compensate
for them. However, it would be necessary to design the shield control amplifiers with
sufficient voltage headroom to compensate for induced voltages due to the main gradient
system operation. It is also important to note that there will in general be coupling
between each of the three system gradient axes and the single shielding coil. Nonnegligible coupling could result in image artifacts if the shield coil is close to the imaging
region. An explicit pre-emphasis algorithm that would be calibrated once for each shield
design and position could compensate for this.
The interaction between the insert shield and system gradients would be amplified as the
shield coil grew in size. As the shield becomes larger its inductance will grow, increasing
its stored energy and the likelihood of negative interactions with the MR system. A larger
shield will also generally dissipate a larger amount of energy during operation because
the windings will be further from the center of the region of interest, requiring larger
current amplitude for the same field value. Additionally, the increased power dissipation
may cause a larger insert shield to require active cooling, which would substantially
increase construction complexity. For these reasons, it is anticipated that this approach
will be most feasible for shielding of relatively localized regions and components of
robotic or other systems to be operated within the MR system bore.
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Chapter 7
7

A new approach to shimming: The dynamically
controlled adaptive current network5
7.1

Introduction

Magnetic field homogeneity is important in all aspects of magnetic resonance imaging. In
imaging applications, magnetic field inhomogeneities can result in signal loss, image
distortion, image blurring, and poor fat suppression. In spectroscopy, field inhomogeneity
causes broadening of line-widths and frequency shifts.
Magnetic field “shims” is the general term used to describe methods to improve the
uniformity of the main magnetic field. Conventionally, magnetic shims fall into two
categories: 1) passive shims, composed of strategically placed ferromagnetic material
within the magnet bore and/or superconducting electrical circuits within the magnet
cryostat; and 2) active shims, composed of additional room-temperature electromagnets.
Passive shims are typically used to adjust the main field at the time of initial installation
whereas active shims are used to compensate for the field distortions that are introduced
when different objects are placed within the bore of the magnet.
Active shim coils are typically composed of sets of coaxial cylindrical layers, with each
layer being a separate current path that produces a magnetic field approximating a
particular spherical harmonic. By driving different current amplitudes through each shim
layer, the resultant additive magnetic field profile can form complicated patterns. This
approach to active shimming can require significant amounts of radial space, since each
new spherical harmonic produced requires a new cylindrical coil. It also requires multiple
power amplifiers, as each cylindrical layer is driven separately. For higher performance,

5

This chapter is adapted from the journal article: Harris, C.T., Handler, W.B., & Chronik, B.A. (2013). A
new approach to shimming: The dynamically controlled adaptive current network. Magn Reson Med,
Article first published online (March 15, 2013). [DOI: 10.1002/mrm.24724].

162

one generally seeks to employ more spherical harmonics, further increasing radial space,
power consumption, and number of amplifiers needed.
As MRI examinations are customized for the evaluation of diseases in specific parts of
the body, there arises a corresponding need for improved magnetic field shimming over
these particular regions. For instance, much work has been done to improve the field
homogeneity in breast MRI scans (Maril et al., 2005, Lee & Hancu, 2012, Hancu et al.,
2012) where MRS and diffusion tensor imaging (DTI), both sensitive to field
inhomogeneities, can be useful in diagnosis of breast cancer. As another example,
quantitative MRS is currently being used as a means to assess neurological disorders (Lin
et al., 2005). High-performance MRS over specific regions in the brain such as the
medial temporal lobe can be improved substantially with customized shimming methods.
Recent MRS investigations in the cervical spinal cord have also begun (Cooke et al.,
2004, Edden et al., 2007, Henning et al., 2008, Holly et al., 2009), but have been limited
mainly due to the complicated pattern of susceptibility interfaces in the spinal cord.
All of the above examples are primarily localized spatial field-homogeneity problems and
the use of localized supplementary shim coils for these regions have been proposed
(Hudson et al., 2010, Lee, Hofstetter, & Hancu, 2011, Biber et al., 2012). However, this
approach has limitations. The customized shim coil must be designed to account for a
population-average field variability rather than the specific field for any given subject.
The shim coils have to be placed very accurately with respect to the anatomical region of
interest. A new shim coil is generally needed for each different region of interest. Finally,
localized supplementary shim coils such as these cannot account for a field profile that
changes with time. Such a dynamic field profile might result from something as simple as
patient movement, or by something more exotic such as the time-varying control and
manipulation of a foreign, active device such as an interventional robot (Song et al.,
2012).
There has recently been work on a “multi-coil” shim system in which a single cylindrical
layer has multiple, separately driven current loops (Juchem et al., 2011a, Juchem et al.,
2011b). By driving different current amplitudes through the loops, the magnetic field
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produced by each coil can combine to form complicated time-varying magnetic field
patterns. This method has been successfully implemented to achieve high-performance
shimming over the human brain at 7 T (Juchem et al., 2011b). This technique addresses
the problem of radial space, as in principle only one layer is needed for the production of
complicated field patterns. However, it does this at the expense of an increased number of
independent power amplifiers. Current prototypes contain up to 48 independently driven
coil loops. Furthermore, as the majority of current loops will partially counteract each
other, significant amounts of power may be wasted in this technique.
An alternative approach to actively controlling the magnetic field would be to control the
actual pattern of current flow over a given surface. If the current path itself could be
modified as a function of time, multiple different magnetic field profiles could be created
with a single shim layer, driven by a single power supply. More importantly, if it were
possible to quickly modify this pathway during a pulse sequence, then it might be
possible to dynamically improve the field uniformity over localized regions of interest,
on a patient-specific basis, in real time.
In this work, results of preliminary investigations into dynamic control of a low-power
current distribution over a single surface within the MR environment are presented. The
approach used power MOSFET (metal-oxide-semiconductor field-effect transistor)
photovoltaic relays to adaptively control a current network. Simulations are used to
identify the feasibility of this adaptive shim coil concept for localized regions in the
human head. A prototype of the adaptive current network is described and experimental
results are provided to demonstrate that the proposed method is feasible and effective.

7.2

Theory

Power MOSFET photovoltaic relays are non-magnetic, solid-state switches. When
triggered to be “closed” they are able to conduct current bi-directionally; when in the
“open” state, current flow is restricted. The ability to open or close conducting pathways
selectively allows dynamic control of a current density distribution, and consequently,
dynamic control of the spatial distribution of the resultant magnetic field.
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Figure 7.1 displays a network of MOSFETs distributed over a rectangular grid of
conducting pathways; the MOSFETs are placed between all of the nodes of the
conducting grid. By altering which MOSFETs are triggered to be conducting, the current
flows along a different pathway. If the conducting network mesh is amply discretized, a
large number of different magnetic field patterns can be created within the same coil by
dynamically altering which MOSFETs are closed at any given time.

Figure 7.1. Visualization of two separate current pathways depending on which
MOSFETs are in the open or closed state.
Controlling the state of an individual MOSFET is straightforward. In order to “close” a
given MOSFET one must supply a small current to its gate. This small current drives an
LED inside the chip that causes the switch to become conducting. This can be achieved
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using relatively simple software along with a multiple channel digital I/O card. The
necessary current is generated by applying a digital 5 V output across a resistor connected
in series with the MOSFET gate, placed outside of the MR room. Simply stopping the
current flow turns off the MOSFET. The switching speed of typical commercially
available MOSFETs is in the µs – ms range. Alternatively, one could use fiber optics to
directly control specific MOSFETs within the network.
Three steps are needed in order to utilize a MOSFET network as a dynamic, adaptive,
shim coil. First, one must acquire a field map of the region of interest (ROI). Secondly, a
wire pattern must be calculated that would optimally correct for the measured magnetic
field inhomogeneities within the ROI. Any method can be chosen for calculating the wire
pattern; however, the method must be able to produce a practical wire pattern in a short
period of time (on order of seconds). In this work, wire pattern design was achieved using
the boundary element (BE) method (Pissanetzky, 1992, Peeren, 2003, Lemdiasov &
Ludwig, 2005, Poole & Bowtell, 2007). This method was chosen because of its ability to
obtain wire patterns over arbitrary surface geometries, to produce high-performance coil
designs relatively quickly (Harris, Handler, & Chronik, 2011), and to control the
minimum spacing between adjacent wires, ensuring practical wire patterns (Poole, Lopez,
& Crozier, 2008, Poole et al., 2010, Harris, Handler, & Chronik, 2012). Finally, the
calculated wire pattern must be approximated by the MOSFET network and software
used to control the appropriate channels. The BE method’s control over wire spacing is
an especially advantageous quality to have because the final wire pattern will obviously
be constrained by the finite discretization of the MOSFET network.
In order to allow the creation of a complicated multi-fingerprint wire pathway such as
one proposed by Hudson et al. (2010), one or two additional mesh networks are needed to
accommodate wire connections between fingerprints. For a completely arbitrary design
(i.e. one in which the wire pattern could start and end anywhere on the surface) a total of
three networks would be needed to accommodate the cross-connections. However, if
there were specified start and end points for the fingerprint connections (which would
slightly limit design freedom) only two networks would be needed. In this case, the
second network would not need to be as complex as the first. In either case, the additional

166

networks could be placed on additional layers with VIAs (vertical interconnect access)
connecting them. Figure 7.2 displays a rendering of a square MOSFET network on a
cylindrical former. Two networks are present on this former, one internal and one
external.

Figure 7.2. Schematic depiction of the adaptive shim MOSFET network used for the
computer simulations. The mesh network is shown with a human head inserted into
the cylindrical former. In reality an RF coil would be placed within the cylindrical
shim as well. Note that both surfaces of the cylindrical former contain a network;
one surface would produce the wire pattern while the other surface would provide
pathways between ‘thumbs’ for complicated wire patterns.

7.3

Methods

Computer simulations were conducted to predict the benefits that could be obtained using
this method of shimming and to demonstrate the flexibility in magnetic field profile that
can be created with a single shim layer.
A standard field mapping sequence (Siemens gradient echo field mapping sequence, TE
= 10 ms & 12.46 ms, TR = 200 ms, FOV = 300 mm x 300 mm, Slice thickness = 3 mm,
flip angle = 90°, BW = 260 Hz/pxl) was performed on a single human subject using a
Siemens Tim Trio 3 T scanner with a 32-channel head only RF coil. The field map was
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performed for only a single slice that was positioned so as to suffer inhomogeneity
caused by susceptibility effects from both the sinus and ear canal. Before taking this field
map, the scanner’s auto shim was implemented along with a manual interactive shim to
ensure that any inhomogeneities that could be removed by the system shims alone were
compensated for.
From the field map, two regions were selected as regions of interest (ROIs): one spanning
the frontal lobe and the other positioned over the right temporal lobe. Figure 7.3 displays
an anatomical image (the gradient echo image with TE = 10 ms) with the two ROIs
outlined. From these ROIs, field targets were obtained for the design of two distinct shim
coil wire patterns using the boundary element method following the approach of (Harris
et al., 2012). Both designs were calculated over a cylinder 30 cm in diameter and 40 cm
in length. The minimum wire separation distance was controlled to be 1 cm and the
maximum field homogeneity was specified to be 0.2 ppm of the main 3 T field. The
maximum current flow through each wire pattern was constrained to be less than 2 A.
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Figure 7.3. Gradient echo image of the single slice on which field mapping was
performed. The two regions of interest are outlined; both regions suffer field
homogeneity problems due to their proximity to an air-tissue interface. Within these
regions field targets were extracted and used for coil design using the boundary
element method.
A square mesh grid was created over the same cylindrical surface (diameter = 30 cm,
length = 40 cm) as the shim wire patterns. This grid represented the finite discretization
that would result from a grid of power MOSFETs described in the theory section. The
mesh was given a discretization of 94 azimuthal “spokes” and 39 loops, resulting in
approximately a 1 cm x 1 cm grid distributed over the entire cylinder. Using custom
written computer code, the two wire patterns produced by the boundary element method
were superimposed onto the square mesh to achieve a circuit that best matched the result
of the calculation. Figure 7.4 (a, c) displays the smooth wire patterns created using the
aforementioned target field points using the boundary element method and Figure 7.4 (b,
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d) shows the resultant wire patterns when the smooth wire pattern was superimposed onto
the grid.

Figure 7.4. Smooth wire patterns produced by the boundary element method for (a)
ROI #1 and (c) ROI #2. Realistic wire patterns (black) produced by superimposing
the smooth pattern (gray) onto a finite mesh network of discretization dimension of
1 cm x 1 cm for (b) ROI #1 and (d) ROI #2. Note the small loop and sharp corners of
the smooth pattern in (b) are not matched exactly in the realistic meshed pattern.
Magnetic field calculations were made over the two ROIs for their respective ideal
(smooth) and realistic (discretized) wire patterns. The resulting combined field (original
field plus additional shim coil field) was compared with the original field maps.
Specifically, the maximum absolute value of the field inhomogeneity and the range in
field inhomogeneity (maximum – minimum) were compared over each ROI. The mean
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value of magnetic field over each region was subtracted from the data before comparison
to aid visualization.
Histograms were calculated over each ROI with the original field, ideal shim coil, and
realistic shim coil using 20 bins. The bins spanned ± 2 µT and ±1.5 µT for ROI # 1 and
ROI # 2 respectively. The same binning was used for all three cases (no shim, smooth
shim, discretized shim). The histograms were fit with either a Gaussian or Gumbel
distribution depending on the degree of skew. From the fit, full width half maximum
(FWHM) values were calculated.
An experiment was performed to demonstrate the feasibility of the technique. A
rectangular mesh pattern, consisting of 48 nodes, was distributed over an acrylic
cylindrical former (inner diameter: 8.25 cm, length: 27.5 cm) with ¼” copper tape
(Figure 7.5 (a)). Fourteen power HEXFET® MOSFET photovoltaic relays (International
Rectifier Series PVN012APbF), holding current of 6 A (DC) with gate trigger current of
10 mA, were soldered between node connections, allowing control of the current path
between two conjoining nodes (Figure 7.5 (b)). The node connections selected to have
MOSFET control were chosen to allow two distinct field profiles: a z-gradient field
(Figure 7.5 (d)) and an offset field shift (Figure 7.5 (e)).
Each gate was connected in series with a 470 Ω resistor to a 5 V digital I/O channel
(National Instruments™ USB DAQ). Custom software was written in LabVIEW™
(version 2011) to control gate triggering. Single current input and output cables were
connected to opposite ends of the shim coil.
The coil was placed within a 3 T Siemens Tim Trio system and a field mapping sequence
(TE = 4.55 ms & 7.01 ms, TR = 200 ms, FOV = 200 mm x 200 mm, Slice thickness = 2
mm, flip angle = 90°, BW = 260 Hz/pxl, 15 slices) was performed. The body RF coil was
used for transmit RF pulses. A 12-channel head and neck matrix RF coil was used for
receive. The shim coil was placed within the RF receive coil as shown in Figure 7.5 (c).
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Field mapping was done while the shim coil was being driven in ‘gradient-mode’ and
then in ‘constant-field-mode’ with 155 mA current in each case. The resultant field maps
were compared to predicted values based on the wire paths shown in Figure 7.5 (d, e).

Figure 7.5. (a) Cylindrical mesh network of ¼” copper tape. (b) Final constructed
proof-of-principle coil with 14 MOSFETs positioned to allow two distinct current
pathways. (c) Proof-of-principle coil shown within Siemens Head/Neck RF matrix
and ready for insertion into MR scanner. (d) Current path for the “gradient” field
profile. (e) Current path for the “constant” field profile. Note the changes in current
direction between (d) and (e).
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7.4

Results

The simulations predict that the adaptive shim coil would be able to reduce the magnetic
field inhomogeneity over both regions of interest substantially. Figure 7.6 displays the
measured magnetic field homogeneity over ROI #1 when the normal system shims are
used (a), the predicted field homogeneity when the ideal (smooth) shim coil is used (b),
and the predicted field homogeneity when the realistic (discretized) shim coil is used (c).
The adaptive shim coil is predicted to reduce the maximum magnetic field inhomogeneity
over the region from 1.9 µT to 1.4 µT (27%) and the total range of field inhomogeneity
over the ROI from 3.0 µT to 2.1 µT (30%). Comparison of Figure 6.6 (b) and (c) shows
that the discretization process has only slightly decreased the shim coil performance in
the upper-left portion of the region.
Figure 7.6 (d-f) displays the field homogeneity over ROI #2 for the case of no shim
(measured), smooth shim (predicted), and discretized shim (predicted) respectively.
Comparison of Figures 7.6 (e) and (f) indicates that the discretized coil performance
matches the ideal coil performance much better than for the ROI #1 case. This is most
likely due to the fact that the wire pattern is less complicated and contains fewer sharp
corners. The discretized pattern reduced the maximum field inhomogeneity over the
region of interest from 1.2 µT to 1.0 µT (19 %) and the total range of field inhomogeneity
over the ROI from 2.3 µT to 1.9 µT (17%).
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Figure 7.6. Field maps for ROI # 1 (a-c) and ROI # 2 (d-f) for: (a, d) no additional
shim coil; (b, e) simulated smooth shim coil wire pattern present; (c, f) simulated
discretized shim coil wire pattern present.
Figure 7.7 displays the histograms of the magnetic field inhomogeneity for (a) ROI #1
and (b) ROI #2. Use of the realistic shim coil is predicted to decrease the full-width-athalf-maximum (FWHM) values of the distributions from 1.3 µT to 0.6 µT for ROI #1 and
from 1.4 µT to 0.7 µT for ROI #2. Table 7-1 summarizes the performance properties of
the adaptive shim coil for both regions of interest.
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Figure 7.7. Histogram plots of the magnetic field inhomogeneity over ROI # 1 (a)
and ROI # 2 (b). For each set of histograms, the plot on the left is with no additional
shim coil, the middle plot is with the simulated smooth shim wire pattern present
and the plot on the right is with the simulated discretized shim wire pattern present.
Each histogram was fit with either a Gumbel or Gaussian distribution (depending
on the degree of skew) and FWHM values were extracted.
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Table 7-1. Performance properties of the simulated adaptive shim coil wire patterns
for ROI #1 and #2.
ROI # 1
Coil Properties
Current [A]
Minimum wire spacing
[cm]
Inductancea [µH]
Resistanceb [Ω]
Powerc [W]

Shimming Properties
FWHM [µT]
max ΔB [µT]
Range
[µT] ( max ( ΔB ) − min ( ΔB ))

ROI # 2

1.05
1.15
1.01 (Smooth pattern)
1.00 (Smooth pattern)
1.00 (Discretized pattern)
1.00 (Discretized pattern)
16.0
6.1
83.1
52.7
85.2
69.7
No Smooth Discretized No Smooth Discretized
shim
shim
shim
shim
shim
shim
1.27
1.91

0.56
1.22

0.61
1.40

1.44
1.22

0.80
1.06

0.71
0.99

2.97

1.73

2.09

2.31

1.84

1.91

a

Inductance calculated on discretized pattern, neglecting the inductance of the
MOSFETs.
b
Resistance calculated on discretized pattern assuming that the resistance of the circuit is
dominated by the resistance of the MOSFET network (i.e. R = NMOSFETs x 50 mΩ).
c
Power calculated assuming that the resistance of the circuit is dominated by the
resistance of the MOSFET network.
The proof of principle MOSFET grid performed as expected within the MR scanner,
resulting in no noticeable image artifacts. In Figure 7.8 the predicted (a, c) and measured
(b, d) field profiles are compared over a single sagittal slice for both the gradient and
constant field cases. The FWHM of the distribution of field differences (per pixel)
between the predicted and measured field profiles was calculated to be 14 Hz (0.33 µT),
which corresponds to approximately 4% of the applied field (+/- 200 Hz).
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Figure 7.8. Predicted (a, c) and measured (b, d) magnetic field profiles of the proofof-principle coil for the (a, b) “gradient” field mode and (c, d) “constant” field
mode.

7.5

Discussion and Conclusions

In this work, a new approach to dynamically controlling both the shape and amplitude of
a current density distribution over a single surface using a network of actively controlled
switches has been demonstrated. This method has been developed in order to allow
improved magnetic field homogeneity and control over a variable region of interest in a
dynamic fashion. Although the method has initially been evaluated with examples
specific to the brain, there is no specific limitation in terms of using the methods for other
parts of the body. The method is feasible with current technology and construction
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techniques. Additional work is needed to optimize the control software, wire-pattern
selection algorithm, and materials used for construction (e.g. choice of switch
technology). The control software and wire-pattern selection algorithms can be optimized
with dedicated computing, problem-specific optimized computer algorithms, and
integration with the MR system software. Although the components used in this work
(MOSFETs) performed effectively, the choice of switch technology is critical for a
number of reasons and is discussed in greater detail in the following paragraphs.
The approach described is intended to replace the complexity of independently driven
amplifiers as required in (Juchem et al., 2011a, Juchem et al., 2011b), with the
complexity of the gate trigger control software. Both approaches allow a high degree of
flexibility in the production of desired magnetic field profiles. One key difference in the
practical performance of the two approaches is efficient use of power. The adaptively
controlled current network idea itself was in part motivated by the desire to avoid
cancellation of current in adjacent loops, which is a potential problem for the multi-coil
approach. However, the use of discrete MOSFETs represents an increase in power
dissipation in the circuit, and a comparison of the two approaches is non-trivial. This is
expected to be increasingly important as the scale of the network is increased and
component sizes are correspondingly reduced. In Appendix D, a quantitative power
comparison between the two approaches is presented. Not surprisingly, it is shown that
that the power comparison depends critically on the scale and discretization of the grid,
with the adaptive controlled current network method becoming more attractive with
increasing coil size and grid complexity.
The results of the power comparison suggest that an optimal approach may be a
combination of the multi-coil and adaptive current network. This approach would consist
of dividing a coil into a finite number of sub-sections. Each section would be powered by
its own amplifier, and further discretized into an adaptive current grid. The MOSFET
arrays would allow each section to adaptively form complicated wire patterns while the
individual amplifiers would allow current amplitude variation for each section
independently. The number of sections/amplifiers and the size of MOSFET grid could be
optimized for a given application and available geometry. This hybrid approach would
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have advantages over either method individually, as both fewer amplifiers and MOSFETs
would be needed for basically the same flexibility in field profile. Each sub-section of the
adaptive current grid could be constructed independently from the others and combined
later, simplifying construction. On sections where the current density is large, the wire
pattern could be sampled less densely and instead be driven with higher current
amplitude.
The field profile flexibility is clearly dependent on the discretization of the adaptive
current network, and this approach would become more attractive as optically controlled
power transistors are reduced in size. The components used in the proof of principal
device are roughly 8.6 mm x 7.9 mm in size and can carry up to 6 A of current DC or 4 A
AC. Both of these values are sufficiently large for the proposed applications. With these
MOSFETs a 1 cm x 1 cm grid (such as the one simulated in this work) is possible.
Smaller MOSFETs could be used that have a correspondingly lower holding current
value. This would decrease the maximum allowable current driven through the shim coil
but allow for more complicated wire patterns and hence more complicated magnetic field
profiles. For instance, if the coil design for ROI #1 were recalculated with a 1 mm
minimum wire spacing constraint, the maximum field inhomogeneity and the total range
of inhomogeneity over the region of interest would be 1.08 µT and 1.64 µT respectively
when driven with only 275 mA of current. This represents an approximately 30%
improvement over the 1 cm mesh discretization. Further discretization of the mesh used
in this work would be of little benefit. Any further improvements would be expected to
come through closer conformation of the coil to the surface of the object.
If a body-gradient sized grid were constructed over a cylinder with 80 cm diameter and 1
m length with the MOSFETs used in this work, there would be approximately 2.5 x 104
switches required. With each switch having 50 mΩ resistance and half of them passing
current at any given moment, the total resistance would be about 1250 Ω. A current of 2
A would require 2400 V and the dissipated power would be about 5 kW. This is probably
not practical; however, if the mesh discretization were reduced by a factor of 2 (i.e. a 2
cm x 2 cm grid), the total number of switches would be ~6000, and with half of them
passing current at any time the resistance would reduce to ~ 150 Ω. A 3 cm x 3 cm grid

179

would reduce the resistance further to ~ 70 Ω. The grid spacing that results in practical
whole-body adaptive current network designs requires further analysis. The focus in this
work was to evaluate the feasibility of the method for use as a supplementary localized
shim coil. For these applications (such as the head coil simulations described in this
work) the voltage, power, and heating concerns are less substantial.
The MOSFET components used in this work are optically coupled and can only be
triggered to be conducting by an LED of a certain frequency and at a much higher
frequency than RF; therefore, false triggering of components during RF transmission is
extremely unlikely. When the MOSFETs are open the coil does not represent a uniform
conducting surface and will not generally support large-scale RF eddy currents or
substantial attenuation of the RF fields. There is capacitance associated with all MOSFET
devices and for any particular component this capacitance could in principle resonate
with a portion of the shim coil inductance to form a resonant circuit at the RF frequency
used by the scanner. No evidence of such interactions was observed in the experiments in
this study. The capacitance of MOSFET components in particular is a controllable
function of the component design, and wide ranges of capacitances (which are directly
related to the component switching speed) are available. If an interaction with the RF
system were to be observed, different components could easily be chosen which were not
resonant at or near the RF frequency of importance.
In the experiments described in this work, the shim coil was placed between the object
and the receive coil. The shim coil did not have a noticeable effect on either the transmit
or receive RF systems in these measurements. It is intended that the adaptive current
network would ultimately be positioned outside the receive RF coils in practice and
thereby possible effects on receive sensitivity would be minimized.
In this work the BE method is used to solve for the required current wire pattern. This
technique was used for several reasons. Firstly, it allows the design of coils on arbitrary
geometry, which is expected to be of value for localized shim coils. Secondly, it allows
an adequate solution to be obtained quickly. Both simulated designs in this work were
calculated in less than 90 seconds with a desktop iMac computer with a 2.66 GHz Intel
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Core 2 Duo processor and 2 GB memory. Thirdly, it allows for explicit control over the
minimum wire spacing, thereby ensuring that the MOSFET network will be able to
represent the required current pattern. The BE method returns a discrete stream function
over a finite element mesh. In this work the stream function was used to produce a
smooth wire pattern, which was subsequently converted to a discrete pattern. It would be
more efficient to go straight from the stream function to the discrete pattern, or to solve
for the discrete pattern directly from the field. The analysis of more optimized methods to
obtain the discrete pattern clearly represents an avenue for further work in this area.
In order to operate the current network in an adaptive or active mode, individual
components of the network must obviously be switched from non-conducting to
conducting and vice versa. The switching speed depends on choice of component but is
usually in the range of µs to a few ms. The MOSFETs used in this work have a maximum
turn-on time of 3 ms and a maximum turn-off time of 0.5 ms. The pattern of the network
could therefore be updated within the repetition time (TR) of a typical pulse sequence.
Much as for most dynamic shimming approaches, the process would practically be
limited by how rapidly the field inhomogeneity can be measured and that information
converted into a desired correction current distribution. For instances where the timevarying field inhomogeneity is periodic or otherwise predictable, such as for patient
breathing, the time-varying field inhomogeneity could be mapped out beforehand and the
MOSFET wire patterns pre-programmed to switch every TR interval. Furthermore,
because all shimming methods requiring an external current density share the
fundamental limitation of not being able to perfectly shim a 3D volume where the
magnetic field inhomogeneity is due to magnetic material inside that volume, the ability
to switch the MOSFET pattern every TR interval, and hence on a slice-by-slice basis, is
valuable. In this case, the wire pattern would be solved for each slice and the timevarying wire pattern would be programed to follow the slice-interleaving pattern of the
particular pulse sequence.
The arbitrary wire patterns allowed by the adaptive shim coil will potentially contain
odd-order spherical harmonic components. These components generally couple to the
whole-body imaging gradients. This would clearly be a significant problem if the shim
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array were distributed over a whole-body sized cylinder similar in size to the gradients
themselves, as the mutual inductance in that case would be relatively high. However, for
localized shim arrays this coupling is less problematic. As an example, consider a worstcase coupling scenario where a z-gradient pattern is produced on the localized head shim
array described in this work. The mutual inductance between this pattern and a wholebody z-gradient coil of diameter 75 cm and length 1.20 m would be ~ 30 µH. If the
whole-body coil were driven at a slew rate of 400 T/m/s (by driving 482 A of current,
corresponding to 80 mT/m, in 200 µs) 74 V would be induced within the shim coil
circuit. The amplifiers controlling the shim array would need to be able to compensate for
induced voltages of this magnitude. The amplifiers driving the shim array would also
need to have a higher bandwidth (BW) than the gradient amplifiers. Typical gradient
amplifier BWs are in the range 5 kHz – 15 kHz and the shim amplifier must be
substantially higher than this. As an example, linear amplifiers are available (e.g. AE
Techron 7548) which have a BW of 100 kHz, produce peak currents of up to 100A with
voltages of 100V, and as such would be suitable for this type of system.
There is exciting potential for extension of this adaptive current network approach.
Recent advances in stretchable electronics (Khang et al., 2006, Kim et al., 2008) open the
possibility of a flexible, stretchable MOSFET network that could be wrapped around the
patient, fitting closely to the skin. The implementation of increasingly versatile field
modulation methods could open the door to improved ability to study uncooperative
patient populations (such as small children or semi-conscious subjects) where
uncontrolled motion is a confounding issue. Even more unconventional applications
could be rendered possible with a more powerful and more versatile field control
approach. The effects that actively controlled and moving highly paramagnetic materials,
such as stainless steel components, have on field uniformity could be compensated for in
real-time, potentially allowing more versatile medical robotic or other systems to operate
within the MR scanner during imaging. The adaptive current network concept described
in this paper, perhaps in combination with previously proposed multi-coil field correction
methods, certainly requires additional evaluation and optimization; however, it represents
a promising new approach for active field modulation and correction in MRI.
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8

Conclusions and future work
8.1

Thesis summary

The research presented in this thesis represents a significant advancement in
electromagnet coil design and performance evaluation, the simulation of induced eddy
currents due to gradient switching on thin conducting surfaces along with their
subsequent heating and force distributions, active magnetic shielding methods, and
dynamic shimming approaches.
Chapter 2 describes an investigative design study to identify how gradient coil
performance would change as a function of surface curvature. This study demonstrated
that for a fixed imaging region, there is indeed a clear trade-off between the degree of
curvature and coil performance. For all three gradient axes, it was found that the curved
coil performance leveled off for increasing curvature, providing little to no improvement
for geometries extending beyond a half-cylinder.
These results are intended as a guide for future pseudo-planar coil designs that are
focused on localized areas of interest. For instance, when considering a design study for a
more realistic gradient coil system, which is perhaps contoured to the scanner bore, one
would initially focus on designs that partially extend up and to the sides of the scanner
bore, taking advantage of the enhanced performance even a small amount of curvature
provides over completely planar designs. In addition, this study suggests a natural
stacking order for the axes in a realistic 3-axis design. Since the y-axis consistently had
the lowest performance, this layer would likely be positioned closest to the region of
interest. Positioning the y-axis closest to the patient (furthest from the magnet bore)
would also help to decrease the potentially large B0 offset this particular axis may
produce. Based on the general guidelines obtained in this study, it seems clear that
partially curved or contoured designs should be pursued to obtain performance
improvements over previously reported planar systems.
The design study in Chapter 2 would have been extremely difficult to perform without an
electromagnet design method, such as the BE method used in this work, that allows for
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optimization over an arbitrary surface geometry. In Chapter 3, this method was improved
upon in multiple ways.
An adaptive algorithm was presented that iteratively obtains optimal relative weighting
between localized power dissipation and field homogeneity in a robust, automated
manner. In this approach, the coil design engineer has explicit control over the local
minimum wire spacing, as well as the field uniformity. Direct control over the minimum
wire separation of the final coil design is particularly critical for construction purposes.
Moreover, after a final coil design has been obtained, additional useful information is
contained within the relative weighting values for the target points, as well as the
localized power coefficients. The locations where the weighting values of the target
points are highest correspond to locations where the desired field values are the most
difficult to achieve; by decreasing the uniformity constraint over these areas, enhanced
performance may be achieved. Similarly, the locations where the localized power
coefficients are highest would correspond to locations where the most localized heating
would be produced. This would provide the engineer with knowledge of where cooling is
needed most prior to construction and operational testing. Furthermore, inspection of the
localized power coefficients can give insight into how the design surface can be modified
for increased performance.
In addition to the adaptive algorithm, the BE method was expanded upon in Chapter 3 to
allow all three magnetic field components to be included within the optimization
procedure. This somewhat simple extension is extremely important for specialized
shielding applications where multiple magnetic field components are of comparable
magnitude.
Chapter 4 of this work presented a method to simulate eddy currents induced on thin
conducting surfaces by an electromagnet being driven in the kilohertz frequency range
with a time-varying current waveform. The method was first validated against experiment
to predict the time decay of the induced magnetic field caused by eddy currents
distributed over a cylindrical conducting bore surface. From this result, one can infer that
the eddy current shape and decay over the surface geometry can also be modeled
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accurately. Next, the method was used to predict the eddy current induced heating on
small, thin, conducting surfaces and compared to experiment. These results showed that
for frequencies at which the skin depth of the induced current is greater than or equal to
the material thickness, the average temperature rise, and hence, current amplitude,
predicted by simulation will be accurate within 35 %. Conversely, for frequencies where
the skin depth is less than 50% of the material thickness, the amplitude predicted by
simulation will be a large underestimate of the actual current amplitude.
The method used to simulate the induced currents was next optimized for speed and
extended to identify the spatial distribution of energy deposition, corresponding to a local
temperature rise, and pressure, caused by Lorentz forces, over the surface of a thin
conductor. Both values are extremely useful for medical device safety testing, the former
to identify potential “hot spots” on the device and the latter for the simulation of
mechanical vibration.
Chapter 5 of this work introduced every currently existing method for creating actively
shielded electromagnets using the BE method. In addition, this chapter introduced a
completely new shielding method, the minimum energy 2nd order approach, and
compared its performance for designing an actively shielded transverse gradient coil
against the others using a variety of parameters. The results from this study indicated that
for an actively shielded, whole-body, gradient coil there is a trade off between a reduction
in the field produced by induced eddy currents and a reduction in the power deposited
into the cryostat due to these currents. By reducing one of the values, the other is
consequently increased. This trade off suggests that the selection of which shielding
approach to use in a given situation should be highly dependent on what is most
important for the final coil design. Specifically, one must ask themselves the question:
are magnetic fields produced by eddy currents more important than the deposition of
power into the cryostat? Or vice versa? Once the answer to this question is known, one
can proceed with the appropriate shield design methodology.
The minimum energy constraint shielding approaches (both 1st and 2nd order) are
extremely useful for initial investigations of actively-shielded coil performance over a
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range of novel geometries since they not only reduce problem complexity to a level
equivalent to that of merely designing a primary coil, but also require significantly less
time to amply sample the optimization parameter space than the other methods. The 2nd
order minimum energy constraint approach produces actively shielded designs with
reduced magnetic fields due to induced eddy currents on an external cryostat structure at
the cost of increased power deposition into the structure. Therefore, this design technique
is better suited than the 1st order approach when the reduction of magnetic fields due to
eddy currents is the biggest concern.
At the end of Chapter 5, three example coil designs were presented to offer a brief
glimpse into the power of the boundary element method of coil design when paired with
the shielding methods described in section 5.1. These “first-attempt” designs produced a
very efficient, head only, gradient coil for use with a vertical field system; a highperformance, self-shielded, biplanar transverse gradient coil capable of roughly twice the
gradient strengths of conventional biplanar designs; and a self-shielded cylindrical
transverse gradient coil for use within a short-bore, superconducting, MR system, which
undoubtedly out performs a previously published design (Shvartsman et al., 2005).
In Chapter 6, the BE method incorporating all three magnetic field components in its
optimization procedure (an extension presented in Chapter 3) was utilized for the design
of active magnetic shields to eliminate the field produced by the MR system gradient
coils in the vicinity of an active non-MR specific electronic device.
In the first part of the study, small, spherical geometries were investigated as a proof-ofprinciple design for highly localized shielding coils within the bore of a whole-body
gradient set. From this initial study, it was found that low power, highly localized, activeshields could reduce the gradient magnetic field by approximately three orders of
magnitude over a specific region of interest. Furthermore, the shielding coils achieved
this without drastically affecting the uniformity of the original gradient field over the
region beyond the local shield.
In the second part of the study, a practical localized shield design was presented to reduce
interactions between a hypothetical small electric circuit and the z-gradient coil of a
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typical whole-body MR system. Simulation of this localized shield predicted a reduction
in the magnitude of the gradient field of approximately 1.4 orders of magnitude over the
region of interest with only a 9.3 W power requirement when the whole-body gradient
strength is 50 mT/m. Once again, the shield coil had very little effect on the available
imaging region of the whole-body gradient coil near isocenter.
From this study, it is anticipated that this is a feasible approach for shielding localized
regions from the gradient system within the bore of an MR system.
A completely new approach to active magnetic shimming was presented in Chapter 7
called the dynamically controlled adaptive current network. In this approach, the current
path (or wire pattern) of a localized shim electromagnet adapts itself to provide an
optimal magnetic field shim on a subject-by-subject basis. Computer simulation
demonstrated that this technique is capable of producing a significantly improved
magnetic field shim over conventional methods. To establish that the technique is
possible in the MR environment, a prototype coil was constructed and tested on a 3 T MR
system. The prototype coil was capable of switching between two distinct current
pathways during an MR imaging sequence without producing any imaging artifacts.

8.2
8.2.1

Future work
Curved, pseudo-planar, gradient coils for localized regions of
interest

The achievable slew rates for the coils are approximately an order of magnitude larger
than typical whole-body gradient coils. Previous work done by Feldman et al. (2009) has
shown that planar coils are able to operate at significantly higher slew rates than
conventional cylindrical systems without causing PNS. Further studies to investigate the
PNS properties of curved planar gradient coils will be needed to determine the extent to
which they share the advantageous PNS properties of the completely planar case.
The design study presented in Chapter 2 was for a 10 cm diameter spherical region of
interest (ROI) centered 10 cm above the surface of the coil geometries. It is unknown
whether the surface curvature of diminishing return will be dependent on the size, shape,
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or location of the ROI. It is hypothesized that this curvature will at least depend on the
vertical position of the ROI; however, this must be investigated.
Lastly, this design study was completed using the BE method of coil design in its most
basic utilization (i.e. a no weighting between target points and a single, global, weighting
coefficient for power minimization). This design study should be repeated using the
improved methods described in Chapter 3. The new methods will certainly increase
performance at each level of curvature; however, it is unknown whether they will change
the point of diminishing return.

8.2.2

Algorithm providing explicit control over minimum wire
spacing and field uniformity

The addition of a multiplication factor to increase the speed of convergence for both the
minimum wire separation and field uniformity controls would be extremely useful.
Furthermore, if these factors were to be introduced, it would be advantageous to adjust
their magnitude iteratively for optimal convergence much like the damping parameter in
the Levenberg-Marquardt algorithm (Marquardt, 1963).
After many iterations of the algorithm, the relative weighting coefficients between target
field points can become slightly asymmetric due to rounding errors. This problem should
be remedied by the addition of a constraint that ensures symmetry where it is desired.
Lastly, extension of the algorithm to guide the search for optimal coil geometry is an
exciting future direction for this work. This potential application would open the door to
fully adaptive electromagnetic design in which system geometry could be considered a
variable as opposed to an a priori constraint. One approach to accomplish this would be
to have a large surface geometry on which design can take place, conduct the initial
design on a subset of this geometry, and from this, identify which regions should be
adjusted to increase coil performance the greatest. This procedure could then be repeated
until convergence of performance is achieved.
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8.2.3

The simulation of induced eddy currents

The ability to model eddy currents induced on conducting surfaces with thicknesses that
are on the order of the skin depth is critical, as some of the important conducting surfaces
within an MRI system would fall into this category. The application of this method (or
modification to it) to these cases requires much additional work. One avenue to extend
the surface method (presented in Chapter 4) to three dimensions would be to model
induced currents over a 3D mesh grid rather than a 2D mesh surface. The induced
currents could be allowed to flow over each connecting “spoke” in the 3D mesh grid
rather than over a triangular element in the 2D representation. One problem with this
method would be the drastic increase in computation time and memory required since the
3D mesh would need to be discretized at a spatial resolution less than the material skin
depth at the driving frequency of interest. However, as computers become increasingly
fast and memory abundant, the feasibility of this method will grow.
The presented method is only valid for conducting materials in which the induced
currents can be represented by a surface current density; therefore, the simulation will
break down for materials in which the conductivity is low (e.g. soil, tissue). The
extension of the technique to poorly conducting materials would be of large value,
perhaps not immediately for work with MRI but for other industries such as mining
communications. In order to sufficiently model these types of materials, a threedimensional eddy-current solver, like the proposed aforementioned approach, must be
used. Furthermore, in the 3D mesh representation, each mesh element could be given a
specific resistivity, allowing for composite materials to be modeled.
The identification of local “hot spots” on a conducting surface by the analysis of local
power deposition needs to be confirmed with experiment, especially for unique surface
geometries such as the pacemaker casing.
Lastly, the predictions of the spatial distribution of surface pressure need to be confirmed
by experiment.
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8.2.4

Active magnetic field shielding using the boundary element
method

The comparison of shielding methods presented in Chapter 5 was conducted for a wholebody transverse gradient coil. This study should certainly be repeated for longitudinal
gradient coils as well as planar and biplanar designs. Additionally, much like the future
work in section 8.2.1, the shielding comparison study should be repeated using the design
methods described in Chapter 3. It is unlikely that this latter point will affect the results;
however this should be confirmed.
The existence of a trade-off between shielded gradient sets designed to minimize
magnetic fields produced by eddy currents and power deposited due to eddy currents on a
cylindrical bore structure should be tested by construction of two shielded gradient sets.
One set could be designed using the methods of section 5.1.2 and the other using the
methods of section 5.1.3.
Lastly, one limitation of the minimum energy methods for shielding is that the shield
must be designed over a separate surface. This method should be extended to allow
single-surface, self-shielded coils like the designs presented in sections 5.3.2 and 5.3.3.

8.2.5

Local electromagnets for the active shielding of magnetic
resonance gradient coils

The feasibility of localized active electromagnets to shield the magnetic fields produced
by the MR system gradients was demonstrated using simulation. However, this idea will
not contribute to the field of MR hardware until an experiment is performed
demonstrating that it can be implemented and, once implemented, work to reduce local
gradient fields. Furthermore, an application must be found where the benefits that this
approach provides will outweigh the technical difficulties associated with
implementation.
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8.2.6

Dynamically controlled adaptive current networks for
localized magnetic field shimming

In this work, the initial concept of this approach to magnetic field shimming was
presented along with a very basic prototype coil to demonstrate proof-of-principle. Much
work is still needed before the potential of this technique can be fulfilled.
The algorithm used to obtain the discretized wire pattern used to control the MOSFETs or
switches must be optimized for speed and tested for robustness. The choice of MOSFET
or switch component must also be optimized. This component should have a small
resistance and a fast switching time. The hardware and software to control on order of
1000 switches must be created; this is not trivial but should be possible. Construction
methods to build an adaptive current network with on order of 1000 switches (with
control lines) must be realized; potentially the switches could be controlled using wireless
communication. Interactions with the RF system must be investigated to identify if the
adaptive shim must be positioned outside of an RF shield.
Aside from the above, prior to the construction of an adaptive current network for, say,
brain imaging, the necessary discretization needed to shim out the difficult regions in the
brain must be identified. This must be done to ensure that a 1 cm x 1 cm grid of switches
is not built when a 3 cm x 3 cm discretization would have achieved roughly the same
result.
Lastly, the coupling between the adaptive current network and the MR system gradients
was only analyzed for a local shim coil and whole-body gradients. If the shim coil were
to be used within a head-only gradient set, in which the gradients are positioned much
closer to the subject, then an active shield for the adaptive shim would most likely be
needed to decouple itself from the gradients. The active shield wire pattern could be
realized with an additional adaptive layer; the wire pattern being created using the
minimum energy approach from Chapter 5 in order to minimize computation time.
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Appendices
A.

The boundary element (BE) method in basic form

The boundary element (BE) method of coil design relies on two main assumptions. First,
that the current density flowing over a surface geometry can be represented by a scalar
function known as a ‘stream function’. Secondly, that the stream function can be
represented as a piece-wise linear (or higher order) function over the surface (Marin et
al., 2008). In the first section of this appendix, what a stream function is and how it is
used to represent the current density over a two-dimensional surface will be described.
Next, how the stream function can be approximated as a piece-wise function will be
shown. Following this will be a full description of how the BE method, in its most basic
form, uses this approximation for the stream function to design high-performance
electromagnets. The appendix will finish with an in-depth study showing how the design
and simulation platform was optimized for computational efficiency and speed.

A.1

Stream functions

A stream function provides a convenient way to represent the flow of a steady,
incompressible fluid over a two dimensional surface. This representation can be applied
when there is steady, irrotational flow and there is no possibility of a source or sink,
adding the fluid to, or removing the fluid from the surface respectively.
In the theory of electrodynamics, one can think of the flowing electrons as a fluid of
charge and in the electrostatic limit, with no sources or sinks of charge, the continuity
equation simply becomes:
∇⋅J = 0

(A.1)

where J is the current density. If the current density is restricted to flowing over a surface
then it can be represented by a stream function ψ(x, y) in units of A/m.
Before delving further into this problem, one must first familiarize themselves with
streamlines. By definition, a streamline is a curve that is tangent to the velocity vector of
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the fluid flow at any point along itself. Furthermore, if the elemental arc length of the
streamline ds = dxî + dyĵ + dzk̂ is to be parallel to the velocity v = ξ î + η ĵ + ζ k̂ , their
respective components must be in proportion to one another:
dx dy dz
=
=
.
ξ
η ζ

(A.2)

Each streamline represents the stream function for a particular constant value (Vennard &
Street, 1975, p. 598).
Now, back to the problem of representing the current density over a two dimensional
surface: let x and y represent the two dimensions in the plane of the surface and ξ and η
the respective charge velocity (current density) components in the plane. The third
velocity component, ζ, equals zero because by definition the current only flows over the
surface and not out of or into it. Note that the surface can still exist in three-dimensional
Cartesian space (x, y, z). The continuity equation for the current density over this surface
is:
∇ ⋅ J(x, y, z) = ∇ ⋅ J( x, y ) = 0

(A.3)

∂ξ ∂η
+
= 0.
∂x ∂y

(A.4)

From the expression (A.2), the elemental arc of streamline satisfies,
dx dy
=
ξ
η

(A.5)

ηdx − ξ dy = 0 .

(A.6)

or,

This streamline represents the stream function ψ ( x, y ) at a particular constant value C.
Thus, the change in ψ ( x, y ) is zero along the streamline, mathematically:
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dψ =

∂ψ
∂ψ
dx +
dy = 0 .
∂x
∂y

(A.7)

Setting (A.6) equal to (A.7), gives:
∂ψ
= −η
∂x

(A.8)

∂ψ
=ξ
∂y

(A.9)

and

which satisfy the continuity equation (A.4). Therefore the stream function ψ ( x, y ) defines
the flow of the current density over the surface. Furthermore, if P1 and P2 are any two
points on a surface with ψ(P1) and ψ(P2) as the streamlines passing through P1 and P2
respectively and χ defined as any curve joining these two points (Figure A.1), ψ(P2) -

ψ(P1) is the flow of charge per unit thickness of the surface flowing across χ in unit time,
or the current flow per unit thickness (A/m) (Vennard & Street, 1975, p. 598).
Constraining the thickness to be equal over the entire surface, one can simply think of the
difference in the stream function as a current. Hence, a series of conductors with equal
current amplitudes, approximating the current density over the surface, can be
represented by a set of streamlines on the stream function that have equal spacing dψ .
Figure A.2 (a) & (b) shows how a set of discrete streamlines can represent a continuous
current density.
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Figure A.1. Two streamlines ψ (P1) and ψ (P2). The total flux passing through a
curve χ between P1 and P2 is equal no matter the shape of the curve.

198

Figure A.2. (a) Example stream function shown with five contour lines (black lines)
to approximate the current density. (b) The magnitude of the corresponding current
density from the stream function shown in (a). The contour lines from (a) are
projected down into the xy-plane. Note how the current density is largest where the
stream function contains a gradient and how the contour lines correspond to the
current density distribution.
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A.2

Surface geometry representation

Now that it has been established that a two dimensional current density can be
represented by a scalar stream function, the surface over which the stream function will
reside must be defined. One would like the stream function surface to have the flexibility
of an arbitrary geometry. To accomplish this, the smooth continuous stream function
surface must be discretized into a mesh of finite surface elements. In this work a
triangular finite element mesh was used for surface discretization. The method is not
limited to this shape of element; however, the program used for mesh creation
(COMSOL®) used triangular elements. Figure A.3 displays a curved surface geometry
without (a) and with (b) mesh discretization.

Figure A.3. (a) Continuous, smooth, curved surface geometry. (b) Finite element
mesh representation of the surface in (a).

A.2.1 Nodes and elements
At this point, it is necessary to describe the notation used to describe the finite element
mesh. Each triangle in the mesh will henceforth be known as strictly an element or
triangular element. The vertices of each triangular element will from now on be known as
nodes. Each element m can have three nodes i, j, k associated with it.
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A.2.2 Exporting the mesh
Care must be taken in the mesh exporting process to ensure that the three nodes indices
are stored in the same order (e.g. counterclockwise about the surfaces outward pointing
normal) for each element. This must be done to ensure the proper representation of the
linear shape functions representing the stream function (to be described in section A.3).
Figure A.4 displays triangular element m with the three nodes i, j, k shown in
counterclockwise order about the outward pointing surface normal nm.
One must also keep track of the specific nodes located on the boundary of the mesh
(Figure A.4). The importance of this will be described in section A.10. Therefore, two
sets of information must be extracted from the mesh surface to proceed with this method.
The first is a matrix of node and element information. This matrix is of size Nelements x 3
and contains the set of three ordered nodes corresponding to each triangular element. The
second set of information is the boundary nodes for each edge of the mesh. If the mesh is
a cylinder then there will be two vectors (one for each end of the cylinder) containing the
nodes located on the boundaries. If the mesh is a finite plane then there will be four
boundary node vectors, etc.
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Figure A.4. Finite element mesh surface from Figure A.3. Along the lower edge of
the surface boundary nodes are highlighted in red. In the zoomed in section (inset
right), triangular element m is shown with nodes i, j, and k as vertices. Also shown
on the finite mesh surface is the outward pointing normal vector, n (upper left hand
side).

A.3
Representation of the stream function over the
mesh
The stream function can be expressed over the mesh geometry simply by expressing its
value for each node and using an interpolation function for its value throughout each
element. The simplest form of interpolation function is linear and that is what is used in
this work. However, it can be quadratic (Sanchez et al., 2010) or even higher order;
though to use a higher order interpolation function one must specify the stream function
at more positions than just the nodes, for example, for a quadratic interpolation function
one must specify the stream function at the nodes as well as at the positions along each
elemental edge equidistant from the two nodes creating the edge, for a total of 6 points
per element. To create the linear interpolation function over the element, one must know
what the linear shape function is for a triangular element.

202

A.3.1 Linear shape functions
The continuous stream function can be approximated as a piece-wise linear function over
the discretized mesh surface by representing it as a sum of its values on the nodes of the
mesh multiplied by a set of basis functions:
N

ψ (r) = ∑ I nψ n (r)

(A.10)

n=1

where In is the stream function value at each node n and ψ n (r) is the set of basis
functions and are equal to:
⎧ N nj ( x, y ); if r is inside Δ j
⎪
ψ n (r) = ⎨
.
0; if r isn't inside Δ j
⎪⎩

(A.11)

N nj ( x, y ) are known as the linear shape functions for the element j and x and y are the x-

and y-components in the coordinates of the plane over element j. To identify what the
linear shape functions are, let’s focus on what the stream function would look like over a
single triangular element.
The stream function over element j with vertices (nodes) n = 1, 2, 3, would be a linear
combination of its nodal values for that element, mathematically:
3

ψ j (r) = ∑ I n N nj ( x, y ) .

(A.12)

n=1

Because it is assumed that the stream function varies linearly over the element, the stream
function values at each node can be represented by:
I1 = a + bx1 + cy1

(A.13)

I 2 = a + bx2 + cy2

(A.14)

I 3 = a + bx3 + cy3 .

(A.15)
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This set of equations can be represented in matrix form as:
⎡ 1 x1
⎢
⎢ 1 x 2
⎢ 1 x
3
⎢⎣

y1 ⎤ ⎡ a
⎥⎢
y2 ⎥ ⎢ b
y3 ⎥⎥ ⎢⎣ c
⎦

⎤ ⎡ I1
⎥ ⎢
⎥ = ⎢ I2
⎥⎦ ⎢ I 3
⎢⎣

⎤
⎥
⎥
⎥
⎥⎦

(A.16)

which can be solved using Cramer’s rule (Cramer, 1750):

a=

I1

x1

y1

I2

x 2

y2

I3

x3

y3

1 x1

y1

1 x 2

y2

1 x3

y3

b=

c=

=

I1 ( x 2 y3 − y2 x3 ) + I 2 ( x3 y1 − y3 x1 ) + I 3 ( x1y2 − y1x 2 )
2A j

1 I1

y1

1 I2

y2

1 I3

y3

1 x1

y1

1 x 2

y2

1 x3

y3

1 x1

I1

1 x 2

I2

1 x3

I3

1 x1

y1

1 x 2

y2

1 x3

y3

(A.17)

=

I1 ( y2 − y3 ) + I 2 ( y3 − y1 ) + I 3 ( y1 − y2 )
2A j

(A.18)

=

I1 ( x3 − x 2 ) + I 2 ( x1 − x3 ) + I 3 ( x 2 − x1 )
2A j

(A.19)

where Aj is the area of triangular element j. Combining equations (A.17), (A.18), and
(A.19) with equations (A.12), (A.13), (A.14), and (A.15), the linear shape functions
N nj ( x, y ) become:
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N1 ( x, y ) =

( x2 y3 − y2 x3 ) + ( y2 − y3 ) x + ( x3 − x2 ) y
2A j

N 2 ( x, y ) =

N 3 ( x, y ) =

( x3 y1 − y3 x1 ) + ( y3 − y1 ) x + ( x1 − x3 ) y
2A j

( x1y2 − y1x2 ) + ( y1 − y2 ) x + ( x2 − x1 ) y .
2A j

(A.20)

(A.21)

(A.22)

Figure A.5 displays what these three functions look like over a triangle. Another property
these functions have which is not completely obvious is that their sum is equal to unity:

3

∑ N nj ( x, y ) = 1 .

(A.23)

n=1

Figure A.5. The linear shape functions over a triangular element: (a) N1 from
equation (A.20), (b) N2 from equation (A.21), and (c) N3 from equation (A.22).
The stream function basis ψ n (r) is just the combination of the linear shape functions for
any given element that r is within.
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A.4

Current density approximation

From equations (A.8) and (A.9) it can be seen that the current density is simply the curl
of the stream function. Therefore our current density representation is:

J(r) = ∇ × [ψ (r)n(r)]

(A.24)

N

J(r) ≈ ∑ I n∇ × [ψ n (r)n(r)]

(A.25)

n=1

N

J(r) ≈ ∑ I n J n (r)

(A.26)

n=1

K

K

e nk
k=1 2Ak

J n (r) ≈ ∑ v nk = ∑
k=1

(A.27)

where K is the number of triangular elements surrounding node n, Ak is the area of
triangular element k with node n as a vertex, and enk is the edge vector that opposes node
n within triangular element k. Figure A.6 displays the set of current basis functions for
node n surrounded by six triangular elements.
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Figure A.6. The current basis set for triangular elements 1 – 6 encircling node n.
They are equal to the vector of the edge opposite the node divided by twice the
elemental area.
To derive the equations for the current basis functions, let’s once again look at a single
triangular element j. The stream function over this element is given by equation (A.12)
with the linear shape functions described by equations (A.20), (A.21), and (A.22). Taking
the curl of the stream function over this element gives:
3

∇ × ⎡⎣ψ j (r)n(r)⎤⎦ = ∑ I n ⎡⎣∇ × N nj (r)n(r)⎤⎦ .

(A.28)

n=1

Focusing only on node n = 1 of the right hand side of expression (A.28), gives:
⎡
⎢
⎢
⎢
I1 ⎡⎣∇ × N1 j (r)n(r)⎤⎦ = ⎢
⎢
⎢
⎢
⎢
⎢⎣

( x3 − x2 )
2A j

( y3 − y2 )
2A j
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

(A.29)

which equals the definition from equation (A.27) for the current density basis function for
node n = 1 and triangle j.
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A.5

Calculating the magnetic field

The magnetic vector potential A(r) can be expressed as (Jackson, 1999, p. 181):
A(r) =

µ0
4π

J(r ′ )

∫ r − r′ d

3

r′

(A.30)

where µ is the magnetic permeability of free space. The magnetic field B(r) can be found
0

from A(r) by the relation:
B(r) = ∇ × A(r) .

(A.31)

Applying the relation from (A.31) onto (A.30) and using the expression for the current
density from (A.26), the x-, y-, and z-components of the magnetic field are:

Bx (r) =

µ0
4π

N
⎡ J ny (r ′ )(z − z ′ ) − J nz (r ′ )(y − y ′ ) ⎤
I
d
S
=
′
⎢
⎥
∑ n∫
∑ I ncnx (r)
3
r
−
r
′
⎥
n=1 S ′ ⎢
n=1
⎣
⎦

(A.32)

By (r) =

µ0
4π

N
⎡ J nz (r ′ )(x − x ′ ) − J nx (r ′ )(z − z ′ ) ⎤
I
d
S
=
′
⎢
⎥
∑ n∫
∑ I ncny (r)
3
r − r′
⎥⎦
n=1 S ′ ⎢
n=1
⎣

(A.33)

Bz (r) =

µ0
4π

∑ In ∫ ⎢

N
⎡ J nx (r ′ )(y − y ′ ) − J ny (r ′ )(x − x ′ ) ⎤
d
S
=
I n cnz (r)
′
⎥
∑
3
r − r′
⎥⎦
n=1
S′ ⎢
⎣

(A.34)

N

N

N

n=1

where

cnx (r) =

µ0
4π

∫⎢

⎡ J ny (r ′ )(z − z ′ ) − J nz (r ′ )(y − y ′ ) ⎤
⎥dS ′
3
r − r′
⎥⎦
S′ ⎢
⎣

(A.35)

cny (r) =

µ0
4π

⎡ J (r ′ )(x − x ′ ) − J (r ′ )(z − z ′ ) ⎤
nz
nx
⎥dS ′
3
r
−
r
′
⎢
⎥⎦
S′ ⎣

(A.36)

cnz (r) =

µ0
4π

⎡ J nx (r ′ )(y − y ′ ) − J ny (r ′ )(x − x ′ ) ⎤
⎥dS ′ .
3
r
−
r
′
⎥⎦
S′ ⎢
⎣

(A.37)

∫⎢

∫⎢
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A.6

Calculating power

The power deposited into the conducting surface due to the current density distribution
can be calculated by the formula:
P=

ρ
2
J(r ′ ) dS ′
∫
t S′

(A.38)

where ρ and t are the resistivity and thickness of the conductor respectively. With the
approximation of (A.26) this becomes (Poole & Bowtell, 2007):
N M

P=∑

∑ I n I m Rnm

(A.39)

n=1 m=1

where
$
& ( v ni ⋅ v mj ) Ai ; Δ ni = Δ mj
ρ
.
Rnm = ∑∑ %
t i j & 0;
Δ ni ≠ Δ mj
'

(A.40)

Rnm can be thought of as the self-resistance of the mesh surface.

A.7

Calculating magnetic energy

The magnetic energy stored in a conductor can be represented by the formula (Jackson,
1999, p. 215):
W=

µ0 3 3 J(r)⋅ J(r ′ )
d r ∫ d r′
.
8π ∫
r − r′

(A.41)

With the current density approximation of (A.26) it becomes:
W=

where

1 N M
∑ ∑ I n I m Lnm
2 n=1 m=1

(A.42)
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Lnm =

µ0
4π

J n (r)⋅ J m (r ′ )
dSdS ′ .
r − r′
S S′

∫∫

(A.43)

Lnm can be thought of as the self-inductance of the mesh surface. Errors in the calculation
of Lnm can occur when r − r ′ becomes of the same order as the elemental area [6]. When
this happens, the double integral in (A.43) should be calculated using Gauss-Legendre
Quadrature (GLQ) (Rathod, et al., 2004). In this work, following the approach of Poole et
al. (2007), when two elements were less than five elements apart, GLQ was used to
calculate (A.43). Furthermore, there is a singularity in the calculation of the diagonal
elements of Lnm (i.e. Lnn) because in this case r − r ′ is zero. For these instances, the
integral can be calculated in closed form (Eibert & Hansen, 1995):

1
4A 2

∫∫

S S!

dSdS!
r − r!

$ a − b + a a − 2b + c b + ac '
)
=
ln &
6 a & −b + ac −a + b + a a − 2b + c )
%
(
$ b + ac −b + c + c a − 2b + c '
1
)
+
ln &
&
)
6 c
% b − c + c a − 2b + c −b + ac (
$ a − b + a a − 2b + c −b + c + c a − 2b + c
1
+
ln &
6 a − 2b + c & b − c + c a − 2b + c −a + b + a a − 2b + c
%

(

1

(
(
(

)(

)

)(
)(

)

)(

(
(

(A.44)

)
)

)(
)(

) ')
) )(

where a = ( r3 − r1 ) ⋅ ( r3 − r1 ) , b = ( r3 − r1 ) ⋅ ( r3 − r2 ) , c = ( r3 − r2 ) ⋅ ( r3 − r2 ) , and r1 , r2 , r3 are
the positions of the three nodes of the triangular element.

A.7.1 Gauss-Legendre quadrature
Gauss-Legendre quadrature allows one to approximate a surface integral of a function as
a weighted sum of the function at specific points distributed over the surface area. In a
paper by Rathod et al. (2004), the weighting coefficients and points are presented for
calculating an integral over the two dimensional unit triangle with vertices (0,0), (0,1),
(1,0). The integral of the function f (ξ, η ) over the unit triangle, T, becomes:
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M

∫∫ f (ξ, η )dξ dη = ∑ cm f (ξm, ηm )

(A.45)

m=1

T

where M determines the precision of the integral accuracy.
In order to use GLQ to calculate integrals such as (A.43) we must first find a transform
from the unit triangle to Cartesian (x, y, z) space. The transform that achieves this is
(Poole, 2007, p. 71):
r = T (ξ, η )

(A.46)

x = x1ξ + x2η + x3ζ

(A.47)

y = y1ξ + y2η + y3ζ

(A.48)

z = z1ξ + z2η + z3ζ

(A.49)

ζ = 1− ξ −η .

(A.50)

Now, one can represent any integral over a triangle in Cartesian space, Tc, as an integral
over the unit triangle T by the relation:

∫∫ f (r)d
Tc

3

r = ∫∫
T

∂r ∂r
×
f (T (ξ, η ))d ξ dη
∂ξ ∂η

(A.51)

and solve using GLQ by:

∫∫
T

A.8

∂r ∂r
∂r ∂r
×
f (T (ξ, η ))dξ dη =
×
∂ξ ∂η
∂ξ ∂η

M

∑ cm f (T (ξm, ηm )) .

(A.52)

m=1

Calculating torque

The total force acting on a current density distribution in the presence of an external
magnetic-flux density B(r) is given by (Jackson, 1999, p. 178):
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F = ∫ ( J(r) × B(r))d 3r .

(A.53)

The torque acting on the current density is subsequently:
M = ∫ ⎡⎣ r × ( J(r) × B(r))⎤⎦ d 3r .

(A.54)

With the current density representation of (A.26) and assuming that the external magnetic
flux is solely in the z-direction and constant at the value B0, the torque becomes:
N
⎡
⎤ N
M x = ∑ I n ⎢ B0 ∫ ( J nx (r)⋅ z ) dS ⎥ = ∑ I n M nx
⎥⎦ n=1
n=1 ⎢
⎣ S

(A.55)

N
⎡
⎤ N
M y = ∑ I n ⎢ B0 ∫ J ny (r)⋅ z dS ⎥ = ∑ I n M ny
⎥⎦ n=1
n=1 ⎢
⎣ S

(A.56)

N
⎡
⎤ N
M z = ∑ I n ⎢ B0 ∫ −J nx (r)⋅ x − J ny (r)⋅ y dS ⎥ = ∑ I n M nz .
⎥⎦ n=1
n=1 ⎢
⎣ S

(A.57)

(

(

A.9

)

)

Creating the optimization functional

One must create an optimization functional and minimize it in order to solve for the
stream function values over the mesh surface. To obtain an adequate solution, this
functional must contain a field uniformity term along with a regularization term. The
regularization term is necessary because the least-squares minimization problem is ill
posed. Typically, the regularization term is either dissipated power or magnetic energy,
which design minimum power or minimum inductance coils respectively; however, the
method is not restricted to these choices of regularization.
Along with the field uniformity and regularization term, there are typically constraints on
the design to balance (or constrain to zero) the torque acting on the electromagnet due to
the main magnetic field (section A.8). These terms are included to ensure that the
electromagnet will not move in the scanner while being driven with current. In the BE
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method, this is done using Lagrange multipliers (Lemdiasov & Ludwig, 2005, Poole &
Bowtell, 2007) in the optimization functional.

A.9.1 Field uniformity control
The field uniformity control consists of a sum of the squared difference between the
magnetic field produced by the stream function B(rk ) (section A.5) and a set of K user
specified target values Btar (rk ) , given as:
2

1 K
∑ B(rk ) − Btar (rk ) .
2K k=1

(A.58)

The target values are typically distributed over the surface of a sphere or ellipse
encompassing a region of interest. For most coil designs, the region of interest is cocentered with the coil surface. As the magnetic field component parallel to the main
magnetic field (typically the z-component) is the most important in MRI, the field
uniformity control usually contains only this component. Using only the z-component,
the field term becomes:
2

1 K ⎡
∑ Bz (rk ) − Bztar (rk )⎤⎦ .
2K k=1 ⎣

(A.59)

However, the method can contain all three components if there is a need (Chapter 3 and
6). Additionally, if the target points are more difficult to match at particular regions, the
sum of squared values can become weighted (more on this in Chapter 3).

A.9.2 Minimum power designs
Minimum power designs use a relatively basic minimization functional. This functional
contains only the field uniformity term, the power term (section A.6), and the torque
constraints (section A.8). The functional is therefore given as:
2

1 K ⎡
β
U=
Bz (rk ) − Bztar (rk )⎤⎦ + P − λ x M x − λ y M y − λ z M z
∑
⎣
2K k=1
2

(A.60)
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where β is the user defined relative weighting coefficient between the field uniformity
term and the power term, and λx, λy, and λz are Lagrange multipliers for the torque terms.
Minimum power designs are used frequently for insert coil technology, as heat deposition
is typically a limiting factor for these inherently smaller coils, whereas their inductance is
naturally small and therefore a non-factor in optimization. Hudson et al. quantitatively
compared the performance between minimum power and minimum inductance gradient
and shim coil designs for small animal imaging and found that the reduced power
dissipation obtained when using a minimum power method is more significant than the
improvements in switching speed obtained from a minimum inductance approach
(Hudson et al., 2010). As this work deals mainly with insert coil design optimization,
minimum power designs were used almost exclusively.

A.9.3 Minimum magnetic energy designs
The minimum magnetic energy (or minimum inductance) functional is very similar to the
minimum power functional. The only difference being that the power term in equation
(A.60) is replaced with the magnetic energy term (A.42). The functional is:
2

U=

1 K ⎡
∑ Bz (rk ) − Bztar (rk )⎤⎦ + α W − λ x M x − λ y M y − λz M z
2K k=1 ⎣

(A.61)

where α is the user defined relative weighting coefficient between the field uniformity
term and the magnetic energy term. Minimum inductance coil designs are typically used
for large geometry coils such as whole-body gradient sets. As the coil geometry becomes
large (i.e. length to diameter ratio of ~ 1.3 and ~ 2.0 for longitudinal and transversal
cylindrical gradient coils respectively (Poole, Lopez, & Crozier, 2012), the inductance of
the coil becomes the dominating factor for optimization.

A.10

Solving for the stream function values

In this section, the approach to solve for the stream function values will be described for
the minimum power functional (A.60). The same approach can be used for the minimum
inductance case along with a more complex functional (Chapters 3 and 5).
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A.10.1

Condensing the matrices

The stream function value at every node on a given edge of the surface must be the same
value. This is to ensure that the current density cannot flow out of the surface boundaries.
To invoke this condition, the matrices in equations (A.37, A.40, A.43, A.55, A.56, and
A.57) must be condensed from size N to N ! prior to formation of the matrix Z, where

N ! = N − N BN + N B , with N BN and N B being the number of boundary nodes and the
number of boundaries on the surface respectively.
The condensing procedure for a square N x N matrix is as follows: 1) the boundary nodes
for a given edge are identified; 2) the matrix row for each boundary node is summed
together and placed as a single entry in a new column; 3) the matrix column for each
boundary node is summed together and placed as a single entry in a new row. Figure A.7
(a-c) displays how the cnk , Rnm , and M n matrices are condensed for a surface with two
edges.

Figure A.7. Visualization of condensing an N x N matrix to an N’ x N’ matrix with
two edges.
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A.10.2

Minimizing the functional

Starting with equation (A.60), using expressions (A.37, A.39, A.55, A.56, A.57) to state
the functional in terms of the sum of stream function values over the mesh, and invoking
Einstein’s tensor notation (double indices denote a summation over those indices), gives:
2

1 K ⎡
β
U=
I n cnz (rk ) − Bztar (rk )⎤⎦ + I n I m Rnm − λ x I n M nx − λ y I n M ny − λ z I n M nz .
∑
⎣
2K k=1
2

(A.62)

Now minimizing this functional with respect to the stream function coefficients In and the
Lagrange multipliers gives the set of equations:
∂U 1
1
= I m cnk cmk − cnk Bktar + β I m Rnm − λ x M nx − λ y M ny − λ z M nz = 0
∂I m K
K

(A.63)

⎡1
⎤ 1
I m ⎢ cnk cmk + β Rnm ⎥ = cnk Bktar + λ x M nx + λ y M ny + λ z M nz
⎣K
⎦ K

(A.64)

∂U
= −I n M nx = 0
∂λ x

(A.65)

∂U
= −I n M ny = 0
∂λ y

(A.66)

∂U
= −I n M nz = 0
∂λ z

(A.67)

where cnk = cnz (rk ) and Bktar = Bztar (rk ) .
Organizing equations (A.64) – (A.67) into matrix form gives (Lemdiasov & Ludwig,
2005, Poole, 2007, p. 76):
ZI = b

(A.68)
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⎡ ⎛1
⎞
⎢ ⎜ cnk cmk + β Rnm ⎟
⎝
⎠
K
⎢
⎢
M Tnx
Z=⎢
⎢
M Tny
⎢
⎢
M Tnz
⎢⎣
⎡
⎢
⎢
I=⎢
⎢
⎢
⎣

M nx

M ny

0

0

0

0

0

0

⎤
M nz ⎥
⎥
⎥
0 ⎥
0 ⎥
⎥
0 ⎥⎥
⎦

In ⎤
⎥
λx ⎥
λ y ⎥⎥
λz ⎥
⎦

! 1
#
cmk Bktar
# K
b =#
0
#
0
#
#"
0

(A.69)

(A.70)

$
&
&
&.
&
&
&%

(A.71)

One must simply solve for the vector I by inversion of the matrix Z in equation (A.68). It
is important to note that the matrices in equations (A.69) and (A.71) must be condensed
using the procedure of section (A.10.1) before insertion into Z and b.

A.10.3

Creation of wire patterns

As was briefly touched on in section (A.1), a series of conductors with equal current
amplitudes, approximating a current density over the surface, can be represented by a set
of streamlines on the stream function that have equal spacing. Therefore, now that the
stream function is known over the mesh surface geometry, one can create a finite
representation of the current density distribution on this surface by contouring the stream
function a set number of times. This can be accomplished in three-dimensional space by
the method of Poole (2007, p. 80). Figure A.8 (a) and (b) display the stream function and
wire pattern for a transverse gradient coil designed over a cylindrical surface
respectively.
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Figure A.8. (a) Stream function for an x-gradient coil design over a cylindrical
surface. (b) Wire pattern of the x-gradient coil obtained by contouring the stream
function in (a) with 10 contours. In (b), red and blue denote positive and negative
current flow with respect to the x-axis.

A.10.4

Convergence of coil performance

It is desirable to know how fine of a finite element mesh is needed to obtain an adequate
solution. To identify this, the stream function to produce a transverse gradient coil was
calculated for a series of finite element meshes with varying degrees of discretization
(152, 200, 336, 424, 520, 656, 880, 936, 1128, 1304, 1528, 2456, 3168, 4344, 5960,
7608, and 9376 triangular elements). The cylindrical surface over which the meshes were
created was 1 m in diameter and 2 m long. A series of target points were distributed over
the surface of a 40 cm diameter sphere co-centered with the cylinder. For each mesh
discretization, the maximum value of gradient uniformity over the region of interest, the
resistive merit, and the inductive merit were calculated directly from the stream function
values. These three performance parameters were normalized to the value calculated at
the smallest mesh discretization (9376 triangular elements).
The normalized values are plotted in Figure A.9. It can be seen that the normalized
resistive and inductive merit are very close to 1 even for a mesh discretized with only 152
elements. The normalized maximum uniformity becomes approximately one when the
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mesh is discretized with 336 elements. Therefore, as long as the mesh contains
approximately 330 elements, the calculated stream function is an adequate solution. It is
important to note that this does not necessarily mean that the wire patterns produced from
these stream functions will be smooth; however, if the stream function is either
interpolated to a finer discretization or smoothed prior to contouring, the wire pattern
found will be satisfactory.

Figure A.9. Normalized performance parameters versus the number of triangular
elements within a cylindrical mesh. The cylindrical surface used was 1 m in
diameter and 2 m long; the region of interest was a sphere 40 cm in diameter. The
performance parameters found were the maximum gradient uniformity over the
surface of the region of interest and the resistive and inductive merit values. Prior to
plotting the parameters were normalized using their values calculated at the
smallest mesh discretization (9376 elements).
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A.11 Optimization of computational efficiency and
speed
The benefits of the BE method of coil design are clear. Its ability to design
electromagnets over non-traditional, complex surface geometries allow the investigation
of coil performance over shapes that would have been extremely difficult if not
impossible to do with previous coil design techniques.
The one limitation of the method is that it is computationally intensive. Substantial time
is needed for the calculation of the multiple matrices used in the method in addition to a
large amount of memory needed for storage. As the geometry becomes more complex,
the triangular element size must become smaller, leading to even longer computation
times. Furthermore, if more field constraints are added, such as if one would like to shield
a particular region, then computation time increases yet again.
Poole et al. (2007), produced coil designs on the order of several hours. This may not
seem so bad at first; however if one would like to optimize a design based on several
possible coil geometries, with multiple relative weighting coefficients (e.g. β and α from
equations A.60 and A.61), the problem suddenly becomes unrealistic unless undertaken
over a series of weeks.
Because of these factors, there was a strong motivation to optimize the computational
implementation of the algorithm. It has been found that the speed of the technique can be
significantly increased relatively easily. In this section, the most important steps in
optimizing the implementation of this algorithm are specified. The procedure required
four iterations of the BE method computational toolbox. The four versions of the
simulation and design platform will be described below in greater detail. The net result is
fully capable of producing detailed coil designs on the order of seconds.

A.11.1

Time dependence of calculations

The computation time of the current density basis functions as well as the matrices
described in sections A.5 – A.8 increase to varying degrees with the number of nodes (or
elements) in the mesh, and number of field targets specified.
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The calculation of the current basis functions, the calculation of the magnetic field
matrices, the calculation of the torque matrices, and the 3D contouring algorithm all
increase in time linearly with the number of nodes in the mesh surface. The calculation of
the resistance and self-inductance matrices both increase in time quadratically with the
number of nodes in the mesh. Lastly, the calculation time of the magnetic field matrices
also increase linearly with the number of magnetic field target points specified.

A.11.2

Computation example: x-gradient coil

In order to evaluate the progressive improvement in calculation speed between different
versions of code, a standard problem of designing a gradient coil over a cylinder was
used. Three distinct finite element meshes were created over a cylinder 40 cm in diameter
with a total length of 1.2 m (z-direction) using COMSOL®.
The meshes consisted of 310, 1398, 4282 node points with 588, 2732, 8460 triangular
elements, and were denoted as “Fine”, “Extra Fine”, and “Extremely Fine” (using the
COMSOL® meshing nomenclature) respectively. Figure A.10 (a-c) displays the three
meshes in order of increasing discretization.

Figure A.10. The three different mesh sizes used for the analysis of code
optimization. The same cylindrical surface can contain either (a) 310 nodes and 588
elements (“Fine”), (b) 1398 nodes and 2732 elements (“Extra Fine”), or (c) 4282
nodes and 8460 elements (“Extremely Fine”).
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Four separate sets of target points were chosen so as to produce an x-gradient coil. They
consisted of 16, 64, 400, and 8000 points, distributed throughout a rectangular grid of
varying size depending on the number of points. This was done in order to gauge how
computation time increases with problem complexity. The actual positioning of the target
points does not affect computation time. All coil designs used the minimum power
functional from section A.9.2.
Accordingly, a total of 48 simulations were completed for this example case. For each
simulation, the total computation time required to complete the coil design was recorded.
Additionally, the computation times for the six most time-dominant functions in the
design toolbox were recorded for the simulations with the extremely fine mesh and 8000
target points and all mesh cases with 400 target points. All computation time data can be
found in section A.11.4. All calculations were done on a 2009 I7 powermac with 16 GB
ram.

A.11.2.1 Code Version 1 (CV1)
In the first implementation of the BE method, all of the calculations were performed in
Matlab® (MathWorks R2010b). No special efforts were made to optimize the code for
speed in any way whatsoever.

A.11.2.2 Code Version 2 (CV2)
As the number of nodes in the cylindrical mesh increased, two of the functions in the
computational toolbox became dominantly slow: the function to calculate the current
basis and the function to calculate the resistance matrix. Therefore, both of these
functions were written in ‘c’ and implemented in the Matlab® environment using MEXfunctions. Additionally, all of the other functions (still written purely in Matlab®) were
optimized for speed (e.g. eliminating unnecessary ‘for’ loops).
Figure A.11 displays a bar graph of computation times for the five most time dominant
functions in the design toolbox when the design problem contained 4282 nodes and 400
target points for (a) CV1 and (b) CV2. The computation times for both the calculation of
the current basis and the resistance matrix have decreased dramatically, from ~50 min to
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less than 1 s and from ~15 min to ~5 s respectively. The time dominant function is now
the calculation of the field matrix at ~160 s.

Figure A.11. Computation times for the five most time-dominant functions in the
design toolbox for (a) CV1 and (b) CV2. In this example the design problem
contained 4282 nodes in the mesh surface and 400 target points. Note how the
calculation times for the calculation of the node basis functions and the resistance
matrix (columns 1 and 2 in the graphs respectively) have decreased dramatically
after optimization.

A.11.2.3 Code Version 3 (CV3)
After optimization of the two most time-dominant functions, the next time-dominant
function, calculation of the magnetic field matrix, stands out quite noticeably. As all other
functions operate on the order of a few seconds in Figure A.11 (b), the field matrix
calculation takes on the order of a few minutes. Therefore, in the next round of code
optimization, this function was written in c-code.
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A comparison of computation times between CV2 and CV3 for the five most timedominant functions in the design toolbox is shown in Figure A.12. Once again 4282
nodes and 400 target points were used for this design example. The time required for the
calculation of the field matrix drops from a few minutes to less than 10 seconds.

Figure A.12. Computation times for the five most time-dominant functions in the
design toolbox for (a) CV2 and (b) CV3. In this example the design problem
contained 4282 nodes in the mesh surface and 400 target points. The calculation of
the field matrix decreases dramatically from a few minutes to less than 10 seconds
using CV3.
Although the time needed to calculate the field matrix dropped significantly for CV3, it
was still one of the most time-dominating functions. This was especially the case when
the number of target field points was large, for example with 4282 nodes in the mesh and
8000 target points the field matrix calculation took approximately 3.5 minutes.
Additionally, for a moderate number of target points and large mesh sizes, the time
needed to complete the 3D contouring algorithm became significant as can be seen in
Figure A.12 (b).
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A.11.2.4 Code Version 4 (CV4)
In the fourth version of the code, a parallelization scheme was implemented for the
calculation of the field matrix using Grand Central Dispatch (an addition to the GCC
library on the apple platform). The parallelization was executed over the number of field
targets; therefore, the most drastic speed increases occur when the number of target
points is large. In addition to increasing the efficiency of the field matrix calculation, the
3D contouring algorithm was written in c and parallelized as well.
A comparison of computation times between CV3 and CV4 for the five most timedominant functions in the design toolbox is shown in Figure A.13. For this design
example, once again 4282 nodes and 400 target points was used. The time necessary to
complete the 3D contouring algorithm dropped significantly from approximately 6
seconds to less than a second. Conversely, the time required for the calculation of the
field matrix did not noticeably drop (the computation time remained around ~ 5 s). This
is because the calculation time of the field matrix is dominated by the number of nodes in
the mesh (~ 4000 nodes) when only a moderate amount of field targets are used (in this
case 400). If the design example contained 8000, rather than 400, target points, the
calculation time of the field matrix drops considerably from just over 3 minutes to about
16 seconds as shown in Figure A.14.
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Figure A.13. Computation times for the five most time-dominant functions in the
design toolbox for (a) CV3 and (b) CV4. In this example the design problem
contained 4282 nodes in the mesh surface and 400 target points. The calculation
time of the 3D contouring algorithm decreases significantly while the computation
time for the field matrix calculation does not.
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Figure A.14. Comparison of the field matrix calculation times between CV3 and
CV4 for design problems containing a 4282 node mesh and 400 and 8000 target
points. The difference in computation time is not significant for a small number of
field targets (400 in this case); however, for 8000 target points the calculation time is
reduced from just over 3 minutes to approximately 16 seconds.

A.11.3

Conclusions and Discussion

In the latest version of code, the computation time for every function in the design
toolbox is on the order of seconds for extremely fine meshes and a large number of target
points. At this point, the slowest function is the inversion of the matrix Z from equation
(A.69). This process is completed by a built-in Matlab® function that is already optimized
for speed.
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Figure A.15 displays the computation time of each version of code for 8000 target points
and the three different mesh discretizations. The latest version of code can solve a
moderate design problem (310 nodes and 8000 target points) in approximately 1.2
seconds and an intensive design problem (4282 nodes and 8000 target points) in about 22
seconds. Further computation speed can be gained by parallelizing the resistance and
inductance matrix calculations. Although this will have only a small effect on total
computation time as the algorithm is now dominated by the matrix inversion.

Figure A.15. Logarithm of calculation time for each version of Boundary Element
method code. Times shown for 8000 target points and an ‘Extremely Fine’ mesh
(blue circle); ‘Extra Fine’ mesh (red triangle); and ‘Fine’ mesh (green square).
Using relatively simple programming the BE method design platform has been reduced in
computation time by over two orders of magnitude. Large computation times can no
longer be justifiably included as a limitation of the method. Simplified problems can now
be solved on the order of one second.
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It is common practice in coil design problems to begin with a coarse mesh and then
increase the mesh ‘fineness’ as a more satisfactory solution is identified. Therefore it is
now possible to use the BE method within an optimization loop over multiple geometries
or sets of target points.

A.11.4

Calculation time data for computation example

Table A-1. Total computation time for each version of code for the transverse
gradient coil example.

Code Version 1
Code Version 2
Code Version 3
Code Version 4

Code Version 1
Code Version 2
Code Version 3
Code Version 4

Code Version 1
Code Version 2
Code Version 3
Code Version 4

Code Version 1
Code Version 2
Code Version 3
Code Version 4

16 Target points
Fine mesh
Extra fine mesh
(310 nodes)
(1398 nodes)
7.0768 s
134.3152 s
0.5283 s
3.3614 s
0.3713 s
2.8410 s
0.2892 s
2.0115 s
64 Target points
Fine mesh
Extra fine mesh
(310 nodes)
(1398 nodes)
8.1900 s
136.7618 s
1.0747 s
5.1595 s
0.4352 s
2.5645 s
0.2817 s
2.0936 s
400 Target points
Fine mesh
Extra fine mesh
(310 nodes)
(1398 nodes)
11.3373 s
148.2431 s
4.3203 s
19.7646 s
1.0331 s
5.4514 s
0.3128 s
2.6971 s
8000 Target points
Fine mesh
Extra fine mesh
(310 nodes)
(1398 nodes)
84.9921 s
474.7530 s
80.7597 s
342.0120 s
14.2059 s
65.6551 s
1.1976 s
4.9850 s

Extremely fine mesh
(4282 nodes)
1259.8879 s
14.9993 s
12.0766 s
11.3991 s
Extremely fine mesh
(4282 nodes)
1301.2293 s
21.7317 s
13.6216 s
11.7295 s
Extremely fine mesh
(4282 nodes)
1319.3130 s
66.3890 s
21.9557 s
12.6274 s
Extremely fine mesh
(4282 nodes)
2329.4444 s
1049.8101 s
207.3614 s
22.0161 s
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Table A-2. Computation time data for various functions for the case where 8000
target field points were used with the extremely fine mesh (4282 nodes).
Function
Name/Description
Field Matrix
Calculation
Resistance Matrix
Calculation
Node Basis Functions
Calculation
Contouring the Stream
Function
Torque Matrices
Calculation
Solving for the Stream
Function Values
(Matrix Inversion)

A.12

CV 1

CV 2

CV 3

CV 4

35986.788 s

3711.327 s

213.459 s

15.913 s

5460.551 s

4.194 s

4.759 s

0.846 s

20243.167 s

0.471 s

0.538 s

0.097 s

106.436 s

11.029 s

12.240 s

0.273 s

15.741 s

1.728 s

1.904 s

0.341 s

797.354 s

91.678 s

104.255 s

17.866 s
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B.

Derivation of “eddy current” equation

In this appendix the full derivation of the final induced current equation (equation (4.1))
will be shown here involving Lagrange’s equations of motion.

B.1 Derivation
The Lagrangian of a system consisting of two inductors in the quasi-static approximation
(i.e. no Capacitive effects, or free particle contributions) is given as (Essen, 2009):
 =
L (q, q)

1
1
L q q + L q q + M q q
2
2

(B.1)

where q represents the current flowing through the primary driving coil, q represents
the induced current flowing through the conducting surface, and L , L , M represent
the self-inductance of the primary coil, self-inductance of the conducting surface and
mutual inductance of the two respectively. Now, let us fix the current amplitude flowing
through the primary coil to q = I , so that equation (B.1) is now transformed to:
 =
L (q, q)

1
1
L I I + L q q + M q q .
2
2

(B.2)

If one first takes this system and assumes that there is no resistance in the driving coil or
conducting surface (i.e. no power dissipation) we have the following equation of motion:

d ∂L ∂L
−
=0
dt ∂q ∂q

(B.3)

L q + L I = 0

(B.4)

L q = −L I .

(B.5)

Representing the current density over the conducting surface using the formalism of
Lemdiasov and Ludwig (2005) equation (B.5) can be written as:
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dI n (t)
dI (t)
L nm = −M m
dt
dt

(B.6)

dI (τ )
dτ
dτ
0
t

I n (t) = −[L nm ] M m ∫
−1

(

I n (t) = −[L nm ]−1 M m I (t) − I (0)

(B.7)

)

(B.8)

where L nm is the self-inductance matrix of the induced surface and M m is the mutual
inductance vector between the source coil and the induced surface. Also note that in
equations (B.6), (B.7), and (B.8) the subscripts “i” and “s”, denoting induced current and
source current respectively, have been changed to superscripts. This change in notation
was done to accommodate for the italicized subscripts n, m, etc. denoting the nodes of the
finite element mesh surface.
Looking at equation (B.8) one finds that this equation is equal to the first order minimum
energy constraint for shielding from Chapter 5. Therefore one can state that neglecting
energy dissipation, the eddy current forms so as to minimize the energy of the entire
system.
Now, to add resistance to the system one must define a Rayleigh dissipation function as:
 =
F(q)

1
1
R I I + R q q + R I q
2
2

(B.9)

where R represents the resistance of the primary, or source, coil, R represents the
resistance of the conducting surface, and R is the mutual resistance between the two.

R is zero for a conducting surface that isn’t in contact with the primary driving coil so
equation (B.9) can be simplified to:
 =
F(q)

1
1
R I I + R q q .
2
2

(B.9)
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The Lagrangian equation of motion in the presence of a dissipation function is altered to:

d ∂L ∂L
∂F
−
=−
dt ∂q ∂q
∂q

(B.10)

L q + L I = −R q

(B.11)

L q + R q = −L I .

(B.12)

Again taking the formalism of Lemdiasov et al. (2005), equation (B.12) becomes:

dI n (t)
dI (t)
L nm + I n (t)R nm = −M m
dt
dt

(B.13)

where R nm is the resistance matrix of the induced surface. Equation (B.13) is equal to
equation (4.1), whose derivation was the purpose of this appendix.
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C.

Derivation of 2nd order minimum energy constraint

In this appendix the full derivation of equations (5.26), (5.27), and (5.28) are shown.
Starting from equation (5.25), the total magnetic energy of the system including the
primary surface, shield surface, and cryostat is:
Wtotal =

N M
1 N M p p p
1 N M
ps
I n I m Lnm + ∑ ∑ I ns I ms Lsnm + ∑ ∑ I np I ms M nm
+
∑
∑
2 n=1 m=1
2 n=1 m=1
n=1 m=1

N M
N M
1 N M
p cryo pcryo
scryo
 + ∑ ∑ I ncryo I mcryo Lcryo
+
I
I
M
+
∑ ∑ n m nm ∑ ∑ I ns I mcryo M nm
nm
2 n=1 m=1
n=1 m=1
n=1 m=1

.

(C.1)

Using the expressions from equation (5.2) and equations (5.15), (5.16), and (5.17), gives:
scryo s
pcryo p
I ncryo = Dnq
I q + Dnk
Ik

(C.2)

pcryo
where Dnq
and Dnkscryo are the inductance relations from equation (5.2) between the

primary surface and the cryostat surface and the shield surface and the cryostat surface
respectively. Substituting these expressions into (C.1) gives:
Wtotal =
…+

N M
1 N M p p p
1 N M
ps
I n I m Lnm + ∑ ∑ I ns I ms Lsnm + ∑ ∑ I np I ms M nm
+
∑
∑
2 n=1 m=1
2 n=1 m=1
n=1 m=1

(

)(

)

1 N M p pcryo s scryo p pcryo s scryo cryo
∑ ∑ I q Dnq + I k Dnk I q Dmq + I k Dmk Lnm +
2 n=1 m=1

(C.3)

scryo
pcryo
+ I ks Dmk
∑ I np ( I qp Dmq
) M nmpcryo + ∑ ∑ Ins ( Iqp Dmqpcryo + Iks Dmkscryo ) M nmscryo

N M

N M

n=1 m=1

n=1 m=1

+ ∑

.

ij
ij
Simplifying the notation to I p = I np , Is = I ns , Li = Linm , Mij = M nm
, Dij = Dnm
; i, j = p, c, s

and “c” stands for “cryo”, we get:
1
⎡1
⎤
Wtotal = ⎢ I p I p L p + IsIsLs + I p IsM ps ⎥ +
2
⎣2
⎦
⎡1
⎤
 + ⎢ I p D pc + IsDcs I p D pc + IsDcs Lc ⎥ +
⎣2
⎦

(

)(

)
 + ⎡⎣( I p D pc + IsDcs ) ( I p M pc + IsM cs )⎤⎦

(C.4)

235

1
⎡1
⎤
Wtotal = ⎢ I p I p L p + IsIsLs + I p IsM ps ⎥ +
2
2
⎣
⎦
⎡1
⎤
 + ⎢ I p D pc I p D pc + IsDcsIsDcs + 2I p D pc IsDcs Lc ⎥ +
2
⎣
⎦

(

)

(

(C.5)

)

 + ⎡⎣ I p D pc I p M pc + IsDcsI p M pc + I p D pc IsM cs + IsDcsIsM cs ⎤⎦
.

Now with the assumption that the primary current density (and hence stream function
values) is known, equation (C.5) is minimized with respect to the stream function values
on the shield surface and solved:
0 = IsLs + I p M ps + IsDcsDcsLc + I p D pc D pc Lc + 2IsDcsM cs + I p DcsM pc + I p D pc M cs

(

Is ( Ls + DcsDcsLc + 2DcsM cs ) = −I p M ps + D pc D pc Lc + DcsM pc + D pc M cs

).

(C.6)
(C.7)

Now, from equations (5.1) and (5.2) it is known that:
Dcs = − [ Lc ] M cs
−1

D pc = − [ Lc ] M pc

(C.8)

−1

(C.9)

.

Substituting these expressions into equation (C.7) and simplifying gives:

(

)

(

−1

(

)

Is Ls − [ Lc ] M csM cs = −I p M ps − [ Lc ] M pc M cs
−1

Is ( Ls + Δ cs ) = −I p M ps + Δ pcs
Is = − [ Ls + Δ cs ]

−1

(Mps + Δ pcs ) Ip

)

(C.10)
(C.11)
(C.12)

where

Δ cs = − [ Lc ] M cs M cs
−1

(C.13)
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Δ pcs = − [ Lc ] M pc M cs
−1

.

(C.14)
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D.

Comparison of power dissipation between the MOSFET
network and multi-coil approach

Consider two shim systems, the first employing a multi-coil approach and the second
employing the adaptive current network approach and using MOSFET switch
technology. Both systems span an identical 60 cm x 60 cm planar surface. To simplify
the analysis, the area is discretized into a simple 4 x 4 matrix of square loops. The current
density can be specified over this grid in the multi-coil system by controlling the current
flow over each individual square loop separately. In the adaptive current network, the
current density is specified by switching on and off MOSFETs positioned between nodes
of the matrix. For this comparison, the requirement is chosen to be the production of a
uniform-density clockwise current distribution around the surface. Figure D.1 (a) depicts
this current distribution for the specific case of the 4 x 4 matrix.
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Figure D.1. A 4 x 4 grid of square wire loops. To create a uniform-density clockwise
current distribution around this surface using the multi-coil/multi-amplifier shim
approach, all 12 of the outer loops must be driven with I0 while the four inner loops
must be driven with 2I0 in order to overcome the opposing current on the inner legs
from the outer loops. (b) The same surface area as in (a) with a 30 x 30 grid
discretization. To produce a uniform clockwise current distribution pattern in this
case, the multi-coil approach must apply increasing current amplitude for each set
of loops as they approach the center of the grid. The outer set of loops would be
driven with I0, the next inner group would be driven with 2I0, the next would be
driven with 3I0, et cetera.
For the multi-coil system, the resistance around any individual loop is simply four times
the resistance of a single segment (RL). In order to produce the net current pattern of
Figure D.1 (a), the 12 outer loops must be driven with current I0 while the four innermost
loops must be driven with twice that current (such that the net current in the overlapping
segments is I0). The total power deposited in this configuration is then:
PMC = 12 ⋅ 4RL ( I 0 ) + 4 ⋅ 4RL ( 2I 0 ) = 112RL ( I 0 )
2

2

2

(D.1)

For the adaptive current network, the switches are configured such that current will only
be allowed to flow around the outermost large loop and the inner loop, each carrying the
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same current I0. There are 16 segments around the largest loop and 8 around the inner
loop (24 in total). Power will be deposited in the 24 segment conductors as well as the 24
switches (one conducting switch in each of those segments). The total power deposited is
the sum of these two contributions:
PAN = 24RL ( I 0 ) + 24RM ( I 0 )
2

2

(D.2)

where RM is the resistance of the MOSFET, and RL is as defined above.
To cover the 60 cm x 60 cm surface with 4 loops, each element L must be 15 cm long.
Assuming the loops are constructed with 1 mm x 1 mm cross-section copper wire, RL
would be 2.6 mΩ. The MOSFETs used in this work had resistance RM equal to 50 mΩ.
With these values, the ratio of the two power expressions is calculated to be:
PAN
≅ 4.4 .
PMC

(D.3)

This means that for this specific case the use of the adaptive current network with
MOSFET components is much less power efficient than driving each loop independently
as per the multi-coil approach.
Now consider the situation as shown in Figure D.1 (b), where the discretization of the
grid is much finer. In this case, the same 60 x 60 cm region is broken into a 30 x 30 grid
of 2 cm x 2 cm square loops. The goal is, as before, to produce a uniform-density
clockwise current distribution around the surface. To accomplish this, it can be seen that
the outermost set of loops must carry one unit (I0) of current, the next inner set of loops
must carry two units, the next inner set must carry three units, and so on. The inner most
set of loops (the four at the centre of the pattern) will be carrying 15 units of current. If
the same analysis as was used in equations D.1 and D.2 is applied here, the power ratio of
the adaptive current network to the multi-coil approach would yield:
PAN
≅ 0.9 .
PMC

(D.4)
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In this case the MOSFET approach is slightly more power efficient. The improvement in
the relative power efficiency of the adaptive current network continues for finer grids,
with a 60 x 60 grid of 1 cm x 1 cm square loops expected to give a power ratio of 0.5.
The above analysis clearly depends on the specific values of the conductor and switch
resistances. For the components used in the experiments in this work, the resistance is
clearly dominated by the MOSFET components. As a result, the power dissipation is
approximately proportional to the MOSFET resistance. Reduction in component
resistance, either by identifying improved MOSFETs or by using a different switch
technology all together, is expected to substantially improve the power efficiency of the
adaptive current network.
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7.
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1.
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Imaging”. Magnetic Resonance in Medicine, submitted (May 29, 2013).
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Harris C.T., Handler W.B., Chronik B.A. “Gradient induced heating on thin

conducting surfaces: simulation and experiment”. ISMRM 21st Scientific Meeting.
Salt Lake City, Utah, USA. 2013 (poster presentation by first author)
3.

Martinez-Santiesteban F.M., Araya Y., Harris C., Handler W.B., Chronik

B.A., Scholl T.J. “Improving Contrast of delta relaxation enhanced MR (dreMR)
Imaging”. ISMRM 21st Scientific Meeting. Salt Lake City, Utah, USA. 2013 (oral
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4.
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6.

Harris C.T., Handler W.B., Chronik B.A. “A practical insert design for

dreMR imaging in the human torso”. ISMRM 20th Scientific Meeting. Melbourne,
Australia. 2012 (poster presentation by first author).
7.

Harris C.T., Handler W.B., Dalrymple B., Van Sas F., Araya Y., Scholl

T.J., Chronik B.A. “Improvements in magnetic shielding of a B0 insert coil”.
ISMRM 20th Scientific Meeting. Melbourne, Australia. 2012 (e-poster presentation
by first author, Magna Cum Laude Merit Award winner).
8.

Zhao Y., Stough D.K., Zheng H., Zhao T., Harris C.T., Handler W.B.,

Chronik B.A., Boada F.E., Ibrahim T.S. “Maximizing RF efficiency and minimizing
eddy current artifacts using RF and eddy current simulations”. ISMRM 20th
Scientific Meeting. Melbourne, Australia. 2012 (oral presentation by first author).
9.

Zhao Y., Zhao T., Stough D., Harris C., Handler W., Zheng H., Lin S.,

Boada F., Chronik B., Ibrahim T. “Simulation and experimental verification of
eddy current due to RF coil shielding”. ISMRM 20th Scientific Meeting.
Melbourne, Australia. 2012 (e-poster presentation by first author).
10.

Harris C.T., Handler W.B., Scholl T.J., Chronik B.A. “A practical

electromagnet insert design for dreMR imaging in the human breast”. Imaging
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first author).
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Handler W.B., Harris C., Caravan P., Scholl T.J., Chronik B.A., Alford

J.K., Farrar C.T. “The status of delta relaxation enhanced Magnetic Resonance
imaging (dreMR)”. 2011 World Molecular Imaging Congress. San Diego, USA.
2011 (oral presentation by second author).
12.

Harris C.T., Handler W.B., Chronik B.A. “Optimization of computational

speed for BE method of coil design”. ISMRM 19th Scientific Meeting. Montreal,
Canada. 2011 (e-poster presentation by first author).
13.

Harris C.T., Handler W.B., Alford J.K., Chronik B.A. "A practical insert

design for dreMR imaging in the human head". ISMRM 19th Scientific Meeting.
Montreal, Canada. 2011 (poster presentation by first author).
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14.

Haw D.W., Harris C.T., Handler W.B., Chronik B.A. “Simple minimum

energy method for calculating shielding coils on arbitrary geometries”. ISMRM
19th Scientific Meeting. Montreal, Canada. 2011 (e-poster presentation by second
author).
15.

Handler W.B., Harris C.T., Chronik B.A. “Benchtop measurements of

gradient induced heating”. ISMRM 19th Scientific Meeting. Montreal, Canada.
2011 (poster presentation by first author).
16.

Harris C.T., Handler W.B., Chronik B.A. “Active Localized Shielding for

Devices Within MRI Gradient Coils”. ISMRM 18th Scientific Meeting. Stockholm,
Sweden. 2010 (oral presentation by first author).
17.

Harris C.T., Handler W.B., Chronik B.A. “Curved Gradient Coil Designs

for Anatomically Specific Imaging Applications”. ISMRM 18th Scientific Meeting.
Stockholm, Sweden. 2010 (e-poster presentation by first author).
18.

Harris C.T., Alford J.K., Handler W.B., Scholl T.J., Chronik B.A. “Bo Coil

Designs for in vivo Delta Relaxation Enhanced MR in Humans”. ISMRM 18th
Scientific Meeting. Stockholm, Sweden. 2010 (poster presentation by first
author).
19.

Hudson P., Harris C.T., Handler W.B., Scholl T.J., Chronik B.A. “A Single-

Axis Composite Shim Coil Insert for Spectroscopy in the Medial Temporal Lobe
of the Human Brain”. ISMRM 18th Scientific Meeting. Stockholm, Sweden. 2010
(oral presentation by first author).
20.

Bindseil G.A., Scholl T.J., Handler W.B., Harris C.T., Chronik B.A.

“Design of a Dynamically-Controlled Resistive Shield for a Combined PET and
Superconducting MRI System for Small Animal Imaging”. ISMRM 18th Scientific
Meeting. Stockholm, Sweden. 2010 (e-poster presentation by first author).
21.

Bindseil G., Harris C., Handler W., Scholl T., Chronik B. “Collinear

PET/MRI: External Magnetic Field Limits and Magnetic Shield Design for a
Small-Animal PET System”. 2010 World Molecular Imaging Congress. Kyoto,
Japan. 2010 (poster presentation by first author).
22.

Bindseil G., Scholl T., Handler W., Harris C., Chronik B. “Active magnetic

shielding of PET detectors for a small-animal multimodality PET/MRI system”.
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2010 SNM Annual Meeting. Salt Lake City, USA. 2010 (oral presentation by first
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23.

Bindseil G., Harris C., Handler W., Scholl T., Chronik B. “A Small-Animal

Hybrid PET-MRI System: Magnetic Shielding of PET Detectors. 2010 Lawson
Research Day. London, Canada. 2010 (poster presentation by first author).
24.

Harris C., Chronik B.A. “Curved Planar Gradient Coil Design Using the

Boundary Element Method”. ISMRM 17th Scientific Meeting. Honolulu, Hawaii.
2009 (oral presentation by first author).
Non-peer-reviewed Industry Reports
1.

“Low-frequency magnetic induction interactions: final report”. Ultra
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“The boundary element method of coil design”. SPEAG, Swizterland
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