Abstract. The spin analogues of several classical concepts and results for Hecke algebras are established. A Frobenius type formula is obtained for irreducible characters of the Hecke-Clifford algebra. A precise characterization of the trace functions allows us to define the character table for the algebra. The algebra is endowed with a canonical symmetrizing trace form, with respect to which the spin generic degrees are formulated and shown to coincide with the spin fake degrees. We further provide a characterization of the trace functions and the symmetrizing trace form on the spin Hecke algebra which is Morita super-equivalent to the Hecke-Clifford algebra.
1. Introduction 1.1. The Hecke algebras associated to symmetric groups or more general finite Weyl groups are symmetric algebras with canonical symmetrizing trace forms. The generic degrees defined in the framework of generic Hecke algebras have played an important role in finite groups of Lie type (first developed systematically by Lusztig [Lu] ; also cf. ). On the other hand, a Frobenius character formula for Hecke algebra associated to symmetric groups has been established in [Ram] (also see King-Wybourne [KW] ), and the notion of character tables for Hecke algebras has been formulated by Geck and Pfeiffer [GP1] . The Hecke-Clifford algebra H c n , which is a deformation of the algebra H c n = C n ⋊ S n , admits a natural superalgebra structure, first appeared in Olshanski [Ol] who formulated a super queer version of the Schur-Jimbo duality. Its representation theory was subsequently developed by Jones-Nazarov [JN] for a generic quantum parameter v, and it is indeed closely related to the spin representations of the symmetric group developed 2010 Mathematics Subject Classification. Primary: 20C08, 20C25, 20C30. 1 by Schur [Sch] . In particular the irreducible characters ζ λ of H c n (always understood in the Z 2 -graded sense in this paper) are parametrized by the strict partitions of n. This algebra H c n is also known to be Morita super-equivalent to a spin Hecke algebra H − n introduced by the second author [W] , which is a deformation of Schur's spin symmetric group algebra.
1.2. Here is a quick summary of the main results of this paper. We first establish a Frobenius type formula for irreducible characters of the Hecke-Clifford algebra. We endow the Hecke-Clifford algebra with a canonical symmetrizing trace form ‫,ג‬ and then find an explicit shifted hook formula for the spin generic degrees for the Hecke-Clifford algebra by a novel and simple application of our Frobenius type character formula. The spin Hecke algebra is also shown to carry a natural symmetrizing trace form, which is compatible with ‫ג‬ for Hecke-Clifford algebra via the Morita super-equivalence.
1.3. Let us describe in some detail. Our approach to obtaining a Frobenius type character formula for Hecke-Clifford algebra (Theorem 3.7) takes advantage of the SergeevOlshanski duality, and it is inspired by Ram's approach who obtained a Frobenius character formula for the type A Hecke algebra via the Schur-Jimbo duality. The symmetric functions arising in our Frobenius type formula are certain spin Hall-Littlewood functions introduced by the authors in [WW2] , which are one-parameter deformation of Schur Q-functions. This should be compared to the appearance of Hall-Littlewood functions in [Ram] . We show that every trace function on the Hecke-Clifford algebra over the ring A = Z[ 1 2 ][v, v −1 ] is completely determined by its values on the standard elements parametrized by the odd partitions of n (see Theorem 4.7 and Corollary 4.9). This leads to well-defined notions of class polynomials and character table for Hecke-Clifford algebra, similar to those for Hecke algebras introduced by Geck-Pfeiffer [GP1] .
The Hecke-Clifford algebra is a symmetric superalgebra endowed with a canonical symmetrizing trace form ‫ג‬ (the choice of ‫ג‬ is not obvious as it does not restrict to the well-known symmetrizing trace form on its type A Hecke subalgebra), and this allows us to formulate the spin generic degrees D λ for the irreducible characters ζ λ of H c n . Recall the authors [WW1] formulated earlier a spin coinvariant algebra for the algebra H c n , and found a closed formula for the so-called spin fake degrees (this terminology appeared later in [WW3] ). For a symmetric algebra H with a symmetrizing form, there exist elements called Schur elements (cf. [GP2, Theorem 7.2 .1]) for irreducible characters, which can be used to determine when H is semsimple. These elements are closely related to the generic degrees in the case of usual Hecke algebras (cf. [GP2, Section 8.1.8] ). The Schur elements for Hecke-Clifford algebra are computed explicitly (Theorem 5.8), and they do not lie in A in general. The spin generic degrees for Hecke-Clifford algebra are shown to be polynomials in the quantum parameter v and they match perfectly with the spin fake degrees (Theorem 5.10 ). This phenomenon is strikingly parallel to the classical result due to Steinberg [S] that the generic degrees for the type A Hecke algebras coincide with the fake degrees for symmetric groups (also cf. [Lu, GP2] ).
We also succeed (see Theorem 6.6) in describing the space of trace functions of the spin Hecke algebra H − n introduced in [W] . The canonical trace form ‫ג‬ − on H − n corresponding to the form ‫ג‬ on H c n under the Morita super-equivalence is characterized in a simple way (Theorem 6.10), in spite of the fact that the braid relation is deformed for H − n and the standard elements depend on the choices of reduced expressions of a given element.
Recall that given two superalgebras A and B, the tensor product A ⊗ B is naturally a superalgebra, with multiplication defined by
The following lemma can be found in [Jo] (where F is assumed to be an algebraically closed field).
Lemma 2.1. Let V be a split irreducible A-module and W be a split irreducible Bmodule.
(1) If both V and W are of type M, then V ⊗ W is a split irreducible A ⊗ B-module of type M. (2) If one of V or W is of type M and the other is of type Q, then V ⊗ W is a split irreducible A ⊗ B-module of type Q. (3) If both V and W are of type Q, then V ⊗ W is a sum of two isomorphic copies of a split irreducible module of type M, which will be denoted by
Moreover, all split irreducible A ⊗ B-modules arise as components of V ⊗ W for some choice of irreducibles V, W .
The Sergeev duality.
In this subsection, we shall take F = C. Denote by C n the Clifford superalgebra generated by odd elements c 1 , . . . , c n subject to the relations
Denote by H c n = C n ⋊ S n the superalgebra generated by the even elements s 1 , . . . , s n−1 and the odd elements c 1 , . . . , c n subject to (2.2), the standard Coxeter relation among s i = (i, i + 1) for the symmetric group S n , and the additional relations:
Denote by P n the set of all partitions of n and by CP n the set of compositions of n. Let SP n (respectively, OP n ) denote the set of strict (respectively, odd) partitions of n. For λ ∈ P n , denote by ℓ(λ) the length of λ and let
Denote by Q λ the Schur Q-functions associated to a strict partition λ (cf. [Mac, WW3] ). It is known [Jo, Se] that there exists a characteristic map (cf. [WW3, (3.12) ]) relating the representation theory of the algebra H c n to the theory of symmetric functions, which can be viewed as a analog of the Frobenius characteristic map in the representation theory of symmetric groups. More precisely, for each strict partition λ of n, there exists an irreducible H c n -module U λ 1 which corresponds to the Schur Q-function Q λ (up to some 2-power) under the characteristic map, and {U λ 1 | λ ∈ SP n } forms a complete set of non-isomorphic irreducible H c n -modules. Furthermore, U λ 1 is of type M if δ(λ) = 0 and is of type Q if δ(λ) = 1. Denote by ζ λ 1 the character of U λ 1 for λ ∈ SP n . The queer Lie superalgebra, denoted by q(m), is the Lie superalgebra associated to the associative superalgebra Q(m) with respect to the super-bracket. For convenience, in the case when F = C, we shall take the odd involution (2.3)
then Q(m) and hence q(m) will consist of 2m × 2m matrices of the form:
where a and b are arbitrary m × m matrices over C, and the rows and columns of (2.4) are labeled by the set
Let g = q(m). The even (respectively, odd) part g0 (respectively, g1) consists of those matrices of the form (2.4) with b = 0 (respectively, a = 0). Denote by E ij for i, j ∈ I(m|m) the standard elementary matrix with the (i, j)th entry being 1 and zero elsewhere. Fix the triangular decomposition g = n − ⊕ h ⊕ n + , where h (respectively, n + , n − ) is the subalgebra of g which consists of matrices of the form (2.4) with a, b being arbitrary diagonal (respectively, upper triangular, lower triangular) matrices. Let b = h ⊕ n + . We denote the standard basis for h0 by
Every finite-dimensional g-module is isomorphic to a highest weight module V 1 (λ) generated by a vector v λ satisfying n + .v λ = 0 and hv λ = λ(h)v λ for h ∈ h0, for some λ ∈ h * 0 . We have a weight space decomposition V 1 (λ) = ⊕ µ V 1 (λ) µ , where a weight µ can be identified with an m-tuple (µ 1 , . . . , µ m ). Let x 1 , . . . , x m be m independent variables. A character of a q(m)-module with weight space decomposition M = ⊕M µ is defined to be chM =
We have a representation (ω n , (C m|m ) ⊗n ) of gl(m|m), hence of its subalgebra q(m), and we also have a representation (ψ n , (C m|m ) ⊗n ) of the algebra H c n defined by
where v i , v i+1 ∈ C m|m are Z 2 -homogeneous. We recall a classical result of Sergeev.
Proposition 2.2. [Se, Theorem 3] The algebras ω n (U (q(m))) and ψ n (H c n ) form mutual centralizers in End C ((C m|m ) ⊗n ). As an U (q(m)) ⊗ H c n -module, we have
Moreover, the character of V 1 (λ) is given by
Associated to the formal variables x 1 , . . . , x m , let D be the operator defined by (2.6)
Hm m . The operator D commutes with the action of H c n on (C m|m ) ⊗n , since the action of H c n preserves the weight space decomposition. Proposition 2.2 has the following corollary.
Corollary 2.3. For h ∈ H c n , the trace of the linear operator Dh on (C m|m ) ⊗n is
2.3. The Hecke-Clifford algebra H c n . Let v be an indeterminate. The HeckeClifford algebra H c n is the associative superalgebra over the field C(v 1 2 ) with the even generators T 1 , . . . , T n−1 and the odd generators c 1 , . . . , c n subject to the following relations:
Note that the specialization of H c n at v = 1 recovers H c n . Denote [n] := {1, . . . , n}.
For an (ordered) subset
} is a basis for the Clifford algebra C n . According to [JN, Proposition 2 .1], the set {T σ C I | σ ∈ S n , I ⊆ [n]} forms a linear basis of the algebra H c n . Remark 2.4. Our definition of the Hecke-Clifford algebra H c n is slightly different from the algebra introduced in [Ol] , where the quantum parameter q is used. The even generators t 1 , . . . , t n−1 in [Ol] are related to T 1 , . . . , T n−1 via v = q 2 and
be the field extension of C(v 1 2 ), and denote H c n,
Proposition 2.5. [JN, Corollary 6 .8] The K-superalgebra H c n,K is split semisimple. For each λ ∈ SP n , there exists an irreducible representation U λ of H c n,K with character ζ λ such that {U λ | λ ∈ SP n } forms a complete set of nonisomorphic irreducible H c n,Kmodules. Moreover, the specialization at v = 1 of ζ λ gives ζ λ 1 for λ ∈ SP n . Remark 2.6. The precise form of the field K is not relevant in this paper and we could simply take K to be the algebraic closure of C(v 1 2 ) as well. The construction of the irreducible H c n,K -modules U λ in [JN] can be streamlined by a straightforward v-analogue of the semiformal form construction of the irreducible H c n -modules given in [HKS] and independently in [Wan] (cf. [WW3, Section 7] ). One advantage of the latter approach is that it works equally well for the affine Hecke-Clifford algebra.
2.4. The action of H c n on V ⊗n . Let V = K m|m be the vector K-superspace with dim K V = m|m. The standard basis e −m , . . . , e −1 , e 1 , . . . , e m of C m|m can be naturally regarded as a K-basis of V and the operator D is defined on V ⊗n . Meanwhile {E ij | i, j ∈ I(m|m)} can be regarded as the standard basis of End K (V ) with respect to the basis {e −m , . . . , e −1 , e 1 , . . . , e m } of V , i.e., E ij (e k ) = δ jk e i for k ∈ I(m|m). Following [Ol] , we set
where S ij are defined as follows:
We remark that our definition of the operator S is a v 1 2 multiple of the original operator defined in [Ol] (see Remark 2.4, (2.13) and Proposition 2.7 below).
To endomorphisms A ∈ End K (V ) and C = α A α ⊗ B α ∈ End K (V ⊗2 ), we associate the following elements in End K (V ⊗n ):
Olshanski [Ol] introduced the quantum deformation U v (q(m)) of the universal enveloping algebra of q(m), which is a K-algebra with generators L ij for i, j ∈ I(m|m) with i ≤ j subject to certain explicit relations (which we do not need here). Define
Then it is known [Ol] that Ω n is an algebra homomorphism and hence defines a representation (Ω n , V ⊗n ) of U v (q(m)), which is a deformation of the representation (ω n , (C m|m ) ⊗n ).
Proposition 2.7. [Ol, Theorems 5.2, 5 .3] LetS = QS ∈ End K (V ⊗2 ). Then there exists a representation (Ψ n , V ⊗n ) of the Hecke-Clifford algebra H c n,K defined by
n,K -module, we have a multiplicity-free decomposition
where
The operator D in (2.6) commutes with the action of H c n,K on V ⊗n , since the action of H c n,K preserves the weight space decomposition. We have the following generalization of Corollary 2.3.
Proof. Fix µ = (µ 1 , . . . , µ m ) ∈ CP n . Then the weight subspace (V ⊗n ) µ of V ⊗n has a basis given by e i 1 ⊗ · · · ⊗ e in with i 1 , . . . , i n ∈ I(m|m) and
On the other hand, (V ⊗n ) µ is stable under the action of H c n,K and hence it can be decomposed as the direct sum of the irreducible module U λ . This implies that the trace of Dh on (V ⊗n ) µ can be written as
for some f λµ ∈ Z + . This holds for all µ = (µ 1 , . . . , µ m ) ∈ CP n and hence
where f λ (x 1 , . . . , x m ) = µ=(µ 1 ,...,µm)∈CPn f λµ x µ 1 1 . . . x µm m . Specializing v = 1 and using Proposition 2.5, we obtain that, for h ∈ H c n ,
Comparing with Corollary 2.3 and noting the linear independence of irreducible characters ζ λ 1 for λ ∈ SP n , one can deduce that f λ (x 1 , . . . , x m ) = Q λ (x 1 , . . . , x m ) if ℓ(λ) ≤ m and f λ (x 1 , . . . , x m ) = 0 otherwise.
A Frobenius type character formula
In this section, we shall formulate and establish a Frobenius type formula for the irreducible characters of the Hecke-Clifford algebra.
3.1. A formula for tr(DT w (n) ). Recall thatS = QS ∈ End(V ⊗2 ).
Lemma 3.1. The following formula holds for k, ℓ ∈ I(m|m):
if |ℓ| < |k| and k ≤ −1.
Proof. By (2.7), we compute that
Then the lemma is proved case-by-case using the definition of S ij given in (2.8)-(2.12). Let us illustrate by checking in detail the case when |k| < |ℓ|, ℓ ≥ 1. In this case, we have either 1
then it follows by (2.10) and (2.12) that
and hence by (3.1) we obtain that
If −ℓ < k ≤ −1, then by (2.10) and (2.12) we have
and hence by (3.1) we have
The remaining cases can be verified similarly, and we skip the detail.
Equivalently, T wγ is the Hecke algebra element corresponding to the permutation
We denote by T (u)| u the coefficient of u in the linear expansion of T (u) in terms of the basis {e i 1 ⊗· · ·⊗e in | i 1 , . . . , i n ∈ I(m|m)} of V ⊗n , for a linear operator T ∈ End K (V ⊗n ) and a basis element u.
Lemma 3.2. The trace of the operator DT w (n) on V ⊗n is given by
where the summation is over the n-tuples i = (i 1 , i 2 , . . . , i n ) ∈ I(m|m) n which satisfy
Proof. It suffices to show that, for
By definition, we have T w (n) = T w (n−1) T n−1 . It follows by Proposition 2.7 and Lemma 3.1 that
otherwise. Now the lemma follows by induction on n.
For s ≥ 1 and a composition α = (α 1 , α 2 , . . . , α ℓ ), set
Let m µ denote the monomial symmetric function associated to a partition µ.
Proposition 3.3. The trace of the operator DT w (n) on V ⊗n is given by
.
Then each i in Γ(α) is uniquely determined by the pair (β
In terms of these notations, we rewrite
where we have denoted
Let Ω(α) denote the set which consists of all the pairs (β + , β − ) satisfying β
and let ℓ(α) denote the number of nonzero parts in α. Then
The proposition is proved.
For n ≥ 0 and x = (x 1 , . . . , x m ), we define g n (x; v) by the following generating function in a variable t:
and then set
Proposition 3.3 can be reformulated as follows.
Proposition 3.4. For n ≥ 1, we have tr(DT w (n) ) = g n (x; v).
Proof. By Proposition 3.3, we have
This implies (and is indeed equivalent to) the proposition by using (3.4) and (3.5).
Remark 3.5. The symmetric function g n (x; v) also appears as a special case of the spin Hall-Littlewood functions (i.e., the one associated to the one-row partition (n)) introduced in [WW2] .
3.2. A Frobenius formula for characters of H c n . Lemma 3.6. Assume that γ = (γ 1 , γ 2 , . . . , γ ℓ ) is a composition of n. Then
and T γ,j 's commute with each other. By Proposition 2.7, we note that T γ,1 acts only on the first γ 1 factors, T γ,2 acts only on the subsequent γ 2 factors and so on. The lemma follows.
For a partition µ = (µ 1 , . . . , µ ℓ ), we define
We are ready to establish a Frobenius type formula for the characters ζ λ of the HeckeClifford algebra H c n,K . Theorem 3.7. The following holds for each partition µ of n:
Proof. By Lemma 3.6 and Proposition 3.4, one deduces that
This together with Proposition 2.8 implies the theorem.
Remark 3.8. Recall the specialization at q = 1 of the Frobenius character formula for type A Hecke algebra established in [Ram] recovers the original formula of Frobenius [Fr] for the irreducible characters of symmetric groups. For r ≥ 1, we have
where p r denotes the rth power sum symmetric function. Hence, the Frobenius formula in Theorem 3.7 specializes when v = 1 to a character formula for H c n , which is essentially equivalent to Schur's original character formula for the spin symmetric groups [Sch] (cf. [Jo] and [WW3] ).
Trace functions on Hecke-Clifford algebra
In this section, we will exhibit an explicit basis for the space of trace functions on the Hecke-Clifford algebra.
4.1. The trace functions. Let R be a commutative ring in which 2 is invertible. For an R-superalgebra H which is a free R-module, a trace function on H is an R-linear 
, and denote by H c n,A the A-subalgebra of H c n generated by T 1 , . . . , T n−1 and c 1 , . . . c n . Note that H c n,A is A-free and
The main result of this subsection is Theorem 4.7, the proof of which requires a sequence of lemmas. Recall T wγ from (3.2).
Lemma 4.1. For each I ⊆ [n] and σ ∈ S n , there exists an A-linear combination of the form
where ℓ(w γ ) ≤ ℓ(σ) and a (I,σ),(J,γ) ∈ A, such that
Proof. Let i be the smallest integer such that σ(i) > i + 1. We shall use a double induction involving an induction on σ(i) and a reverse induction on i. Observe that if there does not exist such i, this can be regarded as the case i = n and σ must be equal to w γ defined in (3.3) for some composition γ = (γ 1 , γ 2 , . . . , γ ℓ ).
Let j = σ(i) − 1. Since σ(σ −1 (j)) = j = σ(i) − 1 > i, the choice of i implies that σ −1 (j) > i. This together with σ −1 (j + 1) = i implies that σ −1 (j) > σ −1 (j + 1) and hence ℓ(σ −1 s j ) < ℓ(σ −1 ), or equivalently, ℓ(s j σ) < ℓ(σ). Then
The following holds by the defining relation of H c n :
a J C J with a J ∈ A and I ′ ⊆ [n]. We now consider two cases separately.
(i) First assume that ℓ(s j σs j ) > ℓ(s j σ). Then T s j σs j = T s j σ T s j , and hence
(ii) Assume that ℓ(s j σs j ) < ℓ(s j σ). In this case, we have T s j σ = T s j σs j T s j , and thus
Again by (4.1) we compute that
Thus, if ℓ(s j σs j ) < ℓ(s j σ), we have
Observe that in each case, the resulted permutations σ ′ := s j σ and
Note that ℓ(σ ′ ) = ℓ(σ) − 1 in both cases. Moreover, ℓ(σ ′′ ) = ℓ(σ ′ ) + 1 = ℓ(σ) in case (i), while ℓ(σ ′′ ) < ℓ(σ ′ ) < ℓ(σ) in case (ii). This completes the induction step, and hence the lemma is proved.
Recall T w (n) = T 1 T 2 . . . T n−1 . Denote by
Proof. The first identity follows directly from the defining relations in H c n,A . Since
. Now the second identity follows from this identity by induction on n.
Lemma 4.3. For I ⊆ [n] with |I| even, the following holds:
(The precise signs here and in the subsequent similar expressions shall not be needed.)
Proof. Set I = {i 1 , . . . , i k }. Since k = |I| is even, we have i 1 ≤ n − 1 and hence by Lemma 4.2
Therefore,
In this way, we reduce T w (n) C I to a similar expression with smaller |I| or with an increased i 1 . By repeating the above procedure, the lemma is proved.
Lemma 4.4. Let γ = (γ 1 , γ 2 ) be a composition of n with γ 1 , γ 2 > 0. Suppose I 1 = {i 1 , . . . , i a } ⊆ {1, . . . , γ 1 }, I 2 = {j 1 , . . . , j b } ⊆ {γ 1 + 1, . . . , γ 1 + γ 2 } such that a + b is even. Then Proof. Since a + b is even, a and b have the same parity. Note that
If both a and b are odd, then C I 1 C I 2 = −C I 2 C I 1 . It follows from these identities above that
where the notation ≡ here and in similar expressions below is always understood mod
By a similar analysis as in Lemma 4.3, one can obtain that
Hence,
In this way, we reduce T wγ C I 1 C I 2 to a similar expression with smaller |I 1 | + |I 2 | or with increased i 1 and j 1 . Repeating the procedure, the proposition is proved.
Given integers a < b, we shall denote by [a.
.b] the set of integers k such that a ≤ k ≤ b. The following is a generalization of Lemmas 4.3 and 4.4.
Lemma 4.5. Let γ = (γ 1 , γ 2 , . . . , γ ℓ ) be a composition of n, and let
Proof. The lemma for ℓ = 1 reduces to Lemma 4.3. So assume ℓ ≥ 2. If every |I k | is even for 1 ≤ k ≤ ℓ, then the lemma follows by a similar proof as in Lemma 4.4 (which is the special case when ℓ = 2). Otherwise, suppose there exists 1 ≤ a ≤ ℓ such that |I a | is odd. Without loss of generality and for the sake of simplifying notations, we assume a = 1. Let b > 1 be the smallest integer such that I b is odd (such b exists since |I| = k is even). Therefore,
This completes the proof of the lemma. Denote by H n,A the subalgebra of H c n,A generated by T 1 , . . . , T n−1 , which is the Hecke algebra over A associated to the symmetric group S n . Lemma 4.6. Suppose γ = (γ 1 , . . . , γ ℓ ) is a composition of n and let µ = (µ 1 , . . . , µ ℓ ) be the partition obtained by a rearrangement of the parts of γ. Then Let us assume for a moment that n is even. Set y n := c 1 c 2 . . . c n . By Lemma 4.2, we calculate that
By the second identity in Lemma 4.2 (and expanding the T ′ i therein as a sum of monomials), −c 1 T w (n) c n can be written as −T w (n) + a linear combination of elements of the form c k c m T σ with ℓ(σ) ≤ n − 2 = ℓ(w (n) ) − 1. Equivalently, y −1 n T w (n) y n = −c 1 T w (n) c n can be written as −T w (n) + a linear combination of elements of the form T σ c i c j with ℓ(σ) < ℓ(w (n) ). Now we come to the proof of (4.3). Let us assume that µ is a partition of n with an even part µ a for some a ∈ {1, . . . , ℓ(µ)}. Set y := c (µ 1 +...+µ a−1 +1) c (µ 1 +...+µ a−1 +2) . . . c (µ 1 +...+µ a−1 +µa) .
Then, the computation in the previous paragraph is applicable to y −1 T µ,a y, which in turn implies that Passing to the splitting field K for Hecke-Clifford algebra, the images of the elements T wν with ν ∈ OP n remain to be a spanning set for (H c n,K /[H c n,K , H c n,K ])0. By Proposition 2.5, H c n,K is semisimple and its non-isomorphic irreducible characters are parametrized by SP n . It follows that the dimension of the space of trace functions on H c n,
Hence the images of T wν with ν ∈ OP n are linearly independent in (H c n,K /[H c n,K , H c n,K ])0 as well as in (H c n,A /[H c n,A , H c n,A ])0. This proves the theorem. Corollary 4.9. Every trace function φ : H c n,A → A is uniquely determined by its values on the elements T wν for ν ∈ OP n . Moreover, the polynomials f σ,I;ν in (4.2) are uniquely determined by σ, I and ν.
For σ ∈ S n and I ⊆ [n] with |I| even and ν ∈ OP n , f σ,I;ν are called class polynomials, and they are spin analogues of the class polynomials introduced by Geck-Pfeiffer [GP1, Definition 1.2 (2) is called the character table of the Hecke-Clifford algebra H c n,K . By Corollary 4.9 and the linear independence of irreducible characters ζ λ for λ ∈ SP n , the square matrix [ζ λ (T wν )] λ,ν is invertible in K.
Remark 4.10. Note that w ν is a minimal length representative in the conjugacy class C in S n of cycle type ν ∈ OP n . Let w C be another minimal length representative in the same conjugacy class. It is known from [GP1, Theorem 1.1] that T wν ≡ T w C mod [H n,A , H n,A ] and hence
Thus our definition of the character table of H c n,K is independent of the choice of minimal length representatives in conjugacy classes of cycle type being odd partitions of n. Moreover, specializing v = 1, the matrix (ζ λ (T wν )) λ∈SPn,ν∈OPn reduces to the character table of the algebra H c n (cf. [WW3] ). For ν ∈ OP n , define an A-linear map f ν : H c n,A → A by
Proposition 4.11. For each ν ∈ OP n , f ν is a trace function on H c n,A which satisfies
Moreover, {f ν |ν ∈ OP n } is a basis for the space of trace functions on H c n,A . Proof. Recall that the distinct irreducible characters of H c n,K = K ⊗ A H c n,A are given by ζ λ for λ ∈ SP n . By Theorem 4.7, for any λ ∈ SP n , σ ∈ S n and I ⊆ [n] with |I| even we have
Then by the invertibility of the character table (ζ λ (T wν )) λ∈SPn,ν∈OPn we can write
for some g λ;ν ∈ K. Therefore f ν is a trace function on H c n,K and hence a trace function on H c n,A . Now (4.5) follows from the definition of f ν and (4.2). Then by Theorem 4.8, {f ν |ν ∈ OP n } forms a basis of the space of trace functions on H c n,A .
Spin generic degrees for Hecke-Clifford algebra
In this section, we shall introduce the spin generic degrees for the Hecke-Clifford algebra and show that it coincides with spin fake degrees associated to the spin symmetric groups introduced in [WW1, WW3] . 5.1. Basics on symmetric superalgebras. Let H be an R-superalgebra which is free and of finite rank over a commutative ring R containing 1 2 . A trace function φ : H → R is called a symmetrizing trace form if the bilinear form
is non-degenerate, i.e., there exists a homogeneous basis B of H such that the determinant of matrix (φ(b 1 b 2 )) b 1 ,b 2 ∈B is a unit in R. In this case, (H, φ) or H is called a symmetric superalgebra.
Remark 5.1. Let H = M (V ) or H = Q(V ) over a field F. Then every trace function on H is a scalar multiple of the usual matrix trace tr. Note that (H, tr) is symmetric.
In the remainder of this subsection, we assume that H is symmetric with a symmetrizing trace form φ, and describe some basic results for H. Though most are straightforward superalgebra generalizations of the well-known classical results (cf. [GP2, Chapter 7] ), we need to make precise a possible factor of 2 due to type Q simple H-modules.
If B is a Z 2 -homogeneous basis for H, we denote by B ∨ = {b ∨ |b ∈ B} the dual basis, which is also homogenous and satisfies that φ(
It follows by essentially the same proof as for [GP2, Lemma 7.1.10] with appropriate superalgebra signs inserted that I(f ) is independent of the choice of the homogeneous basis B, and moreover I(f ) ∈ Hom H (V, V ′ ). Let F be a filed of characteristic not equal to 2. From now on, we assume that H is a finite dimensional superalgebra over a field F with a symmetrizing trace φ. The following lemma is the superalgebra analogue of [GP2, Theorem 7.2 .1], which can be proved in the same way.
Lemma 5.2. Let V be a split irreducible H-module. Then there exists a unique element c V ∈ F such that
The element c V is called the Schur element of V . Let us compute the Schur element of the unique irreducible representation of the simple superalgebras over F. where a and b are arbitrary m×m matrices. Observe that B = {g ij := E i,j +E −i,−j |1 ≤ i, j ≤ m} ∪ {h ij := E −i,j − E i,−j |1 ≤ i, j ≤ m} is a basis of H and the dual basis with respect to the usual matrix trace tr is
By Lemma 5.2, the Schur element of the irreducible H-module V (with respect to the usual matrix trace) equals (1) shows that the Schur element of V (with respect to the usual matrix trace) equals 1. We denote by Irr(H) the complete set of non-isomorphic irreducible H-modules. Let χ V denote the character of an irreducible H-module V , and write
Proposition 5.4. Suppose that H is a split semisimple superalgebra over F. Then the Schur element c V for every irreducible H-module V is nonzero. Moreover,
Proof. Write H as a direct sum of simple superalgebras:
Then the irreducible characters χ V can be identified with the usual matrix trace on H(V ). By Remark 5.1, the restriction of the trace form φ to H(V ) is a scalar multiple of the irreducible character χ V for each V ∈ Irr(H), i.e.,
for some scalar d V ∈ F, which must be nonzero thanks to the non-degeneracy of φ. Let B = ∪ V ∈IrrH B(V ) be a homogeneous basis of H which is compatible with the decomposition (5.1) and let B(V ) be the basis in H(V ) dual to B(V ) with respect to the trace function χ V on H(V ). Then ∪ V ∈Irr(H) {d −1 V b|b ∈ B(V )} is the basis dual to B with respect to the trace form φ. Now fix an irreducible H-module V . For f ∈ End F (V )0 and v ∈ V , we have
where the fourth equality is due to bv = 0 for b ∈ B(V ′ ) with V ′ = V and the last equality follows from Example 5.3 and the fact that the summation on the right hand side is the defining formula for the Schur element of V with respect to the usual matrix trace
, and the proposition follows.
Remark 5.5. As in [GP2, Corollary 7.2.4] , the following orthogonality relation between split simple characters χ V and χ V ′ holds for a symmetric superalgebra H:
5.2. The symmetrizing trace form ‫ג‬ and Schur elements. Define a trace function ‫ג‬ : H c n,A → A which is characterized by the conditions
By Theorem 4.8 and Corollary 4.9, ‫ג‬ is well-defined and unique. We still denote by ‫ג‬ the corresponding trace function on H c n,K by a base change. We shall compute the Schur elements for H c n,K with respect to ‫.ג‬ We first prepare some notations. Given a partition λ, suppose that the main diagonal of the Young diagram λ contains r cells. Let α i = λ i − i be the number of cells in the ith row of λ strictly to the right of (i, i), and let β i = λ ′ i − i be the number of cells in the ith column of λ strictly below (i, i), for 1 ≤ i ≤ r. We have α 1 > α 2 > · · · > α r ≥ 0 and β 1 > β 2 > · · · > β r ≥ 0. Then the Frobenius notation for a partition is λ = (α 1 , . . . , α r |β 1 , . . . , β r ). For example, if λ = (5, 4, 3, 1) whose corresponding Young diagram is λ = then α = (4, 2, 0), β = (3, 1, 0) and hence λ = (4, 2, 0|3, 1, 0) in Frobenius notation.
Suppose that λ is a strict partition of n. Let λ * be the associated shifted diagram, that is,
which is obtained from the ordinary Young diagram by shifting the kth row to the right by k − 1 squares, for each k. Denoting ℓ(λ) = ℓ, we define the double partition λ to be λ = (λ 1 , . . . , λ ℓ |λ 1 − 1, λ 2 − 1, . . . , λ ℓ − 1) in Frobenius notation. Clearly, the shifted diagram λ * coincides with the part of λ that lies strictly above the main diagonal. For each cell (i, j) ∈ λ * , denote by h * ij the associated hook length in the Young diagram λ, and set the content c ij = j − i.
Example 5.6. Let λ = (4, 3, 1). The corresponding shifted diagram λ * and double diagram λ are
The contents of λ are listed in the corresponding cell of λ * as follows: 0 1 2 3 0 1 2 0 The shifted hook lengths for each cell in λ * are the usual hook lengths for the corresponding cell in λ * , as part of the double diagram λ, as follows: 
The following formula for Q λ (v • ) appeared as [WW1, Theorem B] (also see [Ro] for a different form).
Proposition 5.7. Suppose λ ∈ SP n . Then
Now we compute the Schur elements for simple H c n,K -modules. Theorem 5.8. ‫ג‬ is a symmetrizing trace form on H c n,K . For λ ∈ SP n , the Schur element c λ of the simple H c n,K -module U λ with respect to ‫ג‬ is given by
Proof. Set u λ to be the inverse of the right hand side of (5.2). Recall from Proposition 2.5 that H c n,K is semisimple. By Proposition 5.4, in order to establish the theorem, it suffice to show that
Recall the function g r (x; v) from (3.5). Specializing (3.4) at x = v • , we obtain that
Hence we haveg
By the Frobenius formula in Theorem 3.7 and the definition of ‫,ג‬ we obtain that
for all ν ∈ OP n . Then by Corollary 4.9, one deduces that
Now (5.3) follows from this identity and Proposition 5.7. The theorem is proved.
It follows from the definition of ‫ג‬ that ‫(ג‬T wν ) =
for odd partition ν of n. The following states that the formula actually hold for all partitions of n.
Corollary 5.9. For all µ ∈ P n , we have:
Proof. Let µ ∈ P n . By Theorem 5.8 (or equivalently, (5.3)), we obtain
, where the last two equalities are due to Theorem 3.7 and (5.4), respectively. This proves the corollary.
5.3. The generic degrees for H c n,K . Denote by P n = σ∈Sn v ℓ(σ) the Poincaré polynomial of the symmetric group S n , and we can formally regard 2 n P n as the Poincaré polynomial of H c n . It is known that the Poincaré polynomial P n is given by
Define the spin generic degree D λ = D λ (v) associated to the irreducible H c n,K -module U λ , for λ ∈ SP n , to be
The following is a reformulation of Theorem 5.8 by definition of spin generic degrees.
Theorem 5.10. The following formula for the spin generic degrees holds: for λ ∈ SP n ,
Remark 5.11. Note that the specialization ‫ג‬ at v = 1 recovers the standard symmetrizing trace form on H c n , which is a twisted group algebra of a double cover of the hyperoctahedral group. Moreover, the specialization
n! ∈λ * h * is the degree of the irreducible H c n -module U λ . Our definition of spin generic degrees for Hecke-Clifford algebras is analogous to Hecke algebras H W associate to finite Weyl groups W (cf. [GP2, Section 8.1.8] ). The canonical symmetrizing trace form τ on H W satisfies τ (1) = 1 and τ (T σ ) = 0 for 1 = σ ∈ W .
Remark 5.12. Though various connections between characters and generic degrees of Hecke algebras have been explored in literature, our approach of deriving the closed formula for D λ directly from the Frobenius character formula is quite elegant and seems to be new even in the usual Hecke algebra setting. We hope to apply the same strategy elsewhere to revisit the generic degrees (or more general notion of weights) for Hecke algebras.
5.4. Spin fake degrees for the symmetric group. In this subsection, we shall take F = C. The symmetric group S n acts on C n and then on the symmetric algebra S * C n , which is identified with C[x 1 , . . . , x n ] naturally. It is well known that the algebra of S n -invariant on S * C n is a polynomial algebra in the elementary symmetric polynomials e 1 , . . . , e n . The coinvariant algebra of S n is defined to be
where I denotes the ideal generated by e 1 , . . . , e n . By a classical theorem of Chevalley the coinvariant algebra (S * C n ) Sn is a graded regular representation of S n . Following Lusztig [Lu] , the graded multiplicity of the Specht modules S λ of S n in the coinvariant algebra is known as the fake degree of S λ , for λ ∈ P n (cf. [GP2, Section 5.3.3] ). Note that the induced module ind
Recall from [WW3] that the spin fake degree of the irreducible H c n -module U λ 1 with λ ∈ SP n is defined to be
The spin fake degrees have been computed in [WW1, Theorem A] (though the terminology was introduced later; see [WW3, Theorem 5.8]) . A comparison with Theorem 5.10 leads to the following.
Corollary 5.13. The spin generic degrees coincides with the spin fake degrees, that is,
This is parallel to the classical fact (due to Steinberg [S] , cf. [Lu, GP2] ) that the generic degrees for the Hecke algebra H n associated to the symmetric group S n coincide with the fake degrees for S n , which is a type A phenomenon.
6. Trace functions on the spin Hecke algebra 6.1. The spin Hecke algebra H − n . Recall [W] that the spin Hecke algebra H − n is a C(v 1 2 )-superalgebra generated by the odd elements R i , 1 ≤ i ≤ n − 1, subject to the following relations:
The tensor superalgebra H − n ⊗ C n here is understood in the sense of (2.1).
Proposition 6.1. [W] There exist isomorphisms Φ and Ψ inverse to each other:
It is known that the Clifford algebra C n is a simple superalgebra with a unique irreducible module U n , which is of type M if n is even and of type Q if n is odd. Moreover
Thanks to Lemma 2.1, Proposition 2.5 and the above algebra isomorphisms, one sees that for each λ ∈ SP n there exists an irreducible H − n,K -module U λ − with character ζ λ − such that {U λ − | λ ∈ SP n } is a complete set of non-isomorphic irreducible H − n,K -modules, and moreover,
We shall convert the study of the trace functions on the Hecke-Clifford algebra H c n in Section 4 to the spin Hecke algebra
Denote by H − n,A the A-subalgebra of the spin Hecke algebra H − n generated by R 1 , . . . , R n−1 . For σ ∈ S n with a fixed arbitrary reduced expression σ = s i 1 s i 2 . . ., we denote by R σ = R i 1 R i 2 · · · . Then it follows from [W] that H − n,A is a free A-module of rank n! and that {R σ | σ ∈ S n } is an A-basis of H − n,A . Hence, the analogues of the isomorphisms Φ and Ψ in Proposition 6.1 (which will be denoted by the same notations) make sense over K or over A. Lemma 6.2. Let σ be an arbitrary reduced expression of σ ∈ S n , and let I ⊆ [n] be nonempty. Assume that the element R σ C I is even. Then R σ C I belongs to the commutator subspace [H
Proof. Denote I = {i 1 , . . . , i k }. Since R σ C I is an even element, we have either (i) R σ is even and k is even, or (ii) R σ is odd and k is odd. In both cases, we have
Since 2 is invertible in A, the lemma is proved. 
So the map ι is actually an isomorphism over K and hence over A. Now the lemma follows from the A-freeness of (H c n,A /[H c n,A , H c n,A ])0 by Theorem 4.8.
For a composition γ ∈ CP n with ℓ(γ) = ℓ, the permutation w γ (see (3.3)) has a unique reduced expression given by
Lemma 6.4. Let γ be a composition of n with ℓ(w γ ) being even and µ be the corresponding partition of γ. The following holds:
Proof. Suppose µ ∈ OP n and γ = (γ 1 , . . . , γ ℓ ). Let a be the smallest integer such that γ a is even, and let b be the smallest integer such that b > a and γ b is even (which exists as ℓ(w γ ) is even). Write
where ≡ is understood mod [H − n,A , H − n,A ]0 here and below. Therefore, R wγ ≡ 0. Now suppose µ ∈ OP n . Using an argument similar to Lemma 3.6, one can obtain that ζ λ (R Ψ wγ ) = ζ λ (R Ψ wµ ) for every irreducible character ζ λ of H c n,K . This implies that
This together with Lemma 6.3 implies that
Lemma 6.5. Suppose that w C is a minimal length representative in the conjugacy class C of cycle type µ ∈ P n . Then,
Proof. Suppose µ = (µ 1 , . . . , µ ℓ ) with ℓ(µ) = ℓ. The minimal element w C must be of the form
where γ = (γ 1 , . . . , γ ℓ ) is a composition obtained by rearranging the parts of µ and
Recall from (3.3) that w γ is the permutation associated to γ.
Claim. We have R w C ≡ ±R wγ mod [H − n,A , H − n,A ]0. Indeed, one reduces quickly the proof of the claim to the case γ = (n). In this case, we write
Otherwise, suppose a is the smallest integer such that i a = a. We shall prove the claim for γ = (n) by reverse induction on a. Observe that i a > a, and hence
. If i a+1 = a we can apply the above argument again to R 1 R 2 · · · R a−1 R i a+1 · · · R i n−1 R ia to move R i a+1 to the end. By repeating the procedure, we obtain that
. Then by induction assumption, we have
Therefore the claim is proved. Now the lemma follows from Lemma 6.4. Theorem 6.6. Let σ ∈ S n with ℓ(σ) even and let σ be a reduced expression of σ. Then there exist f − σ,ν ∈ A such that
Proof. It is more flexible to use induction to establish the following. Claim. For σ ∈ S n with ℓ(σ) being even and an arbitrary reduced expression r(σ), there exist constants f − r(σ),γ ∈ A with γ ∈ CP n such that Note that the theorem follows immediately by the claim, Lemma 6.4 and Lemma 6.5.
To prove the claim, we will follow an approach similar to the proof of Lemma 4.1 or [Ram, Theorem 5.1] . Let i be the smallest integer such that σ(i) > i + 1. We shall use the induction on ℓ(σ) and σ(i), and reverse induction on i. Note that if there does not exist such i, this can be regarded as the case i = n and σ much be of the form w γ for some γ ∈ CP n . Thus, σ has the unique reduced expression r(σ) = w γ and the claim follows.
Let j = σ(i) − 1. Since σ(σ −1 (j)) = j = σ(i) − 1 > i, the choice of i implies that σ −1 (j) > i. This together with σ −1 (j + 1) = i implies that σ −1 (j) > σ −1 (j + 1) and hence ℓ(σ −1 s j ) < ℓ(σ −1 ), or equivalently, ℓ(s j σ) < ℓ(σ). Let σ ′ = s j σ and let r(σ ′ ) be a reduced expression of σ ′ . Then r(σ) and s j r(σ ′ ) are two reduced expressions for σ. By the defining relations among R i , we have R r(σ) = ±R j R r(σ ′ ) + ℓ(w)<ℓ(σ) a σ,w R r(w) , where a σ,w ∈ A. By induction on ℓ(σ), we may assume the claim holds for R r(w) for w of length less than σ. Hence we are reduced to show the claim holds for R s j r(σ ′ ) = R j R r(σ ′ ) . Let σ ′′ = σ ′ s j .
If ℓ(σ ′′ ) > ℓ(σ ′ ), then r(σ ′′ ) := r(σ ′ )s j is a reduced expression of σ ′′ and hence
Then using the argument similar to the proof of Lemma 4.1, the induction on i and reverse induction on σ(i) apply to σ ′′ , and the claim follows.
Otherwise, assume ℓ(σ ′′ ) < ℓ(σ ′ ). Fix a reduced expression r(σ ′′ ) for σ ′′ . Then r(σ ′ ) and r(σ ′′ )s j are two reduced expression for σ ′ and again by defining relations among R i , we have Since ℓ(r(w)s j ) ≤ ℓ(σ ′′ ) + 1 < ℓ(σ), induction on the length of σ applies to the second summand, and the first summand is also clear since ℓ(σ ′′ ) < ℓ(σ) and R 2 j = −(1 + v 2 ). This completes the proof of the claim and hence the theorem. Proof. The A-freeness follows from Lemma 6.3. By Theorem 6.6, the images of R wν (denoted by R wν ) for ν ∈ OP n span (H with a γ,I ∈ A and γ denoting the partition corresponding to the composition γ.
It follows by Lemma 6.2 that ‫(ג‬R wγ C I ) = 0 if I = ∅, and by Lemma 6.4 and induction on µ by dominance order that ‫(ג‬R wγ ) = ‫ג‬ − (R wγ ) = 0 for γ ∈ CP n with γ < µ. Hence For µ ∈ OP n , we have
b I R wµ C I for some scalars b I . Hence, by Lemma 6.2, we have (6.11) ‫(ג‬X 1 ) = (− 1 2 ) n−ℓ(µ) ‫(ג‬R wµ ).
Collecting (6.8), (6.9), (6.10) and (6.11), we obtain that
By a comparison with (6.7) we conclude that ‫ג‬ − (R wµ ) = ‫(ג‬R wµ ) = 0.
By convention, we have R w (1 n ) = 1. By Lemma 6.5, Theorem 6.6 and Proposition 6.9, we have established the following.
Theorem 6.10.
(1) ‫ג‬ − (R w C ) = 0 for any minimal length representative w C in a non-identity conjugacy class C of S n with any reduced expression w C .
(2) ‫ג‬ − is characterized by the property ‫ג‬ − (R wν ) = δ ν,(1 n ) for ν ∈ OP n . Example 6.11. It is possible that ‫ג‬ − (R σ ) = 0 if σ is not a minimal length element in its conjugacy class. For example, the permutation σ = (2, 3)(1, 4) has a reduced expression σ = s 2 s 1 s 3 s 2 s 3 s 1 , and one computes that ‫ג‬ − (R σ ) = −(v − 1) 4 (v 2 + 1). This can be deduced by using (6.5) and noting that ‫ג‬ can be identified with the tensor product of ‫ג‬ − and the usual matrix trace on C n .
