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ABSTRACT
The tomographic AP method is so far the best method in separating the Alcock-Paczynski (AP)
signal from the redshift space distortion (RSD) effects and deriving powerful constraints on cosmological
parameters using the . 40h−1 Mpc clustering region. To guarantee that the method can be easily
applied to the future large scale structure (LSS) surveys, we study the possibility of estimating the
systematics of the method using fast simulation method. The major contribution of the systematics
comes from the non-zero redshift evolution of the RSD effects, which is quantified by ξˆ∆s(µ, z) in
our analysis, and estimated using the BigMultidark exact N-body simulation and approximate COLA
simulation samples. We find about 5%/10% evolution when comparing the ξˆ∆s(µ, z) measured as
z = 0.5/z = 1 to the measurements at z = 0. We checked the inaccuracy in the 2pCFs computed using
COLA, and find it 5-10 times smaller than the intrinsic systematics of the tomographic AP method,
indicating that using COLA to estimate the systematics is good enough. Finally, we test the effect of
halo bias, and find .1.5% change in ξˆ∆s when varying the halo mass within the range of 2×1012 to 1014
M. We will perform more studies to achieve an accurate and efficient estimation of the systematics
in redshift range of z = 0− 1.5.
1. INTRODUCTION
The large-scale structure (LSS) of the Universe en-
codes an enormous amount of information about its
expansion and structure growth histories. In the past
two decades, large-scale surveys of galaxies have greatly
enriched our understanding about the Universe Colless
et al. (2003); Beutler et al. (2012); Blake et al. (2011b,a);
York et al. (2000); Eisenstein et al. (2005); Percival et al.
(2007); Anderson et al. (2012); Alam et al. (2017). The
next generation of LSS surveys, such as DESI1, EU-
CLID2, LSST3, WFIRST4 will enable us to measure the
z . 1.5 Universe to an unprecedented precision, shed-
ding light on the dark energy problem (Riess et al. 1998;
Perlmutter et al. 1999; Weinberg 1989; Li et al. 2011;
Weinberg et al. 2013).
Corresponding author: Xiao-Dong Li, Haitao Miao
1 https://desi.lbl.gov/
2 http://sci.esa.int/euclid/
3 https://www.lsst.org/
4 https://wfirst.gsfc.nasa.gov/
The Alcock-Paczynski (AP) test (Alcock & Paczynski
1979) is a pure geometric probe of the cosmic expansion
history based on the comparison of observed radial and
tangential sizes of objects that are known to be isotropic.
Under a certain cosmological model, the radial and tan-
gential sizes of some distant objects or structures take
the forms of ∆r‖ = cH(z)∆z and ∆r⊥ = (1+z)DA(z)∆θ,
where ∆z, ∆θ are their observed redshift span and an-
gular size, while DA, H are the angular diameter dis-
tance and the Hubble parameter computed using the-
ories. In the case that incorrect models were assumed
for computing DA and H, the values of ∆r‖ and ∆r⊥
are wrongly estimated, resulting in geometric distortions
along the line-of-sight (LOS) and tangential directions.
This distortion can be quantified via statistics of the
large-scale galaxy distribution, and has been widely used
in galaxy surveys to place constraints on the cosmologi-
cal parameters (Ryden 1995; Ballinger et al. 1996; Mat-
subara & Suto 1996; Outram et al. 2004; Blake et al.
2011b; Lavaux & Wandelt 2012; Alam et al. 2017; Mao
et al. 2017; Ramanah et al. 2019).
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2The tomographic AP(Li et al. 2014, 2015) method is
a novel application of the original AP test that uses the
redshift evolution of the clustering anisotropies, which
are sensitive to the AP effect while being relatively in-
sensitive to the anisotropies produced by redshift space
distortions (RSD). This makes it possible to differen-
tiate the AP distortion from the large contamination
from the RSD effect. Li et al. (2016) firstly applied the
method to the SDSS (Sloan Digital Sky Survey) BOSS
(Baryon Oscillation Spectroscopic Survey) DR12 galax-
ies, and achieved ∼ 30− 40% improvements in the con-
straints on the ratio of dark matter Ωm and dark energy
equation of state (EOS) w when combining the method
with the datasets of the Planck measurements of Cos-
mic Microwave Background (CMB) (Planck Collabora-
tion et al. 2016), type Ia supernovae (SNIa) (Betoule
et al. 2014), baryon acoustic oscillations (BAO) (Ander-
son et al. 2014) and local H0 measurement(Riess et al.
2011; Efstathiou 2014). In follow-up studies, Li et al.
(2018); Zhang et al. (2019) studied the constraints on
models with possible time-evolution of dark energy EOS,
and showed that the method can decrease the errors of
the parameters by 40 − 50%. Li et al. (2019) forecast
the performance of the tomographic AP method on fu-
ture DESI data and found that when combining with
Planck+BAO datasets the dynamical dark energy con-
straints are improved by a factor of 10.
The tomographic AP method is so far the best method
in separating the AP signal from the RSD effects and
extract information from the . 40h−1 Mpc clustering
regions. Thus, it is essentially important to conduct
more studies to guarantee that the method can be ap-
plied to future LSS surveys. The biggest caveat of the
method is the systematics from the time evolution of the
RSDs. On the scales explored by the tomographic AP
method, the accurate quantification of RSDs can only
be achieved via precise numerical simulations.
Li et al. (2016) utilized the Horizon Run 4 (HR4) N-
body simulation (Kim et al. 2015) to estimate the sys-
tematics when applying the method to the SDSS galax-
ies. They showed that, within the redshift range of 0.2-
0.5/0.2-0.7, the systematics creates . 2%/6% time evo-
lution in the anisotropic correlation function ξˆ∆s(µ). Li
et al. (2018) conducted more tests on the systematics
and found that, the shifts in the derived cosmological
parameters caused by the systematics are well below
the 1σ statistical error. Park et al. (2019) studied the
systematics using simulations generated in five different
cosmologies, and reported a non-negligible cosmology
dependence. More studies about the systematics have
been performed in Li et al. (2015, 2019), and their con-
clusions are consistent with Li et al. (2016, 2018); Park
et al. (2019).
While many studies on the systematics of the method
have been performed, it is necessary to conduct more
checks regarding the systematics including:
• Firstly, the redshift coverage of current studies of
the method are limited to z . 0.7. To meet the
requirements of future surveys, this should be en-
larged to z ∼ 1.5.
• Secondly, so far the systematics are mainly stud-
ied by using the Horizon Run N-body simulations
(Kim et al. 2011, 2015), which are performed in
the Ωm = 0.26 ΛCDM cosmology. In different
cosmologies, the influence of the RSD effect is also
different. The cosmological dependence of the sys-
tematics is firstly studied in Park et al. (2019), and
remains to be investigated in more details.
• Finally, it would be necessary to have a fast
method for the systematics estimation. The next
generation experiment will survey an unprece-
dented large volume of the Universe. A fast and
accurate method would be very helpful if we were
to estimate the systematics of the tomographic AP
method for these surveys.
In this paper, we explore the first and third issues
listed above. In Section 2, we introduce the simulation
materials used in the paper, including both the N-body
and fast simulation samples. The methodology of the
tomographic AP method is briefly reviewed in Section
3. In Section 4 we present our results, including the
high-z measurements of the systematics, a comparison
between N-body and fast simulation results, a test on
the clustering scales, and a check on the halo bias effect.
We conclude in Section 5.
2. SIMULATION
We use two sets of simulation samples, the BigMulti-
Dark (BigMD) N-body simulation sample (Klypin et al.
2016), and also a set of fast simulation samples gener-
ated using the COLA (COmoving Lagrangian Accelera-
tion) algorithm.
In both sets of samples, to mimic the redshift-space
distortions (RSD) caused by galaxy peculiar velocities,
we perturb the positions of halos along the radial direc-
tion, using the following formula
∆z = (1 + z)
vLOS
c
, (1)
where vLOS is the line-of-sight (LOS) component of the
peculiar velocity of galaxies, and z is the cosmological
redshift.
3For testing the redshift-evolution of the RSD effect, in
both samples we use the outputs of halos at 12 redshifts,
i.e. z ={0, 0.102, 0.2013, 0.2947, 0.4037, 0.5053, 0.6069,
0.7053, 0.7976, 0.8868, 1, 1.445}, respectively.
2.1. The BigMD simulation
The Multiverse simulations are a set of cosmologi-
cal N-body simulations designed to study the effects
of cosmological parameters on the clustering and evo-
lution of cosmic structures. Among them, the BigMul-
tidark simulation is produced using 3 8403 particles in
a volume of (2.5h−1Gpc)3 assuming a ΛCDM cosmol-
ogy with Ωm = 0.307115, Ωb = 0.048206, σ8 = 0.8288,
ns = 0.9611, and H0 = 67.77 km s
−1Mpc−1 (Klypin
et al. 2016). The size and number of particles of this
simulation is capable for the purpose of study in this
work (although it is smaller than the Horizon Run N-
body simulations (Kim et al. 2009, 2015) used in Li et al.
(2014, 2015, 2016)). Having both a large volume and
a good resolutions, this simulation is able to accurately
reproduce the observational statistics of the current red-
shift surveys (Rodr´ıguez-Torres et al. 2016).
We use the public available halo catalogue of BigMD
simulation, created using the ROCKSTAR halo finder
(Behroozi et al. 2013). ROCKSTAR is a halo finder
based on adaptive hierarchical refinement of friends-of-
friends groups in six phase-space dimensions and one
time dimension, allowing for robust tracking of substruc-
ture. To make the samples at different redshifts com-
parable to each other, we maintain a constant number
density n¯ =0.001 (h−1Mpc)−3 in all snapshots. Both
halos and subhalos are included in the analysis. In Ap-
pendix A, a rough comparison between the 2pCFs of
the BigMD ROCKSTAR halos and the BOSS CMASS
galaxies shows that the simulation sample can recover
the observational results at a . 5% accuracy level.
2.2. The COLA samples
Although being powerful in constructing high-quality,
realistic dark matter halo catalogues, N-body simula-
tions are computationally expensive (Angulo et al. 2012;
Fosalba et al. 2015; Heitmann et al. 2015; Potter et al.
2017), making it difficult to be used for creating a large
number of mock catalogs for current and future large
surveys such as SDSS, LSST, Euclid and DESI. In order
to circumvent this problem, some fast algorithms have
been proposed to reproduce the large-scale statistics of
N-body simulations. An incomplete list of these algo-
rithms includes PTHalos (Manera et al. 2013, 2015),
PATCHY (PerturbAtion Theory Catalog generator of
Halo and galaxY distribution) (Kitaura et al. 2014),
QPM (Quick Particle Mesh) (White et al. 2014), EZ-
mock (Chuang et al. 2015a), HALOgen (Avila et al.
2015) and COLA (COmoving Lagrangian Acceleration)
(Tassev et al. 2013). These algorithms enable us to
study the clustering properties of the LSS in an efficient
manner (Chuang et al. 2015b).
In this work, we concentrate on the possibility of us-
ing the COLA algorithm (Tassev et al. 2013) as a re-
placement for N-body method to quickly generate large
number of mocks for the estimation of systematics in
the tomographic AP method. The second order La-
grangian perturbation Theory (2LPT) adopted by the
COLA code is fast in computation and still accurate
enough in describing the large scale dynamics. Due to
the fact that 2LPT can be easily incorporated in any
N-body code, COLA combines it within N-body simu-
lations by adopting the 2LPT for time integration for
large scale dynamical evolution, and using a full-blown
N-body code with Particle-Mesh (PM) algorithm to deal
with small scale dynamics. Compared with the fastest
simulation algorithms, COLA is better in simulating the
structures on non-linear scales (Chuang et al. 2015b),
which is rather suitable for the science case in this work.
We generate 150 COLA simulations in the BigMD cos-
mology as reference samples to the BigMD simulation.
For each COLA simulation, 6003 particles in a boxsize
of 512 h−1Mpc are used and the timesteps are set at
20. The resolution of the COLA simulations are 30%
higher than the BigMD simulation, and the total vol-
ume of the 150 simulations, being ≈ (2 720h−1Mpc)3, is
also slightly larger than the BigMD boxsize. Besides, to
be comparable with the BigMD simulation samples, we
still use ROCKSTAR halo finder to build up the halo
catalogues from the COLA particles.
3. METHODOLOGY
In what follows, we first briefly introduce the AP effect
and its redshift evolution, and then discuss how to use
it for estimating cosmological parameter, as well as the
necessity of conducting studies about its systematics.
3.1. The AP Effect
The AP effect (Alcock & Paczynski 1979) is known as
geometric distortions when incorrect cosmological mod-
els are assumed for transforming redshift to comoving
distance (see Li et al. (2014) for a detailed description).
We probe the size of an object in the universe through
measuring the redshift span ∆z and angular size ∆θ,
which are represented as,
∆r‖ =
c
H(z)
∆z,
∆r⊥ = (1 + z)DA(z)∆θ,
(2)
where the cosmological dependence enters via the Hub-
ble parameter H and the angular diameter distance DA.
4Table 1. Cosmology parameters of BigMD ang COLA simulation
Simulation Box particles h Ωm Ωb ns σ8
BigMultiDark 2.5 38403 0.6777 0.307115 0.048206 0.96 0.8288
COLA 0.6 6003 0.6777 0.307115 0.048206 0.96 0.8288
In the special case of a flat universe with a constant dark
energy EOS, they take the forms of,
H(z) = H0
√
Ωma−3 + (1− Ωm) a−3(1+w),
DA(z) =
c
1 + z
r(z) =
c
1 + z
∫ z
0
dz′
H (z′)
,
(3)
where we have neglected the contribution from the ra-
diation. Here a = 1z+1 is the cosmic scale factor, H0 is
the present value of Hubble parameter, and r(z) is the
comoving distance.
When we adopted wrong cosmological parameters, the
∆r‖ and ∆r⊥ in equation 2 would take wrong values,
resulting in the distorted shape (AP effect) and the
wrongly estimated volume (volume effect). In the di-
rections parallel and perpendicular to the LOS, the dis-
tortions are
α‖(z) =
Htrue(z)
Hwrong(z)
,
α⊥(z) =
DA,wrong(z)
DA,true(z)
,
(4)
where “true” and “wrong” denote the values of quan-
tities in the true and incorrectly assumed cosmologies,
respectively. As a result, apparently the shape of the
object is changed by a ratio of,
[∆r‖/∆r⊥]wrong
[∆r‖/∆r⊥]true
=
[DA(z)H(z)]true
[DA(z)H(z)]wrong
, (5)
while its volume being changed by
Volumewrong
Volumetrue
=
[∆r‖(∆r⊥)2]wrong
[∆r‖(∆r⊥)2]true
=
[DA(z)
2/H(z)]wrong
[DA(z)2/H(z)]true
, (6)
respectively.
The above relationships mean that the AP and vol-
ume effect, once detected at any clustering scales, would
lead to constraints on the cosmological parameters that
control the cosmic expansion.
3.2. 2pCF and anisotropy
We use the 2pCF statistics to measure the anisotropies
in the LSS clustering. The Landy-Szalay estimator
(Landy & Szalay 1993) is adopted to calculate the 2pCF,
ξ(s, µ) =
DD − 2DR+RR
RR
, (7)
where DD is the number of galaxy-galaxy pairs, DR
is the number of galaxy-random pairs, and RR is the
number of random-random pairs. All those numbers are
measured with a dependence of (s, µ), where s is the
distance between the galaxy pair and µ = cos(θ), with
θ being the angle between the line joining the pair of
galaxies and the LOS direction. We use publicly avail-
able code CUTE (Alonso 2012) for computation of the
2pCF.
In order to probe anisotropy, as was done in Li et al.
(2015, 2016), we integrate the 2pCF over s and only
focus on the dependence on µ,
ξs(µ) =
∫ smax
smin
ξ(s, µ)ds. (8)
The integration is, by default, conducted using smin =
6h−1Mpc and smax = 40h−1Mpc due to reasons ex-
plained in Li et al. (2015, 2016). To remove the un-
certainty from the clustering strength and galaxy bias,
we further normalize the amplitude of ξ∆s(µ) to only
study its shape, i.e.
ξˆ∆s(µ) ≡ ξ∆s(µ)∫ µmax
0
ξ∆s(µ) dµ
. (9)
A cut µ < µmax is imposed to reduce FOG effect (Jack-
son 1972) (and also the fiber collision effect when study-
ing the observational data).
3.3. The Redshift Evolution
In addition to the AP effect, another source of ap-
parent anisotropy in galaxy distribution we observed is
the RSD effect due to the peculiar velocity of galaxies,
resulting in significant anisotropy even if the adopted
cosmology is correct. Li et al. (2014) found that, the
anisotropy generated by the RSD effect is, although
large, maintaining a nearly constant magnitude within a
large range of redshift, while the anisotropies generated
by AP varies with the redshift much more significantly.
So they proposed to measure the AP effect using the
redshift dependence of the distortion.
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Figure 1. The 2D counter of 2pCF ξ(s, µ) from the BigMD and COLA samples, at redshift 0 and 1. The contour lines are
not horizontal due to the anisotropy produced by the RSD effect. The tilts on the left side and the right side are caused by the
FOG (finger-of-god) and Kaiser effects, respectively. The slight difference, which are below a few percent between the BigMD
and COLA results, indicates that the COLA has the ability to reproduce the clustering pattern at & 5h−1Mpc. Noted that the
similarity in the region of 1− µ . 0.2 implies that COLA can correctly simulate the FOG effect.
Due to the growth of structure, the galaxy peculiar
velocities evolve with redshift and thus the RSDs are
not exactly constant with time. The small redshift evo-
lution of RSD would cause redshift-dependence in the
LSS anisotropy, which is the main source of the system-
atics of this method.
In this work, we measure δξˆ∆s(µ, zi, zj) from the
BigMD and COLA simulations to quantify the system-
atics from the RSD effect. The redshift evolution of the
clustering anisotropy can be described as
δξˆ∆s(µ, zi, zj) ≡ ξˆ∆s(µ, zi)− ξˆ∆s(µ, zj), (10)
where zi and zj are two different redshifts. The above
quantity then represents the systematics when the mea-
surement is done in the correct cosmology (the simula-
tion cosmology). We further use
dξˆ∆s(µ)
dz
≡ ξ∆s(µ, z + ∆z)− ξ∆s(µ, z −∆z)
2∆z
(11)
to quantify the magnitude of the systematics con-
tributed at a given redshift.
4. RESULTS
In this section, we present the redshift evolution of
ξˆ∆s(µ) measured from the BigMD and COLA simula-
tions at redshift region of 0-1.445. A comparison was
made between the results measured from the two sets of
simulations.
4.1. Results of ξ(s, µ)
Figure 1 shows the 2D contour of the 2pCF ξ(s, µ),
from the BigMD simulation and COLA simulation and
at reshifts 0 and 1, respectively. Due to the RSD effect,
the contour lines are not horizontal. The tilts at the
left and right sides are caused by the FOG (finger-of-
god) (Jackson 1972) and Kaiser effects (Kaiser 1987),
respectively.
The similarity between the results from the BigMD
and COLA simulations implies that COLA as an ap-
proximate algorithm can successfully reproduces the
clustering pattern at & 5h−1Mpc. The difference be-
tween the two sets of results are below a few percents.
Especially, the similarity in the region of 1−µ . 0.2 sug-
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Figure 2. These compare ξˆ∆s(µ) measured from COLA and BigMD samples when adopting the underlying true cosmology
Ωm = 0.3071, w = −1.0, obtained by integrating ξ(s, µ) within the range 6h−1Mpc ≤ s ≤ 40h−1Mpc together with an amplitude
normalization. We split the angular range of 0.06 ≤ 1−µ ≤ 1 into as many as 40 bins. The upper-left panel shows ξˆ∆s measured
at z = 0, 0.102, 0.5053, 1.0, 1.445. Due to the RSD effect as well as its redshift evolution, all curves have ≈30% tilt and
are more tilted at higher redshift. In the upper-right panel we find the results from COLA and BigMD merely have a . 1%
difference at z < 1, and . 1.5% at z > 1. In the middle panels we plot the evolution against z = 0 to better quantify the redshift
evolution of the clustering anisotropy. In the region of small/large 1− µ, the evolution becomes as large as 5% at z = 0.5, and
increases to 10% at z = 1, 1.445. COLA can well reproduce the BigMD results at levels of . 0.5% except the case of z = 1,
where we find a 2-3% discrepancy. In the lower panels, we plot dξˆ∆s(µ)/dz at the three redshifts of z = 0.051, 0.4545, 0.9434
to measure the redshift evolution from a different perspective. The estimation from COLA has . 5% error at z < 0.5, and has
a relatively large error of 15% at z ∼ 1.
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Figure 3. ∆ξˆ∆s and dξˆ∆s/dz measured from the BigMD and COLA samples, in the “true” cosmology as well as a wrong
cosmology Ωm = 0.25, w = −1.0. In the wrong cosmology, the amount of difference between COLA and BigMD results is
similar to what measured in the correct cosmology, while this amount of difference is smaller than the shift of ξˆ∆s and dξˆ∆s/dz
induced by the wrong cosmology.
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Figure 4. To test the performance of the method on other scales, these show the values of ξˆ∆s(µ) and dξˆ∆s(µ)/dz in clustering
regions of 6-40, 40-70 and 70-100 h−1Mpc, respectively. We find that using large clustering scales results in larger slope and
evolution of slope in ξ∆s(µ). The statistical fluctuation (scattering) increases with increasing clustering scales.
gests that COLA has the ability of correctly simulating
the FOG effect.
4.2. ξˆ(µ) in the correct cosmology
In Figure 2, we compare the ξˆ∆s(µ)s measured from
the COLA and BigMD samples, constructed using the
underlying true cosmology (i.e., the simulation cosmol-
ogy). We compute them by integrating ξ(s, µ) within
the range 6h−1Mpc ≤ s ≤ 40h−1Mpc, and normalizing
the amplitude. The value of ξˆ∆ss are measured in 40
bins distributed in 0 ≤ µ ≤ 0.94. Our results are as
follows
• The upper-left panels shows ξˆ∆s measured at z =
0, 0.102, 0.5053, 1.0, 1.445, which clearly shows
the anisotropy produced by the RSD effect, re-
sulting in 30% tilt in all curves. Due to the non-
zero redshift evolution of RSD, all curves are more
tilted at higher redshift. We find that the results
from COLA and BigMD only have a . 1% differ-
ence, except the 1− µ < 0.2 region at z = 0.102.
• To better quantify the redshift evolution of the
clustering anisotropy, in the middle panels we plot
the evolution against z = 0, showing the non-zero
values of ξˆ∆s(µ, z) − ξˆ∆s(µ, z = 0.0) caused by
the redshift evolution of the RSD effect. In the
90.2 0.4 0.6 0.8 1.0
1
0.7
0.8
0.9
1.0
1.1
1.2
s(
) bin1: 2 × 1012 4 × 1012M
bin2: 4 × 1012 6 × 1012M
bin3: 6 × 1012 8 × 1012M
bin4: 8 × 1012 1 × 1013M
bin5: 1 × 1013 2 × 1013M
bin6: 2 × 1013 5 × 1013M
bin7: 5×1013 1 × 1014M
0.2 0.4 0.6 0.8 1.0
1
0.015
0.010
0.005
0.000
0.005
0.010
0.015
0.020
s(
)
bin2-bin1
bin5-bin4
bin7-bin1
Figure 5. To investigate the effect of halo bias on ξˆ∆s, the upper panel presents the ξˆ∆s(µ, z = 0), measured in 7 mass bins
ranging from 2 × 1012M to 1014M. We find that, the difference among them are inapparent, mostly below 0.5%. For the
most extreme case, the results of using 5 × 1013M < M < 1014M is different form the 2 × 1012 < M < 4 × 1012M results
on levels of ≈1.5%.
region of small/large 1 − µ, i.e. the region par-
allel/perpendicular to the LOS, the evolution be-
comes as large as 5/2.5% at z = 0.5, and increases
to 10/5% at z = 1, 1.445. COLA can well re-
produces the BigMD results at levels of . 0.5%,
except the case of z = 1, where we find a 2-3%
discrepancy.
• In the lower panels we plot dξˆ∆s(µ)/dz at the three
redshifts of z = 0.051, 0.4545, 0.9434 to measure
the redshift evolution from a different angle. The
estimation from COLA has . 5% error at z < 0.5,
and has a relatively large error of 15% at z ∼ 1.
4.3. ξˆ(µ) in the wrong cosmologies
In Figure 3, we plot the measured ∆ξˆ∆s and dξˆ∆s/dz
when assuming the ”true” cosmology as well as a wrong
cosmology Ωm = 0.25, w = −1.0. In the wrong cos-
mology, the amount of difference between COLA and
BigMD results is similar to that which was measured in
the correct cosmology, while this amount of difference is
smaller than the shift of ξˆ∆s and dξˆ∆s/dz induced by the
wrong cosmology. Clearly, COLA is accurate enough for
the purpose of systematics estimation in distinguishing
this cosmology with the underlying true cosmology.
4.4. Different clustering scales
In previous studies of Li et al. (2015, 2016, 2018,
2019) the authors only focus on the clustering scales
of 6h−1Mpc ≤ s ≤ 40h−1Mpc. It is worthy testing the
performance of the method on other scales.
In Figure 4 we plot the values of ξˆ∆s(µ) and
dξˆ∆s(µ)/dz in clustering regions of 6-40, 40-70 and
70-100 h−1Mpc, respectively. We find that using large
clustering scales results in larger slopes in ξ∆s(µ).
The & 40h−1Mpc clustering scales are not used in
the cosmological analysis of Li et al. (2015, 2016, 2018,
2019) due to two reasons. Firstly, the statistical error in-
creases as the clustering scale increases. Including their
contribution into the integration
∫ smax
smin
ξ(s, µ)ds would
not enhance the power of the statistics, but rather de-
crease the S/N ratio and hence weaken the power of
constraints. Secondly, on large clustering scales, one
can directly compare the theoretical expectation and
the measured results of the 2pCFs, to achieve a more
complete exploration of the information (not just the
AP signal) encoded in the data. The tomographic AP
method is designed to explore the non-linear clustering
regime which is difficult for the traditional approaches.
4.5. Bias effect
The effect of halo bias on ξˆ∆s has been briefly inves-
tigated in Li et al. (2016). Here we revisit this issue by
using finer mass bins covering a larger range.
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Figure 5 shows the ξˆ∆s(µ) at z = 0, measured in 7
mass bins ranging from 2×1012M to 1014M. We find
that, the difference among them are inapparent, mostly
below 0.5%. For the most extreme case, the results of
using 5× 1013M < M < 1014M is different form the
2 × 1012M < M < 4 × 1012M results on levels of
≈1.5%.
5. CONCLUSION
The tomographic AP test is a novel statistical method
entering nonlinear clustering scales of 6 − 40 h−1Mpc.
Tight cosmological constraints have been achieved by
applying the method to the SDSS data (Li et al. 2016,
2018, 2019; Zhang et al. 2019). The method measures
the redshift evolution of anisotropy, usually quantified
by ξˆ∆s(µ), to mitigate the effects from the RSDs while
still being sensitive to the AP signal. In this work, we
studied the systematics of this methods in details, as an
early step of its preparation of its application to future
LSS surveys.
Since the next generation galaxy surveys will reach
much higher redshift then the current ones, we study
the redshift evolution of ξˆ∆s(µ) to the z = 1 region.
We find persistent redshift evolution in the whole re-
gion, which manifests itself as a persistent, non-zero
dξˆ∆s/dz existing within the whole redshift region. Us-
ing ξˆ∆s(µ, z)− ξˆ∆s(µ, z = 0.0) to quantify the difference
between the high redshift and z = 0 results, we find
an evolution of ≈5% at z = 0.5. The evolution reaches
≈10% at z = 1.
We also study the possibility of estimating the system-
atics via the cheap mocks generated by COLA. In most
cases we studied, COLA can well reproduces the N-body
results. In terms of estimating ξˆ∆s(µ, z) − ξˆ∆s(µ, z =
0.0), COLA can reach an accuracy of 0.5% at z = 0, 0.5,
while 2 − 3% discrepancy is found at z = 1, 1.445. Fi-
nally, we studied the dependence of the performance on
the clustering scales and galaxy bias.
Our investigation suggests that the application of the
method should be easy for z . 0.5, where the system-
atics are relatively small, and also can be accurately
estimated using fast simulations. In the next few years,
surveys such as DESI and Taipan 5 will probe the nearby
universe with unprecedented precision. Their datasets
would be ideal for the application of our method.
Applying the method to region of z ≈ 1 would be
challenging. The systematics reaches ≈ 10%, while the
inaccuracy of COLA also reaches 2−3%. To be well pre-
pared for the cosmological analysis on the DESI, EUL-
CID, WFIRST and PFS surveys, this problem has to
5 https://www.taipan-survey.org/
be resolved. To achieve a fast and accurate systemat-
ics estimation, one can improve the performance of the
simulation by increasing the timestep, setting high ini-
tial redshift, trying alternative algorithms, or can make
a correction to the COLA results using N-body results
as baseline reference to decrease its inaccuracy.
This work shows that COLA is a possible tool for es-
timating systematics in multi-cosmologies. A fast and
accurate enough systematics estimation method is im-
portant if one wants to conduct systematics correction
in multiple cosmologies. In all previous works (Li et al.
2015, 2016, 2018, 2019), the study of systematics was
done using a simulation running under only one set of
cosmological parameters. The cosmological dependence
of the systematics can be efficiently studied using the
COLA algorithm.
A possible way to further reduce systematics is to de-
sign better statistics that is more insensitive to the red-
shift distortions. For example, we can use the marked
correlation function (Beisbart & Kerscher 2000; Gott-
loeber et al. 2002; Sheth & Tormen 2004; Sheth et al.
2005; White 2016; Satpathy et al. 2019), which assigns
different weights to regions with different density, to sup-
press the strong RSD coming from the most clustered
regions. These issues have not yet been discussed in de-
tails in this paper and are worth further investigating in
future research.
In general, the tomographic method requires precise
redshift measurement from spectroscopic surveys. The
method uses clustering region at ≈ 5h−1Mpc, requiring
a redshift measurement with accuracy of δz ≈ 0.001(1+
z), which is difficult for most photometric surveys (e.g.
DES and LSST).
The tomographic AP method is among the best meth-
ods in deriving cosmological constraints using the .
40h−1Mpc clustering region. We will continually work
on this method, so that we can safely use it to derive
tight, robust cosmological constraints from the next gen-
eration LSS surveys.
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APPENDIX
A. COMPARISON BETWEEN THE SIMULATION AND OBSERVATIONAL SAMPLES
As we are discussing ways of controlling the systematics of the tomographic AP method, the mock samples used in
the analysis must be similar to those obtained in the observations.
Figure 6 illustrates a comparison between the 2pCFs measured from 1) two sets of BigMD ROCKSTAR halo
samples, at the z = 0.48 and 0.62 snapshots; 2) two sets of COLA ROCKSTAR halo samples, at the same redshifts;
3) two sets of subsamples selected from the BOSS DR12 CMASS galaxies, by imposing the redshift range of 0.430 <
z < 0.511 and 0.572 < z6 < 0.693; these two subsamples have effective redshifts of 0.48 and 0.62, respectively.
In the left panel we plot the ξˆ∆s(µ)s. The simulation samples achieve . 5% level of accuracy in recovering the
observational measurements. The only exception is the leftmost point at 1 − µ = 0. Here 1) the FOG effect is very
strong; 2) the observational result may be problematic due to the fiber collision effect. Anyway, this region is always
abondoned when conducting cosmological analysis (Li et al. (2016) imposed a cut 1− µ > 0.03).
Notice that the strong peak near 1− µ = 0, produced by the FOG, is not detected in Figure 2,3,4,5, as we imposed
a cut 1− µ < 0.03 in these figures.
The redshift evolution of ξˆ∆s(µ)s is plotted in the right panel. The observational results have much larger statistical
error. A linear regression shows that results from the BigMD, COLA and BOSS samples are in good consistency with
each other.
In all plots, the BigMD and COLA results (the dashed and dotted curves) are so close to each other that, we can
hardly distinguish them by eye.
0.0 0.2 0.4 0.6 0.8 1.0
1
0.6
0.8
1.0
1.2
1.4
1.6
1.8
s(
)
CMASS, z = 0.5
BigMD, z = 0.5
COLA, z = 0.5
CMASS, z = 0.6
BigMD, z = 0.6
COLA, z = 0.6
0.0 0.2 0.4 0.6 0.8 1.0
1
0.15
0.10
0.05
0.00
0.05
s(
,z
=
0.
6)
s(
,z
=
0.
5)
Linear fit CMASS
Linear fit BigMD
Linear fit COLA
CMASS
BigMD
COLA
Figure 6. A comparison between the ξˆ∆s(µ) and its redshift evolution, measured from the BigMD, COLA samples and the
BOSS DR12 CMASS galaxies at redshifts of z = 0.48 and 0.62, respectively. The simulation samples can well reproduce the
observatinoal measurements.
REFERENCES
Alam, S., Ata, M., Bailey, S., et al. 2017, MNRAS, 470,
2617
Alcock, C., & Paczynski, B. 1979, Nature, 281, 358
Alonso, D. 2012, arXiv e-prints, arXiv:1210.1833
Anderson, L., Aubourg, E., Bailey, S., et al. 2012, MNRAS,
427, 3435
12
—. 2014, MNRAS, 439, 83
Angulo, R. E., Springel, V., White, S. D. M., et al. 2012,
MNRAS, 426, 2046
Avila, S., Murray, S. G., Knebe, A., et al. 2015, MNRAS,
450, 1856
Ballinger, W. E., Peacock, J. A., & Heavens, A. F. 1996,
MNRAS, 282, 877
Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013, ApJ,
762, 109
Beisbart, C., & Kerscher, M. 2000, Astrophys. J., 545, 6
Betoule, M., Kessler, R., Guy, J., et al. 2014, A&A, 568,
A22
Beutler, F., Blake, C., Colless, M., et al. 2012, MNRAS,
423, 3430
Blake, C., Glazebrook, K., Davis, T. M., et al. 2011a,
MNRAS, 418, 1725
Blake, C., Brough, S., Colless, M., et al. 2011b, MNRAS,
415, 2876
Chuang, C.-H., Kitaura, F.-S., Prada, F., Zhao, C., &
Yepes, G. 2015a, MNRAS, 446, 2621
Chuang, C.-H., Zhao, C., Prada, F., et al. 2015b, MNRAS,
452, 686
Colless, M., Peterson, B. A., Jackson, C., et al. 2003, arXiv
Astrophysics e-prints, astro-ph/0306581
Efstathiou, G. 2014, MNRAS, 440, 1138
Eisenstein, D. J., Zehavi, I., Hogg, D. W., et al. 2005, ApJ,
633, 560
Fosalba, P., Crocce, M., Gaztan˜aga, E., & Castander, F. J.
2015, MNRAS, 448, 2987
Gottloeber, S., Kerscher, M., Kravtsov, A. V., et al. 2002,
Astron. Astrophys., 387, 778
Heitmann, K., Frontiere, N., Sewell, C., et al. 2015, ApJS,
219, 34
Jackson, J. C. 1972, MNRAS, 156, 1P
Kaiser, N. 1987, MNRAS, 227, 1
Kim, J., Park, C., Gott, III, J. R., & Dubinski, J. 2009,
ApJ, 701, 1547
Kim, J., Park, C., L’Huillier, B., & Hong, S. E. 2015,
Journal of Korean Astronomical Society, 48, 213
Kim, J., Park, C., Rossi, G., Lee, S. M., & Gott, III, J. R.
2011, Journal of Korean Astronomical Society, 44, 217
Kitaura, F.-S., Yepes, G., & Prada, F. 2014, MNRAS, 439,
L21
Klypin, A., Yepes, G., Gottlo¨ber, S., Prada, F., & Heß, S.
2016, MNRAS, 457, 4340
Landy, S. D., & Szalay, A. S. 1993, ApJ, 412, 64
Lavaux, G., & Wandelt, B. D. 2012, ApJ, 754, 109
Li, M., Li, X.-D., Wang, S., & Wang, Y. 2011,
Communications in Theoretical Physics, 56, 525
Li, X.-D., Miao, H., Wang, X., et al. 2019, ApJ, 875, 92
Li, X.-D., Park, C., Forero-Romero, J. E., & Kim, J. 2014,
ApJ, 796, 137
Li, X.-D., Park, C., Sabiu, C. G., & Kim, J. 2015, MNRAS,
450, 807
Li, X.-D., Park, C., Sabiu, C. G., et al. 2016, ApJ, 832, 103
Li, X.-D., Sabiu, C. G., Park, C., et al. 2018, ApJ, 856, 88
Manera, M., Scoccimarro, R., Percival, W. J., et al. 2013,
MNRAS, 428, 1036
Manera, M., Samushia, L., Tojeiro, R., et al. 2015,
MNRAS, 447, 437
Mao, Q., Berlind, A. A., Scherrer, R. J., et al. 2017, ApJ,
835, 160
Matsubara, T., & Suto, Y. 1996, ApJ Lett, 470, L1
Outram, P. J., Shanks, T., Boyle, B. J., et al. 2004,
MNRAS, 348, 745
Park, H., Park, C., Sabiu, C. G., et al. 2019,
arXiv:1904.05503
Percival, W. J., Cole, S., Eisenstein, D. J., et al. 2007,
MNRAS, 381, 1053
Perlmutter, S., Aldering, G., Goldhaber, G., et al. 1999,
ApJ, 517, 565
Planck Collaboration, Ade, P. A. R., Aghanim, N., et al.
2016, A&A, 594, A13
Potter, D., Stadel, J., & Teyssier, R. 2017, Computational
Astrophysics and Cosmology, 4, 2
Ramanah, D. K., Lavaux, G., Jasche, J., & Wandelt, B. D.
2019, A&A, 621, A69
Riess, A. G., Filippenko, A. V., Challis, P., et al. 1998, AJ,
116, 1009
Riess, A. G., Macri, L., Casertano, S., et al. 2011, ApJ, 730,
119
Rodr´ıguez-Torres, S. A., Chuang, C.-H., Prada, F., et al.
2016, MNRAS, 460, 1173
Ryden, B. S. 1995, ApJ, 452, 25
Satpathy, S., Croft, R. A. C., Ho, S., & Li, B. 2019, Mon.
Not. Roy. Astron. Soc., 484, 2148
Sheth, R. K., Connolly, A. J., & Skibba, R. 2005, Submitted
to: Mon. Not. Roy. Astron. Soc., arXiv:astro-ph/0511773
Sheth, R. K., & Tormen, G. 2004, Mon. Not. Roy. Astron.
Soc., 350, 1385
Tassev, S., Zaldarriaga, M., & Eisenstein, D. J. 2013,
JCAP, 6, 036
Weinberg, D. H., Mortonson, M. J., Eisenstein, D. J., et al.
2013, PhR, 530, 87
Weinberg, S. 1989, Reviews of Modern Physics, 61, 1
White, M. 2016, JCAP, 1611, 057
White, M., Tinker, J. L., & McBride, C. K. 2014, MNRAS,
437, 2594
York, D. G., Adelman, J., Anderson, Jr., J. E., et al. 2000,
AJ, 120, 1579
13
Zhang, Z., Gu, G., Wang, X., et al. 2019, ApJ, 878, 137
