1. Introduction. This paper supplements the conclusions of the classical Phragmen-Lindelöf principle as formulated for a half-plane (l) in such a manner that a question raised by Ahlfors(2) concerning this principle is settled. The basic facts concerning the Phragmen-Lindelöf principle for the half-plane are these : Let f(z) denote a function which is defined and analytic for Rz > 0 and which possesses the property that Positively and negatively infinite values will be admitted for a and ß. Under the hypotheses imposed upon f(z) it is concluded, and this is<essentially the 
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use exists (as a finite or infinite limit). Further we shall see that a can never be finite and negative. Hence if f(z) is of modulus not exceeding one for 7?z>0 and is not identically zero, then log M(r) lim -= 0.
T->+"> r
It is clear that our attention may be confined to the cases (one of which will turn out to be vacuous) where a is finite and either strictly positive or strictly negative. The proof is based upon the representation of f(z)
where (p(z)(f^0) is of modulus not exceeding one for 7?z>0, this representation following from the proof of the classical Phragmen-Lindelöf principle as given for example by R. Nevanlinna (loc. cit.). The basic idea which is used throughout this paper is embodied in a lemma established in §2 concerning the measure of the set on [\z\ =const.,|'ö| <7r/2] where \<p\ <exp{ -e\z\ }, 6 being a given positive constant.
In addition to establishing the above results a brief proof of Ahlfors' formulation of the Phragmén-Lindelof-Nevanlinna principle will be given. This proof is based upon the principle of the harmonic majorant, the Poisson integral for the circle, and the symmetry properties of the Poisson kernel(3). A comparison is then made with the aid of the lemma of §2 between limr..+00[log M(r)]/r and the analogous limiting value of the PhragmenLindelöf-Nevanlinna-Ahlfors principle.
It should be remarked that many of the results of the present paper could be obtained with the aid of the Poisson-Stieltjes integral. In fact, the present results are intimately connected with the behavior of the distribution function appearing in the Poisson-Stieltjes representation.
The proofs given here are more "elementary" in character since they involve only the classical Poisson integral and the most primitive properties of harmonic functions.
The author plans to consider related questions in another paper. 2. A lemma. As in §1, we shall use <p(z) to denote a function which is analytic, not identically zero, and of modulus not exceeding unity for 7?0>O. Let E(r, e) denote the set of points, 8, of the interval | fl| <7r/2 for which X(6; r, t) = -X(w -6; r, e) for ir/2 < 6 < 3t/2, and by the requirement that X shall be periodic in 6 with period 27r. Further let K(r, 6; p, \p) denote the Poisson kernel 2 2 (2.4) K(r, 6;P,t)= " ~'-(r < P). In order to obtain an upper bound for log \<p(reie) \ in terms of meas. E(p, «) it will be convenient to obtain a lower bound for (2.8) j X(*;p,t)cosW*.
To this end note that (2.8) is twice (4) It may be shown that limrH+«, meas E{r, «) exists (the measure of a null-set being zero by convention). Also if this limit is positive and if «o denotes the largest positive value of k for which (2.2) is true throughout Rz>0, then limr_+" meas E{r, e) =2 arc cos (e/xo) for «£«o-These results will not be needed in this paper. X(iP;p,e)cosW* -t/2 and that (2.9) in turn is not less than X(p, e) T fmeas. E(p, e) (2.10) ^=2 1-cos -T^^M (6) r (meas. E(p, e)) 1 [l-cosj-|j( This appraisal is readily deduced by comparing (2.9) with the integral obtained by replacing X(xp; p, e) in (2.9) by the characteristic function of the set [ir meas. E(p, e) . . ir"1 7--iW<7J.
It follows from (2.5), (2.6), (2.7), and (2.10) that (2.11) log | <b(re<°) I = -^ «P^-9-X(P,
The lemma is an immediate consequence of (2.11), since lim supp"+00{meas. E(p, e)} >0 implies that lim supp^+00 X(p, e) >0. 3. The existence of lim,._+00 [log M(r) ]/r.
Case I. 0<o!<+oo. In this case it is immediate from (1.2) that ß^4a/w. To proceed let k equal the largest non-negative number for which To sum up, we have:
for all positive r. If equality is attained in (3.6) for any finite positive value of r, then equality prevails for all positive r andf(z) = ce"", where eis a constant of modulus one.
Case II. -oo <a<0.
In this case we may assume that/^O and we obtain a contradiction as follows. Let k denote the largest positive number such that where F(z) is analytic and of modulus not exceeding unity for i?z>0, and in addition is not subject to a domination of the type (3.7) for a strictly positive k. The remainder of the argument is similar to that of Case I save that here the 0-interval, |#| ^ 5, is to be replaced by the intervals ir/2-S*g |ô| <7r/2 for some appropriate positive 5*. The lemma is then immediately applicable and we infer the following theorem. The theorem of Ahlfors states: The function m(r)/r is a non-decreasing function of r. Ahlfors' theorem appears as a corollary of a more general result which he obtained with the aid of a certain differential inequality. The proof given below depends upon the Poisson integral for the circle. The procedure followed here is related to that used in §2. We define the function ¿(p, xp) for positive p and all real xp by the requirements (i) L(p, P) m log+l/G»*) | for |P\ < x/2,
For other values of xp, L is defined by the requirement that ¿ shall be periodic in xp with the period 27r. It is to be observed that the condition (1.1) implies that ¿(p, xp) is continuous in xp for all xp. As in §2, we see that for r<p and |e| <ir/2 log+ | /(re«) | S -f ' L(p, P)K(r, 8; p, xO)dp 2ir J _r = -f log+ | foe**) | [K(r, 6;p,xb)-K(r,ir-8;p,P)]dp. The theorem of Ahlfors follows.
5. limr^+00 (log M(r)/r) vs. limr..+00 (m(r)/r). In this section we shall be concerned with determining the relation between the two indicated limits. The case where either of the two limits is zero is readily dismissed. It follows
