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Abstract
This dissertation addresses the change point detection problem when either the post-
change distribution has uncertainty or the post-change distribution is time inhomogeneous.
In the case of post-change distribution uncertainty, attention is drawn to the construction
of a family of composite stopping times. It is shown that the proposed composite stopping
time has third order optimality in the detection problem with Wiener observations and
also provides information to distinguish the different values of post-change drift. In the
case of post-change distribution uncertainty, a computationally efficient decision rule with
low-complexity based on Cumulative Sum (CUSUM) algorithm is also introduced. In the
time inhomogeneous case where the post-change drift is a function of time, a two-stage
stopping time that contains both CUSUM and sequential probability ratio test (SPRT)
procedures is considered, whose expected values are given in explicit form. The two-stage
stopping time can provide additional information when comparing with CUSUM stopping
times. Moreover, the thesis also addresses the joint distribution of maximum drawdown and
maximum drawup for any drifted Brownian motion killed at an independent exponentially
distributed random time, and as its application, upper and lower bounds of expected time
of the minimum between two correlated CUSUM stopping times are provided, where the
correlation coefficient is present explicitly.
Acknowledgments
I would like first of all to express the deepest appreciation to my advisor Professor Olympia
Hadjiliadis, who has shown the attitude and the substance of a genius: she continually and
indefatigably conveyed a spirit of adventure in regard to research, and an excitement in regard
to teaching. Professor Hadjiliadis had always been available to indicate the connections
between different problems and provide illuminating ideas. Without her supervision and
constant help, this dissertation would not have been possible.
I would like to thank my committee member Professor Elena Kosygina, who taught
me the basic concepts in modern probability and helped me to lay the foundation for the
research. I would also like to thank Professor Tobias Scha¨fer for serving as my committee
member and oral exam with patience. Moreover, I would like to thank my committee member
Professor Michael Ludkovski, who provided me lots of new ideas and always prepared to
discuss problems with details. The results that appear in the third chapter of this thesis
were done in collaboration with Professor Ludkovski.
I would like to thank Professor Ara Basmajian who supported and advised me to finish
the program and dissertation. I would also like to thank Professor Jozef Dodziuk for his
plenty of suggestions on studying and teaching. Professor Dodziuk was always very patient
and clear-sighted about how to finish the program, and he also helped me to achieve the
language requirement about French which was very important to me. Again, I am grateful
to Professor Linda Keen, who gave me lots of suggestions with respect to the mathematics
v
vi
program and supported me to finish the studying at the graduate center. I would also like to
thank Professor Jay Rosen, who organized a very useful and attractive probability seminar
from which I have learnt a lot, and gave me a chance to present my work at this seminar.
Professor Rosen also taught me advanced probability theory and always wished to help.
Moreover, I would like to thank Dr. Hongzhong Zhang for his valuable suggestion and
the constant of support. I would like to thank Professor Aleksey Polunchenko for inviting
me to give talks at State University of New York Binghamton and Yale University. I would
also like to thank Professor Jun Hu, who gave me lots of support and help on teaching tasks
at Brooklyn college. And I am grateful to Professor Murray Hochberg for his suggestions on
teaching strategies.
A special thanks to my family. Words cannot express how grateful I am to my mother-in
law and father-in-law, my mother and father for all of the sacrifices that you have made on
my behalf. I would also like to thank all of my friends who supported me in researching and
in writing. At the end, I would like express appreciation to my beloved wife Haolan Tang,
who was always my support in the moments when there was no one to answer my queries.
Contents
Contents vii
List of Tables x
List of Figures xi
1 Introduction 1
2 An Efficient Algorithm In Detection With Post-Change Uncertainty 11
2.1 Mathematical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 The Enlarged Detection Problem And An Optimal Decision Rule . . . . . . 14
2.2.1 The Enlarged Detection Problem . . . . . . . . . . . . . . . . . . . . 14
2.2.2 A Decision Rule Tλ,C . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Examples And Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Proofs Of Theorems And Lemmas . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 An Optimal Stopping Time In Detection With Post-Change Uncertainty 30
3.1 Mathematical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.1 The Detection Problem . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Lower Bound of Detection Delay . . . . . . . . . . . . . . . . . . . . 34
vii
CONTENTS viii
3.2 Construction Of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 CUSUM Reaction Period (CRP) . . . . . . . . . . . . . . . . . . . . 35
3.2.2 A Composite Stopping Time Tcom . . . . . . . . . . . . . . . . . . . . 37
3.2.3 Detection Delay Of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Asymptotic Optimality Of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Third Order Asymptotic Optimality Of Tcom . . . . . . . . . . . . . 40
3.3.2 An Identification Function . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 A Randomized Composite Stopping Time . . . . . . . . . . . . . . . 48
3.4 Numerical Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Generalizing Post-Change Drift Uncertainty . . . . . . . . . . . . . . . . . . 53
3.6 Properties Of CUSUM Reaction Period . . . . . . . . . . . . . . . . . . . . 58
3.7 Proofs Of Theorems And Lemmas . . . . . . . . . . . . . . . . . . . . . . . . 63
3.8 Other Stopping Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4 A Two-Stage Stopping Time In Time Inhomogeneous Case 79
4.1 Mathematical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Construction Of A Two-Stage Stopping Time . . . . . . . . . . . . . . . . . 82
4.3 Expectations Of Stopping Times T1 and N2 . . . . . . . . . . . . . . . . . . 84
4.4 Detection Delay Of CUSUM Stopping Times . . . . . . . . . . . . . . . . . . 99
4.5 Detection Delay of Ttwo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5.1 Bounds of Detection Delay of Ttwo . . . . . . . . . . . . . . . . . . . . 104
4.5.2 Numerical Illustration And Discussion . . . . . . . . . . . . . . . . . 107
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5 Correlated CUSUMs And Joint Maximum Drawdown And Drawup 112
5.1 Joint Maximum Drawdown and Drawup . . . . . . . . . . . . . . . . . . . . 113
CONTENTS ix
5.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.1.2 The Distribution of (DT , UT ) . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Two Correlated CUSUM Stopping Times . . . . . . . . . . . . . . . . . . . 152
5.2.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.2.2 The Minimum Of Two CUSUM Stopping Times . . . . . . . . . . . . 153
5.2.3 Expectations of Tν . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.2.4 Upper And Lower Bounds of Expectations . . . . . . . . . . . . . . . 156
5.3 Application To Detection Problem . . . . . . . . . . . . . . . . . . . . . . . 163
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Bibliography 166
List of Tables
2.1 Weighted CUSUM rule example . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Performance of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Detection delay of composite rule as p changes . . . . . . . . . . . . . . . . . 53
4.1 Performance of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2 Performance of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3 Performance of Ttwo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
x
List of Figures
2.1 Coefficient of weighted rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Parameter of weighted rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Weighted CUSUM rule example . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Distribution of the CRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Detection performance of Tcom . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Identification performance of δTcom . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Detection delay of composite rule as p changes . . . . . . . . . . . . . . . . . 51
4.1 Best CUSUM example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2 Best CUSUM example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3 Two-stage stopping time 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.4 Two-stage stopping time 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
xi
Chapter 1
Introduction
The change point detection problem is a classical problem arising in the area of sequential
analysis. It is also known as the disorder problem. It is concerned with detecting a change in
the statistical behavior of sequential observations by balancing the trade-off between a small
detection delay and a small frequency of false alarms. In this problem, stochastic processes
are usually used to model the sequential observations and to construct the detection rules
such as stopping times.
This thesis is a collection of four works which are related to the change point detection
problem under different situations in the following four chapters. In the beginning of each
chapter, the notations are introduced and may be slightly different among chapters such that
each chapter can be read independently. The first and second works, which are in chapter 2
and chapter 3, are both related to the situation that there is uncertainty of the post-change
distribution, particularly that the post-change drift is Bernoulli distributed. In chapter 2,
we develop computationally efficient decision rules to detect the change with low-complexity
in this situation. And in chapter 3, we develop asymptotically optimal composite stopping
rules in this situation. In the third work in chapter 4, we discuss the situation that the post-
change distribution is inhomogeneous, which means that the post-change drift is a function
1
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of time. We construct a two-stage stopping rule and derive explicit formulas of lower and
upper bounds of its detection delay. In the last work in chapter 5, we consider the situation of
the multi-dimension Wiener observations with correlation. We develop the joint distribution
of maximum drawdown and maximum drawup of a drifted Brownian motion stopped at an
exponential time, and then apply the result to analyze the effect of the correlation on the
detection delay.
The change point detection problem has applications in many branches of both science
and engineering. The issue of unknown signal strength is central to many applications
of sequential detection. One example is radar systems (see Poor [60] for example). One
transmits a pulsed signal and then there may be a return signal reflected from a target.
It is usually not possible to confirm the target due to the environment. Thus, one must
decide whether the observations imply the presence of an otherwise unknown target, that
can induce different signal strengths depending on its identity and properties.
Another important application is in the detection of infectious disease epidemics (see,
for example, Lin and Ludkovski [37] and Ludkovski [41] ). For seasonal epidemics such
as influenza, there is a significant variation in timing of outbreaks from year to year and
from season to season. And the recording time-series data has the pattern of stochastic
fluctuation during each outbreak. With such noise in the observations, it is important to
decide the occurrence of the outbreak as soon as possible.
In network surveillance (such as Fu and Jeske [23]), the change of signal needs to be
detected when we make sequential observations, even in the case that the signal strength is
uncertain. Similarly, in internet security monitoring, it is important to detect the unknown
attacks, when different attacks would lead to different signal patterns.
In the quality control problem (see Basseville and Nikiforov [3]), online control procedures
are used when decisions are reached sequentially. Situations in which the process changes
from in control condition to out of control condition are called disorders. Such a change is
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necessary to be detected as soon as possible.
In finance (such as Andersson, Bock and Frisen [1]), the detection of economy trends and
signals such as a peak or a trough in economy is required, by using the means of prospective
analysis based on the sequential observations data from an economical indicator.
The detection problem is also important in applications such as digital communications
(such as Proakis [62]), speech signal process (see Berouti, Schwartz, and Makhoul [10] for
instance), vibration monitoring of mechanical system (see Basseville and Nikiforov [3] for
example) and so on.
There are two main frameworks used in the detection problem, namely the Bayesian
and the non-Bayesian frameworks. In the non-Bayesian framework, the change point is
considered to be an unknown but fixed constant, which leads to a min-max problem such
as Lorden [38]. In the Bayesian framework, the change point is considered to be a random
variable with a given prior distribution which is usually independent of the observations.
This leads to the problem of minimizing a Bayesian criterion in different settings, such as
Pollak and Tartakovsky [58].
In the non-Bayesian framework, one of the most popular stopping rules, known as the
Cumulative sum (CUSUM) stopping rule, was introduced by Page [54]. In the case that
the post-change drift is a known constant after the unknown change time, Moustakides [44]
has given the optimality of CUSUM rule in Lorden’s sense [38] in discrete time. And the
optimality of the CUSUM also holds in continuous time Wiener processes as seen in Shiryaev
[71], Beibel [6] and Moustakides [45] in different setups. The CUSUM rule is defined based
on the maximum likelihood ratio between the hypotheses that there is a change or no change.
It contains two parameters, the drift (tuning) parameter and the threshold parameter. The
properties of CUSUM have been studied by Van Dobben de Bruyn [79], Zacks [86] and
Woodall [81] in discrete time, and also Taylor [78] and Lehoczky [36] in continuous time.
Roberts [64] also introduced the exponentially weighted moving average (EWMA) procedure.
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Its behavior was studied by Novikov and Ergashev [52] and Novikov [51] for processes with
independent and homogeneous increments. And more discussion and analysis can be found
in Lucas and Saccucci [40] for various EWMA schemes.
On the other hand, the Bayesian framework allows for an assumption of a prior dis-
tribution on change time. Shiryaev [70] and Roberts [65] independently developed what
was known as the Shiryaev-Roberts rule. The comparison of CUSUM, Shiryaev-Roberts
and EWMA has been studied in the literature, for example, in Moustakides, Polunchenko
and Tartakovsky [49] and Mei [46]. In such framework, Beibel [7] and [8], and Beibel and
Lerche [9] considered the case of uncertainty in the post-change drift in Wiener observations.
Shiryaev and Zhitlukhin [91] considered Bayesian hypothesis testing of three-sided alterna-
tives. Sezer [69] considered the case in which the post change drift in a Wiener process is a
known constant but the change time has a prior distribution which depends on the observa-
tions. The case of uncertainty in post-change parameters has also been studied in Poisson
observations within the Bayesian framework in Bayraktar, Dayanik and Karatzas [4] and in
Ludkovski and Sezer [42]. Mixed Wiener and Poisson observations are treated in Dayanik,
Poor and Sezer [15].
In the detection problem, the objective is to find optimal stopping times that balance a
trade off between an appropriately chosen measure of detection delay and a small probability
of false alarms or a small frequency of false alarms. The quickest detection rules, also called
stopping rules, are online rules in the sense that the time at which an alarm is drawn is also
the estimator of the location of the change point. This is in contrast to many statistical works
which provide frameworks for estimation techniques of one or multiple change points in an
oﬄine fashion, that is by taking into consideration all of the observed data. Such studies
assume knowledge of the totality of the observation path on any time interval to provide an
estimate of the change point. For samples of such works, please refer to Bhattacharya [11],
Kim [34], Kim and Siegmund [33] and Rukhin [67]. Since the main purpose of detection
CHAPTER 1. INTRODUCTION 5
problem is to declare that the change point has already occurred, we can also consider the
decision rules in the sense that an alarm is drawn at a stopping time in an online fashion,
while the change point occurs before this alarm time, that means the estimator of the change
time is different from the stopping time.
In the work that appears in chapter 2 and chapter 3, we consider the problem of detecting
a change in Wiener observations when there is uncertainty about the value of the post-change
drift. The original observations are pure noise, represented by a zero drift Wiener process.
The signal then arrives at an unknown time τ , the change point, which is assumed to be
an unknown constant as in the min-max paradigm. We model the uncertainty about the
post change drift m by a given finite positive discrete distribution. As a main example, we
consider the Bernoulli case, whereby the signal is either weak, represented by a small drift
m1, or strong, represented by a larger drift m2. These two events are assumed to have a
fixed probability p and 1− p, respectively, independent of the observations.
This setup is a blend between a Bayesian setup about the post-change drift and a min-
max approach in that, although the assumption is that the change point is an unknown
constant, the uncertainty about the post change drift is modeled through a pre-specified
probability distribution. In other words, we do not know when the change happens, but do
have some patterns on the post-change distribution. This gives rise to a weighted Lorden’s
criterion of the detection delay ( see Lorden [38]) with weights given by the probabilities of
the post-change drift uncertainty. An alternative could be to consider a worst-case approach
to post-change drift uncertainty. Based on the performance of a single CUSUM stopping time
(see Hadjiliadis and Moustakides [29]), this would reduce to detecting the weakest signal.
This may not be the best approach in applications since it leads to increased detection delays
in the typical scenario. At the same time, in many problems the decision maker has some
idea about likely signal strengths so it is reasonable to specify a distribution for m (and
furthermore reasonable to assume independence between the observed signal and the pre-
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change observations). In contrast, the timing of the signal is very difficult to model and the
usual Bayesian formulation imposes strong independence assumptions on data and change
point that are likely to be violated. Therefore, it is preferable to maintain a worst-case
Lorden’s criterion for detecting the change point τ .
In the work of chapter 2, the main result is that we develop decision rules, which consist
of a pair of stopping time and decision variables, to minimize the detection delay subject to a
frequency of false alarm constraint in an enlarged collection of rules. Such decision rules are
low-complexity, computationally efficient schemes of estimation and are easy to implement.
In this work, we initially consider the problem of online detection of the unknown change
point in the presence of uncertainty in the drift and adopt a min-max approach of estimation
of the change point. In this effect, we consider a weighted average of a Lorden type measure
of detection delay with weights given by the probabilities of the Bernoulli distribution that
captures the post-change drift uncertainty. To analyze the result, we compute a lower bound
on the detection delay of all stopping times according to this measure, then enlarge the family
of rules considered by allowing all decision rules which are a delayed version of stopping times
multiplied by a positive constant which can take values less than unity. The idea is that
following these decision rules the alarm is drawn according to a given stopping time but the
estimation of the location of the change point is then given as the product of the constant and
the time at which the stopping time alarm goes off. Clearly the closer the constant is to unity
the more online is the estimation of the change point. Enlarging the class of rules considered
beyond stopping times allows us to build low-complexity, computationally efficient schemes
of estimation that, for the same frequency of false alarms as their stopping time counterparts,
achieve exactly the lower bound of detection delay and are easy to implement. To this effect,
we find that a family of decision rules that use a λ parameter CUSUM statistic do achieve
the lower bound with equality. It is then possible to select amongst them the decision rule
with a constant factor as close to unity as possible that in fact often results in a very slight
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deviation from unity for a large number of parameter values.
Although the result in chapter 2 provides efficient decision rules, we still want to find
stopping rules to solve the detection problem, which gives the motivation of the work in
chapter 3. In fact, the results of chapter 2 show that the CUSUM stopping time alone is not
optimal in this situation. In the work of chapter 3, we still consider the situation that there
is uncertainty about the value of the post-change drift. Because of post-change uncertainty,
we may also provide the information of the most possible value of the post-change drift.
The main result in chapter 3 is to develop a prominent family of composite stopping
times that have two novel behaviors. Firstly, such composite stopping times detect the
change point with third order optimality ( see Fellouris and Moustakides [21]), which means
that the difference between the detection delay of the composite stopping time and that of
the optimal stopping time (if there exists one) goes to zero as the mean time to the first false
alarm increases without bound. The third order optimal stopping times are rarely found in
the detection problem. Secondly, such composite stopping times provide information about
the post-change drift with arbitrary small conditional identification error given the case that
the change occurs before the last reset of the CUSUM statistic process. In fact, when there
exists a change, i.e. the change point τ < ∞, the probability of the event that the change
occurs before the last reset of the CUSUM statistic process goes to 1 as the mean time to
the first false alarm increases without bound. We also compare the composite stopping time
with other widely used stopping times such as the generalized likelihood ratio (see Siegmund
and Venkatraman [74]) and the mixture likelihood ratio stopping times (see Wu [82]), to
show that our proposed composite stopping time can provide higher order optimality.
The stopping stopping times we investigate in chapter 3 are compositions of Cumulative
sum stopping times with specially chosen threshold parameters. We show that the composite
stopping time is asymptotically optimal of third order in the detection as the mean time to
the first false alarm increases without bound. In fact, our compositions are based on the
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CUSUM reaction period (CRP), which is defined as the time between the last reset of
the CUSUM statistic process and the time at which the CUSUM stopping time draws an
alarm. This statistic is related to last passage time distributions and have been studied in
the literature (see, for instance, Kardaras [32], Nikeghbali [50] and Zhang and Hadjiliadis
[87]) in various ways, including the use of the method of enlargement of filtration (see,
for instance, Jeulin and Yor [25] and Protter [63]). We show that the CRP can efficiently
distinguish the different values of post-change drift by providing a probabilistic result of
independent interest, which highlights new features of CUSUM stopping times. Our analysis
sheds new light on the properties of CUSUM reaction periods, providing a probabilistic result
of independent interest.
In the work of chapter 3, our main problem is to detect the change point as soon as
possible. The identification result is an additional property of the composite rule which is
developed. The joint detection and estimation problem is considered in some other papers,
such as Y. Yilmaz, G. Moustakides and X. Wang [85], but the objective there is to test the
hypotheses on the distribution of the sequence of observations, and then use a triplet rule to
estimate a random parameter associated with them. In the discrete time Bayesian framework
where the change point has a particular distribution, a joint detection and identification
problem with multiple alternatives for post-change signal is treated by S. Dayanik, W. Powell
and K. Yamazaki [16].
The work of chapter 3 provides novel results, in the case that the post-change drift takes
values in a given collection. It is natural to consider the problem that the post-change drift
is not a constant, such as a function of time. In other words, the post-change distribution
is time inhomogeneous. In the work of chapter 4, we consider the situation in which the
post-change drift is a step function, where the jump from a smaller drift to a larger one
happens at an exponential time. For this purpose, we still consider the type of Lorden’s
measure of detection delay. But we have little insight regarding the optimal stopping time
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in this situation.
The main result in chapter 4 is the construction of a two-stage stopping time. In the
first stage, we run a stopping time and in the second stage, we run another rule to verify
the alarm of change point detection in the first stage. The motivation is that the longer
time we spend on the detection procedure, the higher is the likelihood of a larger drift.
So such a two-stage stopping time may provide more accurate alarm about the change. We
develop our new stopping rule by using a CUSUM stopping time and a sequential probability
ratio test (SPRT) stopping time, also called a two-sided exit stopping time. We provide the
explicit formulas of lower and upper bounds of the detection delay of our proposed two-stage
stopping time. We also compare the two-stage stopping time and the CUSUM stopping time
to analyze their performance in detection.
The works of chapters 2, 3 and 4 are concerned with the one dimensional stream of
observations. It is of interest to consider multi-dimensional problems, too. Zhang and
Hadjiliadis [88] and Zhang, Rodosthenous and Hadjiliadis [90] considered the problem of
quickest detection in a two dimensional streams of Wiener observations with correlation,
and showed that the minimum of two CUSUM stopping times is asymptotically optimal as
the mean time to the first false alarm increases without bound. This result was achieved by
deriving the upper and lower bounds to the expected time of the minimum of two CUSUMs.
However, their upper and lower bounds contain no information on the correlation and so
can not lead to an improvement of the optimal choices of the thresholds in the presence of
correlation.
In chapter 5, we provide explicit formula of bounds of expected time of the minimum be-
tween two CUSUM stopping times, where the correlation coefficient is present. The problem
of finding the expected time of the minimum of two CUSUMs leads to the development of
explicit formula for the joint distribution of maximum drawdown and maximum drawup of
any drifted Brownian motion killed at an exponential time. To this effect, we consider the
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problem of studying the distributional properties of the minimum of two CUSUMs related to
the correlated Wiener observations. This result is an extension of Salminen and Vallois [68]
from a standard Brownian motion case to a drifted Brownian motion case.
After deriving the joint distribution of maximum drawdown and maximum drawup of
a drifted Brownian motion killed at an exponential time, we apply it to provide explicit
upper and lower bounds, that depend on the different values of correlation coefficient, of the
expected time of the minimum of two CUSUM stopping times. This can serve as a starting
point for further analysis of N CUSUM stopping times with respect to the N dimensional
correlated Wiener observations. And the joint distribution of maximum drawdown and
maximum drawup of a drifted Brownian motion killed at an exponential time itself provides
a probabilistic result of independent interest.
Chapter 2
An Efficient Algorithm In Detection
With Post-Change Uncertainty
In this chapter, we consider the problem of detecting a change in Wiener observations when
there is uncertainty about the value of the post-change drift, which is Bernoulli distributed
and independent to the observations before the change. For this purpose, we adopt a min-
max approach of estimation of the change point. And we consider a weighted average of a
Lorden’s type measure of detection delay [38] with weights given by the probabilities of the
Bernoulli distribution that captures the post-change drift uncertainty. As a motivating case,
we analyze the binary case, whereby the signal is either weak, represented by a small drift
m1, or strong, represented by a larger drift m2. The objective is to minimize this measure
of detection delay subject to a constraint on the mean time to the first false alarm.
The main result in this chapter is that we develop a family of computationally efficient
decision rules with low-complexity to minimize the detection delay subject to a frequency of
false alarm constraint in an enlarged collection of rules. Such decision rules consist of a pair
of stopping time and decision variables. The stopping time part declares that the change
point has already occurred at the time of alarm, while the decision variable provides the
11
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estimator of the change time.
We first set up the notation in section 2.1. and provide a lower bound on the detection
delay of all stopping rules. In section 2.2, we enlarge the family of rules considered by
allowing all decision rules which are a delayed version of stopping rules multiplied by a
positive constant which can take values less than unity. This enlargement allows us to build
computationally efficient schemes of estimation that, for the same frequency of false alarms
as their stopping time counterparts, achieve exactly the lower bound of detection delay. It
is possible to select a decision rule among those rules with smallest detection delay with
a constant factor as close to unity as possible that in fact often results in a very slight
deviation from unity for a large number of parameter values. In section 2.3, we provide
numerical examples to show the performance of the proposed decision rule. In section 2.4,
we give the mathematical proofs of results.
2.1 Mathematical Setup
Let (Ω,F) be a sample space. We observe the process {Zt}t≥0 on this space with initial
value Z0 = 0. Assume that there may be a change in the distribution of the observations
process at the fixed but unknown time τ . When there is no change, we use P∞ to denote the
measure generated by {Zt}t≥0. It is the standard Wiener measure. When there is a change,
assume the observation process changes from a standard Brownian motion to a Brownian
motion with drift m; that is
dZt :=

dWt t < τ
mdt+ dWt t ≥ τ.
(2.1)
We suppose that the post-change drift m can take the value m1 with probability p and
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the value m2 with probability 1− p respectively, for a parameter p ∈ (0, 1), that means m is
a random variable with a Bernoulli distribution. And we suppose m is independent of the
pre-change Brownian motion process {Wt}t<τ . Let Pm correspond to the measure generated
by {m}. In our analysis, we assume that m1 and m2 are both positive. The case of negative
drifts can be addressed by similar arguments.
To facilitate our analysis, let Gt correspond to the σ−algebra generated by the observation
{Zs}s≤t. Denote G∞ =
⋃
t≥0 Gt, and so we have a filtration {Gt}t>0. We introduce the family
of measures Pmiτ defined on this filtration, where τ ∈ [0,∞) and i = 1, 2. Pmiτ is defined to be
the measure generated by {Zt}t≥0, when dZt = dWt for t < τ , and dZt = midt+dWt for t ≥ τ .
Thus under Pmi0 , the observation process is a Brownian motion with drift dZt = midt+ dWt
for any t ≥ 0.
In this problem, we need to construct a new measure of detection delay that takes into
account the distribution of both the random drift m and the observation path. For any G-
stopping rule R, we define its detection delay given the post-change drift m = mi for i = 1, 2
as
Ji(R) := sup
τ≥0
esssupEmiτ [(R − τ)+|Gτ ]. (2.2)
The detection delay of the G-stopping time R is defined as
J(R) := pJ1(R) + (1− p)J2(R). (2.3)
Here, we take the essential supremum over all path up to time τ and take supremum over
all possible change time. Then, we take the average worst delay over all possible values of
m which has a Bernoulli distribution.
We require a constraint on the mean time of the first false alarm, namely E∞[R] ≥ γ. In
fact, by using an argument similar to [44], we just need to consider the stopping rules with
E∞[R] = γ.
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Let S be the collection of all G-stopping rules for which E∞[R] = γ. By the above setup,
our objective becomes to minimize the detection delay J(R) in (2.3) over all G-stopping rules
in S. For this purpose, we first find a lower bound of the detection delay for any R ∈ S in
the following result:
Lemma 2.1. For any stopping rule R ∈ S, we have a lower bound of the delay as
J(R) ≥ 2p
m21
g
(
h−1(
m21γ
2
)
)
+
2(1− p)
m22
g
(
h−1(
m22γ
2
)
)
, (2.4)
where h(x) := ex − x− 1 and g(x) := e−x + x− 1 (2.5)
are increasing functions as x ≥ 0.
Proof of Lemma 2.1: Please refer to Section 2.4 for the proof.
We denote the right hand side of (2.4) as LB, which is a constant depending on γ,m1, m2
and p. Unfortunately, we can not find a G-stopping rule that achieves LB with equality. So
we enlarge the collection S of the G-stopping rules, by considering the delayed version of
stopping rules in the following section.
2.2 The Enlarged Detection Problem And An Optimal
Decision Rule
2.2.1 The Enlarged Detection Problem
Let R be the family of all rules of the form R = CRˆ, where Rˆ is a G-stopping rule, and
0 < C ≤ 1 is a constant positive coefficient, satisfying the false alarm E∞[R] = γ and the
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delay J(R) ≥ LB, which is the lower bound of the detection delay in Lemma 2.1. That is
R :=

R = CRˆ : 0 < C ≤ 1; Rˆ is a G-stopping time
E∞[R] = γ; J(R) ≥ LB
 . (2.6)
It is easy to see that S ⊂ R. The enlarged collection R contains not only the G-stopping
times in S but also some products of a G-stopping time and a constant. A rule of the form
R = CRˆ is G-measurable, so we can still use the detection delay in (2.3) to measure its
performance.
Our enlarged problem is the minimization problem
inf
R∈R
J(R). (2.P)
By the definition of the enlarged class R, the lower bound of the detection delay of any rule
in R will be the same as that of the rule in S in (2.4), which is LB. In the following, we
would like to find a family of rules in R to achieve LB, so that such rule has the least delay
in R.
As a remark, we call the rule in R to be a decision rule, since when the coefficient is
smaller than 1, the weighted rule R = CRˆ is no longer a G-stopping time. In fact, if an
alarm is drawn at time Rˆ, the decision rule R claims the change position at R = CRˆ. If
the coefficient is close to 1, the time at which we stop is not far from the position at which
we claim the location of the change point. For example, when we use rule 0.98Rˆ and the
stopping time Rˆ draws an alarm at time 100, this decision rule declares the change at time
t = 98.
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2.2.2 A Decision Rule Tλ,C
We want to build the decision rules in R, whose delays are equal to the lower bound LB in
Lemma 2.1.
When the post-change drift is a known constant λ, which means p = 1 and m1 = λ in
our setup, the optimal stopping rule is the CUSUM stopping time Sλ as in [28], that is
Sλ := inf{t > 0, Vt − inf
s≤t
Vs ≥ ν},
where Vt := λZt − 1
2
λ2t and ν > 0.
(2.7)
Inspired by the optimality of the CUSUM stopping time when the post-change drift is
known, we define a delayed version of CUSUM stopping time with tuning parameter λ
Tλ,C := CSλ, (2.8)
where 0 < C ≤ 1 is a constant parameter and Sλ is a CUSUM G-stopping time with λ > 0
and ν > 0 in (2.7). We can get its detection delay from the following lemma.
Lemma 2.2. For the decision rule Tλ,C defined in (2.8), which satisfies E∞[Tλ,C ] = γ, we
have its detection delay
J(Tλ,C) =
2pC
λ2θ21
g(θ1ν) +
2(1− p)C
λ2θ22
g(θ2ν), (2.9)
and ν can be represented as a function of C and λ in
ν = h−1(
1
2C
λ2γ), (2.10)
where h is defined in (2.5) and
θi :=
2mi − λ
λ
(2.11)
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is decreasing and θi > −1 for i = 1, 2.
Proof of Lemma 2.2: Please refer to Section 2.4 for the proof.
Our purpose is to find the parameters of the rule Tλ,C ∈ R to make the detection delay
be equal to the lower bound in (2.4), which is given the following result.
Theorem 2.1. In the collection R, there exists a family of the decision rules that solve the
problem (2.P). More precisely, concerning the decision rule Tλ,C = CSλ in (2.8), for any
parameter λ > 0, there exists a unique value C, namely Cλ, such that J(Tλ,Cλ) = LB, where
LB is the lower bound of detection delay in (2.4).
Proof of Theorem 2.1: Please refer to Section 2.4 for the proof.
We denote
Tλ := Tλ,Cλ . (2.12)
Theorem 2.1 provides a family of rules {Tλ}λ>0, whose delays reach the lower bound (2.4).
We want a method to choose a best rule from this family.
Our original objective was to find a stopping time. So we want to choose one rule from
the family {Tλ}λ>0, whose behavior is as close to the behavior of a stopping time as possible.
By running rule Tλ, we stop at Sλ and declare the estimation of the change point to be CλSλ.
This suggests that the ideal choice of λ is the one to maximize Cλ.
Theorem 2.2. In the family of decision rules of the form {Tλ}λ>0 in Theorem 2.1, there
exists a rule Tλ∗ := Cλ∗Sλ∗ whose behavior is closest to the behavior of a stopping time, for a
λ∗ ∈ (m1, m2). More precisely, there exists a λ∗ in (m1, m2) to maximize the coefficient Cλ.
Proof of Theorem 2.2: Please refer to Section 2.4 for the proof.
Since the maximum of Cλ is located in (m1, m2), the number of values of λ to reach the
maximum is finite. In case that there are more than one value of λ which give the maximum
of Cλ in Theorem 2.2, we can choose any one of them, such as the smallest one, namely λ
∗.
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Figure 2.1: The graph of chosen coefficient Cλ as a function of λ. Solid curve: The case
m1 = 2, m2 = 3, p = 0.4 and γ = 1000. Dashed curve: The case m1 = 2, m2 = 5, p = 0.4
and γ = 1000.
2.3 Examples And Discussion
Given the values of m1, m2, p and γ, we would like to describe the method of choosing the
parameters λ∗ and Cλ∗ used in the construction of the optimal rule Tλ∗ . First, from equation
(2.10), the threshold ν is a function of λ and Cλ. By equalizing expression (2.9) to the lower
bound in (2.4), we obtain an equation involving two unknowns Cλ and λ. Then the objective
becomes to identify the maximum value of Cλ by appropriately finding λ
∗ ∈ (m1, m2), and
then the rule Tλ∗ is obtained.
In Figure 2.1, we have the coefficient Cλ as a function of λ under two cases m1 = 2,
m2 = 3 and m1 = 2, m2 = 5. It is easy to verify the statement of Theorem 2.2 from
Figure 2.1. For each λ, there exists a maximum of coefficient Cλ. The maximum value of Cλ
happens inside the interval (m1, m2). Moreover, when m2 is more close to m1, the coefficient
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Figure 2.2: The graph of chosen parameter λ∗ as p changes. Solid curve: The case m1 = 2,
m2 = 3 and γ = 1000. Dashed curve: The case m1 = 2, m2 = 5 and γ = 1000.
0.0 0.2 0.4 0.6 0.8 1.0
1.02
1.04
1.06
1.08
1.10
p
E0[Tλ∗ ]
J(Tλ∗)
Figure 2.3: The ratio between E0[Tλ∗ ] and J(Tλ∗) in the case m1 = 2, m2 = 3 and γ = 50
when p is changing.
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γ = 50 γ = 100 γ = 500
p = alarm change alarm change alarm change
0 2.79 2.79 3.36 3.36 4.75 4.75
0.1 3.01 2.99 3.66 3.63 5.26 5.19
0.2 3.23 3.19 3.95 3.9 5.74 5.62
0.3 3.44 3.4 4.24 4.17 6.19 6.06
0.4 3.65 3.6 4.51 4.44 6.63 6.49
0.5 3.85 3.81 4.78 4.71 7.06 6.93
0.6 4.05 4.01 5.04 4.98 7.48 7.36
0.7 4.25 4.22 5.3 5.24 7.89 7.8
0.8 4.45 4.42 5.55 5.51 8.3 8.23
0.9 4.64 4.62 5.8 5.78 8.7 8.67
1 4.83 4.83 6.05 6.05 9.1 9.1
Table 2.1: The case m1 = 1 and m2 = 1.5 where γ and p are changing. ‘Alarm’ means the
value of E0[Tλ∗ ]; ‘change’ means the value of J(Tλ∗).
is more close to 1 and so the Tλ is more close to a stopping time as expected.
In Figure 2.2, we have the parameter λ∗ as a function of p under two cases m1 = 2,
m2 = 3 and m1 = 2, m2 = 5. As p = 0, the post-change drift is a constant m2, and the best
parameter λ∗ is equal to m2. This rule Tλ is just the CUSUM stopping time with parameter
m2 as expected. Similarly, as p = 1, the rule Tλ is just the CUSUM stopping time with
parameter m1.
Since Tλ∗ is not always a stopping time, we are also interested in the difference between
Tλ∗ and a CUSUM stopping time. To this effect, we consider the difference between E0[Tλ∗ ]
as the mean time that an alarm is drawn when τ = 0 and J(Tλ∗) as the detection delay
of change time τ . For a CUSUM stopping time, we know that these two values are equal.
In Table 2.1, given that m1 = 1, m2 = 1.5 and given that γ is equal to 50, 100 and 500
separately, we list the value of E0[Tλ∗ ] under column ’alarm’ and the value of J(Tλ∗) under
column ”change” for different values of p from 0 to 1. We can see that when p is close to 0
or 1, the difference between the detection delay of change time J(Tλ∗) and the mean time to
stop the decision rule E0[Tλ∗ ] is small, since in such cases the post-change drift is close to a
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constant. And when p is far from 0 and 1, the difference between E0[Tλ∗ ] and J(Tλ∗) is large,
since in such cases the uncertainty about the post-change drift value is large. Moreover,
when γ increases, the threshold h increases and so more time is necessary to declare an
alarm. Thus, when γ increases, the difference between E0[Tλ∗ ] and J(Tλ∗) gets larger.
In Figure 2.3, we consider the ratio between E0[Tλ∗ ] and J(Tλ∗) in the case m1 = 2, m2 =
3, γ = 50. We can see that this ratio is small when p is close to 1 and 0 and so the post-change
drift is more likely to be one specific value. And this ratio is large when the uncertainty of
the post-change drift is large.
As a discussion, the idea of decision rule Tλ∗ is to improve the performance of CUSUM
stopping times. The CUSUM stopping times that satisfy the constraint on false alarms are
in the collection R. But their detection delays are always larger than the lower bound in
(2.4). Our strategy in Tλ∗ is to modify the CUSUM stopping time to make the detection
delay equal to the lower bound by weighting the stopping time, and then find a particular
delayed CUSUM rule whose weight is closest to 1. Thus, we can have an improved decision
rule with a smaller delay and the same false alarm constraint as CUSUM stopping times.
2.4 Proofs Of Theorems And Lemmas
Proof of Lemma 2.1:
The detection delay given the post-change drift m = mi in (2.2) is that of Lorden’s
criterion [38]. Since R is a G-stopping time with E∞[R] = γ, from the optimality of the
Cumulative Sum G-stopping time in the case that the post change drift is known to be
m = mi (see [71]), we know that
Ji(R) ≥ Emi0 [Smi ] =
2
m2i
g
(
h−1(
m2i
2
γ)
)
, (2.13)
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where Smi is the CUSUM stopping time defined in (2.7). So we have the inequality (2.4).
Proof of Lemma 2.2:
By simple computation (see [28] and [61]), for i = 1, 2, we have
E∞[Sλ] =
2
λ2
h(ν) and Emi0 [Sλ] =
2g(2mi−λ
λ
ν)
(2mi − λ)2 . (2.14)
To compute the detection delay of decision rule Tλ,C = CSλ, we use the fact that the
worst detction delay over all possible paths will occur when the process Yt = Vt− infs≤t Vs is
equal to 0 at time τ . That is, the worst detection delay takes place on those paths for which
{Yτ = 0}, which is the same loaction for the Yt process as the one that it takes at time 0
since Y0 = 0. By Markov property, we have
esssupEmiτ [(Tλ,C − τ)+|Gτ ] = Emiτ [(CSλ − τ)+|Yτ = 0] = Emi0 [CSλ]. (2.15)
From (2.2), (2.14) and (2.15), for i = 1, 2 we obtain
Ji(Tλ,C) =
2Cg(θiν)
λ2θ2i
. (2.16)
From equations (2.3) and (2.16), we obtain (2.9).
Also, from E∞[Tλ,C ] = γ and (2.14), it follows that
2C
λ2
h(ν) = γ. (2.17)
Since h(x) is increasing on [0,∞), we obtain (2.10).
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Result 2.1. The function
r(x) := x
ex − 1
ex − x− 1 (2.18)
is positive and strictly increasing on x ∈ (−∞,∞), with r(0) = 2, r′(0) = 1/3, lim
x→−∞
r(x) = 1
and lim
x→∞
r(x) =∞.
Proof of Result 2.1: The derivative of r(x) is
r′(x) =
(ex − 1)2 − x2ex
(ex − x− 1)2 . (2.19)
Denote r1(x) = (e
x − 1)2 − x2ex. We have r1(0) = 0 and r′1(x) = 2ex(ex − 1− x − 12x2). It
is easy to see that r′1(x) > 0 when x > 0 by Taylor expansion, and r
′
1(x) < 0 when x < 0 by
taking derivative of the term ex − 1 − x − 1
2
x2 twice. Then r1(x) > 0 when x 6= 0, and so
r′(x) > 0 when x 6= 0.
It is also easy to get r(0) = 2, r′(0) = 1/3, r(−∞) = 1 and r(∞) = ∞. Since r′(0) =
1/3, the function r(x) is strictly increasing on x ∈ (−∞,∞), and thus r(x) is positive on
x ∈ (−∞,∞).
Result 2.2. The function
K(x) :=
ex − x− 1
x(ex − 1) (2.20)
is positive and strictly decreasing on x ∈ (−∞,∞), with the values K(0) = 1/2, K ′(0) =
−1/12, lim
x→−∞
K(x) = 1 and lim
x→∞
K(x) = 0. Moreover, K(x) is concave on (−∞, 0) and
convex on (0,∞). And the graph of K(x) is symmetric with respect to the point (0, K(0)).
Proof of Result 2.2: We know K(x) is strictly decreasing on x ∈ (−∞,∞) with K(0) =
1/2 and K ′(0) = −1/12 from Result 2.1. By computing
K(x) +K(−x) = −(e
x − 1)− (e−x − 1)
(ex − 1)(e−x − 1) = 1, (2.21)
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we can get 1/2−K(x) = K(−x) − 1/2 for any x. Since K(0) = 1/2, the graph of K(x) is
symmetric with respect to the point (0, K(0)).
It is easy to check
K ′′(x) =
2(ex − 2 + e−x)2 − x3(ex − e−x)
x3(ex − 2 + e−x)2 .
On (0,∞), the denominator is always positive. Denote the numerator as K1(x) = 2(ex−2+
e−x)2−x3(ex− e−x). We have K1(0) = 0 and K ′1(x) = 4(e2x− e−2x)−8(ex− e−x)−3x2(ex−
e−x)−x3(ex+ e−x). To show K ′1(x) > 0 on x > 0, we use the Taylor expansion in each term
to get
K ′1(x) =
∞∑
n=1
8(22n+1 − 2− n− 3n2 − 2n3)
(2n+ 1)!
x2n+1. (2.22)
Denote s(n) = 22n+1 − 2 − n − 3n2 − 2n3. It is easy to see that s(0) = s(1) = s(2) = 0,
s(3) = 42 and s(n) > 0 when n ≥ 3. Then when x > 0, we have K ′1(x) > 0 and so
K1(x) > K1(0) = 0. And also K
′′(x) > 0 when x > 0, which leads to the result that K(x)
is convex when x > 0. By symmetry, K(x) is concave when x < 0.
Result 2.3. The function
L(x) =
1− e−x
x
(2.23)
is positive, strictly decreasing and convex on (−∞,∞).
Proof of Result 2.3: It is easy to see that L(x) is positive and its derivative is
L′(x) = −e
x − x− 1
x2ex
< 0
with L′(0) = −1/2.
And we have L′′(x) = 2
x3ex
(ex − 1− x− 1
2
x2), with L′′(0) = 1/3. When x > 0, L′′(x) > 0
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is given by Taylor expansion. When x < 0, we can see ex − 1 − x − 1
2
x2 < 0 by taking
derivative twice, and thus L′′(x) > 0.
Result 2.4. For k < 1,
l(x) :=
h(kx)
h(x)
(2.24)
is decreasing in x ∈ (−∞,∞), where h is defined in (2.5).
Proof of Result 2.4: The derivative of l(x) is
d
dx
l(x) =
1
xh(x)3h(kx)
[
xk
h′(kx)
h(kx)
− xh
′(x)
h(x)
]
. (2.25)
When x > 0, xk < x, from Result 2.1, we know that every term on the right hand side
of (2.25) is positive. So the function l(x) is increasing on [0,∞).
When x < 0, xk > x, from Result 2.1 , the last term in (2.25) is negative and also 1
x
is
negative. So the function l(x) is increasing on (−∞, 0], too.
Result 2.5. The function
a(x) :=
h(x)
x2
(2.26)
is increasing and strictly convex in x ∈ (−∞,∞), where h is defined in (2.5).
Proof of Result 2.5: Let us prove the convexity first. By computation, we can get the
second derivative
d2
dx2
h(x)
x2
=
x2h′′ − 4xh′ + 6h
x4
.
Let f1(x) = x
2h′′ − 4xh′ + 6h. Then f1(0) = 0 and ddxf1(x) = x2h′′ − 2xh′′ + 2h′. Let
f2(x) = x
2h′′− 2xh′′ +2h′. Then f2(0) = 0 and ddxf2(x) = x2h′′ = x2ex > 0 for any x. So we
get f2(x) > 0, f1(x) > 0, which lead to
d2
dx2
h(x)
x2
> 0. Thus, h(x)
x2
is strictly convex.
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Moreover, it is easy to compute that
lim
x→−∞
d
dx
h(x)
x2
= 0.
Since the graph is strictly convex, the function h(x)
x2
must be increasing in x ∈ (−∞,∞).
Proof of Theorem 2.1:
1) For any fixed λ > 0, to show that there exists a C to satisfy the equality J(Tλ,C) = LB,
we first notice that the delay J(Tλ,C) in (2.9) is a continuous function of C ∈ (0, 1].
At C = 1, we have Tλ,1 = Sλ, which is a CUSUM G-stopping time in S, and so J(Tλ,1) =
J(Sλ) ≥ LB.
As C → 0+, from eν − ν − 1 = λ2γ
2C
, we have
lim
C→0+
ν
lnC−1
= 1. (2.27)
When λ < 2mi, we have θi > 0 for i = 1, 2, and then
lim
C→0+
Cg (θiν) = lim
C→0+
Cθiν = lim
C→0+
θiC lnC
−1 = 0. (2.28)
When λ > 2mi, we have −1 < θi < 0 for i = 1, 2, and then
lim
C→0+
Cg (θiν) = lim
C→0+
Ce−θiν = lim
C→0+
C1+θi = 0. (2.29)
When λ = 2mi, we have g (θiν) /θ
2
i = ν
2/2, and then
lim
C→0+
C
θ2i λ
2
g (θiν) = 0. (2.30)
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Thus from (2.27), (2.28), (2.29) and (2.30), we get J(Tλ,0+) = 0.
Since J(Tλ,1) ≥ LB and J(Tλ,0+) = 0, by continuity of the delay function J(Tλ,C) in
(2.9), there exists a value of Cλ ∈ (0, 1] such that J(Tλ,Cλ) = LB, for any λ > 0.
2) For uniqueness of Cλ, we take the derivative of the delay J(Tλ,C) with respect to C in
(2.9).
From (2.16), for i = 1, 2, we can get
d
dC
Ji(Tλ,C) =
2ν2
λ2
L(θiν) (K(−θiν)−K(ν)) . (2.31)
where K(x) is defined in (2.20) and L(x) is defined in (2.23). Since θi > −1, we have
−θiν < ν. Thus by Result 2.2 and Result 2.3, we have ddCJi(Tλ) > 0, for i = 1, 2. Then from
(2.3), J(Tλ,C) is increasing in C.
From existence and uniqueness, there exists a unique Cλ ∈ (0, 1] to satisfy J(Tλ,Cλ) = LB,
for any λ > 0. Thus Tλ,Cλ ∈ R and it solves the problem (2.P).
Proof of Theorem 2.2:
1) From Theorem 2.1, Cλ is a function of λ. By equations (2.9) and (2.10), the delay
J(Tλ) with parameters (λ, Cλ) is also a function of λ. Thus we can compute the derivatives
of Cλ and J(Tλ) with respect to λ.
By computation and equation (2.16), for i = 1, 2, we have
d
dλ
Ji(Tλ) =
2ν2
λ2
L(θiν)
(
A(ν, θi)
dCλ
dλ
−B(ν, θi)2Cλ
λ
)
, (2.32)
where A(ν, x) := K(−xν) −K(ν), (2.33)
and B(ν, x) :=
1
x
(
K(xν)− 1
2
− x
(
K(ν)− 1
2
))
. (2.34)
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From the constraint J(Tλ) = LB in Theorem 2.1, we have
d
dλ
J(Tλ) = 0. Combining with
equations (2.3) and (2.32), we can get the derivative of Cλ with respect to λ as
dCλ
dλ
=
2Cλ
λ
pL(θ1ν)B(ν, θ1) + (1− p)L(θ2ν)B(ν, θ2)
pL(θ1ν)A(ν, θ1) + (1− p)L(θ2ν)A(ν, θ2) . (2.35)
To check the sign of dCλ/dλ, we need to figure out the behavior of A(ν, x) and B(ν, x).
2) It is easy to check the behavior of the denominator in (2.35). Since θi > −1, we have
−θiν < ν. By Result 2.2, K(x) is decreasing on (−∞,∞), thus we have A(ν, θi) > 0 for
i = 1, 2 and λ > 0. From Result 2.3, L(θiν) > 0 for i = 1, 2 and thus the denominator in
(2.35) is positive for λ > 0.
The behavior of B(ν, x) is related to the convexity of K(x). By Result 2.2, K(x) − 1/2
is convex on x > 0 and concave on x < 0, and K(x)− 1/2 is symmetric with respect to the
point (0, K(0)− 1/2) = (0, 0).
When x > 1, we have xν > ν > 0, and by convexity, |K(xν) − 1/2|/|K(ν)− 1/2| < x.
Since K(xν) − 1/2 < K(ν) − 1/2 < 0, we get K(xν) − 1/2 > x(K(ν) − 1/2), which means
B(ν, x) > 0.
When x = 1, it is easy to see that B(ν, 1) = 0.
When 0 < x < 1, we have ν > xν > 0, and by convexity, |K(xν)−1/2|/|K(ν)−1/2| > x
and K(ν)− 1/2 < K(xν) − 1/2 < 0. So we can get B(ν, x) < 0.
When x = 0, we have B(ν, 0) = −ν/12− (K(ν)− 1/2). We just need to take derivative
with respect to ν to check B(ν, 0) is decreasing in ν, and so B(ν, 0) < 0.
When −1 < x < 0, we have K(xν)− 1/2 > 0 > K(ν)− 1/2. This gives B(ν, x) < 0.
So we have
B(ν, x)

> 0, when x > 1
= 0, when x = 1
< 0, when − 1 < x < 1.
(2.36)
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3) Now we can see the existence of the local maximum of Cλ as λ ∈ (m1, m2).
When 0 < λ < m1, we have θ1 > 1 and θ2 > 1. Then from (2.36), we know B(ν, θ1) > 0
and B(ν, θ2) > 0. Thus in (2.35), we can see that
dCλ
dλ
> 0 for 0 < λ < m1.
When λ = m1, we have θ1 = 1 and θ2 > 1. Then from (2.36), we know B(ν, θ1) = 0 and
B(ν, θ2) > 0. Thus in (2.35), we can see that
dCλ
dλ
∣∣
λ=m1
> 0.
When λ = m2, we have −1 < θ1 < 1 and θ2 = 1. Then from (2.36), we know B(ν, θ1) < 0
and B(ν, θ2) = 0. Thus in (2.35), we can see that
dCλ
dλ
∣∣
λ=m2
< 0.
When λ > m2, we have −1 < θ1 < 1 and −1 < θ2 < 1. Then from (2.36), we know
B(ν, θ1) < 0 and B(ν, θ2) < 0. Thus in (2.35), we can see that
dCλ
dλ
< 0 for λ > m2.
Since Cλ is increasing at λ ≤ m1 and is decreasing at λ ≥ m2, there exists a maximum
on (m1, m2).
2.5 Conclusion
In this chapter, we consider the problem of detection when the change time is an unknown
constant. Our continuous sequential observations change from the standard Wiener process
to Wiener process of drift m1 with probability p, or to Wiener process of drift m2 with
probability 1 − p, where m1 and m2 are known constants which are both positive. We
demonstrate that it is possible to construct an easy to implement family of decision rules
that achieve the lower bound of detection delay and also a larger mean time to the first
false alarm than their stopping time counterparts. Notice that these decision rules may not
be stopping times, and in fact these decision rules are delayed version of stopping times.
Although, according to these decision rules, the change point is not declared to be the time
at which the alarm is drawn, the solution is still implementable online in that once the alarm
is drawn an estimate of the change point is readily available.
Chapter 3
An Optimal Stopping Time In
Detection With Post-Change
Uncertainty
Although the result in chapter 2 provides efficient decision rules in the detection problem
with post-change drift uncertainty, it is still important to build stopping rules to solve the
quickest detection problem, which gives the motivation of the work in this chapter. To make
a difference, the rules proposed in the previous chapter are called decision rules since they
may not be stopping times, while the rules in this chapter are mentioned as stopping rules
since they are stopping times.
In this chapter, we contribute to the quickest detection problem with post-change un-
certainty by designing a novel family of third order asymptotically optimal stopping times.
In the same situation as the previous chapter, we work with Wiener observations, modeling
the post change drift m via a given Bernoulli distribution that is independent of pre-change
observations. Because of post-change uncertainty, the information of the most possible value
of the post-change drift is also interesting and discussed in this work. To make the results in
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this chapter independent from the previous chapter and can be read alone, we introduce all
the notations in the first subsection, although some notations are very similar to the ones in
the previous chapter.
Our main results are threefold. First, we develop a novel family of composite stop-
ping times that combines multiple CUSUM policies along with the CUSUM reaction period
(CRP). This family has several desirable behaviors and offers a flexible extension of the
classical CUSUM framework. Second, we design and rigorously establish third-order opti-
mality for the problem of detecting a Wiener disorder with uncertain post-change drift. This
is the strongest result to date in any model with post-change uncertainty. Third, we also
analyze the question of distinguishing the different values of post-change drift and prove
an asymptotic identification result for our composite stopping times. In fact, through the
construction of these composite stopping times, the remarkable finding is that the CUSUM
reaction period extends the role of CUSUM algorithm from a stopping strategy to an an-
alytic procedure which can produce other finer strategies. In combination, these findings
constitute a first step towards rigorous treatment of models with random post-change drifts,
thereby extending the range of feasible applications of sequential detection.
In section 3.1, we set up the sequential detection problem mathematically and provide
a criterion to measure detection delay in our setting. We also consider the family of all
stopping times that satisfy the false alarm constraint and derive a lower bound for the
detection delay criterion, which is a simple extension of the similar result of the previous
chapter from a two-valued case to a finite discrete range case. In section 3.2, we construct
the composite stopping time Tcom. The main results are in section 3.3, where we show that
the composite Tcom is asymptotically optimal of third order as the mean time to the first false
alarm increases without bound. We also discuss the identification function associated with
Tcom. In section 3.4, we use examples to discuss the performance of the composite stopping
time. In section 3.5, we generalize to the case of three or more values for the post-change
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drift. Section 3.6 contains the proofs of properties and facts related to the CUSUM reaction
period. All the other proofs are given in section 3.7. Section 3.8 provides the comparison of
Tcom with other common used stopping times.
3.1 Mathematical Setup
3.1.1 The Detection Problem
We observe the process {Zt}t≥0 on a sample space (Ω,F) with the initial value Z0 = 0. The
distribution of the observations may undergo a disorder at the fixed but unknown change
time τ .
Without any change point, which formally corresponds to τ = +∞, the observation
process is a standard Brownian motion and its law is given by the Wiener measure P∞.
For any finite τ , we assume that the observation process changes from a standard Brownian
motion to a Brownian motion with drift m; that is
dZt :=

dWt t < τ
mdt+ dWt t ≥ τ.
(3.1)
The post-change drift m may take values in the finite collection {m1, . . . , mN} for some
known constants 0 < m1 < m2 < . . . < mN . The case of negative drifts can be addressed by
similar arguments.
We assume that the probability space supports a uniform random variable U that is
independent of {Zt}∞t=0 and define the filtration Gt = σ(U)∨σ({Zs}s≤t). Note that G0 = σ(U).
This extra enlargement of the natural filtration of Z is to enable randomization.
For each i = 1, . . . , N , we introduce the family of measures Pmiτ , τ ∈ [0,∞), i = 1, . . . , N ,
defined on this filtration, such that under Pmiτ the drift of Z is zero until τ and mi for t ≥ τ .
CHAPTER 3. A COMPOSITE STOPPING TIME 33
The uncertainty regarding m is modeled by a probability measure
Pmτ =
∑
i
piP
mi
τ ,
where the weights pi can be interpreted as the likelihood or relative importance of the case
m = mi with
∑
pi = 1. In the special case N = 2, m can be viewed as coming from a
Bernoulli distribution, taking the value m1 with probability p = p1 and the value m2 > m1
with probability 1− p = p2.
Our basic goal is to detect the change point τ by finding a G-stopping time T that
balances the trade off between a small detection delay and the constraint on the frequency
of false alarm. To this end, we need a measure of detection delay that takes into account
the observation path {Zt} and the different values of the post-change drift.
For any G-stopping stopping time T , we define the worst detection delay between the
change time τ and its estimator T given the post-change drift m = mi for i = 1, . . . , N in
the paradigm of Lorden [38]
Ji(T ) := sup
τ≥0
esssupEmiτ [(T − τ)+|Gτ ]. (3.2)
Since m is unknown, we take the average over Ji’s according to the weights pi,
J(T ) :=
N∑
i=1
piJi(T ). (3.3)
The choice pi = 1 reduces to the post-change drift being a known constant mi.
At the same time, when there is no change, E∞[T ] gives the mean time to the first false
alarm of the G-stopping time T . To control false alarms, we require E∞[T ] ≥ γ for some
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(large) constant γ > 0. The quickest detection problem can now be represented via
inf
T∈T1
J(T ) (3.P)
with T1 := {G − stopping time T: E∞[T ] ≥ γ}.
As usual [45], the latter inequality constraint can be reduced to equality E∞[T ] = γ since for
any T with E∞[T ] > γ one may define a randomized stopping time Tˆ such that E∞[Tˆ ] = γ
and Tˆ ≤ T whereby Ji(Tˆ ) ≤ Ji(T ) (namely take Tˆ = T1{U<γ/E∞[T ]} where U ∼ U(0, 1) is
independent).
3.1.2 Lower Bound of Detection Delay
In Chapter 2, we have given a lower bound of detection delay in Lemma 2.1. To make the
notations in this chapter independent of other chapters, we rewrite the statement here for
N dimensions.
Lemma 3.1. For any G-stopping time T ∈ T1(γ), we have a lower bound of detection delay
J(T ) ≥ LB(γ) :=
N∑
i=1
2pi
m2i
g
(
f−1(
m2i γ
2
)
)
, (3.4)
where g(x) = e−x + x− 1 and f(x) = ex − x− 1, x > 0. (3.5)
Moreover, as γ →∞, we have
LB(γ) =
N∑
i=1
2pi
m2i
(
ln γ + ln
m2i
2
− 1
)
+ oγ(1) (3.6)
and thus,
lim
γ→∞
LB(γ)
ln γ
=
N∑
i=1
2pi
m2i
. (3.7)
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3.2 Construction Of Tcom
In this section we introduce a class of composite stopping times to solve the problem (3.P).
For notational clarity we first present the case of N = 2.
3.2.1 CUSUM Reaction Period (CRP)
We begin by recalling the definition of a CUSUM stopping time with tuning parameter λ
as it appears in Hadjiliaids [28] and Hadjiliadis and Moustakides [29]. Consider a process ξ
which is Brownian motion with drift M on a probability space (Ω,F , Q). For any constants
Λ and K > 0, a CUSUM stopping time with tuning parameter Λ is defined as
T (ξ,Λ, K) := inf {t ≥ 0 : yt ≥ K} (3.8)
where the related CUSUM statistic process with tuning parameter Λ is
yt := Vt − inf
s≤t
Vs and Vt := Λξt − 1
2
Λ2t. (3.9)
Thus, T (ξ,Λ, K) is announced as soon as the non-negative CUSUM statistic process yt hits
the threshold K. Corresponding to any G-stopping time TΛK := T (ξ,Λ, K) of the CUSUM
form, there is the last reset time ρ:
ρ(ξ,Λ, K) := sup
{
t ∈ [0, TΛK) : Vt = inf
s≤t
Vs
}
. (3.10)
The CUSUM reaction period (CRP) of T (ξ,Λ, K) is then defined as
S(ξ,Λ, K) := T (ξ,Λ, K)− ρ(ξ,Λ, K). (3.11)
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Figure 3.1: Distribution of the CRP S(ξ,Λ, K). The solid curve gives the density function
fS(·) with respect to the process dξ1 = 5dt+ dWt; the dashed curve gives the density with
respect to the process dξ2 = 2dt+ dWt where Λ = 1 and K = 4.83.
Introduced by Hadjiliadis and Zhang [87], the CRP measures the elapsed time between the
last reset when the CUSUM process yt was zero and the hitting time by yt of K. Lemma
3.8 gives the explicit density of S(ξ,Λ, K) for the above case of ξ being a Brownian motion
with drift.
One property of CRP is shown in Figure 3.1 which illustrates the difference between the
distributions of S(ξ,Λ, K) for two processes dξ1 = 5dt + dWt and dξ2 = 2dt + dWt with
parameters Λ = 1 and K = 4.83. The graph shows that the CRP distribution is highly
sensitive to the drift of ξ. In the case of ξ1, the CRP is likely to be small, and in the case of
ξ2 it is likely to be large. The threshold b = 1.44 determines the regions where the respective
distribution densities cross-over. Thus, CRP may be used to distinguish different drifts of
the observation process.
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3.2.2 A Composite Stopping Time Tcom
We now design a composite CUSUM-based G-stopping stopping time that involves the
CUSUM reaction period.
The composite stopping time Tcom is constructed in two stages. In the first stage, we
apply the CUSUM stopping time defined in (3.8) denoted by
T λν := T (Z, λ, ν)
with the parameters λ ∈ (0, 2m1) and ν > 0, where Z := {Zt}t≥0 is the observation path.
The CUSUM reaction period of the first stage defined in (3.11) and the last reset time defined
in (3.10) are denoted by
Sν := S(Z, λ, ν) and ρ
λ
ν := ρ(Z, λ, ν). (3.12)
Define the reset time shift function θs of the process of the observations for a time s ≥ 0,
θs(Z)(t) := Zt+s − Zs and θs(Z) := {Zt+s − Zs}t≥0.
Note that θs makes the path re-start from zero at time s. We use θ to define the second-stage
G-stopping times T µ1h1 and T µ2h2 as follows:
T µ1h1 := T (θTλν (Z), µ1, h1) and T
µ2
h2
:= T (θTλν (Z), µ2, h2), (3.13)
where µi’s are constants satisfying 0 < µi < 2m1 and hi > 0 are the second-stage thresholds
for i = 1, 2. In the second stage, we apply one of the two stopping times T µ1h1 or T
µ2
h2
,
depending on the value of Sν from the first stage. In particular, if Sν ≥ bν for a parameter
bν > 0, we run the second stage T
µ1
h1
. On the other hand, if Sν < bν , we run the second stage
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T µ2h2 . So the composite stopping time Tcom is defined as
Tcom := T
λ
ν +
(
1{Sν≥bν}T
µ1
h1
+ 1{Sν<bν}T
µ2
h2
)
=

T λν + T
µ1
h1
if {Sν ≥ bν}
T λν + T
µ2
h2
if {Sν < bν}.
(3.14)
The diagram below illustrates the construction of Tcom.
T λν
T µ2h2
Sν < bν
T µ1h1Sν ≥ bν
3.2.3 Detection Delay Of Tcom
The next lemma provides the expressions for expected value of Tcom under the measures P∞
and Pmi0 .
Lemma 3.2. For the composite G-stopping time Tcom defined in (3.14), we have
E∞ [Tcom] = F (λ, ν) + P∞(Sν ≥ bν)F (µ1, h1) + P∞(Sν < bν)F (µ2, h2) (3.15)
Emi0 [Tcom] = Gi(λ, ν) + P
mi
0 (Sν ≥ bν)Gi(µ1, h1) + Pmi0 (Sν < bν)Gi(µ2, h2),
where
F (x, y) =
2
x2
f(y) and Gi(x, y) =
2
(2mi − x)2 g
(
2mi − x
x
y
)
(3.16)
for y > 0 and f, g are in (3.5).
See Appendix A for the proof of Lemma 3.2.
From the results in Hadjiliadis and Moustakides [29] and Moustakides [45], it can be seen
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that the detection delay of Tcom given m = mi satisfies
Ji(Tcom) = E
mi
0 [Tcom] . (3.17)
Moreover, it is easy to see that f(x) = ex + Ox(x) on (−∞,∞), g(x) = x − 1 + ox(1) on
(0,∞) and g(x) = e−x +Ox(x) on (−∞, 0) as x→∞. It follows that:
lim
y→∞
F (x, y)e−y =
2
x2
;
lim
y→∞
Gi(x, y)y
−1 =
2
(2mi − x)x, when
2mi − x
x
> 0; (3.18)
lim
y→∞
Gi(x, y)e
2mi−x
x
y =
2
(2mi − x)2 , when
2mi − x
x
< 0.
And from (3.15), it is easy to see that
E∞ [Tcom] =
2
λ2
eν +
2P∞(Sν ≥ bν)
µ21
eh1 +
2P∞(Sν < bν)
µ22
eh2 + C(ν, h1, h2), (3.19)
where C(ν, h1, h2) is a linear function of ν, h1, h2. By choosing 0 < λ, µi < 2m1 for i = 1, 2,
we also obtain
Emi0 [Tcom] =
2
λ(2mi − λ)ν −
2
(2mi − λ)2 (3.20)
+Pmi0 (Sν ≥ bν)
(
2
µ1(2mi − µ1)h1 −
2
(2mi − µ1)2
)
+Pmi0 (Sν < bν)
(
2
µ2(2mi − µ2)h2 −
2
(2mi − µ2)2
)
+ c(ν, h1, h2).
where c(ν, h1, h2) goes to zero as all three variables ν, h1 and h2 go to infinity.
In the sequel we set
E∞[Tcom] = γ, (3.21)
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and then proceed to discuss the asymptotic behavior of the detection delay of Tcom as γ goes
to infinity.
From lemma 3.2 and the results (3.19) and (3.20), we get the requirement on the tuning
parameters, that is 0 < µi < 2m1. To see this, suppose max(ν, h1, h2) = h1 and P∞(Sν ≥
bν) 6= 0. From (3.19), we can see that the leading term is of order eh1 and so E∞[Tcom] = γ
translates into h1 = O(ln γ) by properly choosing the parameters. If we choose µ2 > 2m1,
then from (3.18), G1(µ2, h2) = O(e
h2(µ2−2m1)/µ2), which may lead to J(Tcom) = O(γ) and
make the delay far away from the lower bound as γ increases. For this reason, we must
choose 0 < µi < 2m1. For simplicity, we can choose µ1 = µ2 = m1.
3.3 Asymptotic Optimality Of Tcom
Our objective is to find an asympotically optimal stopping time for the detection problem
(3.P). We will establish asymptotic optimality of third order (see Fellouris and Moustakides
[21]) for Tcom constructed above. In this section, we continue to consider the Bernoulli case
N = 2. Recall that first order optimality means that the ratio between the detection delay
J(T ) and the lower bound LB(γ) goes to 1 as γ →∞, while under second order optimality
the difference between J(T ) and LB(γ) remains bounded in the same limit. Finally, the
strongest third order asymptotic optimality means that the difference between J(T ) and
LB(γ) goes to zero as γ →∞.
3.3.1 Third Order Asymptotic Optimality Of Tcom
We begin by describing the conditions on the parameters in the composite stopping time
Tcom that are required to achieve asymptotic optimality. The motivation is that we use CRP
Sν in the first stage as an indicator to whether there is a change or not. When Sν is small, it
is more likely that there is a change and so we would like the first stage to play an important
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role and do not need a long second stage; when Sν is large, it is more likely that there is no
change and so we need a long second stage to detect the change.
To realize this intuition, we need the following results under the no-change measure P∞
and the measure Pmi0 .
Lemma 3.3. For parameters λ, bν , ν > 0 such that bν/ν is a positive constant, we have
lim
ν→∞
P∞(Sν < bν) = 0. (3.22)
Lemma 3.4. For any parameter λ ∈ (0, 2m1) and bν , ν > 0 such that bν/ν = l is a positive
constant that satisfies
l >
2
λ(2m1 − λ) , (3.23)
there exists a positive constant L = L(m1, λ, l) such that
lim
ν→∞
Pm1τ
(
Sν ≥ bν
∣∣ τ < ρλν) e−Lν = 0. (3.24)
In particular, we have
lim
ν→∞
Pm10 (Sν ≥ bν)e−Lν = 0. (3.25)
See Section 3.6 for the proofs of Lemma 3.3 and Lemma 3.4.
As a remark, the conditional event {τ < ρλν} is used to guarantee that the change has
happened when the CRP begins, so that the whole time interval on which the CRP is recorded
corresponds to the path with drift m1 or m2. This condition disappears asymptotically since
as ν → ∞ we have ρλν → ∞, while by assumption τ is a fixed constant. Consequently, in
the asymptotic regime the condition {τ < ρλν} simply means that there exists a change in
the lifetime of the observation process.
We notice that Lemma 3.4 also gives the behavior of Pm2τ (Sν ≥ bν
∣∣ τ < ρλν) if we
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substitute m1 with m2. Thus, Lemma 3.3 and Lemma 3.4 tell us that the value of Sν can
distinguish the two cases under no drift measure P∞ and under the drift measure P
m1
0 or
Pm20 .
In order to ensure the third order asymptotic optimality of Tcom, we will need to make
appropriate choices of its parameters. From (3.19) and (3.21) , it can be seen that at least
one of the thresholds ν, h1, h2 will go to infinity as γ goes to infinity. However, to achieve our
purpose, we make the parameters ν, h1, h2 all go to infinity in the discussion that follows.
We also choose bν to be linear in ν, which is based on the fact that E
mi
0 [Sν ] = O(ν) and
E∞[Sν ] = O(ν) as ν →∞ (see Corollary 3.1 ). Moreover, we choose λ to satisfy
0 < λ < 2m1. (3.26)
And for simplicity, we choose µ1 = µ2 = m1.
We now proceed to define ν, h2 in terms of h1. In particular, let ν = ν(h1) be a linear
function of h1 such that
ν =
p1(m2 −m1)2
m21m
2
2
1
p1
λ(2m1−λ) +
p2
λ(2m2−λ)
h1 + c (3.27)
where
c =
∑
i
pi
(2mi−λ)2 +
p2
m22
ln
m22
m21
+ p2
(2m2−m1)2 −
p2
m22∑
i
pi
λ(2mi−λ)
.
It is easy to see that the coefficient of h1 in (3.27) is less than 1. This is because (m2 −
m1)/m2 < 1 and λ(2m1 − λ) ≤ m21.
Then by using λ and ν, we choose bν as a function of h1 such that
l >
2
λ(2m1 − λ) and let bν = lν. (3.28)
CHAPTER 3. A COMPOSITE STOPPING TIME 43
We also choose the thresholds h1, h2 to satisfy the linear condition
h2 =
(2m2 −m1)m1
m22
h1. (3.29)
It is easy to see that (2m2 −m1)m1/m22 ≤ 1 and so h2 ≤ h1. The value of h1 is computed
from the equation of the false alarm constraint
F (λ, ν) + (1− P∞(Sν < bν))F (µ1, h1) + P∞(Sν < bν)F (µ2, h2) = γ, (3.30)
where the left hand side represents the average false alarm in (3.15), and the expression for
P∞(Sν < bν) is given in Lemma 3.8. Note that the left hand side of (3.30) is a function of
h1 since we specified all of ν, bν , h2 in terms of h1.
From conditions (3.27) and (3.29), as γ →∞, equation (3.30) tells us that all ν, h1 and
h2 go to infinity.
Condition (3.27) means that the first stage will have a positive contribution to the de-
tection delay. Condition (3.29) means that when Sν is large, we run a second stage with a
large threshold and so we need to wait more time to announce the change; when Sν is small,
we run the second stage with a small threshold and so Tcom stops soon. The requirement
in (3.28) comes from lemma 3.4 and lemma 3.3. We can easily see that Pm10 (Sν ≥ bν) and
Pm20 (Sν ≥ bν) both go to zero exponentially, while P∞(Sν < bν) goes to zero as γ → ∞.
Thus, condition (3.28) enables us to tell whether there is a change or not.
By the previous choices of parameters, we have the following results.
Lemma 3.5. For any composite G-stopping time Tcom satisfying (3.21), with λ, µi ∈ (0, 2m1),
where the parameters ν, bν, h1 and h2 all go to infinity as γ →∞, and where bν/ν and h2/h1
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are constants while ν/h1 < 1, h2/h1 < 1, we have
h1 = ln γ − ln 2
µ21
+ C(γ). (3.31)
Here, C(γ) is a function that C(γ)→ 0 as γ →∞.
Theorem 3.1. Let R1(γ) be the family of composite G-stopping times of the form Tcom
defined in (3.14), such that µ1 = µ2 = m1 and the parameters λ, ν, bν , hi satisfy (3.26),
(3.27), (3.28), (3.29) and (3.30), when the mean time to the first false alarm satisfies (3.21).
Then, as γ → ∞, any stopping time in R1(γ) is asymptotically optimal of third order to
detect the change-point in problem (3.P) in the sense that
lim
γ→∞
[J(Tcom)− LB(γ)] = 0, (3.32)
where J(Tcom) is the detection delay defined in (3.3); LB(γ) is the lower bound of the detec-
tion delay given in lemma 3.1.
Theorem 3.1 gives an asymptotically optimal stopping time of third order in the detection
problem (3.P). We provide a powerful stopping time in the detection problem, such that the
difference between the resulting detection delay and the lower bound of the detection delay
is close to zero once the average false alarm is large enough. However, the theorem does not
provide the non-asymptotic guarantees.
3.3.2 An Identification Function
In the previous subsection, we choose the parameters in the composite stopping time to make
Tcom be asymptotically optimal of third order in the problem (3.P). If we additionally want
to identify the post-change distribution, it is possible to construct an identification function
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δTcom ∈ GTcom taking values in {m1, m2} to serve the purpose of post-change identification of
the drift.
To this end, we employ the CRP of the second stage T µ2h2
Sh2 := S(Z, µ2, h2)
and recall Sν as the CRP of the first stage. The identification function δTcom is defined as
follows
δTcom :=

m1 if {Sν ≥ bν} ∪ {Sh2 ≥ bh2, Sν < bν};
m2 if {Sh2 < bh2 , Sν < bν}
(3.33)
for positive constants bν and bh2 .
The idea of the identification function is that we use the values of the CRPs of both stages
together as an indicator to whether the post-change drift is large or small. If we do not have
a strong reason to claim that the post-change drift is m2, then we say that the post-change
drift is m1. More specifically, we consider the cases under the measures P
mi
τ (· | τ < ρλν).
In such cases, both Sh2 and Sν are related to the observation path with a constant drift
mi. When Sν is large, we say there is no change based on Lemma 3.3. Otherwise, when
Sh2 is large, which corresponds to a slow CUSUM reaction in the second stage, we have an
indication of a small post-change drift. Conversely, when Sh2 is small, we have an indication
of a large post-change drift.
We notice that the measure Pmi0 is a special case in which the change occurs before the
last reset of the first stage CUSUM statistic process. It is easy to see that under both Pmi0
and Pmiτ (· | τ < ρλν), the observation path has exactly the same drift at the time that the
CRP Sν starts being recorded. This is also true for Sh2.
We use ρµ2h2 to represent the last reset of the second stage CUSUM statistic process.
Then we have the following results concerning the exponential decay of the conditional
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identification errors.
Lemma 3.6. For any parameter µ2 ∈ (0, 2m1), when we choose bh2/h2 = l to be a positive
constant that satisfies
l <
2
µ2(2m1 − µ2) , (3.34)
there exists a positive constant L1 = L1(m1, µ2, l) such that
lim
h2→∞
Pm1τ
(
Sh2 < bh2
∣∣ τ < ρµ2h2) e−L1h2 = 0. (3.35)
Lemma 3.7. For any parameter µ2 ∈ (0, 2m2), when we choose bh2/h2 = l to be a positive
constant that satisfies
l >
2
µ2(2m2 − µ2) , (3.36)
there exists a positive constant L2 = L2(m2, µ2, l) such that
lim
h2→∞
Pm2τ
(
Sh2 ≥ bh2
∣∣ τ < ρµ2h2) e−L2h2 = 0. (3.37)
See Section 3.6 for the proofs of lemma 3.6 and 3.7.
As a remark, the purpose of the condition {τ < ρµ2h2} is to guarantee that the second-stage
CRP is recorded on the path that has a drift mi. In other words, we consider the case that
the change happens before the last reset of the second-stage CUSUM statistic process. Thus,
lemma 3.6 and 3.7 still hold if the condition {τ < ρµ2h2} is substituted with {τ < ρλν} since
ρλν < ρ
µ2
h2
.
Based on lemma 3.6 and lemma 3.7, for simplicity, we choose µ2 = m1 to guarantee the
existence of the solution of the inequalities (3.34) and (3.36).
In Theorem 3.1, we already have the conditions on the parameters λ, ν, bν , h1, h2. We still
need to choose parameter bh2 in the identification function δTcom . To satisfy the conditions
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in lemma 3.6 and lemma 3.7, we choose a constant l such that
2
m1(2m2 −m1) < l <
2
m21
and let bh2 = l · h2. (3.38)
Proposition 3.1. Let Tcom ∈ R1(γ) be a composite G-stopping time in Theorem 3.1, and
δTcom be the associated identification function defined in (3.33), such that µ1 = µ2 = m1 and
the parameters λ, ν, bν , bh2, hi satisfy (3.26), (3.27), (3.28), (3.29), (3.30) and (3.38). Then,
we obtain
lim
γ→∞
Pmiτ
(
δTcom 6= mi
∣∣ τ < ρλν) = 0 for i = 1, 2, (3.39)
where ρλν is the last reset of the first-stage CUSUM statistic process in (3.12).
As a remark, when τ is a finite constant, the probability of conditional event in (3.39)
goes to 1 as γ increases, i.e. Pmiτ (τ < ρ
λ
ν) → 1 as γ → ∞, since the last reset time ρλν also
goes to infinity. Thus, (3.39) is equivalent to
lim
γ→∞
Pmiτ
(
δTcom 6= mi
∣∣ τ <∞) = 0 for i = 1, 2. (3.40)
Proposition 3.1 gives the performance of the identification function δTcom under the case
that the change happens before the last reset of the first-stage CUSUM statistic process. It
provides a way to make an estimate of the post-change drift, with arbitrarily small conditional
identification errors as γ grows in the case that the change point has happened before the
last reset of the first-stage CUSUM statistic process.
This identification function in fact comes from the construction of the stopping time.
But δTcom may not be the best statistical estimator of the post-change drift alone. Our
primary purpose here is to minimize the detection delay of the change point and Proposition
3.1 shows that our composite stopping time can provide additional information about post-
change identification with arbitrarily small conditional errors in special cases.
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3.3.3 A Randomized Composite Stopping Time
In the definition of the composite stopping time Tcom in (3.14), instead of using the CRP, we
may consider any event A, such that A is known before the second stage. The complement
set of A is denoted by Ac. By the strong Markov property of Z, the stopping times T µ1h1 and
T µ2h2 are independent of A.
For example, we may take A = {U ≤ q}, where U is an independent uniform U(0, 1)
random variable and q is a constant. Thus, U is a randomization parameter (a “coin toss”)
which determines which of T µ1h1 and T
µ2
h2
we use in the second stage. In fact, in such an
example, T λν is not necessary.
Thus, we can define a randomized composite stopping time Tran as
Tran = 1AT
µ1
h1
+ 1AcT
µ2
h2
, (3.41)
where 1A and 1Ac are indicator functions.
To choose its parameters, set µ1 = m1. By giving a requirement on µ2 as
2m1m2
m1 +m2
< µ2 < 2m1 (3.42)
and the fact that m22/(2m2m1 −m21) ≥ 1, we can define a constant value q that is between
0 and 1:
q :=
1− (2m1−µ2)m22
(2m2−µ2)m21
m22
(2m2−m1)m1 −
(2m1−µ2)m22
(2m2−µ2)m21
. (3.43)
Now, we pick the event A to satisfy
P∞(A) = P
m1
0 (A) = P
m2
0 (A) = q. (3.44)
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Let h1, h2 go to infinity as γ →∞. We take h2 to be a linear function in h1 with a ratio
h2 =
(2m1 − µ2)µ2
m21
h1 + c (3.45)
where
c =
∑
i pi
(
2q
(2mi−m1)2 +
2(1−q)
(2mi−µ2)2
)
+
∑
i
2pi
m2i
(
ln
m2i
2
− 1
)
− ln m21
2q
∑
i
2pi
m2i∑
i
2pi(1−q)
(2mi−µ2)µ2
.
It is easy to check that the coefficient is less than 1. So for γ large enough, we have h2 < h1.
Proposition 3.2. Let R3(γ) be the family of randomized composite stopping times of the
form Tran defined in (3.41), such that µ1 = m1 and µ2, h1, h2, A satisfy (3.42), (3.43), (3.44),
(3.45) and E∞[Tran] = γ. Then, as γ → ∞, any stopping time in R3(γ) is asymptotically
optimal of third order in problem (3.P) in the sense that
lim
γ→∞
[J(Tran)− LB(γ)] = 0. (3.46)
Comparing to the result in Theorem 3.1, the randomized stopping time Tran can not pro-
vide the identification function of the post-change drift to satisfy the constraint. Moreover,
although the definition of Tran only involves a single CUSUM alarm, it is not necessary that
Tran has a smaller detection delay than Tcom when they share the same false alarm constraint.
In the construction of Tran we have two stopping times T
µ1
h1
and T µ2h2 . With the same false
alarm rate γ, the value of the threshold h1 in Tran is more likely to be larger than that in
Tcom (this still depends on the values of other parameters and constants), which may lead to
a longer time to detect the change.
Such a randomized stopping time Tran is different from Tcom. Because when A = {U ≤
q}, we have Pm10 (A) = Pm20 (A) = P∞(A). On the other hand, for the CRP S we have
Pm10 (S ≥ a) 6= Pm20 (S ≥ a) 6= P∞(S ≥ a), which provides a method to identify the value of
post-change drift.
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Figure 3.2: Performance of Tcom in the case m1 = 2, m2 = 5, p = 0.4. Left: the differ-
ence J(Tcom) − LB(γ); Right: the threshold h1. Both graphs are plotted against γ with a
logarithmic x-axis.
3.4 Numerical Illustration
We present an example to illustrate the idea of the composite stopping time Tcom and to see
its performance. Theorem 3.1 tells the asymptotic behavior of the stopping time as the time
to first false alarm increases without bound, assuming the conditions on the parameters such
as (3.26) and (3.28). Since these conditions only specify acceptable ranges, there remains
scope for further fine-tuning to optimize performance.
In Figure 3.2 and 3.3, we consider the case m1 = 2, m2 = 5 and p = 0.4, when changing
the value of γ. To evaluate the stopping time in Theorem 3.1, first we select the parameter
λ. To avoid the situation of stopping too fast, it is important to guarantee that ν is not too
small compared to λ. Thus, we prefer a small value of λ. In this example, we fix λ = m1/10.
Based on the conditions (3.27) and (3.29), the thresholds ν and h2 are linear functions of h1.
Next, we need to decide the CRP threshold bν to satisfy (3.28). In this example, we choose
bν = 4/(2m1λ− λ2)ν. Then, representing h2, ν, bν as functions of h1, we can solve equation
(3.30) to get the values of h1 given γ. For computational convenience, in this example, in fact
we choose h1 as simple integers and then γ is the value that satisfies (3.30). The parameter
bh2 is chosen by equalizing the probabilities P
m1
τ (Sh2 < bh2 |τ < ρλν) = Pm2τ (Sh2 > bh2 |τ < ρλν).
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∣∣ τ < ρλν)
Figure 3.3: Performance of δTcom in the case m1 = 2, m2 = 5, p = 0.4 under measure P
m1
τ .
This graph is plotted against γ with a logarithmic x-axis. The graph of performance of δTcom
under measure Pm2τ has a similar shape.
From Figure 3.2, Figure 3.3 and Table 3.1, we can see that the composite stopping
time Tcom in this example provides good behaviors in both detection and identification.
The difference between the detection delay of Tcom and the lower bound goes to zero, as γ
increases and the identification metrics also quickly shrink as γ increases.
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Figure 3.4: Detection delay in the case m1 = 2, m2 = 3 and γ = 10000 as a function of p.
Left panel: The solid curve gives the delay J(Tcom); the dashed curve shows the lower bound
LB(γ) which is linear in p. Right panel: the ratio J(Tcom)/LB(γ).
In Figure 3.4 and Table 3.2, we consider the case m1 = 2, m2 = 3 and a fixed γ = 10000.
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γ ν bν h1 J LB Diff Rat Err1 Err2
4× 10 0.34 1.77 6. 1.34 0.94 0.39 1.417 0.1868 0.1881
9.8× 102 0.47 2.45 9. 2.08 1.72 0.35 1.206 0.1043 0.1051
2.8× 104 0.6 3.13 12. 2.82 2.56 0.26 1.104 0.0602 0.0607
7.6× 105 0.72 3.81 15. 3.57 3.37 0.19 1.058 0.0356 0.0358
1.9× 107 0.85 4.5 18. 4.31 4.17 0.14 1.035 0.0214 0.0215
4.3× 108 0.98 5.18 21. 5.05 4.94 0.11 1.022 0.0130 0.0130
9.7× 109 1.11 5.86 24. 5.8 5.71 0.08 1.014 0.0079 0.0080
2.1× 1011 1.24 6.55 27. 6.54 6.48 0.06 1.010 0.0049 0.0049
4.5× 1012 1.37 7.23 30. 7.28 7.24 0.05 1.007 0.0030 0.0030
9.4× 1013 1.5 7.91 33. 8.03 7.99 0.04 1.005 0.0019 0.0019
1.9× 1015 1.63 8.59 36. 8.77 8.74 0.03 1.003 0.0012 0.0012
4.0× 1016 1.76 9.28 39. 9.51 9.49 0.02 1.002 0.0007 0.0007
8.2× 1017 1.89 9.96 42. 10.26 10.24 0.02 1.002 0.0005 0.0005
1.7× 1019 2.02 10.64 45. 11. 10.99 0.01 1.001 0.0003 0.0003
3.4× 1020 2.15 11.33 48. 11.74 11.74 0.01 1.001 0.0002 0.0002
Table 3.1: Example choices of parameters in the case m1 = 2, m2 = 5, p = 0.4. Here, we
have λ = 0.2, h2 = 0.64h1. J refers to detection delay J(Tcom); Diff refers to the difference
J(Tcom) − LB(γ); Rat refers to J(Tcom)/LB(γ); Err1 refers to Pm1τ
(
δTcom 6= m1
∣∣ τ < ρλν);
Err2 refers to Pm2τ
(
δTcom 6= m2
∣∣ τ < ρλν).
We investigate the detection behavior of the composite rule Tcom when the value of p is
changed in the interval (0, 1). We select the parameter λ = pm1 + (1 − p)m2 such that p
involves the choices of parameters. In this example, we choose bν to make E
m1
0 (Sν ≥ bν) =
Em20 (Sν ≤ bν). Based on the conditions (3.27) and (3.29), we can solve equation (3.30) to
get the values of h1 given γ, and then obtain h2, ν and bν .
In Figure 3.4 and Table 3.2, we can see that as p increases, the detection delay J(Tcom)
and the lower bound LB(γ) increase. This is because it takes more time to stop when the
post-change drift is more likely to be equal to the smaller drift m1. To compare the detection
delay J(Tcom) and and the lower bound LB(γ), it is more clear to see their ratio than to see
their difference since they both increases as p increases. When p goes to 0 or 1, the ratio
between J(Tcom) and LB(γ) becomes small. This is because in extreme cases p = 0 and
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p ν λ bν h1 h2 J LB Diff Ratio
0.01 1.439 2.99 0.063 10.321 9.174 2.482 2.182 0.3 1.138
0.1 1.843 2.9 0.107 10.321 9.174 2.759 2.388 0.371 1.155
0.2 2.067 2.8 0.143 10.321 9.174 3.035 2.617 0.418 1.16
0.3 2.175 2.7 0.169 10.321 9.174 3.296 2.847 0.449 1.158
0.4 2.225 2.6 0.191 10.321 9.174 3.546 3.076 0.47 1.153
0.5 2.242 2.5 0.21 10.321 9.174 3.791 3.305 0.486 1.147
0.6 2.241 2.4 0.226 10.321 9.174 4.037 3.535 0.502 1.142
0.7 2.227 2.3 0.244 10.321 9.174 4.278 3.764 0.514 1.137
0.8 2.206 2.2 0.262 10.321 9.174 4.52 3.993 0.527 1.132
0.9 2.179 2.1 0.28 10.321 9.174 4.763 4.223 0.541 1.128
0.99 2.15 2.01 0.299 10.321 9.174 4.981 4.429 0.552 1.125
Table 3.2: Example choices of parameters in the case m1 = 2, m2 = 3 and γ = 10000 when
p is changing between 0 and 1. J refers to detection delay J(Tcom); LB refers to the lower
bound LB(γ); Diff refers to the difference J(Tcom)− LB(γ); Rat refers to J(Tcom)/LB(γ).
p = 1, the observation process corresponds to a constant post-change drift problem which is
lack of uncertainty. In these cases, we know that a single CUSUM stopping time is optimal,
so a CUSUM stopping time can beat the composite stopping time. When there is enough
uncertainty of the post-change drift, the lower bound can no longer provide the optimal
detection delay and the composite stopping time is more useful.
3.5 Generalizing Post-Change Drift Uncertainty
The idea of the composite stopping time in Theorem 3.1 and Proposition 3.1 can be extended
to the situation where the post-change drift m takes on more than two values. For simplicity,
we discuss in this section the case N = 3 so that m is a random variable taking three values
0 < m1 < m2 < m3.
The idea of quickest detection for such m is to construct a composite stopping time T
(3)
com
with (up to) 3 stages. We combine two composite stopping times via a binary decision
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tree and choose the parameters in a backward fashion. The separation in the last (second)
composite stopping time is used to distinguish the cases {m = m2} and {m = m3} when
there is a change. The separation in the second-to-last (first) composite stopping time is used
to distinguish the cases {m = m1} and {m > m1} when there is a change. The identification
is done using an appropriate CRP criterion as before. In fact, we design the first node in
the tree to help balance the false alarm rate, and ensure its frequency will go to zero when
there is a change.
The following diagram illustrates the construction of the stopping time T
(3)
com. It should
be clear that this approach can be extended further to any finite N .
T λ1ν1
T λ2ν2
T µ3h3
S2 < b2
T µ2h2S2 ≥ b2
S1 < b1
T µ1h1S1 ≥ b1
More precisely, we first employ a G-stopping time T λ1ν1 := T (Z, λ1, ν1) of the CUSUM form
in (3.8) with parameters 0 < λ1 < 2m1 and ν1 > 0 and the observation path Z := {Zt}t≥0.
After the first stage, we have the CUSUM reaction period associated with T λ1ν1 as defined in
(3.11) and the last reset time defined in (3.10), that are denoted by
S1 := S(Z, λ1, ν1) and ρ
λ1
ν1
:= ρ(Z, λ1, ν1). (3.47)
We choose a threshold b1 > 0 to distinguish the measures P∞ and P
m1
0 as we used in N = 2
case.
On the event {S1 ≥ b1}, we employ
T µ1h1 := T
(
θ
T
λ1
ν1
(Z), µ1, h1
)
,
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with the parameter h1 > 0 and which helps to do one more stage detection based on the
information that the first stage CUSUM statistic process increases slowly.
If {S1 < b1}, assuming that there is a change, we continue to another stage to test
between {m < m1} and {m ≥ m1} via
T λ2ν2 := T
(
θ
T
λ1
ν1
(Z), λ2, ν2
)
with parameters 0 < λ2 < 2m2 and ν2 > 0. This stage yields another CRP S2 := S
λ2
ν2
. We
choose a threshold b2 > 0 to make a condition on S2. In the case that {S2 ≥ b2}, we employ
T µ2h2 := T
(
θ
T
λ1
ν1
+T
λ2
ν2
(Z), µ2, h2
)
;
alternatively if {S2 < b2}, we employ
T µ3h3 := T
(
θ
T
λ1
ν1
+T
λ2
ν2
(Z), µ3, h3
)
.
For the same reason as that of Tcom, we require 0 < µi < 2m1 for i = 1, 2, 3. We can choose
µ1 = µ2 = µ3 for convenience.
Overall, the composite stopping time T
(3)
com is
T (3)com :=

T λ1ν1 + T
µ1
h1
on B1 := {S1 ≥ b1};
T λ1ν1 + T
λ2
ν2
+ T µ2h2 on B2 := {S1 < b1, S2 ≥ b2};
T λ1ν1 + T
λ2
ν2
+ T µ3h3 on B3 := {S1 < b1, S2 < b2}.
(3.48)
It is easy to see that three stages {T λ1ν1 , S1}, {T µ1h1 , T λ2ν2 , S2} and {T µ2h2 , T µ3h3 } are independent
of each other. Moreover, the above construction also gives an identification stopping time
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according to
δ(3) := mi1Ai ∈ GT (3)com , (3.49)
based on the partition generated by the Ai’s for i = 1, 2, 3 as follows
A1 = {S1 ≥ b1} ∪ {S1 < b1, S2 ≥ b2, Sh2 ≥ bh2};
A2 = {S1 < b1, S2 ≥ b2, Sh2 < bh2} ∪ {S1 < b1, S2 < b2, Sh3 ≥ bh3};
A3 = {S1 < b1, S2 < b2, Sh3 < bh3},
(3.50)
where bh2 and bh3 are positive constant parameters.
To define the stopping time T
(3)
com we need to specify the parameters. For simplicity, we
always choose µ1 = µ2 = µ3 = m1. And we choose λ1 = λ2 := λ to satisfy
0 < λ < 2m1. (3.51)
We prefer to choose the parameters ν1, ν2, h1, h2, h3, b1, b2, bh2 , bh3 such that they all go
to infinity as γ →∞. The generalized construction comes from the case of two drift-values,
with very similar parameter requirements.
Let ν1 = ν2 := ν be functions of h1 such that
ν = c1h1 + c2 (3.52)
where
c1 :=
p1(m2 −m1)2
m21m
2
2
1∑
i
2pi
λ(2mi−λ)
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and
c2 :=
∑
i
2pi
(2mi−λ)2 +
∑
i
pi
(2mi−m1)2 +
∑
i
pi
m2i
(
ln
m2i
2
− 1
)
−∑i pim2i ln m212∑
i
2pi
λ(2mi−λ)
.
Then we choose constants li for i = 1, 2 such that
l1 >
2
λ(2m1 − λ) and
2
λ(2m3 − λ) < l2 <
2
λ(2m2 − λ) (3.53)
and choose bi such that
b1 = l1ν and b2 = l2ν. (3.54)
Similarly, for j = 2, 3 we choose
bhj = ljhj and
2
m1(2mj −m1) < lj <
2
m1(2mj−1 −m1) . (3.55)
For the thresholds h2, h3, we require them to be linear in h1 as
hi
h1
=
(2mi −m1)m1
m2i
≤ 1 for i = 2, 3. (3.56)
With the above choices, all parameters are either fixed or expressed in terms of h1. The
latter can be then determined from the false alarm constraint
E∞
[
T (3)com
]
= γ. (3.57)
Theorem 3.2. Let R(3)(γ) be the family of composite G-stopping times T (3)com defined in
(3.48) such that µ1 = µ2 = µ3 = m1, and λi, νi, bi, hi, bhj satisfy (3.51), (3.52), (3.53),
(3.54), (3.56) and (3.57) for i = 1, 2, 3 and j = 2, 3. Then, as γ →∞, any stopping time in
R(3)(γ) is asymptotically optimal of third order in the detection problem (3.P) in the sense
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that
lim
γ→∞
[
J(T (3)com)− LB(γ)
]
= 0 (3.58)
where LB(γ) is defined in lemma 3.1; J(T
(3)
com) is defined in (3.3).
Proposition 3.3. Let T
(3)
com ∈ R3(γ) be a composite G-stopping time in Theorem 3.2, and δ(3)
be the associated identification function defined in (3.49), such that µ1 = µ2 = µ3 = m1, and
λi, νi, bi, hi, bhj satisfy (3.51), (3.52), (3.53), (3.54), (3.55), (3.56) and (3.57) for i = 1, 2, 3
and j = 2, 3. Then, we obtain
lim
γ→∞
Pmiτ
(
δ(3) 6= mi
∣∣ τ < ρλ1ν1 ) = 0 for i = 1, 2, 3, (3.59)
where ρλ1ν1 is the last reset of the first stage CUSUM statistic process in (3.47).
3.6 Properties Of CUSUM Reaction Period
The distribution of the CUSUM reaction period defined in (3.11) can be derived by special-
izing the results in Zhang and Hadjiliadis [87], where SΛK is called the speed of market crash.
The following lemma presents the density function of a CRP where the driver process {ξt}t≥0
is a Brownian motion with drift M .
Lemma 3.8. For Λ 6= 2M , the CUSUM reaction period SΛK, associated with a CUSUM
stopping time TΛK with tuning parameter Λ and threshold K, has the probability density
function
fSΛK
(y) =
√
2
pi
sinh(δK)
δΛ3y5/2
e−
Λ2δ2
2
y
∞∑
n=0
[
(2n+ 1)2K2 − Λ2y] e− (2n+1)2K22Λ2y , (3.60)
for y ∈ R+, and where
δ :=
2M − Λ
2Λ
. (3.61)
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Proof of Lemma 3.8:
In the definition (3.8), we can rewrite the CUSUM stopping time as
TΛK = inf
{
t ≥ 0 : sup
s≤t
(µs− σWs)− (µt− σWt) ≥ K
}
,
where µ =
(Λ− 2M)Λ
2
and σ = Λ > 0.
From Section 4.1 in Zhang and Hadjiliadis [87], we have the Laplace transform of the
CRP as
EQ
[
e−aS
Λ
K
]
=
Caδ,σ
δ
sinh(δK)
sinh(Caδ,σK)
, (3.62)
where δ = − µ
σ2
and Caδ,σ =
√
δ2 +
2a
σ2
for a > 0. (3.63)
Our objective is to take the inverse Laplace transform of equation (3.62) to obtain the
probability density function of SΛK ,
fSΛK (y) = L
−1
a
[
EQ
[
e−aS
Λ
K
]]
(y) =
sinh(δK)
δ
L−1a
[
Caδ,σ
sinh(Caδ,σK)
]
(y). (3.64)
Denote
z :=
σ2
2K2
y and η := K2δ2 +
2K2
σ2
a = (Caδ,σK)
2. (3.65)
By changing variables, we obtain
L−1a
[
Caδ,σ
sinh(Caδ,σK)
]
(y) =
σ2
2K3
e−
δ2σ2
2
yL−1η
[ √
η
sinh(
√
η)
]
(z) . (3.66)
From the series expansion
1
sinh(x)
=
2e−x
1− e−2x = 2e
−x
∞∑
n=0
e−2nx, (3.67)
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we have
L−1η
[ √
η
sinh(
√
η)
]
(z) = 2
∞∑
n=0
L−1η
[√
ηe−(2n+1)
√
η
]
(z). (3.68)
Then by using formula 3 of Appendix 3 of Borodin and Salminen [12], we obtain
L−1η
[√
ηe−(2n+1)
√
η
]
(z) =
1√
piz5/2
(
(2n+ 1)2
4
− 1
2
z
)
e−
(2n+1)2
4z . (3.69)
Combining (3.64), (3.66), (3.68) and (3.69), we obtain (3.60).
Corollary 3.1. The expected value of the CUSUM reaction period SΛK is
E[SΛK ] =
4
(2M − Λ)2
[
coth
(
2M − Λ
2Λ
K
)
2M − Λ
2Λ
K − 1
]
, (3.70)
and thus, we obtain
lim
K→∞
E[SΛK ]
K
=
∣∣∣∣ 2Λ(2M − Λ)
∣∣∣∣ . (3.71)
The expression (3.70) follows by differentiating equation (3.62) with respect to a and
then letting a = 0.
Proof of Lemma 3.3:
From the density function (3.60), for Sν := S(Z, λ, ν), we can easily get
P∞(Sν < bν) =
2
√
2√
pi
sinh(ν/2)
λ3
∫ bν
0
y−5/2e−
1
8
λ2yK(y)dy, (3.72)
where
K(y) :=
∞∑
n=0
[
(2n+ 1)2ν2 − λ2y] e− (2n+1)2ν22λ2y . (3.73)
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For large enough ν, on the interval y ∈ [0, bν ], we can obtain
K(y) ≤
∞∑
n=0
(2n+ 1)2ν2e
− (2n+1)2ν2
2λ2y ≤ ν2
∫ ∞
1
xe
− x
2λ2y
ν2
dx = Cye
− 1
2λ2y
ν2
.
Denote
B(y) := y−
3
2 e−
1
8
λ2ye
− ν2
2λ2y .
By using differentiation, as ν → ∞, we obtain that the maximum of B(y) happens at the
position ymax = (−6+ 2
√
ν2 + 9)/λ2 = 2ν/λ2 +Oν(1). And B(y) is increasing for y < ymax.
Thus, for large enough ν (3.72) leads to
P∞(S < b) ≤ Cbν sinh(ν/2)B(ymax) = Cbνν−
3
2 e
− (λ2ymax−2ν)2
8λ2ymax ,
where we use C to represent a generic constant. Since bν is linear in ν, we can see that
P∞(Sν < bν) ≤ O(ν−1/2) as ν →∞, which gives (3.22).
Proof of Lemma 3.6:
In this proof for simplicity we denote S := Sh2 = S(Z, µ2, h2), b := bh2, µ = µ2 and
h := h2. Under both P
m1
0 and P
m1
τ (· |τ < ρµ2h2), the process {Zt}ρµ2h2≤t≤Tµ2h2 is a Brownian
motion with drift m1. From (3.62), we obtain the Laplace transform of S
Em1τ
[
e−aS
∣∣ τ < ρµ2h2] = Caδ1,µδ1 sinh(δ1h)sinh(Caδ1,µh) , for a > 0 (3.74)
where
δ1 :=
2m1 − µ
2µ
and Caδ1,µ :=
√
δ21 +
2a
µ2
. (3.75)
We have δ1 > 0 when 0 < µ < 2m1. From Chebyshev’s inequality, as h→∞ we know that,
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for any a > 0,
Pm1τ (S < b
∣∣ τ < ρµ2h2) ≤ eabEm1τ [e−aS ∣∣ τ < ρµ2h2] = O(e−r1(a)h),
where
r1(a) = a
[
4
µ(2m1 − µ) + µ
√
(2m1 − µ)2 + 8a
− b
h
]
. (3.76)
To guarantee that supa≥0 r1(a) > 0, we require b/h ≤ 2/(µ(2m1 − µ)), i.e. (3.34). This
is because that the term inside the square brackets in (3.76) is decreasing in a.
Moreover, fixing b, h, µ, the exponential rate constant in (3.35) is L1 = r1(a
∗) where
a∗ = arg supa≥0 r1(a). By differentiation, we can find that the maximum of r1(a) happens at
a∗ =
h2
2µb2
− 1
8
(2m1 − µ)2. (3.77)
Then
L1 = r1(a
∗) =
(
4
µ(2m1 − µ) + 2h/b −
b
h
)(
h2
2µb2
− 1
8
(2m1 − µ)2
)
> 0.
In particular, we obtain (3.35).
Proof of Lemma 3.4 and Lemma 3.7:
We only need to show lemma 3.4. Lemma 3.7 follows immediately by substituting the
group of parameters {λ, ν,m1} with {µ2, h2, m2}. For simplicity, we denote S := Sν , b := bν .
Under Pm1τ (·
∣∣ τ < ρλν), the process {Zt}ρλν≤t≤Tλν is a Brownian motion with drift m1.
From (3.62), we obtain the moment generating function of S as
Em1τ
[
eθS
∣∣ τ < ρλν] = C−θδ2,λδ2 sinh(δ2ν)sinh(C−θδ2,λν) , (3.78)
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with radius of convergence 0 < θ < 1
2
δ22λ
2 and
δ2 =
2m1 − λ
2λ
and C−θδ2,λ =
√
δ22 −
2θ
λ2
. (3.79)
We have δ2 > 0 when 0 < λ < 2m1. From Chebyshev’s inequality, as ν →∞ we can get
Pm1τ (S ≥ b
∣∣ τ < ρλν) ≤ Em1τ [eθS ∣∣ τ < ρλν]eθb = O(e−r2(θ)ν),
where
r2(θ) = θ
[
b
ν
− 4
λ(2m1 − λ) + λ
√
(2m1 − λ)2 − 8θ
]
. (3.80)
To guarantee that limθ→0+ r2(θ) > 0, we require b/ν ≥ 2/(λ(2m1 − λ)), i.e. (3.23). Fixing
b, ν, λ and by differentiation, we see that θ∗ = arg supθ∈[0,δ22λ2/2] r2(θ) satisfies
θ∗ =
1
8
(2m1 − λ)2 − ν
2
2λb2
. (3.81)
It is easy to check that 0 < θ∗ < δ22λ
2/2, and
L2 = r2(θ
∗) =
(
b
ν
− 4
λ(2m1 − λ) + 2ν/b
)(
1
8
(2m1 − λ)2 − ν
2
2λb2
)
> 0.
In particular, we obtain (3.25).
3.7 Proofs Of Theorems And Lemmas
We give the proofs of lemmas and theorems in this section. Recall the definition of the big-O
and small-o notation: for any two real-valued functions a(x) and b(x) 6= 0 defined on R, we
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write a(x) = Ox(b(x)) if there exists C > 0 and x0 such that
0 <
∣∣∣∣a(x)b(x)
∣∣∣∣ ≤ C for all x ≥ x0,
and a(x) = ox(b(x)), if
lim
x→∞
∣∣∣∣a(x)b(x)
∣∣∣∣ = 0.
Proof of Lemma 3.1:
For i = 1, . . . , N , the conditional detection delay Ji(T ) is that of Lorden’s criterion [38],
and it is known that (see Shiryaev [71] for example), for any T ∈ T1(γ)
Ji(T ) ≥ 2
m2i
g
(
f−1
(
m2i
2
γ
))
,
where the right hand side is the detection delay of a CUSUM stopping time with tuning
parameter mi and average false alarm γ, which leads to (3.4).
To show the asymptotic behavior, from (3.5), we can see f(x) = ex + Ox(x) and g(x) =
x− 1 + ox(1) for x > 0 as x→∞. Thus, as γ →∞,
g
(
f−1
(
m2iγ
2
))
= ln γ + ln
m2i
2
− 1 + oγ(1)
for i = 1, . . . , N . Then, we obtain (3.6) and (3.7).
Proof of Lemma 3.2:
From (3.14), the expectation of Tcom under any measure P is
E[Tcom] = E[T
λ
ν ] + E[T
µ1
h1
]P (Sν ≥ bν) + E[T µ2h2 ]P (Sν < bν), (3.82)
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where the independence of Sν with {T µ1h1 , T µ2h2 } is used in the second and third terms on the
right hand side respectively. The expectations of CUSUM stopping time TΛΥ := T ({Zt}t≥0,Λ,Υ)
defined in (3.8) are given by (see Poor and Hadjiliadis [61] for example)
E∞[TΛΥ ] =
2
Λ2
f(Υ) ≡ F (Λ,Υ). (3.83)
Emi0 [T
Λ
Υ ] =
2
(2mi − Λ)2g
(
2mi − Λ
Λ
Υ
)
≡ Gi(Λ,Υ).
By plugging in two pairs of parameters (λ, ν) and (µi, hi) separately into (3.83), we obtain
(3.15).
Proof of Lemma 3.5:
From (3.15), we have
E∞ [Tcom]
eh1
=
F (λ, ν)
eh1
+ P∞(Sν ≥ bν)F (µ1, h1)
eh1
+ P∞(Sν < bν)
F (µ2, h2)
eh1
. (3.84)
Due to (3.18) and ν/h1 < 1, the first term on the right hand side of (3.84) goes to 0 as
γ → ∞. From lemma 3.3 and the choice of ν, we have P∞(Sν ≥ bν) → 1 as γ → ∞.
Condition h2/h1 < 1 and (3.18) lead to the third term on the right hand side vanishing
asymptotically. Thus, we obtain
lim
γ→∞
E∞[Tcom]
eh1
= lim
γ→∞
P∞(Sν ≥ bν) lim
γ→∞
F (µ1, h1)
eh1
=
2
µ21
. (3.85)
Taking logarithms in (3.85), and substituting for E∞[Tcom] from E∞[Tcom] = γ, we obtain
lim
γ→∞
(ln γ − h1 − ln 2
µ21
) = 0.
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Proof of Theorem 3.1:
By substituting µ1 = µ2 = m1 in equation (3.20), as γ →∞, we obtain
Em10 [Tcom] =
2
λ(2m1 − λ)ν −
2
(2m1 − λ)2 −
2
m21
+ Pm10 (Sν ≥ bν)
2
m21
h1
+Pm10 (Sν < bν)
2
m21
h2 + oγ(1).
From lemma 3.4 and condition (3.28), we can see that Pm10 (Sν ≥ bν) goes to zero exponen-
tially as γ → ∞. So we have Pm10 (Sν ≥ bν)ν goes to zero as γ → ∞ too. From (3.27), ν is
linear in h1. Thus, P
m1
0 (Sν ≥ bν)h1 goes to zero as γ →∞. Therefore as γ →∞, we obtain
Em10 [Tcom] =
2
λ(2m1 − λ)ν −
2
(2m1 − λ)2 −
2
m21
+
2
m21
h2 + oγ(1). (3.86)
Similarly, applying lemma 3.4 again and substituting m1 with m2, we can deduce that
Pm20 (S ≥ b)h1 goes to zero as γ →∞. Thus, as γ →∞, equation (3.20) implies
Em20 [Tcom] =
2
λ(2m2 − λ)ν −
2
(2m2 − λ)2 −
2
(2m2 −m1)2 +
2
m1(2m2 −m1)h2
+ oγ(1). (3.87)
From condition (3.29), lemma 3.2 and equation (3.17), as γ → ∞, the detection delay of
Tcom becomes
J (Tcom) =
(
2p1
λ(2m1 − λ) +
2p2
λ(2m2 − λ)
)
ν +
(
2p1m1(2m2 −m1)
m21m
2
2
+
2p2
m22
)
h1
− 2p1
(2m1 − λ)2 −
2p2
(2m2 − λ)2 −
2p1
m21
− 2p2
(2m2 −m1)2 + oγ(1).
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From condition (3.27), ν is a linear function of h1. And from lemma 3.5, as γ →∞, we have
h1 = ln γ + ln
m21
2
+ oγ(1).
Therefore it follows that as γ →∞
J (Tcom) =
(
2p1
m21
+
2p2
m22
)
ln γ − 2p1
m21
− 2p2
m22
+
2p1
m21
ln
m21
2
+
2p2
m22
ln
m22
2
+ oγ(1). (3.88)
Comparing (3.88) with lemma 3.1, we obtain (3.32).
Proof of Proposition 3.1:
Conditional on {τ < ρλν}, the observation path segment {Zt}t≥ρλν is the Brownian motion
with post-change drift m. So both Sν and Sh2 are CRPs that are recorded on the path of
the observation process with drift m.
Using the independence of the two stages in the composite stopping time (3.14), we
obtain
Pm1τ (δTcom 6= m1|τ < ρλν) = Pm1τ (Sh2 < bh2 |τ < ρλν)Pm1τ (Sν < bν |τ < ρλν).
From the discussion about the choice of the parameters preceding Theorem 3.1, it follows
that both ν → ∞ and h2 → ∞ as γ → ∞. From condition (3.38) and µ2 = m1, we
can apply lemma 3.6 to get that Pm1τ (Sh2 < bh2 |τ < ρλν) → 0 as γ → ∞. So we obtain
Pm1τ (δTcom 6= m1|τ < ρλν)→ 0 as γ →∞.
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Similarly, from (3.33), we have
Pm2τ (δTcom 6= m2|τ < ρλν) =Pm2τ (Sh2 ≥ bh2 |τ < ρλν)Pm2τ (Sν < bν |τ < ρλν)
+Pm2τ (Sν ≥ bν |τ < ρλν).
Since condition (3.28) provides
bν
ν
>
2
λ(2m1 − λ) ≥
2
λ(2m2 − λ) ,
lemma 3.4 leads to Pm2τ (Sν ≥ bν |τ < ρλν) → 0 as γ → ∞. From (3.38) and lemma 3.7, we
can see Pm2τ (Sh2 ≥ bh2|τ < ρλν)→ 0 as γ →∞. It follows that Pm2τ (δTcom 6= m2|τ < ρλν)→ 0
as γ →∞. Thus, we obtain (3.39).
Proof of Proposition 3.2:
To define Tran in (3.41), we replace the event {Sν ≥ bν} in the definition of Tcom (3.14)
by using a general event A which is independent of the second stage. Using the similar steps
as those used in the computation of the detection delay of Tcom in lemma 3.2, we will obtain
the detection delay of Tran in what follows. Under P
m1
0 , from condition (3.45) and µ1 = m1,
as γ →∞, we obtain
Em10 [Tran] =
2
m21
h1 − 2q
m21
− 2(1− q)
(2m1 − µ2)2 +
2(1− q)c
(2m1 − µ2)µ2 + oγ(1).
Under Pm20 , as γ →∞, we have
Em20 [Tran] =
2
m22
h1 − 2q
(2m2 −m1)2 −
2(1− q)
(2m2 − µ2)2 +
2(1− q)c
(2m2 − µ2)µ2 + oγ(1).
Therefore, using the independence of A and the second stage, we obtain the detection delay
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of Tran as
J(Tran) = p1E
m1
0 [Tran] + p2E
m2
0 [Tran]. (3.89)
Moreover, using similar steps as those used in the proof of lemma 3.5 and (3.44), as
γ →∞, we obtain
h1 = ln γ − ln 2q
µ21
+ oγ(1). (3.90)
Thus, from (3.89), (3.90) and the condition (3.45), as γ →∞, we obtain
J(Tran) =
(
2p1
m21
+
2p2
m22
)
ln γ +
2p1
m21
(
ln
m21
2
− 1
)
+
2p2
m22
(
ln
m22
2
− 1
)
+ oγ(1).
Comparing the above equation with lemma 3.1 yields (3.46).
Proof of Theorem 3.2 and Proposition 3.3:
We will develop the proof in the following three steps:
1) We first compute the asymptotic behavior of h1 as γ →∞. The average time to false
alarm gives
E∞[T
(3)
com]
eh1
=
F (λ1, ν1)
eh1
+ P∞(Bc1)
F (λ2, ν2)
eh1
+
3∑
i=1
P∞(Bi)
F (m1, hi)
eh1
. (3.91)
From lemma 3.3, we have P∞(Bc1) → 0, P∞(B2) → 0 and P∞(B3) → 0 as γ → ∞. From
(3.52) and (3.56), we have all terms in (3.91) vanishing except the one containing F (m1, h1)
as γ →∞. Thus, from (3.18) and lemma 3.3, we have
lim
γ→∞
E∞[T
(3)
com]
eh1
= lim
γ→∞
F (m1, h1)
eh1
lim
γ→∞
P∞(B1) =
2
m21
.
Using the same argument as in the proof of lemma 3.5, we obtain (3.31).
2) We consider the asymptotic behavior of the identification function δ(3) in (3.49) as
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γ →∞. From lemma 3.4, lemma 3.6, lemma 3.7, condition (3.53) and condition (3.55), we
can see that
lim
γ→∞
Pmiτ (Ai|τ < ρλ1ν1 ) = 1 and limγ→∞P
mi
τ (Aj|τ < ρλ1ν1 ) = 0 for i 6= j.
Therefore, the conditional identification errors behavior in (3.59) follows. This proves Propo-
sition 3.3. We now proceed to the last step required to establish Theorem 3.2.
3) We consider the asymptotic behavior of the detection delay of T
(3)
com as γ →∞. From
equation (3.16) and the expectations of the CUSUM stopping time in (3.83), we obtain
Emi0 [T
(3)
com] = Gi(λ1, ν1) + P
mi
0 (B
c
1)Gi(λ2, ν2) +
∑
j
Pmi0 (Bj)Gi(µj, hj). (3.92)
We choose the parameters λ1 = λ2 = λ, ν1 = ν2 = ν and µi = m1 for i = 1, 2, 3. From
conditions (3.53) and (3.54), lemma 3.4, lemma 3.6 and lemma 3.7, it is easy to see that
as γ → ∞, Pmi0 (B1) → 0 for i = 1, 2, 3; Pm10 (B2) → 1, Pm20 (B2) → 1, Pm30 (B2) → 0;
Pm10 (B3)→ 0, Pm20 (B3)→ 0, Pm30 (B2)→ 1. Thus, as γ →∞, we obtain
Em10 [T
(3)
com] =
(
4
λ(2m1 − λ)ν −
4
(2m1 − λ)2
)
+
2
m21
h2 − 2
m21
+ oγ(1).
And for i = 2, 3, as γ →∞, we obtain
Emi0 [T
(3)
com] =
(
4
λ(2mi − λ)ν −
4
(2mi − λ)2
)
+
2
m1(2mi −m1)hi −
2
(2mi −m1)2
+ oγ(1).
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From condition (3.56) and the choice of ν in (3.52), as γ →∞, we obtain
J(T (3)com) =
3∑
i=1
2pi
m2i
ln γ +
3∑
i=1
2pi
m2i
(
ln
m2i
2
− 1
)
+ oγ(1).
Thus, from the above equation and lemma 3.1 , we obtain (3.58).
3.8 Other Stopping Times
In this section, we discuss the behaviors of the generalized likelihood ratio stopping time and
the mixture likelihood ratio stopping time.
A generalized likelihood ratio stopping time:
The λ-CUSUM stopping time with tuning parameter mi is based on the maximum like-
lihood ratio statistic process
y
(i)
t := max
s≤t
log
dPmis
dP∞
∣∣∣Gt = miZt − 1
2
m2i t− inf
s≤t
(
miZs − 1
2
m2i s
)
. (3.93)
We may also consider a stopping time related to the generalized likelihood ratio statistic.
Discussion on the generalized likelihood ratio statistic in the detection problem can be found
in Siegmund and Venkatraman [74]. They considered the detection delay and the false alarm
of generalized likelihood ratio statistic, and used numerical examples to show its advantages
in detecting very small and large changes without mathematical proof.
In this problem, we have the post-change drift to be either m1 or m2, with a null hypoth-
esis that there is no change. So the generalized likelihood ratio statistic corresponds to the
process of the form
ymaxt := max{y(1)t , y(2)t }. (3.94)
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This leads to the stopping time
Tmaxk := inf{t ≥ 0 : ymaxt ≥ k} (3.95)
for a positive constant k. Since {max{y(1)t , y(2)t } > k} = {y(1)t > k} ∪ {y(2)t > k}, it is easy to
see that Tmaxk is the minimum of two CUSUM stopping times:
Tmaxk = T
c
1 ∧ T c2
where T c1 and T
c
2 are the CUSUM stopping times with respect to y
(1) and y(2) separately and
with the same threshold k.
For each observation path, such a stopping time is stopped at either T c1 or T
c
2 . The
minimum stopping time provides a separation on the whole path space. One can show that
Tmaxk is not third-order asymptotically optimal. In particular, if m2 < 2m1, T
max
k is not even
second-order asymptotically optimal.
For the generalized likelihood stopping time Tmaxk = T
c
1 ∧T c2 defined in (3.95), to compute
the expectation of Tmaxk under P
m1
0 , we consider
{y(1)t > k} =
{
Wt − inf
s≤t
(
Ws +
m1
2
s
)
>
k
m1
− m1
2
t
}
{y(2)t > k} =
{
Wt − inf
s≤t
(
Ws +
(
m1 − m2
2
)
s
)
>
k
m2
−
(
m1 − m2
2
)
t
}
. (3.96)
If m2 < 2m1, under P
m1
0 , both of two process y
(1) and y(2) have positive drifts. It is easy
to see that
k
m1
− m1
2
t >
k
m2
−
(
m1 − m2
2
)
t when t < tk :=
2k
m1m2
,
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and
inf
s≤t
(
Ws +
m1
2
s
)
> inf
s≤t
(
Ws +
(
m1 − m2
2
)
s
)
.
Then from the right hand sides of (3.96), we get T c2 < T
c
1 when t < tk under P
m1
0 , which
leads to
Em10 [T
max
k ] = E
m1
0 [T
c
21{t<tk}] + E
m1
0 [T
max
k 1{t≥tk}]. (3.97)
From Tmaxk < min{T c1 , T c2}, the second term in (3.97) has an upper bound
Em10 [T
max
k 1{t≥tk}] ≤ mini
(∫ ∞
tk
tfm1i (t) dt
)
.
where fm1i (t) is the density of T
c
i under P
m1
0 for i = 1, 2. An explicit expression of the density
function of T ci is given in Domine [18], which gives
fm1i (t) = e
β1ik− 12β21im2i tm
2
i
k2
∞∑
n=1
θ2n + β
2
1ik
2
θ2n + β
2
1ik
2 + β1ik
θn sin θne
− 1
2k2
θ2nm
2
i t,
where β1i = (2m1 −mi)/(2mi) and θn are the positive eigenvalues that satisfy the equation
tan θ = −θ/(β1ik). Since tk = 2k/(m1m2) is linear in k, by basic computation, we can see
that as k →∞, Em10 [Tmaxk 1{t≥tk}] = Ok(k−1e−L(m1,m2)k), where L(m1, m2) > 0 is a constant.
So as k →∞, when m2 < 2m1 we obtain
Em10 [T
max
k ] = E
m1
0 [T
c
2 ] + ok(1). (3.98)
If m2 > 2m1, under P
m1
0 , the drift of y
(1) is positive and the drift of y(2) is negative. Then
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it can be shown that (see Hadjiliadis [28] for example)
Em10 [T
c
1 ] ≤ Em10 [Tmaxk ] + Em10 [T c1 ]Pm10 (T c2 < T c1 )
Em10 [T
c
2 ] ≤ Em10 [Tmaxk ] + Em10 [T c2 ]Pm10 (T c1 < T c2 ),
and thus,
(Em10 [T
c
1 ])
−1 ≤ (Em10 [Tmaxk ])−1 ≤ (Em10 [T c1 ])−1 + (Em10 [T c2 ])−1 . (3.99)
From the expectations of CUSUM in (3.83), we can see that as k → ∞, Em10 [T c2 ] goes to
infinity exponentially in k and Em10 [T
c
1 ] goes to infinity linear in k. So as k → ∞, (3.99)
leads to
Em10 [T
max
k ] = E
m1
0 [T
c
1 ] + ok(1). (3.100)
On the other hand, to compute the expectation of Tmaxk under P
m2
0 , we have
{y(1)t > k} =
{(
m2 − m1
2
)
t+Wt − inf
s≤t
(
Ws +
(
m2 − m1
2
)
s
)
>
k
m1
}
{y(2)t > k} =
{
m2
2
t+Wt − inf
s≤t
(
Ws +
m2
2
s
)
>
k
m2
}
.
Since m2−m1/2 > 0, by using the similar arguments to those used to show (3.98), as k →∞,
we obtain
Em20 [T
max
k ] = E
m2
0 [T
c
2 ] + ok(1). (3.101)
Also under P∞, we have
{y(1)t > k} =
{(
−m1
2
)
t+Wt − inf
s≤t
(
Ws +
(
−m1
2
)
s
)
>
k
m1
}
{y(2)t > k} =
{(
−m2
2
)
t+Wt − inf
s≤t
(
Ws +
(
−m2
2
)
s
)
>
k
m2
}
.
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A similar argument shows that, as k →∞,
E∞[T
max
k ] = E∞[T
c
2 ] + ok(1). (3.102)
As a combination of previous results, if m2 < 2m1, from (3.98), (3.101) and (3.102), we
can see that the performance of Tmaxk is asymptotically the same as the performance of T
c
2 .
If E∞[T
max
k ] = γ, from (3.102), we can obtain that (ln γ)/k → 1 as γ →∞. Then from the
expectation of CUSUM in (3.83), we can see that
lim
γ→∞
J(T c2 )
ln γ
=
2p1
(2m1 −m2)m2 +
2p2
m22
.
Thus, Tmaxk is not second order asymptotically optimal when m2 < 2m1.
If m2 > 2m1, from the results (3.100), (3.101) and (3.102), when E∞[T
max
k ] = γ, we
obtain
lim
γ→∞
[J(Tmaxk )− LB(γ)] =
2p1
m21
ln
m22
m21
.
Thus, Tmaxk is not third order asymptotically optimal when m2 > 2m1.
A mixture of likelihood ratios stopping time:
Instead of the statistic (3.94), we may consider another mixture likelihood ratio statistic
ymixt = p1e
m1Zt− 12m21t− infs≤t(m1Zs−
1
2
m21s)
+ p2e
m2Zt− 12m22t− infs≤t(m2Zs−
1
2
m22s)
.
And define a stopping time
Tmixd := inf{t ≥ 0 : ymixt ≥ ed} (3.103)
for a positive constant d.
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The mixture likelihood ratio can be used to treat the composite alternative hypotheses
in statistics. It is considered as a useful tool in change-point detection problem. For exam-
ple, Pollak [57] proved certain second order optimality property of tests based on mixture
likelihood ratio.
The statistic ymix is the linear combination of exponential form of reflected Brownian
motions with different drift and diffusion parameters. Unfortunately, it is hard to represent
the explicit expressions of its expectations under measures Pmi0 and P∞.
Similar to the generalized likelihood ratio stopping time, we can see that Tmixd is not
third-order asymptotically optimal in general. In particular, if m2 < 2m1, T
mix
d is not even
second-order asymptotically optimal.
For ymixt , it is easy to see that
min{y(1)t , y(2)t } ≤ log ymixt ≤ max{y(1)t , y(2)t } (3.104)
where y(i) is defined in (3.93).
In order to analyze the behavior of Tmixd , we use the similar arguments to those used
in the case of the generalized likelihood ratio stopping time. In particular, as d → ∞, we
obtain
E∞[T
c
2 ] + od(1) ≤ E∞[Tmixd ] ≤ E∞[T c1 ] + od(1).
where T c1 and T
c
2 are the CUSUM stopping times corresponding to y
(1) and y(2) respectively
and with the same threshold d. Thus, if we let E∞[T
mix
d ] = γ, it is easy to see that, as
γ →∞,
log γ + log
m21
2
+ oγ(1) ≤ d ≤ log γ + log m
2
2
2
+ oγ(1).
If m2 < 2m1, under P
m1
0 and P
m2
0 , from (3.104) and the behavior of the generalized
CHAPTER 3. A COMPOSITE STOPPING TIME 77
likelihood ratio stopping time Tmaxd , we know that
Emi0 [T
mix
d ] ≥ Emi0 [Tmaxd ] = Emi0 [T c2 ] + oγ(1).
So its performance is asymptotically worse than that of a CUSUM stopping time with pa-
rameter m2, and thus, T
mix
d is not second-order asymptotically optimal.
If m2 > 2m1, since
log ymixt ≥ log pi + y(i)t ,
we obtain
Emi0 [T
mix
d ] ≤ Emi0 [T ′i ],
where T ′i is the CUSUM stopping time with threshold d− log pi and parameter mi. Thus,
lim
γ→∞
[
J(Tmixd )− LB(γ)
] ≤ 2p1
m21
ln
m22
m21
− 2p1
m21
log p1 − 2p2
m22
log p2. (3.105)
And so Tmixd gives second-order optimality in this case. But the detection delay function
J(Tmixd ) is no longer a linear function of pi while LB(γ) is still linear in pi. Thus, the
difference J(Tmixd ) − LB(γ) can not cancel the constant term that depends on pi, and so
it can not be zero for any value of pi. In other words, T
mix
d does not have the third order
optimality in general.
3.9 Conclusion
In this chapter, we design a novel family of third-order optimal composite stopping times
in the Wiener disorder problem with post-change distribution uncertainty, which is the
strongest result to date in any model considering post-change uncertain. A remarkable
property of such a composite stopping time is that it can asymptotically distinguish the
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different values of post-change drift. This allows such a composite stopping time to satisfy
multifarious requirements in different applications.
To highlight the idea in the construction of these stopping times, the CUSUM reaction
period extends the role of CUSUM algorithm from a stopping strategy to an analytic pro-
cedure which can produce other finer strategies. This finding constitutes a developable step
towards rigorous treatment of models with random post-change drifts. As one possible ex-
tension, based on the properties of CRP in the CUSUM algorithm stage, we can apply other
stopping times in the following stages to perform different strategies.
Notice that the motivation in Chapter 2 and that of Chapter 3 are totally different. In
Chapter 3, we consider the optimal stopping times that can asymptotically reach the lower
bound of detection delay of all stopping times with the same false alarm constraint. But for
a fixed γ, the detection delay of such a stopping time is still larger than the lower bound of
detection delay of all stopping times. In Chapter 2, to make the detection delay to reach the
lower bound of detection delay of all stopping times with the same false alarm constraint,
we consider decision rules which are not necessary stopping times instead. The detection
delay of such a decision rule always hits the lower bound of detection delay of all stopping
times, and so is smaller than that of the composite stopping time with the same false alarm
constraint defined in Chapter 3, although that decision rule may not be a stopping time.
Chapter 4
A Two-Stage Stopping Time In Time
Inhomogeneous Case
The work of chapter 3 provides novel stopping rules when the uncertain post-change drift
takes values in a given collection. As an extension, it is natural to consider the problem
that the post-change drift is a function of time, namely the time inhomogeneous case. For
simplicity, we consider the situation that the post-change drift is a step function, where there
is a jump from a smaller drift to a larger one at an exponential time. In such situation, we
have little insight regarding the optimal stopping time in this situation.
The main result in this chapter is that we develop a stopping time by using a CUSUM
scheme and a sequential probability ratio test (SPRT) scheme, where SPRT is also known
as a two-sided exit time. And we provide the explicit formula for the mean value of our
proposed two-stage stopping time. The motivation to consider such a two-stage stopping
time is that we use a second stage as the procedure of verification. The longer time we spend
on the detection procedure, the higher is the likelihood of a larger drift, because of the jump
of post-change drift. So such a two-stage stopping time is supposed to provide more accurate
detection alarm and help to limit the false alarm frequency.
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In section 4.1, we introduce the notations to set up the problem. In section 4.2, we
construct a two-stage stopping time which is a combination of CUSUM and SPRT schemes.
In section 4.3, we provide the explicit formula of the expectation of the proposed two-stage
stopping time. In section 4.4, we discuss the detection delay of the best CUSUM stopping
time. In section 4.5, we discuss the detection delay of the two-stage stopping time and
compare it with the best CUSUM stoping time. The notations in this chapter may be
different from the ones we used in the previous chapters.
4.1 Mathematical Setup
We observe the process {Zt}t≥0 on a sample space (Ω,F) with the initial value Z0 = 0.
Suppose that the distribution of the observations may be changed at a fixed but unknown
change time τ .
Without any change point, which formally corresponds to τ = +∞, the observation
process is a standard Brownian motion under the Wiener measure P∞.
For any finite τ , we assume that the observation process changes from a standard Brow-
nian motion to a Brownian motion with drift at time τ ; that is
dZt := µ(t) dt+ dWt (4.1)
where µ(t) = 0 for t < τ . We introduce the family of measures Pτ , τ ∈ [0,∞) such that
under Pτ , the drift of Z is 0 until τ and µ(t) for t ≥ τ , where the post-change drift µ(t) is a
step function
µ(t) :=

0, t < τ
µ1, τ ≤ t < ρ
µ2, t ≥ ρ.
(4.2)
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Here, we assume that the random time ρ ≥ τ is independent of the standard Brownian
motion W . Suppose that µ1, µ2 > 0. The case of negative drifts can be addressed by similar
arguments.
For analysis purpose, we also introduce the family of measures P µiτ , τ ∈ [0,∞], i = 1, 2,
such that under P µiτ , the drift of Z is 0 until τ and a constant µi for t ≥ τ .
Assume that under Pτ and P
µi
τ for any τ and i = 1, 2, the length of time interval ρ−τ has
the exponential distribution density fρ(c) = αe
−α(c−τ) for a known constant α > 0. Notice
that when τ = 0, under P0 and P
µi
0 , the distribution density of ρ is fρ(c) = αe
−αc. And we
define the filtration Gt = σ({Zs}s≤t, U), where U is an independently uniformly distributed
random variable that used for randomization.
Our goal is to identify the change point τ by finding a G-stopping time T that balances
the trade off between a small detection delay and the frequency of false alarms constraint.
In this problem, we have no probability structure on τ . For any G-stopping rule T , we
define the worst detection delay between the change time τ and the stopping position T
under Pτ as the form of Lorden’s criterion [38]
J(T ) := sup
τ≥0
esssupEτ [(T − τ)+|Gτ ]. (4.3)
On the other hand, when there is no change, E∞[T ] gives the mean time to the first false
alarm of the G-stopping time T . To control false alarms, we require T to satisfy E∞[T ] ≥ γ
for some large constant γ > 0. By randomization of the filtration, we can focus on the
stopping times that satisfy
E∞[T ] = γ. (4.4)
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4.2 Construction Of A Two-Stage Stopping Time
In the time inhomogeneous case, a CUSUM stopping time is no longer an optimal solution
to minimize the detection delay subject to a false alarm constraint. So we would like to
construct other interesting stopping times. In this section, we consider a stopping time that
contains two stages. In the first stage, we run a CUSUM scheme. In the second stage, we
perform a SPRT scheme. The motivation is to use the second stage to check the change.
But the whole algorithm will provide a stopping time with several parameters, where the
parameters may not have the real meanings.
In the first stage, for the constants λ1 and h > 0, a CUSUM stopping time is defined as
T1 = T (Z, λ1, h) := inf
{
t ≥ 0 : y(1)t ≥ h
}
(4.5)
where
y
(1)
t = Y
(1)
t − inf
0≤s≤t
Y (1)s and Y
(1)
t = λ1Zt −
1
2
λ21t.
Thus, T1 is announced as soon as the reflected CUSUM statistic process y
(1)
t hits the threshold
h. Here, we require 0 < λ1 < 2µ1.
In the second stage, we consider the drifted Brownian motion with a parameter λ2 be-
ginning from the end time T1 of first stage. We can shift the value of the drifted Brownian
motion process at the time T1 to fix the recording position of the second stage. More pre-
cisely, we define
shift = x0 −
(
λ2ZT1 −
1
2
λ22T1
)
(4.6)
where x0 is a constant parameter in (a, b). And we define SPRT algorithm as
N2 = N(Z, λ2, a, b, x0) := inf
{
t ≥ 0 : u(2)t 6∈ (a, b)
}
(4.7)
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where
u
(2)
t = λ2Zt+T1 −
1
2
λ22(t+ T1) + shift.
It is easy to see that u
(2)
0 = x0. So the starting value of u
(2)
t in the second stage is independent
of the process Z in the first stage.
The idea of SPRT is widely used in hypotheses testing, and used by Wald [80] to derive
type I and type II error probabilities of hypotheses tests. Lorden [39] showed that an
asymptotic solution to the Kiefer-Weiss problem is a 2-SPRT stopping time. Here, we apply
the idea of SPRT as a simple step to test the null hypothesis that there is no change with
respect to the alternative hypothesis that there is a change. See Siegmund [73] for more
discussion.
Notice that N2 does not depend on the value of ZT1. In the second stage, the process u
(2)
t
begins from x0 and stops at the first hitting time of a or b. But N2 depends on the location
of T1 which decides the distribution of time ρ during the recording of second stage. As an
example, the second stage N2 may only depend on the Brownian motion with drift µ2 given
the condition that {ρ < T1} and so N2 is independent of the value of ρ and T1 given this
condition.
To represent the two processes y(1) and u(2) by using a uniform notation, we introduce
r(t) :=

y
(1)
t , t < T1
u
(2)
t−T1 , t ≥ T1.
(4.8)
From this definition, it is easy to see that
{t < T1, rt = k} = {t < T1, y(1)t = k} and {t ≥ T1, rt = k} = {t ≥ T1, u(2)t−T1 = k}.
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The two-stage algorithm is defined as
Ttwo = T1 +N2, (4.9)
where the two stages are given in (4.5) and (4.7).
4.3 Expectations Of Stopping Times T1 and N2
In this section, we develop the expectations of Ttwo under P0 and P∞, which are based on
the results related to T1 and N2.
To develop the expectation of our proposed two-stage algorithm under P0, we decompose
Ttwo by the location of ρ introduced in (4.2). It is easy to check that
Ttwo = Ttwo ∧ ρ+ (Ttwo − ρ)+, (4.10)
regardless the value of ρ. Thus, we obtain
E0[Ttwo] = E0[Ttwo ∧ ρ] + E0[(Ttwo − ρ)+]. (4.11)
We need to claim some results as follows.
Lemma 4.1. The random time Ttwo ∧ ρ has the same distribution under P0 and P µ10 . Par-
ticularly, we have E0[Ttwo ∧ ρ] = Eµ10 [Ttwo ∧ ρ].
Proof of Lemma 4.1: The term Ttwo ∧ ρ is measurable with respect to Gρ. From the
definition (4.2), we can see that under P0 the path segment {Zt}t<ρ has a constant drift µ1.
Under P µ10 , the path segment {Zt}t<ρ also has drift µ1. So {Zt}t<ρ has the same distribution
under the measures P0 and P
µ1
0 . Thus, Ttwo ∧ ρ has the same distribution and the same
expectation under P0 and P
µ1
0 .
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To simplify the notations, we denote
θij :=
2µi − λj
λj
. (4.12)
The expectation of CUSUM T1 under P
µi
0 is well-known (see Moustakides [45] for example),
which is
Eµi0 [T1] =
2
(θi1λ1)2
(
e−θi1h + θi1h− 1
)
. (4.13)
And the expectation of N2 under P
µi
0 is also known as (see Borodin and Salminen [12] for
example)
Eµi0 [N2] =
2
θi2λ22
[
b(e−θi2x0 − e−θi2a)− a(e−θi2x0 − e−θi2b)
e−θi2b − e−θi2a − x0
]
. (4.14)
Notice that the measure P∞ has the same meaning as measure P 00 . So we can get
E∞[Ttwo] = E00 [T1] + E
0
0 [N2], (4.15)
where the right hand side is given by the sum of (4.13) and (4.14) by substituting 0 for µi.
We will compute the expectation of Ttwo under P0 on the events {T1 > ρ} and {T1 ≤ ρ}
separately. To analyze the algorithm under the event {T1 > ρ}, we introduce a new reflected
process:
yˆt := Yˆt − inf
0≤s≤t
Yˆs ∧ 0 := Yˆt − mˆt (4.16)
where
Yˆt := Y
(1)
t+ρ − inf
0≤s≤ρ
Y (1)s and t ∈ [0, T1 − ρ).
Then we define
Tˆ := inf {t ≥ 0 : yˆt ≥ h} . (4.17)
The process yˆt is a shift of y
(1)
t by subtracting the running minimum up to time ρ, which
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begins at time ρ. In fact, we have the following connection between Tˆ and T1.
Lemma 4.2. Conditional on the event {T1 > ρ}, the stopping times T1 and Tˆ defined in
(4.5) and (4.17) satisfy that
T1 = ρ+ Tˆ . (4.18)
Moreover, the two related reflected processes satisfy that
yˆs = y
(1)
s+ρ for s ∈ [0, T1 − ρ).
Proof of Lemma 4.2: To see that yˆt = y
(1)
t+ρ, for t ∈ [0, T1 − ρ), we have
y
(1)
t+ρ =Y
(1)
t+ρ − inf
0≤s≤t+ρ
Y (1)s
=Y
(1)
t+ρ −
(
inf
0≤s≤ρ
Y (1)s
)
∧
(
inf
ρ≤s≤t+ρ
Y (1)s
)
=
(
Y
(1)
t+ρ − inf
0≤s≤ρ
Y (1)s
)
− 0 ∧
(
inf
ρ≤s≤t+ρ
Y (1)s − inf
0≤s≤ρ
Y (1)s
)
. (4.19)
From (4.16) and (4.19), we obtain
y
(1)
t+ρ = Yˆt − 0 ∧
(
inf
ρ≤s≤t+ρ
Y (1)s − inf
0≤s≤ρ
Y (1)s
)
=Yˆt − 0 ∧ inf
0≤s≤t
(
Y
(1)
s+ρ − inf
0≤u≤ρ
Y (1)u
)
=Yˆt − 0 ∧ inf
0≤s≤t
Yˆs
=yˆt.
Thus, conditional on the event {T1 > ρ}, we obtain
T1 = inf
{
t ≥ ρ : y(1)t ≥ h
}
= inf
{
s ≥ 0 : y(1)s+ρ ≥ h
}
+ ρ = Tˆ + ρ.
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Instead of using y
(1)
t , the advantage to use yˆt is that, given the event {rρ = r, T1 > ρ},
the law of Yˆt under P0 can be computed in the following result.
Lemma 4.3. Conditional on the event {rρ = r, T1 > ρ}, the process Yˆt has the same law
under the measures P0 and P
µ2
0 , which is independent of the value ρ and the observation path
segment {Zt}0≤t≤ρ. Moreover, under P µi0 for i = 1, 2, on the path segment t ∈ [0, T1− ρ), we
have
dYˆt =
(
λ1µi − 1
2
λ21
)
dt+ λ1dW˜t and Yˆ0 = r, (4.20)
where W˜ is a standard Brownian motion which is independent of {Zt}0≤t≤ρ.
Proof of Lemma 4.3: From the definition (4.16), we have
Yˆt = Y
(1)
t+ρ − inf
0≤s≤ρ
Y (1)s = Y
(1)
t+ρ − Y (1)ρ +
(
Y (1)ρ − inf
0≤s≤ρ
Y (1)s
)
.
Given y
(1)
ρ = Y
(1)
ρ − inf0≤s≤ρ Y (1)s = rρ = r, from (4.5), we obtain
Yˆt = Y
(1)
t+ρ − Y (1)ρ + r = λ1(Zt+ρ − Zρ)−
1
2
λ21t+ r.
Under P µi0 , the drift of Z is µi and so we can get (4.20).
Under P0, the drift of Z is µ(s) = µ2 if s ≥ ρ. and from (4.1), we have
Zt+ρ − Zρ = µ2t+ (Wt+ρ −Wρ) = µ2t+ W˜t,
and thus,
dYˆt =
(
λ1µ2 − 1
2
λ21
)
dt+ λ1dW˜t and Yˆ0 = r,
where W˜ is a standard Brownian motion that is independent of {Zt}t≤ρ. Thus, we get the
results in the lemma.
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Lemma 4.4. For the stopping time Tˆ defined in (4.17), we have
Eµi0
[
Tˆ
∣∣∣ yˆ0] = 2
θ2i1λ
2
1
(
e−θi1h + θi1h− e−θi1yˆ0 − θi1yˆ0
)
. (4.21)
Proof of Lemma 4.4: To compute Eµi0 [Tˆ |yˆ0], we use the method of Itoˆ calculus. Notice
that yˆt = Yˆt − mˆt in (4.16), where mˆt is monotone. We apply Feynman-Kac theorem to the
diffusion in (4.20). To this effect, we consider the function g(x) which is twice continuously
differentiable and satisfies
g′(x)
(
λ1µi − 12λ21
)
+ 1
2
g′′(x)λ21 = −1
g(h) = 0
g′(0) = 0.
(4.22)
In fact, it is easy to check that the following g(x) is a solution of (4.22):
g(x) =
2
θ2i1λ
2
1
(
e−θi1h − e−θi1x + θi1(h− x)
)
. (4.23)
First, from Itoˆ formula, we obtain
dg(yˆt) =g
′(yˆt)dyˆt +
1
2
g′′(yˆt)d〈yˆ〉t (4.24)
=g′(yˆt)dYˆt − g′(yˆt)dmˆt + 1
2
g′′(yˆt)d〈Yˆ 〉t.
From the form of dYˆt in (4.20), equation (4.24) becomes
dg(yˆt) =
[
g′(yˆt)
(
λ1µi − 1
2
λ21
)
+
1
2
g′′(yˆt)λ21
]
dt+ g′(yˆt)λ1dW˜t − g′(yˆt)dmˆt. (4.25)
Since g′(0) = 0, we can claim that g′(yˆt)dmˆt = 0. This is because that dmˆt is not zero
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only at the time when Yˆt reaches new minimum value. But when Yˆt reaches new minimum,
we have yˆt = 0.
Then from (4.22) and g′(yˆt)dmˆt = 0, equation (4.25) becomes
dg(yˆt) =− dt+ g′(yˆt)λ1dW˜t (4.26)
and then
g(h)− g(yˆ0) =− Tˆ +
∫ Tˆ
0
g′(yˆt)λ1dW˜t. (4.27)
We know a CUSUM stopping time is almost surely bounded. Since the second term on the
right of (4.27) is a martingale and g(h) = 0, we obtain
Eµi0
[
Tˆ
∣∣ yˆ0] = g(yˆ0). (4.28)
Then (4.28) and (4.23) lead to the result (4.21).
To analyze the behavior of two-stage algorithm under the event {T1 ≤ ρ}, we introduce
another process:
uˆt := u
(2)
t+ρ−T1 (4.29)
which begins at uˆ0 = rρ. We define
Nˆ := inf {t ≥ 0 : uˆt 6∈ (a, b)} . (4.30)
In fact, the process uˆt is the segment of u
(2)
t beginning from the time ρ.
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Lemma 4.5. On the event {T1 ≤ ρ}, for the stopping time Nˆ , we have
Eµi0
[
Nˆ
∣∣∣uˆ0] = 2
θi2λ
2
2
[
b(e−θi2uˆ0 − e−θi2a)− a(e−θi2uˆ0 − e−θi2b)
e−θi2b − e−θi2a − uˆ0
]
. (4.31)
Proof of Lemma 4.5: From the definition of Nˆ , this expectation has the same form as
that of (4.14) with initial value uˆ0.
On the event {T1 > ρ, ρ = c}, we define
pµ1(r, h
∣∣c) := ∂
∂r
P µ10
(
y(1)ρ < r, ρ < T1
∣∣∣∣ρ = c)
=
∂
∂r
P µ10
(
y(1)ρ < r, max
0≤s≤ρ
y(1)s < h
∣∣∣∣ρ = c) (4.32)
as the partial derivative with respect to the first variable of the joint probability of y
(1)
ρ and
maxs≤ρ y
(1)
s under P
µ1
0 conditional on {ρ = c}. It can be considered as the density of the
transition probability when {ρ < T1}, although its integration over the value of y(1)ρ is not 1.
From Theorem 1 in Pistorius [56], we can see that
∫ ∞
0
pµ1(r, h|c)fρ(c)dc = αW
(α)(h− r)
Z(α)(h)
. (4.33)
Here,
W (α)(x) =
2
λ21κ1
e−
1
2
θ11x sinh(xκ1) (4.34)
is the α-scale function of Y (1) under P µ10 for x ≥ 0, and
Z(α)(x) = e−
1
2
θ11x
(
cosh(xκ1) +
θ11
2κ1
sinh(xκ1)
)
(4.35)
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is the adjoint α-scale function associated with W (α) for x ≥ 0, where
κ1 =
√
8α+ (2µ1 − λ1)2
2λ1
.
The following result gives the expectation of the two-stage stopping time under P0.
Theorem 4.1. The expectation of Ttwo under P0 has the following expression
E0[Ttwo] = E
µ1
0 [T1] +
∫ h
0
(
Eµ20
[
Tˆ
∣∣yˆ0 = r]− Eµ10 [Tˆ ∣∣yˆ0 = r]) I1(r)dr (4.36)
+I4E
µ2
0 [N2] + I3
(
Eµ10 [N2] +
∫ b
a
(
Eµ20
[
Nˆ
∣∣uˆ0 = r]−Eµ10 [Nˆ ∣∣uˆ0 = r]) I2(r)dr)
where
I1(r) :=
4α
λ21
sinh ((h− r)κ1)
2κ1 cosh(hκ1) + θ11 sinh(hκ1)
eθ11r/2 (4.37)
I2(r) := α
cosh ((b− a− |x0 − r|)κ2)− cosh ((b+ a− x0 − r)κ2)
λ22κ2e
θ12(x0−r)/2 sinh ((b− a)κ2) (4.38)
I3 :=
2κ1e
θ11h/2
2κ1 cosh (hκ1) + θ11 sinh (hκ1)
(4.39)
I4 := 1− I3 (4.40)
with
θij :=
2µi − λj
λj
and κi :=
√
8α+ (2µ1 − λi)2
2λi
.
The expressions of the components in the equation (4.36) are given in (4.13), (4.14),
Lemma 4.4 and Lemma 4.5.
Proof of Theorem 4.1: We compute the expectation in the following nine steps.
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1) From Lemma 4.1, we have
E0[Ttwo ∧ ρ] = Eµ10 [Ttwo ∧ ρ].
From (4.10), we can represent
Eµ10 [Ttwo ∧ ρ] = Eµ10 [Ttwo]−Eµ10 [(Ttwo − ρ)+],
And from the decomposition in (4.11) and above two equations, we obtain
E0[Ttwo] = E
µ1
0 [Ttwo]− Eµ10 [(Ttwo − ρ)+] + E0[(Ttwo − ρ)+]. (4.41)
Then from the definition of Ttwo, we have the expression
E0[Ttwo] = E
µ1
0 [T1] + E
µ1
0 [N2]− Eµ10 [(Ttwo − ρ)+] + E0[(Ttwo − ρ)+]. (4.42)
where Eµ10 [T1] and E
µ1
0 [N2] are given in (4.13) and (4.14) separately.
2) To compute the term E0[(Ttwo−ρ)+] in (4.42), we consider the expectation conditional
on {rρ = r, ρ = c} for any r and c ≥ 0. We have
E0[(Ttwo − ρ)+] = E0
[
E0[(Ttwo − ρ)+
∣∣rρ = r, ρ = c]] . (4.43)
Since there are only three cases {T1 > ρ}, {T1 ≤ ρ < Ttwo} and {ρ ≥ Ttwo} with respect to
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the location of ρ, by the law of total expectation, we have
E0[(Ttwo − ρ)+
∣∣rρ = r, ρ = c]
=E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 > ρ]P0 (T1 > ρ∣∣rρ = r, ρ = c) (4.44)
+E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 ≤ ρ < Ttwo]P0 (T1 ≤ ρ < Ttwo∣∣rρ = r, ρ = c) .
We need to consider each term on the right hand side of (4.44).
3) Consider the first term in the right hand side of (4.44). Given T1 > ρ, it is easy to see
that
E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 > ρ] (4.45)
=E0
[
T1 − ρ
∣∣rρ = r, ρ = c, T1 > ρ]+ E0 [N2∣∣rρ = r, ρ = c, T1 > ρ] .
The event {rρ = r, ρ = c, T1 > ρ} depends on the path segment {Zt}t≤T1 . Under {T1 > ρ},
the drift is a constant µ2 regardless the value of T1 during the recording of the second stage.
Thus, we have
E0
[
N2
∣∣rρ = r, ρ = c, T1 > ρ] = Eµ20 [N2]. (4.46)
On the other hand, on this event {rρ = r, ρ = c, T1 > ρ}, from the definition of T1, we
can see that
{T1 > ρ} ⇔
{
max
0≤s≤ρ
y(1)s < h
}
.
So {T1 > ρ} is independent of Tˆ . By Lemma 4.2 and Lemma 4.3, we have
E0
[
T1 − ρ
∣∣rρ = r, ρ = c, T1 > ρ] = Eµ20 [Tˆ ∣∣∣yˆ0 = r] . (4.47)
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Thus, (4.45), (4.46) and (4.47) lead to
E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 > ρ] = Eµ20 [N2] + Eµ20 [Tˆ ∣∣yˆ0 = r] . (4.48)
which is independent of {ρ = c}. The two terms on the right hand side of (4.48) are given
in (4.14) and Lemma 4.4.
4) Consider the second expectation term in the right hand side of (4.44). Conditional on
the event {rρ = r, ρ = c, T1 ≤ ρ < Ttwo}, we have ρ− T1 is positive.
E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 ≤ ρ < Ttwo]
=E0
[
N2 − (ρ− T1)
∣∣∣u(2)ρ−T1 = r, ρ = c, 0 ≤ ρ− T1 < N2]
By Markov property of the drifted Brownian motion, we have
E0
[
Ttwo − ρ
∣∣rρ = r, ρ = c, T1 ≤ ρ < Ttwo] = Eµ20 [Nˆ ∣∣∣uˆ0 = r] , (4.49)
which is given in Lemma 4.5.
5) From equations (4.43), (4.44), (4.48) and (4.49), we have
E0[(Ttwo − ρ)+]
=E0
[(
Eµ20 [N2] + E
µ2
0
[
Tˆ
∣∣yˆ0 = r])P0 (T1 > ρ∣∣rρ = r, ρ = c)] (4.50)
+E0
[
Eµ20
[
Nˆ
∣∣uˆ0 = r]P0 (T1 ≤ ρ < Ttwo∣∣rρ = r, ρ = c)] .
Use frρ(·
∣∣ρ) to represent the density function of the random variable rρ conditional on the
value of ρ under the measure P0. We can represent the first term on the right hand side of
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(4.50) as
E0
[(
Eµ20 [N2] + E
µ2
0
[
Tˆ
∣∣yˆ0 = r])P0 (T1 > ρ∣∣rρ = r, ρ = c)] (4.51)
=
∫ ∞
−∞
∫ ∞
0
(
Eµ20 [N2] + E
µ2
0
[
Tˆ
∣∣yˆ0 = r])P0 (T1 > ρ∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc dr
=
∫ h
0
(
Eµ20 [N2] + E
µ2
0
[
Tˆ
∣∣yˆ0 = r])(∫ ∞
0
P0
(
T1 > ρ
∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc) dr.
Notice that r ∈ (0, h) since rρ = y(1)ρ when ρ < T1. Denote the inner integral in the last line
of (4.51) as
I1 := I1(r) =
∫ ∞
0
P0
(
T1 > ρ
∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc. (4.52)
And similarly, we can represent the second term on the right hand side of (4.50) as
E0
[
Eµ20
[
Nˆ
∣∣uˆ0 = r]P0 (T1 ≤ ρ < Ttwo∣∣rρ = r, ρ = c)] (4.53)
=
∫ ∞
−∞
∫ ∞
0
Eµ20
[
Nˆ
∣∣uˆ0 = r]P0 (T1 ≤ ρ < Ttwo∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc dr
=
∫ b
a
Eµ20
[
Nˆ
∣∣uˆ0 = r](∫ ∞
0
P0
(
T1 ≤ ρ < Ttwo
∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc) dr.
Notice that r ∈ (a, b) because rρ = u(2)ρ when ρ ≥ T1. Denote the inner integral in (4.53) as
I ′1(r) := I
′
1 =
∫ ∞
0
P0
(
T1 ≤ ρ < Ttwo
∣∣rρ = r, ρ = c) frρ(r∣∣c)fρ(c)dc. (4.54)
Then (4.50), (4.51) and (4.53) lead to
E0[(Ttwo − ρ)+] =
∫ h
0
(
Eµ20 [N2] + E
µ2
0
[
Tˆ
∣∣yˆ0 = r]) I1dr + ∫ b
a
Eµ20
[
Nˆ
∣∣uˆ0 = r] I ′1dr. (4.55)
6) To represent I1(r) in the previous step, we know that {T1 > ρ} only depends on the
path with the case {µ(t) = µ1}, and also the process is rρ = y(1)ρ . So we represent the
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integrand of I1 as
P0
(
T1 > ρ
∣∣rρ = r, ρ = c) frρ(r∣∣c) = ∂∂rP µ10 (T1 > ρ, rρ ≤ r∣∣ρ = c) = pµ1(r, h|c),
Thus, from (4.33) and (4.52), we can get I1 in the equation (4.37) by simple computation.
7) Now we compute I ′1 := I
′
1(r). The event {T1 ≤ ρ,N2 + T1 > ρ} is a measurable set in
Gρ. So the first integrand term of (4.57) is
P0
(
T1 ≤ ρ < Ttwo
∣∣rρ = r, ρ = c) = P µ10 (T1 ≤ ρ < Ttwo∣∣rρ = r, ρ = c) .
By integrating over the value of T1, the integrand of (4.57) can be computed by
P µ10
(
T1 ≤ ρ < Ttwo
∣∣rρ = r, ρ = c) frρ(r∣∣c)
=
∂
∂r
P µ10 (T1 ≤ ρ < T1 +N2, rρ ≤ r
∣∣ρ = c)
=
∫ c
0
∂
∂r
P µ10 (c < t+N2, rρ ≤ r
∣∣ρ = c, T1 = t)dP µ10 (T1 ≤ t|ρ = c).
Under P µ10 , the observation path is not related to ρ. So in the above integral we have
dP µ10 (T1 ≤ t|ρ = c) = dP µ10 (T1 ≤ t).
More precisely, by using fµ1T1 (·) to represent the density function of T1 under the measure
P µ10 , we have
I ′1 =
∫ ∞
0
∫ c
0
αe−αc
∂
∂r
P0(c− t < N2, rρ ≤ r
∣∣ρ = c, T1 = t)fµ1T1 (t)dt dc
=
∫ ∞
0
(∫ ∞
t
αe−αc
∂
∂r
P µ10 (c− t < N2, rρ ≤ r
∣∣ρ = c, T1 = t)dc) fµ1T1 (t)dt.
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Now, we can change the variable from c to s = c− t, which leads to
I ′1 =
∫ ∞
0
e−αt
∫ ∞
0
αe−αs
∂
∂r
P µ10 (s < N2, rs+T1 ≤ r
∣∣ρ = s+ t, T1 = t)ds fµ1T1 (t)dt.
From the definition (4.8), we have rs+T1 = u
(2)
s . Under P
µ1
0 , the event {N2 > s, u(2)s = r} is
independent of T1 and not related to the value of ρ. Thus, we obtain
I ′1 =
∫ ∞
0
αe−αs
∂
∂r
P µ10 (N2 ≥ s, u(2)s ≤ r)ds
∫ ∞
0
e−αtfµ1T1 (t)dt.
Denote the integral
I2(r) :=
∫ ∞
0
αe−αs
∂
∂r
P µ10 (N2 ≥ s, u(2)s ≤ r)ds (4.56)
and
I3 :=
∫ ∞
0
e−αtfµ1T1 (t)dt. (4.57)
Then we have I ′1(r) = I2(r)I3.
8) To compute I2(r), we notice that
{
N2 ≥ s, u(2)s ≤ r
}
=
{
max
0≤k≤s
u
(2)
k ≤ b, min
0≤k≤s
u
(2)
k ≥ a, u(2)s ≤ r
}
.
So it is the joint distribution of the running minimum, the running maximum and the running
position of drifted Brownian motion with exponential stopping, where the drift coefficient is
(2λ2µ(t)− λ22)/2 and the diffusion coefficient is λ2. From the equation (1.15.6) on the page
271 in [12], we get (4.38) by simple computation.
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To compute I3, we integrate by parts in (4.57) to get
I3 =
∫ ∞
0
e−αtdP µ10 (T1 < t) =
∫ ∞
0
P µ10 (T1 < t)αe
−αtdt
=
∫ ∞
0
P µ10
(
max
s≤t
y(1)s > h
)
αe−αtdt. (4.58)
The equation (4.58) is the distribution of the maximum draw-up of drifted Brownian motion
with exponential killing time, where the drift coefficient is (2λ1µ(t)−λ21)/2 and the diffusion
coefficient is λ1. From the formula (1.9) in [68], we can get the integral (4.39).
Moreover, we can see that
1− I3 =
∫ ∞
0
P µ10
(
max
s≤t
y(1)s < h
)
αe−αtdt =
∫ h
0
I1dr. (4.59)
9) From equation (4.55) and notations of I2 := I2(r) and I3 we get
E0[(Ttwo − ρ)+] (4.60)
=
∫ h
0
(
Eµ20
[
Tˆ
∣∣yˆ0 = r]+ Eµ20 [N2]) I1dr + ∫ b
a
Eµ20
[
Nˆ
∣∣uˆ0 = r] I2I3dr
=
∫ h
0
Eµ20
[
Tˆ
∣∣yˆ0 = r] I1dr + Eµ20 [N2] ∫ h
0
I1dr + I3
∫ b
a
Eµ20
[
Nˆ
∣∣uˆ0 = r] I2dr,
where I1, I2, I3 are given in (4.37), (4.38) and (4.39) separately.
By using similar arguments, we can show that
Eµ10 [(Ttwo − ρ)+] (4.61)
=
∫ h
0
Eµ10
[
Tˆ
∣∣yˆ0 = r] I1dr + Eµ10 [N2] ∫ h
0
I1dr + I3
∫ b
a
Eµ10
[
Nˆ
∣∣uˆ0 = r] I2dr.
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From the equations (4.42), (4.60) and (4.61), we have
E0[Ttwo] =E
µ1
0 [T1] + E
µ1
0 [N2] + (E
µ2
0 [N2]−Eµ10 [N2])
∫ h
0
I1dr
+
∫ h
0
(
Eµ20
[
Tˆ
∣∣yˆ0 = r]− Eµ10 [Tˆ ∣∣yˆ0 = r]) I1dr (4.62)
+I3
∫ b
a
(
Eµ20
[
Nˆ
∣∣uˆ0 = r]− Eµ10 [Nˆ ∣∣uˆ0 = r]) I2dr
Then from (4.59), we get the result (4.36).
Corollary 4.1. For the CUSUM stopping time T1 with parameters λ1 > 0 and h > 0, its
expectation under P0 has the following expression
E0[T1] = E
µ1
0 [T1] +
∫ h
0
(
Eµ20
[
Tˆ
∣∣yˆ0 = r]−Eµ10 [Tˆ ∣∣yˆ0 = r]) I1dr (4.63)
where I1 is in (4.37) and Tˆ is defined in (4.17).
Proof of Corollary 4.1: This result directly comes from (4.36) by taking N2 = 0.
4.4 Detection Delay Of CUSUM Stopping Times
In time inhomogeneous case, a CUSUM stopping time is still a simple and reasonable rule,
especially in the situation that µ1 and µ2 are not too far from each other. In this section,
we use examples to discuss the performance of CUSUM stopping times.
For the parameters λ and k > 0, a CUSUM stopping time is defined as
Tc := Tc(λ, k) = inf {t ≥ 0 : yt ≥ k} (4.64)
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Figure 4.1: The best CUSUM stopping times in the case µ1 = 2 and µ2 = 5 when γ changes.
Left: the smallest detection delay. Right: the best parameter.
where
yt := Yt − inf
0≤s≤t
Ys and Yt := λZt −
1
2
λ2t.
Our purpose is to minimize the detection delay (4.3) with respect to the false alarm
constraint (4.4). For a CUSUM stopping time, we have known that under Lorden’s criterion,
the worst detection delay satisfies
J(Tc) = E0[Tc], (4.65)
which is given in Corollary 4.1. (See Poor and Hadjiliadis [61] or Chapter 2 for instance.)
It is interesting to discuss the choices of parameters λ and k. From the false alarm
constraint (4.4), the value of k is determined by the given constant γ and the value of λ.
Thus, it is nature to choose the constant parameter, namely λbest, to minimize the detection
delay of CUSUM stopping times E0[Tc] subject to the equation (4.4).
In Figure 4.1 and Table 4.1, we consider the example case µ1 = 2 and µ2 = 5. The value
of α is set up such that the detection delay J(Tc) and the average value of ρ are comparable.
Since J(Tc) is comparable with ln(γ), we simply make α = 2/ ln(γ). In Figure 4.1 and Table
4.1, for a given γ, the parameters λbest and k minimize the detection delay J(Tc) as the
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γ k λbest J γ k λbest J
1.1 2.775 4.723 0.176 2.1 2.993 3.898 0.351
3.1 3.167 3.553 0.449 4.1 3.318 3.37 0.522
5.1 3.449 3.255 0.58 10. 3.907 2.995 0.771
15. 4.214 2.885 0.893 20. 4.443 2.821 0.982
25. 4.626 2.778 1.052 30. 4.778 2.746 1.111
35. 4.909 2.722 1.161 40. 5.024 2.701 1.204
45. 5.126 2.685 1.243 50. 5.218 2.671 1.278
55. 5.301 2.658 1.309 60. 5.378 2.647 1.338
65. 5.449 2.638 1.365 70. 5.515 2.629 1.39
100. 5.837 2.591 1.51 200. 6.474 2.531 1.747
Table 4.1: The best CUSUM stopping times in the case µ1 = 2 and µ2 = 5 when γ changes.
‘k’ and ‘λbest’ refer to the parameters of the best CUSUM. ‘J’ refers to the detection delay.
equation (4.4) holds.
From Figure 4.1, we can see that as the false alarm γ increases, the value of detection
delay also increases as expected. Moreover, since we choose α = 2/ ln(γ) such that the time
ρ is comparable with detection delay, the average time of ρ at which the post-change drift
has a jump also increases as γ increases. This means that as γ gets larger, it is more likely to
have the post-change drift to be equal to µ1, and thus the best choice of CUSUM parameter
should be more close to µ1. In the meantime, when γ is close to 1, the post-change drift
is close to be equal to a constant drift µ2, and thus the best choice of CUSUM parameter
should be more close to µ2. We can also see that the best choice of parameter λ is between
µ1 and µ2 from the graph.
It is interesting to change the post-change drift. In Figure 4.2 and Table 4.2, we consider
the example case µ1 = 2 and γ = 10 when µ2 changes. The value of α is still set up
as α = 2/ ln(γ). In Figure 4.2 and Table 4.2, for a given µ2, the parameters λbest and h
minimize the detection delay J(Tc) as the equation (4.4) holds.
From Figure 4.2, we can see that as the post-change drift µ2 is larger, the value of
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Figure 4.2: The best CUSUM stopping times in the case µ1 = 2 and γ = 10 when µ2 changes.
Left: the smallest detection delay. Right: the best parameter.
detection delay decreases as expected. This is because it is easier to hit the threshold as
the post-change drift gets larger, and so it is faster to detect the change point. Moreover,
when µ2 is more close to µ1, the post-change drift is more likely to be a constant and the
parameter λ should be more close to µ1. In the meantime, when µ2 is large enough, the
CUSUM stopping time should stop very soon after the time ρ for any parameter λ > µ1. So
when µ2 is large enough, the best parameter λ is the one whose main effect is to minimize
the detection delay of CUSUM stopping times which stop before time ρ. Thus, when µ2 is
large enough, the parameter λ should also be close to µ1 in this sense.
4.5 Detection Delay of Ttwo
To analyze the detection delay of two-stage stopping time Ttwo, we need the SPRT algorithm
with respect to the process Z from the beginning time 0 which is defined as
Nˇ := inf {t ≥ 0 : uˇt 6∈ (a, b)} (4.66)
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µ2 k λbest J µ2 k λbest J
2. 3.186 2. 1.114 2.2 3.286 2.118 1.055
2.4 3.374 2.228 1.008 2.6 3.453 2.33 0.969
2.8 3.523 2.423 0.936 3. 3.585 2.508 0.908
4. 3.799 2.823 0.818 5. 3.907 2.995 0.771
6. 3.959 3.081 0.743 7. 3.982 3.119 0.724
8. 3.99 3.132 0.711 9. 3.99 3.133 0.702
10. 3.987 3.128 0.694 11. 3.982 3.12 0.688
12. 3.977 3.11 0.684 13. 3.971 3.1 0.68
14. 3.965 3.09 0.676 15. 3.959 3.081 0.674
16. 3.954 3.072 0.671 17. 3.949 3.064 0.669
Table 4.2: The best CUSUM stopping times in the case µ1 = 2 and γ = 10. ‘k’ and ‘λbest’
refer to the parameters of the best CUSUM. ‘J’ refers to the detection delay.
where
uˇt = u0 + λ2Zt − 1
2
λ22t for a constant u0 ∈ (a, b).
The difference between N2 and Nˇ is that N2 begins from time T1 while Nˇ begins from time
0. Here, we denote x0 to represent the initial value of the statistical process with respect to
N2 and denote u0 to represent the initial value of the statistical process with respect to Nˇ .
To make the notations clear, x0 is a constant parameter of two-stage stopping time Ttwo but
u0 is not related to Ttwo.
Corollary 4.2. For the SPRT stopping time Nˇ in (4.66) with parameters λ2 > 0, a < 0,
b > 0 and u0 ∈ (a, b), its expectation under P0 has the following expression
E0[Nˇ ] = E
µ1
0 [Nˇ ] +
∫ b
a
(
Eµ20
[
Nˆ
∣∣uˆ0 = r]− Eµ10 [Nˆ∣∣uˆ0 = r]) I2dr (4.67)
where I2 is given by (4.38) in which x0 = u0, and Nˆ is defined in (4.30) in which T1 = 0.
Proof of Corollary 4.2: This result directly comes from (4.36) by taking T1 = 0. Notice
that for this purpose we need to make h = 0, and thus, I3 = 1 and I4 = 0.
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4.5.1 Bounds of Detection Delay of Ttwo
In the following result, we provide upper and lower bounds of the detection delay of Ttwo,
which are not too much different from each other.
Proposition 4.1. The detection delay (4.3) of two-stage stopping time Ttwo defined in (4.9)
satisfies
E0[T1 +N2] ≤ J(Ttwo) ≤ max
{
E0[T1] + E
µ2
0 [N2], E0[T1] + E0[Nˇ |u0 = x0], sup
u0
E0[Nˇ ]
}
,
(4.68)
where T1, N2 and Nˇ are defined in (4.5), (4.7) and (4.66) separately, and the related expec-
tations are given in (4.14), (4.36), (4.63), and (4.67).
Remark 4.1. 1) We can drop the third term inside the maximum on the right hand side of
(4.68) by choosing x0 to be the value of u0 that maximizes E0[Nˇ ] .
2) Notice that the expectations of two SPRTs, E0[N2] and E0[Nˇ ], are not the same even if
u0 = x0. This is because the post-change drift µ(t) depends on ρ, which has an exponential
distribution on [0,∞) under the measure P0. From the definition (4.7), during the recording
time of N2, the distribution of ρ depends on the length of T1. But from (4.66), during the
recording time of Nˇ , the distribution of ρ is independent of T1.
3) The first inequality of (4.68) can not be substituted by equality in general. We know that
the first stage CUSUM algorithm has the largest mean value when τ = 0. But the second
stage N2 is not independent of the length of first stage. In fact, there is a jump in the drift
after τ at an independent exponential time ρ. So the bigger value of T1 − τ is, the larger
chance of the event that the process u(2) depends only on a Brownian motion with drift µ2
is, i.e. Pτ (ρ < T1). Such a connection does not allow for making a claim that the second
stage is also the worst when the first stage is the worst case in general, which may be true
for particular values of parameters. If we choose the parameters a, b, x0 and λ2 to guarantee
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that N2 is larger as T1 is larger for given µ1 and µ2, then the equality holds.
Proof of Proposition 4.1: The definition (4.3) gives
J(Ttwo) = sup
τ≥0
esssupEτ [(T1 +N2 − τ)+|Gτ ]. (4.69)
Here, we take supremum over all values of τ and essential supremum over all possible obser-
vation paths up to change time τ . By comparing τ with the two-stage rule Ttwo and with
the first stage T1, there are three cases among all paths: {τ > Ttwo}, {T1 ≤ τ ≤ Ttwo}
and {τ < T1}. So we can take essential supreme under these three cases and then take the
maximum over them.
Under the situation {τ > Ttwo}, there is no detection delay and the term inside the
conditional expectation of (4.69) is 0. So
esssup
{τ>Ttwo}
Eτ [(T1 +N2 − τ)+|Gτ ] = 0. (4.70)
Under the situation {T1 ≤ τ ≤ Ttwo}, we have (T1 +N2 − τ)+ = N2 − (τ − T1) ≤ N2. So
the detection delay contains only a part of the second stage N2 beginning from u
(2)
τ−T1. Since
there is no change in the first stage, in this case, N2 does not depend on the value of T1.
From the definition of N2 in (4.7), we can see that
esssup
{T1≤τ≤Ttwo}
Eτ [(T1 +N2 − τ)+|Gτ ] = esssup
{T1≤τ≤Ttwo}
Eτ [N2 − (τ − T1)|u(2)τ−T1]. (4.71)
On the right hand side of (4.71), the essential supreme is just taken over all values of u
(2)
τ−T1.
Thus, by Markov property, we obtain
esssup
{T1≤τ≤Ttwo}
Eτ [(T1 +N2 − τ)+|Gτ ] = sup
u0
Eτ [N2 − (τ − T1)|u(2)τ−T1 = u0] = sup
u0
E0[Nˇ ]. (4.72)
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Here, Nˇ is defined in (4.66) to represent the SPRT stopping time beginning from time 0 and
with initial position u0.
Under the situation {τ < T1}, we have (T1+N2− τ)+ = (T1− τ)+N2, which is the sum
of two positive terms. This means that the detection delay contains a part of the first stage
T1 beginning from y
(1)
τ and the whole period of the second stage N2. We have
esssup
{τ<T1}
Eτ [(T1 +N2 − τ)+|Gτ ] = esssup
{τ<T1}
(Eτ [T1 − τ |Gτ ] + Eτ [N2|Gτ ])
≤ esssup
{τ<T1}
Eτ [T1 − τ |Gτ ] + esssup
{τ<T1}
Eτ [N2|Gτ ]. (4.73)
As the property of CUSUM stopping time, the essential supreme in the first term on the
right hand side of (4.73) happens when y
(1)
τ = 0. So by Markov property, given τ < T1, we
obtain
esssup
{τ<T1}
Eτ [T1 − τ |Gτ ] = esssup
{τ<T1}
Eτ [T1 − τ |y(1)τ = 0] = E0[T1]. (4.74)
The second term on the right hand side of (4.73) involves the definition ofN2 which begins
at T1. There is a jump in the drift after τ which happens at an independent exponential time
ρ. So we consider two cases {ρ ≤ T1} and {ρ > T1}. Given τ < T1, by total expectation, we
have
Eτ [N2|Gτ ] =Eτ [N2|Gτ , ρ ≤ T1]Pτ (ρ ≤ T1|Gτ ) + Eτ [N2|Gτ , ρ > T1]Pτ (ρ > T1|Gτ ). (4.75)
Conditional on {ρ ≤ T1}, the second stage N2 is just defined on the path related to a
Brownian motion with drift µ2, and is independent of Gτ and the values of ρ, τ and T1. So
we have
Eτ [N2|Gτ , ρ ≤ T1] = Eµ2τ [N2] = Eµ20 [N2]. (4.76)
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Conditional on {ρ > T1}, we know that ρ is still an exponential distributed time beginning
from T1 due to the memoryless property of exponential distribution. By Markov property,
we obtain
Eτ [N2|Gτ , ρ > T1] = E0[Nˇ |u0 = x0]. (4.77)
Thus, from (4.75), (4.76) and (4.77), we obtain
Eτ [N2|Gτ ] ≤ max
{
Eµ20 [N2], E0[Nˇ |u0 = x0]
}
. (4.78)
So when τ < T1, from (4.73), (4.74) and (4.78), we obtain
esssup
{τ<T1}
Eτ [(T1 +N2 − τ)+|Gτ ] ≤ max
{
E0[T1] + E
µ2
0 [N2], E0[T1] + E0[Nˇ |u0 = x0]
}
. (4.79)
Finally, from (4.70), (4.72) and (4.79), by taking maximum over all value of τ , we get
the upper bound in (4.68).
4.5.2 Numerical Illustration And Discussion
Now, we use examples to show the performance of Ttwo. In Figure 4.3, Figure 4.4 and Table
4.3, we consider the case that µ1 = 2 and µ2 = 5. We change the value of γ and choose
different parameters in Ttwo and compare the results with the best CUSUM stopping times
mentioned in the previous section. We choose the value α to be equal to 2/ ln(γ). There are
six parameters λ1, h, λ2, a, b and x0, which is a difficulty to choose the proper parameters. In
this example, the method we used to choose parameters is based on the best CUSUM, which
is just for simplicity and not necessary to be the best method. To choose the parameters,
first, we compute the best CUSUM stopping time, where ‘best’ means that the CUSUM
parameter can minimize the detection delay as the false alarm constraint holds. Then we
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Γ
detection delay of
best CUSUM
second upper bound component 'UB2'
lower bound 'LB'
first upper bound component 'UB1'
20 40 60 80 100 120 140
0.5
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1.5
Figure 4.3: The performance of Ttwo in the case µ1 = 2 and µ2 = 5 when γ changes. Lower
bound means E0[Ttwo]. First upper bound component means E0[T1]+E
µ2
0 [N2]. Second upper
bound component means E0[T1] + E0[Nˇ |u0 = x0].
third upper bound component 'UB3'
detection delay of best CUSUM
Γ
0 20 40 60 80 100 120 140
5
10
15
Figure 4.4: The performance of Ttwo in the case µ1 = 2 and µ2 = 5 when γ changes. Third
upper bound component means supu0 E0[Nˇ ].
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γ 3.1 10. 30. 50. 75. 100. 125. 150.
λ1 3.55335 2.99506 2.74639 2.67052 2.62151 2.59145 2.5704 2.55449
h 2.85036 3.51647 4.30059 4.69593 5.01934 5.25295 5.43617 5.58703
a −0.4 −2. −2.101 −2.8068 −3.79971 −4.1 −4.4797 −8.5066
b 0.31671 0.01558 0.01173 0.00806 0.01543 0.00607 0.01248 0.02308
λ2 3.55335 0.10768 0.05272 0.03940 0.05218 0.02928 0.03917 0.07010
α 1.76772 0.86859 0.58802 0.51124 0.46323 0.43429 0.41422 0.39915
DD 0.44927 0.77086 1.11073 1.27760 1.41285 1.51001 1.58594 1.64831
LB 0.40437 0.73249 1.06882 1.21593 1.37104 1.43060 1.53792 1.59963
UB1 0.40412 0.71269 1.03820 1.18775 1.33056 1.40220 1.49464 1.55453
UB2 0.40467 0.75237 1.09980 1.24495 1.41334 1.46061 1.58404 1.64802
UB3 0.01016 2.57466 5.05080 8.35151 8.65208 15.449 12.969 13.768
Table 4.3: The performance of Ttwo in the case µ1 = 2 and µ2 = 5 when γ changes. ’DD’
refers to the detection delay of best CUSUM stopping times. Lower bound ’LB’ means
E0[Ttwo]. First upper bound component ’UB1’ means E0[T1]+E
µ2
0 [N2]. Second upper bound
component ’UB2’ means E0[T1] + E0[Nˇ |u0 = x0]. Third upper bound component ’UB3’
means supu0 E0[Nˇ ].
use a two-stage stopping time to modify this best CUSUM. More precisely, we choose λ1 to
be the best CUSUM parameter and make h a little bit smaller than the threshold parameter
in the best CUSUM stopping time. For simplicity, just make x0 = 0. Then we still have
three parameters a, b and λ2. Let E∞[Ttwo] = γ, which makes b to be a function of a and λ2.
Now, for any particular value of a, we can choose λ2 to minimize E0[Ttwo]. Then we change
the value of a to observe the upper and lower bounds in Proposition 4.1 to find a proper
value of a.
From Figure 4.3, Figure 4.4 and Table 4.3, we can see that the detection delay of Ttwo is
comparable with that of the best CUSUM stopping time. Under the special situation τ = 0,
we can choose proper parameters to make the detection delay of Ttwo smaller than that of
the best CUSUM stopping time. And the two upper bound components in Proposition 4.1,
E0[T1]+E
µ2
0 [N2] and E0[T1]+E0[Nˇ |u0 = x0], can also be smaller than the detection delay of
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the best CUSUM by choosing proper parameters in Ttwo. But it is hard to make the other
upper bound component supu0 E0[Nˇ ] to be smaller in the meantime, which can be seen in
Figure 4.4. The reason for this is that supu0 E0[Nˇ ] is related to the situation that the change
time τ happens in the second stage, which means we just run a SPRT algorithm to detect
the change. So in this situation, the performance of Ttwo should be worse than that of a
single CUSUM stopping time. In fact, we may choose small parameters a and b to make
supu0 E0[Nˇ ] to be small, but then we can expect a large detection delay in the situation that
change time occurs in the first stage.
From Figure 4.3, Figure 4.4 and Table 4.3, we can see that, at least under some situations,
the two-stage stopping time Ttwo has a smaller detection delay than a CUSUM stopping time
by selecting proper parameters. Since the upper bound in Proposition 4.1 may be far from
the detection delay of Ttwo, a better estimator of J(Ttwo) is still necessary and interesting.
By comparing the two-stage stopping time and the best CUSUM stopping time, we may
make more discussion to obtain additional information. We can run a two-stage stopping
time and a CUSUM stopping time in the meantime and compare their stops to analyze the
information behind them. More precisely, when the two-stage stopping time stops earlier
than CUSUM stopping time, it may tell us that the change has happened and the CUSUM
stopping time makes an alarm successfully. When the two-stage stopping time stops later
than CUSUM stopping time, it may provide the hint that this CUSUM stopping time is a
false alarm. Further discussion can be made in the future study.
4.6 Conclusion
In this chapter, we consider the situation that the post-change drift is a step function, where
a jump happens at an independent exponentially distributed time. We develop the two-stage
stopping time as a combination between a CUSUM stopping time and a two-sided exit SPRT
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stopping time, and provide the explicit formula of the expectation of such two-stage stopping
time. Based on the result, further numerical analysis in time inhomogeneous case is made
based on the comparison between the two-stage stopping time and CUSUM stoppin times.
Chapter 5
Correlated CUSUMs And Joint
Maximum Drawdown And Drawup
In the previous chapters, one dimensional stream of observations is considered. Alternatively,
it is of interest to consider the multi-dimensional problems, especially in the case with non-
zero correlation. Zhang and Hadjiliadis [88] and Zhang, Rodosthenous and Hadjiliadis [90]
showed that the minimum of two CUSUM stopping times is asymptotically optimal as the
mean time to the first false alarm increases without bound in the quickest detection problem
with respect to a two dimensional streams of Wiener observations with correlation. They
derived the upper and lower bounds to the expected time of the minimum of two CUSUMs,
but their bounds do not depend on the value of correlation and so can not lead to an
improvement of the optimal choices of the thresholds based on different values of correlation.
In this work, we would like to find explicit formula to explain the effect of correlation with
respect to the two CUSUMs.
For convenience, in this chapter, we consider the situation that we observe two sequential
processes as correlated Wiener observations. The problem of finding the expected time of
the minimum of two CUSUMs leads to the development of explicit formula for the joint
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distribution of maximum drawdown and maximum drawup of any drifted Brownian motion
killed at an exponential time. To this effect, we consider the problem of studying the
distributional properties of the minimum of two CUSUMs related to the correlated Wiener
observations. Then we apply the formula to provide explicit upper and lower bounds of the
expected time of the minimum of two CUSUM stopping times, that explicitly depend on
the different values of correlation coefficient. This can serve as a starting point for further
analysis of N CUSUM stopping times with respect to the N dimensional correlated Wiener
observations. The result of joint distribution of maximum drawdown and maximum drawup
of a drifted Brownian motion killed at an exponential time is an extension of Salminen and
Vallois [68] from a standard Brownian motion case to a drifted Brownian motion case, which
provides an interesting probabilistic result alone.
In section 5.1, we develop the joint distribution of maximum drawdown and maximum
drawup of a drifted Brownian motion killed at an exponential time. In section 5.2, we apply
the previous result to analyze the expected time of minimum of two correlated CUSUM
stopping times. In section 5.3, we apply the previous results to detection problem and make
discussions on its performance. The notations in this chapter may be different from the ones
we used in the previous chapters.
5.1 Joint Maximum Drawdown and Drawup
In this section, we provide the distribution of the maximum drawdown and maximum drawup
of a drifted Brownian motion killed at an exponential time. For this purpose, we need to
introduce some notations, which are used only for this section.
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5.1.1 Notations
On a probability space, under the measure Qµx, let Xt be a Brownian motion with drift µ and
started from the position x. For simplicity, we use Eµx to represent the expectation under
Qµx. Denote T to be an exponentially distributed random variable with parameter λ, which
is independent of Xt. And {Ft} is the filtration generated by the process {Xs}s≤t.
We need to define the minimum and maximum of Xt on a given time interval as follows
I[t1,t2] := inf{Xt : t1 ≤ t ≤ t2} (5.1)
S[t1,t2] := sup{Xt : t1 ≤ t ≤ t2}.
And we define the hitting (stopping) times
Ha := inf{t ≥ 0 : Xt = a}
HI := inf{t ≥ 0 : Xt = I[0,T ]}
HS := inf{t ≥ 0 : Xt = S[0,T ]}.
For computational convenience, we use the following way to define the shift operator
X+st := Xt+s (5.2)
for s ≥ 0. So the process {X+s} gives a path with initial value Xs. The correspondent
notations H+sa , I
+s
[t1,t2]
and S+s[t1,t2] are defined as
H+sa := inf{t ≥ 0 : Xt+s = a}
I+s[t1,t2] := inf{Xt : t1 + s ≤ t ≤ t2 + s} (5.3)
S+s[t1,t2] := sup{Xt : t1 + s ≤ t ≤ t2 + s}.
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Notice that hitting times of Brownian motion have independent increments. The notation
H+sa is just used to remind us that the hitting time is related to the time-shifted path {X+s}
with initial value Xs. In fact, H
+s
a does not depend on the value of s when the initial value
Xs is given. In other words, H
+s
a and Ha have the same distribution under Q
µ
x.
We also define the drawdown Dt and drawup Ut of the process Xt as
Dt := sup
u≤t
Xu −Xt and Ut := Xt − inf
u≤t
Xu. (5.4)
The related maximum drawdown and maximum drawup of Xt are defined as
Dt := sup
s≤t
Ds and U t := sup
s≤t
Us. (5.5)
We also denote D[t1,t2], U[t1,t2], D[t1,t2] and U [t1,t2] separately to represent the correlated con-
cepts when the time t is in the interval [t1, t2], and D
+s
[t1,t2]
, U+s[t1,t2], D
+s
[t1,t2] and U
+s
[t1,t2] for the
process {X+s}.
For computational convenience, we denote the partial derivative with respect the distri-
bution as
Qµx(Xt ∈ dy) :=
∂Qµx(Xt ≤ y)
∂y
dy. (5.6)
Also we recall the expectation of indicator function as
Eµx [1{Xt∈dy}] = Q
µ
x(Xt ∈ dy). (5.7)
5.1.2 The Distribution of (DT , UT )
In this subsection, our objective is to get the joint distribution of (DT , UT ), stopped at an
independent exponential time T . To this effect, we show the derivation in five steps. The
first three steps consider the path of path of {Xt} on the time interval [0, HI ], [HI , HS]
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and [HS, T ] conditional on the event {HI < HS, I[0,T ] = a, S[0,T ] = b} for proper a and
b separately. The fourth step is to compute the distribution of this conditional event
{HI < HS, I[0,T ] = a, S[0,T ] = b}. Then we combine them to get the joint distribution
at the last step. The main results are given in Theorem 5.1 and Proposition 5.1.
STEP 1: We consider the path of {Xt} on the time interval [0, HI ]. More precisely, for any
constants −a < c < b− a where a < 0 and b > 0, we consider
Qµ0 (D[0,HI ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b).
For this purpose, we can first consider the behavior of the path {Xt}0≤t≤HI conditional
on the global minimum I[0,T ] = a (or maximum S[0,T ] = b). For simplicity, denote
κ =
√
2λ+ µ2. (5.8)
Lemma 5.1. Conditional on the value of minimum on the interval [0, T ], that is I[0,T ] = a,
where a < 0 and where T is an exponential distributed time with parameter λ, Brownian
motion with drift µ killed at hitting time of the minimum a is identical in law with another
Brownian motion with drift −κ killed at the first time of hitting a. In other words, for any
y > a, we have
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a) = Q−κ0 (Xt ∈ dy, t < Ha) (5.9)
where κ is defined in (5.8).
Proof of Lemma 5.1: For y > a and t < s, the conditional probability gives
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a,HI = s) =
Qµ0(Xt ∈ dy, t < HI , I[0,T ] ∈ da,HI ∈ ds)
Qµ0 (I[0,T ] ∈ da,HI ∈ ds)
. (5.10)
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By introducing the value of XT , for any t < s, the numerator of (5.10) can be represented
as the integration over the value of XT and over the value of T
Qµ0 (Xt ∈ dy, t < HI , I[0,T ] ∈ da,HI ∈ ds)
=
∫ ∞
a
Qµ0 (Xt ∈ dy, I[0,T ] ∈ da,HI ∈ ds,XT ∈ dz)
dz
dz
=
∫ ∞
s
λe−λu
∫ ∞
a
Qµ0(Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz)
dz
dz du
(5.11)
where T is exponential distributed and independent of the Brownian motion.
Since t < s ≤ u, we have {I[0,u] = a} = {I[0,t] > a, I[t,u] = a}. By the property of the
conditional expectation and indicator function, we obtain
Qµ0 (Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz) (5.12)
=Eµ0
[
Eµ0
[
1{Xt∈dy,I[0,t]>a,I[t,u]∈da,Ha∈ds,Xu∈dz}
∣∣∣ Ft]]
=Eµ0
[
1{Xt∈dy,I[0,t]>a}E
µ
0
[
1{I[t,u]∈da,Ha∈ds,Xu∈dz}
∣∣∣ Ft]] .
Then by Markov property, (5.12) gives
Qµ0 (Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz) (5.13)
=Eµ0
[
1{Xt∈dy,I[0,t]>a}E
µ
0
[
1{I[t,u]∈da,Ha∈ds,Xu∈dz}
∣∣∣ Xt = y]]
=Eµ0
[
1{Xt∈dy,I[0,t]>a}
]
Eµy
[
1{I+t
[0,u−t]
∈da,H+ta +t∈ds,X+tu−t∈dz}
]
,
where {X+t} is defined in (5.2). Then (5.11) and (5.13) lead to
Qµ0 (Xt ∈ dy, t < HI , I[0,T ] ∈ da,HI ∈ ds) (5.14)
=
∫ ∞
s
λe−λu
∫ ∞
a
Qµ0 (Xt ∈ dy, I[0,t] > a)
Qµy (I
+t
[0,u−t] ∈ da,H+ta + t ∈ ds,X+tu−t ∈ dz)
dz
dz du.
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By changing of measures, we obtain
Qµ0 (Xt ∈ dy, I[0,t] > a) = eµy−
1
2
µ2tQ00(Xt ∈ dy, I[0,t] > a). (5.15)
Moreover, from E. Csaki, A. Foldes and P. Salminen [14], we have the joint distribution of
the running minimum, the hitting time of minimum and the last position of any Brownian
motion, which leads to
Qµy (I
+t
[0,u−t] ∈ da,H+ta + t ∈ ds,X+tu−t ∈ dz)
=2eµ(z−y)−
1
2
µ2(u−t)Q
0
y (Ha + t ∈ ds)
ds
Q0z (u−Ha ∈ ds)
ds
ds da dz.
(5.16)
Here, under Q0y, Ha is the hitting time of level a for the standard Brownian motion with
initial value y; while under Q0z, Ha is the hitting time of level a for the standard Brownian
motion with initial value z.
The distribution of hitting time Ha is ( see [31] for example)
Q0y (Ha ∈ dr) =
y − a√
2pir3
e−
(y−a)2
2r dr (5.17)
for any r > 0.
So from (5.14), (5.15) and (5.16), we can get
Qµ0(Xt ∈ dy,t < HI , I[0,T ] ∈ da,HI ∈ ds) = 2
Q00(Xt ∈ dy, I[0,t] > a)
dy
Q0y(Ha + t ∈ ds)
ds
×
(∫ ∞
s
λe−λu
∫ ∞
a
eµz−
1
2
µ2uQ
0
z(u−Ha ∈ ds)
ds
dz du
)
ds dy da. (5.18)
By changing the variable from u to v = u− s in the integral term on the right hand side of
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(5.18), we obtain
∫ ∞
s
λe−λu
∫ ∞
a
eµz−
1
2
µ2uQ
0
z(u−Ha ∈ ds)
ds
dz du
=
∫ ∞
0
λe−λ(v+s)
∫ ∞
a
eµze−
1
2
µ2(v+s)Q
0
z(Ha ∈ dv)
dv
dz dv.
Then by changing the order of integral, we get
∫ ∞
s
λe−λu
∫ ∞
a
eµz−
1
2
µ2uQ
0
z(u−Ha ∈ ds)
ds
dz du (5.19)
=e−(λ+
1
2
µ2)s
∫ ∞
a
λeµz
∫ ∞
0
e−(λ+
1
2
µ2)vQ
0
z(Ha ∈ dv)
dv
dvdz
=e−(λ+
1
2
µ2)s
∫ ∞
a
λeµzE0z
[
e−(λ+
1
2
µ2)Ha
]
dz.
We have the Laplace transform of the hitting time (see [12] for example) as follows
E0z
[
e−(λ+
1
2
µ2)Ha
]
= e−κ(z−a). (5.20)
Then from (5.18), (5.19) and (5.20), after integration over z, we get
Qµ0 (Xt ∈ dy, t < HI , I[0,T ] ∈ da,HI ∈ ds)
=eµa−(λ+
1
2
µ2)s 2λ
κ− µQ
0
y(Ha + t ∈ ds)Q00(Xt ∈ dy, I[0,t] > a) da,
(5.21)
which gives the numerator of (5.10).
On the other hand, the denominator of (5.10) can be represent as the integration over
the value of XT and over the value of T
Qµ0 (I[0,T ] ∈ da,HI ∈ ds) =
∫ ∞
a
Qµ0 (I[0,T ] ∈ da,HI ∈ ds,XT ∈ dz)
dz
dz
=
∫ ∞
s
λe−λu
∫ ∞
a
Qµ0 (I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz)
dz
dz du.
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Applying the result (5.16), we have
Qµ0 (I[0,T ] ∈ da,HI ∈ ds) =
∫ ∞
s
λe−λu
∫ ∞
a
2eµz−
1
2
µ2uQ
0
0(Ha ∈ ds)
ds
Q0z(u−Ha ∈ ds)
ds
dz du ds da
=2λ
Q00(Ha ∈ ds)
ds
∫ ∞
a
eµz
∫ ∞
s
e−(λ+
1
2
µ2)uQ
0
z(u−Ha ∈ ds)
ds
du dz ds da.
The integration on the right hand side of above equation is the same as the computation in
(5.19). After integration, we obtain
Qµ0 (I[0,T ] ∈ da,HI ∈ ds) = eµa−(λ+
1
2
µ2)s 2λ
κ− µQ
0
0(Ha ∈ ds) da. (5.22)
Combining (5.10), (5.21) and (5.22), we obtain
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a,HI = s) =
Q00(Xt ∈ dy, I[0,t] > a)Q0y(Ha + t ∈ ds)
Q00(Ha ∈ ds)
. (5.23)
It is easy to compute the distribution of I[0,T ], which is given in
Qµ0(I[0,T ] ≤ a) =
∫ ∞
0
λe−λuQµ0 (Ha ≤ u)du =
∫ ∞
0
λe−λu
∫ u
0
Qµ0 (Ha = s)ds du
=
∫ ∞
0
Qµ0(Ha = s)e
−λsds = Eµ0
[
e−λHa
]
. (5.24)
Thus, from the Laplace transform of the hitting time in (5.20), we have
Qµ0 (I[0,T ] ≤ a) = eµa+
√
2λ+µ2a (5.25)
and so
Qµ0 (I[0,T ] ∈ da) = (µ+
√
2λ+ µ2)e
“
µ+
√
2λ+µ2
”
a
da. (5.26)
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Taking the ratio between equations (5.22) and (5.26), we get
Qµ0 (HI ∈ ds | I[0,T ] = a) = e−(λ+
1
2
µ2)se−a
√
2λ+µ2Q00(Ha ∈ ds). (5.27)
Finally, for y > a, from the equations (5.23) and (5.27), we have
Qµ0(Xt ∈ dy, t < HI | I[0,T ] = a)
=
∫ ∞
t
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a,HI = s)
Qµ0 (HI ∈ ds | I[0,T ] = a)
ds
ds
=e−a
√
2λ+µ2Q
0
0(Xt ∈ dy, I[0,t] > a)
dy
(∫ ∞
t
Q0y(Ha + t ∈ ds)
ds
e−(λ+
1
2
µ2)s ds
)
dy.
(5.28)
By changing the variable and applying (5.20), the integration in the last line of (5.28)
becomes
∫ ∞
t
Q0y(Ha + t ∈ ds)
ds
e−(λ+
1
2
µ2)sds = e−(λ+
1
2
µ2)t
∫ ∞
0
Q0y(Ha ∈ ds)e−(λ+
1
2
µ2)sds
=e−(λ+
1
2
µ2)tE0y
[
e−(λ+
1
2
µ2)Ha
]
= e−(λ+
1
2
µ2)te−κ(y−a).
(5.29)
So, from (5.28) and (5.29), we obtain
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a) = e−y
√
2λ+µ2e−(λ+
1
2
µ2)tQ00(Xt ∈ dy, I[0,t] > a). (5.30)
Then by Girsanov theorem, the above equation gives
Qµ0 (Xt ∈ dy, t < HI | I[0,T ] = a) =Q−κ0 (Xt ∈ dy, t < Ha). (5.31)
So conditional on the value of global minimum on time interval [0, T ], I[0,T ] = a, the BM
with drift µ killed at hitting time of global minimum HI , is identical in law with another
BM with drift −κ killed at hitting a.
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Corollary 5.1. Conditional on the value of maximum on the time interval [0, T ], that is
S[0,T ] = b where b > 0 and where T is an exponential distributed time with parameter λ,
Brownian motion with drift µ killed at hitting time of the maximum b is identical in law with
another Brownian motion with drift κ which is killed at the first time of hitting b. In other
words, for any y < b, we have
Qµ0 (Xt ∈ dy, t < Hb | S[0,T ] = b) = Qκ0(Xt ∈ dy, t < Hb). (5.32)
Proof of Corollary 5.1: The result and proof in lemma 5.1 is correct for any drifted
Brownian motion, so we can apply them to another Brownian motion {−Xt} with drift −µ.
Then we have a statement about the global maximum of Xt.
Now, we can consider the distribution of process Xt conditional on both the global
maximum and the global minimum, based on the result in lemma 5.1 and corollary 5.1.
Lemma 5.2. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] and conditional on the values of maximum and mini-
mum, S[0,T ] = b and I[0,T ] = a where b > 0, a < 0 and where T is an exponential distributed
time with parameter λ, Brownian motion with drift µ killed at hitting time of the minimum
value a is identical in law with another Brownian motion with drift −κ which is killed at the
first time of hitting a conditional on the event that hits a before b. In other words, for any
a < y < b, we have
Qµ0 (Xt ∈ dy, t < Ha | Ha < Hb, I[0,T ] = a, S[0,T ] = b)
=Q−κ0 (Xt ∈ dy, t < Ha | Ha < Hb) (5.33)
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where κ is defined in (5.8).
Proof of Lemma 5.2: From corollary 5.1, the process {Xt} killed at HS under Qµ0
conditional on S[0,T ] = b and the process {Xt} under Qκ0 killed at the first hitting time Hb
are identical in law. Given that both processes has the minimum value a < 0, we obtain
Qµ0 (Xt ∈ dy, t < Hb | S[0,T ] = b, I[0,Hb] = a) = Qκ0(Xt ∈ dy, t < Hb | I[0,Hb] = a).
The condition I[0,Hb] = a implies Ha < Hb, so we can kill both processes at Ha, which gives
Qµ0 (Xt ∈ dy, t < Ha | S[0,T ] = b, I[0,Hb] = a) = Qκ0(Xt ∈ dy, t < Ha | I[0,Hb] = a). (5.34)
Conditional on either {S[0,T ] = b, I[0,Hb] = a} or {S[0,T ] = b,HI < HS, I[0,T ] = a}, the process
{Xt} killed at Ha has the same distribution under Qµ0 , which is a Brownian motion with
drift µ that travels from 0 to a and keeps inside (a, b) before stopping. Thus, we have
Qµ0 (Xt ∈ dy, t < Ha | S[0,T ] = b, I[0,Hb] = a) (5.35)
=Qµ0 (Xt ∈ dy, t < Ha | S[0,T ] = b,HI < HS, I[0,T ] = a).
From (5.34) and (5.35), we obtain
Qµ0(Xt ∈ dy, t < Ha | HI < HS, I[0,T ] = a, S[0,T ] = b) (5.36)
=Qκ0(Xt ∈ dy, t < Ha | I[0,Hb] = a).
Now, we apply the Theorem 2.4 in Tanre and Vallois [77], which leads to
Qκ0(Xt ∈ dy, t < Ha | I[0,Hb] = a) = Q−κ0 (Xt ∈ dy, t < Ha | Ha < Hb) (5.37)
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Combining (5.36) and (5.37), we obtain (5.33).
The result in lemma 5.2 provides the distribution of the conditional process {Xt}. We
can compute the distribution of its maximum drawdown in the following result.
Corollary 5.2. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] where T is an exponential distributed time with param-
eter λ, and conditional on the values of maximum and minimum, S[0,T ] = b and I[0,T ] = a
where b > 0, a < 0, for any c ∈ (−a, b − a), the distribution of maximum drawdown of
Brownian motion with drift µ stopped at hitting time of minimum value a satisfies
Qµ0 (DHI < c |HI < HS, I[0,T ] = a, S[0,T ] = b) =
sinh((a + c)κ) sinh((b− a)κ)
sinh(cκ) sinh(bκ)
. (5.38)
where κ is defined in (5.8).
Proof of Corollary 5.2: Under the condition {I[0,T ] = a,HI < HS, S[0,T ] = b}, it is easy
to see that the event {DHI < c} is the equivalent to the the event {Ha < Ha+c}, since if the
process hits a + c before time Ha, then the maximum drawdown distance will be at least c.
Thus, for −a < c < b− a, we have
Qµ0 (DHI < c |HI < HS, I[0,T ] = a, S[0,T ] = b) = Qµ0(Ha < Ha+c |HI < HS, I[0,T ] = a, S[0,T ] = b).
From Lemma 5.2, for −a < c < b− a, we obtain
Qµ0 (Ha < Ha+c | HI < HS, I[0,T ] = a, S[0,T ] = b) =Q−κ0 (Ha < Ha+c | Ha < Hb)
=
Q−κ0 (Ha < Ha+c, Ha < Hb)
Q−κ0 (Ha < Hb)
=
Q−κ0 (Ha < Ha+d)
Q−κ0 (Ha < Hb)
.
(5.39)
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For a < x < b, it is well known that (see [12] for example)
Qµx(Ha < Hb) =
Sµ(b)− Sµ(x)
Sµ(b)− Sµ(a) (5.40)
where Sµ is the scale function of Brownian motion with drift µ, defined as
Sµ(x) =
1
2µ
(1− e−2µx) = e
−µx
µ
sinh(µx). (5.41)
So from (5.39) and (5.40), we obtain
Qµ0 (DHI < c | HI < HS, I[0,T ] = a, S[0,T ] = b)
=
S−κ(a+ c)− S−κ(0)
S−κ(a + c)− S−κ(a) ×
S−κ(b)− S−κ(a)
S−κ(b)− S−κ(0)
=
sinh ((a + c)κ) sinh ((b− a)κ)
sinh (cκ) sinh (bκ)
.
STEP 2: We consider the path of {Xt} on the time interval [HI , HS]. More precisely, for
any constants 0 < c < b− a where a < 0 and b > 0, we consider
Qµ0 (D[HI ,HS ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b).
For this purpose, we need the following result.
Lemma 5.3. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] and conditional on the value of maximum and minimum,
S[0,T ] = b and I[0,T ] = a where b > 0, a < 0 and where T is an exponential distributed time
with parameter λ, Brownian motion with drift µ killed at first hitting time of b and beginning
from the minimum on time interval [0, Hb] is identical in law with a three-dimensional Bessel
process with drift κ and initial value a and killed at the first time to hit b. In other words,
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 126
for any a < y < b, we have
Qµ0 (Xt ∈ dy,Ha < t < Hb | Ha < Hb, I[0,T ] = a, S[0,T ] = b) (5.42)
=Qˆκ0 ((a+Xs) ∈ dy, 0 < s < Hb−a) ,
where Qˆκ0 is the measure under which {Xs} is a 3-dimensional Bessel process with drift κ,
namely BES(3, κ), and κ is defined in (5.8).
Proof of Lemma 5.3: From corollary 5.1, the process {Xt} killed at HS under Qµ0
conditional on S[0,T ] = b and the process {Xt} under Q
√
2λ+µ2
0 killed at the first hitting time
Hb are identical in law. Given that both processes have the minimum value a < 0, we obtain
Qµ0 (Xt ∈ dy, t < Hb | S[0,T ] = b, I[0,Hb] = a) = Qκ0(Xt ∈ dy, t < Hb | I[0,Hb] = a).
The condition I[0,Hb] = a implies Ha < Hb, so we can consider both processes on time interval
(Ha, Hb), which gives
Qµ0 (Xt ∈ dy,Ha < t < Hb | S[0,T ] = b, I[0,Hb] = a) (5.43)
=Qκ0(Xt ∈ dy,Ha < t < Hb | I[0,Hb] = a).
Conditional on either {S[0,T ] = b, I[0,Hb] = a} or {S[0,T ] = b,HI < HS, I[0,T ] = a}, the process
{Xt} for t ∈ (Ha, Hb) has the same distribution under Qµ0 , which is a Brownian motion with
drift µ that travels from a to b and keeps inside [a, b) between the first and last positions.
Thus, we have
Qµ0 (Xt ∈ dy,Ha < t < Hb | S[0,T ] = b, I[0,Hb] = a) (5.44)
=Qµ0 (Xt ∈ dy,Ha < t < Hb | S[0,T ] = b,HI < HS, I[0,T ] = a).
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From (5.43) and (5.44), we get
Qµ0 (Xt ∈ dy,Ha < t < Hb | HI < HS, I[0,T ] = a, S[0,T ] = b) (5.45)
=Qκ0(Xt ∈ dy,Ha < t < Hb | I[0,Hb] = a).
Then, we apply Theorem 2.4 in Tanre and Vallois [77], which tells that for the Brownian
motion with drift ν, the segment between the first hitting of level b and the first hitting of
minimum on [0, Hb], that is {Xt : HI[0,Hb] ≤ t ≤ Hb}, conditionally on the value of minimum
I[0,Hb] = a, is identical in law with {a +Xt} under the measure Qˆν0, killed at hitting time of
the minimum between t = 0 and the first time of {X} to hit level b − a, where under Qˆν0 ,
the process {a +X} is three-dimensional Bessel process with drift ν and initial value a. In
other words, we have
Qκ0(Xt ∈ dy,Ha < t < Hb | I[0,Hb] = a) = Qˆκ0(a +Xs ∈ dy, 0 < s < Hb−a). (5.46)
Thus, combining (5.45) and (5.46), we obtain the result (5.42).
Corollary 5.3. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] where T is an exponential distributed time with param-
eter λ, and conditional on the values of maximum and minimum, S[0,T ] = b and I[0,T ] = a
where b > 0, a < 0, for any c ∈ (−a, b − a), the distribution of maximum drawdown of
Brownian motion with drift µ on the time interval [HI , HS] satisfies
Qµ0 (D[HI ,HS ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b) (5.47)
=
sinh
(
(b− a)
√
2λ+ µ2
)
sinh (cκ)
e−κ(b−a−c) coth(cκ)
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where κ is defined in (5.8).
Proof of Corollary 5.3: From lemma 5.3 , we have
Qµ0 (D[HI ,HS ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b) = Qˆκ0(D[0,Hb−a] < c).
Notice that when we consider the drawdown, {a +X} and {X} provides the same value of
drawdown on the same time interval.
From the proposition 2.5 in Salminen and Vallois [68], we can get
Qˆκ0(D[0,Hb−a] < c) =
sinh
(
(b− a)
√
2λ+ µ2
)
sinh (cκ)
e−κ(b−a−c) coth(cκ).
Thus, we get the result (5.47).
STEP 3: We consider the path of {Xt} on the time interval [HS, T ]. More precisely, for
any constants 0 < c < b− a where a < 0 and b > 0, we consider
Qµ0 (D[HS ,T ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b).
Similarly to the first step, we need to know the behavior of the process path conditional
on the value of the minimum I[0,T ] = a (or maximum S[0,T ] = b).
Lemma 5.4. Conditional on the value of minimum on the time interval [0, T ], I[0,T ] = a
where a < 0 and where T is an exponential distributed time with parameter λ, the distribution
of Brownian motion with drift µ beginning from the global minimum position HI satisfies
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a) = lim
x→a
h1(y)
h1(x)
Qµx(Xv ∈ dy, v < Ha ∧ T ), (5.48)
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for any y > a, where
h1(x) := Q
µ
x(T < Ha) = 1− eµ(a−x)−(x−a)
√
2λ+µ2 . (5.49)
Remark 5.1. 1) Notice that the process that corresponds to the right hand side of (5.48)
begins from time zero and value a while the left hand side begins from time HI and value a.
So we can consider that v = t−HI , where t and v are used in (5.48).
2) The right hand side of (5.48) is known as Doob’s h-transform (see [19] for example) with
h = h1(x) of Brownian motion with drift µ which is killed at time T ∧ Ha. And (5.48)
provides a formula of the Radon-Nikodym derivative form.
3) The left hand side of (5.48) is the transition probability of Brownian motion beginning at
Ha, killed at T and conditional on {I[0,T ] = a}. We denote this probability by
Qµ,Ix,a( · ) := Qµx( · | I[0,T ] = a). (5.50)
Then the right hand side of equation (5.48) provides a method to represent this conditional
probability.
Proof of Lemma 5.4: For y > a, by integration over the value of HI and conditional
probability, we have
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a)
=
∫ t
0
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds)
Qµ0(I[0,T ] ∈ da)
ds.
(5.51)
So we first consider the numerator inside the integration of (5.51). By integration over the
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value of XT and over the value of exponential time T , for s < t, we have
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds)
=
∫ ∞
a
Qµ0 (Xt ∈ dy, I[0,T ] ∈ da,HI ∈ ds,XT ∈ dz, s < t < T )
dz
dz
=
∫ ∞
t
λe−λu
∫ ∞
a
Qµ0 (Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz)
dz
dz du.
(5.52)
For s < t ≤ u , by using the notation of indicator functions, we have
Qµ0(Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz) =Eµ0
[
1{Xt∈dy,I[0,u]∈da,Ha∈ds,Xu∈dz}
]
=Eµ0
[
1{Xt∈dy,I[0,t]∈da,I[t,u]≥a,Ha∈ds,Xu∈dz}
]
.
where the last equality comes from {I[0,u] ≥ a,Ha = s} = {I[0,t] = a, I[t,u] ≥ a,Ha = s}.
From the property of the conditional expectation, we obtain
Qµ0 (Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz) (5.53)
=Eµ0
[
Eµ0
[
1{Xt∈dy,I[0,t]∈da,I[t,u]≥a,Ha∈ds,Xu∈dz}
∣∣∣ Ft]]
=Eµ0
[
1{Xt∈dy,Ha∈ds,I[0,t]∈da}E
µ
0
(
1{I[t,u]≥a,Xu∈dz}
∣∣∣ Ft)] .
From Markov property of Brownian motion, (5.53) leads to
Qµ0 (Xt ∈ dy, I[0,u] ∈ da,Ha ∈ ds,Xu ∈ dz) (5.54)
=Eµ0
[
1{Xt∈dy,Ha∈ds,I[0,t]∈da}E
µ
0
(
1{I[t,u]≥a,Xu∈dz}
∣∣∣ Xt = y)]
=Eµ0
[
1{Xt∈dy,Ha∈ds,I[0,t]∈da}E
µ
y
(
1n
I+t
[0,u−t]
≥a,X+tu−t∈dz
o
)]
=Qµ0 (Xt ∈ dy,Ha ∈ ds, I[0,t] ∈ da)Qµy(I+t[0,u−t] ≥ a,X+tu−t ∈ dz).
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where {X+t} is defined in (5.2). Then (5.52) becomes
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds) (5.55)
=
∫ ∞
t
λe−λu
∫ ∞
a
Qµ0 (Xt ∈ dy,Ha ∈ ds, I[0,t] ∈ da)
Qµy (I
+t
[0,u−t] ≥ a,X+tu−t ∈ dz)
dz
dz du.
By changing measure, we have
Qµy (X
+t
u−t ∈ dz, I+t[0,u−t] ≥ a) =eµ(z−y)−
1
2
µ2(u−t) Q0y(X
+t
u−t ∈ dz, I+t[0,u−t] ≥ a). (5.56)
Moreover, from E. Csaki, A. Foldes and P. Salminen [14], we have the joint distribution of
the running minimum, the hitting time of minimum and the last position of any Brownian
notion, which leads to
Qµ0 (Xt ∈ dy,Ha ∈ ds, I[0,t] ∈ da) = 2eµy−
1
2
µ2tQ
0
0(Ha ∈ ds)
ds
Q0y(t−Ha ∈ ds)
ds
ds dy da. (5.57)
So from (5.55), (5.56) and (5.57), we obtain
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds) = 2λe−(λ+
1
2
µ2)tQ
0
0(Ha ∈ ds)
ds
Q0y(t−Ha ∈ ds)
ds
×
(∫ ∞
a
eµz
∫ ∞
t
e−(λ+
1
2
µ2)(u−t)Q
0
y(X
+t
u−t ∈ dz, I+t[0,u−t] ≥ a)
dz
du dz
)
dy da ds.
By changing variable v = u− t where u ∈ [t,∞), we obtain
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds) = 2λe−(λ+
1
2
µ2)tQ
0
0(Ha ∈ ds)
ds
Q0y(t−Ha ∈ ds)
ds
×
(∫ ∞
a
eµz
∫ ∞
0
e−(λ+
1
2
µ2)v
Q0y(X
+t
v ∈ dz, I+t[0,v] ≥ a)
dz
dv dz
)
dy da ds. (5.58)
To simplify the integration part of (5.58), we notice that T is exponentially distributed. By
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integration over the value v of exponential time and the value of {X+t} at time v, we have
Qµy (T < H
+t
a ) = Q
µ
y (I
+t
[0,T ] > a) =
∫ ∞
0
λe−λv
∫ ∞
a
Qµy (I
+t
[0,v] > a,X
+t
v ∈ dz)
dz
dz dv (5.59)
=
∫ ∞
0
λe−λv
∫ ∞
a
eµ(z−y)e−
1
2
µ2v
Q0y(I
+t
[0,v] > a,X
+t
v ∈ dz)
dz
dz dv.
By comparing the integrals in (5.58) and (5.59), we obtain
Qµ0 (Xt ∈ dy,HI < t < T, I[0,T ] ∈ da,HI ∈ ds)
=2e−(λ+
1
2
µ2)teµy
Q00(Ha ∈ ds)
ds
Q0y(t−Ha ∈ ds)
ds
Qµy (T < H
+t
a )dy da ds.
(5.60)
On the other hand, from (5.22) in the proof of Lemma 5.1, we obtain
Qµ0 (I[0,T ] ∈ da,HI ∈ ds) = e−(λ+
1
2
µ2)seµa
2λ
κ− µQ
0
0(Ha ∈ ds)da. (5.61)
Then by taking the ratio between (5.60) and (5.61), we obtain
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a,HI = s)
=
κ− µ
λ
e−(λ+
1
2
µ2)(t−s)eµ(y−a)
Q0y(t−Ha ∈ ds)
ds
Qµy (T < H
+t
a )dy.
(5.62)
To simplify the right hand side of (5.62), we recall the following result. From [12] and [31],
we have the joint distribution of the running minimum and the last position of any Brownian
motion as follows
Qµx(Xt ∈ dy, t < Ha) =Qµx(Xt ∈ dy, I[0,t] > a)
=eµ(y−x)−
1
2
µ2t 1√
2pit
[
e−
(y−x)2
2t − e− (x+y−2a)
2
2t
]
dy.
(5.63)
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By simple computation and the Laplace transform of Ha in (5.20), we also obtain
Qµx(T < Ha) =
∫ ∞
0
λe−λu
∫ ∞
u
Qµx(Ha ∈ ds)
ds
ds du =
∫ ∞
0
(1− e−λs)Q
µ
x(Ha ∈ ds)
ds
ds
=1− Eµx
[
e−λHa
]
= 1− e−(x−a)
“√
2λ+µ2+µ
”
.
(5.64)
It is easy to see that both (5.63) and (5.64) go to zero as x → a. Considering the path
{X+s} where X+s0 = Xs = x, by simple computation, for t > s, we obtain
lim
x→a
Qµx(X
+s
t−s ∈ dy, t− s < H+sa )
Qµx(T < H+sa )
=
√
2λ+ µ2 − µ
λ
y − a√
2pi(t− s)3 e
− 1
2(t−s)
(y−a−µ(t−s))2dy.
(5.65)
Moreover, from (5.17), we also have
Qµy (t−Ha ∈ ds) =eµ(y−a)−
1
2
µ2(t−s)Q0y (t−Ha ∈ ds)
=eµ(y−a)−
1
2
µ2(t−s) y − a√
2pi(t− s)3 e
− (y−a)2
2(t−s) ds.
(5.66)
By comparing (5.65) and (5.66), we can see that
lim
x→a
Qµx(X
+s
t−s ∈ dy, t− s < H+sa )
Qµx(T < H+sa )
=
√
2λ+ µ2 − µ
λ
eµ(y−a)−
1
2
µ2(t−s)Q
0
y (t−Ha ∈ ds)
ds
dy.
(5.67)
Thus, from (5.62) and (5.67), we obtain
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a,HI = s)
= lim
x→a
Qµx(X
+s
t−s ∈ dy, t− s < H+sa )Qµy(T < H+ta )
Qµx(T < H+sa )
e−λ(t−s). (5.68)
Finally, we use the value of t− s > 0 to represent an exponential distributed time with
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parameter λ which is independent to X. Then we have
Qµx(X
+s
t−s ∈ dy, t− s < H+sa )e−λ(t−s) =Qµx(X+st−s ∈ dy, t− s < H+sa ∧ T ). (5.69)
So from (5.68) and (5.69), we obtain
Qµ0(Xt ∈ dy,HI < t < T | I[0,T ] = a,HI = s)
= lim
x→a
Qµy (T < H
+t
a )
Qµx(T < H+sa )
Qµx(X
+s
t−s ∈ dy, t− s < H+sa ∧ T ). (5.70)
We know that under Qµx, {X+s} and {X} have the same distribution, both of which
begin from x. Thus, Qµx(X
+s
t−s ∈ dy, t − s < H+sa ∧ T+s) = Qµx(Xv ∈ dy, v < Ha ∧ T ) and
Qµx(T < H
+s
a ) = Q
µ
x(T < Ha). So we obtain
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a,HI = s)
= lim
x→a
Qµy (T < Ha)
Qµx(T < Ha)
Qµx(Xv ∈ dy, v < Ha ∧ T ). (5.71)
The right hand side of (5.71) does not depend on the value of s. Thus, we obtain
Qµ0 (Xt ∈ dy,HI < t < T | I[0,T ] = a) = lim
x→a
Qµy (T < Ha)
Qµx(T < Ha)
Qµx(Xv ∈ dy, v < Ha ∧ T ),
where the expression of Qµx(T < Ha) is in (5.64).
Corollary 5.4. Conditional on the value of maximum on the time interval [0, T ], that is
S[0,T ] = b where b > 0 and T is an exponential distributed time with parameter λ, the
distribution of Brownian motion with drift µ beginning from the global maximum position
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HS and killed at T satisfies
Qµ0 (Xt ∈ dy,HS < t < T | S[0,T ] = b) = lim
x→b
h2(y)
h2(x)
Qµx(Xv ∈ dy, v < Hb ∧ T ), (5.72)
for any y < b, where
h2(x) := Q
µ
x(T < Hb) = 1− eµ(b−x)−(b−x)
√
2λ+µ2 . (5.73)
Remark 5.2. 1) Notice that the right hand side of (5.72) begins from time zero and value b
while the left hand side begins from time HS and value b. So we can consider that v = t−HS,
where t and v are used in (5.72).
2) The left hand side of (5.72) provides the transition probability of Brownian motion be-
ginning at Hb killed at T and conditional on {S[0,T ] = b}. We denote this probability by
Qµ,Sx,b ( · ) := Qµx( · | S[0,T ] = b). (5.74)
Then the right hand side of (5.72) provides a representation of Qµ,S0,b .
Proof of Corollary 5.4: If we consider Brownian motion, −Xt with drift −µ, in lemma
5.4, then we have the statement about the global maximum of Xt.
Now, we can consider the distribution of process Xt conditional on both the global
maximum and the global minimum.
Lemma 5.5. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] and conditional on the value of maximum and minimum,
S[0,T ] = b and I[0,T ] = a where b > 0, a < 0 and where T is an exponential distributed time
with parameter λ, the distribution of Brownian motion with drift µ beginning from the global
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maximum position HS and killed at T satisfies
Qµ0 (Xt ∈ dy,HS < t < T | S[0,T ] = b,HI < HS, I[0,T ] = a) (5.75)
= lim
x→b
h3(y)
h3(x)
Qµx (Xv ∈ dy, v < Ha ∧Hb ∧ T )
for any a < y < b, where
h3(x) :=Q
µ
x(T < Hb)Q
µ
x(I[0,T ] ≥ a |S[0,T ] = b)eµ(b−a) sinh ((b− a)κ) (5.76)
=eµ(b−a) sinh((b− a)κ)− eµ(b−x) sinh((b− x)κ)− eµ(2b−a−x) sinh((x− a)κ)
and κ =
√
2λ+ µ2.
Remark 5.3. 1) Notice that the right hand side of (5.75) begins from time zero and value b
while the left hand side begins from time HS and value b. So we can consider that v = t−HS,
where t and v are used in (5.75).
2) The left hand side of (5.75) provides the transition probability of the Brownian motion
beginning at Hb killed at T and conditional on {S[0,T ] = b,HI < HS, I[0,T ] = a}. We denote
this probability by
Qµ,I,Sx,a,b ( · ) := Qµx( · | S[0,T ] = b,HI < HS, I[0,T ] = a). (5.77)
Then the right hand side of (5.75) provides a representation of Qµ,I,S0,a,b .
Proof of Lemma 5.5: Conditional on either {S[0,T ] = b, I[Hb,T ] ≥ a} or {S[0,T ] = b,HI <
HS, I[0,T ] = a}, the process {Xt} for t ∈ (Hb, T ) has the same distribution under Qµ0 , which
is a Brownian motion with drift µ that begins from value b, stops at time T and is between
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the minimum value a and maximum value b. So we can see that
Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b,HI < HS, I[0,T ] = a)
=Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b, I[Hb,T ] ≥ a).
(5.78)
Here, notice that conditional on {S[0,T ] = b}, we have HS = Hb.
By conditional expectation, (5.78) becomes
Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b, I[Hb,T ] ≥ a)
=
Qµ0
(
Xt ∈ dy,Hb < t < T, I[Hb,T ] ≥ a | S[0,T ] = b
)
Qµ0
(
I[Hb,T ] ≥ a | S[0,T ] = b
) . (5.79)
For computational convenience, we employ the notation Qµ,Sx,b defined in (5.74). Then (5.79)
becomes
Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b, I[Hb,T ] ≥ a) =
Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,T ] ≥ a
)
Qµ,S0,b
(
I[Hb,T ] ≥ a
) .
(5.80)
For HS < t < T , we have {I[Hb,T ] ≥ a} = {I[Hb,t] ≥ a} ∪ {I[t,T ] ≥ a}. By using the property
of conditional expectation, the numerator of (5.80) becomes
Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,T ] ≥ a
)
=Eµ,S0,b
[
Eµ,S0,b
(
1{Xt∈dy,Hb<t<T,I[Hb,t]≥a,I[t,T ]≥a} | Ft
)]
=Eµ,S0,b
[
1{Xt∈dy,Hb<t<T,I[Hb,t]≥a}E
µ,S
0,b
(
1{I[t,T ]≥a} | Ft
)]
.
(5.81)
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By using Markov property of Brownian motion, (5.81) leads to
Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,T ] ≥ a
)
=Eµ,S0,b
[
1{Xt∈dy,Hb<t<T,I[Hb,t]≥a}E
µ,S
0,b
(
1{I[t,T ]≥a} | Xt = y
)]
=Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,t] ≥ a
)
Qµ,Sy,b
(
I+t[0,T−t] ≥ a
)
.
(5.82)
Notice that {X} and {X+t} has the same distribution under Qµy conditional on {Xt = y}.
And T − t is still an exponential time with parameter λ given {t < T}. So we have
Qµ,Sy,b
(
I+t[0,T−t] ≥ a
)
= Qµ,Sy,b
(
I[0,T ] ≥ a
)
.
In the meantime, given that {Hb < T}, by Markov property and the independence of T and
the X, the denominator of (5.80) becomes
Qµ,S0,b
(
I+t[Hb,T ] ≥ a
)
= Qµ,Sb,b
(
I[0,T ] ≥ a
)
. (5.83)
Then (5.80), (5.82) and (5.83) lead to
Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b, I[Hb,T ] ≥ a)
=Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,t] ≥ a
) Qµ,Sy,b (I[0,T ] ≥ a)
Qµ,Sb,b
(
I[0,T ] ≥ a
) . (5.84)
Notice that given {Hb < t}, by using the shift notation in (5.3), we have
{I[Hb,t] > a} = {I+Hb[0,t−Hb] > a} = {t−Hb < H+Hba }. (5.85)
This means the path of X beginning from Hb is stopped at t before hitting a. Then for any
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a < y < b, from the transition probability form in corollary 5.4, we obtain
Qµ,S0,b
(
Xt ∈ dy,Hb < t < T, I[Hb,t] ≥ a
)
= lim
x→b
h2(y)
h2(x)
Qµx(Xv ∈ dy, v < Ha, v < Hb ∧ T ).
(5.86)
Here, as remark 5.2 said, there is a time shift v = t−Hb, where v and t are used in (5.86).
Then from (5.84) and (5.86), we obtain
Qµ0 (Xt ∈ dy,Hb < t < T | S[0,T ] = b, I[Hb,T ] ≥ a) (5.87)
= lim
x→b
h2(y)
h2(x)
Qµx(Xv ∈ dy, v < Ha, v < Hb ∧ T )
Qµ,Sy,b
(
I[0,T ] ≥ a
)
Qµ,Sb,b
(
I[0,T ] ≥ a
)
= lim
x→b
h3(y)
h3(x)
Qµx(Xv ∈ dy, v < Ha, v < Hb ∧ T ),
where h3(x) = h2(x)Q
µ,S
x,b
(
I[0,T ] ≥ a
)
eµ(b−a) sinh ((b− a)κ) and κ =
√
2λ+ µ2. Here, the
constant term eµ(b−a) sinh ((b− a)κ) is just used to simplify the function h3(x). Thus, we get
the result (5.75).
In the following, we provide an expression of function h3(x). From (5.73), we have
known the expression of h2(x). For the term Q
µ,S
x,b
(
I[0,T ] ≥ a
)
, from the continuity of path
and corollary 5.4, for a < x < b, we can see that
Qµ,Sx,b
(
I[0,T ] ≥ a
)
=1−Qµ,Sx,b
(
I[0,T ] ≤ a
)
= 1−Qµ,Sx,b (Ha < T ) (5.88)
=1− Q
µ
a(T < Hb)
Qµx(T < Hb)
Qµx(Ha < Hb ∧ T ).
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And the term Qµx(Ha < Hb ∧ T ) satisfies
Qµx(Ha < Hb ∧ T ) =
∫ ∞
0
λe−λtQµx(Ha < Hb, Ha < t)dt
=
∫ ∞
0
λe−λt
∫ t
0
Qµx(Ha ∈ ds,Ha < Hb)
ds
ds dt
=
∫ ∞
0
Qµx(Ha ∈ ds,Ha < Hb)
ds
(∫ ∞
s
λe−λtdt
)
ds
=
∫ ∞
0
e−λs
Qµx(Ha ∈ ds,Ha < Hb)
ds
ds.
(5.89)
The last form in (5.89) is the Laplace transform of drifted Brownian motion stopped at first
exit of (a, b) when hits a before b. By using the result in Borodin and Salminen [12], formula
3.0.5 on page 309, we obtain
Qµx(Ha < Hb ∧ T ) = eµ(a−x)
sinh((b− x)
√
2λ+ µ2)
sinh((b− a)
√
2λ+ µ2)
. (5.90)
Then (5.73), (5.88) and (5.90) lead to
Qµ,Sx,b
(
I[0,T ] ≥ a
)
=1− Q
µ
a(T < Hb)
Qµx(T < Hb)
eµ(b−x) sinh((b− x)κ)
eµ(b−a) sinh((b− a)κ) (5.91)
=
eµ(b−a) sinh((b− a)κ)− eµ(b−x) sinh((b− x)κ)− eµ(2b−a−x) sinh((x− a)κ)
Qµx(T < Hb)eµ(b−a) sinh((b− a)κ)
where κ =
√
2λ+ µ2. Thus, we get the expression of h3(x) in (5.76).
By using the result in lemma 5.5, we can compute the distribution of maximum drawdown
on the time interval [HS, T ].
Corollary 5.5. Conditional on the event that the global minimum happens before the global
maximum on the time interval [0, T ] and conditional on the value of maximum and minimum,
S[0,T ] = b and I[0,T ] = a where b > 0, a < 0 and where T is an exponential distributed time
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with parameter λ, for any c ∈ (0, b−a), the distribution of maximum drawdown of Brownian
motion with drift µ on the time interval [HS, T ] satisfies
Qµ0 (D[HS ,T ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b)
=
eµ(b−a) sinh((b− a)κ) [κeµc cosh(cκ)− µeµc sinh(cκ)− κ]
eµc sinh(cκ) [κeµ(b−a) cosh ((b− a)κ)− µeµ(b−a) sinh ((b− a)κ)− κ] ,
(5.92)
where κ :=
√
2λ+ µ2.
Proof of Corollary 5.5: For convenience, we use the notation Qµ,I,Sx,a,b defined in (5.77).
Given {HI < HS, I[0,T ] = a, S[0,T ] = b}, on the time interval [HS, T ], the event of maximum
drawdown is less than c < b− a means that the drifted Brownian motion path begins from b
and stops before hitting b− c. So for 0 < c < b− a, from the continuity of path and lemma
5.5, we can see that
Qµ0(D[HS ,T ] < c |HI < HS, I[0,T ] = a, S[0,T ] = b) = Qµ,I,S0,a,b (D[HS ,T ] < c)
=1−Qµ,I,S0,a,b (I[Hb,T ] < b− c)
=1− lim
x→b
h3(b− c)
h3(x)
Qµx(Hb−c < Ha ∧Hb ∧ T ). (5.93)
To compute Qµx(Hb−c < Ha ∧Hb ∧ T ), we notice that b− c > a, which means that the path
hits b− c before a when begins from position b. Thus, under Qµx where x is near b, we have
{Hb−c < Ha ∧Hb ∧ T} = {Hb−c < Hb ∧ T}. And then, similar to the computation in (5.89),
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 142
we obtain
Qµx(Hb−c < Ha ∧Hb ∧ T ) =Qµx(Hb−c < Hb, Hb−c < T )
=
∫ ∞
0
λe−λt
∫ t
0
Qµx(Hb−c < Hb, Hb−c ∈ ds)
ds
ds dt
=
∫ ∞
0
Qµx(Hb−c < Hb, Hb−c ∈ ds)
ds
(∫ ∞
s
λe−λtdt
)
ds
=
∫ ∞
0
e−λs
Qµx(Hb−c < Hb, Hb−c ∈ ds)
ds
ds.
(5.94)
Similar to (5.90), for 0 < c < b− a, we obtain
Qµx(Hb−c < Ha ∧Hb ∧ T ) = eµ(b−d−x)
sinh((b− x)
√
2λ+ µ2)
sinh(c
√
2λ+ µ2)
. (5.95)
Then from (5.76), (5.93) and (5.95), for 0 < c < b− a, by simple computation, we obtain
Qµ0 (D[HS ,T ] < c | HI < HS, I[0,T ] = a, S[0,T ] = b)
=1− lim
x→b
h3(b− c)
h3(x)
eµ(b−x) sinh((b− x)κ)
eµc sinh(cκ)
=1− h3(b− c)
eµc sinh(cκ)
lim
x→b
sinh((b− x)κ)
h3(x)
=
eµ(b−a) sinh((b− a)κ) [κeµc cosh(cκ)− µeµc sinh(cκ)− κ]
eµc sinh(cκ) [κeµ(b−a) cosh ((b− a)κ)− µeµ(b−a) sinh ((b− a)κ)− κ] ,
(5.96)
where κ =
√
2λ+ µ2.
STEP 4: We consider the probability of the condition event {HI < HS, I[0,T ] = a, S[0,T ] = b}
under measure Qµ0 , where a < 0 and b > 0.
Lemma 5.6. For a < 0 < b, Brownian motion with drift µ killed at an exponential distributed
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time T with parameter λ satisfies
Qµ0 (HI < HS, I[0,T ] ∈ da, S[0,T ] ∈ db) (5.97)
=
κeµa sinh(bκ)
sinh3 ((b− a)κ)
[
κeµ(b−a) cosh((b− a)κ)− µeµ(b−a) sinh((b− a)κ)− κ] da db.
Proof of lemma 5.6: The event {HI < HS, S[0,T ] = b} means that the first time to hit b
happens after HI and the maximum of {Xt}0≤t≤HI is less than b. So from the conditional
probability, we obtain
Qµ0 (HI < HS, I[0,T ] ∈ da, S[0,T ] ∈ db) (5.98)
=Qµ0 (HI < HS, S[0,T ] ∈ db | I[0,T ] = a)Qµ0 (I[0,T ] ∈ da)
=Qµ0 (S[0,HI ] < b, S[HI ,T ] ∈ db | I[0,T ] = a)Qµ0 (I[0,T ] ∈ da).
Conditional on {I[0,T ] = a}, the processes {Xt}0≤t≤HI and {Xt}HI≤t≤T are independent.
In fact, they share only one common time HI , which has a constant value XHI = a. And
T is independent of X and exponentially distributed. So conditional on {I[0,T ] = a}, the
process {Xt}HI≤t≤T begins from a, stops at an exponential time and is independent of FHI ,
while {Xt}0≤t≤HI ∈ FHI . Thus, we get
Qµ0 (S[0,HI ] < b, S[HI ,T ] ∈ db | I[0,T ] = a) = Qµ0 (S[0,HI ] < b | I[0,T ] = a)Qµ0 (S[HI ,T ] ∈ db | I[0,T ] = a).
(5.99)
Then from (5.98) and (5.98), we obtain
Qµ0 (HI < HS, I[0,T ] ∈ da, S[0,T ] ∈ db) (5.100)
=Qµ0 (S[0,HI ] < b | I[0,T ] = a)Qµ0 (S[HI ,T ] ∈ db | I[0,T ] = a)Qµ0 (I[0,T ] ∈ da).
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The probability Qµ0 (I[0,T ] ∈ da) is given in (5.26). From lemma 5.1, we obtain
Qµ0 (S[0,HI ] < b | I[0,T ] = a) = Q−κ0 (S[0,Ha] < b) = Q−κ0 (Ha < Hb). (5.101)
Here, notice that HI = Ha conditional on {I[0,T ] = a}. By using the scale function of
Brownian motion with drift in µ (5.41) and the result of Qµx(Ha < Hb) in (5.40), we obtain
Q−κ0 (Ha < Hb) =
S−κ(b)− S−κ(0)
S−κ(b)− S−κ(a) . (5.102)
After simple computation, (5.101) and (5.102) lead to
Qµ0 (S[0,HI ] < b | I[0,T ] = a) = e−aκ
sinh(bκ)
sinh((b− a)κ) (5.103)
where κ is defined in (5.8).
For the probability Qµ0 (S[HI ,T ] ∈ db | I[0,T ] = a) term in (5.100), we use the notation Qµ,Ix,a
in (5.50) and the result in lemma 5.4, which give
Qµ0 (S[HI ,T ] ∈ db | I[0,T ] = a) = Qµ,I0,a(S[Ha,T ] ∈ db) = −
d
db
Qµ,I0,a(S[Ha,T ] ≥ b) db. (5.104)
Given that {Ha < T}, by Markov property and the independence of T and X, and from
lemma 5.4, we obtain
Qµ,I0,a(S[Ha,T ] ≥ b) =Qµ,Ia,a(S[0,T ] ≥ b) = lim
x→a
Qµ,Ix,a(Hb < T ) (5.105)
= lim
x→a
Qµb (T < Ha)
Qµx(T < Ha)
Qµx(Hb < Ha ∧ T ).
The probability Qµx(T < Ha) is given in (5.49). And Q
µ
x(Hb < Ha ∧ T ) is similar to (5.90),
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which is given in Borodin and Salminen [12], formula 3.0.5(b) on page 309 as follows
Qµx(Hb < Ha ∧ T ) = eµ(b−x)
sinh((x− a)κ)
sinh((b− a)κ) , (5.106)
where κ is defined in (5.8).
By simple computation, (5.49), (5.105) and (5.106) lead to
Qµ,I0,a(S[Ha,T ] ≥ b) =
κ
µ+ κ
eµ(b−a) − e−κ(b−a)
sinh ((b− a)κ) . (5.107)
Then from (5.104) and (5.107), we obtain
Qµ0 (S[HI ,T ] ∈ db | I[0,T ] = a) =
κ
µ+ κ
κeµ(b−a) cosh((b− a)κ)− µeµ(b−a) sinh((b− a)κ)− κ
sinh2 ((b− a)κ) db.
(5.108)
Finally, from (5.26), (5.100), (5.103) and (5.108), we obtain (5.97).
STEP 5: We combine the previous steps to represent the joint distribution of the maximum
drawdown and maximum drawup of drifted Brownian motion stopped at the exponential
time.
Theorem 5.1. For α > 0 and β > 0, the joint distribution of maximum drawdown and
maximum drawup of Brownian motion with drift µ killed at T , where T is an independent
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exponentially distributed time with parameter λ, satisfies
Qµ0 (UT ≤ α,DT ≤ β) = 1{β<α}
κ
2λ
(
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ)2
eµβ sinh3(βκ)
e(α−β)(µ−κ coth(βκ)) − 1
µ− κ coth(βκ)
+1{β>α}
κ
2λ
(κe−µα cosh(ακ) + µe−µα sinh(ακ)− κ)2
e−µα sinh3(ακ)
e(β−α)(−µ−κ coth(ακ)) − 1
−µ− κ coth(ακ)
+
∫ α∧β
0
κ
2λ
(κeµx cosh(xκ)− µeµx sinh(xκ)− κ)2
eµx sinh3(xκ)
dx (5.109)
+
∫ α∧β
0
κ
2λ
(κe−µx cosh(xκ) + µe−µx sinh(xκ)− κ)2
e−µx sinh3(xκ)
dx,
where κ =
√
2λ+ µ2.
Proof of Theorem 5.1: To compute the joint distribution of maximum drawdown and
drawup, we first notice that
Qµ0 (UT ≤ α,DT ≤ β) = Qµ0 (UT ≤ α,DT ≤ β,HI < HS) +Qµ0(UT ≤ α,DT ≤ β,HS < HI).
(5.110)
By considering {−Xt} instead of {Xt}, we get
Qµ0 (UT ≤ α,DT ≤ β,HS < HI) = Q−µ0 (UT ≤ β,DT ≤ α,HI < HS). (5.111)
Thus, (5.110) and (5.111) lead to
Qµ0 (UT ≤ α,DT ≤ β) = Qµ0 (UT ≤ α,DT ≤ β,HI < HS) +Q−µ0 (UT ≤ β,DT ≤ α,HI < HS).
(5.112)
So we just need to focus on the joint distribution combined with {HI < HS}.
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 147
Given {HI < HS}, we can easily see that
UT = S[0,T ] − I[0,T ] and DT = D[0,HI ] ∨D[HI ,HS ] ∨D[HS ,T ]. (5.113)
Therefore, we have
Qµ0 (UT ≤ α,DT ≤ β,HI < HS)
=Qµ0 (S[0,T ] − I[0,T ] ≤ α,D[0,HI ] ≤ β,D[HI ,HS ] ≤ β,D[HS ,T ] ≤ β,HI < HS). (5.114)
Conditional on {HI < HS, I[0,T ] = a, S[0,T ] = b} where a < 0 and b > 0, (5.114) becomes
Qµ0(UT ≤ α,DT ≤ β,HI < HS |HI < HS, I[0,T ] = a, S[0,T ] = b) (5.115)
=1{b−a≤α}Q
µ
0 (D[0,HI ] ≤ β,D[HI ,HS ] ≤ β,D[HS ,T ] ≤ β |HI < HS, I[0,T ] = a, S[0,T ] = b).
Under Qµ0 and conditional on {HI < HS, I[0,T ] = a, S[0,T ] = b}, it is easy to see that
{Xt}0≤t≤HI , {Xt}HI≤t≤HS and {Xt}HS≤t≤T are independent to each other. In fact, these
three processes begin from 0, a and b separately, and the values of their common points are
fixed, i.e. XHI = a and XHS = b. Thus, (5.115) becomes
Qµ0 (UT ≤ α,DT ≤ β,HI < HS |HI < HS, I[0,T ] = a, S[0,T ] = b) (5.116)
=1{b−a≤α}F1(a, b)F2(a, b)F3(a, b),
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 148
where with respect to constants λ, µ and β, we denote
F1(a, b) :=Q
µ
0 (D[0,HI ] ≤ β |HI < HS, I[0,T ] = a, S[0,T ] = b);
F2(a, b) :=Q
µ
0 (D[HI ,HS ] ≤ β |HI < HS, I[0,T ] = a, S[0,T ] = b);
F3(a, b) :=Q
µ
0 (D[HS ,T ] ≤ β |HI < HS, I[0,T ] = a, S[0,T ] = b),
which are given in (5.38), (5.47) and (5.92) separately.
To compute (5.114), we integrate (5.116) together with the density distribution (5.97)
over all possible values of a and b. Notice that from initial value X0 = 0 to I[0,T ] = a,
the maximum drawdown is at least −a. Also in the case that β ≥ b − a, the probabilities
Fi(a, b) = 1 for i = 1, 2, 3. Thus, we obtain
Qµ0 (UT ≤ α,DT ≤ β,HI < HS) (5.117)
=1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
(
F1(a, b)F2(a, b)F3(a, b)1{β<b−a} + 1{β≥b−a}
)
f(a, b)db da,
where
f(a, b) :=
Qµ0 (HI < HS, I[0,T ] ∈ da, S[0,T ] ∈ db)
da db
is given in (5.97).
By changing variables from {a, b} to {x = b− a, b}, it can be computed that
1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
1{β≥b−a}f(a, b)db da (5.118)
=1{x≤α}1{x−b≤β}
∫ ∞
0
∫ x
0
1{β≥x}f(b− x, b)db dx
=
∫ α∧β
0
∫ x
0
f(b− x, b)db dx.
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From (5.97) and (5.118), by simple computation, we obtain
1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
1{β≥b−a}f(a, b)db da (5.119)
=
∫ α∧β
0
κe−µx
sinh3 (xκ)
[κeµx cosh(xκ)− µeµx sinh(xκ)− κ]
(∫ x
0
eµb sinh(bκ)db
)
dx
=
∫ α∧β
0
κe−µx
2λ sinh3 (xκ)
[κeµx cosh(xκ)− µeµx sinh(xκ)− κ]2 dx.
By changing variables from {a, b} to {x = b− a, b}, we also get
1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
F1(a, b)F2(a, b)F3(a, b)1{β<b−a}f(a, b)db da (5.120)
=1{x≤α}1{x−b≤β}1{β<x}
∫ ∞
0
∫ x
0
F1(b− x, b)F2(b− x, b)F3(b− x, b)f(b− x, b)db dx
=1{β<α}
∫ α
β
∫ x
x−β
F1(b− x, b)F2(b− x, b)F3(b− x, b)f(b− x, b)db dx.
From (5.38), (5.47), (5.92) and (5.97), we obtain
F1(b− x, b)F2(b− x, b)F3(b− x, b)f(b− x, b) (5.121)
=
κeµb sinh ((b− x+ β)κ)
eµβ sinh3(βκ)
e−κ coth(βκ)(x−β)
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ] .
Then (5.120) and (5.121) lead to
1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
F1(a, b)F2(a, b)F3(a, b)1{β<b−a}f(a, b)db da (5.122)
=1{β<α}
κ
eµβ sinh3(βκ)
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ]
×
∫ α
β
e−κ coth(βκ)(x−β)
(∫ x
x−β
eµb sinh ((b− x+ β)κ) db
)
dx.
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It is easy to check that
∫ x
x−β
eµb sinh ((b− x+ β)κ) db = e
µ(x−β)
2λ
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ] . (5.123)
Thus, (5.122) and (5.123) give
1{b−a≤α}1{−a≤β}
∫ 0
−∞
∫ ∞
0
F1(a, b)F2(a, b)F3(a, b)1{β<b−a}f(a, b)db da (5.124)
=
1{β<α}κ
2λeµβ sinh3(βκ)
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ]2 ∫ α
β
e(µ−κ coth(βκ))(x−β) dx
=
1{β<α}κ
2λeµβ sinh3(βκ)
e(µ−κ coth(βκ))(α−β) − 1
µ− κ coth(βκ)
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ]2 .
By combining (5.117), (5.119) and (5.124), we obtain
Qµ0(UT ≤ α,DT ≤ β,HI < HS) (5.125)
=1{β<α}
κ
2λeµβ sinh3(βκ)
e(µ−κ coth(βκ))(α−β) − 1
µ− κ coth(βκ)
[
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ]2
+
∫ α∧β
0
κe−µx
2λ sinh3 (xκ)
[κeµx cosh(xκ)− µeµx sinh(xκ)− κ]2 dx.
Finally, from (5.112) and (5.125), we obtain (5.109).
Proposition 5.1. For α > 0 and β > 0, the joint distribution of maximum drawdown and
maximum drawup of Brownian motion with drift µ killed at T , where T is an independent
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exponentially distributed time with parameter λ, satisfies
Qµ0(UT ∈ dα,DT ≤ β)
dα
=1{β<α}
κ
2λ
(
κeµβ cosh(βκ)− µeµβ sinh(βκ)− κ)2
eµβ sinh(βκ)3
e(α−β)(µ−κ coth(βκ))
+ 1{β>α}
κ
2λ
d
dα
[
(κe−µα cosh(ακ) + µe−µα sinh(ακ)− κ)2
e−µα sinh(ακ)3
e(β−α)(−µ−κ coth(ακ)) − 1
−µ− κ coth(ακ)
]
+ 1{β>α}
κ
2λ
(κeµα cosh(ακ)− µeµα sinh(ακ)− κ)2
eµα sinh(ακ)3
(5.126)
+ 1{β>α}
κ
2λ
(κe−µα cosh(ακ) + µe−µα sinh(ακ)− κ)2
e−µα sinh(ακ)3
where κ =
√
2λ+ µ2.
Proof of Proposition 5.1: The result comes from the partial derivative of (5.109) with
respect to α. Notice that the last two integral terms in (5.109) depend on the value of α
under the case {β > α}.
The distribution of maximum drawdown (or drawup) of Brownian motion with drift µ is
well known as follows (See [68] for example.)
Qµ0 (DT ≥ β) =
κ
eβµ (κ cosh(βκ)− µ sinh(βκ)) (5.127)
Qµ0 (UT ≥ α) =
κ
e−αµ (κ cosh(ακ) + µ sinh(ακ))
. (5.128)
Then we can easily obtain
Qµ0 (UT ∈ dα) =
2κλeµα sinh(ακ)
(κ cosh(ακ) + µ sinh(ακ))2
dα. (5.129)
By combining (5.126) and (5.129), we can also obtain the probability Qµ0 (UT ∈ dα,DT ≥ β).
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5.2 Two Correlated CUSUM Stopping Times
5.2.1 Notations
On a probability space (Ω,F , P ), we take sequential observations. An appropriate mea-
surable space is Ω = C[0,∞) × C[0,∞). Let (W (1)t ,W (2)t ) be a two-dimensional correlated
Brownian motion under P . And suppose that E[W
(1)
t W
(2)
s ] = ρ(s ∧ t), where −1 < ρ < 0.
The case that ρ > 0 can be addressed by modifying the arguments in this section.
Define W˜t to be the BM that satisfies W
(2)
t = ρW
(1)
t +
√
1− ρ2W˜t, which is independent
of W
(1)
t . Thus, we have W (1)t
W
(2)
t
 =
1 0
ρ
√
1− ρ2

W (1)t
W˜t
 (5.130)
where (W
(1)
t , W˜t) is a two dimensional standard Brownian motion. In fact, it is easy to check
that EW
(1)
t W˜t = 0.
Suppose that we sequentially observe the processes {ξ(i)t } for i = 1, 2 with the dynamics
dξ
(i)
t =

dW
(i)
t t ≤ τi
µdt+ dW
(i)
t t > τi
(5.131)
where µ > 0 is a known constant, and τi is fixed but unknown.
We consider the natural filtration Fs generated by the observations (ξ(1)t , ξ(2)t )t≤s for any
s ≥ 0. And let Pτ1,τ2 correspond to the measure generated by (ξ(1)t , ξ(2)t ) when the change
points are τ1, τ2. Thus, P∞,∞ corresponds to the measure generated by (ξ
(1)
t , ξ
(2)
t ) when
τ1 = τ2 = ∞. And also P∞,0 corresponds to the measure generated by (ξ(1)t , ξ(2)t ) when
τ1 =∞, τ2 = 0.
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5.2.2 The Minimum Of Two CUSUM Stopping Times
The stopping time that we consider is the minimum of two CUSUM stopping algorithms,
that is also called the multi-chart CUSUM stopping rule (see [30]).
The λ-CUSUM stopping times can be defined as
T (i) = inf{t ≥ 0 : sup
0≤s≤t
X(i)s −X(i)t ≥ ν} (5.132)
for i = 1, 2, where X
(i)
t = −µξ(i)t + 12µ2t. It is easy to see that under P∞,∞, we have
X
(i)
t =
1
2
µ2t − µW (i)t , for i = 1, 2; while under P∞,0, we have X(1)t = 12µ2t − µW (1)t and
X
(2)
t = −12µ2t− µW
(2)
t .
To make the notations clear, we define the drawdown and drawup with superscripts as
follows. Define drawdown D
(i)
t and drawup U
(i)
t as
D
(i)
t = sup
u≤t
X(i)u −X(i)t and U (i)t = X(i)t − inf
u≤t
X(i)u . (5.133)
And define the maximum drawdown D
(i)
t and maximum drawup U
(i)
t as
D
(i)
t = sup
s≤t
D(i)s and U
(i)
t = sup
s≤t
U (i)s . (5.134)
Thus, the CUSUM algorithm is the first time of the drawdown hitting the threshold, and
we have
T (i)(ν) = inf{t ≥ 0 : D(i)t ≥ ν}.
Because it is the first time of the drawdown process hitting a level, the stopping time is also
the first time of the maximum drawdown hitting the same threshold.
We define the stopping time
Tν = T
(1) ∧ T (2). (5.135)
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5.2.3 Expectations of Tν
We would like to get the expression of the expectation of stopping time Tν under Pτ1,τ2 . For
this purpose, we need the expression of the Laplace transform Eτ1,τ2 [e
−λTν ]. In fact, we have
Eτ1,τ2 [Tν ] = lim
λ→0
1− Eτ1,τ2 [e−λTν ]
λ
. (5.136)
Notice that
Eτ1,τ2
[
e−λT
(1)∧T (2)
]
= Eτ1,τ2
[
e−λT
(1)
1{T (1)<T (2)}
]
+ Eτ1,τ2
[
e−λT
(2)
1{T (1)>T (2)}
]
. (5.137)
Using integration by parts, we obtain
Eτ1,τ2 [e
−λT (1)1{T (1)<T (2)}] =
∫ ∞
0
e−λt1
∂
∂t1
Pτ1,τ2(T
(2) > T (1), T (1) ≤ t1)dt1
=
∫ ∞
0
λe−λtPτ1,τ2(T
(2) > T (1), T (1) ≤ t)dt.
And similarly, we get
Eτ1,τ2 [e
−λT (2)1{T (2)<T (1)}] =
∫ ∞
0
λe−λtPτ1,τ2(T
(1) > T (2), T (2) ≤ t)dt.
Thus, we obtain
Eτ1,τ2 [e
−λTν ] =
∫ ∞
0
λe−λt
[
Pτ1,τ2(T
(2) > T (1), T (1) ≤ t) + Pτ1,τ2(T (1) > T (2), T (2) ≤ t)
]
dt.
(5.138)
The following fact provides an idea to simplify the Laplace transform. For any t ≥ 0, we
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have
{T (2) > T (1), T (1) ≤ t} = {T (1) ≤ t, T (2) > t}
⋃
{T (1) ≤ T (2) ≤ t};
{T (1) > T (2), T (2) ≤ t} = {T (2) ≤ t, T (1) > t}
⋃
{T (2) ≤ T (1) ≤ t}.
And we also have
{T (2) ≤ t} = {T (2) ≤ T (1) ≤ t}
⋃
{T (1) ≤ T (2) ≤ t}
⋃
{T (2) ≤ t, T (1) ≥ t}
So it is easy to check that
{T (1) ≤ t, T (2) ≥ T (1)}
⋃
{T (2) ≤ t, T (1) ≥ T (2)} = {T (2) ≤ t}
⋃
{T (1) ≤ t, T (2) ≥ t}.
(5.139)
Then combine (5.138) and (5.139), we get
Eτ1,τ2 [e
−λT (1)∧T (2)] =
∫ ∞
0
λe−λt
[
Pτ1,τ2(T
(2) ≤ t) + Pτ1,τ2(T (1) ≤ t, T (2) > t)
]
dt
=
∫ ∞
0
λe−λt
[
Pτ1,τ2(T
(1) ≤ t) + Pτ1,τ2(T (2) ≤ t, T (1) > t)
]
dt.
(5.140)
We can connect the maximum drawdown and the CUSUM rule as follows.
{T (i)(ν) ≤ t} = {D(i)t ≥ ν} and {T (i)(ν) ≥ t} = {D
(i)
t ≤ ν} (5.141)
As a summary, we have the following result.
Result 5.1. The Laplace transform of Tν defined in (5.135) can be represented by
Eτ1,τ2 [e
−λTν ] =
∫ ∞
0
λe−λt
[
Pτ1,τ2(D
(1)
t ≥ ν) + Pτ1,τ2(D
(2)
t ≥ ν,D
(1)
t < ν)
]
dt
=
∫ ∞
0
λe−λt
[
Pτ1,τ2(D
(2)
t ≥ ν) + Pτ1,τ2(D
(1)
t ≥ ν,D
(2)
t < ν)
]
dt,
(5.142)
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where the maximum drawdown and drawup are defined in (5.134).
5.2.4 Upper And Lower Bounds of Expectations
Equation (5.142) provides an expression of the Laplace transform of Tν . If two maximum
drawdowns are independent, then we can use equation (5.142) to compute the expectations
under P∞,0 and under P∞,∞. But for correlated case, it is hard to represent the joint
distribution of two maximum drawdowns.
To analyze the behaviors of the expectations of Tν under P∞,∞ and P∞,0, we may intro-
duce the upper and lower bounds of the expectations. For this purpose, we first define an
variable Y˜t, that is
Y˜t :=

(1− ρ)1
2
µ2t− µ
√
1− ρ2W˜t under P∞,∞;
−(1 + ρ)1
2
µ2t− µ
√
1− ρ2W˜t under P∞,0.
(5.143)
And the maximum drawdown of Y˜ is denoted by
Dt(Y˜ ) := sup
u≤s
Y˜u − Y˜s. (5.144)
Proposition 5.2. Under either P∞,∞ or P∞,0, we have a lower bound of the Laplace trans-
form of the stopping time Tν
E·,·[e
−λTν ] ≥
∫ ∞
0
λe−λtP·,·(D
(2)
t ≥ ν)dt
− 1
ρ
∫ ν
0
∫ ∞
0
λe−λtP·,·(Dt(Y˜ ) ≤ y) ∂
∂U
(1)
t
P·,·(D
(1)
t ≥ ν, U
(1)
t ≤
ν − y
−ρ )dt dy
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and an upper bound
E·,·[e−λTν ] ≤ 1 + 1
ρ
∫ ν
0
∫ ∞
0
λe−λtP·,·(Dt(Y˜ ) ≤ y) ∂
∂U
(1)
t
P·,·(D
(1)
t ≤ ν, U
(1)
t ≤
ν − y
−ρ )dt dy
where Y˜ is defined in (5.143) and its maximum drawdown Dt(Y˜ ) is in(5.144).
Proof of Proposition 5.2: Under P∞,∞, we have X
(i)
t =
1
2
µ2t − µW (i)t . Since W (2)t =
ρW
(1)
t +
√
1− ρ2W˜t, we can get
X
(2)
t = ρX
(1)
t + (1− ρ)
1
2
µ2t− µ
√
1− ρ2W˜t = ρX(1)t + Y˜t.
Thus, from (5.134), we obtain
D
(2)
t =sup
s≤t
(
sup
u≤s
(ρX(1)u + Y˜u)− (ρX(1)s + Y˜s)
)
≤ sup
s≤t
(
sup
u≤s
(−ρ)(−X(1)u ) + (−ρ)X(1)s + sup
u≤s
Y˜u − Y˜s
)
≤(−ρ)U (1)t +Dt(Y˜ )
where ρ < 0. So we have
{D(2)t ≤ ν} ⊃ {(−ρ)U
(1)
t +Dt(Y˜ ) ≤ ν} (5.145)
{D(2)t ≥ ν} ⊂ {(−ρ)U
(1)
t +Dt(Y˜ ) ≥ ν}.
And thus, from the equation (5.142) and (5.145), we get a lower bound
E∞,∞[e
−λTν ] ≥
∫ ∞
0
λe−λtP∞,∞(D
(2)
t ≥ ν)dt
+
∫ ∞
0
λe−λtP∞,∞(D
(1)
t ≥ ν, (−ρ)U
(1)
t +Dt(Y˜ ) < ν)dt;
(5.146)
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 158
and an upper bound
E∞,∞[e−λTν ] ≤
∫ ∞
0
λe−λtP∞,∞(D
(1)
t ≥ ν)dt
+
∫ ∞
0
λe−λtP∞,∞(D
(1)
t < ν, (−ρ)U
(1)
t +Dt(Y˜ ) ≥ ν)dt.
(5.147)
Similarly, under P∞,0, we have X
(2)
t = −12µ2t − µW (2)t and X(1)t = 12µ2t − µW (1)t . Since
W
(2)
t = ρW
(1)
t +
√
1− ρ2W˜t, we can get
X
(2)
t = −
1
2
µ2t− µW (2)t = −
1
2
µ2t− µ(ρW (1)t +
√
1− ρ2W˜t) = ρX(1)t + Y˜t.
Then we still have the inequality
D
(2)
t ≤ (−ρ)U
(1)
t +Dt(Y˜ )
So from the equation (5.142) and (5.145), we also have a lower bound
E∞,0[e−λTν ] ≥
∫ ∞
0
λe−λtP∞,0(D
(2)
t ≥ ν)dt
+
∫ ∞
0
λe−λtP∞,0(D
(1)
t ≥ ν, (−ρ)U
(1)
t +Dt(Y˜ ) < ν)dt;
(5.148)
and the upper bound
E∞,0[e−λTν ] ≤
∫ ∞
0
λe−λtP∞,0(D
(1)
t ≥ ν)dt
+
∫ ∞
0
λe−λtP∞,0(D
(1)
t < ν, (−ρ)U
(1)
t +Dt(Y˜ ) ≥ ν)dt.
(5.149)
Under either P∞,∞ or P∞,0, Y˜t is with respect to W˜t, and so Y˜t and X
(1)
t are independent.
By introducing the density of Dt(Y˜ ), namely fDt(eY )(y) we can separate Y˜t and X
(1)
t . By
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using P·,· to represent either P∞,∞ or P∞,0, we have
∫ ∞
0
λe−λtP·,·(D
(1)
t ≥ ν, (−ρ)U
(1)
t +Dt(Y˜ ) ≤ ν)dt
=
∫ ∞
0
λe−λt
∫ ν
0
P·,·(D
(1)
t ≥ ν, (−ρ)U
(1)
t + y ≤ ν)fDt(eY )(y)dy dt
=
∫ ∞
0
λe−λt
∫ ν
0
P·,·(D
(1)
t ≥ ν, U
(1)
t ≤
ν − y
−ρ )fDt(eY )(y)dy dt.
After integration by parts, the second terms in (5.146) and (5.148) can be represented by
∫ ∞
0
λe−λtP·,·(D
(1)
t ≥ ν, (−ρ)U
(1)
t +Dt(Y˜ ) ≤ ν)dt
=
1
−ρ
∫ ν
0
∫ ∞
0
λe−λtP·,·(Dt(Y˜ ) ≤ y) ∂
∂U
(1)
t
P·,·(D
(1)
t ≥ ν, U
(1)
t ≤
ν − y
−ρ )dt dy
(5.150)
where P·,· is either P∞,∞ or P∞,0.
Similarly, the second terms in (5.147) and (5.149) can be represented by
∫ ∞
0
λe−λtP·,·(D
(1)
t ≤ ν, (−ρ)U
(1)
t +Dt(Y˜ ) ≥ ν)dt
=
∫ ∞
0
λe−λtP·,·(D
(1)
t ≤ ν)dt
+
1
ρ
∫ ν
0
∫ ∞
0
λe−λtP·,·(Dt(Y˜ ) ≤ y) ∂
∂U
(1)
t
P·,·(D
(1)
t ≤ ν, U
(1)
t ≤
ν − y
−ρ )dt dy.
(5.151)
Thus, we obtain the upper and lower bounds.
To get the explicit expressions in Proposition 5.2, we need to apply the joint distribution
of maximum drawdown and drawup in Theorem 5.1. We have the following results.
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Theorem 5.2. The expectation of Tν under P∞,∞ has lower and upper bounds
E∞,∞[Tν ] ≤ E∞,∞[T (2)(ν)] + 3
eρu0
∂
∂U
P∞,∞
(
D
(1)
S(u0)
≥ ν, U (1)S(u0) ≤
ν − 2(1 + ρ)
−ρ
)
+
1
ρ
∫ 1
0
[ ∞∑
n=1
νe
− νx
2(1+ρ)
Rn
γn
∂
∂U
P∞,∞
(
D
(1)
S(γn) ≥ ν, U
(1)
S(γn) ≤
ν(1− x)
−ρ
)
(5.152)
+ 1{νx>2(1+ρ)}νe
− νx
2(1+ρ)
R0
γ0
∂
∂U
P∞,∞
(
D
(1)
S(γ0) ≥ ν, U
(1)
S(γ0) ≤
ν(1− x)
−ρ
)]
dx
and
E∞,∞[Tν ] ≥ 1−ρ
[∫ 1
0
[ ∞∑
n=1
νe−
νx
2(1+ρ)
Rn
γn
∂
∂U
P∞,∞
(
D
(1)
S(γn) ≤ ν, U
(1)
S(γn) ≤
ν(1− x)
−ρ
)
+ 1{νx>2(1+ρ)}νe
− νx
2(1+ρ)
R0
γ0
∂
∂U
P∞,∞
(
D
(1)
S(γ0)
≤ ν, U (1)S(γ0) ≤
ν(1− x)
−ρ
)]
dx
− 3
eu0
∂
∂U
P∞,∞(D
(1)
S(u0)
≤ ν, U (1)S(u0) ≤
ν − 2(1 + ρ)
−ρ )
] (5.153)
where ∂/∂U represents the partial derivative with respect to maximum drawup in the joint
distribution of maximum drawdown and drawup; S(ν0), S(γn) and S(γ0) are independent
exponentially distributed random variables with parameters ν0, γn and γ0 separately; and
Rn, R0, γn, γ0 and u0 are given in (5.156).
Proof of Theorem 5.2: Let S(λ) denote a random time which is exponentially distributed
with parameter λ. From Salminen and Vallois [68], we get
∫ ∞
0
λe−λtP∞,∞(D
(2)
t ≥ ν)dt = P∞,∞(D
(2)
S(λ) ≥ ν) (5.154)
=
e−
1
2
ν
cosh
(
ν
µ
√
2λ+ 1
4
µ2
)
− µ
2
√
2λ+ 1
4
µ2
sinh
(
ν
µ
√
2λ+ 1
4
µ2
)
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and
∫ ∞
0
λe−λtP∞,0(D
(2)
t ≥ ν)dt = P∞,0(D
(2)
S(λ) ≥ ν) (5.155)
=
e
1
2
ν
cosh
(
ν
µ
√
2λ+ 1
4
µ2
)
+ µ
2
√
2λ+ 1
4
µ2
sinh
(
ν
µ
√
2λ+ 1
4
µ2
) .
On the other hand, from Magdon-Ismail, Atiya, Pratap, Abu-Mostafa [43] and the ap-
pendix of Hadjiliadis and Zhang [30], we have the distribution function of maximum draw-
down Dt(Y˜ ) of the drift Brownian motion Y˜t under either P∞,∞ or P∞,0.
Under P∞,∞, we have Y˜t = (1− ρ)12µ2t− µ
√
1− ρ2W˜t. Then
P∞,∞(Dt(Y˜ ) ≤ y) =
∞∑
n=1
Rne
− y
2(1+ρ) e−γnt + 1{y=2(1+ρ)}3e
−u0t−1 + 1{y>2(1+ρ)}R0e
− y
2(1+ρ) e−γ0t
(5.156)
where
Rn =
2 sin3 θn
θn − sin θn cos θn , R0 =
2 sinh3 η
−η + sinh η cosh η ,
γn =
µ2(1− ρ)
8(1 + ρ) cos2 θn
, γ0 =
µ2(1− ρ)
8(1 + ρ) cosh2 η
and u0 =
µ2(1− ρ)
8(1 + ρ)
.
Here, θn are the positive solutions of
tan θn =
2(1 + ρ)
y
θn,
and η is the unique solution of
tanh η =
2(1 + ρ)
y
η.
Under P∞,0, we have Y˜t = −(1 + ρ)12µ2t− µ
√
1− ρ2W˜t. Then
P∞,0(Dt(Y˜ ) ≤ y) =
∞∑
n=1
R
′
ne
− y
2(1−ρ) e−γ
′
nt (5.157)
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where
R
′
n =
2 sin3 θ
′
n
θ′n − sin θ′n cos θ′n
and γ
′
n =
µ2(1 + ρ)
8(1− ρ) cos2 θ′n
,
and where θ
′
n are the positive solutions of
tan θ
′
n =
2(1− ρ)
y
θ
′
n.
Now, we can get the bounds of the expectations of Tν from its Laplace transform results.
It is easy to see that
E∞,∞[T
(2)(ν)] = lim
λ→0
1− E∞,∞[e−λT (2)(ν)]
λ
=
2
µ2
(eν − ν − 1). (5.158)
From the inequalities in Proposition 5.2 and
E∞,∞[Tν ] = lim
λ→0
1− E∞,∞[e−λTν ]
λ
,
we can get the bounds of E∞,∞[Tν ]. In fact, λ is a coefficient in the upper and lower
bounds of the Laplace transform, thus the limits exist. Also notice that in the expression
of P·,·(Dt(Y˜ ) ≤ y), the time variable t is in the exponent position under either P∞,∞ or
P∞,0, which can be explained by intoducing exponential distributed times. By changing the
variable y = νx, it is easy to get the results.
Similarly, under P∞,0, we can get
E∞,0[T (2)(ν)] = lim
λ→0
1−E∞,0[e−λT (2)(ν)]
λ
=
2
µ2
(e−ν + ν − 1). (5.159)
Using the same arguments and changing the variable y = νx, we have the bounds of expec-
tation of Tν under P∞,0.
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Theorem 5.3. The expectation of Tν under P∞,0 has lower and upper bounds
E∞,0[Tν ] ≤ E∞,0[T (2)(ν)]
+
1
ρ
∫ 1
0
∞∑
n=1
νe−
νx
2(1−ρ)
R′n
γ′n
∂
∂U
P∞,0
(
D
(1)
S(γ′n)
≥ ν, U (1)S(γ′n) ≤
ν(1− x)
−ρ
)
dx
(5.160)
and
E∞,0[Tν ] ≥ 1−ρ
∫ 1
0
∞∑
n=1
νe−
νx
2(1−ρ)
R′n
γ′n
∂
∂U
P∞,0
(
D
(1)
S(γ′n)
≤ ν, U (1)S(γ′n) ≤
ν(1− x)
−ρ
)
dx (5.161)
where ∂/∂U represents the partial derivative with respect to maximum drawup in the joint
distribution of maximum drawdown and drawup; S(γ′n) is an independent exponentially dis-
tributed random variable with parameter γ′n; and R
′
n, γ
′
n are given in (5.157).
Theorem 5.2 and Theorem 5.3 provide upper and lower bounds of the expectations of Tν
under P∞,∞ and P∞,0. Combining with the joint distribution of maximum drawdown and
drawup of drifted Brownian motion killed at exponential time in Theorem 5.1, we obtain the
formulas which contain the value of correlation explicitly.
5.3 Application To Detection Problem
In the change point detection problem, we observe the processes (5.131) and detect the first
change time in any sensor as τ1 ∧ τ2. As the previous setup of detection problems, our
objective is to balance the trade-off between the detection delay and the mean time to the
first false alarm.
To measure the detection delay, we consider a modification form of Lorden’s criterion [38]
J(R) := sup
τ1,τ2≥0
esssupEτ1,τ2[(R − τ1 ∧ τ2)+|Fτ1∧τ2 ]. (5.162)
CHAPTER 5. JOINT MAXIMUM DRAWDOWN AND DRAWUP 164
where the essential supremum is over all observation paths. Thus, the detection problem
becomes to minimize the detection delay J(R) over all stopping times such that the average
false alarm E∞,∞[R] ≥ γ for a given constant γ > 0.
Zhang and Hadjiliadis [88] considered this problem and showed the minimum of 2 CUSUM
stopping times have asymptotic optimality as the mean time to the first false alarm increases
without bound, and Zhang, Rodosthenous and Hadjiliadis [90] considered the multiple sen-
sors situation by using similar methods. In fact, they showed that
J(Tν) = E∞,0[Tν ]. (5.163)
See Lemma 1 in [88].
Zhang, Rodosthenous and Hadjiliadis [90] showed the asymptotic optimality of Tν by
using the upper bound of detection delay E∞,0[Tν ] and lower bound of mean time to the
first false alarm E∞,∞[Tν ] to capture the detection delay and the mean time to the first false
alarm of the optimal stopping time. But their upper and lower bounds do not involve the
value of correlation ρ. In this chapter, we introduce the exponential killing time to obtain
interesting upper and lower bounds that involve ρ.
More precisely, the upper bound of E∞,0[Tν ] that Zhang, Rodosthenous and Hadjiliadis
[90] used is
E∞,0[Tν ] ≤ E∞,0[T (2)(ν)] (5.164)
(see Proposition 3.1 of [90]). In this chapter, Theorem 5.3 provides an upper bound of
detection delay E∞,0[Tν ], which includes the value of correlation ρ. (Notice that ρ < 0 in
this chapter.) And a lower bound of E∞,0[Tν ] is also given in term of ρ. This can serve to
analyze the performance of detection delay of minimum of CUSUM stopping times which
depends on the value of ρ.
On the other hand, the lower bound of average false alarm E∞,∞[Tν ] that Zhang, Rodos-
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thenous and Hadjiliadis [90] used is
E∞,∞[Tν ] ≥ 1
2
E∞,∞[T (2)(ν)] (5.165)
(see Proposition 3.2 of [90]). And there is no ρ inside this lower bound. In this chapter,
Theorem 5.2 provides upper and lower bounds of E∞,∞[Tν ] that depends on the value of
correlation ρ. There is no strict inequality between two lower bounds of E∞,∞[Tν ] since they
are developed in different ways. Theorem 5.2 can serve to analyze the performance of false
alarm of minimum of CUSUM stopping times as the correlation ρ changes.
5.4 Conclusion
In this chapter, we develop the explicit formula of the joint distribution of maximum draw-
down and maximum drawup of any drifted Brownian motion stopped at an exponential time,
which is an extension of Salminen and Vallois [68] from a standard Brownian motion case
to a drifted Brownian motion case. And we apply the result to provide explicit upper and
lower bounds, that depend on the different values of correlation coefficient, of the expected
time of the minimum of two correlated CUSUM stopping times. This can serve as a starting
point for further analysis of two CUSUM stopping times with respect to the two dimensional
correlated Wiener observations.
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