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Abstract
We provide a Frobenius type existence result for ﬁnite-dimensional invariant submanifolds
for stochastic equations in inﬁnite dimension, in the spirit of Da Prato and Zabczyk
(Stochastic Equations in Inﬁnite Dimensions, Cambridge University Press, Cambridge, UK,
1992). We recapture and make use of the convenient calculus on Fre´chet spaces, as developed
by Kriegl and Michor (The Convenient Setting for Global Analysis, Surveys and
Monographs, Vol. 53, Amer. Math. Soc., Providence, RI, 1997). Our main result is a weak
version of the Frobenius theorem on Fre´chet spaces. As an application, we characterize all
ﬁnite-dimensional realizations for a stochastic equation which describes the evolution of the
term structure of interest rates.
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1. Introduction
In this article, we investigate the existence of ﬁnite-dimensional invariant
manifolds for a stochastic equation of the type
drt ¼ ðArt þ aðrtÞÞ dt þ
Pd
j¼1
sjðrtÞ dW jt ;
r0 ¼ h0
8><
>: ð1:1Þ
on a separable Hilbert space H; in the spirit of Da Prato and Zabczyk [5]. The
operator A : DðAÞCH-H generates a strongly continuous semigroup on H: Here
dAN; and W ¼ ðW 1;y; W dÞ denotes a standard d-dimensional Brownian motion
deﬁned on a ﬁxed reference probability space (see [5]). The mappings a : H-H and
s ¼ ðs1;y; sdÞ : H-Hd satisfy a smoothness condition, to be deﬁned precisely in
what follows (Section 4). We distinguish, in decreasing order of generality, between
(local) mild, weak and strong solutions of Eq. (1.1). The reader is referred to [5] or [8]
for the precise deﬁnitions.
Our motivation is coming from the theory of interest rates. The basic interest rate
contracts are the zero coupon bonds. The price at time t of a zero coupon bond with
maturity TXt is given by
Pðt; TÞ ¼ exp 
Z Tt
0
rtðxÞ dx
 
;
where rtðxÞ denotes the instantaneous forward rate at time t for date t þ x (this
notion has been introduced by Musiela [19]). Within the framework of Heath,
Jarrow and Morton (henceforth HJM) [14], for every TX0; the real-valued process
ðrtðT  tÞÞ0ptpT is an Itoˆ processes satisfying the so-called HJM drift condition,
which assures the absence of arbitrage. It is shown in [8] that the stochastic evolution
of the entire forward curve, x/rtðxÞ : RX0-R; can be described by a stochastic
equation of the above type (1.1), where H consists of real-valued continuous
functions on RX0; the operator A ¼ d=dx is the generator of the shift-semigroup
Sth ¼ hðt þ Þ; and a ¼ aHJM is completely determined by s according to the HJM
drift condition. We will be more precise about the HJM setup in Section 4 below.
There are several reasons why, in practice, one is interested in such HJM models
which admit a finite-dimensional realization (FDR) at every initial curve r0AH; see
[1,7,8,12]. The formal deﬁnition of an FDR is as follows.
Deﬁnition 1.1. Let mAN and h0AH: An m-dimensional realization for (1.1) at h0 is a
pair ðV ;fÞ; where VCRm is open, f : V-H is a smooth immersion, such that
h0AfðVÞ and, for every hAfðVÞ; there exists a V -valued Itoˆ process Z such that
fðZÞ is a local weak solution to (1.1) with r0 ¼ h:
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The notion of a smooth immersion is recaptured in Section 3 (see Lemma 3.1). By
convention, ‘‘smooth’’ is a synonym for CN (see Section 2 for a thorough discussion
on differential calculus).
Deﬁnition 1.2. A subset U of H is called locally invariant for (1.1) if, for every initial
point h0AU ; there exists a continuous local weak solution r to (1.1) with lifetime t
such that rt4tAU ; for all tX0:
For the notion of a ﬁnite-dimensional submanifold M of a Hilbert space and its
tangent spaces ThM; hAM; we refer to Section 3. Finite-dimensional locally
invariant submanifolds for (1.1) have been characterized in [10], see also [8]. These
results easily carry over to submanifolds with boundary (see [12]). Here we restate
[10, Theorem 3].
Theorem 1.3. Suppose that a is locally Lipschitz continuous and locally bounded, and s
is C1: Let M be an m-dimensional submanifold of H. Then the following conditions are
equivalent:
(i) M is locally invariant for (1.1).
(ii) MCDðAÞ and
mðhÞ :¼ Ah þ aðhÞ  1
2
Xd
j¼1
DsjðhÞsjðhÞAThM; ð1:2Þ
sjðhÞAThM; j ¼ 1;y; d; ð1:3Þ
for all hAM:
Hence, the stochastic invariance problem to (1.1) is equivalent to the deterministic
invariance problems related to the vector ﬁelds m; s1;y; sd :
An FDR is essentially equivalent to a ﬁnite-dimensional invariant submanifold in
the following sense. If ðV ;fÞ is an m-dimensional realization for (1.1) at some h0AH;
then there exists an open neighborhood V0 of f
1ðh0Þ in Rm such that fðV0Þ is an m-
dimensional submanifold, which is locally invariant for (1.1). The converse is given
by the following result, which is a restatement of [8, Theorem 6.4.1].
Theorem 1.4. Let a; s and M be as in Theorem 1.3. Suppose M is locally invariant for
(1.1). Then, for any h0AM; there exists an m-dimensional realization ðV ;fÞ for (1.1)
at h0 such that fðVÞ ¼ U-M; where U is an open set in H.
Theorem 1.3 provides conditions for the invariance of a given submanifold M:
However, it does not say anything about the existence of an FDR for (1.1). This issue
will be exploited in the present article.
The FDR-problem consists of ﬁnding sufﬁcient conditions on m; s1;y; sd for the
existence of FDRs. Bjo¨rk and co-workers [1,3] translated this into an appropriate
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geometric language. In [3], they completely solved the FDR-problem for Eqs. (1.1) of
HJM type on a very particular Hilbert space. Their key argument is the classical
Frobenius theorem (see for example [17]), since they are looking for foliations (which
is the appropriate notion for the FDR-problem on Hilbert spaces). Therefore, they
deﬁne a Hilbert space, H; on which A ¼ d=dx is a bounded linear operator. As a
consequence,H consists solely of entire analytic functions (see [3, Proposition 4.2]).
It is well known, however, that the forward curves implied by a Cox–Ingersoll–Ross
(CIR) [4] short rate model are of the form rt ¼ g0 þ rtð0Þg1 where
g0ðxÞ ¼ d e
ax  1
eax þ c and g1ðxÞ ¼
beax
ðeax þ cÞ2;
for some a; b; c40 and dX0 (see e.g. [8, Sect. 7.4.1]). Since both g0 and g1; when
extended to C; have a singularity at x ¼ ðlogðcÞ þ ipÞ=a; they cannot be entire
analytic. Hence, the CIR forward curves do not belong toH: Since the CIR model is
one of the basic HJM models, the Bjo¨rk–Svensson [3] setting is too narrow for the
HJM framework, even though all geometric ideas are already formulated there.
To overcome this difﬁculty, we have to choose a larger forward curve space. But
we cannot do without the Frobenius theorem. The problem is that A is typically an
unbounded operator on H; so m is not continuous and not even deﬁned on the whole
space H (the choice of H ¼H in [3] is exactly made to overcome this problem). The
appropriate framework for an extended version of the Frobenius theorem is thus
given by the Fre´chet space
DðANÞ :¼
\
nAN
DðAnÞ;
equipped with the family of seminorms
pnðhÞ ¼
Xn
i¼0
jjAihjjH ; nAN0:
We prove the existence of FDRs on this space under additional technical
assumptions on a and s1;y; sd : They have to map DðANÞ into itself and generate
local ﬂows on DðANÞ: However, as typical for Fre´cht spaces, smoothness of a and s
on DðANÞ is not enough to guarantee the existence of local ﬂows. Thus, we shall
provide sufﬁcient conditions on the coefﬁcients, which can be found in [13] (a and s
have to be the so-called Banach maps). Then the existence of FDRs on an open
subset U in DðANÞ is essentially equivalent to the boundedness of the dimension of
the Lie algebra generated by m; s1;y; sd on U : We do not obtain a true foliation of
U as in the ﬁnite-dimensional case, which is due to the fact that m merely admits a
local semiﬂow on U and not a local ﬂow. So we are led to the notion of a ‘‘weak
foliation’’.
We then exemplify the use of these results with the HJM framework. Here, we
eventually obtain a striking global result. HJM models that admit an FDR at any
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initial curve r0 are necessarily afﬁne term structure models, in a sense to be explained
in Section 4 (see Remark 4.14).
The remainder of the paper is organized as follows. In Section 2, we provide a
convenient differential calculus on Fre´chet spaces (and more general locally convex
spaces), as developed in [16]. We discuss the existence of local (semi)ﬂows related to
smooth vector ﬁelds on a Fre´chet space, based on the Banach map principle
(Theorems 2.10 and 2.13). In Section 3, we recapture the notion of a ﬁnite-
dimensional submanifold, and the Lie bracket of two smooth vector ﬁelds in a
Fre´chet space. We point out the crucial fact that the Lie bracket of a Banach map
with a bounded linear operator is a Banach map (Lemma 3.4). After the deﬁnition of
a ﬁnite-dimensional weak foliation (Deﬁnition 3.7), we prove a Frobenius theorem
on Fre´chet spaces (Theorem 3.9). In Section 4, we provide the rigorous setup for
HJM models. Under the appropriate assumptions, we solve the FDR-problem and
give a global characterization of all ﬁnite-dimensional weak foliations.
2. Analysis on Fre´chet spaces
For the purposes of analysis on open subsets of Fre´chet spaces, we shall follow
two equivalent approaches. The classical Gateaux-approach as outlined in [13] and
the so-called ‘‘convenient analysis’’ as in [16]. On Fre´chet spaces these two notions of
smoothness coincide and convenient calculus is an appropriate extension of analysis
to more general locally convex spaces. Furthermore, these methods allow simple and
elegant calculations. The main advantage of convenient calculus is, however, that
one can give a precise analytic meaning (in simple terms) to geometric objects on
Fre´chet spaces as for example vector ﬁelds, differential forms (see [16]).
Deﬁnition 2.1. Let E; F be Fre´chet spaces and UCE an open subset. A map P :
U-F is called Gateaux-C1 if
DPð f Þh :¼ lim
t-0
Pð f þ thÞ  Pð f Þ
t
exists for all fAU and hAE and DP : U  E-F is a continuous map.
For the deﬁnition of Gateaux-C2-maps, the ambiguities of calculus on
Fre´chet spaces already appear. Since there is no Fre´chet space topology on the
vector space of continuous linear mappings LðE; FÞ; one has to work by point
evaluations:
Deﬁnition 2.2. Let E; F be Fre´chet spaces and UCE an open subset. A map P :
U-F is called Gateaux-C2 if
D2Pð f Þðh1; h2Þ :¼ lim
t-0
DPð f þ th2Þh1  DPð f Þh1
t
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exists for all fAU and h1; h2AE and D2P : U  E  E-F is a continuous map.
Higher derivatives are deﬁned in a similar way. A map is called Gateaux-smooth or
Gateaux-CN if it is Gateaux-Cn for all nX0:
The next theorem collects all essential results of Gateaux–Calculus for our
purposes (see [13, pp. 73–84, 99–100]):
Theorem 2.3. Let E; F ; G be Fre´chet spaces and UCE be open in E. Let P : UCE-F
and Q : VCF-G be continuous maps:
(i) If P and Q are Gateaux-Cn; then Q 3 P is Gateaux-Cn and the usual chain rule
holds.
(ii) Let U be convex: P is Gateaux-C1 if and only if there exists a continuous map
L : U  E  E-F ; linear in the last variable, such that for all f1; f2AU
Pð f1Þ  Pð f2Þ ¼ Lð f1; f2Þð f1  f2Þ:
(iii) If P is Gateaux-C1; then for f0AU and a continuous seminorm q on F, there is a
continuous seminorm p on E and e40 such that
qðPð f1Þ  Pð f2ÞÞppð f1  f2Þ
for pð fi  f0Þoe; i ¼ 1; 2:
For the construction of differential calculus on locally convex spaces, we need the
concept of smooth curves into locally convex spaces and the concept of smooth maps
on open subsets of locally convex spaces. We remark that already on Fre´chet spaces,
the situation concerning analysis was complicated and unclear until convenient
calculus was invented (see [16, pp. 73–77] for extensive historical remarks). The
reason for inconsistencies can be found in the fundamental difference between
bounded and open subsets.
We denote the set of continuous linear functionals on a locally convex space E by
E0c: A subset BCE is called bounded if lðBÞ is a bounded subset of R for all lAE0c: A
multilinear map m : E1 ? En-F is called bounded if bounded sets B1 ? Bn
are mapped onto bounded subsets of F : Continuous linear functionals are clearly
bounded. The locally convex vector space of bounded linear operators with uniform
convergence on bounded sets is denoted by LðE; FÞ; the dual space formed by
bounded linear functionals by E0: These spaces are locally convex vector spaces that
we shall need for analysis (see [16, 3.17]).
Deﬁnition 2.4. Let E be a locally convex space, then c : R-E is called smooth if all
derivatives exist as limits of difference quotients. The set of smooth curves is denoted
by CNðR; EÞ:
A subset UCE is called cN-open if c1ðUÞ is open in R for all cACNðR; EÞ: The
generated topology on E is called cN-topology and E equipped with this topology is
denoted by cNE:
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If U is cN-open, a map f : UCE-R is called smooth if f 3 cACNðR;RÞ for all
cACNðR; EÞ:
These deﬁnitions work for any locally convex vector space, but for the following
theorem, we need a weak completeness assumption. A locally convex vector space E
is called convenient if the following property holds: a curve c : R-E is smooth if and
only if it is weakly smooth, i.e. l 3 cACNðR;RÞ for all lAE0: This is equivalent to the
assertion that any smooth curve c : R-E can be (Riemann-) integrated in E on
compact intervals (see [16, 2.14]). The spaces LðE; FÞ and E0 are convenient vector
spaces (see [16, 3.17]), if E and F are convenient.
Theorem 2.5. Let E; G; H be convenient vector spaces, UCE; VCG cN-open subsets:
(i) Smooth maps are continuous with respect to the cN-topology.
(ii) Multilinear maps are smooth if and only if they are bounded.
(iii) If P : U-G is smooth, then DP : U-LðE; GÞ is smooth and bounded linear in
the second component, where
DPð f Þh :¼ d
dt

t¼0
Pð f þ thÞ:
(iv) The chain rule holds.
(v) Let ½f ; f þ h :¼ ff þ sh for sA½0; 1gCU ; then Taylor’s formula is true at
fAU ; where higher derivatives are defined as usual (see (iii)),
Pð f þ hÞ ¼
Xn
i¼0
1
i!
DiPð f ÞhðiÞ þ
Z 1
0
ð1 tÞn
n!
Dnþ1Pð f þ thÞ ðhðnþ1ÞÞ dt
for all nAN:
(vi) There are natural convenient locally convex structures on CNðU ; FÞ and we have
cartesian closedness
CNðU  V ; HÞCCNðU ; CNðV ; HÞÞ
via the natural map f/fˇ : U-CNðV ; HÞ for fACNðU  V ; HÞ: This natural
map is well defined and a smooth linear isomorphism.
(vii) The evaluation and the composition
ev : CNðU ; FÞ  U-F ; ðP; f Þ/Pð f Þ;
:3: : CNðF ; GÞ  CNðU ; FÞ-CNðU ; GÞ; ðQ; RÞ/Q 3R
are smooth maps.
(viii) A map P : UCE-LðG; HÞ is smooth if and only if ðevg 3 PÞ is smooth for all
gAG:
Proof. For the proofs see [16] in Sections 3.12, 3.13, 3.18, 5.11, 5.12, 5.18. &
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Convenient calculus is an extension of the Gateaux–Calculus to locally convex
spaces, where all necessary tools for analysis are preserved. Since typically vector
spaces like CNðU ; FÞ or LðE; FÞ are not Fre´chet spaces, this extension is very useful
for the analysis of the geometric objects in Section 3.
Theorem 2.6. Let E; F be Fre´chet spaces and UCE a cN-open subset, then U is open
and P : UCE-F is Gateaux-smooth if and only if P is smooth (in the convenient
sense).
Proof. By Theorem 4.11 of [16] we get that U is open since cNE ¼ E: Assume that P
is Gateaux-smooth, then by the chain rule for Gateaux-Cn maps (see Theorem 2.3
(i)) the composition P 3 c is Gateaux-Cn for all nX0 and all smooth curves
cACNðR; EÞ; so P is smooth in the convenient sense. If P is smooth in the
convenient sense, then the ﬁrst derivative DP as deﬁned in Theorem 2.5 exists and is
continuous as map DP : U  E-F by cartesian closedness and the fact that cNE ¼
E (see Theorem 2.5 (i)). The same reasoning holds for higher derivatives, so we
obtain that P is Gateaux-Cn for all nX0: &
Since we shall calculate with semiﬂows and semigroups of bounded linear
operators, we shall need convenient calculus on domains of the form ½0; e½U ; where
U is open in a Fre´chet space E: The deﬁnition of smooth maps is straightforward
due to the simple structure of convenient calculus.
Let K be a convex set with non-void interior K1 in a Fre´chet space E and F a
convenient vector space, then f : K-F is called smooth if f 3 c : R-F is smooth for
all smooth curves cACNðR; EÞ with cðRÞCK : We have the following properties (for
a proof see [16, pp. 247–254]):
Theorem 2.7. Let K be a convex subset with non-void interior K1 in a Fre´chet space E,
F a convenient space and P : K-F a map.
(i) P is smooth if and only if P is smooth on K1 and all derivatives DnðPjK1Þ extend
continuously (with respect to the cN-topology on K) to K.
(ii) If P is smooth and DP : K-LðE; FÞ a continuous extension of DðPjK1Þ; then the
chain rule holds, i.e. for cACNðR; EÞ with cðRÞCK we have ðP 3 cÞ0ðtÞ ¼
DPðcðtÞÞ  c0ðtÞ:
(iii) There exists a bounded linear extension operator
CNð½0; e½; FÞ-CNðR; FÞ:
Consequently, we can reformulate all assertions of Theorem 2.5 for maps on
½0; e½U with U open in a Fre´chet space, since ð½0; e½UÞ1 ¼0; e½U ; in particular,
the chain rule and cartesian closedness hold. The time derivatives at 0 can be
calculated as right derivatives by the bounded linear extension operator. This
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convenient approach is through its generality and simplicity much more practical
than the equivalent Gateaux approach.
In the sequel, we shall apply concepts from both approaches: Gateaux-smoothness
for existence theorems and convenient analysis for the sake of generality, simplicity
and elegance. Note that convenient calculus also provides a very powerful tool for
analysis in concrete calculations (see [16] for many examples and [23] for a
particularly simple proof of a general Frobenius Theorem).
Concerning differential equations, there are possible counterexamples on non-
normable Fre´chet spaces in all directions, which causes some problems in the
foundations of differential geometry (see [16] and the excellent review article [18]).
Nevertheless, a useful generalization of the existence theorem for differential
equations on Banach spaces is given by the following Banach map principle
(see [13] for details, compare also [16, 32.14] for weaker results in a more general
situation).
If not otherwise stated, E and F denote Fre´chet spaces and B a Banach space in
what follows. Given P : UCE-E a smooth map. We are looking for solutions of
the ordinary differential equation with initial value gAU
f :  e; e½-U smooth;
d
dt
f ðtÞ ¼ Pð f ðtÞÞ;
f ð0Þ ¼ gAU :
If for any initial value g in a small neighborhood V of f0AU there is a unique
smooth solution t/fgðtÞ for tA  e; e½ depending smoothly on the initial value g;
then Flðt; gÞ :¼ fgðtÞ deﬁnes a local flow, i.e. a smooth map
Fl :  e; e½V-E;
Flð0; gÞ ¼ g;
Flðt; Flðs; gÞÞ ¼ Flðs þ t; gÞ;
if s; t; s þ tA  e; e½ and Flðs; gÞAV : If there is a local ﬂow around f0AU (this
shall mean once and for all: ‘‘in an open, convex neighborhood of f0’’), the
differential equation is uniquely solvable around f0AU and the dependence on
initial values is smooth (see Lemma 2.11 for the proof). Note at this point that
it is irrelevant if we deﬁne ‘‘smooth dependence’’ on initial values via maps
V-CNð  e; e½; EÞ or V  e; e½-E by cartesian closedness. We shall denote
fgðtÞ ¼ FltðgÞ ¼ Flðt; gÞ:
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Deﬁnition 2.8. Given a Fre´chet space E; a smooth map P : UCE-E is called a
Banach map if there are smooth (not necessarily linear) maps R : UCE-B and
Q : VCB-E such that P ¼ Q 3R
where B is a Banach space and VCB is an open set.
A vector field P on an open subset UCE is a smooth map P : U-E: We denote
by BðUÞ the set of Banach map vector ﬁelds and by XðUÞ the convenient space of all
vector ﬁelds on an open subset of a Fre´chet space E:
Theorem 2.9. BðUÞ is a CNðU ;RÞ-submodule of XðUÞ:
Proof. We have to show that for c; ZACNðU ;RÞ and P1; P2ABðUÞ; the linear
combination cP1 þ ZP2ABðUÞ: Given Pi ¼ Qi 3Ri for i ¼ 1; 2 with intermediate
Banach spaces Bi; then cP1 þ ZP2 ¼ Q 3R with Q : R2  V1  V2CR2  B1 
B2-E and R : U-R
2  B1  B2 such that
Qðr; s; v1; v2Þ ¼ rQ1ðv1Þ þ sQ2ðv2Þ;
Rð f Þ ¼ ðcð f Þ; Zð f Þ; R1ð f Þ; R2ð f ÞÞ:
So the sum cP1 þ ZP2 is a Banach map and therefore the set of all Banach map
vector ﬁelds carries the asserted submodule structure. &
Theorem 2.10 (Banach Map Principle). Let P : UCE-E be a Banach map, then P
admits a local flow around any point gAU :
Proof. For the proof see [13, Theorem 5.6.3]. &
Parameters and time dependence are treated in the following way. Given an open
subset of parameters ZCV of a Banach space V and P : I  Z  U-E; where I is a
open set in R and U is open in E; such that Pt;p ¼ Qt;p 3Rt;p; where Q and R depend
smoothly on time and parameters, P admits a unique smooth solution for any initial
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value f0AU at any time point t0AI depending smoothly on parameters, time and
initial values.
For the proof of this assertion, we look at the extended space G :¼ R V  E
with P˜ðt; p; f Þ ¼ ð1; 0; Pt;pð f ÞÞ and
Q˜ðt; p; zÞ ¼ ð1; 0; Qt;pð f ÞÞ;
R˜ðt; p; f Þ ¼ ðt; p; Rt;pð f ÞÞ
with Banach space B˜ :¼ R V  B:
We can replace in the above deﬁnition of a local ﬂow the interval   e; e½ by ½0; e½
to obtain local semiflows, see Theorem 2.7 for details in calculus. The initial value
problem
f : ½0; e½-U smooth;
d
dt
f ðtÞ ¼ Pð f ðtÞÞ;
f ð0Þ ¼ gAU
admits unique solutions around an initial value depending smoothly on the initial
values if and only if a local semiﬂow exists. The notion of a local semiﬂow is
redundant on Banach spaces.
Lemma 2.11. Let Fl be a local semiflow on ½0; e½U-E; then the map Pð f Þ :¼
d
dt
jt¼0Flðt; f Þ is a well-defined smooth vector field. We obtain
DFltð f ÞPð f Þ ¼ PðFltð f ÞÞ
and the initial value problem has unique solutions for small times.
Proof. The equation follows by the ﬂow property and the deﬁnition of P
immediately:
DFltð f ÞPð f Þ ¼ d
ds
FltðFlsð f ÞÞjs¼0 ¼
d
ds
Fltþsð f Þjs¼0 ¼ PðFltð f ÞÞ:
Given a solution f : ½0; d½-E of the initial value problem associated to P with
f ð0Þ ¼ f0AU ; then
d
ds
Fltsð f ðsÞÞ ¼ PðFltsð f ðsÞÞÞ þ PðFltsð f ðsÞÞÞ ¼ 0;
Fltsð f ðsÞÞ ¼ f ðtÞ
for all 0pspt; whence uniqueness for the solutions of the initial value problem. &
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We are, in particular, interested in special types of differential equations
on Fre´chet spaces E; namely Banach map perturbed bounded linear
equations. Given a bounded linear operator A : E-E; the abstract Cauchy problem
associated to A is given by the initial value problem associated to A: We assume that
there is a smooth semigroup of bounded linear operators S : RX0-LðE; EÞ such
that
lim
tk0
St  id
t
¼ A;
which is a global semiﬂow for the linear vector ﬁeld f/Af : Note that the
theory of bounded linear operators on Fre´chet spaces contains as a special case
Hille–Yosida Theory of unbounded operators on Banach spaces (see for example
[22]).
Given a strongly continuous semigroup St for tX0 of bounded linear operators on
a Banach space B; then DðAnÞ with the respective operator norms pnð f Þ :¼Pn
i¼0 jjAif jj for nX0 and fADðAnÞ is a Banach space, where the semigroup restricts
to a strongly continuous semigroup SðnÞ: Consequently, the semigroup restricts to the
Fre´chet space DðANÞ: This semigroup is now smooth, since it is sufﬁcient—by
Theorem 2.5(viii)—to show smoothness of t/Stf for all fADðANÞ: This is true
since AnStf ¼ StAnf for tX0 and fADðANÞ:
For the purposes of classiﬁcation in Section 4, we shall need the following
result.
Lemma 2.12. Let A be the generator of a strongly continuous semigroup S on a Banach
space B, then the operator A : DðANÞ-DðANÞ is a Banach map if and only if A :
B-B is bounded.
Proof. For the properties of DðANÞ see [20], in particular, it is a Fre´chet space with
seminorms pnð f Þ ¼
Pn
i¼0 jjAif jj: If A : DðANÞ-DðANÞ is a Banach map in a
neighborhood U of a point f0; then there are smooth maps R : UCDðANÞ-X and
Q : VCX-DðANÞ such that A ¼ Q 3R and X is a Banach space. By differentiation
at f0; we obtain
A ¼ DQð f0Þ  DRð f0Þ;
which means, in particular, by continuity that there exists nX0 such that
DRð f0Þ can be extended continuously to a linear mapping
DRð f0Þ : DðAnÞ-X (see Theorem 2.3(iii)). So A : DðAnÞ-DðAnÞ is a continuous
mapping.
D. Filipovi!c, J. Teichmann / Journal of Functional Analysis 197 (2003) 398–432 409
We recall the Sobolev hierarchy for strongly continuous semigroups (see [20])
deﬁned by the following commutative diagram:
Here RðlÞ :¼ ðl AÞ1 denotes the resolvent at a point of the resolvent set, which
deﬁnes an isomorphism from DðAnÞ to DðAnþ1Þ: The semigroups SðnÞ are deﬁned by
restriction and are strongly continuous in the respective topologies. The generator of
SðnÞ is given through A restricted to DðAnþ1Þ: If A is continuous on DðAnÞ; then SðnÞ
is a smooth group, so by climbing up through the isomorphisms Sð0Þ is a smooth
group and therefore the inﬁnitesimal generator is continuous, since it is everywhere
deﬁned, by the closed graph theorem. &
Given a Banach map P : UCE-E; we want to investigate the solutions of the
initial value problem
d
dt
f ðtÞ ¼ Af ðtÞ þ Pð f ðtÞÞ; f ð0Þ ¼ f0:
Theorem 2.13. Let E be a Fre´chet space and A be the generator of a smooth semigroup
S : RX0-LðEÞ of bounded linear operators on E. Let P : UCE-E be a Banach map.
For any f0AU there is e40 and an open set V containing f0 and a local semiflow
Fl : ½0; e½V-U satisfying
d
dt
Flðt; f Þ ¼ AFlðt; f Þ þ PðFlðt; f ÞÞ;
Flð0; f Þ ¼ f
for all ðt; f ÞA½0; e½V :
Proof. The arguments follow a proof for the case A ¼ 0 in [13]. We prove the
theorem by constructing a solution to the integral equation arising from variation of
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constants:
Flðt; f Þ ¼ Stf þ
Z t
0
StsPðFlðs; f ÞÞ ds
for small positive time intervals and an open neighborhood of a given initial value f0:
Given f0AU there exists a seminorm p on E and d40 such that
jjRð f1Þ  Rð f2Þjjppð f1  f2Þ
for pð fi  f0Þod and i ¼ 1; 2; where jj  jj denotes the norm on B: Furthermore given
g0AB; then for any seminorm q on F there are constants Cq and dq such that
qðQðg1Þ  Qðg2ÞÞpCqjjg1  g2jj
for jjgi  g0jjodq and i ¼ 1; 2: Both assertions follow from Theorem 2.3(iii). By the
uniform boundedness principle, the set of continuous linear operators fStg0ptpT is
uniformly bounded for any ﬁxed TX0; i.e. for any seminorm p on E there is a
seminorm qp such that
pðStf Þpqpð f Þ
for tpT and for all fAE: We denote by Cð½0; e; BÞ continuous curves on the interval
½0; e to B; g0 :¼ Rð f0Þ: Without any restriction, we can assume that f0 ¼ 0 and g0 ¼ 0
by translations. We can then deﬁne a mapping
M : U 0  V 0CE  Cð½0; e; BÞ-V 0
such that Mð f ; hÞðtÞ ¼ RðStf þ
R t
0 StsQðhðsÞÞ dsÞ for tA½0; e: Given hACð½0; e; BÞ
such that jjhðtÞjjpy for 0ptpe with fh j suptjjhðtÞjjpygCV 0; we have
p Stf þ
Z t
0
StsQðhðsÞÞ ds
 
pqpð f Þ þ eðqpðQðg0ÞÞ þ CqpyÞ
provided ypdqp : This can be made smaller than y if e is appropriately
small and U 0 :¼ ffAE with qpð f ÞoZg with Z appropriately small. In particular,
Cqpeo1: If we assume these conditions, then M is well deﬁned, continuous and
furthermore
sup
t
jjMð f ; h1ÞðtÞ  Mð f ; h2ÞðtÞjjp e sup
t
qpðQðh1ðtÞÞ  Qðh2ðtÞÞÞ
pCqpe sup
t
jjh1ðtÞ  h2ðtÞjj:
Consequently, Mð f ; Þ is a contraction in V 0 with contraction constant bounded
uniformly in fAU 0 by a constant strictly smaller than 1: It follows that there is a
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unique hðt; f Þ for any fAU 0 depending continuously on f ; such that
Mð f ; hÞ ¼ h
by the contraction mapping theorem. We deﬁne
Flðt; f Þ :¼ Stf þ
Z t
0
StsQðhðs; f ÞÞ ds
and obtain
Flðt; f Þ ¼ Stf þ
Z t
0
StsPðFlðs; f ÞÞ ds
since RðFlðt; f ÞÞ ¼ hðt; f Þ by construction. Any solution of the initial value problem
is therefore unique by the Banach contraction principle. By induction with Theorem
2.3(i), smoothness with respect to time is easily established. For the ﬁrst derivative
one can calculate the limits directly.
Concerning smoothness with respect to the initial value, we proceed in the
following way. We show that there exist directional derivatives and calculate them.
By Taylor’s formula, we obtain
Pð f1Þ  Pð f2Þ ¼ Lð f1; f0Þð f1  f2Þ;
where Lðx1; x2Þh :¼
R 1
0 DPðx0 þ sðx1  x0ÞÞh ds is a Banach map in all three variables
(see Theorem 2.3(ii)). So we can solve the system given by
ð f0; f1; hÞ/ðAf0 þ Pð f0Þ; Af1 þ Pð f1Þ; Ah þ Lð f1; f2ÞhÞ
with the ‘‘ﬂow’’-construction from above
Flðt; f0; f1; hÞ ¼ ðFlðt; f0Þ; Flðt; f1Þ; Mðt; f0; f1; hÞÞ;
smooth in time and continuous in initial values, where the dependence on h is
homogenous, so the ‘‘ﬂow’’ can be deﬁned everywhere in h: By uniqueness of the
‘‘ﬂow’’ the identity
d
dt
ðFlðt; f0Þ  Flðt; f1ÞÞ
¼ AðFlðt; f0Þ  Flðt; f1ÞÞ þ LðFlðt; f0Þ; Flðt; f1ÞÞðFlðt; f0Þ  Flðt; f1ÞÞ
leads to
Mðt; f0; f1; f0  f1Þ ¼ Flðt; f0Þ  Flðt; f1Þ:
By homogenity in h; we obtain the existence of the directional derivatives and its
continuity in point and direction at the domain of deﬁnition, so the solution is
Gateaux-C1; by induction we can proceed since we can write down an initial value
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problem for the derivative DFlt which has the same form as the treated equation on
an extended phase space. &
3. Submanifolds and weak foliations in Fre´chet spaces
We are interested in the geometry generated by a ﬁnite number of vector ﬁelds
given on an open subset of a Fre´chet space E: Therefore, we need the notions of
ﬁnite-dimensional submanifolds (with boundary) of a Fre´chet space (see [16] for all
details). Here and subsequent E denotes a Fre´chet space.
A chart on a set M is a bijective mapping u : U-uðUÞCEU ; where EU is a Fre´chet
space and UCM; uðUÞCEU is open. We shall denote a chart by ðU ; uÞ or ðu; uðUÞÞ:
For two charts ðUa; uaÞ; ðUb; ubÞ the chart changing are given by uab :¼ ua 3 u1b :
ubðUabÞ-uaðUabÞ; where Uab :¼ Ua-Ub: An atlas is a collection of charts such that
the Ua form a cover of M and the chart changings are deﬁned on open subsets of the
respective Fre´chet spaces. A CN-atlas is an atlas with smooth chart changings. Two
CN-atlases are equivalent is their union is an CN-atlas. A maximal CN-atlas is
called a CN-structure on M (maximal is understood with respect to some carefully
chosen universe of sets). A (smooth) manifold is a set together with a CN-structure.
A smooth mapping F : M-N between smooth manifolds is deﬁned in the
canonical way, i.e. for any mAM there is a chart ðV ; vÞ with FðmÞAV ; a chart ðU ; uÞ
of M with mAU and FðUÞCV ; such that v 3 F 3 u1 is smooth. This is the case if and
only if F 3 c is smooth for all smooth curves c : R-M; where the concept of a
smooth curve is easily set upon.
The ﬁnal topology with respect to smooth curves or equivalently the ﬁnal topology
with respect to all inverses of chart mappings is the canonical topology of the smooth
manifold. We assume manifolds to be smoothly Hausdorff (see the discussion in [16,
p. 265]), i.e. the real-valued smooth functions on M separate points.
A submanifold N of a Fre´chet manifold M is given by a subset NCM; such that
for each nAN there is a chart ðu; uðUÞÞ; a splitting E ¼ E0  E00 and uðUÞ ¼ V  W
with uðNÞ ¼ V  fuðnÞ00g: By splitting, we shall always understand E0 and E00 as
closed subspaces of E:
An n-dimensional manifold with boundary is deﬁned as ordinary manifold except
that we take open subsets in a halfspace Rnþ :¼ fxARn with xnX0g: For the notion
(without surprises) of smooth mappings on such open sets see any textbook on
differential geometry, for example [17]. The boundary fxARn with xn ¼ 0g of the
subspace models the boundary @N of the manifold N; which is canonically a
manifold without boundary of dimension n  1: We denote the interior by N1 :¼
N\@N: A submanifold with boundary is given by the analog submanifold
structure.
We restrict ourselves to ﬁnite-dimensional submanifolds with boundary M of
Fre´chet spaces: A parametrization of M is an injective, smooth mapping f :
UCRnþ-E such that fðUÞCM is open in M and DfðuÞ is injective for all uAU : In
this case, fðUÞ naturally is a submanifold with boundary again. Given a
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ﬁnite-dimensional submanifold with boundary M; then the map u1jVuðnÞ00 : V-E
is a parametrization of M: The tangent space TmM of a ﬁnite-dimensional
submanifold with boundary is deﬁned by parametrizations: given a parametrization
f of M with mAfðUÞ; then TfðuÞM :¼ DfðuÞðRnÞ for uAU : The tangent space TrM
is certainly independent of the chosen parametrization, since it is equally given at
interior points by the space of all vectors c0ð0Þ with c : R-E smooth, cðRÞCM and
cð0Þ ¼ r by the submanifold property.
Therefore, a smooth map F : M-N; where M and N are submanifolds deﬁnes a
linear map TrF : TrM-TFðrÞN via c0ð0Þ/ðF 3 cÞ0ð0Þ; which is given through
DFðrÞc0ð0Þ:
Lemma 3.1 (Submanifolds by parametrization). Let E be a Fre´chet space and f :
UCRnþ-E a smooth immersion, i.e. for uAU the map DfðuÞ is injective, then for any
u0AU there is a small open neighborhood V of u0 such that fðVÞ is a submanifold with
boundary of E and fjV is a parametrization.
Proof. We assume—by translation—that fðu0Þ ¼ 0: Given a linear basis e1;y; en of
Rn; we get linearly independent vectors Dfðu0ÞðeiÞ ¼: fiAE: We choose l1;y; lm
linearly independent linear functionals, such that lið fjÞ ¼ dij and get a splitting
E ¼ E0  E00 with dim E0 ¼ n via E00 :¼-mi¼1 ker li: The projection on the
ﬁrst variable p1 induces a local diffeomorphism p1 3 f on a small open neighborhood
V of u0AU by the classical inverse function theorem and the extension result in
Theorem 2.7. The inverse is denoted by c : V 0CE0-V : Now we construct a new
diffeomorphism
Zðu; f 00Þ ¼ ðp1 3 fðuÞ; f 00 þ p2 3 fðuÞÞ
on V  W 00; which is invertible by the above considerations:
Z1ðg0; g00Þ ¼ ðcðg0Þ; g00  p2 3 fðcðg0ÞÞÞ;
Z1 deﬁnes a submanifold chart for fðVÞ since
Z1ðfðuÞÞ ¼ ðu; 0Þ
for uAV by deﬁnition. &
Deﬁnition 3.2. A vector ﬁeld X on a open subset UCE of a Fre´chet space is a
smooth map X : U-E: The set of all vector ﬁelds on U is denoted by XðUÞ: Given a
diffeomorphism F : U-V ; i.e. F and F1 are smooth, the map
ðFnYÞð f Þ :¼ DFð f Þ1ðYðFð f ÞÞÞ
is well deﬁned for YAXðVÞ and deﬁnes a bounded linear isomorphism
Fn : XðVÞ-XðUÞ by cartesian closedness (see Theorem 2.5). It is called the
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pull-back of vector ﬁelds, furthermore F
*
:¼ ðFnÞ1 is called the push forward.
The Lie bracket of two vector ﬁelds X ; YAXðUÞ is deﬁned by the following
formula:
½X ; Y ð f Þ ¼ DX ð f ÞYð f Þ  DY ð f ÞX ð f Þ
and is a bounded, skew-symmetric bilinear map from XðUÞ  XðUÞ into XðUÞ:
We can treat the pull back as in ﬁnite-dimensional analysis due to convenient
calculus. In the Gateaux approach, we are forced to formulate each of these results
by point evaluations. Nevertheless, it is natural to talk of analytic properties of the
objects themselves.
Proposition 3.3. Let UCE be an open subset. Given two vector fields X ; YAXðUÞ;
where X admits a local flow FlX : I  U-E; then
½X ; Y  ¼ d
dt
ðFlXtÞnY jt¼0:
Furthermore, for any diffeomorphisms F : U-V ; G : V-W
Fn½X ; Y  ¼ ½FnX ; FnY 
and
ðG 3 FÞn ¼ Fn 3Gn; ðG 3 FÞ
*
¼ G
*
3 F
*
:
Consequently, the pull back is a bounded Lie algebra isomorphism, since vector fields
constitute a Lie algebra with the Lie bracket. Finally, we obtain the useful formula for a
smooth map H : S-U ; where SCE is open:
d
dt
F 3 FlXt 3H ¼ ðF*XÞðF 3 FlXt 3HÞ:
Here we only assume that X generates a local semiflow FlX : I  U-E:
Proof (See Kriegel and Michor [16, 32.15]). We can calculate directly with the ﬂow
FlX for the vector ﬁeld X
d
dt
ðFlXtÞnYð f Þjt¼0 ¼
d
dt
DFlXt ðFlXtð f ÞÞYðFlXtð f ÞÞjt¼0
¼DX ð f ÞY ð f Þ  D2FlX0 ð f ÞðXð f Þ; Yð f ÞÞ  DY ð f ÞXð f Þ
¼ ½X ; Y ð f Þ
for fAU : We applied the ﬂow property ðFltÞ1 ¼ Flt for small t and the chain rule
of convenient analysis. The interchange of d
dt
and D is possible due to the symmetry
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of second derivatives. The two following properties are clear by calculating both
sides directly. The last equation is proved by
d
dt
F 3 FlXt ðHð f ÞÞ ¼ DFðFlXt ðHð f ÞÞÞX ðFlXt ðHð f ÞÞÞ ¼ ðF*X ÞðFðFlXt ðHð f ÞÞÞÞ
for fAU by the deﬁnition of the push forward. &
The following crucial lemma collects algebraic properties of Banach map vector
ﬁelds.
Lemma 3.4. Let U be an open set in a Fre´chet space E, then BðUÞ is a subalgebra with
respect to the Lie bracket. Let A be a bounded linear operator on E, then
½A;BðUÞCBðUÞ: Consequently, the Lie algebra LðEÞ acts on BðUÞ by the Lie
bracket.
Proof. Given two Banach maps P1 and P2; DP1ð f ÞP2ð f Þ ¼
DQ1ðR1ð f ÞÞDR1ð f ÞP2ð f Þ holds, which can be written as composition of DQ1ðvÞw
for v; wAB and ðR1ð f Þ; DR1ð f ÞP2ð f ÞÞ for fAU : So the Lie bracket lies in BðUÞ:
Given AALðEÞ; we see that AP1ð f Þ  DP1ð f ÞAf is a Banach map by an obvious
decomposition. &
We denote by /yS the generated vector space over the reals R:
Deﬁnition 3.5. Let E be a Fre´chet space, U an open subset. A distribution on U is a
collection of vector subspaces D ¼ fDf gfAU of E: A vector ﬁeld XAXðUÞ is said to
take values in D if X ð f ÞADð f Þ for fAU : A distribution D on U is said to be
involutive if for any two locally given vector ﬁelds X ; Y with values in D the Lie
bracket ½X ; Y  has values in D:
A distribution is said to have constant rank if dimRDf is locally constant fAU :
A distribution is called smooth if there is a set S of local vector ﬁelds on U
such that
Df ¼ /fXð f ÞjðX :UX-EÞAS and fAUXgS:
We say that the distribution admits local frames on U if for any fAU there is an
open neighborhood fAVCU and n smooth, pointwise linearly independent vector
ﬁelds X1;y; Xn on V with
/X1ðgÞ;y; XnðgÞS ¼ Dg
for gAV :
Remark 3.6. Given a distribution D on U generated by a set of local vector ﬁelds S;
such that the dimensions of Df are bounded by a ﬁxed constant N: Let fAU be a
point with maximal dimension nf ¼ dimRDf ; then there are nf smooth local vector
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ﬁelds X1;y; XnfAS with common domain of deﬁnition U
0 such that
/X1ð f Þ;y; Xnð f ÞS ¼ Df :
Choosing nf continuous linear functionals l1;y; lnfAE
0 with liðXjð f ÞÞ ¼ dij; then the
continuous mapping M : U 0-LðRnf Þ; g/ðliðXjðgÞÞÞ has range in the invertible
matrices in a small neighborhood of f : Consequently, in this neighborhood the
dimension of Dg is at least nf : It follows by maximality of nf that it is exactly nf : In
particular, the distribution admits a local frame at f :
The concept of weak foliations will be perfectly adapted to the FDR-problem:
Deﬁnition 3.7. A weak foliation F of dimension n on an open subset U of a Fre´chet
space E is a collection of submanifolds with boundary fMrgrAU such that
(i) For all rAU we have rAMr and the dimension of Mr is n:
(ii) The distribution
DðFÞð f Þ :¼ /Tf Mr for all rAU with fAMrS
has dimension n for all fAU ; i.e. given fAU the tangent spaces Tf Mr agree for
all Mr{f : This distribution is called the tangent distribution of F:
Given any distribution D we say that D is tangent to F if Dð f ÞCDðFÞð f Þ for all
fAU :
Classically, one is interested in the existence of tangent weak foliations for a given
distribution of minimal dimension m: Therefore, we shall need the following essential
lemma.
Proposition 3.8. Let D be an involutive, smooth distribution of constant rank n on an
open subset U of a Fre´chet space E. Let X and Y be vector fields with values in D and
let X admit a local flow, then
ðFlXt ÞnðY Þð f ÞADf
for fAU ; where it is defined.
Proof. Given a local frame X1;y; Xn on an open neighborhood V of f0; we have by
involutivity that ½X ; Xi ¼
Pn
k¼1 P
k
i Xk: Note that P
k
i are smooth functions locally
deﬁned on V : given gAV and n linearly independent functionals lm such that
lmðXjðgÞÞ ¼ dmj; then
lmð½X ; Xið f ÞÞ ¼
Xn
k¼1
Pki ð f ÞlmðXkð f ÞÞ
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for all fAV : Since the matrix Mð f Þ :¼ ðlmðXkð f ÞÞÞ is invertible at g and has smooth
entries, it is invertible on an open neighborhood of g; and the inverse has smooth
entries. The smooth inverse matrix applied to the left-hand vector proves smoothness
of Pki : With the above formula and Lemma 3.3, we get
d
dt
ðFlXt ÞnðXiÞ ¼ 
d
ds
ðFlXtsÞnðXiÞjs¼0
¼  d
ds
ðFlXsÞnðFlXt ÞnðXiÞjs¼0
¼  ½X ; ðFlXt ÞnðXiÞ
¼  ðFlXt Þn½X ; Xi
¼ 
Xn
k¼1
Pki 3 Fl
X
t ðFlXt ÞnðXkÞ;
which is a linear equation with time-dependent real-valued coefﬁcients
gki ðtÞ :¼ Pki ðFlXt ð f ÞÞ on En for hiðtÞ :¼ ðFlXt ÞnðXiÞð f Þ at any point f in an open
neighborhood of f0; namely
d
dt
hiðtÞ ¼
Xn
k¼1
gki ðtÞhkðtÞ
with hið0ÞAE: The solution of this differential equation is given by the classical time-
dependent ﬂow associated to the smooth matrix t/ðgki ðtÞÞ applied to a vector in En:
If we are given a ﬂow for a vector ﬁeld, the solutions are unique due to Lemma 2.11.
Consequently provided the initial values lie in Dnf ; the solution lies in D
n
f for small
times by the subspace property, but ðFlX0 ÞnðXiÞð f Þ ¼ Xið f ÞADf for fAU : &
Theorem 3.9. Let D be a smooth distribution of constant rank n on an open subset U of
a Fre´chet space E. Assume that for any point f0 the distribution admits a local frame of
vector fields X1;y; Xn; where X1;y; Xn1 admit local flows Fl
Xi
t and Xn admits a local
semiflow FlXnt : Then D is involutive if and only if it is tangent to an n-dimensional weak
foliation.
Proof. We suppose that D is involutive. Let f0AU be ﬁxed, then there are on some
open set V ; with f0AV ; n linearly independent vector ﬁelds X1;y; Xn generating
each Df for fAV : Furthermore local ﬂows FlXi :  e; e½V0-V for i ¼ 1;y; n  1
and a local semiﬂow FlXn : ½0; e½V0-V exist for V0CV open with f0AV0 and some
e40: We deﬁne the candidate parametrization aðu; rÞ ¼ FlX1u1 3? 3 FlXnun ðrÞ on W1 
V1; where V1 open with f0AV1 and WCRnþ open, convex around 0: This is possible
due to continuity of the (semi-)ﬂows.
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We can calculate the tangent spaces on the canonical basis of Rn: by cartesian
closedness we obtain the derivative of FlX1u1 3? 3 Fl
Xn
un
with respect to ui immediately
by Proposition 3.3
@
@ui
FlX1u1 3? 3 Fl
Xn
un
¼ ððFlX1u1 Þ*?ðFl
Xi1
ui1 Þ*XiÞ 3 Fl
X1
u1
3? 3 FlXnun
with F ¼ FlX1u1 3? 3 FlXi1ui1 and H ¼ FlXiþ1uiþ1 3? 3 FlXnun : So we arrive at
D1aðu; rÞðeiÞ ¼ ððFlX1u1 Þ*?ðFl
Xi1
ui1 Þ*XiÞðaðu; rÞÞ
for 1pipn: By Proposition 3.8, these vectors lie in Daðu;rÞ and are linearly
independent for uAW2 and rAV2 with W2CW1 open, convex around 0 and V2CV1
open around f0: They generate the distribution in a small neighborhood by a
dimension argument. It is essential that the ﬁrst n  1 vector ﬁelds admit a local ﬂow.
So we obtain a family of tangential manifolds for D: Each parametrization for ﬁxed r
deﬁnes locally a smooth submanifold with boundary aðu1;y; un1; 0; rÞ by redoing
the proof of Lemma 3.1 with continuously parametrized immersions. Consequently,
we can ﬁnd an open set V2CE and W2CRnþ such that ajW2V2 deﬁnes a weak
foliation with tangent distribution D:
Suppose now that there is a weak foliation F ¼ fMrgrAU of dimension n: We
apply the above notation on a subset V ; where we have a local frame X1;y; Xn with
the stated properties. Given rAV ; there exists a ﬁnite-dimensional submanifold with
boundary Mr and Xið f ÞATf Mr for 1pipn at any interior point fAMr1: By Lemma
2.11, the local ﬂows FlXit restrict locally to Mr1 for 1pipn  1 since the vector ﬁelds
Xi are tangent to Mr and admit local ﬂows around any interior point of Mr:
So for small t and YAXðUÞ with values in D the pull back ðFlXit ÞnYð f Þ takes
values in Df for f in the interior of Mr; since it can be calculated as pull back of the
restriction FlXit jMr : The smooth map t/ðFlXit ÞnYð f Þ takes values in the ﬁnite-
dimensional space Df ; so the derivative lies there by closedness, but the derivative
equals ½Xi; Y ð f Þ by Proposition 3.3.
We do not know whether rAMr lies on the boundary of Mr or not, but we can
approximate r by interior points fm-r as m-N: At r the vector space Dr has a basis
X1ðrÞ;y; XnðrÞ: given n linearly independent linear functionals lr1;y; lrn with
lri ðXjðrÞÞ ¼ dij : We can choose V sufﬁciently small such that the smooth matrix
f/Mð f Þ :¼ ðliðXjð f ÞÞ is invertible for fAV ; hence the inverse matrix Nð f Þ :¼
Mð f Þ1 deﬁnes linear functionals lfi :¼
Pn
k¼1 Nð f Þiklrk for 1pipn; which depend
smoothly on f and satisfy l
f
i ðXjð f ÞÞ ¼ dij for fAV : The associated projections pf :
¼ id Pnk¼1 lfkXkð f Þ detect whether a vector ﬁeld on V takes values in Df or not: for
ZAXðVÞ we obviously have pf ðZð f ÞÞ ¼ 0 if and only if Zð f ÞADf ; for fAV :
However, pfmð½Xi; Y ð fmÞÞ ¼ 0 for mX1 as calculated above, so by continuity
prð½Xi; Y ðrÞÞ ¼ 0 for 1pipn  1:
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Hence ½Xi; Xj takes values in D locally for 1pi; jpn and D is therefore involutive
since we can run the procedure everywhere on U : &
Remark 3.10. For details on Frobenius theorems in the classical setting see [15]. The
phenomenon that there is no Frobenius chart is due to the fact that there is one vector
ﬁeld among the vector ﬁelds X1;y; Xn (generating the distribution D) admitting only a
local semiﬂow. If all of them admitted ﬂows, there would exist a Frobenius chart, which
can be given by a construction outlined in [23]. The non-existence of a Frobenius-chart
means that the leafs cannot be parallelized, since they follow semiﬂows, which means
that ‘‘gaps’’ between two leafs can occur and leafs can touch. This is an inﬁnite-
dimensional phenomenon, which does not appear in ﬁnite dimensions.
4. Finite-dimensional realizations for HJM models
In this section, we apply the preceding results to characterize those HJMmodels that
satisfy the appropriate Frobenius condition (see condition (F) below), which is
essentially equivalent to the existence of FDRs at any initial curve. We will demonstrate
that this condition yields a very particular geometry of the invariant submanifolds—
loosely speaking, each of them is a band of copies of an afﬁne submanifold.
Remark 4.1. Although we subsequently focus on HJM models, many arguments can
be carried over to more general stochastic equations (1.1) in the spirit of Da Prato
and Zabczyk [5].
First, we provide the rigorous setup for HJM models, summarizing [8]. The
Hilbert space H of forward curves is characterized by the properties
(H1) HCCðRX0;RÞ with continuous embedding (that is, for every xARX0; the
pointwise evaluation evx : h/hðxÞ is a continuous linear functional on H),
and 1AH (the constant function 1).
(H2) The family of right-shifts, Stf ¼ f ðt þ Þ; for tARX0; forms a strongly
continuous semigroup S on H:
(H3) There exists a closed subspace H0 of H such that
Sð f ; gÞðxÞ :¼ f ðxÞ
Z x
0
gðZÞ dZ;
deﬁnes a continuous bilinear mapping S : H0  H0-H:
We write shortly Sð f Þ for Sð f ; f Þ: We assume that the volatility coefﬁcients sj
map H into H0: Then the HJM drift coefﬁcient
a ¼ aHJM :¼
Xd
j¼1
SðsjÞ : H-H ð4:1Þ
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is a well-deﬁned map. Hence, an HJM model is uniquely determined by the
speciﬁcation of its volatility structure s ¼ ðs1;y; sdÞ:
As an illustration we shall always have the following example in mind (see [8,
Section 5]).
Example 4.2. Let w : RX0-½1;NÞ be a non-decreasing C1-function such that
w1=3AL1ðRX0Þ: We may think of wðxÞ ¼ eax or wðxÞ ¼ ð1þ xÞa; for a40 or a43;
respectively. The space Hw consisting of absolutely continuous functions h on RX0
and equipped with the norm
jjhjj2w :¼ jhð0Þj2 þ
Z
RX0
d
dx
hðxÞ


2
wðxÞ dx
is a Hilbert space satisfying (H1) and (H2). Property (H3) is satisﬁed for H0 ¼
Hw;0 :¼ fhAHw j limx-NhðxÞ ¼ 0g:
The operator A is the generator of the shift semigroup S: It is easy to see that
DðAÞCfhAH-C1ðRX0;RÞjðd=dxÞhAHg and Ah ¼ ðd=dxÞh: Without much loss of
generality, we shall in fact assume
(H4) DðAÞ ¼ fhAH-C1ðRX0;RÞ j ðd=dxÞhAHg:
Also (H4) is satisﬁed for the spaces Hw from Example 4.2.
Denote by A0 : DðA0ÞCH0-H0 the restriction of A to H0: That is, DðA0Þ ¼
fhADðAÞ-H0 j AhAH0g: The deﬁnition of the Fre´chet space DðAN0 Þ :¼-nANDðAn0Þ
is obvious. The next result follows immediately from (H1), (H3) and (H4).
Lemma 4.3. For any f ; gADðA0Þ; we have Sð f ; gÞADðAÞ and
ASð f ; gÞ ¼ SðAf ; gÞ þSð f ; AgÞ þ fev0ðgÞ:
Hence, S : DðAN0 Þ  DðAN0 Þ-DðANÞ is a continuous bilinear mapping.
The preceding speciﬁcations for s are still too general for concrete implementa-
tions. We actually have the idea of s being sensitive with respect to functionals
of the forward curve. That is, sjðhÞ ¼ fjðc1ðhÞ;y; cpðhÞÞ; for some pX1; where
fj : R
p-DðAN0 Þ is a smooth map and c1;y; cp denote continuous linear functionals
on H (or even on CðRX0;RÞ). We may think of ciðhÞ ¼ ð1=xiÞ
R xi
0 hðZÞ dZ
(benchmark yields) or ciðhÞ ¼ evxiðhÞ (benchmark forward rates). This idea is
(generalized and) expressed in terms of the following regularity and non-degeneracy
assumptions:
(A1) sj ¼ fj 3 c where cALðH;RpÞ; for some pAN; and fj : Rp-DðAN0 Þ are
smooth and pointwise linearly independent maps, 1pjpd: Hence s :
H-DðAN0 Þd is a Banach map (see Deﬁnition 2.8).
(A2) For every qX0; the linear map ðc; c 3A;y; c 3AqÞ : DðANÞ-Rpðqþ1Þ is open.
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(A3) A is unbounded; that is, DðAÞ is a strict subset of H: Equivalently, A :
DðANÞ-DðANÞ is not a Banach map (see Lemma 2.12).
We believe that this setup is ﬂexible enough to capture any reasonable HJM
model. Assumption (A2) is essential for the strong characterization result in
Theorem 4.10. Intuitively, (A2) states that the following interpolation problem is
well posed on DðANÞ: given a smooth curve g : RX0-R; for any ﬁnite number of
data of the form I ¼ ðcðgÞ; cððd=dxÞgÞ;y; cððd=dxÞqgÞÞARpðqþ1Þ we can ﬁnd an
interpolating function hADðANÞ with ðcðhÞ;y; c 3AqðhÞÞ ¼ I: Note, however, that
degenerate examples such as the following are excluded: let p ¼ 3 and cðhÞ ¼
ðev0ðhÞ; ev1ðhÞ;
R 1
0 hðxÞ dxÞ: Then c 3AðhÞ ¼ ðev0ðAhÞ; ev1ðAhÞ; ev1ðhÞ  ev0ðhÞÞ: Thus
the rank of ðc; c 3AÞ is at most 5, and ðc; c 3AÞ : DðANÞ-R6 cannot be an open
map.
Combining Lemma 4.3 and (A1) yields
Lemma 4.4. SðsjÞ : H-DðANÞ is a Banach map, for every 1pjpd; hence also aHJM:
By the discussion after the proof of Lemma 2.11, the semigroup S leaves DðANÞ
invariant and is smooth on DðANÞ: Hence by (A1) and Lemma 4.4, the assumptions
of Theorem 2.13 are satisﬁed, and the vector ﬁeld h/mðhÞ ¼ Ah þ aHJMðhÞ 
ð1=2ÞPdj¼1 DsjðhÞsjðhÞ; see (1.2), admits a local semiﬂow on DðANÞ:
Lemma 4.5. Let X1;y; Xk be linearly independent Banach maps on an open set U in
DðANÞ; for some kAN: Then the set
N ¼ fhAU j mðhÞA/X1ðhÞ;y; XkðhÞSg
is closed and nowhere dense in U.
Proof. Clearly, N is closed by continuity of m and X1;y; Xk: Now suppose there
exists a set VCN which is open in DðANÞ: For every hAV there exist unique
numbers c1ðhÞ;y; ckðhÞ such that
mðhÞ ¼
Xk
j¼1
cjðhÞXjðhÞ: ð4:2Þ
We can choose linear functionals x1;y; xk on DðANÞ such that the k  k-matrix
MijðhÞ :¼ xiðXjðhÞÞ is smooth and invertible on V (otherwise we choose a smaller
open subset V ). Hence,
ciðhÞ ¼
Xk
j¼1
M1ij ðhÞxjðmðhÞÞ
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are smooth functions on V : Then (4.2) implies that A is a Banach map on V : But this
contradicts (A3), whence the claim. &
The vector ﬁelds m; s1;y; sd induce two distributions on DðANÞ: their linear span
D ¼ /m; s1;y; sdS; and the Lie algebra DLA generated by all multiple Lie brackets
of these vector ﬁelds. As a consequence of (A1) and Lemma 4.5, there exists a closed
and nowhere dense set N in DðANÞ such that
dim DLAXdim D ¼ d þ 1 on DðANÞ\N: ð4:3Þ
Remark 4.6. The preceding observation proves a conjecture in [3], namely that every
non-trivial generic short rate model is of dimension 2 (see [3, Remark 7.1]).
The existence of an FDR at some initial point is a singular event, in general. The
concept of a ﬁnite-dimensional weak folitation is thus appropriate for the FDR-
problem. By Deﬁnition 3.7, an n-dimensional weak foliationF on some open subset
U in DðANÞ is a collection fMhghAU of n-dimensional submanifolds with boundary
in DðANÞ: Note that by the canonical embedding DðANÞ+H every Mh is also a
submanifold with boundary in H:
Remark 4.7. We are thus looking for FDRs in DðANÞ: This seems to be a
restriction since the original HJM model (1.1) is deﬁned on H: However, as it was
stated in Theorem 1.3, any ﬁnite-dimensional invariant submanifold M in H lies
necessarily in DðAÞ: Under the preceding assumptions on s; we show in [11] that
necessarily MCDðANÞ (as a set), and if dimM ¼ d þ 1; then M is even a
submanifold in DðANÞ: From this point of view the following results are essentially
optimal.
The following is a modiﬁcation of the necessary condition in Theorem 3.9.
Proposition 4.8. Let U be an open set in DðANÞ; and F an n-dimensional weak
foliation on U, for some nAN: If D is tangent to F; then DLACDðFÞ on U.
Proof. Let X and Y be vector ﬁelds on U with values in DðFÞ; and such that X
admits a local ﬂow on U : Then it follows as in the second part of the proof of
Theorem 3.9 that ½X ; Y  takes values in DðFÞ on U : Hence by the very deﬁnition of
DLA; Lemma 3.4 and Theorem 2.10 we obtain, by induction, that DLACDðFÞ on U ;
and the proposition is proved. &
Let U denote an open connected set in DðANÞ in what follows. Proposition 4.8
tells us that boundedness of dim DLA on U is a necessary condition for the existence
of a ﬁnite-dimensional weak foliation on U : To avoid difﬁcult to analyze degenerate
situations where dim DLA is not constant on U ; we shall only consider the non-
degenerate case. This is our appropriate Frobenius condition
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(F) DLA has constant ﬁnite dimension NLA on U :
Here and subsequently, we let (F) be in force. In view of (4.3), we have NLAXd þ 1:
Proposition 4.9. We have
mðhÞe/s1ðhÞ;y; sdðhÞS; 8hAU : ð4:4Þ
Moreover, for any h0AU there exists an open neighborhood V and Banach maps
Xdþ1;y; XNLA1 on V such that
DLA ¼ /m; s1;y; sd ; Xdþ1;y; XNLA1S on V :
In particular, DLA is tangent to an NLA-dimensional weak foliation F on U.
Proof. Suppose mðh0ÞA/s1ðh0Þ;y; sdðh0ÞS; for some h0AU : By the deﬁnition
of DLA and Lemma 3.4 there exist NLA  d Banach maps Xdþ1;y; XNLA on U such
that
DLAðhÞ ¼ /s1ðhÞ;y; sdðhÞ; Xdþ1ðhÞ;y; XNLAðhÞS;
for h ¼ h0; and hence for all h in a neighborhood of h0; by continuity. But this
implies that mðhÞ lies in the span of Banach maps, for all h in an open set. This
contradicts Lemma 4.5, whence (4.4). The rest of the proposition follows by Remark
3.6 and Theorem 3.9. &
In the following theorem, we provide the full classiﬁcation of F:
Theorem 4.10. Under the above assumptions, there exist linearly independent constant
vectors l1;y; lNLA1ADðANÞ such that DLA ¼ /m; l1;y; lNLA1S and
sjA/l1;y; lNLA1S; 1pjpd; ð4:5Þ
on U.
Proof. Deﬁne the smooth map G :¼Pdj¼1 Gj : Rp-DðANÞ by
GjðyÞ :¼ SðfjðyÞÞ  12DfjðyÞðcðfjðyÞÞÞ:
So that we can write mðhÞ ¼ Ah þ GðcðhÞÞ: Let 1pi; jpd: We already know from
Lemma 3.4 that ½si; sj  and ½m; sj are Banach maps. In fact, a straightforward
calculation yields the decompositions
½si; sj ¼ fij 3 c : DðANÞ-Rp-DðANÞ;
½m; sj ¼ dj 3 ðc; c 3AÞ : DðANÞ-R2p-DðANÞ;
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for smooth maps fij : R
p-DðANÞ and dj : R2p-DðANÞ: Here the linearity of c is
essential, see (A1). Now ﬁx h0AU : By induction of the preceding argument and
Proposition 4.9, there exists an open neighborhood V of h0; an integer qX 1; and
linearly independent Banach maps X1;y; XNLA1 with decomposition
Xi ¼ Ci 3 ðc;y; c 3AqÞ : DðANÞ-Rpðqþ1Þ-DðANÞ; ð4:6Þ
for smooth maps Ci : Rpðqþ1Þ-DðANÞ such that
DLA ¼ /m; X1;y; XNLA1S on V : ð4:7Þ
Note that the case q ¼ 1 is included in a consistent way: it simply means that Xi in
(4.6) is constant.
There exists a minimal integer, still denoted by q; with the above properties. We
shall show that q ¼ 1:
We argue by contradiction and suppose that qX0: We claim that then there exists
smooth maps *Ci : Rpq-DðANÞ such that we can replace Xi in (4.7) with X˜i ¼
*Ci 3 ðc;y; c 3Aq1Þ: Indeed, since ½m; Xi is a Banach map on V (see Lemma 3.4), for
every hAV there exists numbers cijðhÞ such that
½m; XiðhÞ ¼
XNLA1
j¼1
cijðhÞXjðhÞ; 1pipNLA  1: ð4:8Þ
As in the proof of Lemma 4.5 we ﬁnd linear functionals x1;y; xNLA1 on DðANÞ
such that the ðNLA  1Þ  ðNLA  1Þ-matrix MijðyÞ :¼ xiðCjðyÞÞ is smooth and
invertible on W :¼ ðc;y; c 3AqÞðVÞ; which is an open set in Rpðqþ1Þ by (A2). By
explicit calculation, we obtain
½m; Xi ¼ Di 3 ðc;y; c 3Aqþ1Þ; ð4:9Þ
where
Diðy; zÞ ¼ ðA þ DGðy0Þ 3 cÞCiðyÞ
 DCiðyÞ
y1
^
yq
z
0
BBB@
1
CCCAþ
cðGðy0ÞÞ
^
^
ðc 3AqÞðGðy0ÞÞ
0
BBB@
1
CCCA
0
BBB@
1
CCCA; ð4:10Þ
for ðy; zÞ ¼ ðy0;y; yq; zÞARpðqþ1Þ  Rp: Equating (4.8) and (4.9), applying the
functionals xk and inverting gives that
ðy; zÞ/gijðy; zÞ :¼
XNLA1
k¼1
M1jk ðyÞxkðDiðy; zÞÞ
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are smooth functions from W 0 :¼ ðc;y; c 3Aqþ1ÞðVÞ into R; and they satisfy
cijðhÞ ¼ gij 3 ðc;y; c 3Aqþ1ÞðhÞ on V ; hence
Diðy; zÞ ¼
XNLA1
j¼1
gijðy; zÞCjðyÞ; 8ðy; zÞAW 0: ð4:11Þ
Differentiating (4.11) with respect to z (which makes sense since W 0 is open by (A2))
yields, see (4.10),
DyqCiðyÞ ¼
XNLA1
j¼1
Dzgijðy; zÞCjðyÞ; 8ðy; zÞAW 0:
Arguing again by linear independence of C1;y;CNLA1 we see that the R
p-valued
maps
Dzgijðy; zÞ : bijðyÞ
depend only on y: We may assume that W ¼ W0  W1 where W0CRpq and W1CRp
are open such that ðy0; z0Þ :¼ ððc;y; c 3Aq1Þðh0Þ; c 3Aqðh0ÞÞAW0  W1; and W1 is
star-shaped with respect to z0 (otherwise replace V accordingly). Now let
ðy; zÞAW0  W1 and deﬁne cðtÞ :¼ Cððy; z0 þ tðz  z0ÞÞÞ: Then there exists an open
interval I containing ½0; 1 such that
d
dt
ciðtÞ ¼
XNLA1
j¼1
bijððy; z0 þ tðz  z0ÞÞÞðz  z0Þ
 
cjðtÞ;
cið0Þ ¼ Ciðy; z0Þ; i ¼ 1;y; NLA  1;
for tAI : This system of differential equations has a unique solution, which is of the
form
ciðtÞ ¼
XNLA1
j¼1
aijðtÞcjð0Þ;
for some smooth curves aij : I-R: In particular, for t ¼ 1;
Ciðy; zÞ ¼
XNLA1
j¼1
aijð1ÞCjðy; z0Þ:
This way we ﬁnd a smooth matrix-valued map, again denoted by ðaijÞ; on W0  W1
such that
Ciðy; zÞ ¼
XNLA1
j¼1
aijðy; zÞCjðy; z0Þ; 8ðy; zÞAW0  W1:
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But this implies that m and the Banach maps Cjð; z0Þ 3 ðc;y; c 3Aq1Þ span the Lie
algebra DLA on V : Whence the claim.
But q was supposed to be minimal—a contradiction. Hence q ¼ 1; that is,
X1;y; XNLA1 in (4.7) can be chosen constant on some neighborhood of h0: Since
h0AU was arbitrary and U is connected, the theorem now follows by a continuity
argument. &
Theorem 4.10 is a global result in so far as it holds for every open connected set U
in DðANÞ where (F) is satisﬁed. We are now interested in the question whether U can
be chosen to be the entire space DðANÞ: In other words, whether there exist a priori
structural restrictions on the choice of U : In view of (F) and Theorem 4.10, it is clear
that U must not intersect with the singular set
S :¼ fhADðANÞ j mðhÞA/l1;y; lNLA1Sg: ð4:12Þ
By Lemma 4.5, S is closed and nowhere dense in DðANÞ:
Lemma 4.11. If (4.5) holds on DðANÞ; then S lies in a finite-dimensional linear
subspace O in DðANÞ with NLApdim OpNLA þ ðNLA  1Þ2:
Proof. Since s is continuous, (4.5) holds on H: Assumption (A1) yields
/s1ðhÞ;y; sdðhÞSCDðAN0 Þ; 8hAH:
Hence, there exists dpdnpNLA  1 such that (after a change of coordinates if
necessary) l1;y; ldnADðAN0 Þ; and
siðhÞ ¼
Xdn
j¼1
bijðhÞlj; 1pipNLA  1; 8hAH; ð4:13Þ
for smooth functions bij : H-R: Moreover, DsiðhÞsiðhÞA/l1;y; lNLA1S; for all
hAH: By (1.2) hence
S ¼ fhADðANÞ j nðhÞA/l1;y; lNLA1Sg;
where n :¼ A þ aHJM: Since Lij :¼Sðli; ljÞ is a well-deﬁned element in DðANÞ; for
all 1pi; jpdn; we obtain
nðhÞ ¼ Ah þ
Xdn
i;j¼1
aijðhÞLij ; 8hADðANÞ; ð4:14Þ
where aijðhÞ :¼
Pd
k¼1 bkiðhÞbkjðhÞ; see (4.1). Hence, hAS if and only if there exist real
numbers c1ðhÞ;y; cNLA1ðhÞ such that
Ah þ
Xdn
i;j¼1
aijðhÞLij ¼
XNLA1
i¼1
c iðhÞli: ð4:15Þ
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Let R be the subspace spanned by l1;y; lNLA1 and L11;y;Ldndn ; and let I be a set
of indices ði; jÞ such that fl1;y; lNLA1;Lij j ði; jÞAIg is linear independent and spans
R: In view of (4.15) it is clear that S lies in O :¼ A1ðRÞ: Since the kernel of A is
spanned by 1 (see (H1)), the dimension of O is 1þ dimR ¼ NLA þ jI j: &
Hence, the maximal possible choice of U is DðANÞ\S: In this case, we can say
more about S:
Lemma 4.12. Suppose that U ¼ DðANÞ\S: Then hAS implies
h þ/l1;y; lNLA1SCS:
Proof. By Theorem 4.10 and since ½m; li is a Banach map on U (see Lemma 3.4), we
have
½m; liðhÞ ¼ DmðhÞliA/l1;y; lNLA1S; ð4:16Þ
for all hADðANÞ\S; and hence for all hADðANÞ; by smoothness of m: Now let hAS
and uARNLA1: Using Taylor’s formula (Theorem 2.5), we calculate
m h þ
XNLA1
i¼1
uili
 !
¼ mðhÞ þ
XNLA1
i¼1
ui
Z 1
0
Dm h þ t
XNLA1
i¼1
uili
 !
li dt; ð4:17Þ
which lies in /l1;y; lNLA1S by (4.16), and the lemma follows. &
We now can give the classiﬁcation of the corresponding HJM models as well.
Theorem 4.13. Suppose (F) holds on U ¼ DðANÞ\S; where S is given by (4.12). Then,
for every h0ADðANÞ; there exists an RNLA1-valued diffusion process Y with Y0 ¼ 0
such that
rt ¼ Flmt ðh0Þ þ
XNLA1
i¼1
Y itli ð4:18Þ
is the unique continuous local solution to (1.1) with r0 ¼ h0: If h0AS we can even choose
Y such that
rt ¼ h0 þ
XNLA1
i¼1
Y itli: ð4:19Þ
In particular, S is locally invariant for (1.1).
The coordinate process Y will be explicitely constructed in the proof below (see
(4.24)).
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Remark 4.14. HJM models that satisfy (4.18) or (4.19) are known in the ﬁnance
literature as affine term structure models. Hence Theorem 4.13 can be roughly
reformulated in the following way: HJM models that admit an FDR at every initial
point h0ADðANÞ are necessarily affine term structure models.
Afﬁne term structure models have been extensively studied in [6–8] (see also
references therein).
Proof. By smoothness of s and m; (4.5) and (4.6) hold on H and DðANÞ;
respectively. Let h0ADðANÞ\S and Mh0 a leaf of the weak foliation F through h0
(see Proposition 4.9). As in the proof of Theorem 3.9, we obtain a parametrization of
Mh0 at h0 by
aðu; h0Þ ¼ Flmu0ðh0Þ þ
XNLA1
i¼1
uili; u ¼ ðu0;y; uNLA1ÞA½0; eÞ  V ; ð4:20Þ
for some e40 and some open neighborhood V of 0 in RNLA1; where Flm is the local
semiﬂow induced by m: (Strictly speaking, að; h0Þ is a parametrization of a
submanifold with boundary of Mh0 :) Now we proceed as in [8, Section 6.4] to ﬁnd
the appropriate coordinate process Y : Using Taylor’s formula we obtain as in (4.17)
mðaðu; h0ÞÞ ¼ mðFlmu0ðh0ÞÞ þ
XNLA1
i¼1
b˜iðu; h0Þli
¼Daðu; h0Þ  ð1; b˜1ðu; h0Þ;y; b˜NLA1ðu; h0ÞÞ; ð4:21Þ
where b˜ið; h0Þ : ½0; eÞ  V-R are smooth maps well speciﬁed by
XNLA1
i¼1
b˜iðu; h0Þli :¼
XNLA1
i¼1
ui
Z 1
0
Dm Flmu0ðh0Þ þ t
XNLA1
i¼1
uili
 !
li dt:
On the other hand, we have
siðaðu; h0ÞÞ ¼ Daðu; h0Þð0; riðu; h0Þ; 0;y; 0Þ; 1pipd; ð4:22Þ
where rið; h0Þ ¼ ðri1ð; h0Þ;y; ridnð; h0ÞÞ : ½0; eÞ  V-Rd
n
are smooth maps given
by
rijðu; h0Þ :¼ bijðaðu; h0ÞÞ;
see (4.13). Deﬁne the smooth map bið; h0Þ : ½0; eÞ  V-R by
biðu; h0Þ :¼
b˜iðu; h0Þ þ 12
Pd
j¼1
Drjiðu; h0Þrjðu; h0Þ; 1pipdn;
b˜iðu; h0Þ; dnoipNLA  1:
8><
>: ð4:23Þ
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Then the stochastic differential equation
dY it ¼ biððt; YtÞ; h0Þ dt þ
Pd
j¼1
rjiððt; YtÞ; h0Þ dW jt ; 1pipdn;
dY it ¼ biððt; YtÞ; h0Þ dt; dnoipNLA  1;
Y0 ¼ 0
8>>><
>>>:
ð4:24Þ
has a unique V -valued continuous local solution. By Itoˆ’s formula it follows that
rt ¼ aððt; YtÞ; h0Þ is the unique continuous local solution to (1.1), see [8, Section 6.4],
whence the theorem is proved for h0ADðANÞ\S:
Now let h0AS: By Lemma 4.12, the ðNLA  1Þ-dimensional afﬁne submanifold
Nh0 :¼ h0 þ/l1;y; lNLAS lies in S: Since (1.2) and (1.3) are clearly satisﬁed for all
hAM ¼Nh0 ; Theorem 1.3 gives thatNh0 is locally invariant for (1.1). Replace a in
(4.20) by
*aðu; h0Þ :¼ h0 þ
XNLA1
i¼1
uili; u ¼ ðu1;y; uNLA1ÞARNLA1;
which is a parametrization of Nh0 : A similar procedure as above yields an R
NLA1-
valued diffusion process Y such that rt ¼ *aðYt; h0Þ is the unique continuous local
solution to (1.1), whence (4.19). (Note that, by construction, Y is time-
homogeneous.) Since Flmt ðh0ÞANh0 ; for all tX0 where it is deﬁned, it is easy to
modify Y such that (4.18) is also satisﬁed. &
We remark that the form of the FDRs, (4.18) and (4.24), has already been derived
in [2,3] under the assumption of (4.5) and DLA ¼ /m; l1;y; lNLA1S: In this article,
we provided the sufﬁciency and necessity of these conditions and its consequences in
a more general (and appropriate) functional–analytic setup.
We ﬁnally show that l1;y; lNLA1 have to satisfy a functional relation which
depends on bij (see (4.13)). Let the assumptions of Theorem 4.13 be in force. As
shown in the proof of Lemma 4.11, we obtain DLA ¼ /n; l1;y; lNLA1S on DðANÞ:
Hence, as in (4.16), there exist smooth functions cij on DðANÞ such that
DnðhÞli ¼ Ali þ
Xdn
k;l¼1
ðDaklðhÞliÞLkl ¼
XNLA1
j¼1
cijðhÞlj; 8hADðANÞ: ð4:25Þ
Here, we have used the notation from the proof of Lemma 4.11, see (4.14). Now ﬁx
hADðANÞ: Expressed as a pointwise equality for functions, (4.25) reads
d
dx
liðxÞ þ 1
2
Xdn
k;l¼1
ðDaklðhÞliÞLkðxÞLlðxÞ
 !
¼
XNLA1
j¼1
cijðhÞljðxÞ; 8xARX0;
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where LiðxÞ :¼
R x
0 liðZÞ dZ: Integration with respect to x yields
d
dx
LiðxÞ ¼  1
2
Xdn
k;l¼1
ðDaklðhÞliÞLkðxÞLlðxÞ þ
XNLA1
j¼1
cijðhÞLjðxÞ þ lið0Þ;
for all xARX0: Thus, every hADðANÞ implies a system of ODEs (Riccati equations)
for the functions L1;y;LNLA1; which have to hold simultaneously for all
hADðANÞ:
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