Abstract: Network Time Protocol based DDoS attacks saw a lot of popularity throughout 2014. This paper shows the characterization and analysis of two large datasets containing packets from NTP based DDoS attacks captured in South Africa. Using a series of Python based tools, the dataset is analysed according to specific parts of the packet headers. These include the source IP address and Time-to-Live (TTL) values. The analysis found the top source addresses and looked at the TTL values observed for each address. These TTL values can be used to calculate the probable operating system or DDoS attack tool used by an attacker. We found that each TTL value seen for an address can indicate the number of hosts attacking the address or indicate minor routing changes. The Time-to-Live values are then analysed as a whole to find the total number used throughout each attack. The most frequent TTL values are then found and show that the majority of them indicate the attackers are using an initial TTL of 255. This value can indicate the use of a certain DDoS tool that creates packets with that exact initial TTL. The TTL values are then put into groups that can show the number of IP addresses a group of hosts are targeting. The paper discusses our work with two brief case studies correlating observed data to real-world attacks, and the observable impact thereof.
INTRODUCTION
Distributed Reflection Denial of Service (DRDoS) attacks using Network Time Protocol (NTP) servers gained popularity in late 2013 and continued to be a factor in a number of major attacks in the first half of 2014 [1] . The Network Time Protocol is used to distribute accurate time information to networked computers [2] . There are many public NTP servers throughout the Internet that are used by legitimate client systems in order to synchronize system clocks. A NTP server which is exploitable in this type of attack allows the use of the MONLIST command. This command returns up to the last 600 client IP addresses that have queried an NTP server, and has traditionally been used as part of the NTP protocol suite operational debugging [3] . Vulnerable NTP servers can thus provide a high degree of amplification scale as the MONLIST request packet is significantly smaller than the reply packet(s) generated. The MONLIST request UDP packet size is around 64 bytes and the reply "can be magnified to 100 responses of 482 bytes each [4] , thus providing a potentially large amplification bot in terms of bytes (Byte Amplification Factor -BAF) and packets ( Packet Amplification Factor -PAF).
Combined with the ease of spoofing the source of UDP traffic, this amplification, makes NTP servers an ideal resource for DDoS attacks [5] . As seen in Figure 1 , the attack is carried out by sending NTP MONLIST requests with a spoofed source address of the intended target of the attack to a vulnerable NTP server on port 123/udp [6] . The server then sends the replies to the spoofed IP address (the victim) which is then flooded with large volumes of traffic. This in turn can have further impact on systems beyond just bandwidth exhaustion as receivers need to process datagrams which are not necessarily of the correct protocol, depending on the spoofed source port used. In [6] , it was stated that from January to February of 2014, the number of NTP amplification attacks had increased considerably with one of these attacks reaching just below 400 Gbps. It was reported as being the largest attack recorded using NTP. In early 2014 there were more than 430 000 vulnerable NTP servers [7] . By April 2014, Arbor Networks released data that showed that 85% of DDoS attacks above 100 Gbps were using NTP amplification [7] . However by June 2014, this number decreased to around 17 647 vulnerable servers largely due to the application of patches and configuration changes by network administrators [4] . A report released by Arbor Networks in October 2014 showed that NTP amplification based attacks are decreasing, with a little over 50% of incidents in excess of 100 Gbps using this protocol [8] .
The problem with this class of attacks is that the real address of an attacker is never used due to the spoofing of the source IP address [9] . More detailed analysis of such attacks is therefore important in order to gain information which may be valuable in mitigating or finding the source of an attack. In this paper a number of characteristics of the attacks are looked at. The primary focus, however, relates to the observed TTL values within the IP header. The analysis of these has shown that they can be used to provide insight on how many hosts are being used to generate request packets or where they may be in the world.
The remainder of this paper is structured as follows. Section 2 looks at related research in the area of Denial of Service and NTP based Denial of Service attacks in particular. The data sources used and analysis process undertaken are described in Section 3. Results of the analysis of the two datasets are presented in Sections 4 and 5 respectively. Two brief case studies arising out of the analysis of the combined data are presented in Section 6. The paper concludes with Section 7, which also considers possible future work.
RELATED WORK
Czyz et al. [10] , reported on their analysis of NTP DDoS attacks which were were analyzed on a global scale. This was achieved by looking at the rise of NTP amplification attacks, how many amplifiers there were, and their amplification scale. The victims of the attacks were found by looking at the source port of the original attack packets. It was found that most targets were related to online gaming, with victims including Minecraft, Runescape and Microsoft Xbox live service. The most popular source port was port 80/udp which, as they stated, may have been used to target games that use this port or websites. When classifying the number of attacks that occurred throughout a 15-week period, while monitoring a number of amplifiers, a simplification was used by classifying each unique targeted IP in a week-long sample as one attack. This simplification does not take into account attacks targeting network blocks or a single IP hosting multiple sites.
In relation to TTL analysis it was determined by [10] that most of the attack traffic from a Colorado State University dataset appeared to originate from Windows-based machines and that they are probably computers in a botnet. This is because the mode of the IPv4 TTL field was observed to be 109, and the default initial TTL set on Microsoft Windows platforms is 128. What these researchers failed to mention was that the attackers could have been using a DDoS tool that could have set the initial TTL to 128 or slightly above.
RESEARCH
At the time of the research being conducted in early 2014, there had not been much in-depth research into the interplay of TTL values and NTP DDoS. The driver behind this research was to investigate a number of packet characteristics relating to the observed TTL values of recorded inbound traffic. In addition, the source IP address, source port, UDP header size and IP datagram size were also analyzed. The purpose of this was to determine the victims of the attacks in a similar manner to that used in [10] .
Data Sources
The analysis carried out and presented in the remainder of this paper was based on two packet captures obtained from systems running a vulnerable version of the NTP software (NTP 4.2.6 or below). Packet captures were recorded using tcpdump. Packets that did not contain a source or destination port of 123/udp were filtered out prior to analysis as they did not contain a MONLIST request or reply and would not have contacted a vulnerable NTP server for potential amplification. Both datasets were collected within South African IPv4 address space, contained within AS2018 (TENET). An overview of the logical capture setup is shown in Figure 2 . 
ZA2:
The capture files constituting the ZA2 dataset consisted of 103 060 564 packets in total amounting to 11.5 GB, which were captured over a period of just over one month, from 12 February 2014 to 10 March 2014. This data was captured after the initially detected attack had been mitigated. It contains both request and reply MONLIST packets and sees a larger number of packets per hour compared to ZA1. This is partially due to the fact that it was collected by recording traffic for the majority of target IP addresses within a single /27 IPv4 net block. For the purposes of this paper, the analysis across addresses has been merged, and individual activity has not been analysed.
Analysis Tools
Analysis was performed using a series of custom developed tools which were implemented in Python. This toolchain was used to parse and extract data from the raw packet captures, and then filter and plot time series graphs of information such as packets per hour, unique hosts per hour, IP addresses with a certain TTL, TTL per hour, IP datagram length, UDP datagram length, TTL frequency and others. The tools also outputted .csv files of the ranked source data which was be used for processing and analysis of the data in other tools.
Address Disclosure
The IP addresses reported in this research are those observed as source addressed of the datagrams attempting to exploit NTP systems within the two monitored networks. In the vast majority of cases these can reliably be determined to be the spoofed addresses of the attackers intended targets. These addresses have not been blinded or obscured, as the attacks against these organisations have have been well publicized and documented. Current addressing information can be trivially obtained using common search tools and DNS resolution. IT is felt that the disclosure fo the addresses may help other researchers in future efforts around correlation of data relating to victims of such attacks.
ZA1 ANALYSIS
This section presents the results of the analysis conducted on the ZA1 dataset. Two periods of exploitation were during the observed period were determined to be 23 December 2013 to 7 January 2014 and 10-25 February 2014. These can be seen clearly in Figure 3 . Peak packet rates in excess of 500 000 packets/hour were observed in the initial attack. Packet rates subsequently decreased to around 50 000 packets/hour for the remainder of the attack. Significant diurnal trends were observed in the second phase. These patterns can be similarly observed in Figure  4 which plots the number of unique source hosts observed during each hour period. For both attacks the unique hosts started off with a considerably higher value than the rest of the unique host values of the attack. This is possibly due to attackers priming the NTP servers (by flooding with generated queries from different source addresses), in order to get the maximum amplification scale for the attack using the NTP MONLIST command, there must have been over 600 historical connections to the server which can then be sent in response to the forged packet. The remainder of the section considers specific attributes of the observed attack traffic. 
Source IP and TTL
An analysis of the observed source addresses shows that a single address (217.168.137.25) was observed at a level in excess of an order of magnitude more than the other top sources with its packets taking up 11% of the total packets observed. This target address is located in Poland, and was most likely hosting online gaming services. However at the time of the analysis, the system had been taken offline, and as such is it is not possible to confirm this. Table  1 lists the traffic for the top 10 observed sources, which Table 2 .
Time-to-Live values
There were a total of 64 distinct TTL values observed. The most frequent of these being 111, which could mean the attacker was using a Windows operating system (assuming the TTL is not spoofed) as Windows sets the initial TTL to 128. This is a similar result to [10] and may indicate a botnet being used or one host attacking multiple victims.
TTL Groups
Based on the top 10 TTL values shown in Table 2 , the IP addresses for which two or more TTLs were observed were isolated. This resulted in 4 679 IP addresses out of the 56 273 IP source addresses being observed with multiple TTL values, which comprises of just over 8%. The isolated IP addresses and their observed TTLs were analysed to find which IP addresses used the same group of TTL values. The top 10 groupings of TTLs are shown in Table 3 .
There were 51 different groups of TTLs found. The most frequent being the TTL values of 234 and 236 with 3 207 IP addresses observed. Although not shown in Table 3 , As such, the first ranked TTL group in Table 3 could indicate that two hosts were possibly attacking 3 207 different IP addresses (the spoofed source address being that of the target of the amplification attack). It could also indicate that the hosts attacking the 3 207 IP addresses were using a DDoS tool that set the default TTL to 255, which means there could be more than two attacking hosts. By extension given similar routing topologies there could be two groups of hosts generating the spoofed traffic.
Full packet size
The packet sizes were analysed because there are a small number of NTP DDoS tools and there are two sizes of packet sizes generated by them, so this may be useful in determining a probable tool and learning more about an attacker.
The ZA1 dataset contained five distinct packet lengths, shown in the x-axis of Figure 5 . The most frequent length being 60 bytes, which according to [11] [12], could indicate that the attacker was using a Perl based DDoS * or a Python based tool named ntpdos.py * * . The Perl tool is the only DDoS tool out of the previously mentioned three, to explicitly set its TTL value to 255 (instead of relying on the OS default). We can therefore assume with a fairly high degree of certainty that the 60 bytes packets, whose TTLs were above 230, were generated from this tool. The observed packet payloads for this traffic also match the Perl tool.
The next most frequent packet length observed is 234 * http://goo.gl/MpDU97 https://goo.gl/QzLnXC * * https://goo.gl/9qAauN
bytes, which according to [13] can be generated by a Python program called ntp MONLIST.py * * * or with the use of a special query program which is part of the NTP software suite -ntpdc † . This program can be used to create a MONLIST request of 234 bytes according to [11] [12] . This program's MONLIST command and the resulting query datagram can be used in a script that generates large number of the requests, as has been done with the Python script which just encapsulated the query as generated by ntpdc. As shown in Figure 5 , the packets that have a length of 234 bytes also have TTL values of 46, 47 and 50 (the other four values can be ignored as their observed packet count is below ten and this can be regarded as anomalous).
When a MONLIST request is sent to a server, that has a full list of hosts that have connected to it, the reply packets are 482 bytes each [14] . This section presents results of the analysis conducted on the ZA2 dataset. The dataset, which spans a shorter overall * * * https://goo.gl/SufSrS † http://doc.ntp.org/4.1.2/ntpdc.htm time period than the ZA1 set, contains nearly three times the volume of traffic, and shows sustained attack traffic over the period. As noted in Section 3.1, this merges attack traffic across a number of hosts within a /27 net block. The volume of the observed traffic is shown in Figure  6 ; however this lacks the clear break in attacks as seen previously in Figure 3 . This attack saw a peak packet per hour rate of around 2 million, which is significantly larger than the peak rate of ZA1 (although it is acknowledged that there are a larger number of targets in this sample). Figure 7 shows a similar diurnal pattern as seen in Figure  4 . Another similarity between the two unique source hosts per hour plots is the considerably high packet count at the start of the capture.
Source IP and TTL
As shown in Unlike the ZA1 dataset where only two of the top 10 source addresses were observed with more than one TTL, the ZA2 dataset shows all top 10 source addresses having traffic with at least two, and in most cases, more than five distinct TTL values. This strongly supports the supposition that more than one attack source was used to generate attack traffic to be reflected and amplified towards the intended victim. In addition the exploited NTP servers were used in the attack of multiple target hosts.
Time-to-Live values
A total of 248 distinct TTL values were observed. The most frequent being 236, which could mean the attacker was using a tool that sets the initial TTL to the maximum of 255, rather than relying on the operating system defaults. Table 5 shows the top 10 TTLs observed in the ZA2 dataset. Eight of the top 10 TTLs are < 230, which suggests the initial TTL was set to 255. The Perl NTP DDoS tool mentioned in Section 4.4 could have been used here. The TTL of 64, seen in Table 5 , is the initial TTL of the NTP servers. This TTL signifies all the traffic that has been reflected by the servers. 
TTL Groups
From the top 10 TTL values seen (shown in Table 5 ), the IP addresses which used two or more TTLs were found. This resulted in 8 823 IP addresses out of the 38 634 IP addresses seen. There were 143 different groups of TTLs found, the top 10 of which are shown in Table 6 . The most frequent being 235 and 237 with 3 440 IP addresses observed using only these. Although not shown in Table  6 the largest group of top 10 TTLs included of nine out of the top 10 TTLs (232, 233, 234, 235, 236, 237, 238, 51, 64) however, only one (spoofed) IP address was observed to be part of this grouping. This again illustrates the strong evidence towards multiple sources for the spoofed traffic.
Full packet size
The ZA2 dataset showed similar results to ZA1 and contained 12 distinct full packet sizes, shown in Figure 8 . The most frequent being 60 bytes, which is the same result as observed in the ZA1 dataset. As previously stated in Section 4.4, this length could indicate the use of a Perl or Python tool. In Figure 8 , it is observed that 8 out of 9 of the TTL values seen with a full packet size of 60 bytes are around 230, which is indicative of the use of the Perl tool, because this tool sets the TTL field to 255 and generates packets of 60 bytes.
As seen in ZA1 and ZA2, and seen in 8, the second most frequent packet size is 234 bytes. Packets observed with this size were most likely generated by the ntp MONLIST.py or ntpdc programs. The most frequent TTL seen in packets of 234 bytes is 51, which is the TTL that is observed for the top IP address. This is a similar result to ZA1, where the most frequent TTL seen in the 234 byte packets are 46, 47 and 50, which are also the TTLs observed for the top IP address.
Because the ZA2 dataset contains request and reflected packets, a packet length of 482 is observed. Packets with this length are only obseved with a TTL of 64, which is the initial TTL for ZA2 server. These packets are the reflected packets that are generated from the 60 and 234 byte request packets. In the case when the MONLIST table was 
COMMON CHARACTERISTICS
This section briefly discussed the similarities of the two datasets. The first similarity found was observed in Section 4 and 5, between the unique hosts per hour, where there was a large spike of over 600 unique hosts per hour at the start of each attack illustrated in Figure 4 and 7. As stated previously, this is possibly due to attackers priming the NTP servers, in order to get the maximum amplification scale from the MONLIST command.
The top IP address seen in ZA1 was also the top IP address for ZA2. This fact will be explored further in Section 7.1, where it will be shown that the address is being attacked by the same attacker. Although not shown in this paper, the top 20 domain names of the source addresses and the top 20 source ports for ZA1 and ZA2 indicate that the majority of the targets are online gaming related. Out of the top 20 source ports, ZA1 and ZA2 had 13 ports in common, with most of them being common online gaming ports.
Taking a look at the top 10 TTLs listed in Table 2 and Table  5 it is observed that ZA1 has 5 TTLs and and ZA2 has 8 TTLs whose values are above 230. Together with the information from Figure 5 and Figure 8 it was found that the attackers that used the ZA1 and ZA2 servers were using the Perl DDoS tool. 18 565 847
CASE STUDIES
The following section will discuss two case studies. The first being a brief analysis of the top IP address (217.168.137.25) observed in the ZA1 and ZA2 dataset and the similarities of the results found. The second case study is about a group who call themselves Derp Trolling and the evidence showing that they may have used the vulnerable server in ZA1 to carry out DDoS attacks on online gaming related IP addresses.
Top IP address
The IP address (217.168.137.25) was observed as the top IP address in both the ZA1 and ZA2 datasets. As shown in Tables 7 and 8 , the TTL values seen in the ZA1 dataset are one less than the TTLs seen in the ZA2 dataset (an exception being the TTL of 45 in Table 7 ). This is because the ZA1 data capture point was one more hop away as shown in Figure 2 . Looking at the percentages of each of the TTL values in the Tables, it can be seen that the percentages are extremely similar. This is a factor that made it possible that both of the datasets contained packets from the same attacker.
Since there is one dominant TTL value, it strongly supports the rerouting of packets. Figure 9 and 10, which show the packets per hour of the top IP address (separated by coloured TTL values). Because the ZA1 and ZA2 capture points were one hop apart from the attacker, the colours were changed accordingly. This produced two very similar graphs, which show the rerouting of packets during the attack. What must be noted is that although they are the same shape, the ZA2 dataset has a higher packet count which stayed steady around 107 000 packets per hour. This is nearly five times as many packets as the ZA1 dataset that saw a steady 21 400 packets per hour. This difference may be because of bandwidth changes. Because the ZA2 dataset was captured after the attack had started, Figure 10 does not show packets from the beginning of the attack, but they would most likely have the same shape as the start of Figure 9 .
The evidence shown throughout the two dataset analyses, and the above information given in this section leads the authors to the conclusion that there was one coordinated group of attackers using multiple vulnerable NTP servers for amplification. A portion of this attack traffic was captured by the packer loggers which resulted in the ZA1 and ZA2 datasets. 
Derp Trolling
Derp Trolling or Derp for short, is the name of a hacker group that carried out numerous DDoS attacks from late 2013 and throughout 2014 mainly targeting gaming related servers [17] . Their twitter account † † is full of tweets about their previous attacks. The account however stopped tweeting about attacks in August 2014, and the hacker claims to have become a white hat hacker. The next few paragraphs show the observations that make it likely that this hacker group used the ZA1 server as a reflector in their attacks. The group was found when looking at the domain † † https://twitter.com/DerpTrolling names of the top 20 source addresses and noticing that many of the domains were game related. After searching online for DDoS attacks on DC universe online, all the search results pointed at Derp Trolling. These posts fall within the times frames of the attack traffic observed in the ZA1 dataset. While its impossible to prove that the observed traffic was definitiavely the result of activities by this group, the precise timing, and choice of targets, have a high correlation with their posted activity reports. After finding their twitter page, it was clear that many of the other top 20 source addresses were related to their attacks during the period of observation.
DC Universe Online: DC Universe Online ‡ is a massively multiplayer online role-playing game (MMORPG). Derp Trolling may have used the ZA1 server along with other vulnerable NTP servers to attack the DC Universe Online game server. The timestamps on the tweets (seen in Figure 11 ) about DC Universe Online and Planetside 2 (their intended target), range from 2014-01-01 23:16:11 to 2014-01-02 02:48:26. These tweets fit into the time period (seen in Figure 12 ) of the packets captured in the ZA1 dataset, which is around 2014-01-01 00:00:00 to 2014-01-02 02:00:00. In a forum post [18] on gamefaqs.com, there were complaints of not being able to load the DC Universe Online website. Figure 14 ) from the captured packets range from 2014-01-03 04:00:00 to 2014-01-03 06:00:00, which is very similar to the Derp Trolling attack tweets (first packet and first tweet with in one hour of each other). In a news article [19] , the writer said at 04:15, that they were not able to access the servers. Figure 16 ) and the tweets are not as close as the above two cases, the attack packets and tweets occurred within one hour and forty minutes of each other. This may be a coincidence, but may be evidence that the ZA1 server was not being used until later in the attack. On a subreddit for Runescape [20] there were many complaints about connection and lag issues on 31 December, which commenters blamed on the DERP Trolling DDoS attack.
EVE Online: EVE Online § is a massively multiplayer online (MMO) game set in a futuristic space universe. The timestamps on the tweets (refer to Figure 17 ) range from 2013-12-31 20:19:25 to 2013-12-31 21:36:22. The time between the tweet and the first packet received (refer to Figure 18 ) was one hour and forty minutes (as above). This could also be a coincidence, but may show that for two hours after the attack started around 20:20, the ZA1 server was used to generate extra traffic. In a post on the Eve Online forums ¶ , one of the game developers posted at 2013-12-31 21:51:24 that were the targets of a DDoS attack. This was followed by other commenters on the forum confirming that they were not able to access the game. 
CONCLUSION
This paper has presented initial exploratory analysis of two NTP based DDoS attack datasets. The primary focus of this analysis has been the IPv4 Time-to-Live values observed in recorded network packets. Cases were found where multiple origin systems were generating datagrams with spoofed source addresses in order to attack one victim system. This attack was was achieved though the though the exploitation of the NTP MONLIST feature which generated a substantal amplification of the original traffic volumes in response to the spoofed packets. This was determined due to the numerous source addresses observed with multiple TTL values. Since many of the TTL values observed are >230, it could mean that the attacking hosts are using the same initial TTL of 255. This was confirmed by reviewing the source of several common NTP DDoS tools, which explicitly set the TTL field of the generated packets to the maximum value. We were also able to infer the number attackers (or attackers sharing common routing paths) targeting a certain victim, by finding the TTL used for each source address. In addition, the results show that these attacks utilise more than one vulnerable NTP server during an attack.
It was found that the main targets of these attacks are gaming related servers (as seen in the Derp Trolling case study), which is an expected result as gaming servers are a major target, particularly in DDoS attacks focusing on bandwidth exhaustion. 
Future Work
Future work with the datasets described in this work will include further analysis. A specific area to be explored further is using the IP datagram and UDP datagram lengths to further characterise NTP DDoS attacks, with a view to understanding the popularity of the exploitation tools used. Linked to the aforementioned exploration, the actual paylaods can be analyzed and in conjunction with base TTL's and packet sizes, be attributed to certain tools available in the wild. An analysis of the packet contents will also be carried out as well as looking at the source ports used by the packets and find their uses, which are expected be game related.
