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SYNCHRONIZATION is the dynamical process by which two or more oscillatorsadjust their rhythms due to a weak interaction [1]. Part of the universality of
this phenomenom comes from the vast variety of systems able to experience this
effect. By just thinking about the many different objects present in Nature that
periodically repeat its state, i.e., oscillate, and that these systems are generally not
isolated but interacting with each other, it is easy to recognize that synchroniza-
tion must be acting on a huge number of structures at different scales [2]. From
an audience in which people tend to accommodate their claps to sound in unison
[3], to thousands of pacemaker cells in our heart tissue spiking their action poten-
tials together to induce a beat in our heart every few seconds, the objects able to
experience sync cover a wide spectrum [4]. Today, synchronization is studied in
hundreds of examples of engineering and physical sciences, as well as in the less
understood and challenging biological and social entities [1, 4, 5].
To explain the basics of synchronization let us take a brief glance to a modern
adaptation of one of the earliest examples in which sync was ever noticed more
than three centuries ago. The historical setup consisted of a set of two pendulum
clocks hanging from a common support [1]. In a more recent and musical version
of such an experiment we consider two almost identical pendulum metronomes
resting on a light wooden board which lies on two soda cans [6]. The setup can
be seen in Figure 1.1. Usually, one can set any of the metronomes to beat from
few decades to hundreds of times per minute. By prescribing slightly different fre-
quencies of oscillation to both metronomes, one expects that their pendula would
remain swinging at different rhythms. However, when both timekeepers sit on the
same movable platform, it is usually observed that their formerly uncorrelated au-
dible ticks start to approach in time, and eventually they end up being heard in
unison. Then, we say that the metronomes have synchronized. The almost un-
noticeable motion of the base is responsible for the momentum transfer, or “com-
munication”, between both metronomes in such a way that it usually favors the
1
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simultaneous swing of both pendulum bobs. How long it takes the system to reach
this state and whether this sympathy of swings occurs with the pendula bobs mov-
ing toward the same or opposite directions, are questions whose solution depends
on the details of the system, such as the mass of the pendula and the friction of
the base. But the important point here is that this effect is by no means a matter of
chance. It develops for a determined range of disaccord in the frequencies of both
metronomes before coupling them, and when it appears is stable to small perturba-
tions of the system. It is this robust capability of a precise matching of oscillations
between different systems what the concept of synchronization is about.
Figure 1.1. A pair of sim-
ilar metronomes laying on
a light wooden base is a
very simple and illustrative
system demonstrating syn-
chronization. The horizon-
tal movement of the plat-
form is the responsible for
coupling the motion of both
oscillators. After Ref. [5].
Since it was first formally described by Christiaan Huygens in 1665 [1] syn-
chronization, understood as an agreement or entrainment of rhythms, has been
extensively reported in very diverse fields. It is exploited for hightech applications
in devices such as electric power generators or Josephson junctions SQUIDs1 [1].
By the same phenomenon, chemical oscillations are able to be entrained to a given
period, as in the famous Belousov-Zhabotinsky reaction subject to optical forc-
ing [1]. In other order of complexity, physiological levels of different hormones
and proteins are governed by biological clocks, which are able to adjust and lock
their rhythms to the frequency of an appropriate external modulation. In a clear
example, circadian rhythms in our bodies are consequences of the adaptation of
our biological clocks to the 24-hours day-night oscillation of variables such as
temperature or illuminance [1, 4, 5]. Spectacular cases of synchronization are also
found in large populations of living organisms. The simultaneous chirp of some
singer crickets in a house yard or the coincident flashing of thousands of fireflies
(Figure 1.2) in the riverbanks of southeast Asia have amazed the scientists and the
general public for centuries [5]. Sometimes, however, the appearance of synchro-
nization has unexpected side effects that are not funny at all. In its opening day, a
lateral excitation of the London’s Millennium Bridge was induced by the hundreds
of people‘s synchronized walking pace. The amplitude of the oscillation of the
1SQUID stands for Superconducting QUantum Interfering Device and it is the most sensitive
magnetic field detector known to man.
3bridge exceeded seven centimeters and it was enough to spread an unpleasant and
even scaring feeling among the pedestrians [5].
The examples commented before
Figure 1.2. Thousands of fireflies from the
Lampyridae family flashing simultaneously
in a cave in New Zealand.
concern very diverse systems and nev-
ertheless, all of them share the charac-
teristic of falling into the category of ei-
ther periodic oscillators or rotators. If
this was the full story, even occupying
an important place in science and tech-
nology, synchronization would have not
become one of the hotest research top-
ics in nonlinear science as it is consid-
ered today. A great boost that was to
shake the investigation in synchroniza-
tion came in the early nineties, from
probably one of the more unexpected
ways.
In February of 1990, Lou Pecora and
Tom Carroll, from the US Naval Re-
search Laboratory at Washington D.C.,
published in Physical Review Letters a paper entitled “Synchronization in Chaotic
Systems” [7]. By that time, just to have in mind the idea of synchronizing two of
such systems could be easily qualified by any expert in the field as a hopeless task.
Chaos is a dynamical regime in which a system becomes extremely sensitive to ini-
tial conditions and reveals an unpredictable and random-like behavior, even though
the underlying model of a system exhibiting chaos can be deterministic and very
simple2. If there was a system challenging the capability of synchronizing that
was a chaotic one. And yet, Pecora and Carroll were right. They demonstrated
that chaotic synchronization could be achieved by driving or replacing one of the
variables of a chaotic system with a variable of another similar chaotic device. A
pair of Lorenz systems, being considered as one of the most paradigmatic models
in chaos theory, was selected in their paper to numerically prove chaotic synchro-
nization for the first time.
The illustration of the convergence of two chaotic trajectories to the same val-
ues opened a new perspective to fundamental questions in the previously indepen-
dent chaos and synchronization themes. Applications, on the other hand, found
in the newborn chaotic synchronization a promising tool to be exploited in spread
spectrum communications and cryptography. In this last field, the main idea con-
sists of hiding or encrypting a message into the noise-like trace of a chaotic output
and use the chaotic synchronization property by an authorized part to recover the
message. The masking of the message to be encoded is usually performed at the
2Only three nonlinear ordinary differential equations or even one non-invertible map are enough
to produce a chaotic flow of data in a computer.
4 Preface
physical layer by the “mix” of the signal with a chaotic carrier generated by a non-
linear element. After the transmission over an appropriate communication chan-
nel, the recovery of the message is based on the synchronization phenomenon, by
which a receiver, quite similar to the transmitter, is able to reproduce the chaotic
part of the transmitted signal. Then, by a proper comparison of the input and out-
put at the receiver, an efficient decoding of the message can be performed. In 1993,
two researchers from the MIT experimentally demonstrated the working principle
of this private communication scheme [8]. They used analog electronic circuits
emulating the behavior of two chaotic Lorenz systems. However, electronic cir-
cuits suffer from severe drawbacks that make them unsuitable for practical com-
munication schemes. Electronic circuits have in general a restricted bandwidth
limited to a few tens of kHz, and moreover their output signal is not suited for
modern communication transmission lines based on optical fibers. A natural ques-
tion was then, is there any source with a large bandwidth, inherently nonlinear and
ready to be used in real communications standards?
The answer had five letters, LASER. Since May 1960, when Theodore H.
Maiman succeeded for the very first time in History to maintain a laser action
in a ruby crystal3, these devices have truly revolutionized industries such as com-
munications or medicine. In 1994, Pere Colet and Rajarshi Roy working then at
the Georgia Institute of Technology, proposed a solid-state laser system to demon-
strate synchronization and message encryption in the optical domain [9]. However,
very soon the attention moved toward another class of lasers much more promising
for this and other applications in consumer electronics and information technology,
the Semiconductor Lasers (SLs).
While in the beginning of the laser
Figure 1.3. Typical semiconductor laser
with its package capsule.
era the dream of any laser scientist was
to achieve a stable, high-intensity and
spectral pure laser beam, the modern
perspective today is to promote the un-
derstanding and control of the laser in-
stabilities, i.e., deviations from its con-
tinuous wave (CW) emission. In this re-
spect, it took little time to realize that
SLs are nonlinear dynamical systems able
to generate a rich variety of behaviors
and that we could actually take a great advantage from it. The generation of ultra-
short pulses, all-optical processing of information, creation of carrier signals in the
microwave range, or cryptography based on chaotic communications are just a few
examples of applications that benefitted from our present control on the dynamics
of lasers. The scenarios leading to dynamical instabilities in a SL are diverse.
Either by modulating its injection current, injecting light into its active material,
3Interestingly several investigators though to have demonstrated by that time that laser emission
could not be generated with ruby as an amplifier medium.
5or feeding back part of the emitted light, a SL is capable of exhibiting dynami-
cal instabilities. These cases are paradigmatic examples where a self-interaction
or unidirectional influence on a SL leads to a complex dynamical behavior. For-
tunately, they are not the only options to explore the exciting properties of the
dynamics of lasers.
This work is devoted to the investigation of the instabilities due to mutual in-
teraction between two SLs. The reasons for the convenience of such a study are
multiple. First, under the nonlinear dynamics vision, this configuration serves as
an excellent testbed model for one of the most ubiquitous processes in Nature, i.e.,
the mutual interaction of two oscillators. It is worth to note that the reciprocal or
bidirectional action between two systems should not be considered just as a double
unidirectional problem. The intuition gained in studies of unidirectional schemes
can easily fail when applied to a bidirectional configuration. In a mutually coupled
situation, for instance, the time the signal needs to come from one system to prop-
agate up to the other might become a critical parameter. This is the case for SLs.
Due to the huge speed of the light, two SLs a few centimeters apart involve interac-
tion delay times of the same order than the time scale of the SL dynamics, typically
in the subnanosecond range. The fact that these two time scales are comparable
makes the interaction delay time an extremely important consideration in the qual-
itative and quantitative behavior of the system. Second, from the applications point
of view the study of the instabilities arising from the coupling of several SLs can
produce some practical benefits. The coherent summation of the oscillations of
the electric fields of many SLs has been used since years as a simple way to obtain
high-intensity laser beams, while locking is a key phenomenon in synchronization
that is of interest in applications such as frequency stabilization and wavelength
tunability. Optical bistability is another feature present in the mutually coupled
scheme of two SLs and its use is of central importance for all-optical information
processing techniques. Finally, a better understanding of chaotic synchronization
in bidirectionally coupled arrays of SLs can lead to new ideas and improvements
in applying optical chaos to encryption purposes.
What type of dynamical instabilities will arise when coupling two or more
similar SLs? Under what conditions will these instabilities be able to come into
sync? How does a delay in the interaction between two of such systems affect their
synchronization? How do the number of units in an array of SLs and the topology
of the network of connections influence their state of sync? Which features of syn-
chronization are model-independent and which are specific to the details of the SL
nature? Certainly, with such interesting questions some efforts have already been
made in order to explore the instabilities in mutually coupled configurations of
lasers [10–12]. However, a general overview of the mechanisms of synchroniza-
tion in the presence of a time delayed interaction is still necessary. Essentially, the
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aim of this thesis is to contribute to a satisfactory answer to the former questions
and some related aspects. A principal objective is then, to track the routes of the
emergence of complex instabilities arising from the mutual interaction of SLs and
study their synchronization properties.
To successfully accomplish this goal, it is necessary to analyze appropriate
models of semiconductor lasers under the nonlinear dynamics perspective. Conse-
quently, in the next chapters of this thesis, the necessary concepts and tools to carry
out this task are developed. Starting by defining what synchronization means and
identifying the requirements that are needed to call the simultaneous variation of
two variables synchronization, it is proceeded with the presentation of the different
hallmarks and measurements of sync (Chapter 2). The next chapter is dedicated
to the study of delay-differential equations (DDE) and their stability. This type of
equations naturally appears in our modeling of schemes of coupled SLs and their
understanding and manipulation is basic for any analysis of the models. The fourth
chapter collects a short description of the most popular bifurcations occurring in
dynamical systems. Finally, a summary of the basics of SLs modeling and dynam-
ics is presented in Chapter 5.
The description of the subsequent chapters proceeds as follows:
• Chapter 6. This chapter investigates the dynamics of a system consisting
of two SLs with an optoelectronic interaction. In this type of coupling the
output light from each laser is converted into a photocurrent and the resulting
electronic flow is used to drive the bias current of the other SL. In a similar
way, a delayed self-interaction is introduced through a feedback loop. The
feedback strength and delay time are quantities that control the dynamical
state of the uncoupled SLs. By changing the value of these parameters one
can tune the laser optical intensity to operate in a CW state, oscillate, emit
short pulses, or even behave in a chaotic way.
First, an appropriate modeling of the system to describe the SLs′ dynamics
up to the required temporal resolution is needed. The work progresses with
the application of bifurcation theory to the dynamical system resulting from
the model. This analysis is sometimes far from trivial due to the appearance
of delayed variables in the equations. When possible, analytical descriptions
of the regions in the parameter space where a given instability develops are
reported. If not, extensive numerical simulations are performed to charac-
terize and illustrate specific phenomena, like the quenching of oscillations in
the system due to their delayed interaction, also known as “death by delay”
effect [13, 14], or some symmetry-breaking events. Bifurcation diagrams
and the computation of the cross-correlation function and Hilbert phase are
used to evaluate the synchronization dynamics of the system upon variation
of the coupling rate and delay time. Still in the synchronization issue, the
7Arnold tongues‘ dependence on the delay time is numerically demonstrated.
Laboratory experiments regarding the route to chaos and the “death by de-
lay” effect were performed in collaboration with the Electrical Engineering
Department of the University of California, Los Angeles (UCLA). These
results are used to check the corresponding theoretical and numerical pre-
dictions and motivate further investigation of the system.
• Chapter 7. The optical field description of a typical Edge-Emitting Laser
(EEL) is basically scalar. These devices generally emit in a single and
well defined polarization state and the dynamics of the optical intensity fol-
lows the one of the carriers number. How two vectorial oscillators behave
and synchronize under their bidirectional interaction is therefore a question
that one cannot answer by studying typical EELs. Another laser structure
with more degrees of freedom is required for such studies. Vertical-Cavity
Surface-Emitting Lasers (VCSELs) are, on the other hand, extremely inter-
esting and useful devices that can help us in this respect. Their main char-
acteristic is that they lase in the orthogonal direction to the junction plane.
A direct consequence of this feature is that their polarization direction is not
fully fixed. They usually emit linearly polarized (LP) light along one of two
orthogonal preferred directions (xˆ and yˆ) due to the weak material and cav-
ity anisotropies [15]. VCSELs are then, excellent candidates to study the
synchronization properties of vectorial oscillators. From the nonlinear dy-
namics point of view, this type of lasers has also the advantage of suffering
from instabilities not easily found in an isolated EEL, such as polarization
switching (PS) and an inherent polarization bistability. In this chapter the
nonlinear dynamics of two bidirectionally linked VCSELs is studied. This
time, however, the interaction between the two lasers is chosen to be of
coherent nature. Each laser is subjected to the direct light injection of its
counterpart.
After adapting a well known model of a solitary VCSEL to take into ac-
count the mutual influence between the lasers, the origin of the PS induced
by the mutual coupling of two VCSELs is presented. The exact mechanism
is explained in terms of the bifurcations that the fixed points of the system
undergo. A characterization of the bistable PS is performed with views to
fast switching applications. The study of the effects of a misalignement be-
tween the two eigenaxes of the coupled VCSELs results into another type of
PS which can be induced by rotating one of the VCSELs with respect to the
other. Moreover, by this rotation stable elliptic polarization modes are found
to be stable in this condiguration. Finally, under the idealized hypothesis of
the non-existence of anisotropies, the synchronization of the polarization
dynamics of two bidirectionally coupled VCSELs is reported. In this case,
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both polarization vectors diffuse around the equator of the Poincare´ sphere
because of noise sources. However, computation of the cross-correlation
function between the Poincare´ components of both VCSELs reveals a clear
entrainment between them.
• Chapter 8: In an ensemble of interacting systems, as important as the dy-
namics of the individual agents is the network of connections that link the
nodes. It is natural then to ask how the synchronization would look like in
an array of three or more SLs with different type of connections. In 1990,
Herbert G. Winful and Luftur Rahman [16] already demonstrated chaos syn-
chronization in a linear array of three mutually coupled SLs. They observed
the identical synchronization between the first and third lasers in the array,
while the temporal traces of any of the extreme lasers and the central one
remained uncorrelated. A few years later, Rajarshi Roy and collaborators
[17, 18] conducted experiments in 1-d and 2-d arrays of laterally coupled
Nd:YAG lasers, in search for synchronization patterns across the array. In
all these setups, however, the semiconductor or solid-state lasers interact
through the overlap of their evanescent electric fields. For these cases the
coupling is instantaneous. Then, some immediate questions pop up: how
does a delay in the interaction between the lasers modify this picture? What
type of synchronization solutions will be obtained? Is the number of lasers
in the array a critical parameter in the sync structure?
Here, we analyze the behavior of arrays of three up to six SLs mutually
interacting with a finite time delay to provide an answer to the former ques-
tions. Computation of the cross-correlations index as a function of coupling
strength and other parameters is performed for two different networks of
connections; the open-end and loop configurations. Symmetry reasons show
up to be responsible for the spatial distribution of the synchronization solu-
tion.
• Chapter 9: The main contributions and conclusions to this work are summa-
rized. Future perspectives of the study of synchronization and dynamics of







THE fundamentals of the synchronization phenomena, which will be studied inforthcoming chapters for interacting semiconductor lasers, were first noticed
by the great Dutch scientist Christiaan Huygens as early as 1665. While sick and
staying at bed for a couple of days watching two clocks hanging on a common
support, Huygens observed “a wonderful effect that nobody could have thought
before” and which later on in his memoirs he described as
... It is quite worth noting that when we suspended two clocks so con-
structed from two hooks embedded in the same wooden beam, the mo-
tions of each pendulum in opposite swings were so much in agreement
that they never receded the least bit from each other and the sound of
each was always heard simultaneously.
This historical example of synchronization and many other phenomena (as the
synchronized dynamics of mutually-coupled lasers) can be understood within the
unifying framework of the nonlinear sciences. We will start by defining what we
mean by synchronization in the language of the nonlinear dynamics.
2.1 Definition
The modern definition of synchronization is an adjustment of rhythms of oscil-
lating objects due to their weak interaction. Before going further in the expo-
sition of the main features of sync, first, it is important to make clear what we
exactly mean by concepts such as oscillating object, rhythm, or weak interaction.
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Self-sustained oscillators
Strictly speaking, synchronization is only properly defined for a specific class of
dynamical systems, namely nonlinear dissipative self-sustained oscillators. One
should note that this statement is not so restrictive as it might seem.
Dissipation of energy occurs in most of macroscopic processes and it is respon-
sible for the appearance of attractors in the phase space of a dynamical system. A
limit cycle, i.e., an isolated closed curve in the phase space, is for instance the at-
tractor associated to the motion of a dissipative periodic oscillator. Quasiperiodic
and chaotic behavior develop on more complex geometrical patterns living in the
phase space, as the torus and the so-called strange attractors, respectively. The
appearance of such attracting structures is fundamental for the system to “forget”
about its initial condition and make its motion stable under small perturbations. A
conservative system, however, cannot stand as an adequate description of stable
oscillations. As soon as the periodic movement of a conservative configuration
is perturbed there is a variation in the energy of the system. Due to the need of
conserving the newly acquired energy level any spontaneous returning to the old
oscillatory orbit is strictly forbidden. Moreover, the nonlinearity of the system is
a necessary condition to sustain stable oscillations. Linear dissipative systems are
unable to maintain oscillations with a constant amplitude.
On the other hand, a self-sustained oscillator mainly differs from a driven one
by the fact that the former is an autonomous system, whereas the later shows an
explicit temporal dependence. Indeed, the periodical forcing in a driven oscilla-
tor imposes a “clock” on the dynamics that makes its motion on the oscillatory
cycle being anchoraged or pinned to the external force. As a consequence forced
oscillators are not able to experience synchronization with another system. Self-
sustained oscillators, however, can easily shift their location or “phase” within the
oscillatory loop and adapt their rhythms of oscillations.
Therefore, synchronization is mainly studied in regular (periodic) and com-
plex (chaotic or quasiperiodic) self-sustained oscillators in dissipative dynamical
systems. The peculiarities of synchronization in noise-induced oscillators will be
presented in the following sections.
The rhythm of oscillations
The main attribute of the rhythm of a given oscillatory object is the characteristic
time it takes the system to repeat a characteristic event. For a periodic oscillator,
this characteristic time is obviously given by the period of the oscillation T . The
inverse of the period, the cyclic frequency f = 1/T , is the principal quantifier
of the rhythm of a self-sustained oscillator used along this work. Since a chaotic
oscillator never repeats its state the characterization of its rhythm must be refined
in this case. Thinking about a chaotic waveform as a series of cycles with different
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amplitude and period, it is possible to define the mean frequency of the chaotic
process as the number of cycles within a large interval of time. For noise-induced
oscillators one can define the rhythm of the oscillations as the frequency of the
transitions between different states of the system. Thus, in the stochastic bistable
oscillator the “frequency” is defined as the inverse of the characteristic switch-
ing time between the two stable states. When a local potential description of the
bistable problem is available this frequency is sometimes computable from the po-
tential characteristics and noise intensity. The inverse of this frequency is usually
known as the Kramers’ time.
The strength of the interaction
The interaction or coupling between two oscillators can occur through rather com-
plex mechanisms. Nevertheless, there is usually a small set of parameters that
controls the intensity of the interaction, namely the coupling strength. Thus, the
coupling rate regulates how strong an oscillator affects the motion of another. Of
course, the mutual interaction need not to be symmetric. The extreme case of
asymmetric coupling corresponds to an unidirectional influence of one oscillator
on another. In any case, when the coupling strength is so strong that it implies
severe restrictions on the degrees of freedom of the composed system, and as
a result the motion of the two subsystems becomes necessarily unified, the syn-
chronous motion of both subsystems becomes trivial. Loosely speaking, we talk
about a true synchronization effect only if the coupling strength is weak enough.
The frontier between a weak and strong coupling is not always clear. As a rule of
thumb we will say that the interaction is weak, and consequently, one can speak
about the appearance of a synchronization process, if the introduction of a cou-
pling meets two requisites. First, it must not qualitatively change the behavior of
the subsystems compared when they were isolated. And second, even coupled the
individuality of each subsystem should be maintained.
In conclusion, synchronization can occur if:
• the systems are able to oscillate by their own, i.e., when isolated both sys-
tems exhibit stable self-sustained oscillations;
• the adjustment of rhythms between oscillators is achieved via a weak inter-
action.
Upon the requirement of such conditions, some phenomena that produce a cor-
related variation of two variables must be disregarded as true synchronization pro-
cesses. This is the case, for instance, of the resonance of forced linear oscillators.
Another example is the synchronous variation of coupling-induced instabilities.
14 An overview to synchronization
When isolated these systems remain stable, and it is only after the introduction
of a coupling term that they develop some kind of dynamical behavior. This phe-
nomenom is preferred to be called entrainment of oscillations rather than sync.
The physical reasons why some coupled dynamical systems tend to sync are
as diverse as the systems themselves. In a more abstract level, however, one can
track this predisposition independently of the origin of the entities involved in the
process. The next section tackles the appearance of synchronization in a unifying
framework by ignoring the details of the oscillatory process and focusing on the
generic properties of any limit cycle.
2.2 Why does synchronization take place?
In a dynamical system the Lyapunov Exponents (LEs) give the rate of exponential
divergence from perturbed initial conditions [19]. Since the rate of separation can
be different for different orientations of the initial separation vector, the number
of LEs is equal to the dimension of the phase space considered. The Lyapunov
spectrum is formed by all the Lyapunov exponents and they are a very important
measure that give us a lot of information about a dynamical system. For instance,
their sum indicates the average divergence of trajectories in a dynamical system.
A negative sum indicates that we are dealing with a dissipative flow, whereas a
zero value is, by the Liouville′s theorem, the signature of conservatives ones. The
appearance of a chaotic regime is also registered by at least one LE becoming
positive.
From its very definition, a zero LE is related to a direction in the phase space
along which the distance between two initial conditions does not converge nor di-
verge. It is easy to prove that in a continuous dynamical system there is at least one
LE that is zero and this corresponds to the direction of the flow, i.e., the trajectory
of the system in the phase space. As a consequence, a perturbation over the length
of that orbit can easily produce a displacement in the point describing the state of
the system in the phase space. But what does this have to do with synchronization?
Well, it is precisely the neutral stability along the orbit of a limit cycle, i.e.,
the attractor associated to a periodic self-sustained oscillator, the essential prop-
erty which the synchronization effect relies on. Let us see how this “freedom”
in the motion along the limit cycle is the main attribute confering the system the
possibility to synchronize.
By the phase of the oscillation one usually describes the position of a system
within a cycle of its periodic waveform. The phase of a self-sustained oscillator
is then the variable associated to a zero LE that corresponds to an orbit around its
limit cycle. As a result, there is no a prefererred value for the phase but this can
be easily adjusted by a weak perturbation or interaction. When such a perturbation
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comes from the coupling with another oscillator, the outcome is a phase pulling
which usually tends to fix the phase difference between them. For synchronization
to occur, the phase pulling effect must dominate over another mechanism that goes
in the opposite direction, this is the detuning in frequencies. The balance between
this two mechanisms, natural detuning and phase pulling due to the coupling, dic-
tates if synchronization eventually occurs. Only when the phase pulling is able
to overcome the natural dispersion due to an uni- or bidirectional interaction syn-
chronization shows up.
In large populations of coupled systems, synchronization can also be under-
stood as a self-organization process. Without any master or leader entity govern-
ing the dynamics, the individual systems might spontaneously tend to oscillate in
synchrony. Under appropriate conditions, the phase pulling effects on each oscilla-
tor manage to consistently evolve towards a state where a large fraction of the pop-
ulation maintains synchronous oscillations at a common frequency. In these cases,
the network of connections between the elevated number systems is essential to
determine if synchronization takes place or not. The most popular architectures in
physical, biological, and social problems include the global or all-to-all coupling,
lattice, random, small-world and scale-free networks. In this thesis, however, we
mainly focus our studies in the synchronization and nonlinear dynamics of SLs in
an 1-dimensional lattice. In Chapter 8 we tackle the importance of the opened or
closed nature of this lattice.
The main distinctions of sync have already been commented above, interact-
ing systems are able to achieve a common frequency of oscillation and maintain a
bounded phase difference. A proper analysis and measurement of these synchro-
nization marks are studied in the next section.
2.3 The hallmarks of synchronization
In the Huygens classical notes about the sympathy of sea clocks, one can also
find a description of how the concordance between the pendula movements was
maintained, even if initially one of the clocks was slightly accelerated.
The observation that, due to a proper interaction, oscillatory systems with dif-
ferent natural periods are able to end up oscillating at the same frequency is at the
heart of the synchronization concept. It is precisely this effect what the adjustment
of rhythms in the synchronization definition refers to. Today, the coupling-induced
coincidence of frequencies of several interacting systems is known as frequency
entrainment or locking. Intimately related to this effect, one encounters the fact
that the phases of the oscillators involved in the locking must keep a fixed linear
relation. In this way, when the phase difference between two oscillators is bound,
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they are said to be phase locked. Both effects, frequency and phase locking, find
multiple applications such as the tuning of powerful generators by the injection of
a very precise but weak signal or the bit synchronization in modern communica-
tions schemes or demodulation of frequency-modulated signals with phase-locked
loops (PLLs).
In the systems under study in this work, coupled semiconductor lasers, the
frequency and phase locking will be one of the main signatures of the occurrence of
sync and the basic criteria to establish whether periodic synchronization has taken
place. In the former section, we have shown what characteristics are necessary
for a system to have the possibility to experience sync. Under what conditions
does this process eventually develop and which are the mechanisms involved, are
fundamental questions in the synchronization theory that we review below.
2.3.1 Frequency locking
Imagine two nonidentical oscillators, like the pair of metronomes in the intro-
ductory section. When isolated the two systems oscillate, in general, at different
rhythms. This is, they exhibit a certain mistmach in their natural frequencies or
detuning ∆f = f2 − f1. Once coupled, the phase pulling effect on each oscillator
modifies their frequencies of oscillation to new values F1 and F2. A basic question
in synchronization is: how is the curve ∆F = F2−F1 as a function of the natural
detuning ∆f for a pair of coupled systems?
For a fixed and weak coupling strength κ one can guess some aspects of this
curve without entering into the exact details and origin of the oscillators. Assum-
ing that a weak interaction can only induce small changes in the frequencies of
the oscillators, it is clear that there must be a critical detuning beyond which the
frequency locking cannot be possible. For small detuning, on the other hand, one
typically observes that a moderate coupling induces the frequencies of both os-
cillators to become identical. The crucial point here is that this occurs not only
for one specific value of the natural detuning but for a finite range of ∆f . This
results in the appearance of a plateau in the ∆F versus ∆f curve, i.e., the relation
F1 = F2 holds for a finite interval of ∆f . Figure 2.1 (a) plots the typical aspect of
∆F as a function of ∆f .
Usually, the stronger the coupling the wider the plateau. By plotting the lock-
ing band width for different levels of coupling strengths one obtains the so-called
major Arnold tongue. The name is after the Russian mathematician Vladimir
Arnold who studied these synchronization regions for a dynamical system known
as the sine circle map1 and which typically resemble the tip of a tongue [20].
Figure 2.1 (b) shows the usual shape of the main synchronization region in the
1The sine circle map is given by iterating θn+1 = θn + Ω − κ/2pi sin (2piθn), where κ and Ω
may be interpreted as the coupling strength and driving freq
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coupling strength (κ) versus detuning (∆f ) plane.
Figure 2.1. a) Typical curve of ∆F as a function of ∆f . The plateau of the curve for small
detuning is the frequency locked region. b) Scheme of the main Arnold tongue or synchro-
nization region for two weakly interacting oscillators.
In terms of bifurcation theory, a brief description of which is summarized in
Chapter 4, one can give a widely general interpretation of the synchronization pro-
cess. In order to fix ideas, we consider the situation where the natural frequency
mismatch between the oscillators is increased for a fixed coupling strength and
thus, inducing a transition to a non-synchronized regime. This corresponds to an
horizontal cut of the Arnold tongue in Fig. 2.1 (b). For zero detuning, the phase
difference between the oscillators is fixed and it can be visualized as operating in
a stable fixed point. A small detuning may change the location of the fixed point,
but still this continues being stable and therefore, representing a locking solution.
Further increment of the detuning, however, tends to eventually destabilize the
fixed point. The route towards desynchronization usually occurs through different
mechanisms depending on how this fixed point becomes unstable. Saddle-node
(for small κ) and Hopf (for moderate κ) are the most common bifurcations that
the fixed point undergoes as the frequency mismatch is varied. In both cases the
system is lead to a quasiperiodic regime which eventually induces a loss of the
frequency locking in the immediate neighborhood of the Arnold tongue. For very
large coupling strength or highly nonlinear oscillators, there are more complex
bifurcation scenarios that can lead to the destruction of synchronization and the
appearance of chaos [1].
At this point, it is illustrative to compare the frequency locking properties be-
tween an unidirectional and a bidirectional coupling. In an unidirectional scheme,
only one oscillator (master) influences or forces another (slave). In this case, the
only possible frequency locked solution is that of the slave system shifting its
frequency towards the master one (Fslave = fmaster). Consequently, inside the
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Arnold tongue region the locking frequency is constant and identical to the forcing
frequency. On the contrary, when two oscillators affect each other in both direc-
tions of interaction, they usually “negotiate” the common frequency at which they
lock. The locking frequency is normally found between the natural frequencies of
both oscillators but not necessarily. This time, however, the common frequency of
oscillation varies within the synchronization region and it is a function of both the
coupling strength and detuning.
The main Arnold tongue, between one-way or mutually interacting oscillators,
was defined as the region where both systems achieve a common frequency of os-
cillation. This is, inside the synchronization region the ratio between the coupling-
induced frequencies in both systems is exactly one. For large detuning, however,
it is relatively common to find one oscillator operating at a frequency which is a
multiple of the other. For instance, if isolated the oscillators exhibit frequencies
such that f1 ≃ 2f2, then once coupled it is highly probable that they will lock their
rhythms to F1 = 2F2, instead of F1 = F2. In general, there are many regions
where the frequencies of the oscillators keep a defined relation between each other
without being identical. These are higher order synchronization regions. Within
the lockbands of these zones the ratio between frequencies is a rational number,
i.e., F1/F2 = q/p ∈ Q. One speaks then of synchronization of order p : q.
2.3.2 Phase locking
Since the frequency gives the rate of growth of the phase of an oscillator, the phases
of two systems with their frequencies locked share the same rhythm of increment.
Therefore, an immediate consequence is that the phase difference ψ = φ2 − φ1
between two locked oscillators, even fluctuating, must remain bounded. We say
then that the systems have also achieved a phase locking. Mathematically, this is
expressed as | φ2 − φ1 |< constant. More generally, we can consider phase lock-
ing of order p : q if |pφ1 − qφ2| < constant.
The actual value of the phase shift between the oscillators ψ is a very impor-
tant quantity characterizing the synchronization solution obtained. The coupling
between identical systems leads, in general, to a phase-attractive or phase-repulsive
interaction between the phases which favours the in-phase or anti-phase dynam-
ics, respectively. Anti-phase dynamics (ψ ≃ pi) refers to the cases where the
oscillators are mostly encountered in opposite states of their motion cycles, while
in-phase (ψ ≃ 0) stands for the solutions where the systems are in the same po-
sition along the oscillatory orbit. The original observation by Huygens with both
pendula swinging in opposition is a clear example of anti-phase synchronization.
The selection of the shift between phases is eventually determined by the coupling
network, interaction strength, and detuning.
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One of the simplest mathematical models describing the dynamics of the phase




= ∆f + κ sinψ . (2.1)
Provided the condition | ∆f |<| κ | this equation has at least a pair of real solu-
tions in the (0, 2pi) interval, one of which is stable and consequently predicts the
phase locking of the oscillators.
One must realize then that an accurate determination of the phase and fre-
quency of each individual oscillator involved in the interaction is of fundamental
importance for identifying a synchronization process. Without a good estimation
of these quantities the former locking fingerprints become useless from a practical
point of view. However, only in a very limited number of cases a straightforward
computation of the phase from the modeling equations, if any, is possible. In the
next section, analytic representation, a technique borrowed from signal process-
ing, and other methods are explained in order to obtain a measure of the phase and
frequency of an arbitrary signal.
2.3.3 Instantaneous amplitude and phase of a signal
In the same sense that a pure harmonic oscillation A cos(ωt) is often represented
by the complex expression A cos(ωt)+iA sin(ωt) = A exp(iωt) to simplify some
algebraic manipulations, the generalization of this conception to arbitrary signals
is given by the analytical representation [22]. The idea is to equip the signal with
an imaginary part so that concepts such as the phase and amplitude of the process
are more accessible. The analytical signal of a real-valued variable x(t) is defined
by the complex function χ(t) = x(t) + iy(t), where y(t) is the Hilbert transform
of x(t).
The Hilbert transform [23] of a real function is an integral transform obtained
from the convolution of the signal x(t) with 1/(pit), i.e.,
y(t) = H [x] (t) ≡ 1
pit







where the integral must be taken in the Cauchy principal value sense in order
to avoid the singularity at t = t′. When applying the Hilbert transform to the
function cos(ωt), one obtains the function cos(ωt − pi/2) = sin(ωt). In general,
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the Hilbert transform of a signal produces a function with the phase of each one
of its spectral components delayed by pi/2. By analogy with the pure harmonic
case, one can already guess that the analytical signal can motivate a definition
for the amplitude and phase of any signal. In fact, when written in polar form
χ(t) = x(t) + iy(t) = A(t) exp(φ(t)) the analytical representation gives rise to
the envelope amplitude
A(t) =| χ(t) |=
√
(x(t)2 + y(t)2) , (2.3)
and instantaneous phase






of the signal x(t). Then, the instantaneous frequency of the signal can be defined
in a straightforward way as ω(t) = dφ/dt. However, it must be remarked that
a physical interpretation of the former definition is only meaningful if x(t) is a
narrow-band signal. If so, the instantaneous frequency can be interpreted as the
frequency of the stronger component of the power spectrum of x(t) when com-
puted in a running window. The main drawbacks of the analytical representation
approach used here, is the sensitivity of the Hilbert transform to the mean value of
the signal and to low-frequency trends in the data. Specially, the non-stationarity
of the data might result in the lost of some loops when computing the value of the
phase. Recently, a similar technique based on a wavelet transform that overcomes
some of the problems that the analytical representation presents has been proposed
by Lachaux et al. [24].
In summary, when carefully computed, the analytical signal approach can pro-
vide an useful generalization of the concept of phase for irregular oscillators, and
in particular for chaotic systems.
Another measure of the phase of an irregular temporal trace can be designed
by completely different means; a Poincare´ map of the signal. The procedure is
based on defining a Poincare´ surface at which every cross of the trajectory of the
signal is assumed to represent that the oscillator has completed a full cycle, i.e., its
phase has increased in 2pi. By linear interpolating the phase between the crossing
events one ends up with a functional definition of the phase of an arbitrary signal.
This technique is specially suited when the studied temporal series contains
a train of marker events, such as action potentials in electrocardiogram (ECG)
or electroencefalogram (EEG) recordings. These episodes can then be used as
reference points or crossing times along the Poincare´ surface. Denoting by tj the
times at which the jth well-defined event occur, one can estimate the phase at those
points as 2pij. The phase is then calculated as
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φ(t) = 2pij + 2pi
t− tj
tj+1 − tj . (2.5)
In this case the definition of the frequency of the process is taken as the number
of characteristic events per unit time. Note that the derivative of the phase is a
discontinuous function at the crossings of the Poincare´ surface tj .
In any case, both procedures (Hilbert or wavelet transforms and Poincare´
maps) enable one to investigate the phase dynamics of an irregular oscillator and
detect possible relation between several of them.
2.4 Different kinds of synchronization
Recently, the word synchronization has gained popularity in the nonlinear dynam-
ics literature [25]. Not only used to describe the process of adjusting of rhythms
that we have introduced in this section, it is also applied to give account for a
number of related phenomena. Different types of synchronization capture differ-
ent relationships between the signals x1(t) and x2(t) of two interacting systems.
Below, the most important characteristics of the different kinds of synchronization
are summarized.
In chaotic systems one can distinguish the following types of synchronous
motion:
• Identical or complete synchronization. It refers to the coincidence of the
outputs of two chaotic systems due to their coupling. The evolution of the
coupled system occurs then within the hyperplane defined by x1(t) = x2(t).
In general, this exact solution only exists for identical chaotic oscillators
and its stability, and therefore its observation, is related to the negativity of
the maximum LE of the variational equation for x⊥ ≡ x2 − x1. This is,
only for those coupling schemes which damp out perturbations transverse
to the synchronization manifold the identical synchronization is observable
[7, 25, 26].
The statistical nature of LEs allows for some structures within the synchro-
nization hyperplane to be transversally unstable and still the ergodic average
of the maximum LE be negative. Consequently, when the system wanders
near these unstable sets some bursts of desynchronization are usually de-
tected and alternate with a perfect identical synchronization solution. Cu-
riously, not always a stronger interaction between the subsystems leads to
a more stable synchronization manifold, but sync is only stable in a given
range of coupling strengths. Regarding this issue an important advance was
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developed by Pecora and Carroll in Refs. [27, 28]. There, a master stability
function able to predict the desynchronization thresholds and size limits for
the identical sync of an array of linearly coupled systems was devised.
• Generalized synchronization. This type of synchronization attempts to cap-
ture a more general relation between two coupled systems. Generalized
synchronization is usually defined as the existence of a smooth and invert-
ible mapping F : x2(t) = F [x1(t)] between the trajectories of two coupled
chaotic dynamical systems [29]. Some authors distinguish between strong
and weak synchronization depending on this mapping F being smooth or
not [30]. More recently, the definition of generalized synchronization has
been extended to a general functional relation F(x1, x2) = 0 between the
states of two coupled oscillators [31].
In unidirectionally coupled systems this type of synchronized solution has a
clear interpretation; it means that the state of the slave system can be com-
pletely determined or predicted by observing the master. Commonly, the
task of proving the existence of generalized synchronization in a system is
much easier than finding the actual function that relates both outputs. In
particular, the auxiliary approach suggested by Abarbanel et al. [32,33] pro-
vides a simple test to check the existence of generalized synchronization.
This test is explained in the next section.
• Phase synchronization. Since the phase of an oscillator is much more sen-
sitive to perturbations than its amplitude, for low coupling strength two in-
teracting oscillators can achieve an entrainment of their phases with the in-
teraction hardly affecting their amplitudes. Phase synchronization expresses
the regime where the phase difference between two irregular oscillators is
bounded but their amplitudes remain uncorrelated [34]
• Lag synchronization. This type of synchronization takes into account re-
lations between two systems when compared at different times [25]. The
manifestation of a relations such as x1(t) = x2(t − τ) due to a coupling
between the two systems is claimed as a lag synchronization. For positive
(negative) τ the system 1 is said to lag (advance) the dynamics of system 2.
This type of sync can appear in instantaneously coupled systems [35] but is
prominent in cases where the interaction time between subsystems needs to
be taken into account [36].
Anticipated synchronization is a special type of lag synchronization. When
system 1 affects unidirectionally to system 2, and still the latter is able to ad-
vance the dynamics of the first one [36], we call this counterintuitive process
anticipated synchronization. The most common scheme to observe anticipa-
tory sync appears when the transmitter is affected by a feedback long loop
[37]. In this way, it is possible for the receiver to be influenced by the trans-
mitter sooner than the transmitter is affected by its own feedback, and thus
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the receiver can advance the dynamics of the transmitter without violating
causality [38, 39].
Periodic systems typically exhibit:
• Classical synchronization. It refers to the classical adjustment of rhythms of
interacting periodic oscillators as defined in Section 2.1.
• Localized synchronization. It is used to describe situations where two cou-
pled oscillators display periodic oscillations at a common frequency but with
very different amplitudes [40, 41]. Its phenomenology resembles to the one
displayed by discrete breathers (i.e., periodic space-localized oscillations) in
discrete and continuous media.
Noise effects in synchronization include:
• Noise-induced synchronization. When two non-interacting oscillators are
subjected to the same fluctuating forces the trajectories of both systems can
actually converge to the same values [42]. This synchronization induced by
a common noise source is another example where random fluctuations can
bring some order to a given dynamics, such as in the coherence or stochastic
resonance phenomena [43]. In order to achieve synchronization, the ad-
dition of noise needs to make the individual oscillator exhibit a negative
largest LE. One can argue then, that for noise-free chaotic systems this type
synchronization only works when the addition of noise stabilize the intrinsic
dynamics, i.e., the noise destroys the deterministic exponential sensitivity to
initial conditions. However, even under such conditions the system is still
noisy and therefore unpredictable [42].
• Stochastic resonance. This effect is often illustrated in threshold or bistable
systems subject to a small external modulation. The stochastic resonance
phenomenom is then described as the existence of an optimum noise level
that produces a cooperative effect with the periodic forcing. This is, for an
adequate degree of randomness the noise-induced transitions between states
(the crossing of a threshold or the jumps between different equilibria) can
enhance the periodic response of the system to the external force. In the
synchronization framework, one can also consider this effect as a locking
between the average noise-induced switching rate and the frequency of the
external periodic forcing.
Even seemingly independent the former types of synchronization are often en-
countered in the same dynamical system. In general the changing of a control
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parameter can induce passages between the different synchronization solutions for
the same system. Rosemblum et al. [44] studied the transitions between synchro-
nized states in two symmetrically coupled non-identical chaotic oscillators. They
observed that when increasing the coupling strength, a system composed of two
Rossler oscillators undergoes first a transition to phase synchronization. Further
increase of the coupling rate induces the appearance of a lag synchronization so-
lution before tending to a complete synchronization regime.
Certainly, most of the previous definitions can be adapted to more general cases
as arrays of oscillators with a number of units larger than two or even oscillatory
media. We will not further comment on these possible generalizations but proceed
by analyzing the most used quantifiers and schemes for detecting the different
types of synchronization.
2.5 Measures and detection of sync
As argued by Pikovsky et al. [1] in synchronization measurements one should dis-
tinguish the cases in which one is able to modify or change the internal parameters
of the system under study or not. This difference leads to speak about active and
passive experiments, and the techniques and tools to quantify and detect synchro-
nization in both cases are in general quite different.
For periodic oscillators, the comparison of frequencies and phases before and
after coupling them is the best test to check if classical or localized synchronization
has taken place. A complete characterization of the synchronization process re-
quires the computation of the different Arnold tongues or lockband regions. There-
fore, for such a description, an active control of the detuning and coupling strength
between oscillators becomes necessary.
When such a procedure is not an option, the assessment of the synchronization
between two oscillators turns out to be less conclusive. In general, only an analysis
of the interdependence of two signals (possibly noisy and non-stationary), which
are assumed to be generated by two interacting oscillators is suitable. To this re-
spect, cross-correlation analysis is very common since it allows to detect linear
interdependences between two different processes. On the other hand, mutual in-
formation has been also used to quantify the overlap of information content of two
systems, whereas the concept of transfer entropy has recently been proposed to
measure the information exchange between two dynamical entities [45].
Along this thesis, cross-correlation will be the most important quantity in
determining the degree or quality of the synchronization between two systems.
The cross-correlation function gives a measure of the extent to which two sig-
nals correlate with each other as a function of the time displacement between
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them. Its implementation from a series of bivariate data x = {x1, x2, ...xN} and
y = {y1, y2, ...yN}, which is sampled at regular intervals t = i∆t is given by the



















, for k ≥ 0 ,
(2.6)
where x and y represent the temporal average of the signals. This measures how
similar two temporal series, once shifted by a lag τ = k∆t, are and it is especially
indicated to quantify the quality of complete and lag synchronization in chaotic
systems. A cross-spectrum, on the other hand, is the Fourier transform of the
cross-correlation function, and it is used to uncover correlations between two se-
ries at different frequencies.
When dealing with generalized synchonization most of the times one can only
aspire to demonstrate the existence of a functional connection between the outputs
of the two dynamical systems under consideration. The exact form of the map-
ping between systems is often reserved to academic examples. The standard test
to check the existence of generalized synchronization between two unidirection-
ally coupled (master-slave) elements is provided by the auxiliary system approach
developed by Abarbanel [32]. The steps in the test proceed like this:
• Consider an identical copy or replica of the slave system 2, which we call
2′.
• Start evolving the systems 2 and 2′ subject to the same unidirectional injec-
tion from the master but starting from different initial conditions.
• Then if both, the slave and replica systems, synchronize identically af-
ter a transient time (limt7−→∞ x2(t) = x′2(t)), one concludes that a func-
tional relationship must relate the outputs of master and system 2, x2(t) =
F (x1(t)).
An important generalization of this test has been elaborated by Zheng and
collaborators [33]. They extended the procedure to detect generalized synchro-
nization in bidirectional coupling schemes and more complicated networks.
From a time series analysis perspective the detection of phase synchronization
in chaotic or noisy systems is performed by the computation of an appropriate
phase difference between oscillators. In this case the most convenient technique
to infere the individual phases of the oscillators (Hilbert, wavelet, Poincare´, etc.)
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must be chosen depending on the type of data to be investigated, as mentioned in
Section 2.3.
When the number of interacting oscillators is large other methods to describe
synchronization are necessary. Sometimes it is useful to recall a concept from the
statistical physics of phase transtions; the order parameter. That was the approach
followed by Kuramoto to succesfully characterize the synchronization transition
in a set of globally coupled phase oscillators [46].
2.6 Oscillation quenching
The oscillation quenching or Bar-Eli effect [47] is the suppression of oscillations
of interacting systems due to its coupling. Strictly speaking, this is not a synchro-
nization process but we include it here as another coupling-induced phenomenon.
It usually appears for larger coupling strengths than the synchronization thresh-
old since affecting the amplitude of the oscillators requires a stronger interaction
than that necessary for only shifting their phases or frequencies. One of the first
descriptions of this effect was due to Lord Rayleigh [48], who observed that two
similar organ-pipes could drive each other to almost silence when standing side by
side.
The cease of the oscillatory behavior in weakly coupled limit cycle oscillators
can induce important consequences in both biological and physical systems. In
fact, the appearance of this phenomenon in some cell systems seems to be related
to severe pathologies [13]. Hopf or some spatio-temporal bifurcations have also
been associated to the dynamical behavior of diseases like respiratory or cardiac
arrest or epileptic seizures [49]. The modern perspective recognize then the impor-
tance of a dynamical understanding of these type of diseases in the identification
and treatment of various illnesses.
Regardless of its biological motivation, the bases of the quenching effect can
be illustrated through the study of two generic weakly coupled nonlinear oscil-
lators. To this end, a discrete version of the complex Ginzburg-Landau equation
provides a universal model of coupled oscillators near their oscillatory threshold
(Hopf bifurcation) [2]:
A˙1 = −i∆A1 + µ1A1 − (γ1 + α1)|A1|2A1 + (κc + iδ1)(A2 −A1) (2.7)
A˙2 = i∆A2 + µ2A2 − (γ2 + α2)|A2|2A2 + (κc + iδ2)(A1 −A2) (2.8)
In the model A1,2 represent the complex amplitudes of each oscillator. The pa-
rameters µ and γ describe the linear and nonlinear gain/losses, while α takes
2.6 Oscillation quenching 27
into account the dependence of the frequency of the oscillation on the amplitude.
∆ = (ω2 − ω1) /2 is the detuning or mismatch between the natural frequencies of
the oscillators. Regarding the coupling coefficient, this is composed by a real (κc)
and imaginary (δ) part representing dissipative and reactive terms.
For the illustration of the phenomenon a simplified version of the model can
be used. Isochronous (α = 0) and dissipatively coupled (δ = 0) similar oscilla-
tors differing only in their natural frequencies of oscillation are considered here
[50]. Exploring the coupling strength versus detuning parameter space several dy-
namical regimes can be obtained as shown in Figure 2.2. The quenching region is
limited by the locking and phase drift areas, and it is noticed that a large detuning
between the oscillators is needed in order to produce the death or quenching ef-
fect. Consequently, two identical (condition that requires ∆ = 0) instantaneously

























Figure 2.2. Dynamical regimes in the coupling versus detuning plane of two coupled oscilla-
tors. I) Quenching region, II) locking area, and III) phase drift zone. After Ref. [13].
Dynamically, the quenching area corresponds to the stabilization of the stationary
or fixed point solution A1 = A2 = 0 due to the variation of either the detuning or
coupling strength.
The effect of considering a time delay in the interaction between the oscillators
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opens a new branch of possibilities for the synchronization and other coupling-
induced effects. In particular, in the next chapter we review the important conse-
quences of having a delayed interaction in the observation of the oscillation death.
Chapter 3
Delayed interactions
IT has been known for a long time that some problems need to be described bymodels that include past effects. Examples of such type of problems are found
everywhere. In the two-body problem in electrodynamics, for instance, one must
take into account that the interaction between two distant charged particles does
not occur instantaneously, but the influence of particle 1 on particle 2 at time tmust
have been induced at some earlier instant t− τ , and viceversa [51]. Control theory
is another field where delayed interactions become extremely important. A typical
strategy in control systems consists of an automatic controller that monitors the
state of the system and makes adjustments to the system based on its observation.
Since these adjusments can never be made instantaneously, a delay arises between
the observation and the control action. Such a feedback scheme is a very common
setup giving rise to dynamical systems in which its actual state depends on the past
history of the own system [52].
As observed in the former examples and as it will be the case for spatially-
separated interacting lasers, the finite propagation velocities of signals stands as
one of the main causes for the occurrence of delayed interactions. However, it is
not the only one. Latency periods are also typical sources of delays which model
the time that a system needs to produce or process an output. For instance, in
population dynamics the inclusion of latency times (describing the gestation or
maturation periods of new individuals) induces also the appearance of delayed
terms in the modeling of the process [53–55]. An important case is the famous
Mackey-Glass equation
x˙(t) = −bx(t) + ax(t− τ)
1 + x(t− τ)n , (3.1)
which models the dynamics of white blood cell production in the human body [56],
and it is a paradigmatic example where the proliferation of a given population en-
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tails a time delay.
Summarizing, there is a large and important class of dynamical systems in
which the rate of change of the state is determined by the present and also by past
states of the system. When the delay times are large enough, comparable to the
internal time scales of the system, then Ordinary Differential Equations (ODEs)
usually fail to accurately describe its dynamics. It is in this context where Delay
Differential Equations (DDEs) naturally appear in the modeling of such systems.
In this thesis the physical distance between two coupled semiconductor lasers
(propagation time) is the responsible for the dependence of the dynamics of laser
1 on the past state of laser 2, and viceversa. Therefore, the study of DDEs and
the stability of their different solutions becomes crucial in any serious analysis of
the dynamics of coupled SLs. To this end, in the following sections the definition,
classification, and the linear stability issue for solutions of DDEs are introduced
with views to be applied in our semiconductor laser modeling.
3.1 Delay Differential Equations
3.1.1 Definition
A delay differential equation is a functional differential equation where the highest
order derivative only occurs with one value of the argument, and this argument is
not less than the arguments of the unknown function and its remaining derivatives
[52].
Such type of equations (as Eq. 3.1) are also called Retarded Functional Dif-
ferential Equations (RFDEs) and belong to the more general type of differential
equations with deviating argument. Next, we proceed to describe the types of
DDEs and their most remarkable features when compared to ODEs.
3.1.2 Classification and main features
The different types of DDEs are usually classified according to several and possi-
bly overlapping criteria.
Attending to the nature of the delays appearing in the delay differential equa-
tions one can distinguish between the following categories:
• Constant. In this case the possibly multiple delays involved in the equation
are fixed τ1 ≡ c1, τ2 ≡ c2, ...τm ≡ cm. It is probably the most common and
easy to analyze type of DDE, specially if the delays are commensurate.
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• Variable. At least of one the delays is not constant but exhibits an explicit
dependence on the time variable τ = τ(t). Therefore, this class of systems
is nonautonomous even if no other time dependence is contained in the terms
of the equations.
• State dependent. When one or more of the delays is a function of the state
of the system τ = τ(x(t)) the resulting DDE is rather complicate to analyze.
Even its numerical simulation is far from trivial. One should notice that the
grid points one must use for its evolution in a finite difference scheme are
not known a priori and interpolation methods are needed.
Another classification refers to the number of delays involved in the right-hand
side of the equations. When the number of delays appearing in the DDEs is finite
they are called discrete DDEs, while if the delay is spread over a continuum of
values then we are dealing with a distributed DDE [55].
The functional equations with deviating arguments that do not fit into the pre-
vious definition of RFDE are called neutral. One important example of neutral
equations is given by equations in which the delayed term appears in the highest
order derivative.
Regarding the dimensionality of the phase space described by a set of DDEs,
it should be noticed that the initial condition needed to solve DDEs is given by the
past history of the variables up to the maximum delay, i.e., x(t),∀t ∈ (−τmax, 0).
Since this is a continuum of points the phase space of DDEs is infinite-dimensional
in the same way that Partial Differential Equations (PDEs) are also infinite-
dimensional (see Figure 3.1). Another important property that DDEs share with
PDEs is the fact that only one equation is needed in order to produce chaotic behav-
ior, as opposite to what happens in ODEs where at least three coupled equations
are required.
Figure 3.1. The initial condition of a DDE is given by the past history of the variable up to the
maximum time delay. To evolve the solution of a DDE at time t the state of the system at time
t − τ is needed. The continuum of states from t = −τ to t = 0 represents the appropriate
initial condition.
The differences with respect to ODEs do not stop there. The experts in the
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field of DDEs always try to put some words of caution on the tendency of treating
DDEs on the same foot than ODEs [51,57]. They remark that the peculiarities and
differences that delay differential equations exhibit with respect to ordinary dif-
ferential equations are sometimes unexpected and the prolongation of results from
one type of equations to the other is not only a matter of rigor. This practice occurs
sometimes among some researchers yielding wrong results. The Taylor expansion
of delayed terms (even with small delays) can fail to quantitatively describe the
solutions of the system when compared to the original equation, as well as the-
orems for the existence and unicity of solutions in ODEs are not maintained for
DDEs. Dynamically the differences are also noticeable even at linear regimes. For
instance, a linear system of ODEs can only have decreasing or increasing exponen-
tial solutions but a linear set of DDEs can display non-trivial oscillatory behavior.
3.2 Stability theory
The question of the existence of a given solution is as important as its stability
to attract nearby trajectories. The solutions of any dynamical system including
delayed terms or not may be asymptotically stable (attractors), marginally stable
(i.e., only Lyapunov stable) or unstable. In particular, the study of the stability of
stationary and periodic solutions is accessible and can give us a great insight into
the qualitative behavior of the system. To this end, one of the most useful tech-
niques in determining the stability of solutions of dynamical systems, the linear
stability approach, is explained here for RFDEs.
3.2.1 Linear stability of retarded functional differential equations
Linear stability analysis takes the first order approximation of the differential equa-
tions of motion and study the evolution of small perturbations around a given so-
lution or trajectory x∗(t). Let us consider a system of RFDE, possibly including
several constant discrete and distributed delays
x˙(t) = f (t,x(t),x(t − τ1), ...,x(t − τm), x¯(t);µ) , (3.2)
where x ∈ Rn and f is a function of the time, the instantaneous and delayed
variables and a set of parameters µ. x¯(t) is the delayed variable weighted by a




g(t, τ)x(t − τ)dτ . (3.3)
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The past dependence in the former equation is then composed by m fixed
retards τ1, τ2, ..., τm and a delay distributed on a continuum interval of values
τ ∈ (0, σ) ⊂ R.
The linearization of the system (3.2) around the solution x∗(t) leads the so-
called variational equation for the variable y(t) = x(t)− x∗(t),
y˙(t) = A0(t)y(t) +
m∑
i=1
Ai(t)y(t − τi) +B(t)
σ∫
0
g(t, τ)y(t − τ)dτ , (3.4)
wherein the n× n matrices
Ai(t) =
∂f






are the corresponding Jacobians of the discrete and distributed delayed variables,
respectively.
For stationary solutions x∗(t) = x∗ | x˙∗ ≡ 0 an exponential ansatz for y(t)
and linear algebraic theory tell us that the variational equation can only be satisfied











 = 0 ,
(3.7)
where I is the n× n identity matrix.
The key point in these type of studies is that the distribution of the infinitely-
many roots or eigenvalues λ of Eq. (3.7), which in general take complex values,
rules the stability of the system through the following theorem [51, 52]:
a necessary and sufficient condition in order that all solutions of
Eq. (3.4) approach zero as t → ∞ is that all the roots of the char-
acteristic equation 3.7 have negative real part.
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3.2.2 D-Subdivision method
Expanding out the determinant in Eq. (3.7) the characteristic equation takes the
quasi-polynomial form






exp(−λτ)q(λ, τ)dτ , (3.8)
where p0(λ), pi(λ), and q(λ, τ) are polynomials in λ of degree at most n − 1. At
this point, it is important to realize that since the zeros of this quasi-polynomial
depend continuously on the various τi, σ, and the coefficients of the polynomials,
the number of roots of ∆(λ;µ) = 0 can only change if a root crosses the imaginary
axis.
Based on this key fact and the theorem stated in the former section a pro-
cedure known as D-Subdivision [55] works out the stability of the linear system
(3.4). To determine the stability of a stationary solution in a given parameter space
(µ1, µ2, ..., µd) the method proceeds as
1. Locate the borders where the characteristic equation has a root with zero
real part, i.e., λ = iω. These borders separate the parameter space into
subregions with a different number of solutions with positive real part.
2. Check the direction of the crossing of the eigenvalues at these frontiers to
know if the number of roots with positive real part increases or decreases at

















must be evaluated at the borders between subregions.
3. Determine how many zeros of the characteristic equation have positive real
part in one of the subregions in which the step 1 divides the considered
parameter space.
4. From the former steps one should be able to locate the subregions where all
roots have negative real part, and therefore the system is stable.
The transcendent nature of Eq. (3.7) makes the analysis of the stability issue
for DDEs much more delicate and cumbersome than for ODEs. In any case, from
the infinitely-many complex roots λ = α + iω the borders of stability are de-
termined by the pure imaginary eigenvalues λ = iω. A promising approach for
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the computation of the former steps consists of the replacement of the exponential
terms in the expression (3.8) by their Rekasius transform [58], i.e.,
exp(−λτi) = 1− Tiλ
1 + Tiλ
, (3.10)





The main advantage of such a substitution is that the algebraic nature of the charac-
teristic equation in terms of the new parameter Ti becomes polynomial. Of course,
the price we have to pay is that the relation between Ti and τi is not polynomial.
Nevertheless, with such a procedure a simple Routh-Hurwitz criteria can then be
used for the counting of roots with positive real part [55]. Other root counting
techniques have benefited from some theorems in complex variable theory such as
the Argument Principle [52].
A remarkable feature of the characteristic equation is its invariance with re-
spect to ωτi 7−→ ωτi+2pil, with l ∈ N, which is known as the clustering property.
It allows to describe a family of infinitely-many solutions (borders) with only one
critical delay τc and this invariance property.
In some cases the stability of DDEs can be determined by other techniques
different from linear stability analysis. For instance, the finding of a Lyapunov-
Krasovkii functionals [36, 59] allows to interpret the dynamics of the system as a
potential problem from which its stability is easily interpreted. Full computational
approaches are also valid when physical insight to the stability problem is not
required. The Matlab package DDE-biftool [60] allows to automatically continue
and analyze the linear stability of stationary and periodic solutions of DDEs by
numerically locating the eigenvalues of the characteristic equation. Its use in this
thesis is restricted to the stability of the periodic orbits with a view to explain some
bifurcation diagrams in Chapter 6.
3.3 Oscillation quenching revisited
In Chapter 2 we have seen how two coupled oscillators could stop oscillating pro-
vided their frequencies were different enough. The inclusion of delay times in the
interaction between the oscillators is responsible for a series of modifications of
this mutual quenching effect.
The influence of the delay in the amplitude of the oscillations can be modelled
through the system [13]
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A˙1 = −i∆A1 + µ1A1 − (γ1 + α1)|A1|2A1 + (κc + iδ1)(A2(t− τ)−A1)
A˙2 = i∆A2 + µ2A2 − (γ2 + α2)|A2|2A2 + (κc + iδ2)(A1(t− τ)−A2) ,
(3.12)
where A1,2 represent the complex amplitudes of each oscillator and τ is the
time delay in the interaction. Figure 3.2 shows the diagram of the different dy-
namical states of Eq. 3.12 in the coupling strength versus detuning plane (with
αi = δi = 0). It can be observed that, as opposite to the case of instantaneous
coupled oscillators, detuning is not required in order to observe this quenching,
and consequently a delay in the coupling line opens the possibility to observe os-













Figure 3.2. Dynamical regimes in the coupling versus detuning plane of two coupled oscilla-
tors. I) Quenching region, II) locking area. The delay is set to τ = 10.
The first experimental confirmation of this “death by delay” effect was ob-
tained in 2000 by Herrero and collaborators who studied the dynamics of two
mutually coupled thermo-optical cells [61]. To our knowledge we present in this




IN this chapter we just attempt to sketch, without any kind of detail or mathemat-ical rigor, some of the most common bifurcation scenarios that can occur in a
nonlinear dynamical system. The identification of these qualitative changes in the
behavior of a system allows to track the passage from simple to complex dynamics
keeping a significant insight at every step of the transition. In the Results part of
this thesis, we extensively apply bifurcation theory to trace the role of the delay
and the network of connections in the emergence of chaotic and synchronization
behavior between mutually-coupled semiconductor lasers.
4.1 Definition
It is important to recall that since most of real systems, including our models of
laser systems, are dissipative entities their long-term dynamics eventually settle on
attracting sets of zero phase volume. Each of the attractors present in a dynamical
system is usually surrounded (although riddle basins are also possible) by its own
basin of attraction, and motions started within a basin tend asymptotically to the
attractor lying within that region of the phase space.
Then, by bifurcation we mean a qualitative change in the topology of the
attractor-basin phase portrait under the quasi-static variation of a control
parameter. At a bifurcation point µ = µc the ensembles of trajectories that fill
the phase space to generate the phase portrait suffer not only a quantitative but a
qualitative modification.
As we will see later, bifurcations are usually related to the change of stability
of existing attractors or the birth and death of these asymptotic solutions [62]. The
nomenclature and classification of these bifurcating events are often not unified in
the literature. In the following sections, we offer a simplified classification and
summary of the most common type of bifurcations that will of great help in ana-
lyzing the different dynamics observed in Chapters 6-8 and we will set a proper
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notation.
4.2 Classification
The different types of bifurcations can be organized according to several criteria.
When the characterization of a bifurcation can be reduced to the study of a
small neighborhood of a single point in phase space, the bifurcation is said to be
local. It is important to remind that by various techniques, such as Poincare´ maps
(see next section), the analysis of limit cycles and other attractors can be reduced
to the study of a fixed point. Global bifurcations on the other hand, often involve
connections between the invariant manifolds of distant saddle solutions, producing
changes in the basin structure which cannot be described in a local region of the
phase space [62, 63].
Bifurcations are also classified according to the number of parameters that one
must change in order to achieve the structural stability of a given bifurcation (i.e.,
make it topologically robust against additional perturbations of the system). This
number is said to be the codimension of the bifurcation [64]. Here, we restrict
ourselves to introduce the most typical codimension-one and codimension-two bi-
furcations since they are the most often encountered in our laser setups.
Finally, another category of bifurcations can be distinguished depending on
how an attractor loses its stability at a given bifurcating point, which to fix ideas
we denote here by µ = µc. In supercritical bifurcations an attractor loses its
stability as it intersects a stable attractor that only exists at supercritical values of
the control parameter (µ > µc). In subcritical bifurcations, however, an attractor
loses its stability by colliding with the unstable path of a structure that only exists
at subcritical values of the control parameter (µ < µc) [62].
The consequences of the supercritical or subcritical nature of a type of bifur-
cation are quite important in the dynamics of a system and we will pay proper
attention to it in the Results part of this thesis. The main difference lies in the
fact that in a supercritical bifurcation the qualitative change in the dynamics of
the system occurs through a smooth transition, i.e., the newborn attractor continu-
ously grows from the bifurcating point, while in a subcritical bifurcation as soon
as the original attractor loses its stability the system experiences a sudden jump to
a distant and unrelated attractor. As a related property, we have that on reversal
of the control parameter around the subcritical bifurcating point the system does
not necessarily jump to operate again in the original attractor, and thus generates a
hysteresis loop which might be interesting for some applications.
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4.2.1 Basic local bifurcations for flows and maps
Local bifurcations in a dynamical system such as a vector field or flow
x˙ = f(x, µ), x ∈ Rn, µ ∈ Rp , (4.1)





on a given fixed point x∗ | f(x∗, µ) = 0, which is stable only if all the eigenvalues
are on the left hand side of the complex plane.
Closely related, the theory for bifurcations of discrete time systems or maps
x 7−→ f(x, µ), x ∈ Rn, µ ∈ Rp , (4.3)





In this case, however, the stability criteria now demands all the eigenvalues (or
Floquet multipliers) of this map to lie within the circle of modulus 1 in the com-
plex plane.
A key connection between both types of dynamical systems, flows and maps,
is that a periodic solution in a continuous system can be associated to a fixed point
of a map. This is the idea behind the Poincare´ map technique of reducing the study
of a limit cycle to the crossing points of the orbit with a given manifold or sur-
face in the phase space (see Figure 4.1). This conception can be straightforwardly
applied to more complicated orbits in phase space to reduce the dimensionality of
the bifurcating structure.
Figure 4.1: Poincare´ return map of a periodic orbit.
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In any case, the loss of stability of an attractor is usually associated with the
crossing through the imaginary axis (unit circle for maps) of a small number of
eigenvalues of the linearized dynamics of the system.
A very important result, stated as the Center-Manifold Theorem, tells us that
a given local bifurcation can be studied and characterized by focusing only on
the space spanned by the eigenvectors related to these critical eigenvalues [65].
This and other similar techniques basically allow us to reduce the dimension of
the problem without loosing any essential information about the bifurcation. Nor-
mal forms are low dimensional and universal models representing different types
of these simplified dynamics from which one can illustrate different local bifurca-
tions as we do in this section.
Summarizing, in both classes of dynamical systems (flows and maps), different
types of bifurcation are associated to the different paths the eigenvalues or multi-
pliers can follow towards instability. Then, conditions such symmetries or other
type of constrains help to distinguish between bifurcations with the same type of
eigenvalue transition.
In the following, we highlight and briefly comment on the types of local bi-
furcations of codimension one associated to the most important normal forms for
both flows and maps.
• Saddle-node. Also known as fold bifurcation or limit point, in this bifur-
cation two equilibria (one stable node and one unstable or saddle) simulta-
neously appear as a single control parameter µ passes a threshold µc.The
bifurcation diagram in phase space and the eigenvalue conditions for flows
and maps are collected in Figure 4.2.
Figure 4.2. a) Saddle-node bifurcation diagram. b) Bifurcation condition for flows. c) Bi-
furcation condition for maps. In the bifurcation diagram, solid (dashed) lines indicate stable
(unstable) structures.
• Transcritical. It occurs when one stable and one unstable steady-states col-
lide at the bifurcation point µc and exchange their stability. Figure 4.3 shows
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the underlying transition diagram and the bifurcating conditions.
Figure 4.3. a) Transcritical bifurcation diagram. b) Bifurcation condition for flows. c) Bi-
furcation condition for maps. In the bifurcation diagram, solid (dashed) lines indicate stable
(unstable) structures.
• Pitchfork. In the supercritical version of this bifurcation, a fixed point loses
its stability as it produces two new stable fixed points when some control
parameter is varied. In its subcritical form, the bifurcation occurs as a fixed
point collides with the unstable branches of two previously existent fixed
points. It is important to mention that this and other types of bifurcation
only appear in dynamical systems with an appropriate symmetry (reflection
invariance in this case). Bifurcation diagram and eigenvalues transition are
shown in Figure 4.4.
• Hopf (Naimark-Sacker for maps). In the supercritical Hopf bifurcation, a
stable fixed point becomes unstable as a stable limit cycle is born from it. In
its subcritical variation, a fixed point intersects an existing unstable branch
of limit cycle orbits at the bifurcating threshold and as a consequence the
steady-state loses its stability.
In this type of bifurcation some properties about the limit cycle that is born
or is intersected at the bifurcating point can be obtained. Its amplitude,
for instance, typically grows as the square root of the distance of the con-
trol parameter to the bifurcation point, i.e., A ∝ |µ − µc|1/2. Regarding
angular information, for continuous time systems the angular frequency of
oscillation of these limit cycles near the bifurcating threshold is given by
the imaginary part of the eigenvalues crossing the axis λ = ±iω, while for
maps the same quantity is given by the the argument of the complex pair
of Floquet multipliers leaving the unit circle ± exp iφ as Ω = φ/2pi (see
Figure 4.5). When the map is assumed to correspond to the crossing points
of an orbit with a given Poincare´ surface, the Naimark-Sacker bifurcation
leads to a quasiperiodic motion with two independent frequencies such that
if the ratio between frequencies Ω/ωreturn is an irrational number then, the
trajectory on the newborn attractor becomes dense on the surface of a torus.
On the other hand, if Ω/ωreturn = p/q is a rational number the orbit after
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Figure 4.4. a) Pitchfork supercritical bifurcation diagram. b) Pitchfork subcritical bifurca-
tion diagram. c) Bifurcation condition for flows. d) Bifurcation condition for maps. In the
bifurcation diagram, solid (dashed) lines indicate stable (unstable) structures.
the bifurcation is still strictly periodic and one speaks about p/q resonances
or locking since the ratio between both frequencies is usually maintained in
a given region of the parameter space. In this context, strong or soft reso-
nances refer to the cases where q ≤ 4 and q ≥ 5, respectively.
• Flip. This bifurcation formally occurs only for discrete time dynamical sys-
tems or maps. It is related to the instability of a fixed point (x∗) and the
appearance of an orbit alternating or flipping between two points (x− and
x+). From the perspective that the fixed point of the map undergoing the
bifurcation describes the crossing of a periodic orbit (with period T ) with a
Poincare´ section, the newborn solution represents a limit cycle with approx-
imately twice the period of the original orbit, ∼ 2T . For this reason this
bifurcation is also known as period-doubling bifurcation. The eigenvalue
characteristic of this type of bifurcation is the transition of one Floquet mul-
tiplier becoming more negative than -1 as indicated in Figure 4.6.
At this point, it is worth to remark that even if all the former bifurcations are of
codimension one, not all of them are generic under the variation of a single control
parameter µ. For instance, the transcritical and pitchfork bifurcations are struc-
turally unstable under perturbation of their modeling equations or normal forms,
and require further constrains or symmetries to physically appear upon changing
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Figure 4.5. a) Hopf supercritical bifurcation diagram. b) Hopf subcritical bifurcation dia-
gram. c) Bifurcation condition for flows. d) Bifurcation condition for maps. In the bifurcation
diagram, solid (dashed) lines indicate stable (unstable) structures.
Figure 4.6. a) Flip bifurcation diagram. b) Bifurcation condition for maps. In the bifurcation
diagram, solid (dashed) lines indicate stable (unstable) structures. The numbers in the figure
help to follow the sequence of motion in the new orbit.
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one parameter.
Some codimension-two local bifurcations, i.e., two control parameters need to
be simultaneously varied in order to meet the bifurcation point, are reviewed below.
These bifurcations are sometimes interpreted as the collision or intersection of two
codimension-one bifurcations in a given parameter space. The importance of this
points is that they typically act as organizing centers of the dynamics of a system.
Thus, the unfolding of these bifurcations, i.e., the characterization of the dynamical
regimes in the vicinity of the bifurcating point in a given parameter space, often
leads to a rich variety of phenomena such as excitability, global bifurcations, etc...
[66]. In the following we list some characteristic bifurcations for flows [65] that
we will encounter in posterior chapters within our analysis of coupled lasers:
• Gavrilov-Guckenheimer. This type of bifurcation is often interpreted as
the coincidence of a saddle-node and a Hopf bifurcation. At the bifurcating
point a simple real eigenvalue and a a pure imaginary pair simultaneously
cross to the real positive plane as shown in the left panel of Figure 4.7.
• Takens-Bogdanov. This bifurcation corresponds to an accumulation point
of a Hopf bifurcation branch, i.e., a limit point in a family of Hopf bifur-
cation where the imaginary part of the eigenvalues tends to zero. Conse-
quently, they are identified by a double zero of the characteristic equation as
displayed by Figure 4.7.
• Hopf-Hopf. The intersection of two families of Hopf bifurcation leads to
this type of codimension-two bifurcation, where two complex conjugate
imaginary eigenvalues are simultaneously becoming unstable. The eigen-
values condition is represented at the third panel of Figure 4.7.
Figure 4.7. Eigenvalues conditions for a) Gavrilov-Guckenheimer, b) Takens-Bogdanov, and
c) double Hopf bifurcations.
Successions of the former types of bifurcations (both codimension-one and
two) often organize universal routes to chaos in a dynamical system as some pa-
rameter is changed. An infinite cascade of period-doubling bifurcations or a finite
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sequence of Hopf bifurcations followed by the generic instability of a toroidal at-
tractor are typical examples of such paths toward chaotic regimes.
The characterization of the route to chaos in mutually-coupled semiconduc-
tor lasers upon variation of the delay in their interaction is analyzed in Chapter 6.
There, several of the former bifurcations are identified in the transition from sim-
ple to chaotic behavior in our laser setup. However, the full explanation of some
elements of the bifurcation diagram towards chaos needs from the presence of bi-
furcations that cannot be described in a local region of the phase space. A simple
passage over the most typical global bifurcations is presented below.
4.2.2 Global bifurcations
As mentioned before, global bifurcations are difficult to analyze since they typi-
cally involve changes in non-localized structures of the phase space. These events
can also lead to chaos through different routes than local bifurcations do.
For instance, global bifurcations are often related to the creation of orbits x(t)
for which the limits
lim
t−→−∞
x(t) = x∗1 and limt−→+∞x(t) = x
∗
2 (4.5)
exist. If x∗1 = x∗2 represent the same steady-state, the newly created connecting
orbit at the bifurcating point is said to be homoclinic, otherwise it is called het-
eroclinic. Both homoclinic and heteroclinic connections are important solutions
that can organize the appearance of chaotic attractors. The key observation to un-
derstand why these connecting orbits lead to chaotic behavior is that their existence
often implies an infinite number of intersections between the stable and unstable
manifold of a saddle point. Thus, the tangle of intersection points induces then
trajectories that are pushed away and pull back to the saddle point and thus seem
to wander randomly around the phase space near to that point [64].
Crises are also a major source of bifurcating events in which a chaotic attractor
collides with an unstable fixed point or limit cycle. The aftermath of such a crash
is often the sudden disappearance or expansion of a chaotic attractor and its basin
of attraction. Among the more important types of crises one can distinguish the
boundary and the interior crises.
In the first class of crises an unstable fixed point or limit cycles collides with
a chaotic attractor at the boundary of its basin of attraction as some parameter of
the system is changed. As a consequence, trajectories that before were wandering
around the chaotic attractor are now repelled by the unstable fixed point or limit
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cycle toward another attracting structure in a different region of the phase space.
Then the old attractor and its basin completely disappear after the bifurcation.
Interior crises, on the other hand, are also produced when a chaotic attractor
touches an unstable fixed point or limit cycle which this time lives within its basin
of attraction. When the impact between both structures occurs, the chaotic attrac-
tor experience a sudden increase in size because now trajectories that get close to
the unstable fixed point or limit cycle, they are propelled to explore new areas of
the phase space of its own basin of attraction.
Being a basic element in the investigation of nonlinear dynamics, the con-
tinuation and study of the bifurcations of fixed points and periodic solutions for
continuous and discrete dynamical systems has been since long benefited from
the existence of several computational packages. AUTO for ODEs, and DDE-
Biftool and PDDE-Cont for DDEs are for instance, popular software for detecting
different bifurcations by approximating the location of the eigenvalues of a char-
acteristic equation [60]. However, a word of caution must be raised against the use
of this type of programs as black boxes without an appropriate knowledge of the
internal procedures and basics of bifurcating phenomena. In this thesis, when pos-
sible analytical approaches are always preferred. Only in Chapter 6 the package
DDE-Biftool is used in order to compute the stability of periodic orbits.
4.3 Symmetry methods for bifurcations
Dynamical systems often exhibit a certain invariance which can be helpful in an-
alyzing and understanding some general phenomena that, relying on symmetry
properties, are typically model-independent. The different symmetries exhibited
by both configurations, open-end and ring, allow us to expect different types of
synchronization patterns.
Here it is important to realize that the invariance of the modeling equations of
a system under a given set of transformations is, in general, a property not inher-
ited by their solutions, i.e., a particular solution of symmetric ODEs or DDEs need
not to be symmetric. However, the set of all solutions must be symmetric. For
example, the normal form of the supercritical pitchfork bifurcation (x˙ = µx− x3)
is symmetric under the reflection of the sign of the state x 7−→ −x, while each
one of the newborn paths of stable fixed points is clearly not respecting (i.e., it is
breaking) this symmetry (see Figure 4.4). Instead, what the symmetry of the sys-
tem tells us is that the existence of one of these asymmetric branches implies the
presence of the other so that the set of both solutions is invariant under reflection.
In order to make this type of statements more precise and provide a mathemat-
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ical framework in which concrete predictions for the synchronization solutions of
our laser systems could be made, it is necessary to introduce the concept of sym-
metry of a system of ODEs or DDEs. Thus, a symmetry of a system of equations
x˙ = f(x,x(t− τ), µ) , (4.6)
is described in terms of a set of transformations of the variables that preserves
the structure of the system. This is usually expressed as the action of a group
of transformations Γ on a vector space (in our case with laser models we deal
typically with Rn or Rn × Sm) such that for every solution of the system x(t)
and element of the group γ, γx(t) is also a solution [67]. It is in this precise
sense that we mentioned that any of the two new paths of fixed points created in a
pitchfork bifurcation breaks the reflection symmetry of the system, and still since
the Z2-symmetry-group transforms one path of steady-states into the other, this is
maintained for the set of solutions.
The most common symmetries that we will encounter in our networks of lasers
are the dihedral group Dm (bidirectional ring of m lasers), the cyclic group Zm
(unidirectional ring of m lasers), and the permutation group Sm. Open chains of
lasers of length m will exhibit in general symmetries of the type Z2 × Z2... cor-
responding to the exchange of lasers equally distant from the center of the chain.
For our interests, the theory of equivariant (symmetric) dynamical systems can be
of great help in classifying these possible spontaneous symmetry-breaking events
according to the specific symmetry groups of our configurations. In fact, differ-
ent synchronization behaviors (our main subject of interest) can be understood
as different ways of breaking a given symmetry. At this point, the main results
from symmetry methods that we can use in order to obtain such a classification
are rather technical. Loosely speaking they can be stated as the fact that when a
symmetry of a group is broken there is a hierarchical arrangement of the subgroups
under which the system can still be invariant. Such an arrangement is known as
the isotropy lattice of the symmetry group [67] and it has been very helpful in clas-
sifying and selecting the possible behaviors in symmetric systems. In our specific
case, special attention is paid to the role of the delay, and the importance of the





n the brief history of the laser the almost simultaneous announcement at the
end of 1962 by groups from MIT, IBM, and General Research Laboratories
of the creation of the first semiconductor lasers stands out. Its invention opened
a door toward the miniaturization, cost-efficiency, and consequently massive use
of this type of devices in multitude of applications we use in our everyday life.
These kind of lasers, besides of having very interesting properties for practical
applications, exhibit huge gain coefficients and an inherent non-linearity which
make them excellent candidates to develop dynamical instabilities of high interest
for academics and industry.
Here, we briefly review the basic ingredients of the lasing action in semicon-
ductor lasers in order to establish a minimum background on which we could dis-
cuss the nonlinear dynamics and synchronization of such devices in the following
chapters.
5.1 Once upon a laser
Stimulated emission is the process by which light passing through a fluorescent
material can be amplified. The proposal of this mechanism in the light-matter
interaction by Albert Einstein in 1916 is usually considered the beginning of the
laser theoretical foundation. Einstein introduced the concept of induced or stim-
ulated emission when studying the thermal equilibrium of a set of atoms with the
electromagnetic radiation. He noticed that besides the absorption and spontaneous
emission of a photon by an atomic system, a new process was necessary in order to
recover from thermodynamical arguments the Planck formula for the black body
radiation. Thus, the concept by which the encountering of an excited atom with
a photon, which is resonant with an atomic transition, causes the emission of an
identical photon, was first devised.
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Although the first experimental evidence of stimulated emission was observed
by Ladenburg and Kopferman in 1928, the interest on this effect decreased among
the physicists. The main reason was the apparent impossibility of creating inverted
populations with more atoms in the excited state than the ground state so that
absorption would not dominate the process and stimulated emission could occur.
In fact, it was clear that the Boltzmann distribution of occupation of energy levels
assured that population inversion could not occur in a system in thermodynamical
equilibrium. An external pumping of energy or the isolation of excited atoms could
solve this problem but it was necessary to wait until 1954 when Charles H. Townes
introduced the key element for the light amplification development. His idea of
placing the amplifying medium inside a resonant cavity so that an oscillation could
start, provided that the gain of the stimulated emission could overcome the cavity
losses, led to the first practical microwave amplification by stimulated emission of
radiation or MASER 1.
The transition from the maser to the laser, or equivalently, from the microwave
to the optical domain was far from being trivial. In a seminal paper published
in Physical Review in December of 1958, Townes and his postdoctoral assistant
Arthur L. Schawlow described the first detailed proposal for building a laser with
the fundamental idea of a pair of mirrors facing each other playing the role of the
resonant cavity. The effect of the mirrors was to select from the non-directional
light of the fluorescent material only those photons propagating along the cavity
axis, and consequently made them to pass through the amplifying medium several
times by bouncing back and forth between the mirrors before they escape through
a partially transparent mirror, and hence generating a useful laser beam. The much
smaller wavelength of the visible light compared to the microwave and the problem
of finding the appropriate excitation media made the experimental development of
the laser an exciting and difficult one. But in May of 1960, the American physicist
Theodore H. Maiman eventually achieved the first laser action2 in a pink ruby rod
with its ends silver-coated and placed in a spring-shaped flashlamp.
Later on, many different laser systems have been successfully built but almost
all of them (including the semiconductor laser that will be discussed below) still
consist of the same three ingredients than the first original laser, namely, a) an
active medium hosting the stimulated emission, b) a pumping source respon-
sible of creating the necessary population inversion and, c) a cavity providing
a feedback and frequency selection mechanism.
1Townes and the USSR physicists Basov and Prokhorov shared the Nobel Prize in Physics in
1964 for developing the maser.
2The emission of this first laser was pulsating because of the three level nature of the ruby system
was unable to maintain a permanent population inversion.
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5.2 Semiconductor lasers
5.2.1 Introduction
John Von Neumann, one of the fathers of the quantum theory, was also the first
in proposing semiconductor materials as candidates to host light amplification as
early as 1953. The idea of recombining electron-hole pairs in a p-n junction was
culminated when the lasing action in semiconductors was first reported in 1962 by
four independent groups from MIT, IBM and General Research Laboratories. The
characteristics of this type of laser considerably differed from the first laser devel-
oped only two years before and required of an extraordinary effort. The pumping
mechanism consisted of electronic injection rather than the intense discharge of
photons from a flashlamp as used in the ruby laser. Moreover, the discrete levels
of energy between which the laser transition took first place in the ruby had noth-
ing to do with the energy bands of the semiconductor materials. The laser cavity
is also very special and exclusive in a semiconductor laser and it was first formed
by the polished facets perpendicular to the junction plane through the reflectivity
that provides the index change in the interface of the semiconductor material and
the air.
In 1963 Kroemer in USA and Alferov and Kazarinov in USSR independently
suggested the crucial improvement of using heterostructures for semiconductor
lasers. The heterostructure consists of placing the active material sandwiched be-
tween two semiconductor layers with a wider band gap (See Figure 5.1). The huge
reduction in the injection current necessary to operate these new lasers and the im-
provement of characteristics such as the optical confinement due to the heterostruc-
ture addition permitted that with the advent of the first practical demonstration of
this type of lasers in 1969, the semiconductor laser became for the very first time
the small, cheap and fast source of light widely used today.
Figure 5.1. Diagram of the
double heterostructure of a
typical edge-emitting laser.
Of course, a lot of advances have taken place since those early days of the
semiconductor laser history, but here we only want to mention the breakthrough
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related to the introduction of the vertical-cavity surface-emitting lasers (VCSELs)
in 1979. From the design point of view, the main novelty that this laser introduced
was the fact that the output of light was normal to the junction plane, instead of
parallel as in the conventional edge-emitter lasers (see Figure 5.2). Nowadays, this
type of lasers are a hot topic of research and they offer better performance for sev-
eral applications where a cheap, low power, and compact source of light is needed.
However, these devices can suffer the problem of an uncontrolled dynamics of the
polarization of the light they emit. A study of the mutual coupling of VCSELs is
presented in Chapter 7.
Figure 5.2. Diagram of
a simple VCSEL structure
highlighting the dielectric
mirrors and the fact that
their light output is perpen-
dicular to the semiconduc-
tor material junctions.
5.2.2 Semiconductor laser rate equations
Most lasers are typically described through three macroscopic variables being the
electric field, population inversion, and material polarization. Depending on the
time scales in which the three variables decay, none of them, one, or even two
of these variables can be adiabatically eliminated. A classification of lasers is
made according to the number of variables eliminated. Hence, Class C lasers are
those in which the three decay constants are of the same order of magnitude and
no adiabatic elimination of any of the variables proceeds. In this case the three
variables are needed to accurately describe the main physical processes in the laser.
In Class B lasers only one of the variables is eliminated and two of them are still
required to capture the dynamics of the laser. Finally, in Class A lasers, only one
variable governs the evolution of the system.
Since in a semiconductor the relaxation time for the polarization is much
shorter than for the rest of variables, it can often be adiabatically eliminated and
then the semiconductor laser falls into the Class B group. Due to the complex
nature of the electric field (E = √Seiϕ, where S is the optical intensity and ϕ
is the optical phase) we end up with three equations, which can be deduced from
Maxwell and Schro¨dinger equations after a series of important approximations, to
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describe the dynamics of a typical edge-emitting semiconductor laser
dS
dt












α(Γg − γc), (5.3)
where N stands for the population inversion, γc is the photon decay rate, γs is the
carrier decay rate, J is the current density injection, and g = g(N,S) is the gain
function.
As we can see, for a solitary laser the optical phase is just a “slave” of the popu-
lation inversion and optical intensity variables, and as a consequence the dynamics
of these variables are decoupled from the phase. This means that a single-mode
class B semiconductor laser cannot exhibit chaotic dynamics because at least three
ordinary differential equations are required in order to observe that complex be-
havior, and only two equations are coupled in the system of Eqs. (5.1)-(5.3).
However, the effect of external perturbations on the semiconductor laser intro-
duces additional degrees of freedom able to excite very rich complex dynamical
states as bistability, excitability, or even chaos. Among the variety of ways of per-
turbing a semiconductor laser, we point out the injection of light into the active
region of the laser, the feedback of light from the same laser into its own active
region, and the modulation of the current supply (J = J(t)). Any of these mod-
ifications of the solitary laser setup is subject to a great deal of analysis by the
researchers because of intrinsic and applications interests. In this work we study
another kind of perturbation that consists of the mutual coupling of two or
more semiconductor lasers and which allow us to study the phenomenon of
synchronization, which has been introduced in Chapter 2.
In the case of VCSEL devices the polarization properties of the electric field
need to be considered. If in edge-emitting semiconductor lasers the geometry of
the cavity is the predominant effect in selecting the polarization of the emitted
light, in VCSELs (due to their cylindrical structure) the optical transitions occur-
ing in the emission or absorption of photons become a key ingredient in determin-
ing the polarization state. A now standard approach to describe the polatization
effects in VCSELs is the Spin Flip Model (SFM) [15]. This model considers only
transitions between the conduction and the heavy-hole bands of the semiconduc-
tor material. Moreover, within the SFM framework such bands are approximated
by discrete levels populated by two different spin carriers according to the third
component of their angular momentum (see Figure 5.3).
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Figure 5.3. Level structure
on which the SFM is based.
E+ and E− represent las-
ing processes associated to
right and left circularly po-
larized light, respectively.
Both spin populations are
coupled through the spin-
flip mechanisms (γj).
For this four-level system the standard Maxwell-Bloch equations, after the
macroscopic material polarization has been adiabatically eliminated, read
E˙± = κ(1 + iα) [N ± n− 1]E± − (γa + iγp)E∓ (5.4)
N˙ = −γe
[
N − µ+ (N + n)|E+|2 + (N − n)|E−|2
]
, (5.5)
n˙ = −γsn− γe
[
(N + n)|E+|2 − (N − n)|E−|2
]
, (5.6)
where E± are the two circularly polarized components of the slowly varying am-
plitude of the electrid field, N is the total carrier density, and n is the popula-
tion difference between the two spin reservoir sublevels. For the derivation of the
model the decay rate γs = γe+2γj , where γe is the decay rate of the electron-hole
recombination processes, has been introduced in a phenomenological way. Such
a spin relaxation mechanism is responsible for the coupling of the two two-levels
systems associated to the emission of right and left circularly polarized photons.
5.2.3 Polarization of light
In Chapter 7, when studying the polarization dynamics of two mutually-coupled
VCSELs we will follow the spin flip model to describe the solitary lasers plus an
appropriate modification of the equations in order to account for the mutual optical
injection.
An appropriate mathematical description of the polarization state of a VCSEL
or any other source of light is given by the Stokes parameters. These are related to
the circular and linear components of the electric field as follows:
S0 = |E+|2 + |E−|2 = |Ex|2 + |Ey|2 ,
S1 = 2ℜ(E+E∗−) = |Ex|2 − |Ey|2 ,
S2 = −2ℑ(E+E∗−) = −2ℜ(E∗xEy) ,
S3 = |E+|2 − |E−|2 = −2ℑ(E∗xEy) .
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Thus, the S0 parameter describes the total light intensity and the ratios S1/S0,
S2/S0, and S3/S0 define a vector pointing at the surface of a sphere which con-
tains all the possible states of polarization of light. Such a sphere, known as the
Poincare´ sphere, is represented in Figure 5.4 where the polarization and ellipticity
angles are also defined.
Figure 5.4. Poincare´ sphere. The linear polarized states on light lie on the equator of the
sphere, while the poles represent completely circular polarized states. The angles defined on







stability, route to chaos, and
synchronization
AS
1 we have seen from the introductory chapters, a semiconductor laser array
is just one of the many examples in which the interaction of several similar
nonlinear systems can lead to rich variety of emergent behaviors [1]. Neurons,
chemical oscillators, or Josephson junctions are other representative cases of cou-
pled nonlinear oscillators that have attracted the attention of researchers from dif-
ferent fields. However, quite surprisingly, only recently have the effects of the
finite propagation speed of the signals in the interaction or coupling between sev-
eral of these systems been taken into account. In this chapter, we precisely focus
on the effect of these delay times, which constitute a rich source of instabilities, on
the dynamics and synchronization of semiconductor laser systems.
In Chapter 1, we emphasized the fact that semiconductor lasers are ideal can-
didates for exploring the behavior of nonlinear systems when they are coupled or
subject to external perturbations. Besides their inherent nonlinearity these type
of devices can be well characterized and controlled in experiments, as opposed to
most of biologically oriented systems. Moreover, a long tradition accompanies the
study of these type of devices. The nonlinear dynamics of semiconductor lasers
have been an active field since the early 70’s. Since then different configurations
1This chapter is based on the papers:
R. Vicente, S. Tang, J. Mulet, C.R. Mirasso, and J.M. Liu, Phys. Rev. E 70, 046216 (2004);
S. Tang, R. Vicente, M. Chiang, C.R. Mirasso, and J.M. Liu, IEEE J. Selected Topics in Quantum
Electron. 10, 936 (2004) ;
R. Vicente, S. Tang, J. Mulet, C.R. Mirasso, and J.M. Liu, Phys. Rev. E 73, 047201 (2006).
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of SLs have been investigated theoretically and experimentally. In particular, the
optoelectronic interaction of SLs has been mostly studied in a single device subject
to feedback [68–73] or in unidirectionally coupled schemes [74–77], where appli-
cations to encoded communications have been extensively considered [78–80].
In this chapter, we investigate the dynamical properties of two semiconductor
lasers subject to a bidirectional optoelectronic coupling. The organization of the
chapter is splitted in two parts in order to separately approach the cases where each
laser is subjected (additionally to the mutual coupling) to a feedback loop or not.
After a common theoretical model is presented in the next Section, in the first
part of the chapter we consider lasers that when decoupled exhibit a continuous
wave (CW) operation since no feedback loops are included. Thus, we focus on the
instabilities arising from the lasers delayed interaction and the entrainment prop-
erties of these instabilities when the coupling strength is enhanced. Bifurcation
theory is applied in Sections 6.2.1, 6.2.2, and 6.2.3 to analytically obtain different
stability charts. There, the role of the delay in destabilizing the system is clarified
as well as we identify a quasiperiodic route to chaos. The degree of similarity
between the instabilities emerging in both lasers and their relative timing are ob-
tained in Section 6.2.4 by cross-correlation analysis, while Section 6.2.5 collects a
series of experimental results concerning the confirmation of a quasiperiodic sce-
nario toward chaos and the achronal entrainment of instabilities between lasers. A
brief summary of the results and the main conclusions of the investigation of this
configuration is given in Section 6.2.6.
In the second part of the chapter, in addition to the mutual interaction, the ef-
fect of optoelectronic feedback loops acting on each of the lasers is considered. It
is important to remark that this kind of configuration, in which both, the interac-
tion between systems (mutual coupling) and the self-interaction (feedback loop)
are subject to inherent time delays, is not specific to our laser setup. Just the op-
posite, it is very common to find that systems that establish an interaction with
other elements also have a tendency to form self-feedback loops. Moreover, the
inclusion of the feedback loops embodies the possibility to tune the dynamics of
the uncoupled lasers between oscillatory, pulsating, or even chaotic behavior de-
pending on the strength and delay time that characterize the feedback interaction.
First, we start by discussing the new bifurcating scenario of this configuration in
Section 6.3.1. The “death by delay” quenching of oscillations is an important ef-
fect in nonlinear dynamics and it is predicted for our laser system in Section 6.3.2.
There, we also find new features of this phenomenom due to the inclusions of
delayed feedback loops, which include the observation of this effect even for in-
stantaneously coupled oscillators. The synchronization properties of the system
are reviewed in Section 6.3.3 where the relative dynamics and the effect of the
delay on the frequency locked regions (or Arnold tongues) is investigated. Labo-
ratory confirmation of some of the predictions and main conclusions are given in
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Sections 6.3.4 y and 6.3.5, respectively.
6.1 Model
Here, we illustrate the system under study and provide the modeling equations and
values of the more relevant parameters. The fixed points or steady-states of the
model are also included in this common section.
6.1.1 The system
In the general case, we consider the system, sketched in Figure 6.1, composed by
two identical single-mode distributed-feedback (DFB) semiconductor lasers sub-
ject to optoelectronic coupling and feedback. Thus, in laboratory experiments
the optical power emitted by each laser is first detected and converted into pho-
tocurrent by the PDs, to be later amplified and added to the bias current of its
counterpart laser (optoelectronic coupling) and to its own injection current (opto-
electronic feedback). These interactions are delayed due to the finite propagation
times of both the optical and electrical signals. It is important to notice that with
this setup negative couplings can be also achieved by subtracting the photocurrent
from the bias current instead of adding it. In any case, through all this chapter we
have maintained the strength of the optoelectronic interactions within reasonable
limits, such that the total injection current applied to each laser is always positive.
Figure 6.1. Scheme of two lasers subject to optoelectronic feedback and mutual coupling.
LD: laser diode; PD: photodetector; A: electrical amplifier.
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6.1.2 Modeling equations
Regarding the modeling of the system, we consider each solitary laser described by
the usual single-mode semiconductor laser rate equations [81, 82]. Then, the dy-
namics of the photon Sj and carrier Nj densities are properly modified to include
the coupling and feedback loops. The optical phase does not play any role in the
modeling since the optoelectronic interaction is mediated through photodetectors
which are insensitive to the phase of the electric field.
The bidirectional optoelectronic coupling is accounted for by adding in the car-
rier rate equation of each laser N˙j , a term with the delayed photocurrent generated
by its counterpart laser, ∝ S3−j(t − T3−j). Similarly, the effect of the feedback
loops is taken into account by including to the bias of each laser the photocurrent
generated by itself, ∝ Sj(t− τj). Hence, the dynamics of the system is governed










+ ξc1S2(t− T2) + ξf1S1(t− τ1)− γs1N1 − g1S1 , (6.2)
dS2
dt






+ ξc2S1(t− T1) + ξf2S2(t− τ2)− γs2N2 − g2S2 , (6.4)
where S1,2 is the intracavity photon density, N1,2 is the carrier density, and g1,2 is
the material gain. The subindices 1 and 2 distinguish between both lasers. ξc1,2
and ξf1,2 stand for the coupling and feedback strengths, which can be easily con-
trolled by adjusting the gain factor of the electrical amplifiers in Figure 6.1. T1,2
are the delays in the coupling lines between lasers whereas τ1,2 are the delay times
in the feedback loops. Other parameters appearing in the rate equations are the bias
current density J , the cavity decay rate γc, the spontaneous carrier relaxation rate
γs, the confinement factor of the laser waveguide Γ, the electron charge e, and the
active layer thickness d. An infinite-bandwith photodetector-amplifier response is
assumed for the moment. The effects of high or low cutoff frequencies of a filtered
photodetection process are considered in Section 6.3.2.
To continue with the development of the model we need to know the depen-
dence of g on the state variables. Numerical calculations and experimental mea-
surements show that in a wide operation range the material gain has a linear de-
pendence on both the carrier and photon densities. Therefore, g(N,S) is expanded
as
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g ≈ g0 + gn(N −N0) + gp(S − S0) , (6.5)
where g0 = γc/Γ is the material gain at the solitary threshold, gn = ∂g/∂N > 0 is
the differential gain parameter, gp = ∂g/∂S < 0 is the nonlinear gain parameter,
N0 is the carrier density at threshold, and S0 is the free-running intracavity photon
density when the lasers are decoupled from feedback or mutual interactions. The
parameters gn and gp are taken to be approximately constants.
With a view to normalize the modeling equations, we define the following
dimensionless variables for the photon density s˜ ≡ (S − S0)/S0, carrier density
n˜ ≡ (N−N0)/N0, bias current J˜ = (J/ed−γsN0)/γsN0, coupling κc ≡ ξcΓ/γc,
and feedback strength κf ≡ ξfΓ/γc. Working with this normalization, s˜ = −1
when no light is emitted by the laser while s˜ = 0 when the optical intensity equals
that of the solitary value, i.e., S0. J˜ accounts for the excess of the bias current
over the solitary threshold. After introducing Eq. (6.5) into Eqs. (6.1)-(6.4) the












J˜1s˜1(1 + s˜1) + γs1κf1 J˜1 [1 + s˜1(t− τ1)] (6.7)












J˜2s˜2(1 + s˜2) + γs2κf2 J˜2 [1 + s˜2(t− τ2)] (6.9)
+ γs2κc2 J˜2 [1 + s˜1(t− T1)]− γs2n˜2 − γs2 J˜2s˜2 − γn2n˜2(1 + s˜2),
where the differential and nonlinear carrier relaxation rates are defined as γn ≡
gnS0 and γp ≡ −ΓgpS0, respectively. At this point, it is important to note that
since S0 = J˜γsN0Γ/γc, both γn and γp are not independent parameters but are re-
lated to the bias current. With these definitions the relaxation oscillation frequency






The values of the internal laser constants are taken from a laboratory charac-
terization of devices that have been used for experimental studies in [72]. These
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are γc = 2.4 × 1011 s−1, γs = 1.458 × 109 s−1, γn = 3J˜ × 109 s−1, and
γp = 3.6J˜ × 109 s−1.
The dimensionless coupling and feedback strengths can be related to the prop-





ac,f being the coupling and feedback amplifier multiplication factors, respectively,
η the quantum efficiency of the photodetectors, ηext a parameter that takes into ac-
count additional external losses, c the speed of light in vacuum, αm the laser facet
losses and ng the group refractive index. For a typical case (η = 0.5, ηext = 1,
αm = 48 cm
−1
, ng = 3.5, γc = 0.24 ps−1, and Γ = 0.3) κc,f is of the order of
∼ 0.1, when ac,f is fixed to 1. Then, the magnitude of κc (or κf ) can be easily
modified just by changing the corresponding amplification factor or the external
attenuation. In addition, the sign of κc (or κf ) can be reversed by subtracting
the generated photocurrent from the bias instead of adding it. In the analysis per-
formed in the next sections we explore both positive and negative values for the
coupling and feedback strengths.
6.1.3 Fixed points of the model
Apart from academic examples, full analytical solutions of nonlinear dynamical
systems, like the model presented here, are very rare. In those cases, bifurcation
studies of fixed points or other phase space structures can provide a systematic
methodoloy to collect a great deal of information about the different dynamical
regimes that can rise in the setup under investigation. Next, we proceed to locate
the fixed points or equilibria of our laser model.
As a previous step we reduce the number of free parameters of the model by
assuming that we are dealing with two device-identical lasers under symmetric
operation. Hereafter, we adopt bias currents (J˜1 = J˜2 ≡ J˜), coupling strengths
(κc1 = κc2 ≡ κc), feedback strengths (κf1 = κf2 ≡ κf ), and feedback loop de-
lays (τ1 = τ2 ≡ τ ) to be the same for both lasers. It is worth to stress that these
approximations fit within the symmetric conditions in which the experiments were
performed. Moreover, it is well known that this kind of degenerate conditions
are responsible for the appearance of the organizing centers of the dynamics even
under small asymmetries or perturbations. Nevertheless, it is worth to mention
that albeit the assumption of symmetry there are still six free control parameters,
namely J˜ , κc, T1, T2, κf , and τ .
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The conditions we impose to find fixed points solutions are s˜1(t) = s˜1st,
s˜2(t) = s˜2st, n˜1(t) = n˜1st, and n˜2(t) = n˜2st. The search of equilibria in the
system reveals the existence of four different fixed points. The first solution (FP1)
is given by
s˜1st = −1 ,
n˜1st = J˜ ,
s˜2st = −1 ,
n˜2st = J˜ . (6.12)
This fixed point defines the “off” state of the lasers. There exist two additional
fixed points (FP2 and FP3), which correspond to the case in which one laser is
emitting while the other is switched-off. These solutions represent the only possi-
ble asymmetric steady-states of the system and read
s˜1st =
κfγcγn





s˜2st = −1 ,
n˜2st = J˜ (1 + κc + κcs˜1st) , (6.13)
for the solution named FP2, while FP3 is obtained by just exchanging this subindices
1 and 2. Finally, the steady-state conditions allow for one more fixed point defining
the “on” state for both lasers (FP4):
s˜1st = s˜2st =
(κc + κf )γcγn
(1− κc − κf )γcγn − γpγs
,




6.2 Bidirectional coupling without feedback
Here, we consider the situation in which the feedback loops are not included
(κf = 0) and only the mutual coupling excites both lasers simultaneously. Next,
we proceed by investigating the stability, route to chaos, and entrainment of insta-
bilities developed under this configuration.
66 Mutually-coupled semiconductor lasers
6.2.1 Stability analysis of fixed points
We start by analyzing the linear stability of the fixed points found in the modeling

















where x ≡ (s˜1, n˜1, s˜2, n˜2)† and f is the flow defined by the right-hand sides of
Eqs. (6.6)-(6.9). The notation xT stands for the delayed variable x(t − T ). In the
following, we focus on the study of the eigenvalues λ of Eq. (6.15) for the different
fixed points.
Fixed point FP1
First, we treat the stability of the steady-state in which no laser is emitting light,
i.e., FP1. Once linearizing Eq. (6.15) on the expression of FP1, Eq. (6.12),
the resultant characteristic equation turns to have only a real solution, λ =
(γ˜cγ˜n + γ˜pγ˜s)/(γ˜s). This eigenvalue becomes zero, and consequently the fixed
point becomes unstable, at J˜ = 0, i.e., at the solitary threshold.
This result supports the interpretation that threshold reduction in SLs can only
occur through coherent interactions where a superposition of the intracavity laser
and some injected fields is possible. In our case, since the optoelectronic interac-
tion is by nature phase insensitive no threshold reduction is expected. Similarly to
the solitary case, as the bias current is increased the loss of stability of the “off”
state is mediated by a collision in the phase space with the “on” state (FP4) in a
transcritical bifurcation.
Fixed points FP2 and FP3
The symmetry between these two fixed points allows for a simultaneous study of
both of them. In this case the computation of the characteristic equation leads to
the following four eigenvalues
λ1 = −γs , (6.16)
λ2 =






(γn+γp+γs)2−4 (γc γn+γp γs)
2
. (6.18)
Evaluating the real part of these roots it is observed that only the second eigenvalue
can have a zero real. This occurs when the coupling strength decreases down to
the critical value defined by





To inspect how these two asymmetric fixed points become stable as the cou-
pling decreases we need to invoke here the study of a fixed point whose detailed
stability is investigated in the next section; the symmetric steady-state FP4. The
key observation consists of realizing that FP4 can lose its stability at exactly the
same critical coupling strength κ∗c for which FP2 and FP3 become stable. This
transition is mediated by a real zero eigenvalue of FP4 becoming positive for fur-
ther decrease of the coupling. Then, at the critical coupling given by Eq. (6.19)
we have a situation in which the three fixed points FP2, FP3, and FP4 experience
a simultaneous change or flip of their stability. Atypical in this situation is that ex-
changes of stability between steady-states usually involve collisions of fixed points
in the phase space (as we have seen in the local bifurcations reviewed in Chapter
3) and nevertheless such collisions between FP2, FP3, and FP4 are strictly forbid-
den for the symmetric situation that we are considering here. This last point can
be checked by noticing that expressions Eq. (6.13) and Eq. (6.14) cannot coincide
regardless of the value of κc.
In Figure 6.2 we plot the paths and indicate the stability of FP2, FP3, and FP4
as a function of the coupling strength. Figure 6.2 is generated by assuming a short
coupling time delay so that we guarantee that no Hopf bifurcation can affect FP4
as we will demonstrate in the next section. The way out to the former apparent
contradiction relies on appreciating that only at the critical coupling the stationary
conditions for system Eqs. (6.6)-(6.9) allow for an extra solution consisting of a
continuum of fixed points (CFP in Figure 6.2). This continuum of steady-states,
lying on the line s˜1 + s˜2 = −1, it is found to connect the other three fixed points
involved in the stability flip and mediates in their exchange of stability.
In summary, the stability analysis tells us that when varying the coupling
strength towards more and more negative values a sudden transition from the “on’
state of both lasers (FP4) to the regime in which one of the laser switches off while
the other remains lasing (FP2 or FP3), takes place. Physically, this transition cor-
responds to the point at which, if operating on FP4 the negative coupling starts
generating an effective current (bias plus photocurrent) below the solitary thresh-
old. Therefore, by any small perturbation the system departs from the“on’ state in
favor of one of the competing asymmetric fixed points. Once operating in FP2 or
FP3 the dynamics is again stable because the light coming from one of the lasers
is converted in enough negative photocurrent to switch-off its counterpart laser.
So far the perfectly symmetric configuration of the coupled lasers scheme has
led us to a highly degenerate picture of the bifurcating mechanisms. To see how the
breaking of this symmetric scenario modifies the former picture, in the following
















































Figure 6.2. Paths of the fixed points in the s˜1 − s˜2 phase space projection as a function of
the coupling strength κc. Solid and dashed lines indicate of the stable and unstable character
of the fixed points, respectively. Different fixed points continuations are labeled as FP (1)-(4).
The continuum of fixed points (CFP) only exists for the critical coupling strength at which the
stability flip occurs.
we allow for different coupling strengths in the two ways of the interaction between
lasers, i.e., κc1 6= κc2. To fix ideas we set κc1 = 0.5, while κc2 is varied up to
cross the critical coupling. Figure. 6.3 shows the continuation of the different
fixed points as a function of κc2. Under these asymmetric conditions it is observed
that only the laser receiving the stronger negative coupling (in this case laser 2)
switches-off. This occurs when the negative photocurrent received induces the
crossing of the threshold current only for laser 2. Now, the stability flip uniquely
occurs between FP2 and FP4 being mediated by a transcritical bifurcation.
Fixed point FP4
The fixed point FP4 represents the regime in which the two lasers operate in the
“on’ state emitting a constant optical intensity. While the former analyzed fixed
points could only become unstable by the transition of one real zero eigenvalue,
FP4 allows for more complex situations.
The bifurcation analysis for this fixed point starts as usual from its associated
characteristic equation. For simplicity, we recover here the perfectly symmetric
configuration for which both lasers emit an identical optical power, i.e., s˜1st =
s˜2st = s˜ and n˜1st = n˜2st = n˜, as given by Eqs. (6.14). Thus, the characteristic









































Figure 6.3. Paths of the fixed points in the s˜1 − s˜2 phase space projection as a function
of the coupling strength κc2.sub κc1 has been fixed to 0.5. Solid and dashed lines indicate
of the stable and unstable character of the fixed points, respectively. Different fixed points
continuations are labeled as F.P. (1)-(4).
equation for FP4 reads
exp(−2λT ) [κc γc γn (1+s˜)]
2=h
γp (γs+λ) (1+2 s˜)+λ (γn+γs+λ+γn s˜)+
γcγn
γsJ˜




where the delay times (T1 and T2) appear in the above equation only through their
sum, T ≡ (T1 + T2)/2. A first important conclusion is that the individual value
of each of the delay times is not important for the stability issue provided that the
round-trip time of the system remains fixed.
Once the characteristic equation has been written down, we proceed to locate
the Hopf bifurcations of FP4 in the control parameter space spanned by the current
injection J˜ , coupling strength κc, and delay time T . The bifurcation condition
consists of inserting λ = iω into the complex Eq. (6.20) and looking for real
solutions for ω 6= 0. After separating both sides of the equation into real and
imaginary parts, the delay time T can be easily eliminated to obtain a single a
biquadratic expression for ω
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ω4 + b ω2 + c = 0 , (6.21)










(γs J˜ (1+s˜)+n˜ (γn+γp+γn s˜+2 γp s˜)) ,
c = (γp γs J˜ (1+2 s˜)+γc γn (J˜−n˜+J˜ s˜))
2




and whose solutions are





b2 − 4c . (6.22)
It is important to recall here that the expressions of the coefficients b and c only
depend on the internal and the control parameters J˜ and κc. Therefore, the values
of the current injection and coupling strength fix the solutions for ω, i.e., the imag-
inary part of the eigenvalues that cross the imaginary axis. When associated to
Hopf bifurcations this imaginary part corresponds to the angular frequency of the
newborn limit cycles. It is clear then that the coupling time delay τ , even necessary
for the appearence of periodic solutions does not play any role in determining the
frequency of the limit cycles when they are born.
Once the proper values of ω have been obtained with Eq. (6.22) the critical








ω (γs J˜ (γp+γs+2 γp s˜)+γn (−γc n˜+γs J˜ (1+s˜)))
γs (γc γn (J˜−n˜+J˜ s˜)+J˜ (−ω2+γp (γs+2 γs s˜)))
«–
. (6.23)
Since the term exp(−2iωT ) in Eq. (6.20) remains invariant under the transform
T 7−→ T +mpi/ω, ∀m ∈ Z (property known as clustering in Chapter 3), the for-
mer expression unfolds an infinite series of critical delay times given that at least
one real T ∗ exists.
Thus, the necessary and sufficient condition for the existence of a Hopf insta-
bility in the system is given by the condition that at least one real solution for ω
exists. From Eq. (6.22) it can be observed that this condition is that the quantity
−b ± (b2 − 4c)1/2 is a real and positive number. Since the sign of ω is irrelevant
we can only distinguish two branches of solutions for ω depending on the sign we
choose inside the square root of Eq. (6.22):
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ω1 =
((













To work out this condition a little bit more we define the discriminant D ≡ b2−4c.
The existence of a real solution for ω is guaranteed in the regions for which
D > 0 ∩ (b < 0 ∪ (b > 0 ∩ c < 0)). In the areas of the coupling strength
versus injection current plane where such conditions are satisfied we can assure
the existence of a real solution for ω and consequently, a critical delay time given
by expression Eq. (6.23) beyond which at least a pair of complex eigenvalues have
a positive real part.
In the next subsection we collect all the information about the fixed points
bifurcation study in order to create stability charts in the most relevant parameter
spaces.
6.2.2 Stability diagrams
Here we provide a complete overview of the stability of the different fixed points
with respect to variations of the injection current, coupling strength, and time de-
lay.
Current versus coupling strength
In Figure 6.4, we show the stability diagram of FP4 in the injection current versus
coupling strength parameter space (J˜ vs. κc). From the formerly studied condi-
tions of instability, three different regions can be identified in that plane.
Within the Delay-Independent Stable Region (DISR) the fixed point FP4 is
stable regardless the values of the coupling times. There, the system tends to op-
erate in its symmetric state given by FP4 no matter what the distance between the
lasers is. At the Delay-Independent Unstable Region (DIUR) zone the fixed point
FP4 is always unstable independently of the coupling times. The asymmetric FP2
and FP3 become stable as soon as the coupling strength decreases down to the
critical value κ∗c for which FP4 exactly enters into the DIUR zone. Finally, it is
also observed the existence of two Delay-Dependent Stable Region (DDSR) where
the stability of the symmetric fixed point FP4 is not only determined by the cur-
rent and coupling strength but also depends on the exact value of the coupling time.
From Figure 6.4 one can observe some more remarkable features. First, it is
important to notice that for a given coupling strength there is always a value of












































































Figure 6.4. Stability diagram in the coupling strength versus injection current plane (κc vs.
J˜) according to the signs of D, b and c. Solid, dashed and dotted lines represent the zero-level
contours for D, b and c, respectively. DISR: Delay Independent Stable Region. DIUR: Delay
Independent Unstable Region. DDSR: Delay Dependent Stable Region.
the bias current which is able to stabilize the symmetric steady-state operation of
the system (to induce a transition into the DISR zone for FP4). Another interest-
ing characteristic is that it is easier to destabilize the system through negative or
inhibitory couplings than with positive or excitatory ones. Note that the border be-
tween the DDSR and DISR regions appears for smaller values when the coupling
is negative than when it is positive. Both effects, the stabilization of the system
for large currents and the larger instability threshold for positive couplings, can
be related to the increment of the damping of the relaxation oscillations when the
bias or the injected photocurrent increase. Finally, it is worth to mention that the
sizes of the different stability regions in Figure. 6.4 strongly depend on the non-
linear carrier relaxation rate parameter γp. An increment of this parameter, which
corresponds to the gain saturation of the lasers, yields to a reduction of the DDSR
island located at positive coupling strengths. Hence, the nonlinear gain parame-
ter, besides introducing an essential nonlinearity in the system, becomes a very
important value since it tends to stabilize the dynamics and reduces the ranges of
parameters where instabilities may develop.
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Coupling strength versus time delay
In order to better understand the effect of the time delay on the stability properties,
we fix now the value of the bias current to a moderate value J˜ = 1/3. The goal
here is to build from the bifurcating events affecting FP4 its stability chart in the
coupling strength versus coupling time plane.
The procedure followed to construct such a stability diagram consists of:
1. fixing a value for the coupling strength κc,
2. find the corresponding values of ω1,2 given by Eqs. (6.24)-(6.25),
3. compute the critical delay times associated to T ∗(ω1,2) for different values
of m,
4. and repeat the former steps varying the coupling strength to obtain a family
of Hopf curves in the κc versus T plane.
Figure 6.5 shows the critical delay time curves corresponding to both eigenfre-
quencies ω1 and ω2, for values of m ranging from 0 to 5.
For the stability issue besides the critical delay time curves, which tell us the exact
parameter values for which a pair of eigenvalues lies on the imaginary axis, we
still need to check when the eigenvalues cross from the left to the right half-plane
of the complex plane or viceversa. This information is be obtained by computing





h(λ)∂h∂λ + T exp(−2λT )
, (6.26)
where h(λ) denotes the function
h(λ) = [κcγcγn(γcγn + γpγs)]






2(γcγn(1− κc) + γpγs)+
λ(γpγs(γn + γp + γs) + γcγn(γn + γp + γs − κcγs))] . (6.27)
We have numerically evaluated dℜ(λ)/dT |λ=iω1,2 from Eq. (6.26) as a function
of m for several coupling constants. The results are shown in Figure 6.6. Since
for all the values of κc and m investigated we obtain that dℜ(λ)/dT |λ=iω1 > 0
and dℜ(λ)/dT |λ=iω2 < 0, one must infer that the destabilization of eigenvalues
occurs at the critical delay curves associated to the eigenfrequency ω1, while sta-
bilizationstake place at the lines associated with ω2.
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Figure 6.5. Hopf curves T ∗(ω1,2)withm = 0, 1, 2, 3, 4, and 5 in the coupling strength versus
coupling time plane. Solid and dashed lines distinguish between the sequences associated to
ω1 and ω2, respectively. The Hopf curve associated to T ∗(ω2) with m = 0 has not been
considered here, since it appears at negative coupling delay times.
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Figure 6.6: dℜ(λ)/dT |λ=iω1,2 as a function of the period order m for several coupling strengths.
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From Figure. 6.6 it can be also deduced that the “velocity’ at which the eigen-
values cross the imaginary axis, in one or other direction, decreases monotoni-
cally with the period order m. These results, together with the fact that ω1 > ω2
(which implies that the periodicity in T for the appearance of the destabilizing
lines, 2pi/ω1, is smaller than the corresponding to the stabilizing curves 2pi/ω2),
demonstrate that the rate at which the eigenvalues become unstable at ω1, when
increasing T , is larger than the rate they become stable at ω2. Therefore, an arbi-
trarily large number of unstable eigenvalues can be achieved for sufficiently long
delay times. It is at this point when we can guarantee the absence of stability
islands inside the most external borders of the curves plotted in Fig. 6.5. The re-
sulting stability diagram for FP4 is then shown in Fig. 6.7.
Figure 6.7. Stability diagram of the FP4 in the coupling strength vs. time delay plane obtained
from the external margins of the critical lines in Figure 6.5 and the critical line κ∗c = −1 −
γpγs/γcγn.
Once the bifurcating study of the fixed points of the system has been completed
and the main stability maps constructed, we further continue our investigations by
looking at the properties of the periodic solutions and the route to chaos followed
by the system.
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6.2.3 Periodic solutions and the route to chaos
In the preceding part we have shown that the system can be destabilized through
a Hopf bifurcations with imaginary part ω1,2, leading to the appearance of oscilla-
tions at the same frequencies. The characteristics and stability of these limit cycles
are of fundamental importance to understand the transition of the system to more
complex behaviors.
Here, we first study the evolution of the eigenfrequencies ω1,2 (i.e., the fre-
quencies of the periodic solutions when they are born or die) as a function of the
coupling strength. We also compare these values with those of the relaxation os-
cillation frequency (ROF) which defines a very important time scale of any semi-
conductor laser system. In the computation of the ROF values we use the effective
injection current, i.e., bias plus photocurrent, in order to obtain a more accurate
description of the relaxation oscillations occuring in the coupled system.
Figure 6.8 illustrates the values of the eigenfrequencies. For negative coupling,
it is observed that the instability toward periodic solutions occurs at frequencies
near the free-running relaxation oscillations f1 = 2piω1 ∼ ROF (κc = 0) = 2.4
GHz. For positive couplings, however, f1 grows close, but always above, the ROF
of the coupled system. Concerning the frequency f2, it is observed that when stabi-
lization of the output of the lasers occurs, it is through an inverse Hopf bifurcation
at a frequency close to 2.4 GHz for positive coupling values and at a much lower
frequency for negative ones.
Once the period of the limit cycles solutions has been characterized we next an-
alyze the structure and stability of these periodic solutions embedded in the phase
space. In particular, we will focus on understanding their role in the route to chaos
of the system as the coupling delay time or distance between the lasers increases.
Route to chaos
The bifurcation diagram obtained for the normalized photon density s˜1 as a func-
tion of the coupling time between the lasers is shown in Figure 6.9. A similar
diagram is registered for s˜2. We will see in this section how the main features
of this diagram, namely a) the sudden transitions from chaos (C) to periodic be-
havior (P), b) the increasing size of the quasiperiodic and chaotic regions (Q and
C, respectively), and c) the clear repetitive structure of this diagram, are nothing
else but the signature of the properties of the limit cycles on the dynamics of the
system. In Figure 6.9 it is also noticeable that the route to chaos traced by our
mutually interacting lasers resembles the one followed by a single laser subject to
optoelectronic feedback [72].
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Figure 6.8. Eigenfrequencies f1,2 (solid lines) and ROF (dashed line) as a function of the
coupling strength κc.
To accomplish our goal we represent in Figure 6.10 the stability diagram for
different limit cycles as a function of the coupling time. The interpretation of this
plot and its relation to the bifurcation diagram goes as follows. First, we typi-
cally observe how decreasing the time delay a subcritical Hopf bifurcation (A)
[83–85] gives rise to a limit cycle that undergoes a stabilizing fold bifurcation at
another point (B). Then, this fold or saddle-node bifurcation for limit cycles is fol-
lowed by a Naimark-Sacker (C) bifurcation. At this point the limit cycle in which
the system is operating develops into a torus and a quasiperiodic dynamical state
emerges. When further decreasing the time delay, a torus breakdown is generally
observed leading to fully developed chaos. For even shorter delays, the sudden dis-
appearance of the chaotic behavior observed in Figure 6.10 seems to be induced
by a boundary crisis (D) that occurs when another unstable limit cycle collides
with the chaotic attractor that was born around the torus. Finally, the amplitude
of the periodic solution goes back to zero (E). Since the limit cycle is born (A)
and annihilated (E) on FP4, the periodic orbit path connects different points on
the continuation path of FP4. Similar periodic orbit bridges but between different
steady-states have been reported in the literature of semiconductor lasers subject
to coherent optical feedback [83, 84, 86].
This quasiperiodic route to chaos is rigorously checked through the computa-
tion of the Floquet multipliers at the appropriate points as it is illustrated in the
right panels of Figure 6.10. At the point labeled as (B), we observe how a real Flo-
quet multiplier is entering into the unit circle through the (1,0) coordinate, while
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Figure 6.9. Bifurcation diagram for s˜1 as a function of the coupling delay time. The coupling
strength has been fixed to κc = 0.5. Only maxima of time series were recorded to plot the
bifurcation diagram. The labels “P”, “Q” and “C” on the top of the diagram identify the
dynamical states as periodic, quasiperiodic and chaotic, respectively.
for the point (C) two complex conjugate Floquet multipliers are leaving the unit
circle at ± exp(i0.7pi) giving rise to a toroidal attractor. The winding number or
ratio between the periods of the two quasiperiodic motions taking place on the
torus can be estimated and coincide with the numerical simulations to be around
2pi/0.7pi ∼ 3.
The above explanation was illustrated with the limit cycles covering the delay
times in the range ∼ 440 − 720 ps. Taken into account that any other limit cycle
in Figure 6.10 has similar properties to the one just described, now we can easily
understand that: a) all the sudden transitions from complex to regular behavior are
probably induced by crisis events, b) the size of the islands of quasiperiodic or
chaotic behavior amounts to the distance between the points (C) and (D) which in-
creases for longer delay times, and c) the qualitatively repetitive structure found in
Figure 6.9 comes from the fact that new periodic solutions with similar properties
arise as the delay is increased.
We illustrate in Figure 6.11 the route to chaos obtained from the numerical
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Figure 6.10. Left panel: Stability diagram for limit cycles as a function of the coupling delay
time. The coupling strength has been fixed to κc = 0.5. Continuous and dashed lines indicate
stability and instability, respectively. Right panel: Floquet multipliers at the points labeled as
“B” and “C” in the left panel.
simulations when the coupling delay time is decreased. Temporal traces, power
spectra, and return maps clearly indicate a quasiperiodic route to chaos that per-
fectly agrees with the theoretical analysis and is also experimentally confirmed in
the following sections. In the first row, a perfectly periodic state is observed for a
delay time of T = 840 ps, giving rise to a single peak in the power spectrum near
the ROF and a single spot in the return map plot. Decreasing the delay down to
T = 800 ps, the quasiperiodic state is revealed by the power spectrum. There, a
slow frequency corresponding to the envelop frequency, a fast frequency coincid-
ing with the pulsating frequency and several harmonics and beatings between fast
and slow frequencies are clearly observed. The annular-shaped return map also
confirms the quasiperiodic behavior. Finally, for a delay of T = 720 ps, a chaot-
ically pulsating sequence is obtained. In this case, a broader spectrum and return
map are expected as it can be checked in the figure.
6.2.4 Mutual entrainment of laser instabilities
Once the different dynamical states have been characterized and the transition from
regular to complex behavior is well understood, it is interesting to know whether
the lasers are able to mutual entrain their dynamics or not. To study this, here we
compute the maximum of the cross-correlation function (ρmax) between the two
laser outputs as a function of the coupling strength, for a short (1 ns) and a long (15
ns) coupling time, T . Only values of κc & 0.25 are considered since the system
operates in a stable regime for smaller values.
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Figure 6.11. Numerically computed quasiperiodic route to chaos. Left column, time series;
Central column, power spectra; Right column, return maps. From top to bottom the delay time
T is 840 ps, 800 ps and 720 ps, respectively. The coupling strength is κc = 0.5.
In Figure 6.13(a) it can be seen that for short T a large correlation coefficient
is obtained for a large range of the coupling coefficients. Nevertheless, it must
be noticed that for most of the coupling rates both lasers operate in a periodic
regime exhibiting synchronous (zero-lagged) pulsations. When the time delay is
perturbed around ∼ 1, perfectly entrained antiphase oscillations are also observed
for most of the couplings. Only for values of κc around ∼ 0.5 do the lasers op-
erate in a quasiperiodic or chaotic regime and in these cases the maximum of the
cross-correlation coefficient drops down to ∼ 0.7.
When performing the same analysis but this time increasing the coupling time
up to 15 ns, we observe that for almost any coupling coefficient both lasers enter
into a quasiperiodic regime or even into a chaotic pulsating state for intermediate
couplings. In this case, the maximum of the cross-correlation coefficient remains
close to 1 except for intermediate coupling values for which it decays to ∼ 0.8.
Now, the time lag at which this maximum is found always corresponds to ∼ ±T .
Contrary to the previous case, now when slightly changing the delay time (but
still within the long delay time limit), the lag at which the maximum of the corre-
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Figure 6.12. Maximum of the cross-correlation function (ρmax) as a function of the coupling
strength for (a) T = 1 ns and (b) T = 15 ns.
lation appears continues being located at ∼ ±T and no zero-lagged solutions are
found. When reversing the sign of the coupling coefficient, in order to take into ac-
count negative coupling values, we find that the cross-correlation function decays
to much smaller values than for their positive coupling counterparts, revealing that
mutual entrainment is more difficult to achieve in the case that inhibitory couplings
are considered.
In order to further study the relative dynamics between the two lasers and
its dependence on the coupling delay time, the maximum of the cross-correlation
function and the time lag of this maximum are investigated as a function of T .
The results are presented in Figure 6.13 for a fixed value of the coupling strength
κc = 0.5. Figure 6.13(a) shows the maximum correlation between the two laser
outputs. It can be clearly seen that the correlation maximum decreases from a
value near 1 for short T , to a value around 0.8 for large delay times. We conclude
that a high correlation between the two laser outputs is only obtained when they
exhibit periodic behavior at short values of T , while it decreases when they enter
into chaotic regimes. In panel (b) we plot the absolute value of the lag at which the
maximum of the correlation appears. We have to stress that in all cases the cross-
correlation is a symmetric function of the lag, which indicates that in average does
not exist a defined leader or laggard role of any laser. For short T some windows
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of in-phase and anti-phase dynamics, corresponding to the operation of both lasers
in corresponding in-phase and anti-phase limit cycles, are observed. There also
exist some windows appearing for intermediate distances in which the lag between
series is larger than the coupling delay time T . These regimes mainly correspond to
situations where both lasers operate in quasiperiodic orbits. After these windows
the lag between the two outputs tends to the coupling delay time ±T for large
values of T , where the lasers behave chaotically.
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Figure 6.13. a) Maximum of the cross-correlation (ρmax) as a function of the coupling delay
time T . b) Absolute value of the lag at which the maximum of the cross correlation function
occurs. In both cases the coupling strength has been fixed to κc = 0.5.
6.2.5 Experimental results
As it was mentioned in the introductory part, laboratory experiments were per-
formed in collaboration with the Electrical Engineering Department of the Univer-
sity of California, Los Angeles in order to confirm the robustness of some of the
theoretical expectations and push the theoretical model to account for more realis-
tic situations. Here, we concentrate on experimentally demonstrate the quasiperi-
odic route to chaos and to show the mutual entrainment properties of the lasers.
In the experiments, the lasers were InGaAsP/InP single-mode DFB lasers both
operating at 1.299 µm wavelength and temperature stabilized at 21◦C. The two
lasers, which were chosen from the same wafer, are closely matched in their char-
acteristics to be highly identical and fit within the symmetric modeling assump-
tions. The photodetectors were InGaAs photodetectors with a 6-GHz bandwidth,
and the amplifiers were Avantek SSF86 amplifiers with 0.4 − 3 GHz bandpass
characteristics. The laser intensities measured by the photodetectors were recorded
with a Tektronix TDS 694C digitizing sampling oscilloscope with a 3-GHz band-
width and a sampling rate up to 1×1010 Samples/s. Power spectra were measured
with an HP E4407B RF spectrum analyzer that has a spectral range from 9 kHz
to 26.5 GHz. The mutual coupling strength and the coupling delay time could be
adjusted by changing the attenuation on the coupled optical power and the optical
path length in the coupling channel, respectively.
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Figure 6.14 shows a sequence of three dynamical states which are regular puls-
ing (RP), two-frequency quasiperiodic pulsing (Q2), and chaotic pulsing (C), re-
spectively, obtained by varying the coupling delay times around T1 = T2 ∼ 15
ns. Due to experimental limitations shorter coupling time were very difficult to
explore and all experimental measurements were performed in the long coupling
time limit. Although the coupling strength is experimentally difficult to measure,
we estimate it to correspond to a value of κc between 0.5 and 7. For each dy-
namical state, the time series, power spectrum, and return map from the system


































































Figure 6.14. Experimental quasiperiodic pulsing route to chaos when decreasing the coupling
delay time (from top to bottom T is decreased around T = 15 ns) for mutually coupled lasers
with the configuration shown in Figure 6.1. RP: Regular pulsing state; Q2: Two-frequency
quasiperiodic pulsing state; C: Chaotic pulsing state. First column, time series; Second col-
umn, power spectra; Third column, return maps.
In panels (a)-(c) the system is found in a regular pulsing state. The time series
in Figure 6.14(a) shows a train of regular pulses with a constant pulsing intensity
and interval. The power spectrum in Figure 6.14(b) has only one fundamental puls-
ing frequency, f1, which is about 1 GHz, close to the experimentally determined
ROF. The Poincare´ map section in Figure 6.14(c) is obtained by recording a peak
sequence P (n) at the local intensity maxima of a pulse train and further plotting
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P (n) versus P (n + 1), as it was done for the numerical results. In the regular
pulsing state, the output has a constant peak intensity, and the return map shows
only one spot. The fluctuations in the time series and, consequently, the scattering
in the return map are mainly caused by the noise in the system and the sampling
errors from the oscilloscope.
When the coupling delay time is decreased, we can observe how the system
enters into a two-frequency quasiperiodic pulsing state with the pulsing intensity
modulated at a frequency f2 as shown in panels (d)-(f) of Figure 6.14. There,
the time series clearly shows this modulation of the peak intensity. In the power
spectrum, besides the pulsing frequency f1, an incommensurate f2 indicating the
modulation of peak intensity shows up. The appearance of two incommensurate
frequencies, f1 and f2, is the indication of quasiperiodicity in our coupled laser
system. In the return map, the data points are still scattered due to noise and
sampling errors. However, we can see that the distribution in Figure 6.14(f) is
more scattered than that in Figure 6.14(c) because of the modulation on the pulse
intensity.
In panels (h)-(j), when the delay is further decreased, the system enters into a
chaotic pulsing state. From the time series, we find that both the pulse intensity and
the pulsing interval vary chaotically. At the same time, the power spectrum of the
chaotic pulsing state is broadened with a much increased background, indicating
the onset of chaos. The return map shows a highly scattered distribution in a large
area.
Therefore, the system is shown to enter a chaotic pulsing state through a
quasiperiodic route as it was predicted by the analysis of the limit cycles embed-
ded in the phase space.
Regarding the entrainment of instabilities emerging from the coupling of both
lasers, we have also experimentally observed that for the long delay time limit
the maximum of the cross-correlation function between the two intensity signals
appears at ∼ ±T , as it happens in the numerical analysis. Figure 6.15 shows ex-
perimental temporal traces and the cross-correlation function between these two
series. Although the correlation value is significantly lower (mainly due to noise
originated in the sampling process) than the one predicted numerically (∼ 0.8 for
this operation regime), the two largest maxima still appear at the lags ∼ ±T .
Hence, these experimental results verify qualitatively the results obtained from
the numerical simulations concerning the demonstration of the quasiperiodic route
to chaos followed by the system when the distance between the lasers or delay
time is varied, and the achronal synchronization between their chaotic dynamics.
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Figure 6.15. Experimental temporal series and their cross-correlation function in the long
delay time limit. The coupling delay time is T = 15 ns.
6.2.6 Conclusions
In this first part of the chapter we have extensively studied by analytical, numeri-
cal, and experimental means the stability diagrams and synchronization of a system
composed by two single mode semiconductor lasers with bidirectional optoelec-
tronic delayed coupling.
Our analysis has provided a clear understanding of the basic mechanisms lead-
ing to the different dynamical instabilities and the role played by the different
parameters, namely the injection current, coupling strength, and delay time.
The route to chaos when varying the coupling delay time has been theoretically
identified and experimentally confirmed as a quasiperiodic scenario with crisis
events.
The effect of the coupling delay time on the mutual entrainment properties be-
tween the lasers has also been investigated and confirmed by experimental results
which qualitatively agree with the analytical and numerical analysis.
As a final conclusion it is worth remarking that the validity of the fixed points
stability analysis performed in this chapter for the optoelectronic coupling can be
directly translated to the case when the interaction between lasers is of incoherent
optical nature [87]. This result comes from the observation that the characteristic
equation for a general model of incoherent interactions, once linearized on the
corresponding fixed points, leads to the same expression as that obtained in the
optoelectronic case with negative coupling Eq. (6.20). Only a proper scaling of
the coupling strengths ξc,incoherent 7−→ −ξc,optoelectronic needs to be performed
in order to establish a complete analogy. The similarities between both types of
interactions extend even to the nonlinear regime since numerical simulations show
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the same route to chaos and entrainment phenomena are also shared by these two
schemes.
6.3 Bidirectional coupling with feedback
Once the dynamics of our mutually-coupled configuration have been character-
ized, we can now approach the different effects and questions risen by the addition
of feedback loops to each one of the lasers. Thus in the second part of this chapter
we investigate the instabilities arising from the delayed interaction between two
self-oscillating lasers. Due to the inclusion of the feedback loops we can tune
the dynamics of the uncoupled lasers between steady, oscillatory, pulsating, and
chaotic behavior so that we can investigate the effect of the delay on different
synchronization properties of the system. Other dynamical phenomena like the
quenching of oscillations are also reviewed.
First, we start by investigating the stability problem of the fixed points in the
presence of feedback loops. Unless explicitly mentioned, a symmetric configura-
tion is chosen for the feedback lines (κf1 = κf2 ≡ κf and τf1 = τf2 ≡ τ ).
6.3.1 Stability diagrams
The four fixed points that we considered in the previous sections can modify their
location and stability properties due to the feedback loops. The main objective of
this section is to build up the stability charts of these fixed points in the coupling
versus feedback strengths plane and in the coupling versus feedback delay times.
Fixed point FP1
We start by analyzing the case of one of the symmetric steady-states. The behavior
of FP1 (“off’ state) is unaffected by the photocurrent that is feed back to the laser
because they are not emitting any light. Thus its stability limit is still given by the
solitary threshold J˜ regardless of the coupling and feedback interactions.
Fixed point FP4
For the study of the stability of the other symmetric fixed point, FP4, it is conve-
nient to separate the cases where real or complex eigenvalues cross the imaginary
axis.
Real eigenvalues. The analysis of the characteristic equation for FP4 yields the
condition to obtain a real zero eigenvalue (λ = 0) as
6.3 Bidirectional coupling with feedback 87
κc − κf = −1− γpγs
γcγn
. (6.28)
This is the generalization to the critical coupling strength given by Eq. (6.19) once
feedback loops are included. Therefore, inside the region defined by the inequality
κc − κf < −1 − γpγs/γcγn in the coupling versus feedback strengths plane one
can assure that there is at least one eigenvalue of FP4 with a positive real part and
consequently the fixed point is unstable. We notice that this condition is indepen-
dent of the time delays, i.e., regardless of the values of T and τ the simultaneous
and symmetric CW operation of both lasers is unstable.
While discussing the transition of real eigenvalues to the right-hand side of
the complex plane, we can take advantage and analyze some codimension-two
bifurcating points. Takens-Bogdanov points (TB), for instance, are associated to
a double zero eigenvalue crossing the imaginary axis. Thus, in order to find these
points one must the set of parameters that simultaneously satisfy the nullity of the
characteristic equation (∆(λ = 0) = 0) and its derivative (∂∆/∂λ|λ=0 = 0). The








Consequently, the location of the parameters corresponding to a TB point can pro-
ceed for example, by fixing the feedback strength κf to a given level and obtain
a compatible value for κc from Eq. (6.19). Then, Eq. (6.29) provides a linear re-
lationship between the delay times τ and T for which a TB point must appear.
Besides these mathematical conditions the positiveness of both delay times is an
unavoidable physical requirement. The usual interpretation of these codimension-
two points as accumulation points of a Hopf curve whose eigenfrequencies tend to
zero has been numerically checked by continuing a family of Hopf bifurcations.
Complex eigenvalues. A bit more complicated than the previous case is the de-
tection of bifurcations involving complex eigenvalues. Let us begin by writing
down the characteristic equation for FP4. Due to the symmetry of both the config-
uration and the solution that we are considering the characteristic equation factor-
izes as
(
ue−λτ + pλ2 + qλ+ y − ve−λT
)(
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where u, v, p, q, and y are coefficients that only depend on the internal and control
parameters κc, κf , and J˜ .
The search for Hopf bifurcations starts from the finding of zeros of any of the
two factors of Eq. (6.30) after having imposed the condition of pure imaginary
eigenvalues, λ = iω. Then, the eigenfrequencies ω must satisfy at least one of the
equations
ue−iωτ − pω2 + iqω + y ∓ veiωT = 0 . (6.31)
The separation into real and imaginary parts of the former equations
u cosωτ − pω2 + y = ±v cosωT = 0 (6.32)
−u sinωτ + qω = ∓v sinωT = 0, (6.33)
allows an easy elimination of the coupling delay time T by squaring and adding
Eqs. (6.32)-(6.33). After this manipulation the resulting equation for ω reads
ω4 + b ω2 + c+ (dω2 + e) cos(ωτ) + f ω sin(ωτ) = 0 , (6.34)
where the coefficients are involved functions of the parameters
bΛ2=2 (−1+κc+κf) γc3 γn3+γp2 γs2 ((γn+γp)2+2 γn γs+γs2)
+2 γc γn γp γs ((γn+γp)2−((−2+κc+κf) γn+γp) γs−(−1+κc+κf) γs2)





cΛ2=−((γc γn+γp γs)2 ((−1+κc2−κf 2) γc2 γn2−2 γc γn γp γs−γp2 γs2)),
dΛ =−2κf γc γn (γc γn+γp γs),
eΛ2=−2κf γc γn (γc γn+γp γs)
3,
fΛ2 =−2κf γc γn (γc γn+γp γs) (−(γc γn (γn+γp))+(−1+κc+κf) γc γn γs−γp γs (γn+γp+γs)),
Λ≡(−1+κc+κf) γc γn−γp γs .
Coupling versus feedback strengths. As in the first part of this chapter where
no feedback loops were considered, the location of the regions in the parameter
space where a real solution for ω exists or not is of central importance. In con-
structing the stability diagrams these regions signal where Hopf bifurcations are
possible. Thus, the Delay-Independent Stable Region (DISR) is composed by the
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set of points in the κc versus κf plane where, independently of the values of the
delay times τ and T , no real solution for ω exists. Within that zone of parameters,
there is no combination of feedback and coupling delay times able to destabilize
the constant and identical output of both lasers. On the contrary, there are also re-
gions in the κc versus κf plane where the existence of a real solution for ω depends
on the specific values of the feedback and coupling delay times. Such zones form
the delay-dependent stable region (DDSR), and there one can always find a proper
combination of delay times that induces oscillations in the lasers through a Hopf
bifurcation. Finally, we can define the delay independent unstable region (DIUR),
where no matter the delay times we chose the operation on FP4 is unstable. In this
case, the condition given in Eq. (6.28) defines an area where an eigenvalue with
positive real part exists independently of τ and T , and as a consequence FP4 is
unstable regardless the distance between lasers and the feedback loop lengths.
The search of these different stability regions directly face us to deal with the
existence of real solutions for the transcendent equation Eq. (6.34). At this point of
the analysis, one of the possible approaches to construct such a stability diagram
consists of fixing the coupling κc and feedback κf strengths, and numerically look
if any real solution for ω appears when scanning the feedback delay time τ . It
is important to remind that the coupling delay time T has been eliminated from
Eqs. (6.32)-(6.33). Hence, depending on the output of this search for real solutions
one could classify the points (κc, κf ) as belonging to one stability region or another
(DISR, DDSR, or DIUR).
This procedure, however, requires a nested sweeping of three parameters plus
the numerical resolution of a transcendent equation for each of the parameter
points scanned. Instead, we develop here a much less computational demand-
ing approach that will enable us to find analytical conditions on the coefficients
of Eq. (6.34) for the stability of the system. Since the coefficients of Eq. (6.34)
only depend on κc and κf one can finally translate the stability conditions on the
coefficients to the coupling versus feedback strength parameters plane and obtain
the desired stability map.
Let us start by considering the left-hand side of Eq. (6.34) as a function of
the two variables ω and τ , Q(ω, τ). The main question is how can we obtain
analytical conditions for the existence of real roots of Q? The idea behind the
method considered here is that when looking for zeros of Q(ω, τ) one could scan
the ω versus τ plane in a suitable manner to make the problem easier. From the
infinitely-many choices for scanning such a plane we find that a great advantage
can be taken if it is scanned through the family of hyperbolas ωτ ≡ h = constant.
By doing so, on each of these curves Eq. (6.34) reduces to a fourth-order polyno-
mial Qh(w) = ω4 + rω2 + sω + t, where the coefficients r, s and t are functions
κf , κc, and h. Now, the conditions on the coefficients to have no real solutions can
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be obtained from the algebraic structure of polynomials on a real variable.
Thus, in the same way that the sign of the quantity b2 − 4ac distinguishes the
cases when a quadratic function P (x) = x2 + bx + c has any real root or not,
a series of discriminants can be defined for higher order polynomials giving us
conditions on the coefficients for the existence and multiplicity of real roots. To
our purposes, all we need to know is that the discriminants that will help us to
classify the roots of Qh can be computed as determinants of some minors of the
Sylvester matrix between Q and its derivative Q′ [88]. The expressions of the
discriminants of a fourth-order polynomial are
∆1 = 1 ,
∆2 = −r ,
∆3 = −2r3 − 9s2 + 8rt ,
∆4 = −4r3s2 − 27s4 + 16r4t+ 144rs2t
−128r2t2 + 256t3 .
The relation between the number of real zeros (counting their multiplicity) and the
discriminants of a quartic polynomial is collected in Table 6.1.
Number of real roots Multiplicity Discriminant conditions
0 0 ∆4 > 0 ∩ (∆3 ≤ 0 ∪∆2 ≤ 0)
0 0 (∆4 = ∆3 = 0) ∩∆2 < 0
2 1,1 ∆4 < 0
2 2 ∆3 < 0 ∩∆4 = 0
4 1,1,1,1 ∆2 > 0 ∩∆3 > 0 ∩∆4 > 0
4 1,1,2 ∆2 > 0 ∩∆3 > 0 ∩∆4 = 0
4 2,2 ∆2 > 0 ∩ (∆3 = ∆4 = 0) ∩ s = 0
4 1,3 ∆2 > 0 ∩ (∆3 = ∆4 = 0) ∩ s 6= 0
4 4 ∆2 = ∆3 = ∆4 = 0
Table 6.1: Classification of the real zeros of a quartic polynomial.
Now, only varying one parameter (h) with the former criteria we analytically
obtain a series of regions in the κc versus κf plane where we guarantee that no real
roots can be found. These points determine the DISR zone since no matter what
the values of the delay times amount to, Eq. (6.34) cannot have an eigenvalue on
the imaginary axis. Numerical simulations also confirm the location of the DISR
zone on the parameter space here predicted.
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Only now we are in conditions to obtain the full stability diagram of FP4. With
the former procedure placing the DISR zone and Eq. (6.28) limiting the DIUR
region, the stability chart for J˜ = 1/3 is presented in Figure 6.16. It is important
to notice that for the value of bias chosen, κc and κf play a highly symmetrical
role at destabilizing FP4. It must be observed that by increasing the magnitude
of the coupling or feedback strength the system is able to enter into the DDSR
independently of the sign of these interactions, excitatory or inhibitory. However,
this is not the case regarding the DIUR zone where it is very important the sign of
the strengths considered. For instance, only with either a very negative coupling
or a very large positive feedback, or a combination of both the system falls into the
DIUR regime. So, we see how an inhibitory coupling and an excitatory feedback
complement each other in order to destabilize the symmetric FP4.
A naive interpretation of the destabilizing role of the inhibitory coupling in our
system is that a negative coupling interaction tends to establish a kind of competi-
tion between both lasers. Thus, the lasers simultaneously try to decrease the power
of their counterpart what eventually favors the operation in one of the asymmetric





























































Figure 6.16. Stability diagram in the κc versus κf plane for FP4, showing the delay-
independent stable region (DISR), the delay-dependent stable region (DDSR), and the delay-
independent unstable region (DIUR). The boundary between the DDSR and DIUR is defined
by the transcritical line, Eq. (6.28). J˜ = 1/3.
Coupling versus feedback delay times. So far we have identified the effect of
the different strength values in the stability of the system. Next, we fix the cou-
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pling and feedback strength values and focus on the role of the several delay times
in the system.
To this respect, once a solution ω has been obtained from Eq. (6.34) the critical
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where m ∈ Z, and p and q are defined by the following expressions
p ≡ [γpγs(γn + γp + γs) + γcγn(γn + γp − (−1 + κc + κf )γs)]ω
+ κfγcγn(γcγn + γpγs) sin(ωτ) ,
q ≡ −γ2cγ2n + γpγs(ω2 − γpγs)− γcγn
[
2γpγs + (−1− κc + κf )ω2
]
+ κfγcγn(γcγn + γpγs) cos(ωτ) .
For such combination of delays we can guarantee that at least one pair of conjugate
eigenvalues lie on the imaginary axis. The Hopf curves in the coupling versus
feedback delay times are shown in Figure 6.17 for the case κc = κf = 0.25 and
J˜ = 1/3.
The most salient feature of this figure is the similar role played by the feedback
and coupling delay times in destabilizing the system. Consequently, the pattern of
dynamical behavior observed when increasing the distance between the lasers and
keeping constant the feedback lengths is qualitatively identical to the one obtained
by maintaining fixed the coupling time parameter and enlarging the feedback loop
times. However, an important time scale difference between the two delay times
is noticed. For instance at appropriate parameter values the minimum coupling
time needed to excite oscillations is ∼ 10 ps, while the equivalent for the feedback
delay time exceeds the 60 ps.
In the same figure, at the intersection of these Hopf curves we identify the
double Hopf codimension-two points where two pairs of purely imaginary conju-
gate eigenvalues exist. To complete our findings on codimension-two bifurcating
points it is worth to comment that the simultaneous requirement of Eq. (6.28) and
Eq. (6.35) provides a set of parameters where a single zero and a pair of purely
imaginary eigenvalues coexist.
Fixed points FP2 and FP3
The study of the stability of the asymmetric steady states FP2 and FP3 through
their characteristic equation turns out to be challenging for any analytical treat-
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Figure 6.17. Hopf curves and stability diagram in the T versus τ plane for FP4. The oblique
lines indicate the regions where the fixed point is stable. At the crossing of the Hopf curves,
a double Hopf codimension-two bifurcation takes place. Both the feedback and coupling
strength are fixed at 0.25. J˜ = 1/3.
ment. Nevertheless, we have undertaken extensive numerical simulation of Eqs.(6.6)-
(6.9) to analyze their stability map. The stability charts for FP2 and FP3 are equiv-
alent and presented in Figure 6.18. The boundary between DIUR and DDSR is de-
fined by the condition Eq. (6.28). There also exists a small delay-independent sta-
ble region (DISR) for FP2 and FP3 bounded by the critical line given by Eq. (6.28)
on one side, and by the minimum feedback coefficient that is able to excite oscil-
lations in the solitary laser case (κf ∼ 0.24 for J˜ = 1/3), on the other side.
With the former analysis we have gained the necessary insight into the stability
and bifurcations of the system to approach new problems in our configuration. In
the subsequents sections we address the prediction of the “death by delay” effect in
our system as well as some general phenomena in the theory of coupled oscillators,
such as frequency locking and chaotic synchronization.
6.3.2 Death by delay
When uncoupled, a proper combination of the feedback strength and feedback de-
lay time can set the lasers to operate as periodic oscillators, i.e., with their optical
intensities varying periodically. Then, once they are coupled, it is interesting to
know which are the effects of increasing the distance between the oscillators or
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Figure 6.18. Stability diagram in the κc versus κf plane for FP2 and FP3, showing the
delay-independent stable region (DISR), the delay-dependent stable region (DDSR) and the
delay-independent unstable region (DIUR). J˜ = 1/3.
lasers. In particular, we investigate the phenomenon of oscillation death by which
the coupling between two oscillators might be able to quench their oscillations
through a collapse to the zero-amplitude state [2, 13, 89, 90]. As we have seen in
Chapter 3, when delay is absent in the coupling term a large dispersion or detun-
ing in the natural frequencies of the oscillators besides a diffusive coupling are
required to observe this phenomenon [1, 2, 50]. Only recently, Ramana et al. [13]
showed that these restrictions can be relaxed if the coupling is delayed, i.e., if the
communication between both oscillators cannot be considered instantaneous com-
pared to their internal time scales.
This important effect, commonly known in the literature as “death by delay”
can be predicted in our laser system with the help of our former bifurcation anal-
ysis. We tackle the problem of finding these quenching regions by computing
the Hopf curves for FP4 in the κc versus T plane, and checking the direction of
crossing of the eigenvalues at these borders.
Following this procedure, we are able to find closed regions in the parameter
space κc versus T where the fixed point FP4 is again stable and induces the death of
the oscillations in the system. These regions which are surrounded by supercritical
Hopf lines (if subcritical, bistability could easily prevent trajectories to converge to
FP4) are called “death islands” and are shown in Figure 6.19 for different feedback
delays. κf is fixed to 0.3 and J˜ = 0.1. Under these conditions when uncoupled
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both lasers oscillate with a fundamental period ∼ 600 ps.
Figure 6.19. Hopf curves and “death islands” (shadowed regions) in the κc versus T plane for
FP4 for several values of the feedback delay time 975 ps (a), 1050 ps (b), 1125 ps (c), 1200 ps
(d). The feedback strength is κf = 0.3 and the bias current is set to 10% above threshold, i.e.,
J˜ = 0.1.
We find that the “death by delay” phenomenon appears in a wide parameter
range in our system. For feedback delay times below τ = 925 ps, not shown in the
figure, no “death islands” appear since the lasers are stable even when decoupled.
“Death islands” start to emerge when the solitary lasers undergo self-sustained os-
cillations at τ ∼ 950 ps. Several “death islands” computed for τ = 975 ps can be
observed in Figure 6.19(a), which are regularly, although not completely, spaced.
The existence of multiple islands when varying T it is also experimentally demon-
strated in the corresponding section of this chapter. It is interesting to observe that
the size of these islands decreases when the coupling delay time T increases until
they completely disappear for T & 1500 ps. Moreover, the number of islands and
their size continuously decrease when increasing τ until they completely disappear
for τ = 1225 ps. In the regions surrounding the “death islands” each laser usually
operates in a limit cycle. When varying T new limit cycles are created and they
are born in alternation between in-phase and anti-phase, this is, after a limit cycle
where both lasers oscillate in-phase is born, the next limit cycle that is created is
an anti-phase one, and so on. Consequently, when jumping into a “death island”,
the mutual drift to the stationary-state occurs through either a series of in-phase
or anti-phase oscillations of exponentially decreasing amplitude, depending on the
limit cycle in which the lasers were operating before the jump.
This is illustarated in Figures 6.20 and 6.21. In the first case we have analyzed
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the behavior of the laser outputs when moving into the first “death island” of Fig-
ure 6.19(a). When running a simulation of Eqs. (6.6)-(6.9), after transients have
been skipped, at t = 5 ns we vary the coupling delay from T = 50 ps to T = 0 ps.
This change in T causes a mutual drift to the zero-amplitude state through a series
of in-phase pulses with a decreasing exponential envelope (see Figure 6.20).





















Figure 6.20. (a) Quenching of the oscillations when the coupling delay in changed (T = 50
ps 7→ T = 0 ps). The temporal series of laser 2 has been vertically displaced for clearness
reasons. (b) Top: eigenvalues at T = 50 ps; bottom: eigenvalues at T = 0 ps. The bias,
feedback coefficient, and feedback delay time correspond to those of the Figure 6.19(a). The
coupling is fixed at κc = −0.2.
Figure 6.21 shows the oscillation death when the distance between lasers is
changed from T = 350 ps to T = 250 ps, i.e., the coupling parameters move
within the second island in Figure 6.19(a). Notice that now the transition to CW
occurs through anti-phase oscillations of decreasing amplitude.





















Figure 6.21. (a) Quenching of the oscillations when the coupling delay in changed (T = 350
ps 7→ T = 250 ps). The temporal series of laser 2 has been vertically displaced for clearness
reasons. (b) Top: eigenvalues at T = 350 ps; bottom: eigenvalues at T = 250 ps. The
bias, feedback coefficient, and feedback delay time correspond to those of Figure 6.19(a). The
coupling is fixed at κc = −0.2.
A very interesting feature of Figure 6.19(a) is the fact that one of the “death
islands” reaches the T = 0 axis. This is also illustrated in the oscillatory death in-
duced in Figure 6.20 where the coupled delay time is moved toward zero and still
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a quenching of the oscillations is observed. These feature (oscillations quench-
ing for T = 0) is also independently confirmed by the direct computation of the
eigenvalues of the characteristic equation with the MATLAB package for analysis
of delay differential equations DDE-Biftool [60]. Therefore, there is an apparent
contradiction with the above-mentioned arguments that no identical oscillators can
drive each other to a zero-amplitude state in the absence of delay in the coupling,
as it was illustrated in the Figure 2.2 of Chapter 2.
And however in our scheme we detect the quenching of two identical oscilla-
tors even for a zero-delay in the coupling. We have checked in our laser setup and
in some universal models of oscillators (Ginzburg-Landau) that this controversy
arises from the special origin of the pulsating behavior in our laser system. Based
on these observations we conjecture that if a system is lead to oscillations under the
presence of a delayed feedback term no delay in the coupling between oscillators
is needed in order to observe the death effect for identically-coupled oscillators.
Most of preceding studies of “death by delay” [13,50,61,91] have only considered
a time delay in the interaction between subsystems but not in the feedback loops, if
any was included. Thus, our results indicate that in order to induce the quenching
of oscillations neither an asymmetry nor a delayed coupling are required. Just a
delay, independently of its origin, is necessary to relax the quenching conditions
for identical coupled oscillators.
The role of a finite bandwidth of the photodetector-amplifier response on the
lines of Figure 6.19 have also been taken into account for a better comparison with
the experiments presented below. The effects of a high cutoff frequency of the
filters is not important when this cutoff occurs at frequencies higher than the relax-
ation oscillations frequency of the lasers (as mostly happens in the experiments).
On the contrary, a low cutoff frequency removes the continuous part of the spec-
trum of the lasers, what is found to entail an increase of the size of the death islands
and to even create new ones.
6.3.3 Synchronization
The synchronization of both lasers is studied here for three different situations. For
identical lasers, we first consider the case of coupled limit cycle oscillators, and
secondly we address the synchronization of chaotic oscillators. Finally, we ana-
lyze the role of slightly asymmetric operation of the lasers. The different types of
synchronization are characterized by two figures of merit, namely, the correlation
degree between amplitudes and the relative phase of the oscillations.
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Identical systems
Several phenomena related to synchronization concepts appear in our multiple de-
layed system. Starting from a configuration in which both lasers are self-sustained
oscillators due to their own feedback loop, we study the amplitude and phase syn-
chronization between the laser intensities as a function of the coupling strength
and coupling delay time.
The correlation between the amplitudes of the signals is characterized through
the maximum of the cross-correlation function, while the phase synchronization is
studied by means of the analytical signal concept constructed with the aid of the
Hilbert transform [23]. The Hilbert phase allows us to generalize the concept of
phase for arbitrary signals, although it has only a clear physical meaning when the
spectrum of the signal is narrow-band. See Chapter 2 for a short definition of the
Hilbert phase.
Figure 6.22. Bifurcation diagram for s˜1 (black) and s˜2 (grey) as a function of T . Maximum
of the cross-correlation function Γ. Mean Hilbert phase difference ∆φH . The feedback pa-
rameters are κf = 0.3 and τ = 1 ns, while the coupling strength is fixed at κc = −0.1. The
bias is set to J˜ = 1/3.
In Figure 6.22, we find from top to bottom the bifurcation diagram of the laser
intensities when T is varied, the maximum of the cross-correlation function, and
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the mean Hilbert phase difference between the laser signals. Interestingly, we can
observe how increasing the coupling delay time a sequence of symmetry-breaking
or pitchfork bifurcations for limit cycles occurs. The breaking of the Z2-symmetry
under the exchange of laser 1 and 2 in the Eqs. (6.6)-(6.7) is for instance, clearly
observed at T ∼ 500 ps. Before that point the two lasers operate in an in-phase
symmetric limit cycle and both lasers display oscillations with the same ampli-
tude. After the bifurcation, the system operates in one of the two newly created
asymmetric limit cycles where each laser pulses with a different amplitude but at
the same frequency. A plot of the symmetric and the two asymmetric limit cycles






Figure 6.23. Portrait of the limit cycles involved in the spontaneous symmetry-breaking bifur-
cation. SLC and ALC stand for symmetric limit cycle and asymmetric limit cycle, respectively.
The SLC is plotted when is still stable at T = 496 ps, while the ALC are showed just after the
bifurcation takes place at T = 498 ps.
Thus, depending on the initial conditions the perfectly symmetric system spon-
taneously tends to operate in one of the asymmetric limit cycles. The amplitude of
the oscillations in each laser becomes different, as shown in Fig. 6.24. There lies
the localized synchronization concept by which two mutually coupled systems can
exhibit synchronized oscillations with different amplitudes [40, 92]. We also note
that by increasing further the coupling delay, larger ratios between the amplitudes
of both lasers can be achieved, as is illustrated in Fig. 6.25.
The localized synchronization is also characterized by a non-zero relative
phase between the two oscillators. By increasing the delay coupling time each
of these asymmetric limit cycles bifurcate to a torus and quasi-periodic dynamics
with different amplitude are observed for each laser. Further increasing the bifur-
cating parameter a transition to a more complex behavior occurs, where both lasers
show irregular oscillations with similar amplitudes and an anti-phase dynamics is
observed. For larger delays, we can appreciate how the system tends to operate in











Figure 6.24. Temporal series of the lasers when operating in the SLC and ALC. The time
traces has been vertically displaced for clearness reasons. Top: the lasers oscillating with in-
phase dynamics on the SLC; middle: the lasers are operating in one of the ALC and pulsating
with different amplitudes; and bottom: changing the initial conditions the lasers operate in the





Figure 6.25. Increasing the coupling delay time to T = 530 ps, the ratio between amplitudes
becomes as large as 2. Solid line: laser 1; dashed line: laser 2.
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an anti-phase limit cycle, which eventually undergoes the same type of bifurcations
than those commented for the previous in-phase limit cycle. This kind of structure
going from an in-phase limit cycle to an anti-phase limit cycle and vice versa is
repeated as T increases and consequently several islands of localized synchroniza-
tion, quasi-periodic dynamics, and in-phase and anti-phase pulsating behavior are
found.
The correlation degree, defined as the maximum of the cross-correlation func-
tion, is relatively high (0.96 – 1) for the entire bifurcation diagram. The correlation
degree is almost perfect during the in-phase and anti-phase limit cycles whereas a
small drop in correlation can be observed when the system operates in the local-
ized synchronization regime.
Figure 6.26. From top to bottom: bifurcation diagram for s˜1 and s˜2, maximum of the cross-
correlation function Γ, and mean Hilbert phase difference. The feedback parameters are κf =
0.3 and τ = 1 ns, while the coupling delay time is fixed at T = 500 ps. The coupling strength
is scanned from κc = −0.3 up to κc = 0.3.
Different type of structures and dynamical regimes show up when the bifur-
cation parameter considered is the strength of the interaction. Figure 6.26 shows
the bifurcation diagram, maximum of the cross-correlation function, and Hilbert
phase difference between the two laser signals as a function of the coupling rate
κc. Starting from an uncoupled configuration at the point κc = 0, the phase dif-
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ference depends on the initial conditions and has been set at zero for convenience.
Upon increasing the coupling strength we observe how the two oscillators remain
in an in-phase limit cycle. Further increment the coupling rate leads to a sudden
transition to quasi-periodic behavior in both lasers whose phase difference slightly
oscillates around pi. After this island of quasi-periodic behavior, which appears
from κc = 0.04 to κc = 0.047, a regime with anti-phase periodic oscillations is
reached. The amplitude of this limit cycle grows with the coupling strength until
it reaches the value κc = 0.2. Beyond that value complex dynamics develops.
When inhibitory coupling strengths are considered in the left part of the di-
agram new dynamical regimes and synchronization properties are found. For
slightly negative couplings, κc ∈ (−0.03, 0), we obtain an anti-phase dynamics
between the two laser outputs. When further decreasing the coupling rate from
zero the system enters into a chaotic behavior area which ends with a symmetry-
restoring bifurcation around κc ∼ −0.1. Before this point is reached the two lasers
have passed through a regime of localized synchronization with a phase differ-
ence approaching zero as the coupling tends to the symmetry-restoring bifurcation
point. In-phase oscillatory behavior is then observed until the coupling value is
decreased down to κc = −0.15. Beyond this point and at least until the minimum
coupling strength we investigated (κc = −0.3) the two lasers oscillate with very
different amplitudes. More important is the fact that the laser with smaller ampli-
tude enters into a period-two state while the one with larger amplitude remains in a
period-one state. This constitutes a second type of asymmetric dynamical regime
we have identified for this perfectly symmetric system. We notice that associated
to this sudden jump to a period-two asymmetric limit cycle there is a discontinuous
change in the amplitude and frequency of the oscillations in both lasers.
Chaotic synchronization
An important point we have just considered is the study of the relative dynamics
between the two lasers when they operate as self-sustained oscillators, i.e., peri-
odically oscillating when uncoupled. Regarding the dynamics developed with this
starting regime, we have numerically observed that both in-phase and anti-phase
dynamics appear for both positive and negative coupling coefficients at certain
values of the coupling delay time T .
However, by increasing the feedback strength and delay time we can force the
lasers to operate in a chaotic regime even when they are uncoupled and study if
they manage to synchronize their intrinsically chaotic fluctuations once the inter-
action is switched-on. In contrast to what occurs in the optically coupled face-
to-face semiconductor lasers [10], we find that the isochronal (zero-lag) solution
between the two lasers can be stable in a wide range of operation. This is shown in
Figure 6.27 where the temporal traces, synchronization plot, and cross-correlation
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function between the laser intensities are shown. For the simulations the coupling
and feedback delay times are set to 3.5 ns and 3.85 ns, respectively. We can see
in this case that the maximum of the cross-correlation function occurs at zero time
shift between the intensity signals, in agreement with the experimental findings
[89]. We also noticed that similar coupling and feedback delay times are needed in
order to stabilize the zero-lag synchronization which it is lost when the two delays
become very different.
Figure 6.27. Top: chaotic temporal series of the lasers intensities after coupling; middle:
synchronization plot; bottom: cross-correlation function Γ between the two chaotic outputs.
When uncoupled, both lasers operate in the chaotic regime due to their feedbacks loops with
κf = 0.4 and τ = 3.5 ns. The coupling strength is κc = 0.05 while the coupling delay is
T = 3.85 ns.
Slightly mismatched systems: Arnold Tongues
Another central aspect in coupled dynamical systems is its locking behavior. In
particular the frequency locking properties of two coupled oscillators is a subject
of wide interest for both theoretical and practical applications (see Chapter 2). In
fact, the phenomenon of adjusting the internal rhythms of a system by an external
or mutual perturbation is one of the most investigated effects in the synchronization
concept [1].
Here, we are interested in studying the effect of the coupling delay time on
these locking properties. In particular, we focus on the dependence of the Arnold
tongues size (or frequency locking regions in the coupling strength versus detun-
ing plane) on the coupling delay time between lasers. This is, how the ability to
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lock between two oscillators depend on their distance. To this end, we retake the
configuration of two isolated lasers that are self-pulsating due to their feedback
loops. We consider the operation of both lasers in a pulsating regime where one of
the feedback loops is slightly changed with respect to the other. This change, that
we identify as a detuning, induces different natural pulsation frequencies. In our
case, the Arnold tongues define a region in the coupling strength versus detuning
space where the intensity oscillations of both lasers lock to the same frequency. In
this section, we numerically evaluate the dependence of the Arnold tongues on the
coupling delay time between the lasers. The computed main (1:1) Arnold tongues

















































































































Figure 6.28. Arnold tongues for different coupling delay times. a), b), c), d), e), and f) panels
correspond to T = 0, 1/4, 1/2, 3/4, 1, and 2 times the natural period of the oscillations when
the lasers are uncoupled, which is about 348 ps. The feedback strength is κf = 0.3. The bias
is J˜ = 1/3.
We find that a change in the coupling delay time induces a change in the width
of this tongue. The dependence of this width when the coupling delay time is
changed is shown in Fig. 6.29 for a coupling coefficient κc = 0.08. It can be seen
that the width of the Arnold tongue displays repetitive variations whose period is
close to one half of the period of the intensity oscillations, which is about ∼ 348
ps. The salient feature is the capability of the coupling delay time to enhance the
width of the instantaneous Arnold tongue by a factor larger than two.
To complete the study of the Arnold tongue we have analyzed the physical
mechanisms underlying this repetitive variation of the locking width. In our case,
the variation of the Arnold tongue width can be understood as follows. In the ab-
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sence of coupling, the electrical feedback loops generate gain modulation in the
lasers. If we couple two of these lasers unidirectionally in a master-slave config-
uration, the slave laser locks to the externally imposed clock, and the coupling
delay time only imposes a relative phase to the oscillations. We note, however,
that may exist a certain time shift between the emission of the optical pulse and
the externally-injected electrical-signal since the process is mediated by the dy-
namics of the carrier reservoirs in the active region of the lasers; the electrical
injection from the coupling slightly modifies the gain modulation created by the
feedback loops. This process allows for small adjustments of the repetition rate
through small temporal shifts of the pulses. Now, the role of the coupling delay
time becomes significant in the case of bidirectional coupling since it can enforce
the locking of the oscillations as we explain now in more detail. A necessary con-
dition for periodic locking is that the time required by a pulse to travel along the
complete path and returning to a given reference point must be an integer number
of the period of the locked oscillations. This time comprises the total coupling time
2T and the (small) nonlinear time shifts introduced by the lasers ∆T1 and ∆T2.
Hence, the locking condition can be written as 2T + ∆T1 + ∆T2 = nTosc, with
n an integer and Tosc the period of the oscillations. This condition has a repetitive
structure when T is changed by ∼ Tosc/2, which is reproduced in the oscillations
of the locking width (Figure 6.29(b)). We have seen that the allowed values of
∆T1 + ∆T2 as a function of the detuning is limited in a certain interval given by
the actual coupling strength. This limited tunability of ∆T1 + ∆T2 leads to the
conclusion that there exist some values of T for which the locking condition can
be more easily satisfied (leading to large Arnold tongues). It is worth noting that
this effect can be exploited in any possible application where a robust locking state
between lasers is required.
Figure 6.29. (a) The main Arnold tongue for T = 0. (b) Dependence of the locking width
with the coupling delay time for κc = 0.08. The feedback strength is κf = 0.3, and the
bias current is 33% above threshold. The natural period of the oscillations when the lasers are
uncoupled is about 348 ps.
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6.3.4 Experimental results
The laboratory equipment used to obtain the results that we present here is that
described in the experimental section 6.2.5.
Starting with an experimental scheme similar to that sketched in Figure 6.1,
we are able to experimentally reproduce the “death by delay” effect. Thus, for the
first time in semiconductor laser setups we observe the quenching of laser intensity
oscillations upon varying the coupling delay time. When uncoupled, both lasers
exhibit an oscillatory behavior due to their feedback loops. However, as soon
as the coupling strength and delay are adjusted to make the system fall into a
“death island”, an amplitude shrinkage in the oscillations is obtained. Figure 6.30
shows the dynamical states of the two lasers before, inside, and after passing over
a “death island”, as T is varied from 14.95 ns to 15.45 ns. Due to experimental
limitations, no shorter delays were able to be explored, although it is expected that
the quenching of the oscillations can be found for shorter values of T . Multiple
“death island” are found as predicted by the theoretical analysis although they
continue to appear for larger delay times than expected from the analysis of the





























































Figure 6.30. From top to bottom, sequence of dynamical states showing the evolution of the
laser characteristics before, inside and after passing through a death island, respectively. The
coupling delay time T is varied from 14.95 ns to 15.45 ns.
Within the same experimental setup, and just by choosing appropriate strengths
and delays in such a manner that both lasers are driven to a chaotic state, we can
also study the issue of the chaos synchronization between lasers [89]. Figure 6.31
shows the synchronization plot and the cross-correlation function between the two
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laser outputs for coupling delay times of T1 = T2 = 15.4 ns. It is clear from the
figure that both lasers exhibit highly correlated chaotic oscillations. The maximum
of the cross-correlation function is located at the zero-lag point and is as high as
0.9. If we allow for different coupling delay times in each one of the coupling lines
between lasers (i.e., T1 6= T2), then we also observe how the largest peak of the
correlation function shifts away from the center by a magnitude of |(T2 − T1)/2|
and with a direction dependent on which coupling delay time is shorter.
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Figure 6.31. Chaos synchronization induced by mutual coupling. Left panel shows a typical
synchronization plot between the two laser outputs. Right panel contains the cross-correlation
function Γ between the two laser intensities. τ ∼ 15 ns.
These experimental results agree qualitatively with the results obtained from
numerical simulations, and provide the verification that the most interesting fea-
tures that were predicted in this system are robust enough to be observed in a real
system.
6.3.5 Conclusions
In summary, we have theoretically investigated the nonlinear dynamics and syn-
chronization properties of two bidirectionally coupled semiconductor lasers sub-
ject to optoelectronic feedback loops.
We have presented analytical and numerical studies for this system. The sta-
bility analysis provides a first understanding of the mechanisms leading to insta-
bility, and the exact role played by the different parameters (coupling and feedback
strengths and delay times) in such a process. In particular, we have found a new
scenario for the quenching of the oscillations that occurs in the absence of de-
lay time in the coupling line and even for identical oscillators. We attribute this
interesting behavior to the inclusion of delayed feedback loops.
We have also concentrated on the synchronization properties of both lasers
when they operate as limit cycle oscillators. We have investigated the synchro-
nization scenario that occurs upon increasing the mutual coupling strength and
coupling delay time. When varying the coupling delay time, we have identified a
sequence for the formation of in-phase, and anti-phase limit cycles separated by
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symmetry-breaking bifurcations which lead to localized synchronization between
the lasers. Regarding sthe slightly mismatched operation of the lasers it is shown
that a delay time in the coupling between them may improve their capability to
lock their oscillations.
At the laboratory level, analytical and numerical predictions are in qualitative




study of synchronization in
vectorial oscillators
THE
1 understanding and control of the lightwave polarization in lasers is of
fundamental importance in any polarization-sensitive application. The het-
erostructure of a conventional edge-emitting semiconductor laser (the ones con-
sidered in the former chapter) induces a large anisotropy between the TE and TM
lasing modes. This fact forces this type of lasers to generally emit in a single and
well defined polarization state unless band structure engineering techniques such
as induced-strain are applied. On the other hand, vertical-cavity surface-emitting
lasers (VCSELs) preferentially emit linearly polarized (LP) light along two orthog-
onal preferred directions (xˆ and yˆ) due to a combined effect of their weak material
and cavity anisotropies [15]. This polarization degree of freedom provides these
type of laser structures a vectorial nature where new synchronization phenomena
can emerge.
Different instabilities affecting the polarization vector of VCSELs are found
in several setups. Polarization switching (PS) between the xˆ and yˆ eigenaxes is
often observed for VCSELs when either varying the temperature or the injection
current [93], when feeding back part of the emitted light [94], or when injecting
external light into the laser structure [95]. Moreover, recent experimental studies
[96] have demonstrated that in the long distance regime the mutual coupling of two
similar VCSELs can also induce instabilities with a high degree of synchroniza-
tion in both total intensity and polarization variables. However, a general study of
1This chapter is based on the papers:
R. Vicente, J. Mulet, C.R. Mirasso, and M. Sciamanna , Optics Letters 31, 996 (2006);
R. Vicente, J. Mulet, C.R. Mirasso, and M. Sciamanna , Proceedings of SPIE, Semiconductor Lasers
and Laser Dynamics II 6481, 648113 (2006).
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110 Mutually-coupled VCSELs: a study of synchronization in vectorial oscillators
the properties of synchronization between two bidirectionally-coupled VCSELs is
still lacking in the laser dynamics literature.
In this chapter we investigate the mutual coupling of two similar VCSELs in
order to determine the role of light polarization dynamics in their mutual entrain-
ment or synchronization. The system consists of two VCSELs facing each other
and bidirectionally injecting part of their emitted light into the counterpart laser
active cavity. In a more general context, we can say that the dynamics of two vec-
torial oscillators interacting with a time delay is studied. The modeling equations
of a face-to-face configuration of two VCSELs are presented in Section 7.1, where
the values of the main parameters are specified and justified. We describe in sec-
tion 7.2 a new coupling-induced polarization switching scenario, where multiple
PS occur when continuously varying either the coupling strength or the propa-
gation phase between the two lasers. With the help of a bifurcation analysis we
conclude that PS events are correlated to the creation of new linearly polarized
compound-cavity modes with higher gain. In addition, a bistable region around
each PS which hysteresis width can be controlled by varying the coupling param-
eters is characterized within the same section. It is important to remark that con-
trollable bistable PS in mutually-coupled VCSELs can add new functionalities to
those applications employing a bistable region for fast switching applications [97].
Close to each polarization switching point, we find that the VCSELs may exhibit a
richer nonlinear dynamics including time-periodic, quasiperiodic, or even chaotic
behaviors. In Section 7.3 we analyze the nonlinear dynamics accompanying the
PS as a function of the laser parameters, and in particular the spin-flip relaxation
rate. The effect of a rotational misalignment between the VCSELs is investigated
in Section 7.4 where elliptic polarization states of light are found to be stable un-
der this configuration, as well as we describe sudden jumps of the polarization
vector for some critical angles. Section 7.5 collects the synchronization properties
of perfectly symmetric VCSELs which enhance the fully vectorial nature of these
devices. To conclude Section 7.6 summarizes the main findings discussed in this
chapter.
7.1 Model and parameters
Each solitary VCSEL is described according to the well established spin-flip model
which takes into account two spin sub-levels in the conduction and valence band
of the semiconductor material. [15]. Within this framework a low or moderate
mutual optical injection between two VCSELs in a face-to-face configuration is
considered by including delayed optical injection terms [98]. Then, the equations
governing the dynamics of the electric field and the population inversion in each
spin sublevel of the interacting lasers read
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E˙1± = −i∆E1± + κ(1 + iα) [N1 ± n1 − 1]E1± − (γa + iγp)E1∓
+ ξe(−iΩτ∓θ)E2±(t− τ) + F1±(t) , (7.1)
N˙1 = −γe
[
N1 − µ+ (N1 + n1)|E1+|2 + (N1 − n1)|E1−|2
]
, (7.2)
n˙1 = −γsn1 − γe
[
(N1 + n1)|E1+|2 − (N1 − n1)|E1−|2
]
, (7.3)
E˙2± = i∆E2± + κ(1 + iα) [N2 ± n2 − 1]E2± − (γa + iγp)E2∓
+ ξe(−iΩτ±θ)E1±(t− τ) + F2±(t) , (7.4)
N˙2 = −γe
[
N2 − µ+ (N2 + n2)|E2+|2 + (N2 − n2)|E2−|2
]
, (7.5)
n˙2 = −γsn2 − γe
[
(N2 + n2)|E2+|2 − (N2 − n2)|E2−|2
]
, (7.6)
where the subindices 1, 2 label the VCSELs. E± are the circularly-polarized com-
ponents of the electric field (E± = (Ex ± iEy) /
√
2). N represents the total
inversion population while n is the difference of population inversions between
the up and down spin reservoirs associated to the emission of opposite circularly-
polarized photons. The last term in the field equations Eq. (7.1) and Eq. (7.4) are
Langevin noise sources that account for spontaneous emission processes. Their ex-
pressions are F±(t) =
√
βγe(N ± n)χ±(t), where χ±(t) are independent com-
plex random numbers with zero mean and δ-correlation.
Unless it is explicitely mentioned we consider the same internal parameters
for both VCSELs. The only mismatches that we consider at some points of the
analysis are a detuning between the free-running frequencies of both lasers ∆ =
ω2−ω1, and a misalignment between their two xˆ and yˆ eigenaxes, which is taking
into account by a rotation angle θ. The meaning and values of the parameters in
Eqs. (7.1)-(7.6) are collected in Table 7.1. The range of spin-flip rates (γs) that
we have explored range from 50 ns−1 to 1000 ns−1, in agreement with the usual
values reported in experiments on PS in VCSELs [99]. The distance between
both VCSELs is set to L = 6 cm (τ = 0.2 ns). Consequently, the situation we
are considering here corresponds to a short or moderate coupling time regime.
Nevertheless, the effect of the delay on the interaction between the VCSELs is
fundamental to understand the dynamics of the system.
It is worth noting that since we consider γa < 0 and γp > 0, the xˆ-LP mode
exhibits a lower frequency and a larger gain than the yˆ-LP mode. Thus, xˆ is the se-
lected polarization mode for currents close to its threshold value. Figure 7.1 shows
the light-current characteristics of a solitary VCSEL with the typical parameters of
Table 7.1 and a low spin-flip rate (γs = 50 ns−1) when the bias current is scanned
in discrete steps. There, a current-induced switching of the polarization of the VC-
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Symbol Parameter Value
α linewidth enhancement factor 3
κ field decay rate 300 ns−1
γe total carrier number decay rate 1 ns−1
γs spin-flip rate 50-1000 ns−1
γa amplitude anisotropy -0.1 ns−1
γp phase anisotropy 3 ns−1
µ normalized pump 1.5
ξ coupling strength 0-30 ns−1
Ωτ propagation phase 0-2pi
τ injection delay time 0.2 ns
∆ frequency detuning -20-20 GHz
β spontaneous emission factor 0-1×10−5
Table 7.1: Range of values used in this chapter for the parameters appearing in Eqs. (7.1)-(7.6).
SEL (xˆ 7−→ yˆ) is found at µ ∼ 1.35 mediated by the simultaneous excitation of
both modes. An increase of the spin-flip rate postpones this PS to higher bias cur-
rents. For instance, for γs = 1000 ns−1 no PS can be observed up to the maximum
current explored, i.e., up to µ = 2.
In the next section we demonstrate that even for such a large value of the spin-
flip rate non-trivial polarization dynamics can occur when two VCSELs are cou-
pled. In fact, we demonstrate that multiple PS can actually be induced by varying
our main bifurcating parameters, namely the coupling strength ξ and propagation
phase Ωτ .
7.2 Polarization switching and hysteresis
7.2.1 Coupling-induced PS
We first consider the case of two mutually-coupled VCSELs with identical laser
parameters, zero frequency-detuning, and with their polarization eigenaxes per-
fectly aligned.
We begin by investigating the effect of varying the coupling and phase prop-
agation values on the polarization dynamics of each VCSEL. Figure 7.2 shows
maps of the LP mode intensities of both VCSELs upon the variation of the cou-
pling strength (ξ) and propagation phase (Ωτ mod 2pi). Intensities are plotted
after removing transients and averaging over 50 ns. The alternation between high
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Figure 7.1. Light-current curve for a solitary VCSEL with a low spin-flip rate, γs = 50 ns−1.
Red (blue) color indicates the optical intensity of the xˆ (yˆ) polarization mode. A current-
induced PS can be observed at µ ∼ 1.3. The spontaneous emission factor is set to β =
1× 10−5.
(red) and low (blue) power regions demonstrates successive PS between orthogo-
nal LP states, i.e., sudden jumps to different polarization regimes induced by the
increment of the coupling constant or the propagation phase between the lasers.
Moreover, it is also clear from the figure that these PS events appear with a defined
periodicity in the coupling parameters. The maps of VCSEL 2 are identical to
those of VCSEL 1 indicating that PS jointly occur at the same coupling conditions
for both VCSELs.
We have cheked that the coupling-induced PS scenario described in Figure 7.2
is not sensitive to small modifications of the laser parameters or the breaking of the
symmetry of the configuration. Numerical simulations show that this coupling-
induced PS scenario is robust against small mismatch of the two laser parame-
ters including: linear anisotropies, different injection currents, spin-flip relaxation
rates, detuning, and misalignment of the polarization axes. In particular, we still
observe the multiple bistable PS when the two modes operate on the lower side of
the gain curve (γa > 0), i.e., with the lower frequency mode having a smaller gain.
Bifurcation analysis
In order to gain insight into the origin of the observed coupling-induced PS, we
must have a look at the bifurcations of LP solutions of Eqs. (7.1)-(7.6) when the
coupling strength and propagation phase are changed. Two kinds of monochro-
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Figure 7.2. Time-averaged intensities in the xˆ- and yˆ-LP modes of VCSEL 1 and 2 as a
function of ξ and Ωτ . Parameters are specified in Table 7.1.
matic LP solutions appear. Symmetric (asymmetric) fixed points corresponds to
identical (different) output power and inversion of both lasers. In our case, numer-
ical simulations have indicated that only symmetric LP solutions play a role in the
dynamics of the VCSELs. Therefore, we focus on the symmetric fixed points.
These type of fixed points are obtained by imposing the intensity steady-
state conditions; E1+ = E0eiωt, E1− = E0ei(ωt+ϕ), E2+ = E0ei(ωt+φ),
E2− = E0e
i(ωt+φ+ϕ)
,N1,2 = N0, and n1,2 = 0. Here ϕ describes the polarization
direction of the LP mode and φ takes into account the relative phase between the
electric fields of both lasers. Such conditions are only satisfied for a relative phase
φ = 0 (φ = pi) leading to in-phase (anti-phase) electric fields in both lasers. After
a little algebra, the frequency shift and inversion of the symmetric monochromatic
solutions read
ω = ±(αγa − γp)− ξ
√




[κ± γa − ξ cos (φ− Ωτ − ωτ)] , (7.8)
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where ± stands for xˆ and yˆ polarized states.
As shown in Figure 7.3, the corresponding LP steady-states along the xˆ and
yˆ polarization directions are located on two different ellipses in the frequency (ω)
versus inversion (N ) plane. The steady-states are plotted for increasing values of
the coupling strength near a PS event (13 ≤ ξ ≤ 13.8 ns−1). For ξ = 13 ns−1 in
panel (a), we observe that the system operates in the lowest inversion fixed point,
which in this case corresponds to an in-phase yˆ-LP solution. An increase of the
coupling strength in panel (b) creates a new pair of xˆ-LP modes through a saddle-
node bifurcation. One of them is then a stable node and hence accessible as a stable
attractor for the system. However, at this stage the system continues operating in
the most stable maximum gain mode (MGM) of the yˆ-polarized states ellipse. For
larger coupling strengths in panel (c), the yˆ-LP MGM destabilizes to a limit cycle
through a Hopf bifurcation at the relaxation oscillation frequency (∼ 2.7 GHz).
Further increasing ξ, the oscillatory dynamics is interrupted and the laser finally
switches to the xˆ-LP in-phase fixed point, which has become the new MGM in
panel (d).
Figure 7.3. Panels (a)-(d) show the location of the symmetric fixed points in the N vs. ω
phase space for ξ = 13 ns−1, ξ = 13.25 ns−1, ξ = 13.6, and ξ = 13.8 ns−1, respectively.
Diamonds and triangles stand for the in-phase and anti-phase xˆ-polarized solutions. Squares
and circles stand for the in-phase and anti-phase yˆ-polarized solutions. Arrows identify the
attractor at which the system operates at every stage.
If the coupling rate is continously increased the formerly described process re-
peats and new PS are periodically induced following the same mechanisms. From
the simulations, we find that the periodicity of PS when ξ is varied approximately
amounts to the periodicity in the creation of a new saddle-node pair. For a fixed
polarization and relative phase, the number of solutions of Eqs. (7.7)-(7.8) is pro-




/pi. Consequently, taking into account that the
creation of new steady-states alternates between in-phase and anti-phase modes,
the periodicity in the PS events in a definite direction when ξ is changed can be




τ (1 + α2)1/2
. (7.9)
This value corresponds to the increase in ξ necessary to create a new pair of modes
with a given polarization. For our set of parameters this quantity corresponds to
4.96 ns−1, which agrees very well with the numerical results shown in Figure 7.2
where different PS, with the same transition (xˆ 7→ yˆ, for example), are regularly
spaced with an interval of ∼ 5 ns−1.
The PS events induced by changing the propagation phase (i.e., by moving hor-
izontally in Figure 7.2) can also be understood in terms of the bifurcation of the
LP solutions. When the phase is continously decreased from 2pi to 0 it is observed
a pulling of the steady-states around the ellipses from the low to high inversion re-
gions. At the same time, a new pair of modes is created at the lowest vertex of each
of the ellipses while they are annihilated by an inverse saddle-node bifurcation at
the highest vertex. A similar bifurcating mechanism has been reported in mutually
coupled edge-emitting lasers [100]. The novelty of this bifurcation scenario for
VCSELs is that since the process of creation of new pairs of modes at the lowest
corner of the ellipse occurs in alternation for the xˆ and yˆ polarization modes, this
results into PS events when varying the propagation phase. The transformation
Ωτ 7→ Ωτ + pi interchanges the in-phase and anti-phase modes and defines the
periodicity of the PS induced by phase changes.
Hysteresis
Now, if we reduce the coupling rate ξ from large values down to zero, we find that
the PS events are slightly shifted from the locations at which we found them when
the coupling was increased. This non-exact correspondence of the PS locations
when increasing or decreasing the coupling strength is a clear indication of the
existence of a hysteresis loop caused by coexistence of several stable orthogonal
modes. The origin of this bistability is due to the fact that the saddle-node bifur-
cation, which creates the stable xˆ-LP mode, is located at a smaller ξ than the PS
point where another attractor losses its stability.
Thus, in our mutually-coupled VCSELs system the selection of stable compound-
cavity modes is accompanied by new features such as polarization switching with
hysteresis. Figure 7.4 shows the multiple PS events when varying ξ or Ωτ , clarify-
ing the bistability that occurs when increasing, and then decreasing, a control pa-
rameter. When sweeping the coupling strength both the switch-off and switch-on
events of the xˆ-LP mode are accompanied by hysteresis, whose widths are labelled
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as H1 and H2 respectively in Figure 7.4(a). The orthogonal polarization compo-
nent (not shown) displays a complementary behavior. Interestingly, as shown in
Figure 7.4(c), H1 and H2 grow while increasing ξ, hence showing that the hys-
teresis width can be tuned with the coupling parameter. A scan of the propagation
phase also leads to multiple PS in Figure 7.4(b) but, in contrast to the previous
case, i) only the switch-on events of the xˆ-LP mode are accompanied by bistabil-
ity, and ii) the hysteresis width keeps constant when changing Ωτ as a consequence









Figure 7.4. Panels (a) and (b) show the evolution of the xˆ-LP mode intensity as we increase
(thin line) and then decrease (thick line) ξ (a) and Ωτ (b). In (c) are shown the two hysteresis
widths H1 and H2, labelled in panel (a), as a function of ξ.
Numerical simulations show that this bistable coupling-induced PS scenario
is qualitatively preserved for different spin-flip rate values ranging from γs = 50
ns−1 to 104 ns−1. However, the range of coupling strengths around the PS where
a total intensity instability appears increases for small γs, i.e., the system becomes
more unstable around a PS event for smaller values of the spin-flip rate. Moreover,
the amount of spontaneous emission noise slightly modifies the PS positions. Since
two stable orthogonal LP attractors coexist around each PS, noise fluctuations may
favor the jump to an orthogonal LP-mode anticipating the PS point.
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7.2.2 Detuning-induced polarization dynamics
Even in carefully controlled experimental setups, the presence of small mismatches
between the lasers and a slight deviation from perfectly symmetric coupling condi-
tions are almost unavoidable. In this section we focus on the effect of one of these
sources of mismatches. In particular we study the influence of a detuning between
the optical frequencies of the two VCSELs on the PS dynamics.
It is important to note that when uncoupled a small variation of few GHz in the
free-running optical frequency of the lasers is not able to induce a PS. However,
we show here that once coupled the continuous variation of the optical frequency
difference between the two VCSELs can be responsible for a series of transitions
from a polarization state of the light to the orthogonal one.
Figure 7.5. Averaged polarization resolved optical power of VCSEL 1 and VCSEL 2 as a
function of the detuning for ξ = 2 ns−1 in panel (a), and for ξ = 5 ns−1 in panel (b). The
propagation phase has been fixed at zero.
Figure 7.5 shows the optical power for the xˆ and yˆ-polarization directions for
each VCSEL averaged over 1000 ns as a function of the frequency detuning. Panel
(a) corresponds to a coupling strength set to 2 ns−1, while panel (b) assumes a
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coupling rate of 5 ns−1. In the first case, we observe how the power associated
to the yˆ-mode, which is the dominant one in the absence of detuning, undergoes
significant drops as the detuning is increased to finally experience a complete dis-
appearance in both lasers for ∆/2pi & 6 GHz. For larger detunings, in panel (a) the
intensity of the now dominant xˆ-mode oscillates with a frequency close to ∆/2pi.
The results contained in panel (b), obtained for a larger coupling strength ξ = 5
ns−1 show again multiple switchings from one polarization mode to the orthogonal
one. However, even more interesting is the fact that these polarization transitions
can occur in opposite directions for each VCSEL. This leads to the result that two
mutually-coupled identical VCSELs with slightly different optical frequencies can
operate simultaneously at stable orthogonal polarization modes. For instance, in
panel (b) we observe that at zero-detuning both lasers emit xˆ-polarized photons
while for ∆/2pi = 5 GHz, VCSEL 1 operates at the yˆ-polarization mode and VC-
SEL 2 at the xˆ one. At ∆/2pi = 8 GHz the roles of the dominant and suppressed
polarizations have been exchanged in both lasers and VCSEL 1 is now lasing hor-
izontally polarized photons, while VCSEL 2 is lasing in the yˆ-mode.
Interestingly, these detuning-induced PS are also accompanied by hysteresis
effects. Thus, in Figure 7.6 we represent the hysteresis widths of the different PS
as a function of the detuning. An increment of the hysteresis width can be observed
for larger detunings.
Figure 7.6. Hysteresis width of the PS events
as a function of the detuning. Larger hysteresis
widths are clearly appreciated when increasing
the detuning mismatch.
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Figure 7.4(a) showed the evolution of the time-averaged xˆ-LP mode intensity as
the coupling strength is increased and then decreased. Any dynamics in the light
intensity that occurs on a time-scale faster than the averaging time is therefore
removed from the time-series analysis. Nevertheless, even though any detection
scheme effectively introduces a filtering process, the fast dynamics accompany-
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ing a PS can be of great help in understanding the details of mechanism of the
switching and the undergoing synchronization between the VCSELs.
Thus, Figure 7.7 complements the analysis of Figure 7.4(a) by showing the
corresponding bifurcation diagram of the polarization intensities as a function of
the coupling strength. Here, the extrema of the xˆ-LP (yˆ-LP) mode intensity time-
traces are plotted in black (red) for VCSEL 1 (left panels) and VCSEL 2 (right
panels). In the upper panels (lower panels) of Figure 7.7 the coupling strength ξ is
adiabatically increased (decreased).
Figure 7.7. Bifurcation diagram of the polarization-resolved optical power as a function of
the coupling strength. The coupling rate is adiabatically varied upwards (upper panel) and
downwards (lower panel) for both VCSELs. The spin-flip rate is γs = 1000 ns−1.
As the coupling strength is increased each VCSEL displays a sequence of po-
larization switchings to steady-state solutions that are the compound-cavity modes
analyzed in the previous section. However, the VCSEL can also exhibit a pulsating
dynamics when the coupling strength is slightly smaller than that corresponding
to a polarization switching point. The pulsating dynamics induced by the coupling
may correspond to a regular time-periodic, quasiperiodic or even chaotic dynam-
ics as seen in various points of Figure 7.7. An example of limit cycle attractor
associated to a periodic dynamics near a PS point was shown, for example in Fig-
ure 7.3(b) in a projection of the infinite dimensional phase plane.
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7.3.1 Spin-flip rate influence
The value of the spin-flip relaxation rate γs considered so far is γs = 1000 ns−1 be-
ing comparable to measured values from experiments on several VCSEL devices.
Other experiments have, on the other hand, concluded on smaller values of the
spin-flip relaxation rate, of the order of γs = 100 ns−1 or even less [101,102]. It is
known from the literature that the value of γs may have a strong influence on the
VCSEL light polarization dynamics, in particular for the dynamics that accompany
the polarization switchings [103–106]. In order to study the effect of the spin-flip
rate on the dynamics accompanying PS in Figure 7.8 we plot the same bifurcation
diagrams than in Figure 7.7 but for a smaller γs value (γs = 100 ns−1).
Figure 7.8. Bifurcation diagram of the polarized-resolved optical power as a function of
the coupling strength. The coupling rate is adiabatically varied upwards (upper panel) and
downwards (lower panel) for both VCSELs. The spin-flip rate is γs = 100 ns−1.
Interestingly, each VCSEL still exhibits a sequence of polarization switch-
ings to steady-state single LP mode solutions. However, between the polarization
switching points the VCSELs may exhibit a richer dynamical behavior, including
a two-mode steady-state solution that destabilizes to time-periodic, quasiperiodic
or chaotic behaviors. Typical time-traces of the two LP modes of one of each VC-
SEL are shown in Figure 7.9 for specific values of the coupling strength ξ. The
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corresponding optical spectra are shown in Figure 7.10.
Figure 7.9. Temporal traces for the optical power of VCSEL 1 for different coupling strengths.
a) κ = 3.5, b) κ = 4.5, c) κ = 5.2, d) κ = 7.0, e) κ = 8.5, and f) κ = 9.0 ns−1. The rest of
parameters are as in Figure 7.8.
In particular, in Figure 7.9(a) for ξ = 3.5 ns−1, the two VCSELs exhibit a
chaotic dynamics. Regarding the polarization dynamics within each VCSEL we
observe how the yˆ-LP mode is dominant and exhibits fast pulsations with large
intensity modulation. When the yˆ-LP power drops, the xˆ-LP mode is suddenly
excited and becomes the dominant mode. The LP modes, therefore, exhibit a mode
hopping on a time-scale much larger than that corresponding to the fast intensity
pulsations in each modes.
For a larger coupling strength as in panel (b) where ξ = 4.5 ns−1, the VCSELs
dynamics bifurcate to a steady-state solution, with both LP modes emitting simul-
taneously. As shown in the optical spectra the two LP-modes are locked to the
same frequency. Moreover, the two LP-modes of the second VCSEL (not shown
in Figure 7.10) share the same optical frequencies unveiling that the two VCSELs
are locked. Four modes (LP-modes of the two VCSELs) are therefore locked to
exactly the same frequency.
The two-mode steady-state solution in Figure 7.9(b) bifurcates to a limit cy-
cle dynamics in Figure 7.9(c) for xi = 5.2 ns−1. The limit cycle frequency is
420 MHz, which is very close to half the birefringence (γp/pi) that separates the
frequencies of both solitary xˆ and yˆ LP modes.
For a stronger coupling strength (ξ = 7.2 ns−1) this two-mode limit cycle dy-
namics undergoes a transition to a single polarization mode steady-state solution,
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Figure 7.10. Optical spectra of VCSEL 1 for different coupling strengths. a) κ = 3.5, b)
κ = 4.5, c) κ = 5.2, d) κ = 7.0, e) κ = 8.5, and f) κ = 9.0 ns−1. The rest of parameters are
as in Figure 7.8.
Figure 7.9(d). When analyzing the bifurcation diagram of Figure 7.8, we observe
that this transition seems to occur at a defined coupling strength. The bifurcation
to a single polarization mode is found at the coupling where the minimum of the
intensity oscillations of the xˆ-mode becomes equal to the maximum of the oscilla-
tions of the yˆ-mode. This observation hints the fact that a collision of limit cycles
may have an influence on the polarization switching.
As we further increase the coupling strength the single polarization mode
steady-state Figure 7.9(d) bifurcates to a single-mode time-periodic dynamics with
frequency close to 3.6 GHz, Figure 7.9(e), and then to a two-mode time-periodic
dynamics with a slower frequency close to 2.2 GHz observed in Figure 7.9(f) for
ξ = 9 ns−1.
Therefore, the two-mode limit cycle dynamics exhibited in panels (c) and (f) of
Figure 7.9 even appearing for slightly different coupling strentgh values (ξ = 5.2
ns−1 and ξ = 9.0 ns−1, respectively) oscillate at very different frequencies, 420
MHz and 2.2 GHz, respectively, what possibly indicates a different origin of the
oscillations. Another interesting observation comes from the correlation analysis
between both VCSELs intensities. In Figure 7.9(c) the two polarization modes in
VCSEL 1 are completely in-phase with those of VCSEL 2, while in Figure 7.9(f)
they are in a perfect anti-phase regime. In both cases, however, it should be noticed
that the correlation between the polarization modes within the same VCSEL shows
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that both modes are phase locked in an anti-phase regime. Consequently, we show
that different correlation properties between the two VCSELs (from complete in-
phase to complete anti-phase) can be obtained depending on the exact value of the
coupling strength linking the dynamics of both laser oscillators.
The visualization of these simulations in the Poincare´ sphere provide us a com-
plete picture of the polarization dynamics when increasing the coupling strength
Figure 7.11. For small coupling strengths corresponding to panel a), we can ob-
serve both lasers exhibit a chaotic polarization dynamics where the polarization
visiting all possible sections in the Poincare´ sphere. Moreover, the polarizations of
the two lasers run uncorrelated over the surface of such spehere indicating that no
synchronization is occuring between the VCSELs. In former figures we showed
that steady-states with non-zero xˆ and yˆ-polarization components were found for
intermediate coupling strengths. In panel b) we show that such states are associ-
ated to stable elliptic polarization modes instead of just to LP modes. It is also
observed that the slow oscillations in panels c) and f) of Figure 7.9 correspond
to limit cycle orbits on the Poincare´ sphere, while fast oscillations in panel e) are
induced by fast changes in the total optical power with a fixed linear polarization.
Figure 7.11. Stokes parameters in the Poincare´ sphere for different coupling strengths. a)
κ = 3.5, b) κ = 4.5, c) κ = 5.2, d) κ = 7.0, e) κ = 8.5, and f) κ = 9.0 ns−1. The
rest of parameters are as in Figure 7.8. Black and red distinguish VCSEL 1 and VCSEL 2,
respectively.
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7.4 Misalignment effects
So far all the results concerning the coupling-induced PS and the accompanying
dynamics, including the synchronization properties have been obtained assuming
a perfect alignement between the eigenaxes (xˆ and yˆ) of both VCSELs. In this sec-
tion we investigate the possible consequences of breaking up such a condition by
rotating one of the VCSELs with respect to the other. This manipulation is easily
accessible from an experimental point of view and calls for a fully vectorial study
of the polarization degree of freedom.
Numerical integration of Eqs. (7.1)-(7.6) when scanning the coupling and ro-
tation angle between the VCSELs leads to the output of Figure 7.12. For a fixed
coupling, we notice that the effect of the rotation of a VCSEL is to continuosly
decrease the power associated to one of the LP-modes while it increases the inten-
sity corresponding to the orthogonal one. For example at ξ = 5 ns−1, the xˆ-mode
starts decreasing its power simultaneously in VCSELs 1 and 2, while the yˆ-mode
gradually increments its power in both lasers. This tendency is maintained until
the rotation angle becomes a bit larger than one quarter of revolution θ = pi/2 for
which the power of the yˆ-mode reaches its maximum and the xˆ-mode its minimum
value. From that point, the recovery of the initial values finishes at θ = pi, i.e., half
a revolution of one of the VCSELs, demonstrating that the system is invariant to
an upside-down turning of one of the VCSELs.
Figure 7.12, although indicating that there is a transfer of power between the xˆ
and yˆ linearly polarized projections, it does not capture how this transition occurs.
In the following we analyze the evolution of the components of the polarization
vector of both VCSELs as a function of the rotation angle θ.
The four Stokes parameters are represented in Figure 7.13 for the polarization
of both VCSELs when we rotate one of the VCSELs. In Figure 7.13(a) the evolu-
tion of S0, which represents the total intensity of light, indicates that upon rotation
of one of the VCSELs the total power emitted remains constant and identical in
both VCSELs except for a tiny window where the intensity becomes chaotic. Panel
b) of Figure 7.13 demonstrates that the projection of the vector of polarization on
the S1 axis is the same for the two lasers. This projection decreases from its maxi-
mum attained at θ = 0 and pi down to zero for values of θ slightly larger than pi/2
and 3pi/2. Regarding the S2 and S3 components, in panels c) and d) it is observed
that the two VCSELs always exhibit an opposite sign for the S2 and S3 projections
of their respective polarization vectors.
Two key features are remarkable in Figure 7.13. One comes from the obser-
vation that S3 is in general different from zero for most of the values of θ. This
fact yields to stable elliptic polarization states of light in our coupled configuration
which moreover can be induced by a pure mechanical operation, i.e., by rotating
one of the lasers. One must remind that such states are not usually found to be sta-
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Figure 7.12. Time-averaged intensities in the xˆ- and yˆ-LP modes of VCSEL 1 and 2 as a
function of ξ and θ. Parameters are specified in Table 7.1.
ble in solitary VCSELs. A second attracting characteristic is related to the sudden
jumps in the S2 and S3 components of the polarization vectors found for values of
the rotation angle near θ ∼ pi/2 and ∼ 3pi/2. Thus, when crossing one of these
critical angles the polarization state of the VCSELs suffers the sharp transition
(S0, S1, S2, S3) 7−→ (S0, S1,−S2,−S3). These jumps correspond to an inversion
of the polarization vector on the S1 axis, occuring when one of the VCSELs is ro-
tated by approximately half a revolution respect to the other laser. Near the critical
angles of θ = pi/2 and 3pi/2 we found that S1 ∼ 0 and S3 is small compared to
S2. Consequently, the abrupt inversion of the sign of S2 for those angles can be
thought as a sharp transition from a −45 to a +45 quasi-linearly-polarized emis-
sion of light in VCSEL 1, and the opposite transition for VCSEL 2.
We have also shown in Figure 7.14 that by reversing the rotation angle (i.e.,
turning the same VCSEL in the opposite sense) the sharp polarization switchings
occur at similar but slightly different angles. Thus, if by increasing the rotation
angle the first PS occurs at θ ∼ 103◦ when rotating the laser in the other sense the
PS appear at θ ∼ 75◦. This difference provides a clear hysteresis spanning more
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Figure 7.13. Stokes parameters evolution of the light emitted by the two VCSELs as a function
of the rotation angle. Black and red traces represent the Stokes components of the VCSEL 1
and 2 polarization vectors, respectively. The coupling strength is fixed to ξ = 10 ns−1.
Figure 7.14. Stokes parameters evolution of the light emitted by the two VCSELs when
decreasing the rotation angle. Black and red traces represent the Stokes components of the
VCSEL 1 and 2 polarization vectors, respectively. The coupling strength is fixed to ξ = 10
ns−1.
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than 30 angular degrees around the values of θ = 90◦ and θ = 270◦.
Figure 7.15 contains the evolution of the Stokes parameters on the Poincare´
sphere for increasing and decreasing the angle of rotation. In such a representation,
the PS and hysteresis effects are evident.
Figure 7.15. Stokes parameters evolution on the Poincare´ sphere of the light emitted by the
two VCSELs when increasing and decreasing the rotation angle; a) VCSEL 1 increasing θ, b)
VCSEL 2 increasing θ, c) VCSEL 1 decreasing θ, and d) VCSEL 2 decreasing θ. Black and
red distinguish VCSEL 1 and VCSEL 2, respectively. The arrows indicate the sharp transitions
when varying the rotation angle.
Thus, in conclusion we have first described how the mechanical rotation of one
of the devices around the critical angles can be optically encoded by the macro-
scopic polarization state of light of the VCSELs, and second how the bistability




In Section 7.3, we have reported that two mutually-coupled VCSELs can oscillate
in regimes of periodic in-phase or anti-phase dynamics. There, the transition from
one to another solution was induced by varying the interaction strength ξ. How-
ever, in those cases the cavity anisotropies induce that the two eigenaxes xˆ and yˆ
are favored directions of the polarization state, thus imposing serious constraints
to the vectorial nature of the synchronization scenario.
Here, in order to investigate the synchronization properties between the com-
plete polarization vectors of two VCSELs we assume that the anisotropies of both
laser cavities are negligible. By doing so we achieve to relax the preference of
the VCSELs to emitt light polarized along some definite directions. In such con-
ditions the fundamental question to be answered is how the polarization vector of
each VCSEL is going to evolve?
First we analyze the situation corresponding to a solitary VCSEL. In the pure
deterministic case it is observed that all the linearly polarized states are equivalent
and neutrally stable. Consequently, there is no preference for a particular state
and depending on the initial condition the polarization vector settles on a given
direction. In the presence of spontaneous emission noise, the polarization vector
of each solitary VCSEL is found to diffuse around the equator of the Poincare´
sphere, i.e., to perform a random walk visiting all the possible linearly polarized
states.
Panel a) in Figure 7.16 shows the polarization vectors of two VCSELs when
they are uncoupled and free from anisotropies. Clearly, both vectors diffuse with-
out any correlation between each other. For low coupling rates such in panel b),
a kind of synchronization must occur between both polarization vectors because
now they scan at the same time the same Poincare´ sphere region. For intermediate
couplings (panel c)) one finds a region of chaotic states where the polarization vec-
tors visit all the sphere surface, while for larger interaction strengths ξ ≥ 7 ns−1
both vectorial oscillators diffuse again around the equator. We have also noticed
that the larger the coupling strength the smaller the area of the Poincare´ sphere that
is visited in the same time.
Now, we can study whether such random walks can synchronize. Figure 7.17
(left panel) shows the maxima of the cross-correlation functions between the
Stokes parameters of both lasers as a function of the coupling strength. Remark-
ably, both polarization vectors continue to diffuse mainly around the equator of
the Poincare´ sphere driven by independent spontaneous noise sources and nev-
ertheless, a large correlation value is found between the dynamics of the three
components of both polarization vectors. The effect of the time delay in the in-
teraction between the VCSELs is reflected in the timing of the synchronization
of the polarization dynamics. Figure 7.17 (right panel) plots the lag at which the
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Figure 7.16. Stokes parameters evolution on the Poincare´ sphere of the light emitted by the
two VCSELs for different values of the coupling strength; a) ξ = 0 ns−1, b) ξ = 2 ns−1,
c) ξ = 4 ns−1, and d) ξ = 20 ns−1. Black and red distinguish VCSEL 1 and VCSEL 2,
respectively.
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maximum of the cross-correlation function between the two polarization vectors is
attained. For most of the coupling values the cross-correlation function is almost
symmetric around zero with two similar maxima at ±τ . This fact is reflected in
Figure 7.17 where for large coupling rates the lag randomly fluctuates between
200 ps and −200 ps, i.e., the coupling time.
Figure 7.17. Left: maxima of the cross-correlation functions between the polarization compo-
nents of both VCSELs as a function of the coupling strength. Right: lag at which the maxima
of the cross-correlations are found as a function of the coupling strength.
7.6 Conclusions
In this chapter we have shown that mutual coupling may induce multiple bistable
polarization switchings in otherwise polarization stable VCSELs.
A sequence of PS events has been found when varying the coupling strength
or the propagation phase between the VCSELs. The definite periodicity of these
PS events has been related to the creation of new compound-cavity modes with
higher gain and orthogonal polarization. Each PS is accompanied by a large hys-
teresis whose width can be tuned by the coupling parameters. Such controllable
bistable PS system is interesting for fast optical switching applications. We have
also checked that this coupling-induced PS scenario is robust against modifications
of the corresponding laser and coupling parameters.
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Moreover, the effect of a detuning between the lasers free-running optical fre-
quencies has been found to induce another type of PS.
Stable elliptic polarization states are achieved by the rotation of one of the
VCSEL respect to the other. This situation is also responsible for the appearance
of sharp jumps in some components of the polarization vector of each VCSEL.
Finally, we have observed the temporal synchronization of the polarization
vectors of isotropic VCSELs. Thus, a true vectorial synchronization in mutually-






1 and numerical simulations have demonstrated that the coupling-
induced dynamics of two semiconductor lasers interacting through the mutual
injection of their coherent optical fields exhibit a symmetry breaking [10, 12]. In-
stead of showing an identical behavior, spontaneously, the two twin lasers de-
velop an achronal generalized synchronization between them. This type of sync
is mainly characterized by peaks at ±τ , with τ being the coupling time, in the
cross-correlation function between the lasers intensities.
From a different perspective, investigations of three instantaneously-coupled
semiconductor or solid-state lasers interacting through their overlapping optical
fields were performed by Winful et al. [16], and Roy and collaborators [17]. These
authors observed that when arranged in a linear array, a identical synchronization
between the first and third lasers showed up, while the temporal traces of any of
the extreme lasers and the central one appeared rather uncorrelated.
These interesting results motivate a deeper study on how the number of lasers
and the network of couplings modify the synchronization properties of SLs inter-
acting with a finite time delay. New questions need to be addressed. For instance,
can the isochronous solution between the first and third lasers be maintained even
when the lasers need a time to communicate? How will the sync look like if we
add a fourth laser to the array? What is the role of the symmetry on selecting
possible sync patterns? With a view to answer these questions, we study here the
1This chapter is based on the paper: “Zero-lag long-range synchronization via dynamical relay-
ing” by I. Fischer, R. Vicente, J. Buldu, M. Peil, C.R. Mirasso, M.C. Torrent, and J. Garcia-Ojalvo,
to appear in Physical Review Letters (2006)
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synchronization properties of semiconductor lasers arranged in open-end (linear
chain) and ring configurations. Arrays up to six SLs have been explicitely an-
alyzed. Symmetry arguments support the opinion that the patterns of solutions
found for arrays of those size are maintained for larger number of units.
After introducing the modeling equations and parameters, we present our main
results in Section 8.2. There we focus on the open-end configuration of three
mutually-coupled SLs. In particular, we show that zero-lag synchronization be-
tween the extreme lasers in an open-end configuration can be achieved by relaying
the dynamics via the central laser, which surprisingly lags behind the synchro-
nized outer elements. The characterization of the coupling-induced instabilities
and their robustness are also analyzed there. Subsequent sections are devoted to
the effect of increasing the number of laser elements in both the open-end and
ring configurations. The role of the symmetry and delay in restricting the possible
synchronization spatial profiles is also explained there. A connection between the
chaotic synchronization solutions and the time-periodic patterns of oscillation is
proposed. Finally, zero-lag synchronization between distant coupled lasers is used
to propose a new chaotic communication scheme in Section 8.4. Conclusions are
summarized in Section 8.5 where the experimental confirmation by the groups of
Darmstadt and Terrassa of the zero-lag sync in a laser setup is also briefly com-
mented.
8.1 Model
The system under investigation consists of single-mode SLs coupled via the de-
layed mutual injection of their lasing modes in a given network of connections.
For numerical purposes the modeling is performed at the level of rate equations
according to Ref. [98], which take into account the different delayed coupling
terms between the SLs.
Figure 8.1. Open-end scheme of three mutually-coupled semiconductor lasers interacting
with a time delay.
The adaptation of such a modeling to the case of three mutually-coupled SLs
interacting in an open-end configuration (as sketched in Figure 8.1) reads
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E˙1 = i∆ω1E1 +
1
2
(1 + iα)G(N1, ‖E1‖)E1




− γeN1 −G(N1, ‖E1‖)‖E1‖2 (8.2)
E˙2 = i∆ω2E2 +
1
2
(1 + iα)G(N2, ‖E2‖)E2




− γeN2 −G(N2, ‖E2‖)‖E2‖2 (8.4)
E˙3 = i∆ω3E3 +
1
2
(1 + iα)G(N3, ‖E3‖)E3




− γeN3 −G(N3, ‖E3‖)‖E3‖2 , (8.6)
where Em(t) is the complex amplitude of the optical field generated by laser m
andNm represents the corresponding carrier number. ‖ · · · ‖ denotes the amplitude
of the complex field. The nonlinear gain function G(Nm, ‖Em‖2) is given by:
G(Nm, ‖Em‖) ≡ g(Nm −No)
1 + s‖Em‖2 − γ .
The coupling parameters that define the interaction between any two lasers are
given by the coupling weight [κmn], the coupling time [τmn], and the coupling
phase [φnm] = Ω[τmn] mod 2pi matrices. Thus, in the case of a general network
the equations defining the interaction between lasers are written as
E˙m = i∆ωmEm +
1
2








− γeNm −G(Nm, ‖Em‖)‖Em‖2 (8.8)
136 Synchronization of three mutually-coupled semiconductor lasers
8.2 Dynamics of three semiconductor lasers in an open-
end configuration
In the subsequent sections we focus first on the open-end configuration of three
mutually-coupled SLs. The internal laser parameters are assumed identical for the
three lasers; the linewidth enhancement factor α = 3, the differential gain g =
1.2 × 10−5 ns−1, the transparency value for the carrier number N0 = 1.25 × 108,
the saturation coefficient s = 5 × 10−7, the photon decay rate γ = 496 ns−1,
and the carrier decay rate γe = 0.651 ns−1. With these internal parameters the
threshold current of the three lasers is Ith = 17.35 mA. In the former equations,
the reference frequency for the slowly-varying amplitude of the electric fields is
chosen to be Ω = (ω1 + ω2 + ω3)/3, where ωi is the central frequency of each
solitary laser. Detunings (∆ωi) are taken with respect to Ω. Unless other coupling
conditions are explicitly mentioned in the text the coupling strengths, delay times,
and propagation phases are assumed to be identical in the two coupling branches
of Figure 8.1; κ1,2 = κ2,1 = κ3,2 = κ2,3 = 20 ns−1, τ1,2 = τ2,1 = τ3,2 = τ2,3 =
3.65 ns, and φ1,2 = φ2,1 = φ3,2 = φ2,3 = 0 rad.
8.2.1 Coupling-induced instabilities
In order to explore the instabilities emerging from the mutual coupling of three
semiconductor lasers interacting with a time delay, we first set the lasers to op-
erate in a highly symmetric configuration namely, within a perfect free-running
frequency tuning (∆ω1 = ∆ω2 = ∆ω3 = 0) and a moderate and identical current
pump I = I1 = I2 = I3 = 27.5 mA. With this level of pumping the solitary
relaxation oscillation frequency of the three lasers amount to 4.33 GHz.
Once coupled under standard conditions the three semiconductor lasers are
observed to enter into a fully chaotic regime known as Coherence Collapse (CC).
Remarkably, after some transient the traces of the outer lasers, i.e., SL1 and SL3,
start to become more and more alike up to the point that they end up being per-
fectly synchronized at zero-lag. The numerical results are shown in Figure 8.2. In
order to check the robustness of this synchronization phenomena we have simu-
lated Eqs. (8.1)-(8.6) starting from various and non-identical initial conditions for
the lasers. All the simulations returned the same results; the zero-lag synchroniza-
tion of the lasers occupying the extreme positions in the array. At this point it is
worth to remember that the symmetry under the exchange between lasers 1 and
3 only assures the existence of the synchronized solution but not its stability. Of
course, in this zero-lag synchronization no superluminal effect is taking place, but
this is another example of self-organizing dynamics where the units composing the
system negotiate a complex and unexpected behavior.
Moreover, the computation of the cross-correlation functions between the
lasers reveals a high degree of similarity between any of the outer laser traces
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Figure 8.2. Temporal traces of the open-end configuration with three lasers. κ = 20 ns−1
and τ = 3.65 ns.
and the central one. In Figure 8.3 it is observed that once properly shifted a high
degree of correlation (∼ 0.8) appears between the traces of any of the extreme
lasers and the laser 2. In this case, however, the lag for which the maximum of the
cross-correlation function appears corresponds to the coupling time. The asym-
metric cross-correlation function between SL1 (or SL3), and SL2 signals that the
outer lasers are advancing the dynamics of the central one by a time delay τ . Sur-
prisingly, the mediator element is lagging behind the synchronized outer units for
which it is acting as a communicating bridge. This type of dynamics excludes the
interpretation of the central element as a simple leader directly forcing the extreme
lasers.
Figure 8.3. Cross-correlation functions for the open-end configuration with three lasers. κ =
20 ns−1 and τ = 3.65 ns.
Interaction strength effect
How this synchronization scenario depends on the strength of the interaction be-
tween lasers is investigated next. To this end, we adiabatically increase the cou-
pling strength between the three SLs and record a time series for each value of the
coupling rate. The common coupling strength κ = κ12 = κ21 = κ23 = κ32 is
varied from 0 ns−1 to 30 ns−1. The common coupling delay time is maintained
constant at τ = 3.65 ns. For each time series, we compute the cross-correlation
function between pairs of lasers and the lag for which the maximum of this func-
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tion appears. The correspoinding results are shown in Figure 8.4. For most of the
coupling strength values the three lasers are operated in the chaotic CC regime.
Nevertheless, some windows of periodic behavior are also observed for small cou-
pling rates. Interestingly, regardless the dynamics exhibited by the lasers, the per-
fect synchronization at zero-lag between the extreme units extends to all the cou-
pling values explored. No coupling threshold for the transition from unsynchro-
nized to synchronous motion can be observed for this pair of lasers which achieve
the sync state for arbitrarily small couplings. The central laser, on the other hand,
varies its correlation coefficient with the outer units from a value of 1 obtained for
small couplings and periodic dynamics to a value around ∼ 0.8 attained for large
strengths where chaotic dynamics develops. From coupling rates κ & 6 ns−1 the
lag between SL2 and SL1 (or SL3) stabilizes around τ . The fluctuations in the lag
value for small coupling strengths can be associated to the high symmetry of the
cross-correlation functions that appear for regular dynamics stages.
Figure 8.4. Cross-correlation and lag between pairs of SLs as a function of their common
coupling strength κ.
The transition from the two-laser problem
To better understand the link from the two-coupled lasers problem to our case
with three interacting lasers, we performed the following numerical experiment.
Now, instead of symmetrically increasing the coupling strength between the three
lasers, we start from a configuration where only SL1 and SL2 are interacting with
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a constant coupling strength (κ12 = κ21 = 20 ns−1). Laser 3 is put into play by
continously increasing the coupling rates κ23 = κ32 from 0 ns−1 to 30 ns−1. In
Figure 8.5 we can appreciate the cross-correlation and lag analysis.
Figure 8.5. Cross-correlation and lag between the pairs of SLs as a function of the coupling
strength between SL2 and Sl3 (κ23 = κ32).
We observe that the cross-correlation function between the outer lasers grows as
the coupling strength is varied up to the value where κ23 = κ32 = 20 ns−1, for
which the degree of sync is maximum. The lag between SL1 and SL3 is again zero
for most of the coupling rates investigated. The synchronization quality between
any of the extreme lasers and the central one continously grows to exhibit a peak at
κ23 = κ32 = 20 ns
−1
. After that point, the correlation between SL1 and SL2 starts
to decrease, while the sync between lasers2 and 3 is maintained almost constant at
a value around ∼ 0.7. It is interesting to note that for example at κ23 = κ32 = 30
ns−1, the interaction between lasers 2 an 3 is stronger than when the coupling is
set at κ23 = κ32 = 20 ns−1, and nevertheless, the sync between these two lasers
is better in this last case due to symmetry reasons. Regarding the lag analysis, we
observe that for moderate to large coupling values (& 10 ns−1) both extreme lasers
advance the dynamics of the central one by a time τ .
So far we have only considered symmetric mutual interactions between any
pair of lasers. This is, for any pair of lasers (n,m) the coupling strength was
such that κnm = κmn. Keeping this situation, it is clear that the central laser is al-
ways receiving more optical injection than the outer ones because it is the only one
linked to two lasers simultaneously. To check whether the synchronization solu-
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tions we have observed until now are maintained when reversing this situation, i.e.,
SL2 receiving less optical injection than SL1 and SL3, we perform the following
numerical simulations. We fix the coupling strengths from SL2 to the outer lasers
at κ21 = κ23 = 20 ns−1, and scan the input coupling of SL2 from κ12 = κ32 = 0
ns−1 up to 30 ns−1. The correlation analysis is presented in Figure 8.6.
Figure 8.6. Cross-correlation and lag between the pairs of SLs as a function of the central
laser input strength (κ12 = κ32).
Under these conditions the synchronization between the extreme lasers at zero-
lag is still a compatible state of the system Eqs. (8.1)-(8.6), and it appears to be
stable in all the range of coupling strengths investigated. Regarding the leader-
laggard role between any of the extreme lasers and the central one, there is a clear
change of tendency occurring at κ12 = κ32 ∼ 10 ns−1. We first analyze the
case for coupling strengths below such a critical rate. There, the cross-correlation
function between any of the extreme lasers and SL2 typically shows two peaks at
±τ . However, in such functions the peak associated to the situation in which the
central laser advances the extreme ones is only a little bit higher than the other peak
which is related to the opposite situation. Since the difference between the two
peaks is very small, it is difficult then to speak about a leader-laggard dynamics.
On the contrary, for coupling strengths above ∼ 10 ns−1, the difference between
peaks is now much larger than in the previous case, and hence indicates a clearly
defined leader-laggard dynamics. For this large coupling regime, the dynamics of
the extreme lasers is always found to advance the central one by an injection delay
time τ .
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8.2.2 Robustness of the synchronization solution
Natural detuning
The ability exhibited by a set oscillators to synchronize is strongly dependent
on how far their natural frequencies are. This characteristic naturally leads to
the concept of Arnold tongue, which has been already studied in Chapter 6 for
optoelectronically-interacting lasers. Moreover, the role of a moderate detun-
ing between the free-running optical frequencies of two coherently-coupled edge-
emitting lasers has been found to establish a leader-laggard role, with the high-
frequency laser advancing the dynamics of its counterpart [10, 12]. Since a small
detuning is almost unavoidable in real experiments, we have strong motivations to
investigate here what the effects of a small detuning between the different lasers in
our open-end scheme are.
We first recover the standard coupling conditions by setting all the coupling
constants at κ = κ12 = κ21 = κ23 = κ32 = 20 ns−1, and the delay times at
τ = τ12 = τ21 = τ23 = τ32 = 3.65 ns.
We start with the case where the outer lasers share a common solitary fre-
quency (∆ω1 = ∆ω3 = 0) and we only allow for a detuning with respect to the
central laser (∆ω2 6= 0). The central laser frequency detuning is scanned from
−22.5 GHz up to 22.5 GHz in Figure 8.7. The graphics show that the zero-lag
synchronization between SL1 and SL3 is perfectly maintained in all the range of
values considered for the detuning. In most cases, both extreme lasers advance
the dynamics of the central one and only for very high positive detunings this lag
changes its sign. However, looking in more detail at this hypothetical reversal
of the leader-laggard role we must notice that it occurs for a value of the detun-
ing where the synchronization between the central and extreme lasers is almost
lost (at ∆ω2 = 18 GHz the maximum of correlation is ∼ 0.2). In fact, around
±τ the cross-correlation function also presents two negative peaks reaching the
value of ∼ −0.5, and hence, indicating that actually an anticorrelated dynamics
between the central and the outer lasers is taking place. The observation of this
antisynchronization regime can be related to the properties of a laser injected by a
field largely detuned from its cavity resonance. The key point is that this type of
injection produces an incoherent interaction where the injecting field suppresses
the gain function of the laser by consuming carriers that cannot be devoted to its
own lasing action. Thus, a fluctuation in the amplitude of the injecting field is
associated with a variation of the laser power with an opposite sign.
If a detuning occurs between the extreme units (∆ω1 − ∆ω3 6= 0), we have
numerically checked that the qualitative features of the solution obtained for the
perfectly symmetric case are preserved to some extend. The robustness of the
isochronal sync between SL1 and SL3 is observed to amount to a few Gigahertz
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Figure 8.7. Cross-correlation and lag between the pairs of SLs as a function of the central
laser frequency deviation, ∆ω2.
(see Figure 8.8). The relative dynamics, i.e., the leader-laggard role, between the
three lasers outside the zero-detuning point becomes difficult to interpret since the
correlation coefficient drops very fast down to zero.
Figure 8.8. Cross-correlation and lag between the pairs of SLs as a function of the detuning
between the extreme lasers (∆ω1 −∆ω3).
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Pumping mismatch
Even if the electrical current injected into the active layer of a semiconductor
laser can be very well controlled at the experimental level, it is still very inter-
esting to check the stability of the synchronization solution upon current mis-
matches between the coupled lasers. Moreover, different dynamical regimes and
synchronization characteristics only appear at certain injection current rates. For
this reasons in this section we evaluate the effect of considering different pump-
ing levels for each laser and we check the robustness of the synchronization so-
lution. As in the previous study of the detuning effect, the coupling strengths
are fixed at κ12 = κ21 = κ23 = κ32 = 20 ns−1, and the delay times at
τ12 = τ21 = τ23 = τ32 = 3.65 ns.
We first proceed by varying the bias current of the central laser I2 from 17.5
mA to 37.5 mA, while keeping the extreme laser pumps constant at I1 = I3 =
27.5 mA. As we observe from Figure 8.9 the only effect of increasing I2 is to
monotonically decrease the synchronization level between the extreme lasers and
the central one. However, the degradation of the sync quality is not severe and the
correlation coefficient only decreases from almost 1 down to ∼ 0.7 when varying
the pump current of the central laser by more than 20 mA. It is worth noting that
the maximum of the correlation between SL2 and SL1 or SL3, is not attained in
the symmetric configuration where all three lasers are operating at 27.5 mA but
at pump levels of the central laser close to the threshold. These results together
Figure 8.4 are indicative of the very low optical power that is needed to bring the
outer elements SL1 and SL3 into synchrony.
Regarding the timing of the synchronized solutions it is observed that the lags
at which the maxima of the cross-correlation functions appear do not shift with the
pump level.
One can also consider pump mismatches between the lasers occupying the
extreme positions, i.e., SL1 and SL3. We observe how the effects on the synchro-
nization are much more severe now. The results are summarized in Figure 8.10
where the bias current of SL3 is scanned from 17.5 mA to 37.5 mA. The levels of
SL1 and SL2 are fixed to 27.5 mA. In this case the sync between the outer lasers is
only maintained for a range a few miliamperes wide. For small pump deviations,
series of bursts of desynchronization perturb the generalized synchronization so-
lution between SL1 and SL3.
Pulse propagation
In the former subsections we have demonstrated that the synchronization between
the extreme lasers is only moderately robust against a mismatch between them. On
the other hand, the effect of mismatches between the central laser and the extreme
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Figure 8.9. Cross-correlation and lag between the pairs of SLs as a function of the current
level of the central laser.
Figure 8.10. Cross-correlation and lag between the pairs of SLs as a function of the current
level of laser 3.
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units turned out to be hardly significant and the synchronization between SL1 and
SL3 was found to be extremely robust upon changes in the parameters of central
laser.
These results have been obtained under the conditions of stationary mis-
matches, i.e., once the differences in the natural frequencies or pumping levels
were set they were kept constant along the temporal evolution of the lasers. Here,
we investigate the effects of a dynamical perturbation on the synchronization pat-
tern that we have previously reported. In particular, we generate a pulse of current
in one of the lasers and study how this perturbation propagates in the system and
affects the synchronization solutions.
Within the standard and symmetrical coupling conditions, we start by gener-
ating in the central laser a current pulse of Gaussian profile with amplitude 10
mA and full width at half maximum (FWHM) of 1.2 ns. The time series of the
three lasers, the pulse profile, and the synchronization error and sync plot for SL1
and SL3 are all collected in Figure 8.11. The synchronization solution between
the extreme lasers is perfectly maintained, even at the moment in which the per-
turbation reaches the lasers SL1 and SL3, one coupling time after the pulse was
generated. We see then that the perturbation remains completely unnoticed from
the synchronization point of view.
Figure 8.11. Top: temporal traces of the optical power of the three lasers. Bottom: pulse
waveform, sync error and sync plot between lasers 1 and 3.
If the same pulse is now generated in one of the lasers occupying the extreme
positions, Figure 8.12 clearly shows that the sync error between lasers 1 and 3
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becomes different from zero only during the pulse generation. This means that
immediately after the perturbation on SL1 ends, even still traveling through the
system, it has no more effects on the synchronization solution. This result strongly
suggests that once the perturbation reaches the central laser, it is symmetrically
distributed toward SL1 and SL3. Otherwise, replicas of the original disturbance in
the synchronization error would be expected for time 2τ and multiples of it, after
the pulse generation.
Figure 8.12. Top: temporal traces of the optical power of the three lasers. Bottom: pulse
waveform, sync error and sync plot between lasers 1 and 3.
In cases where the amplitude of the pulses was increased up to 50 mA (note
that this value is almost double than the bias current level) or the width of the
pulse enlarged up to 12 ns (a value much larger than the coupling delay time),
the same phenomena were found. Hence, the sync between lasers is proven to
be quite stable under dynamical perturbations pushing away the solution from the
synchronization manifold.
8.2.3 Synchronization for asymmetric coupling times
So far, we have taken both branches of the network module in Figure 8.1 to be
identical and to give rise to the same coupling times. But, will synchronization
exist and be stable if different lengths for the paths between lasers are considered?
To test this interesting scenario we set the coupling delay times in both
branches to be very different. We choose τa = τ12 = τ21 = 12 ns and
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τb = τ23 = τ32 = 3 ns. For moderate coupling strengths, now the synchro-
nization between SL1 and SL3 appears when comparing P1(t) with P3(t + ∆τ),
where ∆τ = τb − τa. This is, the outer laser of the shortest branch (in this case
SL3) is able to advance the behavior of the other one (SL1), which is more than 15
ns apart, by the difference of coupling times.
As we have done before the stability of this solution can be checked by subject-
ing the central laser to a given perturbation. A Gaussian pulse of current is again
chosen to test the robustness of the solution. Figure 8.13 shows the temporal traces
of the three lasers, the pulse generated in SL2, and the synchronization error and
sync plot between SL1 and SL3 once the corresponding shift (∆τ = τb − τa) has
been compensated for. The temporal traces already demonstrate the timing of the
synchronization solutions, where SL3 clearly advances the behavior of SL1. The
synchronization plots show that within our numerical precision the lagged syn-
chronization here attained is a perfect solution, not even affected by a perturbation
in the element mediating the synchronization.
Figure 8.13. Top: temporal traces of the optical power of the three lasers. Bottom: pulse
waveform, sync error and sync plot between lasers 1 and 3. τa = τ12 = τ21 = 12 ns and
τb = τ23 = τ32 = 3 ns. The coupling strength is fixed to κ = 20 ns−1.
Other sets of values for the coupling times have been tested (such as τa =
τ12 = τ21 = 5 ns and τb = τ23 = τ32 = 0.2 ns) and in all cases a synchronization
solution with lag τb − τa have been obtained between SL1 and SL3. Note that in
the later case, without the presence of a third laser the pairs of mutually-coupled
lasers (1, 2) and (2, 3) would exhibit very different dynamics due to the disparity
in the coupling times. Nevertheless, when all three are coupled lasers 1 and 3 are
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able to perfectly synchronize.
In general, the cross-correlation function between pairs of lasers shows several
peaks related to the delay times and their differences. Figure 8.14 contains the
cross-correlation function for the three pairs of lasers (1, 2), (2, 3), and (3, 1) when
τa = 1.5 ns and τb = 3.6 ns. Different delay values have been simulated and in
all cases the main peaks of the cross-correlation functions appeared at the lags:
(τa,−τa, 2τb − τa) for the pair of lasers (1, 2), (τb,−τb, τb − 2τa) for the lasers
(2, 3), and (τb − τa) for the pair composed of the extreme lasers 3 and 1.
Figure 8.14. Cross-correlation functions between pairs of lasers with different coupling times.
τa = 1.5 ns and τb = 3.6 ns. The coupling strength is fixed to κ = 20 ns−1.
8.2.4 Synchronization of semiconductor lasers with feedback
In the previous sections we have approached the study of the entrainment prop-
erties of three mutually-coupled semiconductor lasers in a linear array. We must
notice that before coupling them the stand-alone lasers emit CW optical power. To
see whether synchronization occurs when each laser develops its own dynamics,
we consider in this section the situation where at least the outer lasers in the array
produce their own instabilities before being coupled.
To this end, we add an optical feedback loop to SL1 and SL3 and fix the feed-
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back strength and delay times to values for which these lasers enter into a chaotic
dynamics when uncoupled, known as Low Frequency Fluctuations (LFF). We
reach this regime by setting the bias current very close to the threshold I = 17.5
mA, the feedback strength to 10 ns−1, and the feedback delay time to 3.4 ns. Be-
fore switching on the coupling, both extreme lasers oscillate chaotically in the LFF
regime, but their traces are completely uncorrelated. After activating the mutual in-
teractions (κ12 = κ21 = κ23 = κ32 = 20 ns−1 and τ12 = τ21 = τ23 = τ32 = 3.65
ns), the LFF dynamics of both lasers exhibit a very good synchronization at zero-
lag. Figure 8.15 shows the temporal traces and the cross-correlation functions
between the three lasers after being coupled. The lags of the synchronization solu-
tions, and consequently the leader-laggard roles between the lasers, are in general
similar to those obtained without feedback. However, we should notice an im-
portant difference with the former case. In the presence of feedback there exists a
finite coupling strength below which the dynamics of the extreme laser cannot syn-
chronize. The value of this threshold is found to be very sensitive to the strength
of the feedback, the feedback round-trip time, and the bias current.
Figure 8.15. Top: temporal traces. Middle: zoomed-in filtered temporal traces. Bottom:
cross-correlation function of the three lasers scheme. Lasers 1 and 3 subject to moderate
feedback, κf = 10 ns−1 and τf = 3.4 ns. The bias of all three lasers is set to I = 17.5 mA.
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8.3 The role of network on the synchronization properties
The profound qualitative changes observed when comparing the synchronization
properties between two and three mutually-coupled lasers, strongly suggest us to
proceed our investigation by including a larger number of lasers in the array. The
main goal here is to answer the question of how the synchronization characteristics
depend on the number of lasers and the network of connections in a system with
delayed interactions? Two different topologies are considered for such a study,
namely the open-end array and the ring configuration.
8.3.1 Open-end arrays
In the following, we present our results concerning the synchronization patterns
across the elements of an open-end array composed of four, five, and six semicon-
ductor lasers. In all cases, the coupling strength between neighbor lasers is fixed
to κnm = κmn = 20 ns−1 except for the six lasers setup where the strength is in-
creased up to 40 ns−1. In this case, we observed that a higher coupling is required
in order to excite instabilities in the system and study synchronization phenomena.
The coupling times between adjacent lasers are adjusted to τnm = τmn = 3.65
ns for all the configurations and the current bias is set to I = 17.5 mA. Under
such conditions once coupled the lasers develop a chaotic LFF dynamics. Fig-
ures [8.16-8.18] contain the temporal traces and cross-correlation analysis for all
pairs of lasers in the case of 4, 5, or 6 semiconductor lasers, respectively. For con-
ceptual convenience we discuss the results for different number of units altogether.
The correlation functions clearly indicate that zero-lag synchronization ap-
pears between second-neighbor lasers in the array, i.e., between pairs of lasers
occupying positions m-th and m+ 2-th. Moreover, the cross-correlation analysis
also reveals that adjacent neighbors exhibit a high degree of similarity once the
temporal series of one laser is shifted forward or backwards a coupling time τ .
Thus, in the open-end scheme we find that the lasers isochronously synchro-
nize within two clusters; one group is defined by the lasers placed in the odd posi-
tions of the linear array (SL1, SL3, SL5, · · · ) while the other assemble is composed
by the lasers located at even positions (SL2, SL4, SL6, · · · ). Any pair of lasers be-
longing to different clusters exhibits achronal generalized synchronization and its
cross-correlation function displays two peaks at ±τ , as in the original two-laser
problem. It is also noticeable by the asymmetry of some cross-correlation func-
tions that the lasers occupying the outer positions of the array advance the dynam-
ics of their inner neighbors. Numerical simulations with different initial conditions
support the generality of these results for arrays of different lengths.
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Figure 8.16. Synchronization in a 4-lasers open-end array. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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Figure 8.17. Synchronization in a 5-lasers open-end array. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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Figure 8.18. Synchronization in a 6-lasers open-end array. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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8.3.2 Ring networks
Another important network motif is the ring structure. When the lasers are ar-
ranged in such a circular array configuration (for instance in the case of three
lasers by adding a new link between SL1 and SL3) the synchronization solutions
radically change. Hereafter, we establish the mutual coupling strengths between
neighbor lasers to be 20 ns−1, while coupling times are all equally set to 3.65 ns.
Rings formed by 3, 4, 5 and 6 semiconductor lasers developing LFF dynamics are
explicitely investigated under this section.
Figure 8.19 shows that the interaction between three mutually-coupled units
in a ring can consistently lead to an isochronous synchronization state of all three
elements. It is remarkable that even in the presence of delays in the communication
between the synchronizing units, the mutual interaction is able to self-organize the
dynamics into an isochronous state.
Figures [8.19-8.22] suggest that when the ring is composed by an odd number
of lasers, zero-lag synchronization appears between all the elements of the net-
work. However, for rings with an even number of lasers the situation is similar
to the open-end scheme, i.e., lasers isochronously synchronize within two clus-
ters formed by the lasers occupying alternating positions in the structure. In this
case, it is also noticed that any pair of lasers belonging to different clusters exhibit
achronal synchronization.
In summary, these results strongly suggest that a kind of anti-correlation or
repulsive interaction (over a delay time temporal scale) between nearest neighbor
lasers can explain all the synchronization patterns found across the network ele-
ments for both the open-end and ring configurations.
For the open-end arrays, this type of repulsive interaction would naturally
lead to zero-lag synchronization between alternating lasers in the array and conse-
quently, for arrays with an odd number of units to the the zero-lag sync between
the extreme lasers.
On the other hand, for the ring network the lasers isochronously synchronize
within one or two different clusters depending on whether the number of units is
odd or even, respectively. Here, it seems that the repulsive interaction leads to
an achronal synchronization between nearest neighbor lasers unless a frustration
phenomenon occurs (for an odd number of elements the achronal solution cannot
be consistently fulfilled) and then an isochronous solution is maintained across the
ring.
8.3.3 The symmetry connection
In many examples the qualitative dynamics of systems with very different origins
are found to be identical. The ubiquity of these model-independent behaviors can
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Figure 8.19. Synchronization in a 3-lasers ring network. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
be often understood within a single framework provided by the symmetries of the
system. This is also the case for our networks of lasers. Numerical simulations
of Ikeda oscillators or even realistic neuronal models have also reproduced the
synchronization solutions that we have just reported above, and thus they have
enhanced the importance of the network properties over the details of the oscillator
model. This section is developed to understand the patterns of synchronization
solutions that we have presented before in terms of the symmetries of the system.
The main novelty of this case compared to standard analysis in the equivariant
theory of systems (the study of bifurcations of dynamical systems possesing some
symmetry), is the addition of a new ingredient into the dynamics: the delay time.
Next, we analyze the interplay between symmetries and delay in conform-
ing the catalogue of typical forms of behavior of our system and in particular the
synchronization solutions. Based on numerical simulations and other arguments
we conjecture here a connection between the synchronization solutions (possibly
chaotic) found across a delay-coupled network and the patterns of oscillation of
time-periodic solutions.
To illustrate these concepts we explicitely analyze here a unidirectional and a
bidirectional ring of three semiconductor lasers. It is important to recall that the
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Figure 8.20. Synchronization in a 4-lasers ring network. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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Figure 8.21. Synchronization in a 5-lasers ring network. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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Figure 8.22. Synchronization in a 6-lasers ring network. Top: Lasers configuration; Middle:
temporal traces; Bottom: Cross-correlation functions.
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symmetry of a unidirectional ring with N elements is the cyclic group of order N
ZN , i.e., the structure is preserved under rotations only, while a bidirectional archi-
tecture is invariant under the dihedral group DN , which has an order equal to 2N
and describes the preservation of a regular N-gon under rotations and reflections
in the plane.
Figure 8.23 and Figure 8.19 show the typical dynamics and correlation analysis
under standard coupling conditions for the unidirectional and the bidirectional ring
of lasers, respectively. As previously stated, the bidirectional network exhibits
a complete isochronous synchronization between all three lasers, i.e., P1(t) =
P2(t) = P3(t), ∀t. Moreover, the time series and correlation diagrams of such
configuration indicate a very strong periodicity of the optical power of each laser
with a period ∼ τ .
The unidirectional arrangement of identical lasers, however, offers another
sync solution. From the cross-correlation graphs it can be inferred that in the
unidirectional case each laser SL-(j) is advancing the dynamics of its neighbor
SL-(j + 1) (where j is taken modulo 3). Thus, SL1 seems to advance the dy-
namics of SL2 by a coupling time, and SL2 advances SL3 by the same quan-
tity, as well as SL3 is also advancing its neighbor SL1 by τ , and so on. Of
course, such a circular process cannot continue indefinitely unless such dynam-
ics is strictly periodic. What we observe is that even if the dynamics of the lasers
is clearly chaotic there is a marked periodicity amounting to 3τ , i.e., the complete
round-trip time along the ring, in the temporal traces of all three lasers so that
P1(t) ≈ P2(t+ τ) ≈ P3(t+ 2τ) ≈ P1(t+ 3τ), · · · .
In general, the state variable x(t) of a delay-differential equation represent-
ing the coupling of several units shows a strong correlation with its delayed value
x(t − mτ), for some integer m. If the coupling strength is large enough such a
high auto-correlation can make the solution to inherit some properties of period-
icity even if the solution is still chaotic. Our main result here is that we find that
the chaotic synchronization motifs observed in our laser network and with other
type of oscillators can be always associated to a particular pattern of time-periodic
solutions in the array.
In the same sense that the isotropy lattice of a symmetry group is a hierarchi-
cal tree of subgroups that order the possible symmetry-breakings of steady-states,
there exists a similar arrangement that predicts the types of periodic solutions that
can appear in a given network of coupled systems. In order to proceed with our
analysis we must introduce here some concepts on the spatio-temporal symmetries
of periodic solutions.
The symmetries of a time-periodic solution (x(t+ T ) = x(t), ∀t) of a system
of equations invariant under a symmetry group (Γ) can be divided into spatial
symmetries (K = {γ ∈ Γ | γx(t) = x(t), ∀t}) and spatio-temporal symmetries
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Figure 8.23. Synchronization in an unidirectional 3-lasers ring network. Top: Lasers config-
uration; Middle: temporal traces; Bottom: Cross-correlation functions.
(H = {γ ∈ Γ | γ{x(t)} = {x(t)}}). This is, the spatial symmetries are those
operations that leave invariant the state of the system for all times, while the spatio-
temporal symmetries only preserve the trajectories. Results from representation
group theory assure us that the only possible periodic solutions appearing in a
coupled system are basically those for which the quotient group H/K is cyclic
[67].
Thus, we can now guarantee that the only possible periodic solutions of our
unidirectional ring composed by three lasers (with symmetry group Z3) are given
by the patterns (P1(t), P2(t), P3(t)) collected in Table 8.1, where T is the period
of the oscillations.
H K Pattern of oscillation
Z3 Z3 (P (t), P (t), P (t))
Z3 I (P (t), P (t + T/3), P (t + 2T/3))
I I (P (t), Q(t), R(t))
Table 8.1: Patterns of oscillations in three laser unidirectional rings.
8.4 Bidirectional chaos-based communications with semiconductor lasers 161
For our standard coupling conditions, the observed chaotic synchronization solu-
tion (Figure 8.23) of three lasers corresponds to the second pattern of oscillation
where T is assimilated to 3τ . Such a solution is also called a discrete rotating wave
since all three units oscillate with the same waveform but with a phase shift and
consequently such an oscillation it is observed to propagate along the ring.
The bidirectional coupling of three units in a ring configuration exhibits a sym-
metry group D3 with possible oscillation patterns given by:
H K Pattern of oscillation
D3 D3 (P (t), P (t), P (t))
D1 D1 (P (t), P (t), Q(t))
Z3 I (P (t), P (t + T/3), P (t + 2T/3))
D1 I (P (t), P (t + T/2), S(t))
I I (P (t), Q(t), R(t))
Table 8.2: Patterns of oscillations in three laser bididirectional rings.
where S(t) = S(t + T/2), i.e., the third unit oscillates with at double frequency
than the others. In our laser case, the numerical simulations for typical coupling
parameters show that the selected synchronization solution corresponds to the most
symmetric pattern where all three lasers oscillate in unison. Rings with a larger
number of units can be analyzed in similar fashion and the synchronization so-
lutions can always be associated to one of the oscillatory patterns forced by the
symmetry.
Numerical simulations with Ikeda and Hodgkin-Huxley models assembled in
different structures have been also undertaken. By changing parameters such as
the coupling strength or delay time we have observed how different symmetry-
breakings lead to different synchronization solutions. In the bidirectional linking
of three Ikeda oscillators we have observed complete identical synchronization of
all three units, the identical sync of two oscillators while the third unit is syn-
chronized in a generalized manner with the other two, discrete rotating waves,
and non-synchronized solutions. In all cases, such synchronization behaviors and
their cross-correlation properties can always be mapped to one of the oscillatory
patterns collected in Table 8.2, once the identification T ∼ 3τ has been performed.
8.4 Bidirectional chaos-based communications with semi-
conductor lasers
In this section we take advantage of the synchronization properties of the open-
end configuration of three semiconductor lasers to demonstrate the feasibility of a
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chaotic communication scheme allowing for simultaneous bidirectional message
transmission over the same communication channel.
The simultaneous exchange of information between two nodes of a communi-
cation network is a highly desirable property which is however not always compat-
ible with other technical requirements. In particular, optical chaos-based commu-
nication, which has been largely benefitted from a better understanding of the laser
dynamics and synchronization, has been limited to unidirectional transmission so
far, due to the synchronization properties of the schemes used for these purposes.
While unidirectional transmitter-receiver configurations of chaotic lasers have
been successfully demonstrated to send and recover messages in chaos-based real
communication schemes [107], their use in bidirectional transmission applications
would require the duplication of most of the system components. This solution is
clearly inconvenient and advanced bidirectionally coupled schemes are requested.
Two mutually delayed-coupled lasers have also been thought as a possible
scheme to overcome the directionality of the message transmission. However,
this type of system inherently suffers from a symmetry-breaking that can result
in a switching leader-laggard behavior between the lasers. This effect ultimately
prevents the simultaneous transmission of information. By introducing a detuning
between the free-running optical frequencies of the lasers a permanent control of
the leader-laggard role is possible [10]. Lamentably, detuning also induces asym-
metric chaos pass filtering properties. Therefore, even if a variation of the detuning
allows for a possible mechanism to switch the direction of the information flow,
information cannot be simultaneously transmitted from both sides of the commu-
nication link.
A scheme that could overcome all the former drawbacks is the configuration
in Figure 8.1. As we have seen in precedents sections, a key property of this con-
figuration is the identical synchronization with symmetric properties achieved by
the extreme lasers of the array. We will see below how exactly this property is the
one that allows for an efficient bidirectional transmission of information between
the outer lasers.
At this point, one could ask for the role played by the central laser in a potential
communication based on this scheme. In principle, it is just a mediator element
assuring the maintenance of the isochronous synchronization between lasers 1 and
3. Moreover, in previous sections we have demonstrated that a central laser with
very different characteristics still allows for a robust synchronization between the
extreme ones. The natural question that arise in this context is then: do we really
need the central element to be a laser at all?
In the following, we demonstrate that if the central laser is replaced by a lin-
ear element, whose function will be to linearly redistribute the dynamics between
SL1 and SL3, the resulting scheme still maintains the observed synchronization
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properties. Moreover, it is expected that such a setup would provide an excellent
configuration for the bidirectional transmission of information between two distant
points over a single communication channel since it will posses the capability to
recover messages by local measurements.
The proposed setup for such a bidirectional communication is sketched in Fig-
ure 8.24. Two free-running semiconductor lasers (renamed as SL1 and SL2) are
bidirectionally coupled through a semi-transparent mirror (M) placed in the path-
way connecting both lasers. Due to the mirror the total light injected in each
laser is partially received from its own reflection at the mirror and partially by
the light originated at the active region of its counterpart laser. With the configura-
tion shown in Figure 8.24, identical synchronization between the dynamics of both
lasers can be obtained for arbitrary distances between the lasers. It is worth to men-
tion that in the following we will show that the position of the mirror is not relevant
for the synchronization quality but only shifts the lag between the laser dynamics.
Zero-lag synchronization is, for instance, only obtained when the mirror is placed
at the middle of the pathway. The reflection and transmission characteristics of the
mirror are not important either, provided that the transmission coefficient is above
a threshold value that guarantees synchronization to occur.
Figure 8.24. Scheme for the simultaneous recovery of bidirectional messages composed by
two semiconductor lasers coupled through a semi-transparent mirror.
Numerical simulations of the system are performed using a modified version
of the modeling Eqs. (8.1-8.6). The coupling and feedback strengths are those
corresponding to a 50% transparent mirror; κ1,2 = κ2,1 = κf,1 = κf,2 = 20 ns−1.
Regarding the coupling delay times we take τm,1 = 1.4 ns and τm,2 = 2.4 ns. The
propagation phases in both branches are set to φ1,2 = φ2,1 = φm,1 = φm,2 = 0
rad.
In the absence of any external perturbation both lasers develop a chaotic be-
havior when coupled to each other through the semitransparent mirror, as shown
in Figure 8.25. From the time traces plotted in panel a) it can be clearly seen that
the lasers operate in the coherence collapse regime. To be as general as possible
we have placed the mirror closer to one of the lasers (SL2) in order to induce an
asymmetry in the two branches of Figure 8.24. Consequently, identical synchro-
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nization at zero-lag is not observed. In the inset we plot the cross-correlation func-
tion between the output powers P1 and P2. It can be seen that the cross-correlation
function exhibits its maximum peak at a time lag that amounts to the difference be-
tween the coupling times of both lasers with the mirror ∆t = τm,2 − τm,1 = 1 ns,
with a correlation coefficient of 1. This fact signals an identical synchronization
between their dynamics. When the mirror is moved to the center the maximum of
the cross correlation function moves towards zero.
Figure 8.25. Temporal traces of the optical power of SL1 (solid) and SL2 (dashed) under
the configuration of Figure 1. The inset shows the cross-correlation function between the two
laser outputs.
Once identical synchronization has been proven between the lasers we next
proceed to use such a scheme to simultaneously exchange information between
SL1 and SL2 by using a single communication channel. We encode the informa-
tion by simultaneously modulating the bias currents of both lasers with two inde-
pendent pseudorandom digital messages of amplitude 2 mA at 1 Gbit/s. The two
transmitted messages (m1 and m2) are shown in panels a) and b) of Figure 8.26.
Since the amplitude of the messages is kept small the information is well hidden
within the chaotic carriers. The procedure to decipher the messages starts by sub-
tracting the optical power of of both lasers. The synchronization error between
the lasers’ powers (P1(t) and P2(t + ∆t)) allows to reproduce the difference be-
tween the messages that have been sent (panel d)) which reproduces the difference
between the original messages (panel c)) after the appropriate lag has been com-
pensated for (m1(t) − m2(t + ∆t)). After digitalizing this difference only the
sender of m2 can completely recover the content of m1 and viceversa. As it can be
seen in panels e) and f) of Figure 8.26, by this procedure the recovered messages
are identical to the encoded ones.
At this point it is worth to discuss the security aspects of our novel config-
uration scheme. Since both output powers (P1 and P2) are accessible from the
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Figure 8.26. Illustration of the message decryption process. Panels a) and b) show the original
messages encoded by SL1 and SL2, respectively. Graphics c) reproduces the substraction of
messages (m1(t) −m1(t + ∆t)) with a given time lag, which is analogically reconstructed
by the synchronization error (P1(t) − P2(t + ∆t)) in panel d). Finally, the recovery of the
message sent by the partner laser (i.e., SL1) is performed by adding to the messages difference
the message sent by the own laser (SL2).
same communication channel (a simple beam-splitter easily allows for separating
the signals coming from SL1 and SL2) an eavesdropper could easily monitor the
difference P1 − P2 and consequently, the difference in the messages being trans-
mitted. Thus, a level of 1 in the message difference would clearly indicate that at
the proper time the bit associated to SL1 was “1” while the bit sent by SL2 was
a “0”. Similar argument holds when the message difference is -1. Only when the
message difference is zero (i.e., both lasers are codifying the same bit), the eaves-
dropper has no clue about which are the bits that are being sent. Hence, this type
of mutually-synchronized configurations could be used to simultaneously negoti-
ate a key in a similar fashion than in some quantum cryptography key distribution
protocols. Both sides of the link can agree to discard those bits that are different to
each other while accepting that the key is formed by the first N bits that coincide
with each other. In this way a key is encrypted with the same level of security than
in the unidirectional chaos schemes. The main advantage resides in the fact that
both sender and receiver now can negotiate a key through a public channel.
Small mismatches between the coupling coefficients or feedback rates have
been simulated to confirm the robustness of the scheme. Moreover, the position-
ing of the mirror in the geometrical center between the two lasers has been also
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perturbed without compromising the efficiency of the message recovery. Simulta-
neous message extraction in schemes presenting mismatches in the coupling times
as high as 75 % have been successfully obtained.
8.5 Conclusions
Here, we have proposed a simple network motif in which distant elements in-
teracting with a time delay are nevertheless able to reach a state of zero-lag or
isochronous synchronization. In particular, we have focused on studying the syn-
chronization properties of three optically-coupled semiconductor lasers arranged
in a open chain configuration.
Numerical results as well as experiments conducted by Michael Peil and Ingo
Fischer at the Technical University of Darmstadt, and Javier Buldu´, Jordi Garcı´a-
Ojalvo and Mari Carme Torrent from the Universitat Polite`cnica de Catalunya,
have demonstrated that the zero-lag synchronization between two distant lasers can
be obtained by relaying their dynamics via a third laser, which surprisingly lags
behind the outer synchronized elements. Experimentally, other synchronization
solutions where the central element leads the dynamics of the outer lasers have
been also observed when a moderate detuning is present between the lasers.
In this chapter we have also checked the robustness of the synchronized solu-
tions against natural detuning, different pump levels, and dynamical perturbations.
The numerical simulations and the fact that the zero-lag synchronization was ob-
served in the laboratory indicate the persistence and endurance of the synchro-
nizing mechanism under the presence of mismatches. A difference in the coupling
times of the two branches of the chain was observed to still lead to synchronization
between the outer lasers once the proper lag was compensated for.
When studying the effect of increasing the number of lasers in the open-end
array configuration a zero-lag synchronization between pairs of alternating neigh-
bors was found. In ring architectures, two types of solutions appear; for an odd
number of elements all lasers were observed to synchronize at zero lag, while
for an even cardinal only alternating neighbors were isochronously correlated. A
phase-repulsive interaction between neighbor lasers seems to be able to explain all
the synchronization patterns found across the different networks elements.
Finally, in the last section of this chapter we have proposed a simple scheme
that allows for bidirectional and simultaneous transmission of information encoded
within chaotic carriers. By coupling two semiconductor lasers bidirectionally
through a semi-transparent mirror we obtain identical synchronization which has
been proven to be very robust. The scheme can be used to exchange an encrypted
key through a public channel.
Chapter 9
Concluding remarks
IN this dissertation we have investigated the instabilities due to the mutual inter-action between two or more semiconductor lasers. The work was initially moti-
vated by the willing to know the role of a delay, naturally arising as a consequence
of the finite distance separating the lasers, on the synchronization properties of
coupled systems. Three different schemes were studied: two mutually-coupled
semiconductor lasers interacting optoelectronically, two VCSELs in a face-to-face
configuration, and three semiconductor lasers arranged in a chain with bidirec-
tional interactions between nearest neighbors.
The results presented in this thesis are mainly based on analytical calculations
and numerical simulations of appropriate models (modified rate equations) for in-
teracting semiconductor lasers. However, most of the properties described in the
former chapters are expected to be model-independent and thus, to appear in other
types of oscillators.
Here the most important conclusions obtained during the realization of this
work are highlighted .
Two mutually-coupled semiconductor lasers:
• A delay in the interaction between two mutually-coupled semiconductor
lasers is needed for the emergence of instabilities in the system. Instanta-
neously face-to-face coupled lasers cannot develop any dynamics.
• The route to chaos followed by optoelectronically coupled lasers as a func-
tion of the delay is identified in Chapter 6 to be a quasiperiodic route with
crisis events.
• Coupling and feedback delay times are found to play very similar roles in
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destabilizing bidirectionally coupled lasers.
• The death by delay effect is predicted and experimentally confirmed to oc-
cur in the setup introduced in Chapter 6. In particular, we have demonstrated
that the addition of delayed feedback loops removes the necessity of a delay
in the coupling line between two oscillators in order to observe this quench-
ing effect.
• A delay in the coupling between two interacting semiconductor lasers has
also been found to be responsible of a series symmetry-breaking events
which can eventually lead to a localized synchronization between the lasers.
• The presence of a delay in the interaction between two oscillators has been
observed to improve the capability to lock their oscillations.
Polarization dynamics in coupled VCSELs:
• A new scenario of polarization switchings has been identified in a VCSEL
when the mutual coupling strength between two of such devices is enhanced.
The periodicity in the appearance of such PS events has been related to the
emergence of new compound-cavity modes with higher gain and orthogonal
polarization. A hysteresis region is found to surround each PS, which leads
to bistable PS interesting for fast optical switching applications.
• Stable elliptic polarization states of light are found by rotating one VCSEL
with respect to other in a face-to-face configuration. Moreover, another type
of bistable PS is found when the rotation angle is continuosly changed.
• The fully vectorial synchronization between the polarization states of two
mutually coupled VCSELs has been numerically demonstrated.
Synchronization of three and more semiconductor lasers:
• Zero-lag synchronization between the distant outer elements of a chain of
three semiconductor lasers has been obtained via the relay of their dynamics
on a central element. The robustness and stability of such synchronization
solution has been tested upon the most typical sources of mismatches and
dynamical perturbations.
169
• The role of the topology of the network linking the lasers and the number of
units are also analyzed. The ring structure with an odd number of elements
is shown to isochronously synchronize all its members, while the open-end
array with an odd number of units allows for the zero-lag sync of the most
outer lasers.
• The different synchronization solutions in delay-coupled networks have
been proposed to correspond to different spatio-temporal patterns of time-
periodic solutions allowed by the symmetry. In particular, after the identifi-
cation of an effective period with a combination of the coupling delay times
in the network has been established, the timing or lags between the chaotic
waveforms of the synchronized elements can be predicted from the oscilla-
tory solutions.
• A new chaos-based scheme has been proposed in Chapter 8 which allows
the bidirectional exchange of messages in a single communication channel
and provides the codification with a given level of security.
A variety of lines for continuing this work are opened depending on the spirit
and the vision with which this thesis is viewed.
For optics and laser oriented research it would be very interesting to refine
some of the predictions here established with more accurate models and laboratory
experiments. In particular, a deeper study of the different PS reported in Chapter 7
constitutes an attractive option with a view to possible applications. The bistable
nature of the PS events presented here calls for a better characterization of the
energy needed to induce such optical switchings as well as the response times.
The origin of the polarization switching induced by the mechanical rotation of one
of the VCSELs and the stable elliptic polarization states of light possibly deserve a
more careful study than the provided in Chapter 7. Current research is also directed
to another synchronization issue in coupled VCSELs. When isolated, each VCSEL
can be operated in a bistable polarization regime, where noisy fluctuations induce
jumps between two polarization states according to a Kramers law. The idea is
to follow the relation between jumps in two VCSELs once they are mutually-
coupled. In a more general framework, we would like to study the synchronization
of two mutually-coupled bistable systems focusing on the role of the delay in the
interaction.
The communication scheme proposed in Chapter 8, which allows for the bidi-
rectional exchange and encryption of information using a single channel, is also a
good starting point for growing a more rigorous study of its performance and fea-
sibility as an engineering application. Nevertheless, chaotic based communication
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should face at some point the requirement of not only privacy but other standard
information security demands such as data integrity, entity authentication, or ac-
cess control. Of course, the idea of encrypting information in the physical layer
can be complemented by software techniques that can perform these and others
tasks. In any case a good estimator of the security of message transmission using
chaos-based techniques is another more than attractive goal.
Within the framework of the nonlinear dynamics the effect of a delay on the
dynamics and synchronization of coupled systems continues being an exciting in-
gredient to explore. More specifically, the role of the delay as a symmetry-breaking
or symmetry-restoring parameter in the dynamics of coupled oscillators needs to
be systematically addressed. Our preliminary results in some models of coupled
oscillators have suggested the identification of the different chaotic synchroniza-
tion solutions with the possible patterns of oscillations permitted by the symmetry
of the network.
On the other hand, the generation of multirhythms solutions (fourth pattern in
Table 8.2) could be of interest for some engineering applications (including op-
tical sciences) where systems oscillating at multiples of a fundamental frequency
are needed.
From a more interdisciplinary point of view, the experience and insight gained
during the investigation of the simple network motifs of Chapter 8 can be help-
ful in analyzing the role of the delay in complex networks which appear in many
different fields and contexts. Experiments regarding zero-lag synchronization be-
tween distant cortical areas of the brain have received a lot of attention since a long
time [108]. Such neuronal synchronization is believed to bind different neuronal
responses when a subject is performing some cognitive tasks and motivate fur-
ther studies of the synchronizing mechanisms in realistic neural networks. Current
research is going on in order to better understand how simple mechanisms could
allow for a stimulus-dependent zero-lag synchronization between pools of neurons
which connectivity belongs to the realm of the complex networks.
In conclusion, I consider that the spirit of this thesis has been to contribute a
little bit to the problem of coupled oscillators from an interdisciplinary point of
view. The fact that the oscillator models used here are semiconductor lasers has
enhanced the possibility that the theoretical and numerical predictions could find
a real test in the optical tables of different laboratories. Moreover, the interesting
and complex dynamics of the real light-matter interaction continuosly challenge
and motivate further theoretical studies that toy models can hardly offer.
One of the advantages of this type of research from which I hope I have been
benefitted is, as I said before, its interdisciplinary nature. Tools and techniques
from different branches (bifurcation theory and nonlinear dynamics, optics, group
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theory, etc...) have been used along this thesis. Moreover, analysis of theoretical,
numerical, and experimental nature have all been mixed and complemented each
other in order achieve our goals.
Regarding the future of the subjects studied here, I consider that the topics of
synchronization and delay effects still cover a lot of surprises to basic nonlinear
dynamics research and engineering applications, but especially to the modeling
and analysis of the life sciences. The more and more popular field of biophysics
is offering an incredible large set of challenging situations (where could one find
more incredible examples of self-organization of complex systems than in real
life?) that are calling for an answer. From biological clocks to central pattern
generators, I consider that there is a lot of room for more detailed and physiological
meaningful synchronization studies that can help us to better comprehend issues
like the organization and tendency to order of the living matter or the generation
and maintenance of our biological rhythms, a fundamental issue with important
medical and pharmacological applications.
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