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ABSTRACT
We develop DeepOPF as a Deep Neural Network (DNN) approach
for solving direct current optimal power flow (DC-OPF) problems.
DeepOPF is inspired by the observation that solving DC-OPF for a
given power network is equivalent to characterizing a high-dimensional
mapping between the load inputs and the dispatch and transmis-
sion decisions. We construct and train a DNN model to learn such
mapping, then we apply it to obtain optimized operating decisions
upon arbitrary load inputs. We adopt uniform sampling to address
the over-fitting problem common in generic DNN approaches. We
leverage on a useful structure in DC-OPF to significantly reduce
the mapping dimension, subsequently cutting down the size of our
DNN model and the amount of training data/time needed. We also
design a post-processing procedure to ensure the feasibility of the
obtained solution. Simulation results of IEEE test cases show that
DeepOPF always generates feasible solutions with negligible opti-
mality loss, while speeding up the computing time by two orders of
magnitude as compared to conventional approaches implemented
in a state-of-the-art solver.
KEYWORDS
Deep learning, Deep neural network, Optimal power flow.
1 INTRODUCTION
The “deep learning revolution” largely enlightened by the October
2012 ImageNet victory [23] has transformed various industries in
human society, including artificial intelligence, health care, online
advertising, transportation, and robotics. As the most widely-used
and mature model in deep learning, Deep Neural Network (DNN)
[15] demonstrates superb performance in complex engineering tasks
such as recommendation [9], bio-informatics [39], mastering diffi-
cult game like Go [33], and human pose estimation [37]. The ca-
pability of approximating continuous mappings and the desirable
scalability make DNN a favorable choice in the arsenal of solv-
ing large-scale optimization and decision problems in various en-
gineering systems. In this paper, we apply deep learning to power
systems and develop a DNN approach for solving the essential op-
timal power flow (OPF) problem in power system operation.
The OPF problem, first posed by Carpentier in 1962 in [7], is to
minimize an objective function, such as the cost of power genera-
tion, subject to all physical, operational, and technical constraints,
by optimizing the dispatch and transmission decisions. These con-
straints include Kirchhoff’s laws, operating limits of generators,
voltage levels, and loading limits of transmission lines [20]. The
OPF problem is central to power system operations as it under-
pins various applications including economic dispatch, unit com-
mitment, stability and reliability assessment, and demand response.
While OPF with a full AC power flow formulation (AC-OPF) is
most accurate, it is a non-convex problem and its complexity ob-
scure practicability. Meanwhile, based on linearized power flows,
DC-OPF is a convex problem admitting a wide variety of appli-
cations, including electricity market clearing and power transmis-
sion management. See e.g., [11, 12] for a survey.
Our DNN approach is inspired by the following observations on
the characteristics of OPF and its application in practice.
• Given a power network, solving the OPT problem is equiva-
lent to depicting a high-dimensional mapping between load
inputs and optimized dispatch and transmission decisions.
• In practice, the OPF problem is usually solved repeatedly for
the same power network, e.g., every five minutes by CAISO,
with different load inputs at different time epochs.
As such, it is conceivable to leverage the universal approximation
capability of deep feed-forward neural networks [18, 21], to learn
such mapping for a given power network, and then apply the map-
ping to obtain operating decisions upon giving load inputs (e.g.,
once every five minutes).
We develop DeepOPF as a DNN approach for solving DC-OPF
problems.As compared to conventional approaches based on interior-
point methods [30], DeepOPF excels in (i) reducing computing
time and (ii) scaling well with the problem size. These salient fea-
tures are particularly appealing for solving the (large-scale) security-
constrained DC-OPF problem, which is central to secure power
system operationwith contingency in consideration. Note that the
complexity of constructing and training a DNN model is minor if
amortized over the many DC-OPF instances (e.g., one per every
five minutes) that can be solved using the same model. Our main
contributions are summarized in the following.
First, after reviewing the OPF problem in Sec. 2, we propose a
DNN framework for solving DC-OPF problem,DeepOPF, in Sec. 3.
DeepOPF integrates the structure of the DC-OPF problem into the
design of the DNN model and the loss function to be used in the
learning process. The framework also includes a pre-processing
procedure to calibrate the inputs to improve DNN training effi-
ciency and a post-processing procedure to ensure the feasibility
of the solutions obtained from the DNN model.
Second, as described in Sec. 3.2, we adopt uniform sampling
to address the over-fitting problem common in generic DNN ap-
proaches. Furthermore, as discussed in Sec. 3.3, we leverage on a
unique structure in DC-OPF to significantly reduce the mapping
dimension, subsequently cutting down the size of our DNN model
and the amount of training data/time needed.
Finally, we carry out simulation using pypower [3] and sum-
marize the results in Sec. 4. Simulation results of IEEE test cases
show that DeepOPF always generates feasible solutions with neg-
ligible optimality loss, while speeding up the computing time by
two orders of magnitude as compared to conventional approaches.
The DeepOPF approach is applicable to more general settings, in-
cluding the large-scale security-constrained OPF and non-convex
AC-OPF, which we leave for future studies.
1.1 Related Work
Generally, the OPF problems can be divided into three forms: eco-
nomic dispatch (ED), DC-OPF and AC-OPF problems [8]. The AC-
OPF problem is the original OPF problem, which is non-convex
and usually difficult to handle. Thus in practical applications, some
work focus on solving the relaxed version of the AC-OPF problem
like ED and DC-OPF problems since they are easier to solve and
the solutions of these problems are useful in the analysis of the
AC-OPF problem. ED and DC-OPF problems [36] are obtained by
removing or linearizing some constraints in the AC-OPF problem,
respectively.
The methods for solving the OPF problem are mainly divided
into three categories. One is the methods based on numerical itera-
tion algorithms. The OPF problem to be solved can be first approxi-
mated as an optimization problem like semi-definite programming
[5], quadratic programming [29], second-order cone programming
[19] or linear programming [27], and the numerical iteration solvers
like interior-point methods [34], [35] were applied to obtain the op-
timal solutions. However, the time complexity of these numerical-
iteration based algorithms may be substantial. Usually the compu-
tation time increases when the scale of transmission power system
becomes large. Compared with these methods, the proposed DNN-
based approach can reduce the processing time during calculation
as the prediction is a mapping and barely need iteration. Although
there may exist some difference between the generated solution
and the optimal solution, the DNN-based approach can achieve
prediction with relatively high accuracy since it was proved to has
capacity to approximate various complex mappings.
Another category is the heuristic algorithm methods based on
computational intelligence techniques, including evolutionary pro-
gramming like genetic algorithms [25] and swarm optimization
[24]. There are two drawbacks of this kind of methods. First, both
the optimality and feasibility of the solution is hard to guarantee.
Second, the processing time it takes to find the optimal solution
may also be substantial. Comparedwith these heuristic algorithms,
the proposed DNN-based approach can achieve relatively accurate
solution more quickly.
The other category is the learning-based methods. Some work
focused on find an end-to-end approach to solve the OPF problem
[13] based on reinforcement learning. However, the main draw-
back is that it is hard to guarantee the performance of the model
as the model is trained without labeled data as supervisor, Mean-
while, it is difficult to guarantee both the accuracy and feasibility
when the operation constraint is considered. In addition, the meth-
ods based on reinforcement learning are unable to leverage pre-
existing knowledge about the mathematical form of the optimiza-
tion problem [28], [4]. Other work investigated how to integrate
the traditional and the learning method to accelerate solving the
OPF problem. For example, a principal component analysis (PCA)
based approach was proposed in [38] to extract the hidden rela-
tionships describing variables from operation data-sets in the OPF
problems for reducing the number of variables to be solved, which
can obtain solutions more efficiently. A statistical learning-based
approach was proposed in [31] to determine the active constraint
set for the DC-OPF problem, which can reduce the scale of opti-
mizationwhilst keep the highly accurate solutions. However, there
are mainly two drawbacks of previous learning-based approaches:
1) For methods which use learning techniques to find the optimal
solution without resorting the traditional solvers, they mainly fo-
cus on the prediction accuracy, which do not consider the depen-
dency between variables of the OPF problem and the constraints.
Hence, these methods cannot keep the feasibility of the generated
solution well; 2) For methods in which learning method is only
used to assist the traditional solver, themachinemodels are applied
to replace specific sub-steps of the traditional methods, whole algo-
rithms still mainly depend on the traditional iteration method. As
the times complexity may be high, these methods cannot be able
to handle with large-scale power system. Unlike these method, the
proposed approach can alleviate these two issues. On one hand, it
does not depends on traditional OPF solver during the calculation,
which can further reduce the time complexity. Also, we consider
the constraints and integrate the post-processing into the proposed
approach, which can guarantee both the accuracy and feasibility
of generated solution. Apart from that, [21] presented an approach
to solve the constrained finite time optimal control problem based
on deep learning, which mainly focuses on achieves high accuracy
with less memory requirements. Despite such similarity, however,
this paper mainly focuses on how to solve the OPF problem faster
by levering the deep learning technique.
2 THE OPTIMAL POWER FLOW PROBLEM
We review the formulations of general OPF and DC-OPF problems
in this section. The objective of the OPF problem is to determine
the operation states of the power system considering the relation-
ship between the cost and supplied power of each generator as well
as the constraints of system operation [14]. We summarize the key
notations used in this paper in Table 1.
2.1 General OPF problem formulation
A general OPF problem can be formulated as follows:
min(x,u) f (x,u)
s.t. дp (x,u) = 0, p = 1, 2, ...,np , (1)
hm (x,u) ≤ 0, m = 1, 2, ...,nm ,
where f (·) is the objective function, which is usually designed ac-
cording to certain economic criteria such as minimizing the pro-
duction cost of of all generators. x and u are the state variables and
the decision variables, respectively. The decision (state) variables
on different buses are:
• The real and reactive powers (voltage magnitude and angle)
at each load bus.
• The real power generated and the voltage magnitude (reac-
tive power generated and voltage angle) at each generation
bus.
• The voltagemagnitude and angle (the real and reactive power
generated) at the reference bus.
The equality constraintsдp (p = 1, 2, ...,np ) correspond to the power
flowbalance equations. The inequality constraintshm(m = 1, 2, ...,nm)
2
Table 1: Summary of Notations.
Notation Definition
PGi The active power from the generator in the ith bus
θi The phase angle of the generator in the ith bus
B The admittance matrix
xi j The line reactance between the ith bus and the jth bus
Nbus The number of bus
Ngen The number of generator
Nload The number of load
Nbran The number of branches
Nhid The number of hidden layer
Nneu The number of neurons in each layer
lr The learning rate in the training stage
are constraints corresponding to operation limits for transmission
lines.
2.2 Problem formulation for DC-OPF
As mentioned before, in this paper we focus on the DC-OPF prob-
lem. In the DC-OPF problem, there are only two types of variables,
i.e., the generator outputs and the power phase angle of transmis-
sion lines. The problem is to minimize the total generation cost
subject to the generator operation limits, the power balance equa-
tion, and the transmission line capacity constraints [8]. It can be
expressed as follows:
min
Ngen∑
i=1
Ci (PGi )
s.t.


Pmin
Gi
≤ PGi ≤ P
max
Gi
, i = 1, 2, ...,Nbus
B · θ = PG − PD
1
xi j
(
θi − θj
)
≤ Pmaxi j , i, j = 1, 2, ...,Nbus
(2)
where Nbus is the number of buses and Ngen is the number of
generators. PGi is the power output of the generator in the ith
bus. Pmin
Gi
and Pmax
Gi
are the output limits of generators in the ith
bus, respectively. If there is no generator in the ithe bus, Pmin
Gi
and
Pmax
Gi
are set to be 0. B is an Nbus ×Nbus admittance matrix. If the
ithe bus and the jthe bus are adjacent buses, the the correspond-
ing element in matrix B is the reciprocal of the line reactance xi j ,
Otherwise the corresponding element is 0. In particular, B can be
expressed as:
B =

y11 y12 ... y1Nbus
y21 y22 ... y2Nbus
... ... ... ...
yNbus1
yNbus2
... yNbusNbus

(3)
where
Bi j =


−yi j , if i , j;
Nbus∑
k=1,k,i
yik , if i = j .
Here yi j is the admittance of the branch bi j . In addition, we have
yi j > 0 if there is an branch connecting node i and node j, andyi j =
0 otherwise [17]. As a consequence, Bii > 0,∀i ∈ {1, 2, · · · ,Nbus}.
PG is the bus power generation vector and PD is the bus con-
sumption vector. θ is the phase angles vector. θi and θj are the
phase angles at the ith bus and the jth bus, respectively. 1xi j
(
θi − θj
)
represents the bus power injection from the jth bus and the ith
bus. Pmaxi j is the transmission limit from the ith bus to the j bus.
Ci (PGi ) is individual cost function for the generator in the ith bus.
The cost function is derived from a heat rate curve, which gives
the generator electric power output as a function of the thermal
energy input rate times the fuel cost per thermal energy unit. It is
commonly modeled as a quadratic function [32]:
Ci (PGi ) = λ
2
1iPGi + λ2iPGi + λ3i , (4)
where λ1i ,λ2i , and λ3i are the model parameters. As shown in the
formulation of the DC-OPF problem, the first inequality constraint
is related to the generator operation limit. The second equality con-
straint means the power flow balance equation, where the total
power injection into one bus equals to the sum of load consump-
tion on this bus and the power injection from this bus to the adja-
cent buses. The third constraint means that the power injection on
each transmission line cannot exceed the transmission capacity of
the line. The DC-OPF problem in (4) is a quadratic programming
problem.
3 DEEPOPF FOR SOLVING DC-OPF
We propose DeepOPF, a DNN based framework for solving the
DC-OPF problem. It integrates the structure of the DC-OPF prob-
lem into the design of the learning model. Specifically, we take the
dependency between the variables to be solved into account and
reformulate the constraints in the DC-OPF problem, which can re-
duce the number of the variables and transform the DC-OPF prob-
lem into a fitting problem.
3.1 Overview of DeepOPF
The flowchart of the proposed framework is depicted in Fig. 1,
which can be divided into training and inference stages. The key in
DeepOPF is to construct a DNN model for mapping the load input
into the active power and phase angle output. We outline the pro-
cess of constructing and training the DNN model in the following.
First, we collect the training data and performpre-processing.
Specifically, we apply a uniform sampling method to gener-
ate the load PD. We then obtain the optimal solution PG and θ
for the corresponding DC-OPF problems as the ground-truth,
by using a state-of-the-art solver [40]. After that, the train-
ing data will be normalized during the pre-possessing. The
details are in Sec. 3.2. Note that the uniform sampling can
address the over-fitting issue common in generic DNN ap-
proaches.
Second, we study an equivalent formation of DC-OPF to
use a scaling factor vector αˆ ∈ [0, 1] to represent the ac-
tive power PG, normalizing the output value ranges which
are known to facilitate training efficiency. Furthermore, we
3
Figure 1: The framework of DeepOPF.
leverage on the fact that the admittance matrix (after remov-
ing the entries corresponding to the slack bus) is full rank
to represent θ by PG. Thus, it suffices to learn only the map-
ping from load inputs to the active powers instead of to both
the active powers and the phase angles as in generic DNN
approaches. This way, we can significantly reduce the map-
ping dimension, resulting in a much smaller size of the DNN
model and amount of training data/time needed. The details
are in Sec. 3.3.
Third, we build a DNN model with Nhid hidden layers
with Nneu on each layer based on the scale of the power
system to solve the fitting problem of the scaling factor vec-
tor αˆ after transformation in the second step. We train the
DNN model by applying the data-driven stochastic gradient
descent optimization algorithm tominimize a carefully-chosen
loss function designed for DC-OPF problems. The details can
be found in Sec. 3.4.
Fourth, we integrate post-processing into the DeepOPF
to guarantee the feasibility of the solutions obtained by the
DNN model. If the DNN model generates infeasible solution,
DeepOPF will project the solution into the feasible region
and return a feasible solution. The details are in Sec 3.5.
In the inference stage, we directly apply DeepOPF to solve the
DC-OPF problem with given test load inputs. We analyze the com-
putational complexity of DeepOPF with a comparison to that of
conventional approaches in Sec. 3.6.
3.2 load sampling and pre-processing
As mentioned in Section I, we assume the load on each bus varies
within a specific range around the default value independently.
The load data is sampled within [(1 − x) ∗ Pd , (1 + x) ∗ Pd ] (Pd
is the default power load at individual bus d and x is the percent-
age of sample range like 10%) uniformly at random. It is then fed
into the traditional DC-OPF solver to generate the optimal solu-
tions. Notice that here we adopt uniform sampling to avoid the
over-fitting issue common in generic DNN approaches. However,
this uniformmechanismmay not be sufficient to guarantee enough
sampling when the scale of the network become larger. Markov
chain Monte Carlo (MCMC) methods can be applied to this sce-
nario, which sample based on a probability distribution. We can
obtain a series of samples following the distribution that is used
to construct the Markov chain. In our case, we can use MCMC to
get samples near the boundary of the sampling space and obtain a
dense sample set around the significant elements of the load vector.
As the magnitude for each dimension of the input and output
may be different, The each dimension of training data will be nor-
malizedwith the standard variance and mean of the corresponding
dimension before training, which can make it easier for training.
3.3 Linear transformation and mapping
dimension reduction
There are inequality constraints related to PGi on the problem. We
first reformulated these inequality constraints through linear scal-
ing as:
PGi (αi ) = αi ·
(
PmaxGi − P
min
Gi
)
, αi ∈ [0, 1] , i = 1, ...,Ngen, (5)
where we recall that Ngen is the number of generators. Thus, in-
stead of predicting the generated power, we can predict the scaling
factor αi and obtain the value of PGi . There are two advantages of
this approach. First, the output of the DNN is restricted within the
range from 0 to 1 by using sigmoid function[15]. Thus, it can pre-
vent the recovery of the predictions from violating the inequality
constraints. Second, the prediction range becomes smaller, which
makes it easier for the DNN model to learn the mapping between
the load and PGi . It should be noted that one bus is set as the slack
bus and used for balancing the mismatch between the total load
and supply, thus the PGi of the slack bus is obtained by subtract-
ing output of the other buses from the total load.
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As shown in Section II-B, there are two types of variables needed
to be determined. Since the phase angle θi is the state variable de-
pends on the decision variable PGi , and there exists a linear rela-
tionship between them (the second equality constraint in the DC-
OPF problem), we can reduce the number of variables by repre-
senting θi with PGi . Thus, after obtaining PGi , i = 1, ...,Ngen, we
can have bus power generation vector PG, and obtain θ through
PG . Suppose we obtain the (Nbus − 1) × (Nbus − 1) matrix, B˜ by
eliminating corresponding row and column of then×n admittance
matrix B to the slack bus whose phase angle is usually set to zero.
The following lemma states a useful property of the admittance
matrix B pretty well-known in the literature; see e.g., [8], [22].
Lemma 1. The matrix B˜ is a full-rank matrix.
The result is rather well known in the literature of power sys-
tem; see e.g., [8], [22]. We provide a brief proof in Appendix A for
completeness.
According to Lemma 1, the matrix B˜ is invertible. Thus, we can
express the phase angles of all bus except the phase angle of the
slack bus as following:
θ˜ =
(
B˜
)−1 (
P˜G − P˜D
)
, (6)
where P˜G and P˜D stand for the (Nbus − 1)-dimension output and
load vectors for buses excluding the slack bus, respectively. As the
phase angle of the slack bus is fixed, the DNNmodel does not need
to predict it. After the transformation, we can obtain the generated
phase angle vector θˆ by inserting zero representing the phase an-
gle for the slack bus into θ˜ . There are mainly two advantages of
this transformation. On one hand, we use the property of the ad-
mittance matrix to reduce the number of variables, which can fur-
ther reduce the size of our DNN model and the amount of training
data/time needed. It means the usage of the structure of the DC-
OPF problem can lead to more efficient design of the DNN model.
On the other hand, the operations in the transformation is differen-
tiable with respect to the generated PˆG, which makes it convenient
to introduce error related to θ in the loss function.
For the inequality constraints related to the transmission on
each line, in order to satisfy these requirements, we can represent
these constraints by PG , and add a penalty term related to these
constraints into the loss function to guide the training of the DNN
model. It should be noted that the inequality constraints related to
the transmission line between adjacent buses is symmetric, thus
the inequality can be reformulated as following:
− 1 ≤
1
Pmaxi j · xi j
·
(
θi − θj
)
≤ 1, , i, j = 1, 2, ...,Nbus. (7)
The lower bound and upper bound of the inequality for each trans-
mission line can be -1 and 1 after transformation, respectively. Thus,
we can introduce a penalty function in the loss function of the
DNN model, which can make the generated solution satisfy the
constraints better. The applied penalty function is:
p (x) = x2 − 1. (8)
To integrate this penalty term in the loss function, we can express
the (7) with PD. We first introduce an na × n matrix A, where na
is the number of adjacent buses. Each row in A corresponds to an
adjacent bus pair. Given any the adjacent bus pair (i, j), we assume
the power flow is from the ith bus to the jth bus. Thus, the elements,
ai and aj , are the corresponding entries of the matrix A defined as:
ai =
1
Pmaxi j · xi j
and aj = −
1
Pmaxi j · xi j
. (9)
Based on (6), (7) and (9) can be expressed as:
− 1 ≤
(
Aθˆ
)
k
≤ 1,k = 1, ...,na, (10)
where
(
Aθˆ
)
k
represents the kth element of Aθˆ . Thus, the phase
angle vector θˆ is obtained through PG and θ¯ . We can then calculate
the penalty value for
(
Aθˆ
)
k
, and add the average penalty value
into the loss function for training.
The transformation is to make the training easier by consider-
ing the structure of the DC-OPF problem. For one thing, we take
dependency between the active power and the phase angle into ac-
count and represent the phase angle with the active power, which
can reduce the number of variables to be generated. For the other,
the constraints of the DC-OPF are more easier to be dealt with. Af-
ter transformation, the constraints related to the generator output
and the power balance can be well satisfy. Meanwhile, the penalty
is introduced to represent the constraint on each transmission line.
Thus, solving the DC-OPF problem changes to the fitting problem
with respected to PGi (αi ) plus a penalty term, which means if the
DNN model can approximate the mapping between the input pa-
rameter and the output, the highly accurate generated solution for
the DC-OPF problem can be obtained immediately without resort-
ing to traditional iteration based solvers.
3.4 The DNN model
The core of DeepOPF is the DNN model applied to approximate
the mapping between the load and power output of the genera-
tors. The DNN model is established based on the multi-layer feed-
forward neural network structure, which consists of a typical three-
level network architecture: an input layer, several hidden layers,
and an output layer. More specifically, the applied DNN model is
defined as:
h0 = P˜D,
hi = σ (Wihi−1 + bi−1) ,
αˆ = σ ′ (wohL + bo) ,
where h0 denotes the input vector of the network, hi is the out-
put vector of the ith hidden layer, hL is the output vector (of the
output layer), and αˆ is the generated scaling factor vector for the
generators.
3.4.1 The architecture. In the DNN model, h0 represents the nor-
malized load data, which is the inputs of the network. After that,
features are learned from the input vector h0 by several fully con-
nected hidden layers. The ith hidden layer models the interactions
between features by introducing a connection weight matrixWi
and a bias vector bi . Activation function σ (·) further introduces
non-linearity into the hidden layers. In our DNN model, we adopt
Rectified Linear Unit (ReLU) as the activation function of the hid-
den layers, which can be helpful for accelerating the convergence
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and alleviate the vanishing gradient problem [23]. At last, the Sig-
moid function σ ′ (x) = 11+e−x is applied as activation function of
the output layer to project the outputs of the network to (0, 1).
For different power networks (as IEEE test cases), we tailor the
DNN model by educated guesses and iterative tuning, which is by
far the common practice in generic DNN approaches in various
engineering domains. The number of hidden layers Nhid and neu-
rons on each hidden Nneu of DNN is mainly designed according
to the scale of the power system. For example, the mapping for
larger scale power system is more difficult to obtain as there are
more mutual dependent variables to predict, thus DNNmodel with
larger Nhid and Nneu will be used for larger power system.
An example of the DNN architecture is shown Fig. 2, which we
construct for the IEEE Case30 test case in the numerical experi-
ments in Sec. 4.
3.4.2 The loss function. After constructing the DNN model, we
need to design the corresponding loss function to guide the train-
ing. For each item in the training data set, the loss function consists
of two parts: the difference between the generated solution and
the reference solution obtained from solvers and the value of the
penalty function upon solutions being infeasible. Since there exists
a linear correspondence between PG and θ , there is no need to in-
troduce the loss term of the phase angles. The difference between
the generated solution and the actual solution of PGi is expressed
by the sum of mean square error between each element in the gen-
erated scaling factors αˆi and the actual scaling factors αi in the
optimal solutions:
LPG =
1
Ngen
Ngen∑
i=1
(αˆi − αi )
2
, (11)
whereNbus represents the number of generators. The penalty term
capturing the feasibility of the generated solutions can be expressed
as:
Lpen =
1
na
na∑
k=1
p
((
Aθˆ
)
k
)
, (12)
where we recall that na is the number of the adjacent buses, p(·) is
the penalty function defined in (8), and
(
Aθˆ
)
k
represents the kth
element in the vector Aθˆ (θˆ is the generated phase angle vector by
(6)). The total loss can be expressed as the weighted summation of
the two parts:
Ltotal = w1 · LPG +w2 · Lpen , (13)
where w1 and w2 are positive weighting factors, which are used
to balance the influence of each term in the training phase. As the
objective of the designed loss function is to find the relatively ac-
curate PG, the first term is with the highest priority in the loss
function as it has much more influence on the recovery of the PG.
The other loss term, which is with respect to the penalty related to
the transmission line, is regarded with lower priority in the train-
ing process.
3.4.3 The training process. In general, the training processing can
be regarded as minimizing the average value of loss function with
the given training data by tuning the parameters of theDNNmodel
as follows:
min
Wi,bi
1
Ntrain
Ntrain∑
k=1
Ltotal,k (14)
whereWi and bi represent the connection weight matrix and vec-
tor for layer i . Ntrain is the amount of training data and Ltotal,k
is the loss of the kth item in the training. We apply the widely-
used optimization technique in the deep learning, stochastic gradi-
ent descent (SGD) [15], in the training stage, which is effective for
large-scale dataset and can economize on the computational cost
at every iteration by choosing a subset of summation functions at
every step. We outline the process of SGD in the following Algo-
rithm 1.
Algorithm 1 SGD
1: Initialize the DNNmodel parameters (Wi , bi ), and the learning
rate lr .
2: Set the number of batch size and total number of epochs T (an
epoch means the round that the all batches have been trained).
3: Set the start round index t = 1
4: repeat
5: Randomly shuffle examples in the training set;
6: for Each batch in the training data set do
7: Calculate the average loss for each batch, Lt in the
feed-forward manner;
8: Update the parametersWi and bi in the back propaga-
tion manner with the gradient as follows:
W t+1i =W
t
i − lr · ∇L
t (W ti )
bt+1i = b
t
i − lr · ∇L
t (bti )
where ∇Lt
(
W ti
)
and ∇Lt
(
bti
)
represent the gradient with
respect to the parametersWi and bi in the tth round, respec-
tively;
9: end for
10: t=t+1
11: until t = T
3.5 Post-processing
The proposed approach may encounter a situation in which the
balanced amount of electricity exceeds the feasible capacity range
of the slack bus. To address this issue and ensure the integrity of
the algorithm, after the generated solution PˆG is obtained, the ap-
proach needs to conduct post-processing to guarantee the feasibil-
ity of the solution in case the DNN’s generated solution is infeasi-
ble.
As discussed before, the constraints in the DC-OPF problem
are (closed) linear constraints. Thus, the post-processing can be
regarded as to project the initial generated solution into the poly-
hedron that is the intersection of a finite number of closed linear
constraints, which can be formulated as follows:
min ‖PˆG − u‖
2 s.t. u ∈ C1 ∩C2... ∩Cd , (15)
where the convex sets C1,C2, ...,Cd denote the constraints in the
DC-OPF problem. By solving the problem in (15), we can find the
feasible solution closest to the generated solution PˆG. The reason
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that we want to find the feasible one that is closest to the pseudo-
optimal solution lies in that, we want to provides the feasible one
which has the smallest variation from PˆG , and expecting the value
of the cost function is also close to the optimum. The above prob-
lem is a convex quadratic programming problem and can be solved
by the fast dual proximal gradient algorithm proposed in [6], with
a convergence rate of primal sequence being of the order O (1/τ ),
where τ is the iteration steps. With the post-processing, the pro-
posed approach can guarantee the feasibility of the generated so-
lution.The numerical experiments on IEEE test cases in Sec. 4 show
thatDeepOPF generates feasible solutions for all DC-OPF instances;
thus in practice, maybe only few instance will involve the post-
processing process.
3.6 Computational complexity
As mentioned before, the computational complexity of the tradi-
tional iteration approach is related to the scale of the DC-OPF prob-
lem. For example, the computational complexity of interior point
method based approach for the convex quadratic programming is
O
(
L2n4
)
measured as the number of arithmetic operations [41],
where L is the number of input bits and n is the number of vari-
ables.
For our proposed approach, the computational complexitymainly
consists of two parts: the calculation as the input data passing
through the DNN model and the post-processing. For the post-
processing, its computational complexity can be negligible in the
practical usage as the DNN model barely generate infeasible so-
lution. Thus, the computational complexity of the proposed ap-
proach is approximately determined by the calculation with re-
spect to the DNN model. It can be evaluated by the scale of the
network [16].
Recall that the input and the output of the DNN model in Deep-
OPF areNin andNout dimensions, respectively, and theDNNmodel
has Nhid hidden layers and each hidden layer has Nn neurons.
Once we finish training the DNNmodel, the complexity of generat-
ing solutions by using DeepOPF is characterized in the following
proposition.
Proposition 3.1. The computational complexity (measured as
the number of arithmetic operations) to generate a solution to the
DC-OPF problem by using DeepOPF is given by
T = NinNn + (Nhid − 1)N
2
n + NoutNn, (16)
which is O
(
NhidN
2
n
)
.
For example, as shown in Table 2, for the parameters associated
with IEEE 300 case,T = 81920. As for the given topology, the scale
of the DNN model is fixed. It means the computational complexity
T is a constant. Thus, unlike the traditional methods, the proposed
approach can find the mapping between the given parameter and
the optimal solution without iteration process when the training
is finished. We also conduct experiment to compare the actual pro-
cessing time between the traditional and the proposed methods,
where the numerical results show the proposed approach can ob-
tain the solution in a much shorter time.
Figure 2: The detail architecture of DNN model for IEEE
case30.
Table 2: Parameters for test cases.
Case Nbus Ngen Nload Nbran Nlay Nneu lr
IEEE
Case30
30 6 20 41 2 16 1e-3
IEEE
Case57
57 7 42 80 3 32 1e-3
IEEE
Case118
118 54 99 186 5 64 1e-3
IEEE
Case300
300 69 199 411 5 128 1e-3
* The number of load buses is calculated based on the default load on each bus. If the
default load for active power on the bus does not equal to zero, the bus is considered
as a load bus and vice versa.
* The values for these parameters are not unique. Different combinations of the pa-
rameters may achieve similar performance.
4 NUMERICAL EXPERIMENTS
4.1 Experiment setup
4.1.1 Simulation environment. The experiments are conducted in
Ubuntu 18.04 on the six-core (i5-8500@3.00GHz)CPUworkstation
and 8GB RAM.
4.1.2 Test case. The proposed approach is tested with four IEEE
standard cases [2]: the IEEE 30-bus power system, IEEE 57-bus
power system, the IEEE 118-bus test system and the IEEE 300-bus
system, respectively, which includes the small-scale, medium-scale
and large-scale power system network for the DC-OPF problem.
The related parameters for the test cases are shown in Table 2. The
illustrations of the topology for IEEE 30-bus system and 57-bus sys-
tem are shown in Appendix as examples. The illustrations for the
IEEE 118-bus and IEEE 300-bus cases can be found in [26] and [1].
4.1.3 Training data. In the training stage, the load data is sampled
within [90%, 110%] of the default load on each load uniformly at
random. After that, the solution for the DC-OPF problem provided
by the pypower [3] is regarded as ground-truth. Pypower is based
on the traditional interior point method [40]. Taking the sampling
range and different scale of the cases, the corresponding amount
of training data for different cases is empirically determined in the
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Table 3: PERFORMANCE EVALUATION OF THE PROPOSED APPROACH.
Case
Number of
Variables
Feasible solution’s percentage
without post-processing (%)
Average cost
($/hr)
Running time
(millisecond)
Speedup
DeepOPF Ref. DeepOPF Ref.
IEEE
Case30
36 100 589 588 0.17 21 ×124
IEEE
Case57
64 100 42750 42667 0.17 27 ×160
IEEE
Case118
172 100 133776 131311 0.25 44 ×177
IEEE
Case300
369 100 706602 706338 0.34 50 × 148
* Running time is the average computation time of all test instances.
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Figure 3: (a)-(b) represent the comparisons of generated solution and the optimal solution for IEEE case-118 with the total load
equals to 4393.53 MW . The total cost for the generated solution and the optimal solution is 132418 ($/hr) and 131967 ($/hr),
respectively.
simulation as follows: 10000 training data for IEEE Case30, 25000
training data for IEEE Case57 and IEEE Case118, 50000 training
data for IEEE Case300. For each test case, the amount of test data
is 10000.
4.1.4 The implementation of the DNN model. We design the DNN
model based on Pytorch platform and apply the stochastic gradient
descent method [15] to train the neural network. In addition, the
epoch is set to 200 and the batch size is 64. Based on the range of
each loss obtained from some preliminary experiments, the value
of weighting factorsw1 andw2 are set to 1 and 0.00001 term empiri-
cally. Meanwhile, other parameters includes the number of hidden
layers, the number of neurons in each layer and the learning rate
for each test case are also shown in Table. 2. For better understand-
ing, the detail architecture of the DNN model with input and post-
processing for IEEE Case30 is shown in Fig. 2, which includes the
dimension of the input and output as well as the structure (e.g., the
number of neurons on each layer and the corresponding activation
function).
4.2 Performance evaluation
The simulation results of the proposed approach for test cases are
shown in the Table 3. We can see from the Table. 3 the percentage
of the feasible generated solution is 100% before post-processing,
which indicates the proposed neural network model can keep the
feasibility of the generated solution well without resorting to the
post-process step. As the load of each node are assumed varying
within a specific range, and the load for the training data are sam-
pled in this range uniformly at random, the neural network model
can find the mapping between the load in the specific range and
the corresponding solution for the DC-OPF problem. It should be
noted that the proposed neural network can learn the mapping
for any varying range as long as there are enough sample data for
training. Thus, the neural network model barely generates the in-
feasible solution, which means the proposed approach can mostly
find the feasible solution through mapping. Even if it obtains the
infeasible solution, the model can resort to the post-processing to
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adjust the infeasible generated solution into the feasible one. In ad-
dition, the difference between the cost with generated solution and
that of the reference solution is shown in the Table. 3. The differ-
ence can be negligible, which means each dimension of generated
solution has high accuracy when compared to that of the optimal
solution.
To verify this, we show the comparisons between the generated
solution and the optimal solution for all generators under IEEE
case-118 with the a given total load in the Fig. 3 as an example.
For better illustration, we divide the generators into two groups
based on their optimal output value. Fig. 3(a) shows the compar-
isons of the generators with large outputwhile Fig. 3(b) shows that
of the generators with small output. During the training process,
our DNNmodel tries to learn the relative relationship between the
load and the optimal output, i.e., the proportion of electricity gen-
erated by each generator. In Fig. 3, the generator index means the
index of the bus which the generator belongs to. We can observe
from Fig. 3(a) that for prediction of the generators large output,
the DeepOPF approach can not only describe the relative relation
between each dimension in the optimal solution, but also obtain
predictionwith small difference. Usually, the total cost is mainly de-
termined by the generators with larger output. While for the gen-
erators with small output, the DeepOPF can also obtain a relative
accurate prediction as shown in Fig. 3(b). In our example, the cost
of the generators with small output usually only accounts about 1%
percentage of the total cost, it will not have significant influence
on the total cost although there exists difference. Thus, the pro-
posedDeepOPF can effectively achieve the high accuracy solution
without resorting to the traditional DC-OPF solver.
In addition, we show the histogram of prediction errors of differ-
ent generators in the test stage for IEEE 30-bus case as an example
in Appendix B. As seen, the range of prediction error is acceptable
for the practical operation, which can demonstrate the effective-
ness of the DeepOPF for multi-dimension prediction. More discus-
sion can be found in Appendix B.
Apart from that, we can see that compared with the traditional
DC-OPF solver, our DeepOPF approach can speed up the comput-
ing time by two order of magnitude. As mentioned before, given
the topology of the power system, solving the OPF problemmeans
to find the mapping between the load and decision variables of the
generators. The proposed model can achieve high prediction ac-
curacy much faster than the traditional iteration based solution. In
addition, we provide the training time consumption (sec./epoch) as
follows: case30 (0.3), case57 (3.6), case118 (10.4) and case300 (19.0).
Recall that 200 epoches can achieve acceptable predicted solutions
as shown in the simulation. As the OPF problem has to be solved
frequently and repeatedly, the training time is negligible for the
long-term DC-OPF application.
4.3 The benefit of multi-layer structure
We also carry out comparative experiments to show the benefits
brought by the scale of network on the performance for the DC-
OPF problem. More specifically, we design three variants of Deep-
OPF for IEEE case-57 with different depths, which are listed as
follows:
• DeepOPF-V1: A simple network without hidden layer
Table 4: Performance comparisons of all variants.
Variant
Average cost
($/hr)
∆ cost
($/hr)/(%)
Running time
(millisecond)
DeepOPF-V1 42854 +187/+0.4 0.12
DeepOPF-V2 42825 +158/+0.4 0.14
DeepOPF-V3 42750 +83/+0.2 0.17
• DeepOPF-V2: A simple network with one hidden layer
• DeepOPF-V3: A simple network with three hidden layers
where DeepOPF-V1 is the simplest network which has no hidden
layers whileDeepOPF-V3 has three hidden layers among the three
variants. Comparative experiments follow the same experimental
settings above and the results of all variants in terms of average
cost ($/hr) as well as percentage (%), the relative increase of the
cost compared to the optimal solution, and the running time (sec.)
are shown in Table. 4. We can observe that increasing the depth of
network does enhance the recommendation performance as Deep-
OPF-V3 outperforms other variants on average cost. A deeper net-
work can model more interactions between features by introduc-
ing more network parameters while it takes a long time to train
the model and is more sensitive to hyper parameters as well.
5 CONCLUSION
Solving DC-OPF optimally and efficiently is crucial for reliable and
cost-effective power system operation. In this paper, we develop
DeepOPF as a DNN approach to generate feasible solutions for
DC-OPF with negligible optimality loss. DeepOPF is inspired by
the observation that solving DC-OPF for a given power network is
equivalent to learning a high-dimensional mapping between the
load inputs and the dispatch and transmission decisions. Simula-
tion results show that DeepOPF scales well in the problem size
and speeds up the computing time by two order of magnitude as
compared to conventional of using modern convex solvers. These
observations suggest two salient features particularly appealing
for solving the (large-scale) security-constrained DC-OPF problem,
which is central to secure power system operation with contin-
gency in consideration. A compelling future direction is to apply
DeepOPF to solve the non-convex AC-OPF problem.
REFERENCES
[1] 2018. IEEE case300 topology. https://www.al-roomi.org/power-flow/300-bus-system.
[2] 2018. Power Systems Test Case Archive. http://labs.ece.uw.edu/pstca/.
[3] 2018. pypower. https://pypi.org/project/PYPOWER/.
[4] Dario Amodei, Chris Olah, Jacob Steinhardt, Paul Christiano, John Schulman,
and Dan Mané. 2016. Concrete problems in AI safety. arXiv preprint
arXiv:1606.06565 (2016).
[5] Xiaoqing Bai, Hua Wei, Katsuki Fujisawa, and Yong Wang. 2008. Semidefi-
nite programming for optimal power flow problems. International Journal of
Electrical Power & Energy Systems 30, 6-7 (Jul 2008), 383–392.
[6] Amir Beck and Marc Teboulle. 2014. A fast dual proximal gradient algorithm for
convex minimization and applications. Operations Research Letters 42, 1 (Jan
2014), 1–6.
[7] J Carpentier. 1962. Contribution to the economic dispatch problem. Bulletin de
la Societe Francoise des Electriciens 3, 8 (1962), 431–447.
[8] R. D. Christie, B. F. Wollenberg, and I. Wangensteen. 2000. Transmission man-
agement in the deregulated environment. Proc. IEEE 88, 2 (Feb 2000), 170–195.
9
[9] Paul Covington, Jay Adams, and Emre Sargin. 2016. Deep Neural Networks
for YouTube Recommendations. In Proceedings of the ACM Conference on
Recommender Systems. New York, NY, USA, 191–198.
[10] Reinhard Diestel. 2018. Graph Theory (5th ed.). Springer Publishing Company,
Incorporated.
[11] Stephen Frank, Ingrida Steponavice, and Steffen Rebennack. 2012. Optimal
power flow: a bibliographic survey I. Energy Systems 3, 3 (Sep 2012), 221–258.
[12] Stephen Frank, Ingrida Steponavice, and Steffen Rebennack. 2012. Optimal
power flow: a bibliographic survey II. Energy Systems 3, 3 (Sep 2012), 259–289.
[13] Mevludin Glavic, Raphaël Fonteneau, and Damien Ernst. 2017. Reinforcement
Learning for Electric Power System Decision and Control: Past Considerations
and Perspectives. IFAC-PapersOnLine 50, 1 (Jul 2017), 6918–6927.
[14] Antonio Gomez-Exposito, Antonio J Conejo, and Claudio Canizares. 2018.
Electric Energy Systems: Analysis and Operation. CRC press.
[15] Ian Goodfellow, Yoshua Bengio, Aaron Courville, and Yoshua Bengio. 2016.
Deep Learning. Vol. 1. MIT Press Cambridge.
[16] K. He and J. Sun. 2015. Convolutional neural networks at constrained time cost.
In Proceeding of IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). Boston, MA, USA, 5353–5360.
[17] B. F. Hobbs, C. B. Metzler, and J. S. Pang. 2000. Strategic gaming analysis for elec-
tric power systems: an MPEC approach. IEEE Transactions on Power Systems
15, 2 (May 2000), 638–645.
[18] Kurt Hornik. 1991. Approximation capabilities of multilayer feedforward net-
works. Neural networks 4, 2 (1991), 251–257.
[19] R. A. Jabr. 2006. Radial distribution load flow using conic programming. IEEE
Transactions on Power Systems 21, 3 (Aug 2006), 1458–1459.
[20] David E Johnson, Johnny Ray Johnson, John L Hilburn, and Peter D Scott. 1989.
Electric Circuit Analysis. Vol. 3. Prentice Hall Englewood Cliffs.
[21] Benjamin Karg and Sergio Lucia. 2018. Efficient representation and approx-
imation of model predictive control laws via deep learning. arXiv preprint
arXiv:1806.10644 (2018).
[22] A. M. Kettner and M. Paolone. 2018. On the Properties of the Power Systems
Nodal Admittance Matrix. IEEE Transactions on Power Systems 33, 1 (Jan 2018),
1130–1131.
[23] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton. 2012. ImageNet Clas-
sification with Deep Convolutional Neural Networks. In Proceedings of the
International Conference on Neural Information Processing Systems, Vol. 1.
Lake Tahoe, Nevada, USA, 1097–1105.
[24] Kumar, Sanjeev, Chaturvedi, and K D. 2013. Optimal power flow solution using
fuzzy evolutionary and swarm optimization. International Journal of Electrical
Power & Energy Systems 47, 47 (May 2013), 416–423.
[25] L. L. Lai, J. T. Ma, R. Yokoyama, and M. Zhao. 1997. Improved genetic algo-
rithms for optimal power flow under both normal and contingent operation
states. International Journal of Electrical Power & Energy Systems 19, 5 (Jun
1997), 287–292.
[26] C. H. Liang, C. Y. Chung, K. P. Wong, and X. Z. Duan. 2007. Parallel Optimal
Reactive Power Flow Based on Cooperative Co-Evolutionary Differential Evolu-
tion and Power System Decomposition. IEEE Transactions on Power Systems
22, 1 (Feb 2007), 249–257.
[27] S. H. Low. 2014. Convex Relaxation of Optimal Power FlowâĂŤPart I: Formula-
tions and Equivalence. IEEE Transactions on Control of Network Systems 1, 1
(March 2014), 15–27.
[28] Sidhant Misra, Line Roald, and Yeesian Ng. 2018. Learning for Convex Optimiza-
tion. arXiv preprint arXiv:1802.09639 (2018).
[29] J. A. Momoh. 1989. A generalized quadratic-based model for optimal power
flow. In Proceedings of IEEE International Conference on Systems, Man and
Cybernetics, Vol. 1. Cambridge, MA, USA, 261–271.
[30] J. A. Momoh and J. Z. Zhu. 1999. Improved interior point method for OPF prob-
lems. IEEE Transactions on Power Systems 14, 3 (Aug 1999), 1114–1120.
[31] Yeesian Ng, Sidhant Misra, Line A. Roald, and Scott Backhaus. 2018. Statistical
Learning For DC Optimal Power Flow. arXiv preprint arXiv:1801.07809 (2018).
[32] J. H. Park, Y. S. Kim, I. K. Eom, and K. Y. Lee. 1993. Economic load dispatch
for piecewise quadratic cost function using Hopfield neural network. IEEE
Transactions on Power Systems 8, 3 (Aug 1993), 1030–1038.
[33] David Silver, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre,
George van den Driessche, Julian Schrittwieser, Ioannis Antonoglou, Veda Pan-
neershelvam, Marc Lanctot, Sander Dieleman, Dominik Grewe, John Nham,
Nal Kalchbrenner, Ilya Sutskever, Timothy Lillicrap, Madeleine Leach, Koray
Kavukcuoglu, Thore Graepel, and Demis Hassabis. 2016. Mastering the Game
of Go with Deep Neural Networks and Tree Search. Nature 529, 7587 (Jan 2016),
484–489.
[34] A. A. Sousa and G. L. Torres. 2007. Globally Convergent Optimal Power Flow
by Trust-Region Interior-Point Methods. In 2007 IEEE Lausanne Power Tech .
Lausanne, Switzerland, 1386–1391.
[35] A. A. Sousa, G. L. Torres, and C. A. Canizares. 2011. Robust Optimal Power Flow
Solution Using Trust Region and Interior-Point Methods. IEEE Transactions on
Power Systems 26, 2 (May 2011), 487–499.
[36] B. Stott, J. Jardim, and O. Alsac. 2009. DC Power Flow Revisited. IEEE
Transactions on Power Systems 24, 3 (Aug 2009), 1290–1300.
[37] A. Toshev and C. Szegedy. 2014. DeepPose: Human Pose Estimation via Deep
Neural Networks. In Proceeding of IEEE Conference on Computer Vision and
Pattern Recognition. Columbus, OH, USA, 1653–1660.
[38] A. Vaccaro and C. A. CaÃśizares. 2018. A Knowledge-Based Framework for
Power Flow and Optimal Power Flow Analyses. IEEE Transactions on Smart
Grid 9, 1 (Jan 2018), 230–239.
[39] Fangping Wan, Lixiang Hong, An Xiao, Tao Jiang, and Jianyang Zeng. 2018.
NeoDTI: neural integration of neighbor information from a heterogeneous net-
work for discovering new drug-target interactions. Bioinformatics 35, 1 (Jul
2018), 104–111.
[40] H. Wang, C. E. Murillo-Sanchez, R. D. Zimmerman, and R. J. Thomas. 2007. On
Computational Issues of Market-Based Optimal Power Flow. IEEE Transactions
on Power Systems 22, 3 (Aug 2007), 1185–1193.
[41] Yinyu Ye and Edison Tse. 1989. An extension of Karmarkar’s projective algo-
rithm for convex quadratic programming. Mathematical Programming 44, 1
(May 1989), 157–179.
A PROOF OF LEMMA 1
For simplicity, let us use ye to denote the admittance of the branch
e ∈ E in the network, where E is the set of all the branches. Since in
the DC network, the resistance for each branch is negligible com-
pared to the reactance and can therefore be set to 0 [17], and con-
sequently we have ye > 0, ∀e ∈ E. It is easy to verify that the bus
admittance matrix B is given by:
B = ATYA,
where Y = diag(ye , e ∈ E) andA is theNbran×Nbus incidence ma-
trix of the graphwhose entries are given by, for i ∈ {1, 2, · · · ,Nbran}
and j ∈ {1, 2, · · · ,Nbus},
ai j =


1, if vj is the positive end of ei ;
−1, if vj is the negative end of ei ;
0, if vj is not joined with ei ,
where Nbran is the number of the branches in the graph, i.e., num-
ber of elements in set E, and Nbus is the number of the busses. We
use ei to denote the ith branch and vj as the jth bus.
We first present a standard result from Graph Theory on the
incidence matrix A.
Lemma 2 ([10]). For a connected graphwithNbus busses, the rank
of the incidence matrix A is Nbus − 1.
We present a simple proof in the following for completeness.
Proof. Let Cj be the jth column of the above incidence matrix.
Since every row of the matrix only has two no-zero entries i.e.,
+1 and -1, we have
∑Nbus
j=1 Cj = 0, and consequently rank(A) ≤
Nbus − 1. Furthermore, for any linear combination of the column
vectors of A, let
∑Nbus
j=1 αiCj = 0. Assume that the kth column
has a non-zero coefficient αk , then the column Ck has non-zero
entries in the rows which corresponds to the edges that starts or
ends at the bus vk . Since for each row there is only one +1 and
one −1, suppose ark , 0, which means the bus vk is the starting
or the ending bus of the edge er , we must have ark=−ar l for some
r as the graph is connected, which means vl is the other bus of
the edge er . The linear relationship requires that αk=αl . Since the
whole graph is connected, then we must have
αi = αk ,∀j ∈ {1, 2 . . .Nbus}.
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Figure 4: (a)-(f) represent the prediction errors of difference generators in the test stage under 10% sample range of the 1st to
the 6th generators.
Hence the linear relationship is αk
(∑Nbus
j=1 Cj
)
= 0, which im-
plies that
∑Nbus
j=1 Cj = 0 is the only expression with a series not all
zero {α1,α2, . . . ,αNbus
} and for anyNbus−1 combinations of col-
umn vectors there does not exist a series not all zero {α1,α2, . . . ,αNbus−1
}
such that
∑Nbus−1
j=1 αjCj = 0. This complete the proof of rank(A) =
Nbus − 1. 
To proceed with the proof of Lemma. 1, we notice that
B = ATYA = AT
(
Y
1
2
)T
Y
1
2A,
where
(
Y
1
2
)T
= Y
1
2 = diag
(
y
1
2
e , e ∈ E
)
. Then we have
rank (B) = rank
(
AT
(
Y
1
2
)T
Y
1
2A
)
= rank
(
Y
1
2A
)
.
The above equality comes from that if a matrix P is over the real
numbers, then rank
(
PT P
)
= rank (P). Furthermore, notice that
Y
1
2 is a diagonal matrix with diagonal elements be positive. Hence
we have Y
1
2 is a full rank matrix. Then we get
rank(B) = rank(A) = Nbus − 1.
Recall that the
(
Nbus − 1
)
×
(
Nbus − 1
)
matrix B˜ comes from
deleting the row and column corresponding to the slack bus. With-
out loss of generality, let us assume the first row and column are
removed from the original matrix. Let us use CBj to denote the jth
column of the matrix B.Let us use CBj to denote the jth column of
the matrix B.
Let Bˆ be the matrix in which the first column is removed. Since
we have
CB1 = −
Nbus−1∑
j=1
CBj ,
removing this column dose not change the maximal number of
linearly independent columns of B. Hence rank(Bˆ) = rank(B) =
Nbus−1. Let us use R
Bˆ
i to denote the ith row of matrix Bˆ. Similarly
we have
RBˆ1 = −
Nbus−1∑
i=1
RBˆi ,
then removing this row does not change the maximal number of
linear independent rows of matrix Bˆ. We conclude
rank
(
B˜
)
= rank
(
Bˆ
)
= rank(B) = Nbus − 1.
Consequently, the (Nbus − 1) × (Nbus − 1) matrix B˜ is a full rank
matrix. This completes the proof of Lemma 1.
B THE HISTOGRAM OF PREDICTION
ERRORS OF DIFFERENT GENERATORS
FOR IEEE 30-BUS CASE
As seen in Figure 4, the prediction errors of the generators labeled
(b) to (f) basically fall on the range of −5% to +5%, which indi-
cates that our DNN model can find the relationship between the
load and the proportion of electricity generated by each generator
quite accurately. Notice that the first generator has a relative large
prediction error. This comes from that the first one is used to settle
the imbalance between the load and the existing power generation
from the left 5 generators, i.e., the bus where the first generator
locates is the slack bus. Consequently, this generator will have a
large distribution variance compared with others. The total cost
is connected with the aggregated impacts of all generators with
either positive or negative prediction errors, and our DNN model
provides a good cost saving performance with only about 0.17%
difference from optimum.
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(a) IEEE 30-bus system (b) IEEE 57-bus system
Figure 5: (a)-(b) represent the illustration of IEEE 30-bus and IEEE 57-bus topology.
C THE ILLUSTRATION OF TOPOLOGY FOR
THE IEEE 30-BUS AND 57-BUS SYSTEM.
As shown in Fig. 5, the IEEE 30-bus test case consists of 30 buses,
6 generators, 41 branches and 20 loads. The IEEE 57-bus test case
consists of 57 buses, 7 generators, 80 branches and 42 loads. The
illustrations for the IEEE 118-bus and IEEE 300-bus cases can be
found in [26] and [1], respectively.
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