Abstract-Operation of tokamaks has now reached few hundred device-years. Availability is a top level parameter vital for the efficient management of complex plants, like fusion devices, for decision making and to judge the quality of design, manufacturing and operation. There is no standard way to analyze the operating experience: different techniques are adopted, various levels of detail are reached and also the kind of analysis and corrective actions are different. Nevertheless most of the results for the various tokamaks are expressed in similar terms like number of plasma pulses, operating time and delays, experimental sessions lost. An overall analysis of JET, JT-60, DIII-D, ASDEX-U, Tore Supra, FTU and RFX operating experiences has been performed to find out main results, lessons learned and possible suggestions to improve availability of the devices themselves and of those under design or construction, like ITER. The main results are here presented and discussed.
I. INTRODUCTION
Reliability and availability represent important performance parameters of a system, with respect to its ability to fulfill the required mission during a given operational period. The availability (A) is affected by anything preventing a 100 00 loading factor. A = UT/UT+AT (1) where UT = Up Time and AT = Down Time The two main contributing factors are reliability and maintainability. Availability of a plant depends on the availability of each system/component and on its design. It becomes more and more important, in general, with the increase of the ratio between construction cost and operation cost.
II. OPERATING EXPERIENCE
The peculiarities of present tokamaks are the not completely steady state operation (operation through pulses from a seconds to hundreds of seconds), the limited operating experience (prototypes, new materials and technologies, complex plasma scenarios), the operation through experimental campaigns of few weeks (3-5 days a week, with a long or a double shift) spaced by shutdown periods.
Operating experience is collected with different tools. Main sources are Engineer in Charge, Session Leader, Control and Data Acquisition System (CODAS) and specific systems diaries-logs and dedicated trouble reports. If the tokamak pulse is not achieved within the minimum experimental time of the machine (10-30 minutes, depending on design constraints), the delay is associated to the system that caused the downtime. From ASDEX-U [5] presents similar availability, around 80%, while RFX [9] availability is about 75°0, and FTU [10] a bit lower (70%0) also due to the presence of magnets at liquid nitrogen temperature.
In the previous Figures, the sessions cancelled, because of major problems, have been not taken into account. There are not enough data available on that. From a few data relevant for JET, the sessions cancelled due to this reason are around IO%. Figure 4 reports the availability of Tore Supra [6] . The contribution of in-Vacuum Vessel (VV) water leaks to the unavailability of the machine is significant; many sessions had to be cancelled, bringing the availability down to 50-55°. 
Most machines assess the successful pulses and total pulses per experimental day. Figure 5 shows this parameter for JET [2] . The ratio between these two indicators is about 9000. The successful pulses give an indication of the reliability of those systems "essential" for running the machines like Vacuum, Cooling Circuit, Power Supply, CODAS, Fueling and Cryogenic, but they say little on the success of the experiment itself: the final aim of the actual fusion devices is to produce successful scientific pulses ("good pulses") for the benefit of the scientific programme. Since mid 2002, JET has introduced the "good pulse" parameter [8] to define the success of the mission (however not straightforward measurable). The pulses are rated from unclassified (pulse failed or not for physics programme), zero (pulse of no scientific value), up to three stars (pulse of high scientific value). Figure 3 shows the good pulses in the last three years of operation: they depends also on the complexity of experimental programme and are about 5000 of the total pulses. To get a good pulse, all systems relevant to the specific pulse must perform as requested, e.g. level of AH power delivered/coupled, number and quality of Pellets, Diagnostics. A proper preparation of the session is also important (e.g. a plasma disruption could require 4-5 pulses, i.e. about half session, to resume a good condition of vacuum and then the experiment).
Maximizing the device availability means to get a good pulse in the shortest experimental time interval that is defined only by machine design constraints.
IV. LESSONS LEARNED AND CORRECTIVE ACTIONS
The systematic collection of operating experience together with the relevant analysis is an essential tool to understand which feedback actions are necessary in order to improve availability.
From the analysis of operating experience of JET, JT-60, DIII-D, ASDEX-U, Tore Supra, FTU [9] and RFX [10] , some common results can be pointed out.
The short-term corrective actions are those fixing the trouble as soon as possible, to allow the continuation of the experimental programme. In some cases the corrective actions can be implemented at the next maintenance or shutdown period (i.e. some vacuum leaks that can be fixed temporarily). In other cases (e.g. lack of requested specific AH power or unavailability of specific Diagnostic) it is necessary to swap to a "backup" programme.
To the maintenance plan and the spare parts policy according to the operating experience. Spares should be known to be working and ready to fit * System improvements: improve diagnostic capabilities to identify repetitive troubles and for a timely maintenance * Accurate preparation of the experimental session. The cost of such corrective actions must be compared with the expected availability improvement, in order to decide which one to undertake.
The operating experience gives also useful feedbacks to the machine under construction or under design in order to improve their future availability.
In particular ITER is a "first of a kind" experimental complex nuclear machine.
Many of its systems are derived from the present tokamaks with mid-large extrapolation. Some others refer to systems of Nuclear Power Plants (NPPs) and of big experimental laboratories. Because of the presence of more and complex systems, the availability of ITER could be lower than the availability of the present tokamaks (i.e. Tore Supra).
Furthermore the nuclear environment will reduce further the availability of ITER because of licensing prescriptions, hostile environment (e.g. dose limits, access restrictions, ALARA criterion). Therefore, significant effort has to be put in all phases of ITER in order to reach and maintain a level of availability adequate to accomplish its mission.
During the design phase, an availability target should be defined for the machine, and subsequently for each main system. Design criteria, like redundancy/diversification, safety margins, diagnostics on components/systems, layout optimization, components reliability and Quality Assurance (QA) criteria, should be adopted in a harmonized way.
During Manufacturing, Assembly, and Commissioning phases, QA and strict quality control should be followed, in particular for prototypes, cooling circuits [11] Availability should be reviewed at significant stages of design and construction.
The upper limit in availability improvement is driven by design choices, reliability of components and budget constraints.
V. CONCLUSIONS
The analysis of the operating experience and availability of JET, JT-60, DIII-D, ASDEX-U, Tore Supra, FTU and RFX gives also possible suggestions for improving the availability of devices under design or construction.
The average daily delay during the experiments is quite similar in the various devices (around 2 hr): the main contributions are due to Power Supply, CODAS, and AH.
The availability (effective operating time versus scheduled operating time) is not so different in the various tokamaks (about 750/O). However, in tokamaks with magnets working at cryogenic temperatures and with water actively cooled plasma facing components, as Tore Supra, the additional delays, especially those related to the water leaks, lead in general to a lower availability (about 55%).
The main corrective actions influencing availability in present fusion devices are staffing, design and system diagnosis improvement, operational procedures, maintenance and spares holding, QA and quality control during modifications, preparation and management of experimental sessions.
The availability of the present fusion machines has been kept constant and in some cases improved all over the years in spite of the aging of the systems and components and of more demanding and complex plasma scenarios.
By extrapolating these results to ITER, taking also into account the presence of more systems, the complexity and the nuclear (hostile) environment, we could infer that the availability will be lower, and therefore not adequate to its mission. It is necessary to improve the availability of critical systems through design choices, R&D, QA.
An availability target should be defined since the design phase, and kept under careful control during the entire life of the project.
