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HOMOLOGY OF ASSOCIATIVE SHELVES
ALISSA S. CRANS, SUJOY MUKHERJEE, AND JO´ZEF H. PRZYTYCKI
Abstract. Homology theories for associative algebraic structures are well es-
tablished and have been studied for a long time. More recently, homology
theories for self-distributive algebraic structures motivated by knot theory,
such as quandles and their relatives, have been developed and investigated. In
this paper, we study associative self-distributive algebraic structures and their
one-term and two-term (rack) homology groups.
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In May of 2015, during a discussion of the origin of the word ‘quandle’ on the
n-Category Cafe´ (https://golem.ph.utexas.edu/category/), Sam C.1 remarked
that unital shelves are associative and provided an elegant short proof. The work
herein was inspired by this post. In Section 1, we provide definitions and discuss
some elementary propositions. The first two of these propositions were proven by
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Sam C. ([SamC]). The latter propositions lay the pathway for the subsequent sec-
tions. Following this, we discuss a way to construct families of algebraic structures,
in particular associative shelves and spindles.
Section 2 addresses finitely generated associative shelves, their cardinalities and
generating functions. Following this, finitely generated proto-unital shelves, pre-
unital shelves, and unital shelves are discussed. While some of the observations in
this section are new, others are stated for completeness ([JK], [Kep] and [Zej]).
In Section 3, the two well-known homology theories for self-distributive algebraic
structures, namely one-term distributive homology and two-term (rack) homology
are defined and the main results concerning the homology groups of a special class
of associative shelves are proven. In particular, we compute one-term and two-term
(rack) homology of unital shelves. The main theorem concerning two-term homol-
ogy of shelves with right fixed elements extends to the two-term (rack) homology
groups of Laver tables ([Deh], [DL] and [Leb]) and f-block spindles ([CPP], [PS]).
Finally, Section 4 and the Appendix contain conjectures and computational data.
1. Introduction
Definition 1.1. A quandle (X, ∗) is a magma 2 satisfying the following properties:
(1) (idempotence) a ∗ a = a for all a ∈ X,
(2) (inverse) There exists ∗¯ : X ×X −→ X such that (a∗¯b) ∗ b = (a ∗ b)∗¯b for
all a, b ∈ X, and
(3) (self-distributivity) (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c) for all a, b, c ∈ X.
The primordial example of a quandle arises when starting with a group (G, ·)
and defining the quandle operation as a ∗ b = b−1 · a · b for all a, b ∈ G. The three
properties satisfied by the elements of a quandle are the algebraic analogues of the
conditions satisfied by quandle colorings under the three Reidemeister moves as
depicted in Figures 1 and 2.
Definition 1.2. By relaxing some of the axioms of a quandle, we obtain general-
izations of quandles, including:
(1) A rack is a magma which satisfies the first and second quandle axioms.
(2) A spindle is a magma which satisfies the first and the third axioms of a
quandle.
(3) A shelf is a magma which satisfies only the third quandle axiom.
(4) A unital shelf is a shelf (X, ∗) equipped with an element 1, such that
x ∗ 1 = x = 1 ∗ x for all x ∈ X.
Table 1 depicts an associative spindle that is not a quandle. We continue with
some basic observations, due to Sam C.
Proposition 1.3 (Sam C.). Let (X, ∗) be a unital shelf. Then:
(0) For all x ∈ X, x ∗ x = x
(1) For all a, b ∈ X, a ∗ b = b ∗ (a ∗ b)
(2) For all a, b ∈ X, a ∗ b = (a ∗ b) ∗ b
Proof. Let a, b ∈ X , where X is a unital shelf. Then:
2The term ‘magma’ was introduced by Jean-Pierre Serre in 1965. The older term ‘groupoid,’
introduced by Øystein Ore in 1937, now has different meaning: it is a category in which every
morphism is invertible.
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Figure 1. Unoriented Reidemeister moves but all coherent orien-
tations could be added.
b  c*
b  c*
*a  c
* *(a  b)  c  b  c* (a  c) (b  c)* **
R3
a b c a b c
c c
Figure 2. Quandle coloring for third Reidemeister move.
(0) a = (1 ∗ 1) ∗ a = (1 ∗ a) ∗ (1 ∗ a) = a ∗ a
(1) a ∗ b = (1 ∗ a) ∗ b = (1 ∗ b) ∗ (a ∗ b) = b ∗ (a ∗ b)
(2) a ∗ b = (a ∗ 1) ∗ b = (a ∗ b) ∗ (1 ∗ b) = (a ∗ b) ∗ b

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Table 1. An associative spindle
∗ a b c d
a a b c d
b a a c d
c a a c d
d a d c d
Remark 1.4.
(1) Monoids satisfying condition (1) of Proposition 1.3 are known as ‘graphic
monoids’ and have been studied in [Shu] and [Kim].3
(2) In Proposition 1.3, the proofs of parts (0) and (1) require only the left-sided
unity, whereas, for the proof of part (2), both the left-sided and right-sided
units are needed.
Definition 1.5. A shelf satisfying axioms (0), (1), and (2) of Proposition 1.3 is
called a pre-unital shelf, and a shelf satisfying properties (1) and (2) of Proposi-
tion 1.3 is called a proto-unital shelf.
Corollary 1.6 (Sam C.). Proto-unital shelves are associative. In particular, this
implies unital shelves are associative.
Proof. Let a, b, c ∈ X , where X is a unital shelf. Then,
(a∗ b)∗ c = (a∗ c)∗ (b∗ c) = (a∗ (b∗ c))∗ (c∗ (b∗ c)) = (a∗ (b∗ c))∗ (b∗ c) = a∗ (b∗ c)

We conclude by illustrating a relationship between pre-unital and unital shelves.
Proposition 1.7. If (X, ∗) is a pre-unital shelf, then (X ∪ {1}, ∗) is unital. Con-
versely, if (X, ∗) is a unital shelf, then (X \ {1}, ∗) is pre-unital.
Proof. Extending a pre-unital shelf to a unital shelf requires verifying the self-
distributivity property for all a, b, c ∈ X where at least one of these elements is the
unit. This follows easily. Conversely, for two elements a, b ∈ X , neither of which
are the unit, a ∗ b 6= 1. Therefore, the result follows. 
In the sections that follow, we study various properties of associative shelves but
not of associative racks and quandles, even though these two algebraic structures
are more important from knot-theoretic point of view. This is due to the fact that
associate racks are trivial. If (X, ∗) is an associative rack with a, b ∈ X , then
(a∗b)∗b = (a∗b)∗ (b∗b). But this implies, ((a∗b)∗b)∗¯b)∗¯b = (((a∗b)∗ (b∗b))∗¯b)∗¯b.
As (X, ∗) is associative, we may ignore the parentheses. Hence, it follows that
a = a ∗ b.
Definition 1.8. A quasi-group (X, ∗) is a magma satisfying:
(1) The equation a ∗ x = b has a unique solution in X for all a, b ∈ X.
(2) The equation x ∗ a = b has a unique solution in X for all a, b ∈ X.
3It can be easily shown that graphic monoids are self-distributive so that unital shelves and
graphic monoids are the same algebraic structures. In [Kim], the number of elements in the free
graphic monoid was computed. The name was coined by F. W. Lawvere ([Law]).
HOMOLOGY OF ASSOCIATIVE SHELVES 5
Finite quasi-groups are also known as ‘Latin squares’ and were introduced by
Euler in the late 1700’s. The two axioms of a Latin square X of order n essentially
mean that the rows and columns of the multiplication table are permutations of the
n elements in X . Table 2 illustrates a Latin square of size 4. Quandles satisfying
the first axiom of Definition 1.8 are called quasi-group quandles.
Table 2. A quasi-group
∗ a b c d
a a c d b
b d b a c
c b d c a
d c a b d
Proposition 1.9. Let (X, ∗) be an associative quasi-group. If (X, ∗) satisfies con-
dition (2) of Proposition 1.3 (in particular all elements of X are idempotent), then
X has only one element.
Proof. Let a, b ∈ X . Then we have (a ∗ b) ∗ b = a ∗ (b ∗ b) = a ∗ b. But this implies
a ∗ b = a. Hence, as b was arbitrary, there is only one element in X . 
Note that this result only requires the second property of quasi-groups.
Using Microsoft Visual C++, preliminary computations produce the data
in Table 3 regarding the number of associative shelves (AS), associative spindles
(ASp), and unital shelves (US) of up to 4 elements. However, much more has been
computed for semi-groups satisfying different combinations of axioms ([JK]).
Table 3. Preliminary computations
n #AS #ASp #US
1 1 1 1
2 4 3 1
3 16 9 4
4 93 38 6
2. Finitely Generated Associative Shelves
In this section, we consider finitely generated objects and prove that they are
finite. Moreover, for these objects, we find normal forms, count number of elements
and provide generating functions.
We will denote our alphabet by A, the monoid of words in alphabet A with
juxtaposition as the operation by A⋆, and the unit element of the monoid, namely
the empty word, by ∅. If we delete the empty word we obtain the semi-group
A⋆ \ {∅}.
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2.1. Free associative shelves.
Definition 2.1. Let An = {a1, a2, · · · , an}. Then the free associative shelf on
An, denoted by FAS(n), is given by:
FAS(n) =
A⋆n \ {∅}
∼
where ’∼’ is an equivalence relation defined by: Two words in FAS(n) are equivalent
under ’∼’ if one can be transformed into the other by a finite number of right self-
distributive operations with respect to juxtaposition.
Note that it is enough to define ’∼’ on the generators of FAS(n). This can
be proven by induction on the length of the words by considering three arbitrary
words.
The structure of FAS(n) was studied by a Czech group from Prague. The
extensive survey of their work can be found in [JK].
Intuition suggests that to obtain a word in its reduced form, it is enough to
consider reductive self-distributive operations. However, this is not often the case.
We can reduce any word in A⋆n \ {∅} uniquely to the normal form via the process
described below. The crucial observation is that doing so requires the relation
ab2a ∼ aba:
abba = a((bb)a) = a((ba)(ba)) = ((ab)(ab))a = ((aa)b)a = (aa)(ba) = (ab)a = aba
The above equations illustrate how associativity and right self-distributivity go
hand in hand.
For small values of n, computations produce:
FAS(1) = {a, a2, a3}, and
FAS(2) = {a, b, ab, ba, a2, b2, b3, ab2, bab, b2a, a2b, aba, ba2, a3, bab2, aba2, a2b2, b2a2}
Table 4 displays the multiplication table of FAS(2) replacing the above words with
integers from 0 to 17 in the order above. Similar calculations reveal the size of
FAS(3) as 93, which motivates the following proposition and theorem. Much more
computational data appears in [JK].
Proposition 2.2. Words in normal form in FAS(n) are characterized by the fol-
lowing family of words:
(1) Non-empty words in which every letter appears at most once,
(2) Words of the form aw, where w is a word in which every letter appears at
most once and the letter a appears exactly once, and
(3) Words obtained from words in (2) by doubling the last letter, in particular
the word a3 are possible.
Theorem 2.3. Let |FAS(n)| be denoted by cn. Then:
(1) cn is finite with cardinality 3n+
∑n
i=2(i + 1)!
(
n
i
)
(2) cn satisfies the recursive relation cn =
n2
n−1cn−1 + n(n− 1)
(3) cn satisfies the 2-term recursive relation cn = (n+2)cn−1−(n−1)cn−2+3n
(4) cn has exponential generating function
(3x−x3)ex
(1−x)2
Proof.
(1) This follows from Proposition 2.2 and [JK].
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Table 4. FAS(2)
⋆ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0 4 2 10 11 13 7 7 16 10 11 10 11 15 13 16 15 16 15
1 3 5 8 9 12 6 6 14 8 9 8 9 17 12 14 17 14 17
2 11 7 10 11 15 7 7 16 10 11 10 11 15 15 16 15 16 15
3 12 8 8 9 12 14 14 14 8 9 8 9 17 12 14 17 14 17
4 13 10 10 11 13 16 16 16 10 11 10 11 15 13 16 15 16 15
5 9 6 8 9 17 6 6 14 8 9 8 9 17 17 14 17 14 17
6 9 6 8 9 17 6 6 14 8 9 8 9 17 17 14 17 14 17
7 11 7 10 11 15 7 7 16 10 11 10 11 15 15 16 15 16 15
8 9 14 8 9 17 14 14 14 8 9 8 9 17 17 14 17 14 17
9 17 8 8 9 17 14 14 14 8 9 8 9 17 17 14 17 14 17
10 11 16 10 11 15 16 16 16 10 11 10 11 15 15 16 15 16 15
11 15 10 10 11 15 16 16 16 10 11 10 11 15 15 16 15 16 15
12 12 8 8 9 12 14 14 14 8 9 8 9 17 12 14 17 14 17
13 13 10 10 11 13 16 16 16 10 11 10 11 15 13 16 15 16 15
14 9 14 8 9 17 14 14 14 8 9 8 9 17 17 14 17 14 17
15 15 10 10 11 15 16 16 16 10 11 10 11 15 15 16 15 16 15
16 11 16 10 11 15 16 16 16 10 11 10 11 15 15 16 15 16 15
17 17 8 8 9 17 14 14 14 8 9 8 9 17 17 14 17 14 17
(2) This follows from the formula given in [BDG], Appendix 2.4
(3) This follows from (2): cn =
n2
n−1cn−1+n(n− 1) = (n+2)cn−1+
2−n
n−1cn−1+
n(n− 1)
(2)
= (n+ 2)cn−1 − (n− 1)cn−2 + 3n.
(4) This is straightforward from the theory of generating functions.

2.2. Free proto-unital shelves.
Definition 2.4. Let An = {a1, a2, · · · , an}. Then the free proto-unital shelf on
An, denoted by FPUS(n), is given by:
FPUS(n) =
A⋆n \ {∅}
∼
where ’∼’ is an equivalence relation defined by: Two words in FPUS(n) are equiv-
alent under ’∼’ if one can be transformed into the other using a finite number of
the axioms of proto-unital shelves with respect to juxtaposition.
As noted before, any proto-unital shelf is associative but not vice versa. The
free proto-unital shelf FPUS(2) has six elements: a, a2, b, b2, ab, ba and is depicted
in Table 5.
Theorem 2.5. Let FPUS(A) be the free proto-unital shelf over the alphabet A.
Then:
(1) Every word in FPUS(A) can be uniquely reduced to a word of type a, a2
or w, where w has at least two letters and no letter is repeated in w,
(2) If A = An is a finite alphabet of n letters then,
|FPUSn| = n+
n∑
k=1
k!
(
n
k
)
= n− 1 +
n∑
k=0
k!
(
n
k
)
4It is noted in that paper:“All statements given here are proved in [Gua].”
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Table 5. FPUS(2)
∗ a a2 ab b b2 ba
a a2 a2 ab ab ab ba
a2 a2 a2 ab ab ab ba
ab ba ba ab ab ab ba
b ba ba ab b2 b2 ba
b2 ba ba ab b2 b2 ba
ba ba ba ab ab ab ba
(3) The exponential generating function of |FPUS(n)| is (2x− x2) e
x
1−x
Proof.
(1) This follows from Lemma 2.6.
(2) This follows from counting elements in normal form.
(3) This follows from a straightforward generating functions computation.

Lemma 2.6. Let A be a set (alphabet). Then the free proto-unital shelf FPUS(A)
is obtained from the semigroup of words over A (that is A∗ \ {∅}), by adding the
following relations:
(1) ab2 = ab for any a, b ∈ A
(2) bab = ab for any a, b ∈ A
(3) awa = wa for any a ∈ A and w ∈ A∗ \ {∅}
In particular, every element of the free proto-unital shelf over the alphabet A has a
unique representative of type a, a2 or w, where w has at least two letters and no
letter is repeated.
Proof. The main ingredient used here is the reduction of the word a2b, because the
number of letters actually increases before reducing:
a2b = b(a2b) = ((ba)a)b = b(ab) = ab
With the identity a2b = ab, the other reductions are immediate and a straightfor-
ward computation shows that words in normal (reduced) form with juxtaposition
create a proto-unital shelf.
Consider the subset A∗ \ {∅}, composed of letters a2 and w without repetition.
The product here is defined by the composite w1w2 where if w1 = a = w2 for
some a ∈ A, then w1w2 = a2 and otherwise if w1w2 uses more than one letter, we
reduce it by deleting any letter which is not the last one of the type. For example,
(a1a2a4a3)(a1a3) is reduced to a2a4a1a3. By construction, this subset is the largest
possible so is thus FPUS(A). 
Definition 2.7. Let (X, ∗) be a magma. If there exists c, r ∈ X such that x ∗ r = c
for all x ∈ X then r is a right c-fixed element. If r = c then r(= c) is a right
zero or right projector.
Corollary 2.8. FPUS(n), has n! different right zeros (right projectors), namely:
(1) a2 for n = 1, and
(2) ai1ai2 · · · ain where ai1 , ai2 , ..., ain is a permutation of alphabet letters from
An.
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Proof. This follows from the structure of multiplication of words in normal form as
described in the proof of Lemma 2.6. 
2.3. Free pre-unital and unital shelves. Free pre-unital shelves and unital
shelves are discussed together because, by the result of Proposition 1.7, they differ
only by one element (namely the empty word in the presentation of the shelf by
generators and relators).
Definition 2.9. Let A be an alphabet. Then the free pre-unital shelf on A,
denoted by FP˜US(A), is given by:
FP˜US(A) =
A⋆ \ {∅}
∼
where ’∼’ is an equivalence relation defined by: Two words in FP˜US(A) are equiv-
alent under ’∼’ if one can be transformed to the other using a finite number of the
axioms of pre-unital shelves with respect to juxtaposition. If A = An is a finite set
of n elements, we write FP˜US(n) for FP˜US(A).
The free pre-unital shelf FP˜US(2) is illustrated in Table 6.
Table 6. FP˜US(2)
∗1 a b ab ba
a a ab ab ba
b ba b ab ba
ab ba ab ab ba
ba ba ab ab ba
For any alphabet, A, we construct a pre-unital shelf FP˜US(A) and show that
it is the free pre-unital shelf over alphabet A, using the observation that pre-unital
shelves are associative.
Definition 2.10. Let A be any set and FP˜US(A) is the set of of non-empty
words in A∗ which have no repeating letters. We define the binary operation
∗ on FP˜US(A) by: If w1, w2 ∈ FP˜US(A) then w1 ∗ w2 is obtained from w1w2
(juxtaposition) by deleting from w1 all letters which are also in w2.
Proposition 2.11. FP˜US(A) is a pre-unital shelf isomorphic to the free pre-unital
shelf over alphabet A.
Proof. First we show that FP˜US(A) is a pre-unital shelf. Self-distributivity and
associativity are verified directly from definition. Namely, (w1 ∗w2)∗w3 is obtained
from w1w2w3 by deleting from w1 letters which are already in w2 and deleting from
w1 ∗ w2 letters which are already in w3. When using the rules for ∗ operation we
see that w1 ∗ (w2 ∗ w3) and (w1 ∗ w3) ∗ (w2 ∗ w3) give the same result.
Furthermore, from the rule w1 ∗ w1 = w1, idempotence follows immediately as
does axiom (1) in Proposition 1.3: w2∗(w1∗w2) = w1∗w2. Axiom (2) in Proposition
1.3 follows from associativity and idempotence: (w1 ∗ w2) ∗ w2 = w1 ∗ (w2 ∗ w2) =
w1 ∗ w2. 
From Proposition 2.11 we can calculate the number of elements in FP˜US(n)
and its exponential generating function.
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Corollary 2.12. Let |FP˜USn| be denoted by bn. Then:
(1) bn =
∑n
k=1 n(n− 1)...(n− k + 1) =
∑n
k=1 k!
(
n
k
)
(2) bn satisfies the recursion relation bn = nbn−1 + n with b0 = 0, b1 = 1, b2 =
4, b3 = 15, b4 = 64, b5 = 325, b6 = 1956.
(3) bn has exponential generating function
∑
∞
k=0 bk
xk
k! = (
ex
1−x − e
x) = ex( x1−x)
Proof.
(1) The irreducible (normal form) words in FP˜US(n) (equivalently words in
FP˜US(n) are all arrangements of k different letters of the alphabet of n
letters (empty word excluded). We calculate the number as: n+n(n−1)+
...+ n(n− 1)...(n− k + 1) + ...+ n! =
∑n
k=1 k!
(
n
k
)
, as desired.
(2) This follows directly from the formula in (1).
(3) This follows from a straightforward generating functions computation.

The free unital shelf FUS(n) is obtained from FP˜US(n) using Proposition 1.7
by adding empty word. Therefore, we have the following:
Proposition 2.13.
(1) The number of elements in FUS(n) is one more than the number of ele-
ments in FP˜US(n). That is, |FUS(n)| =
∑n
k=0 k!
(
n
k
)
(2) The exponential generating function for |FUS(n)| is e
x
1−x
Remark 2.14. The material of this subsection was essentially proven by Kimura
in 1958 [Kim] where he considered monoids satisfying the axiom a ∗ b = b ∗ a ∗ b
(where a can be the empty word). It was proven that free monoids with this axiom
consist of words without repeating letters, hence in the case of n generators, he
obtained
∑n
k=0 k!
(
n
k
)
elements.
3. Homology Of Associative Shelves
In this section, we first recall the definition of one-term distributive homology
introduced in [Prz] and two-term (rack) homology introduced in [FRS1, FRS2,
FRS3]. Following [Lod], we first define the chain modules (denoted by Cn) and the
face maps di,n : Cn −→ Cn−1, satisfying di,n−1 ◦dj,n = dj−1,n−1 ◦di,n for 0 ≤ i ≤ n
and i < j, so that (Cn, di,n) forms a pre-simplicial module. After defining the
boundary map ∂n : Cn −→ Cn−1 by ∂n =
∑n
i=0(−1)
idi,n, we obtain the chain
complex C = (Cn, ∂n).
We describe two pre-simplicial modules leading up to one-term and two-term
(rack) homology, respectively. Let (X, ∗) be a shelf and Cn the free abelian group
generated by the (n+ 1)-tuples (x0, x1, . . . , xn) of the elements in X , that is Cn =
ZXn+1.
We begin with the pre-simplicial module leading to one-term homology. For
0 ≤ i ≤ n, let d
(∗)
i,n : Cn −→ Cn−1 be given by:
d
(∗)
i,n((x0, x1, · · · , xn)) =

(x1, x2, . . . , xn) if i = 0,
(x0 ∗ xi, x1 ∗ xi, . . . , xi−1 ∗ xi, xi+1, . . . , xn) 0 < i < n,
(x0 ∗ xn, x1 ∗ xn, . . . , xn−1 ∗ xn) if i = n.
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We then have d
(∗)
i,n−1 ◦ d
(∗)
j,n = d
(∗)
j−1,n−1 ◦ d
(∗)
i,n, and therefore (Cn, d
(∗)
i,n) is a pre-
simplicial module. Defining the boundary map as usual by ∂
(∗)
n =
∑n
i=0(−1)
id
(∗)
i,n,
then C(∗) = (Cn, ∂
(∗)
n ) is a chain complex whose nth homology group of X is given
by:
H(∗)n (X) =
ker(∂
(∗)
n )
im(∂
(∗)
n+1)
.
To define two-term (rack) homology, we consider the trivial operation given by
a∗0b = a. Notice that d
(∗0)
i,n ((x0, x1, . . . , xn)) = (x0, x1, . . . , xi−1, xi+1, xi+2, . . . , xn).
We define face maps dRi,n : Cn −→ Cn−1 by d
R
i,n = d
(∗0)
i,n − d
(∗)
i,n. We then have
dRi,n−1 ◦ d
R
j,n = d
R
j−1,n−1 ◦ d
R
i,n, hence (Cn, d
R
i,n) is a pre-simplicial module. Defining
the boundary map as usual by ∂Rn =
∑n
i=0(−1)
idRi,n, then C
R = (Cn, ∂Rn ) is a chain
complex whose nth two-term (rack) homology group of X is given by:
HRn (X) =
ker(∂Rn )
im(∂Rn+1)
.
We now introduce the main results of the paper on one-term and two-term
(rack) homology of unital shelves. The following theorem in the context of one-
term homology appears in [Prz] and in [PS].
Theorem 3.1 (Prz). If one of the following conditions holds:
(1) x 7−→ x ∗ y is a bijection on X for some y, or
(2) there is y ∈ X such that y ∗ x = y for all x ∈ X,
then H˜
(∗)
n (X) = 0 for all n.5
There are many associative shelves satisfying condition (2) of Theorem 3.1. All
of them have trivial one-term homology in all dimensions. Furthermore, applying
Theorem 3.1 gives:
Theorem 3.2. Unital shelves have trivial one-term homology in all positive dimen-
sions. That is H˜(∗)(X) = 0, for all n ≥ 0.
Proof. The existence of the unit element in unital shelves implies condition (1) of
Theorem 3.1 is satisfied. 
A similar, but stronger result also holds for two-term homology. Before stating
this result, namely Theorem 3.3, we remark that in a shelf (X, ∗) if r is a right
c-fixed element, then c = c ∗ r = (c ∗ r) ∗ r = (c ∗ r) ∗ (r ∗ r) = c ∗ c. Therefore, c is
idempotent.
Theorem 3.3. Two-term (rack) homology of shelves with a right fixed element is
Z in all dimensions.
The proof of the above theorem follows from the following three lemmas.
5
H˜
(∗) denotes the augmented one-term homology satisfying:
H
(∗)
n (X) =
{
Z⊕ H˜(∗)(X) if n = 0,
H˜(∗)(X) if n ≥ 1.
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Lemma 3.4. Let (X, ∗) be a shelf with a right c-fixed element r. Let C = (Cn, ∂n)
be the chain complex corresponding to the two-term (rack) homology. Then, there
exists a sequence of maps fn : ZX
n −→ ZXn+1 which is a chain homotopy be-
tween the identity on Cn and the constant map on Cn, α
c
n : Cn −→ Cn, given by
αcn(x0, x1, ..., xn) = (c, c, ..., c).
Proof. Let (X, ∗) be a shelf with an idempotent element c and a right c-fixed element
r. Let C = (Cn, ∂n) be the chain complex corresponding to two-term (rack) homol-
ogy of (X, ∗). Consider a sequence of maps (chain homotopy) fn : ZXn −→ ZXn+1,
for all positive integers n, given by:
f(x0, x1, ..., xn) = (−1)
n+1(x0, x1, ..., xn, r).
We will show that this sequence of maps is a chain homotopy between the identity
chain map and the constant chain map (x0, x1, ..., xn) 7−→ (c, c, ..., c).
Consider the complex:
Then:
(∂n+1 ◦ fn)(x0, x1, ..., xn) = (−1)
n+1∂n+1(x0, x1, ..., xn, r)
= (−1)n+1{
n∑
i=1
(−1)i(x0, x1, ..., xi−1, xi+1, xi+2, ..., xn, r)}+ (x0, x1, ..., xn)
− (−1)n+1{
n∑
i=1
(−1)i(x0 ∗ xi, x1 ∗ xi, ..., xi−1 ∗ xi, xi+1, xi+2, ..., xn, r)}
− (c, c, ..., c),
and
(fn−1 ◦ ∂n)(x0, x1, ..., xn) = fn−1(
n∑
i=1
(−1)i(x0, x1, ..., xi−1, xi+1, xi+2, ..., xn)
−
n∑
i=1
(−1)i(x0 ∗ xi, x1 ∗ xi, ..., xi−1 ∗ xi, xi+1, xi+2, ..., xn))
= (−1)n{
n∑
i=1
(−1)i(x0, x1, ..., xi−1, xi+1, xi+2, ..., xn, r)}
− (−1)n{
n∑
i=1
(−1)i(x0 ∗ xi, x1 ∗ xi, ..., xi−1 ∗ xi, xi+1, xi+2, ..., xn, r)}
Taking the sum of the two equations above we get
(∂n+1 ◦ fn)(x0, x1, ..., xn) + (fn−1 ◦ ∂n)(x0, x1, ..., xn) = (x0, x1, ..., xn)− (c, c, ..., c),
that is, ∂ ◦ f = f ◦ ∂ = Id− αc.

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Lemma 3.5. Let Cc be a sub-chain complex of C, where Ccn is spanned by (c, c, ..., c).
Then, HRn ({c}) = Z.
Proof. We have Ccn = Z and the boundary maps are zero maps. Therefore,
HRn ({c}) = C
c
n = Z..

Lemma 3.6. C is chain homotopy equivalent to Cc. In particular, they have the
same homology groups.
Proof. Let γcn : Cn −→ C
c
n, be given by γ
c
n(x0, x1, ..., xn) = (c, c, ..., c) and let
βcn : C
c
n −→ Cn be an embedding given by β
c
n(c, c, ..., c) = (c, c, ..., c). Then, γ
c
n ◦
βcn = IdCcn and by Lemma 3.4, β
c
n ◦ γ
c
n is homotopy equivalent to IdCn . Therefore,
these chain complexes are chain homotopy equivalent. 
We continue with the observation:
Proposition 3.7. Finite proto-unital shelves have at least one right zero element.
Proof. Let (X, ∗) be a finite proto-unital shelf with at least two elements and no
right zeros. Then there exist two distinct elements a1, a2 ∈ X such that a1 is not
a right zero and a2 ∗ a1 6= a1. Otherwise, the only possibility is x ∗ x 6= x for all
x ∈ X and x ∗ y = y for all x 6= y ∈ X . But this is a contradiction since x, y ∈ X
with x 6= y implies y ∗ (x ∗ y) = y ∗ y 6= y = x ∗ y. Therefore, a1, a2 ∈ X , a1 is not
a right zero, a2 6= a1 and a2 ∗ a1 6= a1.
Now, if a2 ∗ a1 is a right zero, we are done. Therefore, suppose it is not. Thus,
there exists a3 ∈ X such that a3 ∗ (a2 ∗ a1) 6= a2 ∗ a1. Since X is associative,
parentheses can be ignored. This implies a3 6= a2 since otherwise we have a3 ∗
a2 ∗ a1 = a2 ∗ a2 ∗ a1 = a2 ∗ a1 ∗ a2 ∗ a1 = a1 ∗ a2 ∗ a1 = a2 ∗ a1. Due to
same argument as above, a3 6= a2 ∗ a1. Also, a3 6= a1, since otherwise we have
a3 ∗ a2 ∗ a1 = a1 ∗ a2 ∗ a1 = a2 ∗ a1. Similarly, a3 6= a1 ∗ a2. A similar inductive
argument shows that a3 cannot be generated by a1, a2. An analogous argument is
used for the element a3 ∗ a2 ∗ a1.
Next, assume the element an ∗ an−1 ∗ · · · ∗ a1 is not a right zero for some finite
n. This implies there exists an+1 ∈ X such that an+1 ∗ (an ∗ an−1 ∗ · · · ∗ a1) 6=
an ∗an−1 ∗ · · ·∗a1. As above, due to associativity of X , parentheses can be ignored.
Let an+1 = ab1 ∗ ab2 ∗ · · · ∗ abk , where b1, b2, ..., bk ∈ {1, 2, ..., n} so that we have
an+1 ∗ an ∗ an−1 ∗ · · · ∗ a1 = ab1 ∗ ab2 ∗ · · · ∗ abk ∗ an ∗ an−1 ∗ · · · ∗ a1
If ab1 = aj for some 1 ≤ j ≤ n, then:
ab1 ∗ab2 ∗· · ·∗abk ∗an∗· · ·∗aj+1∗aj ∗· · ·∗a1 = ab2 ∗· · ·∗abk ∗an∗· · ·∗aj+1∗aj ∗· · ·∗a1
The above equation follows from the second axiom of proto-unital shelves, b∗a∗b =
a∗b for all a, b ∈ X . By the same argument, we can reduce ab2 followed by ab3 until
abk−1 . Finally when abk = an+1, there are two possibilities. Either abk 6= an, or
they are equal. In the first case, the above argument can be used. For the second
case, the reduction requires more work. We have:
an ∗ an ∗ an−1 ∗ · · · ∗ a1 = an ∗ an−1 ∗ an ∗ an−1 ∗ an−2 ∗ · · · ∗ a1
= an−1 ∗ an ∗ an−1 ∗ · · · ∗ a1
= an ∗ an−1 ∗ · · · ∗ a1.
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This contradicts the fact that an+1 can be generated by the previous terms. There-
fore, at every stage, it is possible to have a new element of X which cannot be
generated by the previous elements. But, this is a contradiction as we assumed
(X, ∗) was finite. Therefore, (X, ∗) has at least one right zero element. 
Note that the converse of the above proposition is not true. Table 7 gives an
example of an associative shelf that is not a proto-unital shelf, as we have (3∗1)∗1 =
2 ∗ 1 = 0 6= 2 = 3 ∗ 1.
Table 7. An associative shelf which is not a proto-unital shelf but
has right zeros
∗ 0 1 2 3
0 0 0 2 3
1 0 0 2 3
2 0 0 2 3
3 0 2 2 3
This brings us to the stronger analog of Theorem 3.3:
Theorem 3.8. Two-term (rack) homology of proto-unital shelves is Z in all di-
mensions.
For the free algebraic structures discussed in the previous section, we have the
corollary:
Corollary 3.9.
(1) FUS(n) has trivial one-term homology in all positive dimensions for all n.
(2) FPUS(n) has two-term (rack) homology Z in all dimensions for any n.
Hence, in particular, the same holds for FP˜US(n) and FUS(n) as well.
We continue with two applications of Theorem 3.3. Recall that a spindle is a
magma satisfying the idempotence and self-distributivity properties of a quandle.
Definition 3.10 ([CPP]). Choose a family of sets {Xi}i∈I , not necessarily finite,
and functions fi : Xi −→ Xi. Define the spindle product on X =
⊔
i∈I Xi for
x ∈ Xi and y ∈ Xj by:
x ∗ y =
{
y, if i = j
fj(y), otherwise
Subsets Xi ⊂ X are called blocks of the spindle X and the maps fi are called
block functions. We write f : X −→ X for the function induced by all the block
functions.
One-term homology was initially thought to be torsion-free and hence less inter-
esting than two-term (rack) homology. In [PS], there are several examples in which
families of shelves are constructed. In [CPP], the one-term homology of one such
infinite family was studied. Theorem 5.4 in [CPP] states that any finite abelian
group can be realized as the torsion subgroup of the second homology group of
f -block spindles having a one element block. But, every f -block spindle with a one
element block has a right zero element.
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Therefore, there exist infinite families of spindles which can realize any finite
commutative group as a torsion subgroup in one-term homology. But, they have Z
as their two-term homology group in all dimensions.
Theorems 3.1 and 3.3 can be further applied to determine the one-term and
two-term (rack) homology groups of Laver tables. Richard Laver discovered these
algebraic structures while studying set theory, and the combinatorial structure of
Laver tables has been extensively studied ([Deh], [DL] and [Leb]).
In the following discussion, we use the convention of Laver([Lav], [Deh], [Leb],
[DL]), that is the magmas are left self-distributive. In particular, to get right self-
distributivity we transpose the Laver tables.
Definition 3.11. A Laver table, denoted by An, is the unique shelf ({1, 2, · · · , 2
n}, ∗)
for any positive integer n satisfying a ∗ 1 = 1 + a(mod 2n).
The uniqueness in this definition was proven by Richard Laver in 1992. Tables
8, 9, and 10 provide examples and satisfy left self-distributivity.
∗ 1 2 3 4
1 2 4 2 4
2 3 4 3 4
3 4 4 4 4
4 1 2 3 4
Table 8. The
Laver table A2
∗ 1 2 3 4 5 6 7 8
1 2 4 6 8 2 4 6 8
2 3 4 7 8 3 4 7 8
3 4 8 4 8 4 8 4 8
4 5 6 7 8 5 6 7 8
5 6 8 6 8 6 8 6 8
6 7 8 7 8 7 8 7 8
7 8 8 8 8 8 8 8 8
8 1 2 3 4 5 6 7 8
Table 9. The Laver table A3
The element 2n−1 in the Laver table An (after taking transpose) is a right fixed
element. Further, the element 2n is an element with respect to which An (after
taking transpose) satisfies condition (1) of Theorem 3.1 ([Deh, Leb]). Therefore,
the following result holds:
Corollary 3.12. Laver tables, after converting to right self-distributive magmas (by
taking transpose), have trivial reduced one-term homology groups in all dimensions
and their two-term (rack) homology groups are Z in all dimensions.
4. Future directions
The results contained here regarding one-term and two-term (rack) homology for
special families of associative shelves naturally lead to a desire to better understand
the role of associativity in self-distributive algebraic structures. These preliminary
computations lead to the conjectures that follow. Additionally some computational
data appears in the Appendix.
Conjecture 4.1. Associative shelves have no torsion in one-term homology.
Conjecture 4.2. Associative shelves have no torsion in two-term (rack) homology.
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∗ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 12 14 16 2 12 14 16 2 12 14 16 2 12 14 16
2 3 12 15 16 3 12 15 16 3 12 15 16 3 12 15 16
3 4 8 12 16 4 8 12 16 4 8 12 16 4 8 12 16
4 5 6 7 8 13 14 15 16 5 6 7 8 13 14 15 16
5 6 8 14 16 6 8 14 16 6 8 14 16 6 8 14 16
6 7 8 15 16 7 8 15 16 7 8 15 16 7 8 15 16
7 8 16 8 16 8 16 8 16 8 16 8 16 8 16 8 16
8 9 10 11 12 13 14 15 16 9 10 11 12 13 14 15 16
9 10 12 14 16 10 12 14 16 10 12 14 16 10 12 14 16
10 11 12 15 16 11 12 15 16 11 12 15 16 11 12 15 16
11 12 16 12 16 12 16 12 16 12 16 12 16 12 16 12 16
12 13 14 15 16 13 14 15 16 13 14 15 16 13 14 15 16
13 14 16 14 16 14 16 14 16 14 16 14 16 14 16 14 16
14 15 16 15 16 15 16 15 16 15 16 15 16 15 16 15 16
15 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Table 10. The Laver table A4
6. Appendix: Computer Calculations
6.1. One-term homology. The work done in previous sections demonstrated that
one-term homology for shelves with a left zero or a right unit is trivial for every
positive dimension. The first three one-term homology groups for some associative
shelves of size four not satisfying these conditions appear below:
∗ 0 1 2 3
0 0 0 0 3
1 0 0 0 3
2 0 0 2 3
3 0 0 3 3
Table 11. T5
∗ 0 1 2 3
0 0 0 2 2
1 1 1 3 3
2 0 0 2 2
3 1 1 3 3
Table 12. T6
∗ 0 1 2 3
0 0 0 2 3
1 0 1 2 3
2 0 0 2 3
3 0 0 2 3
Table 13. T7
∗ 0 1 2 3
0 0 1 2 3
1 0 1 2 3
2 0 1 2 3
3 0 1 2 3
Table 14. T8
The one-term homology groups are:
(1) H
(∗)
0 (T5) = Z, H
(∗)
1 (T5) = 0, H
(∗)
2 (T5) = 0.
(2) H
(∗)
0 (T6) = Z
2, H
(∗)
1 (T6) = Z
4, H
(∗)
2 (T6) = Z
16.
(3) H
(∗)
0 (T7) = Z
3, H
(∗)
1 (T7) = Z
8, H
(∗)
2 (T7) = Z
32.
(4) H
(∗)
0 (T8) = Z
4, H
(∗)
1 (T8) = Z
12, H
(∗)
2 (T8) = Z
48.
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6.2. Two-term (rack) homology. The main result, Theorem 3.3, completely
describes the two-term (rack) homology groups of shelves with right-fixed elements.
However, there exist associative shelves without right fixed elements. The first three
one-term homology groups for some associative shelves of size four without right
fixed elements, together with the first three homology groups of a unital shelf,
appear below:
∗ 0 1 2 3
0 0 0 0 0
1 0 1 1 1
2 0 1 2 2
3 0 1 2 3
Table 15. T1
∗ 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 3 3 3 3
Table 16. T2
∗ 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 2 2 2 2
3 3 3 3 3
Table 17. T3
∗ 0 1 2 3
0 0 0 0 0
1 1 1 1 1
2 2 2 2 2
3 3 3 3 3
Table 18. T4
The two-term (rack) homology groups are:
(1) HR0 (T1) = Z, H
R
1 (T1) = Z, H
R
2 (T1) = Z.
(2) HR0 (T2) = Z
2, HR1 (T2) = Z
4, HR2 (T2) = Z
8.
(3) HR0 (T3) = Z
3, HR1 (T3) = Z
9, HR2 (T3) = Z
27.
(4) HR0 (T4) = Z
4, HR1 (T4) = Z
16, HR2 (T4) = Z
64.
It is not difficult to notice the pattern suggested from the data above, and thus
the results for all other associative shelves of size four are not included. This pattern
holds for racks ([EG, LN]). More computations on torsion in two-term homology
for quandles were done in [NP, PY] for example.
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