The oscillation theory of neutral differential equations has been extensively developed during the past several years. We refer to Bainov and Misher Let m -max{r, a}. By a solution of Eq.(l) we mean a function x € C(\t x -m, oo), R) , for some t x > to, such that x(t) -I-P(t)x(t -r) is continuously differentiate on [i x ,oo) and such that Eq.(l) is satisfied for t > t x .
Introduction
Consider the first order neutral delay differential equation (1) [
x(i) + P(t)x(t -T)]' + Q(t)x(t -a) = 0
where P,Q 6 C([t 0 , oo), R+), and r,a E R + .
When P(t) = 0, Eq.(l) reduces to (2) x'(t) + Q(t)x(t -a) = 0.
Assume that (2) holds and let $ e C ([to -m,to] ,R) be a given initial function. Then one can easily see by the method of steps that Eq.(l) has a unique solution x £ C([to -m, oo), R) such that x{t) = for to -m < t<t 0 .
Main results
First we define a sequence {a t } by (3) ai = e e ,a i+ i -e eai ,i = 1,2,...
It is easily seen that {a*} is increasing for g > 0.
Observe that when g > -then c e lim ai = +oo, i -+ oo because otherwise the sequence {a*} would have a finite limit a, such that a = e ea .
Using the known inequality e x > ex, we have a = e ea > ega > a which is a contradiction. When ^ < g < 1, we also define a sequence {6j} by
Observe that the sequence } is decreasing for \ < g < 1. For the sake of convenience, we set In the following, D(x) denotes distance between adjacent zeros of the solution x(t) of Eq.(l). Our main result is the following theorem. We get From (1) and (6), we have Prom (7) and (11), we have By (10) and (13), we get
Since z(t) is decreasing in [To + a, T e ], by (11) we have
and so
Substituting (16) into (14), we have
Next, for convenience, we set
Thus, (17) implies that
. We consider the following two cases: (12) and (14), we have
which implies that u>(t) is decreasing, and
Integrating both sides of (18) from T 0 + 2a to T 0 + 2a + (a -r), we obtain Case 2. 1/e < q < 1. Setting n e = i* + j* and T x = T 0 + 2cr + (a -r), under the conditions (A) and (B), we know that t-T+r
Observe that /(A) = q(s) ds is a continuous function, f(t) = 0 and f(t -T + a) > g and there exists some At £ (i, t -r + a) such that q(s) ds = g.
Integrating both sides of (18) 
Since t < s < t + (a -t), we easily see that To + 2a < t -(a -r) < s -(a -T) <t.
Integrating both side of (18) from s -(a -r) to t, we get 
S+T -IT

Prom (14), it is clear that u>(u + r -a) is decreasing in [To + 2a, t], we have t (23) w(s + r -a) > u(t) + u(t + r -a) \ q(u) du
UJ(t) Q
When t e [Tu To + 2a + (i* + j* -2)(cr -T)], we easily see that Ti < t < At < t + a -r < T 0 + 2a + (i* + j* -1 )(a -r). Thus, by (26), we have
(27) w(A t )>^-w(A t -(a-r)). bi
Since uj(t) is decreasing on [To + a + r, To + 2a + (i* + j*)(a -r)] and T 0 + 2a < A t -(a -r) < t < X t < T 0 + 2a + (i* + j*)(a -T), we get u( A t ) > ^-u>(\t -(a-t)) > ^-a;(*) > -(a -r)).
Substituting this into (25), we have 
37) z'(t) --Q(t)x(t -or) < 0 for t G [T 0 + a,T e }.
Prom (1) and (35), we have
By (C) and (38), we have (39) z'(t) + az'(t -T) + Q(t)z(t -a) < 0 for t > T 0 + a + r.
Set (40) u(t) = z{t) + az(t -r) for t > T 0 + 2r.
Prom (36) and (40), we get 
'(t) = z'(t) + az'(t-T) < 0 for ie [T 0 + a + r,T e }.
By (39) and (42), we get By using a similar method as in the proof of Theorem 1, we can derive a contradiction. The proof is complete.
When P(t) = p, Q(t) = q are constants, we get COROLLARY 1. Assume that (A') p > 0,g > 0,(7 > r > 0;
(B')*^ = <?>*.
Then (5) holds.
COROLLARY 2.
Assume that Hence, by Corollary 1, we have ne = 1 + 2 = 3 and £>(x) <2xl + 3x(l-0.45) = 3.65.
