Abstract-The effect of using randomly selected sequence multisets for the uplink of a synchronous code-division multipleaccess channel is considered. A tight lower bound on the expected value of the sum capacity over the ensemble of randomly selected sequence multisets is given. For large systems, the sum rate penalty for using randomly selected multisets is shown to be at most 1 nat and to vanish as the number of users becomes large, compared to the sequence length.
I. INTRODUCTION
I N a recent paper by Rupf and Massey [1] , it was shown that the optimal selection of spreading sequences for a synchronous code-division multiple-access (CDMA) channel in which each user has the same average channel input energy constraint are those sequence multisets that satisfy with equality the Welch lower bound on total squared correlation [2] . These multisets are optimal in the sense of achieving the sum capacity for the corresponding Gaussian multiple-access channel. In order to operate reliably near this sum capacity, a joint decoder that has knowledge of every user's channel code is required.
In this paper we analyze the sum capacity for synchronous CDMA channels with randomly selected sequence multisets. We derive an expression for the expected value of the sum capacity over the ensemble of random sequence multisets. We find the function to which this expected capacity converges for large systems and show that the use of such random sequences incurs asymptotically no rate penalty, compared to the use of optimal sequences. Section II presents our system model. Section III introduces the capacity region and sum capacity for the synchronous CDMA channel. In Section IV, we prove theorems concerning the sum capacity of the channel in which the sequence multisets are allowed to vary with time. Section V concludes the paper. 
II. SYSTEM MODEL
We adopt notation and model similar to that of Rupf and Massey [1] . In modeling the synchronous CDMA baseband system (see Fig. 1 ), we assume that each of the users encode their information at rate into a complex-valued sequence . These sequences are independent of one another (the users cannot cooperate). The channel-input energy constraint on user is for all . We denote the sum energy constraint as User transmits in symbol interval the symbol , which is the multiplication of with an independently chosen chip spreading sequence . We restrict the sequences to be real-valued. In contrast to the model of [1] , the spreading sequences here are permitted to change from symbol interval to symbol interval. The sequences used for spreading in symbol interval are represented by an matrix, , which contains the sequences as columns. We assume that the energy of each spreading sequence is , which, considering both the spreading sequence and the channel-input symbol as random variables, constrains the symbol energy transmitted by user to be . Dropping the time index from our notation, we can write for any particular symbol interval (1) where and where is a zero-mean white Gaussian noise vector with covariance matrix . (2) Here is the set consisting of those members of indexed by the members of , and is the set of the remaining members of . The mutual information in (2) is explicitly conditioned on since we wish to reinforce the fact that the receiver knows the (possibly time-varying) sequence multiset.
The capacity region of the synchronous CDMA channel is given by convex hull
The convex hull operation results from the possibility of time sharing of channel codes. Removing the convex hull operation gives the capacity region of the symbol synchronous channel in which the users have no common clock [4] , [5] . The analysis in this paper will concentrate on the "sum capacity" (3) In [6] and [1] it is shown that the sum capacity of this channel is given by (4) where and denotes the determinant. All logarithms will be taken to the natural base . Another figure of interest is the symmetric capacity, which is the highest rate at which the users may transmit, given that they all transmit at the same rate. With unequal powers, the symmetric and sum capacities may differ, and we do not consider the symmetric capacity here. In addition, we shall only consider the equal power case, . We shall later mention extensions to the unequal power case.
IV. LOWER BOUND ON SUM CAPACITY
We wish to calculate the sum capacity of a synchronous CDMA channel in which the spreading sequence multiset changes randomly with the time index in a fashion known to the receiver. We shall denote this capacity as , which, from (3), may be calculated as which is the expected value of the sum capacity over the ensemble of randomly selected spreading sequences. In the equal power case, provided that each user randomly selects their spreading sequences according to the same rule, it is not difficult to see that the sum and symmetric capacities are equal.
As noted in [1] , a trivial upper bound on is the capacity of the channel for which , which is equal to the sum capacity of the -user Gaussian multiple-access channel (GMAC) with average energy constraint . This capacity is given in [3] 
The expected value of this capacity is therefore
To proceed further, we will rely on known results concerning the distribution of the eigenvalues of a matrix and, in particular, about limiting distributions as the matrix becomes large.
Definition 1. Spectral Distribution:
The cumulative distribution function, of the eigenvalues of a matrix, is defined for every real number by number of eigenvalues Letting be an uniformly at random selected eigenvalue of , we have equivalently is called the spectral distribution of . For many classes of random matrices, the spectral distribution converges to a nonrandom fixed limit as [7] . We now specify the nature of the random selection of the sequence multiset .
Definition 2. Random Selection of Sequences:
Sequence multisets will be randomly selected as follows. For each symbol interval , let be an matrix, whose elements, are independently selected from a fixed arbitrary distribution possessing zero mean, unit variance, and finite higher moments.
Further define the spreading factor to be the ratio of the length of the spreading sequences in chips to the number of users .
Note that this definition, although somewhat general, includes the commonly used uniform selection of chips from . In order to calculate , we need the following theorem, proved for various conditions and types of matrices in [7] - [10] . We make the observation that results in a point mass at . We now prove our first main result, expressing the capacity of the random sequence CDMA channel in terms of the spectral distribution of .
Theorem 2:
The sum capacity of the user random sequence CDMA channel with equal energy constraints and noise variance , as defined in Section II, is given by where , is the spectral distribution of the matrix , given by Theorem 1 ( chosen according to Definition 2).
Proof: As previously, let be the eigenvalues of . Let the density function of be , then where the second step simply interchanges the order of summation and integration. The summation term is simply the density of a randomly selected eigenvalue of , being an equal mixture of the individual densities.
For
, the point mass at zero in the spectral density brings about the following corollary.
Corollary 1: For
, we have the following simple bound:
which can be easily shown to approach monotonically with increasing .
Having thus expressed the capacity, we proceed to find its limiting form, as the combined signal-to-noise ratio increases. This implies either large individual signal-to-noise ratios, or an increasing number of users. We omit the simple proof of the following result.
Lemma 1: For every positive real number
Moreover, the bounds are tight in the sense that the ratio of to either bound approaches as .
Using Lemma 1 and Theorem 1, and henceforth restricting (because of Corollary 1), we now obtain (6) where the bound, according to Lemma 1, is tight in the limit as . We now evaluate the various terms in the integral. Let . We need the following definite integral.
Lemma 2: Let be nonnegative real numbers, then
Proof: (9) where (7) is from [11] , (8) results from noting that vanishes for and , and from the evaluation of the remaining integrals given in [11] . Finally, (9) yields the desired result after simple manipulation.
We can now evaluate (6) . Consider the first term, which is equal to (10) since the integration is over the entire density function. The second term in (6) is evaluated in [8] as (11) Finally, we must evaluate the third term in (6) , which, by performing a partial-fraction expansion of the integrand becomes (12) where we have made the following substitutions: , , and . Invoking Lemma 2 in (12), we have (13) Combining (10), (11), and (13) gives the following theorem.
Theorem 3. Lower Bound:
A lower bound for the sum capacity of the random CDMA channel with combined signalto-noise ratio and spreading factor is Note that, for a fixed positive real number , Lemma 1 gives Using this limit in Theorem 3 yields the following limit theorem.
Theorem 4. Limiting Capacity:
For large systems (many users) or for high signal-to-noise ratios, the average sum capacity of a direct-sequence CDMA channel, as described in Section II is given by Corollary 2: For large systems, , achieves the upper bound of (5) (this implies that the use of randomly selected time-varying sequence multisets incurs no inherent rate penalty compared to the optimal sequence multisets). More precisely, we have that
In fact, this difference increases monotonically from to , as approaches . Thus the penalty for using randomly selected, rather than optimal spreading codes in large systems is at most 1 nat and vanishes as the ratio decreases. Proof: First noting that and then using L'Hôpital's rule for indeterminate limits of the form , we find
The monotonicity of the difference in (14) may be seen from the fact that since for .
It can in fact be shown that as , selecting a sequence multiset at random and using it for all time is optimal with probability , in terms of affording the highest possible capacity [12] (see also [13] ).
V. CONCLUSION
In this paper we have assessed the impact of using randomly selected spreading sequences on the sum capacity of a multiuser CDMA communications system. We have found that although there is an inherent capacity loss due to the use of random, rather than optimal sequences, this loss rapidly vanishes for systems where the number of users is large compared with the spreading code length. If for some reason more spreading is desired, then spreading sequences of length up to may be used with a maximum loss of 1 nat in the sum capacity. Since this loss is shared over users, it become negligible as the system becomes large. This result contrasts with CDMA systems that do not employ joint decoding for which it is desirable for the users' sequences to be as orthogonal as possible. Results in the spirit of those presented here, concerning the capacity under the assumption of various receivers may be found in [13] . Extensions of the results presented in this paper to the unequal energy case may be accomplished using recent results concerning spectral distributions [14] . Results for unequal energy channels and various receivers can also be found in [15] .
