The lack of attention during the driving task is considered as a major risk factor for fatal road accidents around the world. Despite the ever-growing trend for autonomous driving which promises to bring greater road-safety benefits, the fact is today's vehicles still only feature partial and conditional automation, demanding frequent driver action. Moreover, the monotony of such a scenario may induce fatigue or distraction, reducing driver awareness and impairing the regain of the vehicle's control. To address this challenge, we introduce a non-intrusive system to monitor the driver in terms of fatigue, distraction, and activity. The proposed system explores state-of-the-art sensors, as well as machine learning algorithms for data extraction and modeling. In the domain of fatigue supervision, we propose a feature set that considers the vehicle's automation level. In terms of distraction assessment, the contributions concern (i) a holistic system that covers the full range of driver distraction types and (ii) a monitoring unit that predicts the driver activity causing the faulty behavior. By comparing the performance of Support Vector Machines against Decision Trees, conducted experiments indicated that our system can predict the driver's state with an accuracy ranging from 89% to 93%.
Introduction
Motor vehicle traffic crashes are among the leading causes of death all over the world, being driver inattention the most relevant source of the reported injuries [1] . A study published by the National Highway Traffic Safety Administration (NHTSA), in 2015, reported that 94% of traffic accidents are caused by driver-induced errors. Specifically, distraction and fatigue are the most frequent causes, representing 41% of the injuries [2] . In the years to come, addressing these issues will be critical to the breakthrough of the autonomous driving paradigm. This advent will have major socio-economic implications on society, reshaping its lifestyle and redefining its key-infrastructures. Fueled by these concerns and challenges, the academia and industry are pushing the technology boundaries to achieve more practical and viable solutions. As such, Driver Monitoring Systems (DMSs) capable of (i) supervising fatigue and distraction, and consequently (ii) avoiding dangerous driver behavior, have received great attention from the academia and automotive industry [3, 4] .
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Moving towards a society of automated driving environments raises a set of new challenges in the context of DMSs [5] . In such scenarios, the vehicle performs almost all tasks required for the driving operation. However, in case of an emergency, an automation level equivalent to Society of Automotive Engineers (SAE) 2 or 3 requires the driver to be ready to resume control within the shortest time possible, as the vehicle gets out of its Operational Design Domain (ODD) -the specific conditions under which a given automation system is designed to function [6] . Due to the lack of active involvement in the driving task, drivers may feel a natural tendency to engage in non-driving related activities, which reduces their alertness and, consequently, the ability to perform the fallback operation [7] -the response given by the driver to achieve a minimal risk condition as the automation system leaves its ODD [6] . Some studies proved that the quality of the fallback process decreases as the complexity of driving non-related tasks increase [8, 9] . This complexity is intrinsically dependent on the type(s) of distraction unleashed: (i) visual, (ii) manual, or (iii) cognitive. Furthermore, other studies [10, 11] also show that drivers in a partial or conditional autonomous scenario may become fatigued and drowsy faster than on manual driving scenarios. Clearly, a fatigued or distracted driver has reduced situation awareness, which could lead to delayed reactions and impaired driving performance in a fallback situation [10, 11] . We envision that future in-vehicle information systems will have the ability to adapt the cockpit according to these type of driving situations, counteracting dangerous driver behavior; however, this requires techniques for the real-time monitoring of the driver's state [12] .
To overcome this problem, automotive key players have proposed different driver monitoring mechanisms, exploring new sensing technologies and software algorithms. Traditional physiological sensors, such as those capable of acquiring electrocardiograms or electroencephalograms have demonstrated an impressive capacity to assess the driver state in terms of distraction, stress, and fatigue. Nonetheless, due to their intrusive nature, they are only used for validation purposes [3, 13] . In fact, the current state-of-the-art monitoring systems are based on non-intrusive sensors, embedded in the vehicle's cockpit, designed to acquire either (i) driver's performance data, such as vehicle speed and steering movements, or (ii) driver's facial and body pose features, such as eye gaze and head pose [3, 14, 15] . A notable advantage of the later monitoring systems over the former ones is their compatibility with partial and conditional autonomous vehicles. Since in such scenarios the driving task is performed by the vehicle itself, the driver's performance cannot be assessed, and consequently, the systems are not able to infer the driver's state, which is preponderant in a fallback situation.
Despite not being as accurate as traditional physiological sensors, facial and body pose-based systems present an excellent trade-off between fatigue and distraction detection, which can be improved using data analytic techniques. It is clear that Artificial Intelligence (AI) areas, such as Machine Learning (ML), play a significant role in the context of advanced driver assistance and monitoring systems [16, 17] . Empowered with such emerging challenges, we present in this paper a DMS capable of supervising the driver in terms of fatigue, distraction, and activity, by exploiting non-intrusive sensor data and features, assisted by ML models -Support Vector Machines (SVMs) and Decision Trees (DTs). Concerning the fatigue assessment, the system was designed to issue a warning as soon as the driver shows some signs of drowsiness. In terms of distraction, we covered the whole range of distraction types, the driver might be exposed to [3, 18] : (i) visual, (ii) manual, and (iii) cognitive. The classification of the distraction state is enhanced by an activity assessor that recognizes four out of the ten deadliest driving non-related activities [19] : (i) using a mobile phone, (ii) looking to an external event, (iii) interacting with the infotainment, and (iv) interacting with passengers. As a matter of fact, current DMSs does not provide such a comprehensive classification of the driver's state. In particular, frameworks to supervise driver distraction focus only on a specific type of distraction and cannot infer which driving non-related activity is causing the faulty behavior. In this paper, however, we follow a holistic approach, presenting a novel architecture for DMSs. Conducted driving simulator experiments revealed that our system predicts the driver's state with an average accuracy between 89% to 93%.
Background
May and Baldwin [20] defined two types of driver fatigue: (i) sleep-related and (ii) task-related fatigue. The former results from sleep deprivation, extended duration of wakefulness and time-ofday (circadian rhythm effect); the latter is related to mental overload or underload, caused by certain characteristics of the driving context, such as task demand and duration. Therefore, task-related fatigue can be sub-classified as active or passive. Active fatigue is caused by high demand and high mental workload driving situations, while passive fatigue is caused by predictable and monotonous tasks. By applying this fatigue model to an autonomous driving scenario, it can be concluded that higher automation levels promote passive fatigue and decrease the active component, as the driver's only task is to monitor the system and take over vehicle control when the automation system experiences an ODD departure and requires a fallback maneuver [20, 21] .
According to the literature [3, 18] , there are three types of distraction which drivers are exposed to: (i) visual, (ii) manual, and (iii) cognitive. The former is induced by tasks that require the driver to look away from the roadway, such as reading or watching a video. Manual distraction occurs when the driver takes away one or both hands from the Steering Wheel (SW) to perform a non-driving related activity, such as eating or manipulating the infotainment system. Cognitive distraction is related to tasks that involve thinking about something other then the driving activity, affecting the driver's mental workload [3, 18] . This category encompasses tasks such as talking to passengers or thinking about something upsetting.
Conventionally, tasks performed by a vehicle's driver are classified as (i) primary, (ii) secondary, or (iii) tertiary tasks [22, 23] . The former consists of real required driving operations to control the lateral and longitudinal movement of the vehicle. In turn, the second category refers to activities that support the primary task and are important for traffic safety, such as activating indicators or headlights. The tertiary task includes convenience activities that are not related to the driving task, such as controlling the infotainment system. This approach can be successfully applied to classify the drivers' tasks in vehicles with no driving automation or with simple driver assistance systems (SAE level 0 or 1). However, the paradigm shift caused by autonomous driving is disrupting the traditional control of a vehicle by drivers (decision-making and operation), and therefore, the activities performed by them [24] . In fact, in partially automated driving (SAE level 2), the driver's main task is the monitoring of the vehicle's operation within the road environment, while in conditional automated driving (SAE level 3), the driver only needs to perform fallback operations, with no need to monitor the vehicle. In highly or fully automated driving (SAE level 4 or 5), the driver acts as a simple passenger [6] . In this context, actTypes3 classified the diver's tasks into (i) driving-related tasks and (ii) non-driving related tasks. In manual driving, the former comprises all activities required to safely control the vehicle, i.e., the traditional primary driving task, or to increase driving safety and performance, i.e., the former secondary task. In partial and conditional automated driving (SAE levels 2 and 3), it includes activities related to the supervision of driving environment and fallback operation, while in highly and fully automated mode (SAE levels 4 and 5), it only includes simple activities, such as setting the destination. The non-driving related tasks, as expected, refers to tasks that are not related to driving, such as managing infotainment systems or communicating with passengers. This also includes new activities that will become possible with autonomous driving, such as reading, eating or even sleeping. Since this work aims to design and develop a DMS for the manual and conditional automated driving contexts (SAE levels 0 to 3, inclusive), future references to types of driving activities will use the classification proposed by actTypes3.
Typically, non-intrusive DMSs take advantage of the driver's visual behavior to infer his/her state. Consequently, it is essential to review the conventional concepts about eye movements inherent to the humans' physiology [25] :
formation to build a mental map of the observed scene.
2.
Fixations: A state of relative stability, where the gaze is held upon a target in the field of view, allowing the visual system to take detailed information about what is being observed [25] . Generally, a fixation takes more than 100 milliseconds, with the duration often used as a metric that reflects the complexity of the visual information the human wants to extract [26] .
3. Blinks: A rapid closing and reopening movement of the eyelid that produces tears and spreads them evenly across the front surface of the eye, maintaining it smooth and clear. The average blink rate shows high inter-individual variability, ranging from 10 to 30 blinks per minute [27] . This frequency may be affected by environmental factors, physical activity, cognitive workload, and fatigue [25] . Figure 1 depicts the architecture of the proposed DMS, comprising three main layers serving specific tasks: (i) data, (ii) control, and (iii) classification. The former encompasses the sensor array module, which encloses all sensory systems that collect driver-related data. To provide a full monitoring of the driver's state, the overall monitoring system relies on a multi-modal dataset, extracting features related to the driver's physiology and vehicle's telematics. The core unit of the system is integrated into the control layer. This layer is responsible for managing the driver monitoring modules contained in the upper layer and for controlling the data that flows to them. The upper layer (classification) is composed of three main modules and is responsible for classifying the driver's state in terms of fatigue, distraction, and activity. The architecture of the sensor array block is detailed in Figure 2 . In order to take full advantage of the driver visual behavior, the system relies on a commercial eye and head tracker (Smart Eye Pro (SEP) [28]), with four InfraRed (IR) cameras that can be distributed over the cockpit's dashboard. Since the cameras are only sensible to IR light, it is possible to capture the driver's face under different lighting conditions, even if the driver wears sunglasses or eyeglasses. The software platform employs a set of image processing techniques, which allows to extract a batch of relevant features from the driver's eyes and head, as well as to identify three different eye movements: (i) saccades, (ii) fixations, and (iii) blinks. Regarding the head tracking path, this sensor can estimate the 3D pose of the subject's head, in terms of position and orientation, within a predefined world coordinate system. The eye tracking sub-module, besides detecting the aforementioned eye movements is also responsible for getting features related to eyes' orientation, eyelids' opening, and pupils' diameter. In addition to these functionalities, the SEP platform employs mechanisms that allow uploading a world model, describing the driver's field of view, and infer, in real-time, which scenario's element is being observed. We considered the driver's field of view divided into four quadrants, two of which divide the road straight ahead. Some additional elements necessary to assist the driver, such as the side and rear mirrors and the cluster were defined in the world model as well. All aforementioned measures are provided along with a quality factor, useful to determine the validity of a sample.
DMS Architecture

Data Layer
Even in the field of physiological features, we used a commercial contactless biometric sensor (Ancho Radar [29] ) to estimate the driver's heart and respiration rate. Such sensor relies on radio frequency waves that measure and capture small movements in the human body. When correctly placed in the cockpit, it can track the driver's chest, which enables the computation of the heart and respiration rate in real-time.
Along with these tracking systems, the sensor array also features a device to detect the presence of both, one, and none of the driver's hands in the vehicle's SW. For this purpose, it uses two Force Sensitive Resistors (FSR), located on each side of the SW, generating two signals that reflect the conductivity of the sensor. Remaining telematics are outputted from a Driving Simulator Mockup (DSM) [30] , used as a testing platform for the DMS, which allowed a wide range of data measures to be collected including driving performance metrics (e.g. daytime and vehicle's automation level).
Control Layer
As aforementioned, the driver monitoring controller acts as the central unit of the entire system. Its functionality is split into two sub-modules: (i) the monitoring modules manager and (ii) the data flow controller (Figure 1 ). The former is a simple graphical user interface that controls each of the three monitoring units (fatigue, distraction, and activity assessor modules), enabling the user to orthogonally switch on/off any of these units. Every time the driver updates this specification, a message containing the new settings is sent to the data flow controller, which updates the list of signals, yield by the data layer, that are sent to the classification layer. Regardless of the data source, the data flow controller must check the quality parameter of the measures received, forwarding them to the respective monitoring units only when the quality standards are met. Figure 3 . Fatigue assessor -architecture
Fatigue Assessor
The assessment of driver's fatigue state relies on the classification of physiological and driving context features by an ML model ( Figure 3 ). The physiological features are provided by the SEP and the Ancho Radar. The SEP monitors the driver's eyes, outputting the opening values of both eyelids and the result of the blink detection filter used to calculate the PERcentage of eye CLOsure (PERCLOS) and the blink rate, respectively. The Ancho Radar was specifically introduced to measure the respiration and heart rate of the driver, which proved to be a reliable set of data in fatigue detection. In order to reduce the effect of noisy data points, the measures received from both sensors are submitted to a median filter with a window size set to 3. The described set of physiological features is calculated using a sliding window that grabs the data of the past 20 seconds, with a step size of 1 second. Every time a sliding window is filled up, this monitoring module issues a query to the DSM, which replies with the current time-of-day (day or night) and automation level of the vehicle. After normalizing these 6 features ( Figure 4 ) to the range [0, 1], the system employs a binary ML model to classify the driver's state as attentive or fatigued. The construction of this ML model is described in Section 4. 
Distraction Assessor
The distraction assessor unit ( Figure 5 ) provides a complete monitoring of the driver's distraction state, by offering specialized sub-modules in the de-tection of visual, manual and cognitive distraction. These sub-modules are executed in parallel and they operate independently of each other.
Visual Distraction
GCWI Analysis
Manual Distraction Detector In order to monitor visual distraction, the system takes advantage of the SEP to infer which element of the world model is the driver looking at. From the analysis of the Gaze Closest World Intersection (GCWI), the eye tracking system outputs a variable that names the intersected world element, which, as detailed in Figure 5 , is used to compute the PERcentage of time the driver is not LOOKing ahead (PERLOOK). More specifically, this parameter is calculated over a sliding window, which accumulates the name of the gaze intersected elements for the past 10 seconds, with a step size of 1/60 seconds. This step size corresponds, in practice, to the inverse of the SEP sampling frequency (60 Hz), ensuring that every time the window advances only one sample is removed, being also only one added. This configuration matches the one used by RW-VisualDist1, which proposed and evaluated the PERLOOK for visual distraction inference. To calculate the PERLOOK, this module considers that the Field Relevant for Driving (FRD) is only composed by the road straight ahead, which is divided into two quadrants in the SEP's world model. Every time the driver's gaze fades away from the FRD, the system increases the PERLOOK parameter. Exceptions are made when the driver focus the side or rear mirrors, or the cluster. In this case, the PERLOOK is only incremented after 1 second. This modus operandi meets the premise defined by the AttenD algorithm [31] , which states that eye glances for driving support elements are only considered as a distraction when they take more than 1 second. Similar to the system proposed by RW-VisualDist1, if the PERLOOK rises above 35%, the driver is regarded as visually distracted and a warning is issued.
For manual distraction assessment, the system is continuously checking the presence of the driver's hands on the SW. For this purpose, the system relies on the SW assist sensor included in the data layer. Every time the driver takes one or both hands away, the manual distraction assessor starts to count the time that passes until the driver puts his/her hands back on. Similar to Mercedes Steer Assist technology [32] , if the difference is greater than 10 seconds, the system considers that the driver is potentially distracted.
The monitoring of cognitive distraction is based on the classification of physiological data extracted from the driver's visual behavior and cardiac status. The driver's visual behavior is captured by the SEP platform, while the cardiac status is provided by the heart rate monitor, embedded in the Ancho Radar. The former operates at a sampling frequency of 60 Hz, while the later at 0.5 Hz. Since the second sensor operates at a much lower frequency than the first, an oversampling technique is used to replicate the most recent heart rate for each data packet received from SEP. The received measures are further submitted to a median filter with a window size set to 3, in order to reduce the presence of noise and outliers. From the SEP, the system gets a series of features that enables the calculation of the standard deviation of the left and right gaze direction, as well as the standard deviation of the head orientation and the average driver's pupils' diameter. From the Ancho Radar output, the cognitive distraction assessor calculates the average driver's heart rate. This set of features, summarized in Figure 6 , are calculated using a sliding window that grabs the data of the past 5 seconds, with a step size of 1/60 seconds. After being normalized to the range [0, 1], these features are used as input of an ML model, which labels the driver's state as normal or cognitively distracted. The development of this ML model is described in Section 4. 
Activity Assessor
This unit is responsible for detecting non-driving related activities that imply, visual, manual, or cognitive distraction. The identified activities, along with the distraction type normally unleashed by each of them [3] , are detailed in Table 1 . As depicted in Figure 7 , the driver's activity supervision is performed by four sub-modules mutually correlated: (i) eye movement encoder, (ii) wordbooks manager, (iii) feature extraction, and (iv) an ML model. Figure 7 . Activity assessor -architecture
The Eye Movement Encoder sub-module is responsible for encoding each saccadic movement, detected by the SEP platform, into a character that reflects its spatial disposition. For this purpose, the system starts by searching for saccadic segments in the current sampling window. Once a complete segment is identified, it decomposes the eye movement into its horizontal and vertical components, by calculating the variation of heading and pitch angles, respectively. The horizontal and vertical amplitudes of each saccade are then stored in two independent buffers, which are then coded in the characters found along the horizontal and vertical axes of the 2D Cartesian Coordinate System (CCS) specified in Figure 8 . For this purpose, this sub-module needs to be previously calibrated for each different driver using the system, in order to define the maximum heading (n h ) and pitch (n p ) angles used during the eye movement encoding. This is mandatory to define the different amplitude regions as depicted in the 2D CCS (Figure 8) . Figure 8 . 2D CCS for eye movement encoding During the encoding process, the heading angle of each saccadic movement is compared against the set of intervals that divide the horizontal axis of this 2D CCS. If it belongs to a small amplitude region ([−0.5n h , −0.1n h [ and ]0, 1n h , 0.5n h ]), the saccadic movement is coded into the characters 'l' or 'r', according to the direction of the movement. However, if it falls in a large amplitude interval (] − ∞, −0.5n h [ and ]0.5n h , +∞[), the movement is coded into the characters 'L' or 'R'. All horizontal saccades that fall into the "dead zone" ([−0.1n h , 0.1n h ]) are not coded, as they are too small to be relevant. The vertical coding is performed in the same fashion, being the pitch angle evaluated along the vertical axis. In order to enable the detection of diagonal eye movements, the returned horizontal and vertical sets of characters are merged as illustrated in Figure 9 . This nomenclature is borrowed from the framework proposed by RW-Activity1. After coding all saccadic sequences in the current sampling window, the system starts assessing the driver's eye movement patterns. In the context of this monitoring application, an eye movement pattern is defined as a string (word) of n successive characters. To accomplish this, the system iterates through the eye movement sequence, successively adding every single movement (character) to four different strings, which encode all movement patterns up to a length of four. Every time a word of length n is built, the system updates the correspondent wordbook. For a pattern (word) that is already registered, its occurrence count is increased. Figure 10 depicts the management of one of the four wordbooks. The classification of driver activity involves the extraction of an extensive set of 101 features, which can be grouped in different categories. They are calculated using a sampling window of 30 seconds, with a step size of 0.25 seconds. To reduce the presence of noise, all received measures are submitted to a median filter of window size 3. As detailed in Figure 11 , from the saccadic eye movement, the feature extraction stage computes 60 statistical features, describing the amplitude and the direction of this eye movement, as well as its distribution over the four quadrants that divide the driver's field of view. ... In terms of fixations, the system calculates 3 statistical features concerning the frequency and length of this movement, and another 4 to describe the gaze heading and pitch angles inherent to the visual behavior of the driver. The feature tree showed in Figure 12 provides a deeper view of the set of extracted features. Concerning the blink motion, this sub-module computes the mean and variance of blink duration, as well as the blink rate. For each wordbook, it extracts 5 statistical features, describing the occurrence count of the registered words, as well as the wordbook size. More details can be found in Figure  13 . From the vehicle's telematics, the system computes a set of 3 features (Figure 15 ) that characterizes the driver conduct at the SW. In particular, they reflect the percentage of time driving with one, both and none of the hands on the SW. The result of the feature extraction stage is further normalized to the range [0, 1], and used as input of a multi-class and supervised ML model, which infers the current driver activity. Such an ML model also takes into account the most recent classification of the driver's distraction state for the final prediction. Therefore, in addition to the aforementioned 101 features, it also takes as input an additional set of 3 binary variables that describe the driver's state in terms of visual, manual, and cognitive distraction.
Data Modelling: Methodology
This Section unveils the four stages carried out to build the ML models used to infer the driver's state in terms of fatigue, cognitive distraction, and activity behavior. Manual and visual distraction are predicted by simply comparing single features with heuristic thresholds, while fatigue, cognitive distraction, and activity behavior by using an ML model. For each one of these ML-based monitoring units, we compared the performance of two ML algorithms -SVM and DT, and we then select the one which has the best performance. The results are presented and discussed in Section 5.
Stage One: Data Collection
A set of experiments were carried out in three different scenarios, designed to collect data to train and test the proposed fatigue, activity, and cognitive distraction assessors. Both scenarios run under the controlled environment of a DSM, equipped with three video-projectors, responsible for reproducing the driving scenario on a curved screen, strategically placed in front of a stationary cockpit.
Regarding the experiment itself, 20 volunteers were recruited to drive along with the three scenarios described in the three next subsections. Each volunteer must meet the following conditions: (i) hold a driver license for more than a year; (ii) drive frequently; (iii) has no major medical illness, including epilepsy; (iv) and has no recent surgery.
Fatigue Assessment
To get a reliable ML model for fatigue inference, we collected data in a scenario mixing highway and city routes. The experiment was divided into two distinct sessions, each one lasting for an hour. During the first session, each one of the 20 subjects drove without sleep deprivation. For this purpose, data were collected during the daytime, ensuring that each subject was submitted to the experiment in the next 10 hours after getting up. The last session was carried out during the nighttime, after the subjects being awakened for, at least, 15 hours. In this phase, all drivers manifested slightly to severe signs of sleepiness. During the driving task, the drivers were asked, every 5 minutes, to classify their attentiveness level according to the Karolinska Sleepiness Scale (KSS): a 9-point Likert scale that measures the subjective level of sleepiness [33] . For data labeling purposes, it was divided into two broad classes: "Attentive" and "Fatigued". The former concerns the KSS levels in the range of 1-5, while the latter refers to the interval of 6-9.
Particularly to this test scenario, the recruited drivers, besides having to meet the requirements exposed in Section 4.1, had to respect (i) a regular sleep schedule, (ii) no alcohol and drug abuse, and (iii) no consumption of medication that disturbs the sleep quality and circadian rhythm. A week before the experiment, they were instructed to go to bed between 23:00 and 0:00 and get up between 7:00 and 8:00. Drugs, alcohol, and caffeine were forbid-den in the 24 hours before the experiment. Likewise, the use of these substances and napping during the break of the experiment's sessions were also prohibited.
Cognitive Distraction Assessment
The cognitive distraction assessor should be trained and tested in a scenario that does not require frequent maneuvering. It is believed that this situation, very frequent in the city or city-like scenarios, does not allow severe cognitive impairment [34] . In this context, the experiment was conducted in a highway scenario, starting in a low-traffic environment, which increases till a medium level as the driver advances.
The recruited drivers were instructed to follow a leading vehicle, while paying attention to the speedometer to control their speed at 90 km/h. In order to induce cognitive distraction, the driver was subjected to two cognitive tests: (i) one that stimulates the subject's short-term memory and (ii) another that imposes arithmetic loads. The former consists of a n-back task, where the driver, in the presence of a stimuli sequence needs to indicate when the current stimulus matches the one from n steps earlier in the sequence [35] . More specifically, it was applied a 2-back task, being the stimulus a series of cardinal numbers between 0 and 9. The second test involves verbally subtracting 7 from 1000, successively.
The experience is divided into four segments: (i) two manual driving sessions, each one lasting 1 minute, with no cognitive distraction induced, and (ii) two driving sessions, each one lasting 2 minutes, with cognitive loads induced by the tests defined above. The attentive driving segments take place at the beginning of the experiment and between the two cognitive tasks.
Activity Assessment
Monotonous roads, such as highways, has proven to be the routes where drivers are more prone to practice distracting activities [36] . Consequently, training and testing the activity assessor with data collected under such route type is essential to get an accurate DMS. We designed a test scenario involving a highway with low traffic, during a sunny daytime simulated environment. In order to collect data for the set of four distracting activities to be monitored, it was fundamental to divide the scenario into two loops, connected by a conditional link. In the first loop, the road is surrounded by non-distracting environment elements, creating the necessary conditions to collect data on the following three activities: (i) using a mobile phone, (ii) interacting with the infotainment, and (iii) interacting with passengers. The second loop presents a route surrounded by some distracting elements that appear from time to time. More specifically, it was defined that a very uncommon and distracting element might appear every 800 meters. This loop was strictly designed to collect data in situations where the driver is looking to an external event, which constitutes the fourth distracting activity that the system was designed to monitor. The transition between the first and the second loop occurs when the driver turns on the headlights. This transition is not instantaneous, occurring only at the time the driver reaches the end of the first loop.
The driver experience starts with a 30 seconds session of manual driving with no distraction imposed on the driver. After that, the driver is encouraged to sequentially perform the first set of distracting activities, each one lasting 2 minutes. Between two activities there must be a non-distracting driving session of, at least, 30 seconds. After finishing the first set, the participant must turn on the headlights in order to enter in the second loop. Considering that the driver respects the speed limit, this transition can take a maximum of 5 minutes. In the second loop, the driver will be most of the time in normal driving mode, only changing his/her focus when unexpected external elements appear. This loop finishes after the 10 th distracting element. At a speed ranging from 60 km/h to 100 km/h, the experiment should take between 17.5 minutes and 23.5 minutes per participant.
Stage Two: Data Preprocessing
In order to get accurate and unbiased ML models, it is fundamental to train them with balanced and normalized datasets. To balance the collected datasets, we applied the NearMiss-3 algorithm from the NearMiss family of methods [37] . It is an informed undersampling algorithm, which performs undersampling in the majority class(es) based on the distance of its (their) points to the minority class [37] . When correctly configured, it allows minimizing the number of instances of the majority class(es) among the samples of the minority one. This ensures the reduction of data associated with transitions between classes, and consequently, between states of the driver. By reducing the transition data points, the NearMiss-3 algorithm minimizes the outliers within each label, which is desirable to correctly train an ML model. The data preprocessing stage finishes with the normalization of the resulting datasets to the range [-1, 1].
Stage Three: Feature Selection
For feature selection, we only considered algorithms of the filter type. They are far more computationally efficient than the traditional wrapper mechanisms, scaling easily to large and highdimensional datasets. Furthermore, their results are completely independent of the ML algorithm of the classifier [38] . This allows us to train and compare the performance of different ML algorithms without performing the feature selection stage multiple times. From the panoply of available filter methods, we adopted the Correlation Feature Selection, which is based on the premise: "good feature subsets contain features highly correlated with the class, yet uncorrelated with each other" [39] . For this purpose, it adopts a heuristic that evaluates the worth of feature subsets by taking into account the usefulness of individual features for predicting the class label, as well as the level of inter-correlation between them. For each feature subset analyzed, it is given a score in the range [0, 1]. The algorithm returns the feature subset with the highest score.
Stage Four: Feature Classification
For the feature classification process, we evaluated the performance of two supervised ML algorithms: (i) SVMs and (ii) DTs. SVMs proved to be very efficient in high dimensional spaces, even when the number of dimensions is higher than the number of samples. Despite the expensive computational resources required during the training phase, due to SVM complexity, the algorithm proved to be very memory efficient, as it only uses a subset of training data points (support vectors) in the decision function [40] . This is quite useful in the automotive domain, as it allows the deployment of the monitoring application to low-power platforms. DTs can also be easily deployed to this type of platforms, as this ML algorithm generates understandable and interpretable rules, which does not require to save any of the training data points -memory efficient. Furthermore, DTs are fast, robust and can handle with high dimensional and large datasets [41] . The steps involved in the training of each one of these ML algorithms are uncovered along this Section.
SVMs are associated with a set of hyperparameters that must be tuned in order to get the optimal model for the given classification problem [42] . Except for the penalty parameter C of the error term, the set of hyper-parameters that should be tuned varies according to the chosen kernel ( Table  2) . To tune them, we used a grid search mechanism, implemented by the scikit-learn API [42] , which was configured to methodically build and evaluate a model for each combination of hyper-parameters specified in Table 2 . Each hyper-parameter was tested with 5 different values, evenly spaced between the respective lower and upper bounds. Each model is evaluated using a 5-fold cross-validation strategy and the model that is selected is the one that presents the best classification accuracy. 
When building a DT, it is essential to define the splitting and termination criteria. In the context of the scikit-learn API, this is achieved by simply tuning the hyper-parameters defined in Table  3 . For this purpose, we relied on a grid search mechanism, configured to evaluate each built DT according to a 5-fold cross-validation strategy. The hyper-parameters that accept integers or floats as input were tested with 20 different values, evenly spaced between the respective lower and upper limits. Since we did not tune the depth of the DTs to a fixed range, they were expanded until all leaves are pure or not contain the minimum number of samples to be split, which is defined by the hyperparameter "min samples split". 
Experimental Results
This Section exposes and compares the performance achieved by the SVM and DT algorithms in terms of accuracy, precision, recall, and F1-Score. For a given monitoring unit, we recorded data from 20 participants and the training phase of each algorithm was repeated three times. The SVM and DT models with the best overall statistics are compared during this Section. To perform the driver experiment, the data collection and control modules of the proposed DMS were deployed to a hardware platform running Windows operating system. The labeling of the data was automated by a graphical user interface, embedded in the system's control layer. It provides us with the ability to label the data as it is collected. Figure 16 depicts the Confusion Matrix (CM) describing the performance of the SVM-based fatigue model classifier. It confronts the labels predicted by the model with the ground truth labels of the testing dataset. As observed, the model was able to recognize 88% of the non-fatigue samples and 95% of the samples suggesting signs of fatigue.
Fatigue Assessment
From the non-normalized CM, it was calculated the accuracy of the model, as well as the precision, recall, and F1-Score per class (Table 4) . This model predicted the driver's state with an accuracy of 91%. The precision metric registered an average of 92%, which implies that 92% of the predictions returned by the model relative to a class are correct. In terms of recall, it was able to detect an average of 91% of the samples reporting a given driver's state. The F1-Score -a weighted average of precision and recallassumes an average of 91%. The CM for the homologous DT model is depicted in Figure 17 . As observed, this model registers a drop of 2% in its ability to recognize fatigue situations (true positives). However, the percentage of true negatives increased 5%, meaning this model is less prone to upset the driver with false warnings. The classification report for the DT model is provided in Table 5 . According to precision, recall, and F1-Score metrics, there is a slight increase in the classification performance, when compared to the homologous SVM model. Furthermore, the DT proved to be more balanced, as the precision and recall, which are complementary metrics, registered the same value. The results also reveal that this model is 2% more accurate. In this context, the DT was selected to be part of the final fatigue assessor composing the DMS proposed in this paper. Figure 18 shows the normalized CM returned by the best-performer SVM model built during the three training trials. As observed, this model was able to correctly predict 92% of the normal driving situations, and 87% of the situations implying cognitive distraction. The non-normalized CM was used to calculate the accuracy of the model, as well as the precision, recall, and F1-Score per class. The model reached an accuracy of 89%. The values registered by the remaining metrics are exposed in Table 5 .8. As observed, the system achieves a very good score in terms of precision (90%) and recall (90%), due to its low false positive and negative rate, respectively. Furthermore, the F1-Score shows a very good balance between these two measures, as it also assumes a value of 90%. The CM for the corresponding DT is shown in Figure 19 . As it can be observed, this model registers a higher true positive rate (recall) in the recognition of cognitive distraction. In contrast, the recognition of normal driving situations suffered a performance drop of 7%, increasing the number of false positive warnings, which may upset the driver. In terms of precision, this model exhibits a reverse behavior, being less precise than the homologous SVM in the recognition of cognitive distraction ( Table 7) . As the F1-Score is a weighted average of precision and recall, we can conclude that the SVM model is more balanced, slightly outperforming the DT. Furthermore, it is also 1% more accurate. Therefore, the SVM model was selected to integrate the cognitive distraction assessor which composes the DMS proposed in this paper. 
A t t e n t iv e D is t r a c t e d Predicted label
Activity Assessment
The normalized CM of the SVM model with the best performance in activity assessment is depicted in Figure 20 . As can be observed, the model was able to detect, at least, 90% of the samples reporting a given activity. To get a deeper insight into the achieved performance, the accuracy of the model, as well as the precision, recall, and F1-Score per class (Table 8) were computed from the non-normalized version of the CM. The results indicated an average accuracy of 91%, which means the model was able to correctly predict the driver's activity in 91% of the predictions performed during the testing phase. The remaining metrics -precision, recall and F1-Scorealso registered an average of 91%. Figure 21 shows the normalized CM for the homologous DT. As observed, the true positive rate of all classes is much smaller than those presented by the previous model. This loss is especially evident in the "Driving" and "Looking to an external event" classes, where the true positive rates drop 27% and 25%, respectively. We believe that this loss of performance is an effect of the inability of this algorithm to deal with datasets with many uncorrelated variables, which is a known bottleneck of DTs [41] . In terms of average accuracy, this new model also performs considerably poorer than the previous one, registering a value of 75%. As detailed in Table 9 , this behavior is extended to the average value of the remaining metrics, which reveal a performance loss between 20% and 22%. The analysis of the precision, recall, and F1-Score within each class, confirms the already mentioned difficulty of this model to distinguish between the activities "Driving" and "Looking to an external event". In this background, the SVM model was selected to integrate the final activity assessor. [44] .
Systems designed to track driver visual distraction are based on the premise that if the driver does not look to the road straight ahead for a certain amount of time, then he/she is visually distracted. Under the lightning of this premise, RWVisualDist1 proposed a parameter to measure the visual distraction level, the PERLOOK, which reflects the percentage of time spent not looking ahead during a certain time interval. Every time the PERLOOK surpasses 35%, the driver must be warned as the distraction level enters into a dangerous zone. AttenD addressed the research field of driver visual distraction by proposing the AttenD algorithm. The core idea behind their work is that a driver has a time buffer with a maximum capacity of 2 seconds, which is decreased every time the driver drifts his/her gaze away from the FRD. However, if the focus is directed to a driving support agent, such as the side or rear mirrors, or even the speedometer, the buffer will only start to decrease after a time latency of 1 second. When the driver redirects his/her gaze back to the road, the buffer will start to fill up after a period of 0.1 seconds, since the algorithm considers that it took some time until the driver's eyes can focus the road again.
Typical systems that monitor driver's manual distraction rely on capacitive or torque sensors, which are embedded in the vehicle's SW, being the generated signals evaluated by a control unit. Whenever the amplitude of the signal is insufficient for a predefined time interval, the system regards the driver as manually distracted and issues a warning. This is the approach followed by most of the available commercial solutions, such as IEE's Hands Off Detection [45] and Mercedes Steer Assist [32] .
The state-of-the-art monitoring systems to supervise cognitive distraction rely on the analysis of physiological features, mainly derived from the driver's eye gaze and head movement [46, 47] . In fact, it is proved that cognitive loads result in increased gaze concentration within a narrower range [48] , which directly affects the driver's visual behavior and head orientation. In addition to gaze and head-based features, RW-CogDist1 also evaluated the relevance of the inter heartbeats interval and pupils' diameter in the recognition of a cognitive distraction situation. They ended up with a system able to recognize the driver's cognitive state with an accuracy of around 93%. RW-CogDist2 proved that merging the traditional gaze and head orientationbased features with driving performance measures, such as steering angle and vehicle's speed can also introduce very promising results.
In the domain of activity recognition, RWActivity1 pioneered on human's visual behavior. To recognize common office activities, such as reading, watching a video and browsing the web, they recorded the corneo-retinal potential of the human eye, through an electrooculography, and applied a series of algorithms to detect the basic eye movement types -saccades, fixations and blinks -and extract relevant features from them. Since some activities imply repetitive eye movement patterns, these authors proposed a mechanism that maps the amplitude and direction of saccadic movements to a character-based representation. By analyzing the string of returned characters, they were able to identify and explore different eye movement patterns, useful to extract additional statistical features. The processing series of the system terminates with the classification of the extracted data by an ML model. This work was further adapted by RW-Activity2 to a conditionally autonomous driving scenario. The main novelty was the introduction of a head tracking path, capable of measuring the head position and orientation, and the division of the driver's field of view into quadrants. This last update allowed the system to get an insight where and for how long the driver's eye gaze and head are oriented. RWActivity2 proved that this novel approach led to an increase in the classification accuracy from 53% to 77%, in the recognition of the following activities: (i) watching a video, (ii) reading, and (iii) writing an e-mail.
Gap Analysis
This paper combined the findings of previous studies in order to develop a novel system that provides a comprehensive definition of the driver's state, in terms of fatigue, distraction, and activity. For fatigue supervision, we introduced a feature related to the automation level of the vehicle. Regarding the distraction assessment, we ended with a holistic system, capable of providing a full-definition of the driver's distraction state. This classification is even enhanced with the identification of the activity causing the distraction behavior. At the time of accomplishment of this study, the literature only presented standalone systems devoted to a specific distraction type (Table 10 ). None of them was able to infer the activity causing the faulty behavior. We borrowed the approach proposed by RW-Activity1 and RW-Activity2 for the activity assessment mechanism. We improved their solutions by considering features describing (i) the driver's conduct at the SW and (ii) the type of distraction affecting the driver. This novel approach enabled the recognition of new driving non-related activities. Similar to the approach followed on the fatigue and cognitive distraction assessment mechanisms, we compared the performance of SVM and DT algorithms to classify the set of extracted features.
In the domain of fatigue and distraction supervision, our system does not introduce any improvement in terms of classification performance. However, the same cannot be said in the domain of activity assessment, where our DMS completely outperforms the ones reviewed. Furthermore, to the best of the authors' knowledge, this is the first DMS providing such a complete and holistic classification of the driver's state, completely covering the areas of fatigue, distraction, and activity (Table 10 ).
Conclusion
In this paper, we proposed a non-intrusive, yet accurate, system to provide a full definition of the driver's state in terms of fatigue, distraction, and activity. We proved that it is possible to monitor the driver without relying on the traditional physiological sensors, which may upset and disturb the driving activity itself. In fact, after analyzing the achieved results, we can conclude that facial and body pose features, along with non-intrusive physiological data and vehicle's telematics not intrinsic to manual driving situations, represent the best trade-off between accuracy and ubiquity. In order to exploit the potential of facial features, including the driver's visual behavior, our system relies on a commercial eye and head tracker (SEP), well suited for the demanding environment of a vehicle's cockpit. The largest fraction of the system's dataset is fed by this sensor, like an eye gaze and head pose features dominate in the inference of the driver's state. The remaining physiological data, related to heart and respiration rate, is captured by means of a contactless biometric sensor (Ancho Radar). In terms of vehicle's telematics, our system acquires data describing the presence of driver's hands on the SW, as well as data related to time-of-day and automation level of the vehicle.
For fatigue assessment, our system uses an MLbased approach. In terms of distraction, we designed a holistic system, capable of detecting the three types of distraction that may affect the driver: (i) visual, (ii) manual, and (iii) cognitive. The former two are detected by simply comparing a single variable with a heuristic threshold, while the latter relies on an ML model. Besides detecting the type of distraction affecting the driver, our system is also able to infer which non-driving related activity is causing the faulty behavior. More specifically, we conceived a monitoring unit, which uses an ML model to detect four of the deadliest driving non-related activities: (i) using a mobile phone, (ii) looking to an external event, (iii) interacting with the infotainment, and (iv) interacting with passengers.
For every ML-based monitoring unit, we evaluated the performance of two supervised ML algorithms: (i) SVMs and (ii) DTs. DTs proved to be more efficient in the recognition of fatigue situa-
