To determine the mass of atomic nuclei and other multi-baryon systems in lattice QCD one has to calculate the correlation functions of suitable combinations of quark field operators. However, the calculation of these correlation functions requires the evaluation of a large number of Wick contractions, which scales as the factorial of the number of nucleons in the system. We explore the possibilities to reduce the computational effort for the evaluation of correlation functions of atomic nuclei by exploiting certain symmetries of the systems. We discuss a recursive approach which respects these symmetries for the simplest case of identical quark sources. After that we discuss generalizations of the recursive algorithm. These generalizations include baryons from different sources and sinks and the projections to specific spin states. The construction of atomic nuclei as a special case is presented. The computational cost for the recursive construction of correlation functions of atomic nuclei is compared with the cost of other techniques.
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Introduction
To study multi-baryon states in lattice QCD one needs to calculate correlation functions of the form
Here the B and B are interpolating fields with the quantum numbers of some baryons. These operators are given by (1.2b) in terms of the quark fields. Here and throughout in the paper Latin indices correspond to color degrees of freedom (DoFs) while Greek indices correspond to the spin DoFs associated with the quark operators. For notational convenience all upper indices correspond to quark operators at the source while lower indices correspond to quark operators at the sink. The choice of Γ 1 = 1 and Γ 2 = Cγ 5 yields the interpolating operators for the proton with (q 1 , q 2 , q 3 ) = (u, u, d) and for the neutron with (q 1 , q 2 , q 3 ) = (d, u, d). This allows the study of atomic nuclei in Lattice QCD. In principle the tools for such studies are at hand and several calculations in order to examine light nuclei [1, 2, 3] and the nuclear force [4, 5, 6] have been performed recently. If one attempts to evaluate the expression in equation (1.1) via the Wick theorem in a naïve way, one is faced with ∏ f n f ! contractions. In this formula the product goes over all flavors of quarks which appear in B and B and n f denotes the number of quarks of flavor f . In the case of nuclei with atomic mass number A for each contraction there are 6 A 4 A combination of spinor-and color-indices which must be evaluated. The evaluation of all these contributions in a naïve way becomes quickly unfeasible even for moderate system sizes.
For the related, but somewhat simpler case, where the system consists of a large number of mesons, several efficient methods to calculate the correlation functions exist [7, 8] . The most recent of these techniques allows for the study of systems containing up to 72 pions [8] . For systems comprised of baryons there has also been substantial progress recently in reducing this computational challenge. In [1] the number of contractions has been reduced significantly by exploiting the permutation symmetry of the quark operators. A further improvement has been achieved in [9] , where the combined permutations of color and spin indices are used to create a unified list of independent contractions. While this method reduces the amount of contractions to be evaluated on each gauge configuration significantly, the creation of the list of independent contractions remains difficult. This is due to the fact that the full set of possible contractions, which scales factorially and exponentially in the number of quarks, has to be applied once to determine the coefficients in the list. For small systems it is possible to carry out this calculation once, but it becomes quickly impractical for larger systems. The method proposed in [10] besides being able to consider multiple source locations, brings an improvement by generating the list of terms to be contracted recursively. The determinant algorithm of [10] can further reduce the computational cost in the case of certain large nuclei by transforming the factorially scaling task of calculating Wick-contractions into the polynomially scaling task of calculating determinants.
In this work a recursive algorithm for the evaluation of the above defined correlation functions is discussed. This method, which is based on the unified contraction algorithm, was first introduced and described in more detail in [11] .
The organization of this paper is as follows: In section 2 the unified contraction algorithm is described. After that in section 3 properties of antisymmetric tensors are discussed and a method for the recursive constructions of these tensors is introduced. It is followed in section 4 by a description of the recursive algorithm in the case of a single quark source. This algorithm is generalized in section 5. The spectial case of atomic nuclei is discussed in section 6 and a comparison with other methods is given. The paper is summarized in section 7.
The unified contraction algorithm
In this work the unified contraction algorithm, which was introduced in [9] , is reviewed in order to allow for a self contained presentation. Important ingredients for the unified contraction algorithms are baryon blocks. These blocks are defined as
Thus they represent the propagation of three quarks q 1 , q 2 , q 3 at the source to a baryon B at the sink. Such blocks have been used successfully in other works [1, 2, 3, 4, 5, 6] . Because the blocks already contain some permutations the usage of blocks alone may already reduce the number of contractions to evaluate. Furthermore it is possible to construct baryon blocks with complicated spatial structure to increase the overlap with the desired states or to project individual baryons to specific momenta. A graphical representation of the blocks corresponding to protons and neutrons can be found in figure 1 .
It is convenient to introduce combined spinor-color indices ξ and to rewrite the baryon blocks as
The indices ξ are in the range from 1 to 4N c = 12.
In order to express the complete correlation function in terms of the baryon blocks objects G can be defined, which contain the remaining Dirac-and color-structure at the source. These objects
are also visualized in figure 1 . By combining the objects G and the baryon blocks f an expression
for the complete correlation function can be obtained. The set Σ containes all permutations, which permute indices which correspond to identical quark flavors. Notably the structure of equation (2.4) does not depend on the the gauge configuration. It is possible to write down
which contains all G-tensors and all permutations and which is independent of the gauge configuration. Once the object L is created it is possible to evaluate the correlation function without the need of any additional permutations via
It is important to note that in practice the object L is sparse and therefore only a comparatively small number of terms contributes to the above expression.
Treating antisymmetric tensors in a recursive way
All independent components of a fully antisymmetric tensor X(ξ 1 , ξ 2 , · · · , ξ l ) can be uniquely described by tuples A(ξ ) = (n(1), n(2), · · · , n(k)) where n(i) is the number of occurrences of the value i amongst the indices ξ 1 , ξ 2 , · · · , ξ l . Because of the antisymmetry only n(i) = 0 and n(i) = 1 are allowed for non-zero components. By convention the component associated with the tuple A(ξ ) should be the one where the values i, for which n(i) = 1, occur amongst the indices in ascending order. All other components can be constructed by rearraging the order of the indices and taking into account the sign of the permutation. For example, if X is a tensor with three antisymmetric indices, each ranging from one to four, the tuple A{ξ } = (1, 0, 1, 1) corresponds to the component X (1, 3, 4) .
If X is an antisymmetric tensor with k indices and Y is an antisymmetric tensor with l indices, then their antisymmetric product Z = X • Y is a tensor with k + l antisymmetric indices. The components of Z are defined as
where the tuples
identify the antisymmetric components and
is the sign of the permutation that is necessary to bring the indices of the tensors X and Y into ascending order. If each tensor has r independent groups of antisymmetric indices then each such group can be described by an individual tuple. In this case the antisymmetrized tensor is given by
. . , z r ) := Z(z 1 , z 2 , . . . , z r ) = ∑ z 1 =x 1 +y 1 z 2 =x 2 +y 2 ··· z r =x r +y r X(x 1 , x 2 , . . . , x r )Y (y 1 , y 2 , . . . , y r ) sgn(x 1 |y 1 ) sgn(x 2 |y 2 ) . . . sgn(x r |y r ). (3.6) When a tensor X (n) can be expressed as X (n) = Y 1 ⊗ Y 2 ⊗ · · · ⊗ Y n then the antisymmetrized form of this tensor can be obtained by X (n) = Y 1 •Y 2 • · · · •Y n up to a normalization factor. It can be efficient to construct X (n) via a recursive relation of the form
This is especially true if one is only interested in a subset of the independent components of X (n) .
In such a case even at the intermediate stages only the construction of a subset of all possible independent components is required. An example of such a situation is depicted in figure 2 . There it can be seen, that if only a single component in the last stage of the recursion is of interest at the intermediate stages only a fraction of the components need to be calculated. Therefore a drastic reduction in the number of necessary operations can be achieved. 
Recursive construction of correlation functions using one quark source/sink
In equation (2.6) the correlation function was reformulated in terms of an object L. It is antisymmetric under the excange of two indices which correspond to the same quark flavor or baryon type. Because of the antisymmetry-structure this object can be written as
(4.1)
Here A (x) corresponds to a tuple as defined in the previous section corresponding to all indices of quark flavor or baryon type x and ignoring all other indices. Using this notation L can be calculated via the recursion relation
where G B n+1 has to be antisymmetrized in order to have the same structure as L.
To obtain the correlation function L must be contracted with the gauge configuration dependent factors
Because the contraction of an antisymmetric tensor with any other tensor is equal to the contraction with the antisymmetrized version of this other tensor it is useful to define an antisymmetrized version of F called F − which has the form
This antisymmetrized tensor can be calculated using the recursion
− has been constructed the correlation function can be written as
with the normalization factor
where n q i is the number of quarks of flavor q i and n B i is the number of baryons of type B i in the system. The sum goes over all possible values of the tuples A (q) {ξ }. Thus only tuples corresponding to quark indices and not to baryon indices are summed.
Generalizations
The procedure described in the previous section can only be applied to simple systems containing up to 12 quarks per flavor and might not be optimal if not all spin states are of interest. It can be extended to deal with more general cases. These extensions are discussed shortly in this section.
Several quark sources
To allow for N s quark sources the construction must be modified in a way that the contractions between the object F − and L allow for quark propagation form every baryon at the sink to every quark source. This can be achieved by replacing f and G with the two objects
(5.1b)
The ξ -indices are now combined color-spinor-source indices which now range from 1 to 12N s and ψ and χ are combined baryon-type-source indices. s(ξ ) is the source part of ξ , κ(ξ ) is the spinor-color part and α(ψ) and α(ξ ) are the spinor-parts of ψ and χ. The functions s i ( x) allow for different spatial structures of the baryons at the sink side. In this formulation it is assumed that at the source side the quarks within each baryon originate from the same source. This condition can be relaxed in a straight-forward way. The objects F − and G can be constructed as before using the recursion relations form equations (4.5) and (4.2) and the correlation function can be determined for mutually orthogonal sources via
Projection to spin states
The correlation function itself can have a large number of spinor indices and hence can have many components. Often not single components but projections of the form
are of interest. In this case it is possible to combine the tensors M and L before the correlation function is calculated using
where M − is the antiysmmetric part of M . This modified list can be used to calculate the projected correlation function
Now the sum goes over all tuples corresponding to either quarks or baryons.
Atomic nuclei
A special case of multi-baryon systems, which is of great interest, are atomic nuclei. For the creation and annihilation of nucleons the interpolating operators
are commonly used. If n P and n N denote the number of protons and the number of neutrons in a system the recursion relations for F − and L can be brought to the form L (n P +1,n N ) = L (n P ,n N ) • G P , (6.2a) L (n P ,n N +1) = L (n P ,n N ) • G N , (6.2b) For the number of independent components at each stage of the recursion the upper bound P(n P , n N ) = C(n P , D − n P )C(n N , D − n N ) C(2n P + n N , 3D − 2n P − n N )C(n P + 2n N , 3D − n P − 2n N ), (6.4) can be derived. Here D is the number of effective spinor components, which is 2 for the nonrelativistic case and 4 for the relativistic case and C(n 1 , n 2 , · · · ) = (n 1 + n 2 + · · · )!/(n 1 !n 2 ! · · · ) are multinomial coefficients. In an actual computation the number of required components might be significantly smaller due to the sparse nature of L. The objects F (n P ,n N ) − (and L (n P ,n N ) ) can be arranged on a grid, as it is shown in figure 3 . There are several ways the relations (6.2a)-(6.2d) can be applied to arrive at the same tensor. These ways however differ in their computational complexity. This is true not only when the upper bound is considered but also when the actual number of required components are taken into account. Here and in the following discussion only the computational effort for the construction of the objects F (n P ,n N ) − are considered which dominates the calculation. All other tasks such as e.g. the contraction of F (n P ,n N ) − with L (n P ,n N ) can be neglected. Figure 4 : Three representative cases for the combined calculation of two atomic nuclei. The red and blue dots represent the nuclei that are to be calculated and the arrows indicate the order in which protons and neutrons are added. In the case (a) a speedup of about 10% can be reached. In case (b) more operations are required than for the separate calculation of the indicated nuclei. In case (c) the blue nucleus can be calculated without additional effort. Therefore in this case a speedup of about 47% can be observed.
An example for two different paths is shown in figure 3 . In the case of the green path all required neutrons are added first and the protons are added afterwards. In the case of the red path additions of the two different types of nucleons are mixed. It was found that it is always advantageous to add one species of nucleons first, so that the area where the number of independent components can be large is avoided. This region is particularly expensive because the reduction of the number of independent components due to the antisymmetry structure is least effective in this region.
Given that the objects F (n P ,n N ) − and L (n P ,n N ) are constructed recursively it is natural to ask, whether it is advantageous to combine the calculation of several nuclei. The answer to this question depends on what nuclei and which spin-states are of interest. In figure 4 three possible situations are shown. It is assumed that all spin-states are of interest. In 4a and 4b two systems with different numbers (n P , n N ) are to be calculated, namely (2, 3) and (3, 4) . In the case shown in figure 4a the first three stages are common for both nuclei. In this setting a speedup of 10% compared to the separate calculation can be achieved. An alternative to this setting is shown in figure 4b . Here a path on which both nuclei are located is used. It turns out that this path results in more operations than the separate calculation of the two nuclei. In figure 4c the nuclei with (4, 4) and (3, 4) are to be calcluated. In this case a speedup of 47% compared to the separate calculation can be observed.
The computational cost for the construction of the tensors F (n P ,n N ) − for all nuclei accessible with one quark source and relativistic operators is given in table 1. It can be seen, that the described approach is much more efficient than the naïve calculation for all nuclei. The gain increases with growing system size. In table 2 the recursive method is compared to the unified contraction algorithm as it is introduced in [9] for selected nuclei and spin-states. The recursive method is advantageous for all but the smallest systems.
The method of [10] uses determinants for the calculation of the quark level permutations in the correlation function for a fixed structure of color-spinor indices and spatial location of the
