Abstract -
Introduction
Genetic programming (GP) [25, 26] is a commonly used evolutionary computation method which is used to generate polynomial models for various systems such as chemical plants [38] , time series systems [21] , nonlinear dynamic systems [56] , object classification systems [1, 65] , machine learning systems [27] , feature selection systems [43] , object detection systems [37] , speech recognition systems [11] , control systems [5] and mechatronic systems [61] . The GP starts by creating a random initial population of individuals, each of which represents the structure of a polynomial model. Evolution of individuals takes place by mutation and crossover over generations, and individuals with high goodness-of-fit are selected as survivors in the next generation. The evolutionary process continues until the diversity of individuals of a population saturates to a low level or no progress can be found.
Observations reveal that polynomial models represented by individuals in the GP are distinct from each other in early generations. As the GP is progressing, polynomial models represented by individuals converge to a form, which achieves relatively higher goodness-of-fit in the population. Vaessens et al. [59] and Reeves [55] put this population-based optimization method into the context of local searches. Maintaining population diversity in GP is a key to preventing premature convergence and stagnation in local optima [17, 40] . Using GP, it is difficult to develop optimal polynomial models for time-varying systems whose structures or coefficients vary over time while the diversity of individuals in a population is low. Time-varying characteristics can commonly be found in many industrial systems [6, 22, 41, 44, 57, 66, 36, 34] . To develop models for time-varying environments, Wagner et al. [60] developed a GP approach in which a varying window for capturing significant time series is proposed to generate time series models based on time series data. This approach cannot be applied for generating models for time-varying systems if the nature of the data is not all in time series formats.
While mechanisms implemented on evolutionary algorithms have been well studied for solving various dynamic optimization problems [64] , those implemented in GP have not been thoroughly studied for the development of polynomial models in time-varying environments. It is essential that an effective algorithm be developed for generating models that deal with time-varying characteristics, given their occurrence in many industrial systems.
Another more recent population based optimization method, particle swarm optimization (PSO) [15] , inspires the movements of a population of individuals seeking optimal solutions. The movement of each individual is based on its best position recorded so far from previous generations and the position of the best individual among all the individuals [28, 29] . The diversity of the individuals can be maintained by selecting PSO parameters which provide a balance between global exploration, based on the position of the best individual in the swarm, and local exploration based on each individual's best previous position. Each individual can move gradually toward both its best position recorded to date and the position of the best individual in the population. Kennedy and Eberhart [29] demonstrated that PSO can solve many difficult optimization problems with satisfactory results. PSO outperforms evolutionary computation methods for solving various static optimization problems [13, 31, 53, 62] , and various dynamic optimization problems [2, 9, 8, 52] in which the optima or landscapes of the problems vary over time.
Although PSO can obtain satisfactory results when solving various dynamic optimization problems, PSO has not currently been used on polynomial modelling for time-varying systems. The development of PSO for polynomial modelling for systems with timevarying characteristics is a new research area.
In this paper, a PSO is proposed for the development of polynomial models for time-varying systems in which the system coefficients vary over time. The basic operations of the proposed PSO are identical to those of the classical PSO [12] except that the elements of individuals are represented by arithmetic operations and system variables of polynomial models. The representation of elements takes the form of grammatical swarm [47, 48] or grammatical evolution [46] . The performance of the proposed PSO in the present paper is evaluated by developing models based on several sets of time-varying data which are generated based on time-varying functions with different time varying characteristics. In order to provide a comprehensive evaluation, a comparison is conducted of the results obtained by the proposed PSO with:
(a) classical GP [46] -in which the representation of individuals of population is identical to the one used in the proposed PSO; (b) dynamic GP -which is integrated with a recent mechanism [63] for solving dynamic optimization problems; (c) dynamic PSO -which is integrated with a recent mechanism [2] for dynamic optimization problems.
Even if additional computational effort is used in the dynamic PSO to maintain the diversity of individuals, no significant difference in diversity can be found between the proposed PSO and the dynamic PSO. Compared with the two GPs, the results indicate that the proposed PSO outperforms both classical GP and dynamic GP in developing polynomial models for systems with both time-invariant data and time-varying data. The results can be explained by the diversity of individuals in the proposed PSO, which can be maintained in both early and later generations. The individuals of the proposed PSO continue to explore the solution spaces over the generations. In contrast the individuals of both the GP methods start to converge and get stuck on a solution after early generations. This paper is organized as follows. Section 2 presents the operations of the proposed PSO. The experimental set-up for testing the proposed PSO, and the data sets used for evaluating the proposed PSO are presented in Sections 3.1 and 3.2 respectively.
The experimental results and the analysis of the experimental results are presented in Section 3.3 and 3.4 respectively. Finally, conclusions and suggestions for further work are given in Section 4.
Particle swarm optimization
A time-varying system can be formulated as follows:
where y is the output response, x j , j=1,2,…m, is the j-th variable of the time-varying system, and f t is the functional relationship of the time-varying system at time t. Based on a set of data which represents relations between the output response y and the variables, x 1 , x 2 , ..., x m at time t, the time-varying system t f in (1) can be generated in a polynomial form with constant coefficients at time t. The data set at time t is defined by
, where the corresponding values of the i-th data at time t is (2) is large enough [18] . In this paper, a PSO is proposed in order to generate the time-varying model at time t based on equation (2), using an available set of data at time t. Based on [12] , the proposed PSO uses a number of individuals, which constitute a swarm, and each individual represents a time-varying model. Each individual traverses the search space to trace the polynomial model of the time-varying system whose system coefficients vary over time.
In the PSO, each individual is represented by the system variables (x 1 , x 2 , …, and x m ) and the arithmetic operations ('+', '-' and '*') of the system model as defined in (2) . m is the number of variables of the system model. A similar mechanism was first proposed by Kennedy and Eberhart [30] for representing discrete binary variables, and has been applied to the PSO for solving flowshop scheduling problems [31, 51, 58] which is equivalent to:
The PSO is used only to find the structure of the polynomial and not the coefficients. The system coefficients a 0 (t), a 1 (t), a 2 (t) and a 3 (t) are determined after the structure of the time-varying model at time t is established, where the number of coefficients is 4. The completed time-varying model at time t is represented as follows:
 
In this research, the system coefficients a 0 (t), a 1 (t), a 2 (t) and a 3 (t) are determined by the orthogonal least squares algorithm (OLSA) [2, 5] , which has been demonstrated to be effective in determining system coefficients in polynomial models [39] . Details of the orthogonal least squares algorithm can be found in [3, 7] . (4) and (5) of the PSO [10] respectively:
where ,1 ,2 , , , . . .
The best previous position so far of an individual is recorded from the previous generation and is represented as  and 2  are acceleration constants [13] ; K is a constriction factor derived from the stability analysis of equation (4) 
where
The proposed PSO utilizes pbest i and gbest to modify the current search point to prevent the individuals from moving in the same direction, but to converge gradually toward pbest i and gbest. g is the current generation number, G is the total number of generations [14] .
In (4), the particle velocity is limited by a maximum value max v . The parameter 
Polynomial modelling
In this section, the effectiveness of the PSO in modeling time-invariant or time-varying systems is evaluated based on both the time-invariant data and time-varying data. The PSO and the other commonly used, but recently developed, algorithms are compared.
Time-invariant and time-varying data
For time-invariant data, five sets of data, namely static data, 
The time-varying data used in this study was generated by a set of time-varying functions which were extended from the benchmark functions shown in Table 3 . subtracting random values in all dimensions by a severity parameter s, at every change of the environment [32] . The choice of whether to add or subtract the severity parameter s on the optimum  x is done randomly with an equal probability. The severity parameter s is defined by:
where d  determines the scale of the step change of optima. 
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For those based on the mechanism of changes of locations of optima [21] , the time-varying data was generated based on the following time-varying function:
; G is the pre-defined number of generations;
  Table 3 respectively.
For those based on the mechanism of changes of the landscapes of the benchmark functions [24] , the time-varying data was generated based on the following time-varying function, which is similar to equation (8):
where   A brief summary of all the 27 data sets is presented in Table 4 , and the benchmark functions, which can be used to generate the data sets, can be downloaded from the following link (http://www.4shared.com/account/dir/G2J--2eV/sharing.html). Step move data with % 5  d in every 100 generations. s is 5% of the ranges of the benchmark functions.
Step move data with % 10  d The mechanism is the same as that for the above data sets except that s is 10% of the ranges of the benchmark functions. 
Shift data

Experiment Set-up
In this paper, because the basic operation of the PSO discussed in Section 2 is similar to classical PSO, it is called classical PSO, C-PSO in this paper. The following parameters, which can be found in reference [48] , were implemented in the C-PSO: the number of particles in the swarm was 100; the number of elements in the particle was 30; both the acceleration constants 1  and 2  were set at 2.05; the maximum velocity max v was 0.2; the pre-defined number of generations was 1000. Based on the results in [48] , these parameters can produce satisfactory results when solving both parameterized and combinatorial problems. Therefore, these parameters are used in this research. The C-PSO was compared against the following five approaches for generating models based on both the time-invariant and time-varying data sets, which have been discussed in Section 3.1.
Classical genetic programming (C-GP):
A commonly used method for polynomial modeling, the classical genetic programming (C-GP) [25, 26] 
After determining the structure of the time-varying model  i (g), the system coefficients are determined. The completed time-varying model  i (g)' is represented by:
where a 0 (t), a 1 (t), a 2 (t) and a 3 (t) are the system coefficients at time t, and are calculated by OLSA. This is the same as the one used in the C-PSO for calculating system coefficients. The classical genetic operations, point mutation and one-point crossover, were used. Standard roulette wheel selection was used. The following GA parameters were implemented in the C-GP: The population size is 100. The type of replacement is elitist. Crossover rate and mutation rate were 0.9 and 0.01 respectively. The pre-defined number of generations was 1000. The dimension of the individuals was 30.
Dynamic particle swarm optimization (D-PSO): D-PSO is identical to the C-
PSO except for integration of the recent mechanisms for maintaining diversities of the swarms [2] when solving the dynamic optimization problem.
The mechanism splits the whole set of particles into a set of interacting swarms. These swarms interact locally through an exclusion parameter and globally through an anti-convergence operator. Each swarm maintains its diversity by using either charged or quantum particles. Results show that when this mechanism for maintaining diversity in the PSO is used, the PSO outperforms the other PSO or evolutionary algorithms, even where they are 4. Polynomial-genetic algorithm (P-GA): P-GA is a genetic algorithm proposed by Potgieter and Engelbrecht [53] which can evolve structurally polynomial expressions in order to accurately describe a given data set. In P-GA, each individual is used to represent the structure of the polynomial and this is evolved based on the designed crossover and mutation operations. The coefficients of the polynomial are determined by OLSA [3, 7] . The crossover rate and the mutation rate were set at 0.1 and 0.2 respectively, which are the same as those used in [54] . The population size was set at 100. The individual length was set at 22.
Polynomial neural network (PNN): PNN is developed based on a genetic
algorithm which is proposed by Oh and Pedrycz [50] . Individuals in the genetic algorithm are used to represent the parameters of the PNN including the number of input variables, the order of the polynomial and input variables, which lead to a structurally and parametrically optimized network. The coefficients of the polynomial are determined by OLSA [3, 7] . The number of layers of the PNN was set at 3. The crossover rate and the mutation rate used in the genetic algorithm were set at 0.65 and 0.1 respectively, which are the same as those used in [50] . The population size was set at 100. The individual length was set at 36.
Experimental results
Thirty runs were performed on the C-PSO, D-PSO, D-GP, C-GP, P-GA and PNN in generating polynomial models based on each of the 27 data sets shown in Table 4 . In each generation of the runs, the RMAE obtained by the individuals of the six algorithms was recorded.
Online performance of the algorithms is demonstrated by the convergence plots. shift data, match data based on Sph F , match data based on Ros F ), a similar finding can be observed in that the convergence speed of the evolutionary algorithms was faster than that of the particle swarm optimization algorithms in the early generations. In the late generations, the particle swarm optimization algorithms can reach a smaller RMAE than that reached by the evolutionary algorithms. Tables 5, 6 , 7, 8, 9 and 10 show the performance and the significance matrices for the static data, the step move data with % 5  d , the step move data with % 10  d , the shift data, the match data based on Sph F and the match data based on Ros F respectively.
The average RMAE among the 30 runs of each algorithm and the ranks of the algorithms in regard to the average RMAE are shown in the tables. Table 5 shows that D-PSO is better than C-PSO in generating time-invariant models based on the static data Therefore, it can be concluded that the PSO algorithms are significantly better than the evolutionary algorithms.
Population diversity
An investigation of population diversities of C-PSO, D-PSO, D-GP, C-GP, P-GA and PNN is presented in this section. Maintaining population diversity in population-based algorithms like evolutionary algorithms or PSO is a key to preventing premature convergence and stagnation in local optima [11, 16, 40] . Thus it is essential to study the population diversities of the six algorithms during the search. Various diversity measures, which involve calculations of distance between two individuals in genetic programming for the development of models, have been widely studied [4, 49] . These distance 
Conclusion and further work
In this paper, a particle swarm optimization algorithm has been proposed for developing In future work, we will enhance the effectiveness of the PSO by the hybridization of the evolutionary algorithm and the PSO algorithm. Here the evolutionary algorithm will be implemented to localize the potential solutions in the early generations and the PSO algorithm will be implemented in order to continue to explore the solution space to avoid pre-mature convergence in late generations. The resulting algorithm will be further validated by solving real-time traffic flow forecasting problems, which are time varying in nature. Step 2:
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