Abstract. Let v = v0 + v1 be a Z 2 -graded (super) vector space with an even C × -action and χ ∈ v * 0 be a fixed point of the induced action. In this paper we will prove a equivariant Daboux-Weinstein theorem for the formal polynomial algebrasÂ = S [v0] ∧χ ⊗ (v1). We also give a quantum version of the equivariant Daboux-Weinstein theorem. Let g = g0 + g1 a basic Lie superalgebra and e ∈ g0 be a nilpotent element. We will use the equivariant quantum Daboux-Weinstein theorem to realize the finite W superalgebra U(g, e). Finally we will use this realization to study the finite dimensional representations of U(g, e).
1. introduction 1.1. Darbox-Weinstein theorems. In [Wei] , the author proves the DarboxWeinstein theorem, which states that every Poisson manifold is locally a product of a symplectic manifold and a Poisson manifold having a point where the rank is zero. We recall the formal version of this theorem. LetÂ0 = S [[v0] ] be the algebra of formal polynomial series over a vector space v0 and {·, ·} be a Poisson bracket onÂ0. The Darbox-Weinstein Theorem says thatÂ0 can be split as a productÂ0
of Poisson algebras. Where the Poisson product on the formal polynomial algebra S [[V0] ] arises naturally from a sympleictic vector space V0 (c.f. Example 1.2 ), B0 ⊂Â0 is the Poisson subalgebra with {S [[V0] ],B0} = 0. See [Kal] for the proof.
This theorem plays a fundamental role in studies of the symplectic singularities (c.f [Kal] ). The quantum version of the Darbox-Weinstein Theorem has many applications in representation theory. In the present paper we will consider equivariant super Darbox-Weinstein theorem and it's quantum version. Definition 1.1. Let A = A0 + A1 be a Z 2 -commutative algebra over the complex number field C. A super Poisson bracket {·, ·} on A is a linear map A ⊗ A → A with (1) {·, ·} is a Lie super algebra.
(2) {f, gh} = {f, g}h + (−1) |f ||g| g{f, h} for all homogenous f, g, h ∈ A.
{·, ·} is called even (resp.odd) if it is an even (resp.odd) linear map between Z 2 -graded vector spaces.
Example 1.2.
(1) Let v be a super vector space of dimension (2n, m) equipped with a super symplectic form ω. Then there is a standard Poisson bracket on S(v) given by {x, y} = ω(x, y) for all x, y ∈ v.
(2) Let g be a Lie superalgebra, then S(g) also has a standard Poisson structure given by {x, y} = [x, y] for all x, y ∈ g.
Let v = v0+v1 be a super vector space and A be the super symmetric polynomial algebra S(v) = S(v0) ⊗ (v1). For a fixed χ ∈ v * 0 , let M χ be the maximal ideal of S(v) corresponding to χ. Let A ∧χ be the completion of A at χ i.e. A ∧χ = lim ← − AM k χ is a topological algebra with the ideals AM k χ form a set of fundamental neighborhoods of 0 ∈ A ∧χ . From now on, the formal power series superalgebra A ∧χ will be denoted byÂ in the present paper.
Suppose that there is a continuous C × -action onÂ which arise from an even linear algebraic C × action on v. Let χ ∈ v * 0 be a fixed point for the induced action. Assume that there is an integer k ∈ Z such that {t·f, t·g} = t k {f, g} for all f, g ∈Â and t ∈ C × . Let V ⊂ T * χ (Spec(A)) = v be a subspace such that the restriction of Poisson bi-vector Π (see (2.1) for the definition) on V is non-degenerate. In the second section we will prove following C × -equivariant Darbox-Weinstein theorem for the formal polynomial super algebraÂ with an even Poisson bracket. Theorem 1.3 (Equivariant Darbox-Weinstein Theorem). In the setting above, we have following C × equivariant isomorphism of Poisson superalgebras
In the proof we will construct such a decomposition explicitly. In the case of V has trivial odd part, our proof is more direct and explicit then the one in [Kal] . In the super setting, there is a significant difference between equivariant and nonequivariant cases.
For an associative superalgebra A, denote by 
For a Poisson superalgebra A with a C × action, by a C × -equivariant quantization
-algebra generated by basis v 1 , v 2 . . . v n of v with commutating relations
for all 1 ≤ i, j ≤ n. Taking = 1, we can obtain the Weyl algebra
Under this identification, it is easy to check that A (v) is a quantization of the Poisson algebra S(v).
(ii) Let g be a Lie superalgebra. The Poisson algebra S(g) has a standard quantization (S(g)[[ ]], * ), which is the quotient algebra of the formal tensor algebra T (g) [[ ] ] modulo the two sided ideal generated by
for all x, y ∈ g. By taking = 1 we can recover the universal enveloping algebra
Theorem 1.6. LetÂ, V be as in Theorem 1.3 and
HereB is a quantization ofB.
1.2. Finite W superalgebra via quantum DW Theorem. The finite Walgebra is an extensively studied subject in the representation theory. For complex reductive Lie algebra g and a nilpotent e in it, one has finite W algebra U(g.e), see [Pre] for the definition. There are several different but equivalent definitions for the finite W -algebras. In [Lo1] , the author constructed the finite W algebra from the Fedosov quantization. Via this construction, Losev relates the representation theoretic objects of the U and U(g, e). For instance the prime (primitive) ideals, Harish-Chandra bimodules etc. By using such a correspondence, Losev also proves the existence of finite (one)dimensional modules for classical W -algebra U(g, e) (c.f. [Lo1] ). In [WZ] , [ZS1] the authors studies the finite W super algebras. Let's recall the definition finite W superalgebras. Let g = g0 + g1 be a basic Lie super algebra with an even non-degenerate supersymmetric invariant bilinear form( called Killing form ) (·, ·). Let e ∈ g0 be a nilpotent element and χ ∈ g * with χ(X) = (e, X) for all X ∈ g. Since the Killing form is even, we have χ(x) = 0 for all x ∈ g1.
Let g = i g(i) be a good Z-grading for e, see [Hoy] for the definition of good Z-grading. It follows from the property of Killing form that there is the super symplectic form , on g(−1) given by
is non-degenerate.
Let p = i≥0 g(i), choose a Lagrangian subspace (isotropic subspace of maximal dimension ) l of g(−1) and set m = i≤−2 g(i)⊕l. Let g ′ (resp m ′ ) be the subspace of U consist of {x−χ(x) | x ∈ g(resp.m ′ )}. Since χ(x) = 0 for all x ∈ g1, g ′ (resp.m ′ ) is a Z 2 -graded vector space.
Denote by I χ the left ideal of U generated by all the elements a ∈ m ′ . Then the finite W superalgebra U(g, e) associate to the nilpotent element e is defined (see [ZS2] , definition 3.5) as follows
In the section 3 (see theorem 3.6), we will prove the finite W superalgebras is isomorphic to the super quantum Darbox weinstein slices W χ (which will be simplified by W). This generalizes the non-super results from [Lo1] , [Los] . We prove by a similar ideal used in loc.cit. A difference in our approach is that we only use the explicit construction in the proof of theorem 1.6 but not the theory of Fedosov quantization and invariant theory.
Let U ∧ m ′ the completion of U with respect to the fundamental system
It follows from the definition of the good Z grading that dim([g, f ]1) is odd if and only if dim(g(−1)1) is odd. In this case there exist an θ ∈ g(−1)1 with θ, θ = 1. Let
Letm be a maximal isotropic subspace of super symplectic space [g, f ] and V bē m * ⊕m. In the case of dim(g(−1)1) is odd, we pickm with m, θ = 0. Denote by
k . By using the realization introduced above we have following splitting theorem. Theorem 1.7. There exist an isomorphism of algebras
In the last section, we will give some applications of the above spliting theorem. First we will give a prove the super Skryabins equivalence theorem (c.f 4.1) which was stated in [ZS1] . Let id(A) denotes the set of ideals of an associative algebra A. Following [Lo1] in the non-super case, we will construct a map
). In the case of non-super semisimple Lie algebra, those correspondences were used to prove the existence of finite(one) dimensional U(g, e) modules.
In the case of g is general linear Lie superalgebra or e is either the regular or the minimal nilpotent element in g0 for arbitrary basic Lie superalgebra g, the finite dimensional representations of U(g, e) were studied in [BG] , [PS1] and [ZS2] . All the representations in loc.cit were constructed from an explicit presentation of U(g, e) by generators and relations. Here we attempt to study finite dimensional representation of U(g, e) by a conceptional approach. In the last section we will construct a series of finite dimensional modules via the above realization.
2. Proofs of theorem 1.3 and 1.6
The following elementary properties of an even Poisson Brackets {·, ·} on a superalgebra A were frequantly used in this section. Note that for any a ∈ A, by ad a we mean the adjoint operator • → {a, •} on A; for an associative algebra (A, •) and a ∈ A, we denote by ad(a) the super commutator operator • → [a, •] in the present paper.
Lemma 2.1.
(i) {k, f } = 0 for all f ∈ A and k ∈ C; (ii) For all odd s ∈ A we have {s, {s, s}} = 0; (iii) For a odd s with {s, s} = 1, we have ad 2 s = 0 i.e {s, {s, a}} = 0 for all a ∈ A.
Proof. The item (i) follows from Leibnize rule and item (ii),(iii) follows from Jacobi identity.
Fix a basis Z 2 -homogenous basis
∧χ ⊗ (v1). Let M χ be the maximal ideal ofÂ generated by (ii) Suppose that f, g ∈Â are even functions with {f, g} = 1. Denotes by V 1 the symplectic vector space spanned by f and g with sympectic form ω 1 (f, g) = 1. Then we have following isomorphism of Poisson algebras
Proof. (i)Suppose that deg(t) = r. By the notation o(t), we denotes a element with higher degree then t. Since
. . . r, it is straightforward to check that {f, g 1 } = 1 + t 1 with deg(t 1 ) > r and
By the same procedure obtain g k with deg(
It follows from the similar argument in the proof (i) that
with Min{d
2 } = r 1 > r Now define a 2 , a 3 , . . . similarly. Now we have
Thus we have there exist a i,j ∈ A and a 0,0 ∈ ker(ad f ) ∩ ker(ad g ) such that
Doing same procedure to all of the a i,j in the above equation, we can prove that φ 1 is surjective. (i) Suppose that there are odd elements f, g ∈ÂM χ with {f, g} = 1 + t with t ∈ M χ . Then there exist an odd h ∈Â such that {h, h} = 1 (ii) For an odd h with {h, h} = 1, we have following isomorphism of Poisson algebras φ : Ch ⊗B 1 −→Â; a ⊗ b → ab.
Proof. (i) If either {f, f } or {g, g}, say {f, f } is invertible. We write {f, f } = 1+t 1 for some t 1 ∈ M χ and set h =
f ( here we interpret √ 1 + • as its Taylor expansion about • inÂ ). In the other case i.e. {f, f }, {g, g} ∈ M χ , we write {f + g, f + g} = 1 + t 1 for some t 1 ∈ M χ and set h = 1 √ 1+t 1 (f + g). In both cases, we have {h, h} = 1.
For (ii) we only need to prove the homomorphism φ is bijective. Suppose f 1 + f 2 h = 0 where f 1 , f 2 ∈B 1 . Acting on both side by ad h we have f 2 = 0 and hence f 1 = 0. So the homomorphism φ is injective. on the other hand we have {h, hf } = f − h{h, f } for all f ∈Â and {h, hf }, {h, f } ∈ ker(ad h ) by Lemma 2.1. So φ is surjective. Now we are in the position to prove the Theorem 1.3. Proof of the Theorem 1.3. We process by the induction to the dim(V ) = (n | m). If m = 0, the Poisson bracket satisfies {t · f, t · g} = t k · {f, g} for all f, g ∈Â and t ∈ C × . Fix a basis C × -homogenous basis x 1 , x 2 . . . x N of v ′ . Since the C × -action is even, those basis are also Z 2 -homogenous. By the definition of Poisson bi-vector, there exist even x i , x j with {x i , x j } = 1 + t for some t ∈ M χ . Thus we have already find even homogenous f, g ∈ÂM χ with {f, g} = 1 + t for some t ∈ M χ . We may do C × -homogenously as in the proof of Lemma 2.2 and obtain new C × -homogenous even element f, g with {f, g} = 1.
By 2.2, we have following C × -equivariant isomorphism of Poisson algebras
We can complete the proof in this case by induction on dim(V ). Suppose the theorem holds for all p < m. We may find odd homogenous f, g ∈ AM χ such that {f, g} = 1 + t with t ∈ M χ .
Case 1: Either {f, f } or {g, g} is invertible.
In this case by the same argument as in case 1 of Lemma 2.3 we may find a C × -homogenous odd h with {h, h} = 1. Thus by Lemma 2.3(ii), we have the following C × -equivariant isomorphism of Poisson algebras
The theorem follows by induction. Case 2: {f, f }, {g, g} ∈ M χ . We write {f, g} = 1 + t, {s 1 , s 1 } = t 1 , {g, g} = t 2 with t, t 1 , t 2 ∈ M 0 . Set f 1 = f − gt 1 /2. Then we have
1 , {g, g} = 1 + t 2 with t (1) , t
1 , t 2 ∈ M 0 . It is straightforward to check that deg(t
1 by some the way for k = 2, 3, 4 . . . ∞. Take f ∞ = lim k→∞ f k . We do the same procedure to the initial pair (f ∞ , g) and set g ∞ = lim k→∞ g k . Now replace the f and g by f ∞ and f ∞ respectively.
The new odd coordinates f, g are C × homogenous and satisfies
So replacing f (resp g) by
) for i = 1, 2, we may assume that q = 0 in the above equality. From the above construction, we see that f, g are C × -homogenous.
Using Lemma 2.3 twice, we have C × equivariant isomorphism of the Poisson algebras.
φ :B 1 ⊗ (V 1 ) −→Â; a ⊗ b → ab.
). Now we can complete the proof in this case by induction.
Remark 2.4. Specially if J = 0 the theorem is called formal Darbouxs theorem. We can prove formal super-Darbouxs theorem by using step1-step3 and classical formal Darbouxs theorem. This is more direct and simpler then the one outlined in (c.f [Kos] . ) in case of real super-manifolds.
Proof of the Theorem1.6 We prove the theorem by induction on m. If m = 0, choose even homogenous functions f, g ∈ M χ such that {f, g} = 1. So we may write
|f ||g| g * f for all f, g ∈Â. Let
We define g k similarly for k = 2, 3, . . . . Replacing g by lim
By the similar argument in 2.2 (ii), we have following isomorphism of quantum algebras Φ 1, :
HereB 1, = ker(ad(f )) ∩ ker(ad(g)). We can prove the theorem in the case of m = 0 by the induction to n. Now suppose m > 0. Case 1: There exist a C × homogenous odd coordinate f such that {f, f } = 1+t, with t ∈ M χ . By 2.3, we may assume that {f, f } = 1.
Define f k for k = 2, 3, 4 . . . by the similar way. Replace the f by lim
By the same argument as in non-quantum case, we have the following C × -equivariant homomorphism of quantum algebras
HereB 1, = ker(ad(f )). Case 2: Otherwise, by case2 in the proof Theorem 1.3, we may find C × -homogenous f, g ∈ A1 with {f, g} = 1, {f, f } = 0, {f, g} = 0 By using similar arguments in the proof Theorem 1.3 and the case 1, we may
Thus we may construct C × -equivariant isomorphism of quantum algebras as case 2 in the proof of Theorem 1.3. Now the theorem can be finally proved by induction on dim(V ) = (n | m).
3. Realization of W-algebra via Darboux-Weinsten theorem 3.1. Completions of U. Let U be the universal envolping algebra of the Lie superalgebra g. Let g = ⊕ i g(i) be the good Z-grading in subsection 1.2. The Kazdan C × action on g is given by t · y = t i+2 y for all t ∈ C × and y ∈ g(i). Extend this action to U.
Let A = U[ ](see example1.5 for the definition),A = S[g] and π : A → A be the algebra homomorphism given by taking = 0. Let I χ be the maximal ideal of A = C[g] corresponding to the point χ ∈ g * 0 and A ∧χ be the completion of A respect to the ideal I χ . Define
whereĨ χ is the left ideal of A generated by π −1 (I χ ). It is easy to check that (A )
∧ χ is a C × -equivariant quantization of the Poisson algebra A ∧χ . We simplify A ∧χ bŷ A and A ∧χ byÂ .
Suppose that for f, g ∈Â,
where D i :Â ⊗Â →Â is a linear operator determined by the product * in the quantum algebraÂ [[ ]] . Let • be the product onÂ given by
We denote this algebra byÂ. Choose a homogenous ( with respect to the Kazadan action) basis
. . , v n form a basis ofg ′ e . Define A ♥ to be the subalgebra ofÂ consisting of elements i<n f i where f i is a homogenous power series with degree i(with respect to the Kazdan grading). Let I ♥ (k) be the ideal of A ♥ consisting of all a such that any monomial in a has the form
Lemma 3.1. Letm be a subspace in A ♥ , which has a basis in the form of
Lemma 3.2. For the universal algebra U ⊂ A ♥ ,then the systems Um ′k and I(k) := I ♥ (k)∩U are compatible; i.e, for any k ∈ N there exist k 1 , k 2 such that I(k 1 ) ⊂ Am k , Am k 2 ⊂ I(k). Let A be an associative algebra with an increasing filtration F i A, i ∈ Z suth that i∈Z F i A = A, i∈Z F i A = 0. Let R A = i∈Z F i A i and view it as a subalgebra of A[ ,
For any associative algebra A with C × action, by A C × −fin we mean the local finite part of A, i.e the sum of all finite dimensional C × stable subspace A ⊂ A.
The above mentioned three lemmas are super versions of Lemma 3.2.5, 3.2.8 and 3.2.9 in [Lo1] . We omit the proofs those lemmas, which are exactly same as in the ordinary case.
3.2. Construction of W. Note that the Poisson bivector on Π on the closed point of Spec(Â) was (x, y) → χ([x, y]) for all x, y ∈ g. Since the Killing form (, ) is non-degenerate, Π is non-degenerate on [g, f ] ⊂ T * χ (Spec(Â)). Thus Π is also non-degenerate on V . We have following isomorphism of quantum algebras Remark 3.4. In the case of dim(g(−1)1) is even, we may view W as a filtered quantization of transverse slices of the super nilpotent orbit O χ . When dim(g(−1)1) is even, to construct a quantization of the transverse slices we may replace the Lagrangian l in the definition of U(g.e) byl = l ⊕ Cθ with l, θ = 0 and θ, θ = 1. All the statements in the present paper also holds in the later case.
for i = ±1, ±2, . . . , ±n. We also have Φ (x) − x ∈Â V for all x ∈g e .
Proof. We construct those elements as follows. Note that [v 1 , v −1 ] = + g ′Â . We can modify v 1 , v −1 as in the proof of theorem 1.6 and getting new elementv
By theorem 1.6 we have isomorphism of quantum algebras
By the arguments in proof of theorem 1.6, For i = ±2, . . . ± n, there exist u
. It is easy to check that [u
′Â . Now we can accomplish the proof first statement by induction. The second statement can be observed form the construction of isomorphism of Φ .
Define a associative algebraÂ 1 from the quantum algebra Theorem 3.6. W χ is isomorphic to U(g, e) as associative algebras.
Proof. It is easy to check that the
spaces. By same reason we also have
). Thus by restricting Φ to the C × -finite part ofÂ , we obtain an isomorphism Φ ♥ : R (A 4. Applications 4.1. Skryabin's equivalence. We say that an U module is Whittaker if x − χ(x) acts local nilpotently on M for all x ∈ m ′ . Let Q χ = U/Um ′ , then we have following quasi-inverse equivalence between the category C of Whittaker U module and the category of U(g, e). Theorem 4.1. The functors given above define qusi-inverse euquivalences between the category of Whittaker U-modules and the category of W-modules.
This theorem was first stated in [ZS1] . Following [Lo1] we give a proof to this theorem by using the Poisson realization given above.
Proof. Let M be a Whittaker g module, then M can be extended to a continuous U 
