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a b s t r a c t
Molodtsov initiated the concept of soft set theory, which can be used as a generic
mathematical tool for dealing with uncertainty. Description Logics (DLs) are a family of
knowledge representation languages which can be used to represent the terminological
knowledge of an application domain in a structured and formally well-understood way.
The current research progress and the existing problems of soft set theory are analyzed. In
this paper we extend soft sets with DLs, i.e., present an extended soft set theory by using
the concepts of DLs to act as the parameters of soft sets. We define some operations for the
extended soft sets. Moreover, we prove that certain DeMorgan’s laws hold in the extended
soft set theory with respect to these operations.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Researchers in economics, engineering, environmental science, sociology, medical science, and many other fields deal
with the complexities of modeling uncertain data. Classical methods are not always successful, because the uncertainties
appearing in these domains may be of various types [1]. There are theories, e.g., theory of probability [2], theory of fuzzy
sets [3], theory of intuitionistic sets [4,5], theory of vague sets [6], and theory of rough sets [7–9] which can be considered as
mathematical tools for dealing with uncertainties. However, all these theories have their inherent difficulties as pointed out
in [10,11]. The reason for these difficulties is, possibly, the inadequacy of the parametrization tool of the theories [10,11].
Consequently, Molodtsov [11] proposed a completely new approach for modeling vagueness and uncertainty. This so-called
soft set theory is free from the difficulties affecting existing methods. Soft set theory has a rich potential for applications in
several directions [12–18], few of which had been shown by Molodtsov in his pioneer work [11].
It is well known that the parameters in soft sets are very simple. In other words, each parameter is only a word or
a sentence, and expressive (or complex) parameters are not considered in soft sets. As a matter of fact, we may look a
parameter as a formally well-defined terminology (or concept, class), thereby, we can extend the expressive power of soft
sets by using the formally well-defined terminologies. On the other hand, it is well known that Description Logics (DLs for
short) [19] are a family of knowledge representation languageswhich can be used to represent the terminological knowledge
of an application domain in a structured and formally well-understood way. In the present paper, we will extend soft sets
with DLs. That is, we use the concepts of DLs to act as the parameters of soft sets.
The rest of this paper is organized as follows. The following section briefly reviews some background on DLs and soft
sets. Next, in Section 3, we extend soft sets with DLs. Section 4 discusses related work. Finally, in Section 5, we draw the
conclusion and present some topics for future research.
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2. Preliminaries
In the current section we will briefly recall the notions of DLs and soft sets. See especially [20,19,11] for further details
and background. Those familiar with these topics may ship this section and come back to it if necessary.
2.1. Description logics
DLs [19,21] are a well-studied family of set-description languages which usually come with (some or all) Boolean
operators and limited quantification, and which can be extended with additional functionality in a modular way. Moreover,
DLs have awell-definedmodel-theoretic semantics, and the past two decades the computational properties of awide variety
of DLs have been studied. Intuitively, DLs model a domain of interest in terms of concepts and roles, which represent classes
of individuals and binary relations on classes on individuals, respectively.
Formally,we introduce theDLALC [22], which is a significant representative of DLs. It should be noted that the approach
for extending soft sets with DLs introduced below is not restricted toALC. It applies to arbitrary (decidable) DLs, provided
that the DL allows for negation. That is, the general approach of extending soft sets will be independent of any particular DL.
Weassume three alphabets of symbols, called atomic concepts (denotedbyA), atomic roles (denotedbyR) and individuals
(denoted by a and b).
A concept (denoted by C and D) of the languageALC is built out of atomic concepts according to the following syntax
rules:
C,D → >| (top concept)
⊥ | (bottom concept)
A| (atomic concept)
¬C | (concept negation)
C u D| (concept conjunction)
C unionsq D| (concept disjunction)
∃R.C | (existential quantification)
∀R.C | (universal quantification).
From a semantic point of view, concepts are interpreted as subsets of an abstract domain, while roles are interpreted as
binary relations over such a domain. More precisely, an interpretation I = (∆I , •I) consists of a domain of interpretation
∆I , and an interpretation function •I mapping every atomic concept A to a subset of∆I and every atomic role R to a subset
of∆I ×∆I .
The interpretation function •I is extended to complex concepts of ALC (note that in ALC roles are always atomic) as
follows:
• AI ⊆ ∆I ;
• RI ⊆ ∆I ×∆I ;
• >I = ∆I ;
• ⊥I = φ;
• (¬C)I = ∆I \ C I ;
• (C u D)I = C I ∩ DI ;
• (C unionsq D)I = C I ∪ DI ;
• (∃R.C)I = {x ∈ ∆I | ∃y ∈ ∆I , 〈x, y〉 ∈ RI ∧ y ∈ C I};
• (∀R.C)I = {x ∈ ∆I | ∀y ∈ ∆I , 〈x, y〉 ∈ RI → y ∈ C I}.
In a terminology T B (called TBox) the interpretations of concepts can be restricted to the models of T B by axioms of
the form C v D or C ≡ D. Based on this model-theoretic semantics, concepts can be checked for unsatisfiability: whether
they are necessarily interpreted as the empty set. Another useful semantic implication is subsumption of two concepts C
and D (a subset relation C I and DI w.r.t. all models I of T B) denoted by T B  C v D.
A knowledge base KB = 〈T B,AB〉 extends a TBox T B with an assertional component (usually called ABox) AB,
which is a set of assertions C(a) and R(a, b) for individual names a, b, a relation R and a concept C . The semantics is a
straightforward extension of the previous definition: an interpretation I is a model for a assertion C(a) and R(a, b) if, and
only, aI ∈ C I and (aI , bI) ∈ RI . Then, a knowledge base is consistent, if there is a model for both its TBox and ABox.
2.2. Soft sets
Throughout this subsection U refers to an initial universe, E is a set of parameters,P (U) is the power set of U , and A ⊂ E.
Formally, Molodtsov [11] defined the soft set in the following way:
A pair (F , A) is called a soft set over U , where F is a mapping given by F : A→ P (U).
Usually, parameters are attributes, characteristics, or properties of objects in U [20]. Concretely, the set of parameters E
consists of word or sentence.
In other words, a soft set over U is a parameterized family of subsets of the universe U . For ε ∈ E, F(ε)may be considered
as the set of ε-elements of the soft set (F , A), or as the set of ε-approximate elements of the soft set [1,11]. Clearly, a soft set
is not a set. For illustration, Molodtsov considered several examples in [11]. Similar examples were also discussed in [1,10].
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For two soft sets (F , A) and (G, B) over U , (F , A) is called a soft subset of (G, B) [10] if
(1) A ⊂ B and
(2) ∀ε ∈ A, F(ε) and G(ε) are identical approximations.
This relationship is denoted by (F , A) b (G, B).
Similarly, (F , A) is called a soft superset of (G, B) if (G, B) is a soft subset of (F , A). This relationship is denoted by
(F , A) c (G, B).
Two soft sets (F , A) and (G, B) over U are called soft equal if (F , A) is a soft subset of (G, B) and (G, B) is a soft subset of
(F , A) [10].
Let E = {e1, e2, . . . , en} be a set of parameters. The NOT set of E denoted by eE is defined by eE = {ee1, ee2, . . . , een}
where eei = not ei,∀i ∈ {1, 2, . . . , n}. The complement of a soft set (F , A) is denoted by (F , A)c and is defined by
(F , A)c = (F c, eA), where F c : eA→ P (U) is a mapping given by F c(α) = U − F(eα),∀α ∈eA [10].
The union of two soft sets (F , A) and (G, B) over U is the soft set (H, C), where C = A ∪ B and ∀ε ∈ C ,
H(ε) =
{F(ε), if ε ∈ A− B,
G(ε), if ε ∈ B− A,
F(ε) ∪ G(ε), if ε ∈ A ∩ B.
This relationship is denoted by (F , A) uniondbl (G, B) = (H, C) [10].
The extended intersection of two soft sets (F , A) and (G, B) over a common universe U is the soft set (H, C), where
C = A ∪ B, ∀ε ∈ C ,
H(ε) =
{F(ε), if ε ∈ A− B,
G(ε), if ε ∈ B− A,
F(ε) ∩ G(ε), if ε ∈ A ∩ B.
We write (F , A) e E (G, B) = (H, C) [20].
In addition, we may sometimes adopt a different definition of intersection given as follows.
Let (F , A) and (G, B) be two soft sets over the same universe U such that A ∩ B 6= φ. The restricted intersection of
(F , A) and (G, B) is denoted by (F , A) uniondbl P (G, B), and is defined as (F , A) e P (G, B) = (H, C), where C = A ∩ B and for all
ε ∈ C,H(ε) = F(ε)∩G(ε). The restricted union of (F , A) and (G, B) is denoted by (F , A)eP (G, B) = (H, C), where C = A∩B
and for all ε ∈ C,H(ε) = F(ε) ∪ G(ε). The restricted difference of (F , A) and (G, B) is denoted by (F , A) ^P (G, B) = (H, C),
where C = A ∩ B and for all ε ∈ C,H(ε) = F(ε)− G(ε), the difference of the sets F(ε) and G(ε) [20].
The relative complement of a soft set (F , A) is denoted by (F , A)r and is defined by (F , A)r = (F r , A), where F r : A→ P (U)
is a mapping given by F r(α) = U − F(α),∀α ∈ A [20].
Let U be an initial universe set, E be the universe set of parameters, and A ⊂ E. (F , A) is called a relative null soft set (with
respect to the parameter set A), denoted byΦA, if F(ε) = φ for all ε ∈ A. (G, A) is called a relativewhole soft set (with respect
to the parameter set A), denoted byΩA, if F(ε) = U for all ε ∈ A. The relative whole soft setΩE with respect to the universe
set of parameters E is called the absolute soft set over U . Clearly, (F , A)r = ΩE ^P (F , A) and ((F , A)r)r = (F , A) [20].
Regarding the mathematical properties of soft set-theoretic operations, the interested reader is referred to [20,10] for
more details.
3. Extending soft sets with description logics
In this section we will extend soft sets with DLs, i.e., we use the concepts of DLs to act as the parameters of soft sets.
3.1. Definition
In the rest of this paper, we assume thatDL is an arbitrary (decidable) description logic such asALC [22], SHOIQ [23],
or SROIQ(D) [24], provided that theDL allows for negation.
Definition 1. LetDL be an arbitrary DL, Σ be a set ofDL-concepts, I = (∆I , •I) be a model ofDL-knowledge base. Let
P (U) denote the power of U , U ⊆ ∆I , andM ⊂ Σ .
A pair (I,M) is called an extended soft set (soft set for short) over∆I . Clearly, I|M is a mapping given by I|M :M → P (∆I),
i.e., ∀C ∈ M, C I ⊆ ∆I .
In other words, a soft set over ∆I is a parameterized family of subsets of the domain of interpretation ∆I . Every set C I ,
C ∈ Σ , from this family may be considered as the set of C-elements (or C-individuals) of the soft set (I,M), or as the set of
C-approximate elements (or C-approximate individuals) of the soft set.
To illustrate this idea, let us consider the following example. Some of it is quoted from [1,10,11].
Example 1. Let us consider a soft set (I,M) which describes the ‘‘attractiveness of houses’’ that Mr. X is considering for
purchase.
Suppose that there six houses in the domain ∆I = {h1, h2, h3, h4, h5, h6} under consideration, and that Σ =
{C1, C2, C3, C4, C5} is a set of decision parameters (i.e., DL-concepts). The Ci (i = 1, 2, 3, 4, 5) stand for the parameters
(i.e., DL-concepts) ‘‘expensive’’, ‘‘beautiful’’, ‘‘large’’, ‘‘convenient traffic’’, and ‘‘in green surroundings’’, respectively, where
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theseDL-concepts are defined in the following TBox T B:
T B = {expensive ≡ ∀hasPricePerSquare.≥8000,
beautiful ≡ ∀hasColor.{red} unionsq ∀hasColor.{white},
large ≡ ((≥ 4 hasRoom) u (≥ 2 hasToilet)) unionsq (∀hasTotalArea.≥200),
convenient-traffic ≡ (≥ 3 hasBus) unionsq (≥ 1 hasSubway),
in-green-surroundings ≡ (≥ 1 hasHillNearby) unionsq (≥ 1 hasRiverNearby)}.
On the other hand, we have the following ABoxAB:
AB = { hasPricePerSquare (h1, 10000), hasPricePerSquare (h2, 7500), hasPricePerSquare (h3, 9000), hasPricePerSquare
(h4, 7000), hasPricePerSquare (h5, 6000), hasPricePerSquare (h6, 6700), hasColor(h1, {red}), hasColor(h2, {red}), hasColor(h3,
{white}), hasColor(h4, {blue}), hasColor(h5, {yellow}), hasColor(h6, {white}), hasRoom(h1, r1), hasRoom (h1, r2), hasRoom
(h1, r3), hasRoom (h1, r4), hasRoom (h2, r1), hasRoom (h2, r2), hasRoom (h2, r3), hasRoom (h2, r4), hasRoom (h3, r1), hasRoom
(h3, r2), hasRoom (h3, r3), hasRoom (h4, r1), hasRoom (h4, r2), hasRoom (h5, r1), hasRoom (h5, r2), hasRoom (h6, r1), hasRoom
(h6, r2), hasRoom (h6, r3), hasRoom (h6, r4), hasToilet (h1, t1), hasToilet (h1, t2), hasToilet (h2, t1), hasToilet (h2, t2), hasToilet
(h3, t1), hasToilet (h4, t1), hasToilet (h5, t1), hasToilet (h5, t2), hasToilet (h6, t1), hasTotalArea (h1, 260), hasTotalArea (h2, 180),
hasTotalArea (h3, 220), hasTotalArea (h4, 210), hasTotalArea (h5, 170), hasTotalArea (h6, 200), hasBus (h1, b1), hasBus (h1, b2),
hasBus (h1, b3), hasBus (h2, b1), hasBus (h3, b1), hasBus (h3, b2), hasBus (h3, b3), hasBus (h4, b1), hasBus (h5, b1), hasBus
(h6, b1), hasSubway (h1, s1), hasSubway (h1, s2), hasSubway (h2, s1), hasSubway (h4, s1), hasSubway (h6, s1), hasHillNearby
(h1, hi1), hasHillNearby (h3, hi1), hasHillNearby (h5, hi1), hasRiverNearby (h1, ri1), hasRiverNearby (h1, ri2), hasRiverNearby
(h2, ri1), hasRiverNearby (h3, ri1)}.
Suppose that we have an interpretation I such that I  T B and I  AB. For example, we can obtain this interpretation
I according to the ABox AB: (hI1, 10000
I) ∈ hasPricePerSquareI , (hI2, 7500I) ∈ hasPricePerSquareI , (hI3, 9000I) ∈
hasPricePerSquareI , . . . , (hI2, ri
I
1) ∈ hasRiverNearbyI , (hI3, riI1) ∈ hasRiverNearbyI . Clearly, we have I  T B and I  AB.
Furthermore, we have expensiveI = {h1, h3}, beautifulI = {h1, h2, h3, h6}, largeI = {h1, h2, h3, h4, h6}, convenient-traffic I =
{h1, h2, h3, h4, h6}, and in-green-surroundingsI = {h1, h2, h3, h5}.
Therefore, we can view the soft set (I,Σ) as consisting of the following collection of approximations:
(I,Σ) = {(expensive houses, {h1, h3}), (beautiful houses, {h1, h2, h3, h6}), (large houses, {h1, h2, h3, h4, h6}),
(convenient traffic houses, {h1, h2, h3, h4, h6}), (in green surroundings houses, {h1, h2, h3, h5}}), where each approximation
has two parts: a predicate and an approximate value set.
It is well known that DL systems [19] provide their users with inference services (like computing the subsumption
hierarchy and the instance checking) that deduce implicit knowledge from explicitly represented knowledge. Nowwe show
the approach to construct a soft set using DLs reasoning.
Given a DL knowledge KB = 〈T B,AB〉, where T B = {D1 ≡ E1,D2 ≡ E2, . . . ,Dn ≡ En}, AB = {F1(a1),
F2(a2), . . . , Fm(am), R1(b1, c1), R2(b2, c2), . . . , Rk(bk, ck)}, {P1, P2, . . . , Pl} is the set of primitive concepts of KB, and
{S1, S2, . . . , Sh} is the set of primitive roles ofKB. Hence, to obtain amodel ofKB, wehave to give a primitive interpretation
J for {P1, P2, . . . , Pl} and {S1, S2, . . . , Sh} firstly. Next, we can obtain an interpretation I forKB according to the semantics
of DLs [19]. If I  T B and I  AB, then we have I is a model of KB. Assume that the set of decision parameters
M = {C1, C2, C3, C4, C5}. Hence, for each parameter Ci ∈ M, i ∈ {1, 2, . . . , 5}, we have C Ii ⊆ ∆I . Thus, we obtain a soft
set as follows:
(I,M) = {(C1, C I1), (C2, C I2), (C3, C I3), (C4, C I4), (C5, C I5)}.
There is a point we have to point out here. To decide whether I  T B and I  AB, we must rely on DLs reasoning
systems such as Pellet [25].
3.2. Operations and properties
DLs have reasoning power. For instance, given an arbitrary knowledge baseKB, we have I  C u D ≡ ¬(¬C unionsq¬D) and
I  ∀R. C ≡ ¬∃R.¬C for anyDL-concepts C , D andDL-role R inKB, and any model I ofKB. Hence, we need to redefine
the operations in soft set theory.
Definition 2. Given two sets of decision parameters (i.e.,DL-concepts)M1 = {C1, C2, . . . , Cm} andM2 = {D1,D2, . . . ,Dn},
where Ci (1 ≤ i ≤ m) and Dj (1 ≤ j ≤ n) areDL-concepts inKB = 〈T B,AB〉. If ∀Ci ∈ M1, there exists Dj ∈ M2 satisfies:
for any model I ofKB, C Ii = DIj (denoted by Ci ≡ Dj), then we say thatM1 is a logical subset ofM2 (denoted byM1 ⊆ LM2).
IfM1 ⊆ LM2 andM2 ⊆ LM1, then we say thatM1 andM2 are logical equivalent (denoted byM1 = LM2).
The logical intersection of M1 and M2 (denoted by M1 ∩LM2) is defined as follows: M1 ∩ LM2 = {E ∈ M1| ∃Dj ∈ M2, for
any model I ofKB such that E I = DIj}. Obviously, we also may define the logical intersection as follows:M1 ∩LM2 = {E ∈
M2|∃Ci ∈ M1, for any model I ofKB such that E I = C Ii }. It is easy to know that these two definitions are equivalent.
The logical union ofM1 andM2 (denoted byM1 ∪LM2) is defined as follows:M1 ∪ LM2 = M1 ∪M2 − (M1 ∩ LM2).
The logical difference ofM1 andM2 (denoted byM1−LM2) is defined as follows:M1 − LM2 = M1 − (M1 ∩ LM2).
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Definition 3. For two soft sets (I,M) and (J,N) over a common domain ∆ (i.e., ∆ = ∆I = ∆J ) and a common knowledge
baseKB, we say that (I,M) is a soft subset of (J,N) if
(i) M ⊆ LN , and
(ii) ∀C ∈ M , D ∈ N , if C ≡ D, then C I and DJ are identical approximations, i.e., C I = DJ .
We write (I,M) b (J,N).
(I,M) is said to a soft superset of (J,N), if (J,N) is a soft subset of (I,M). We denote it by (I,M) c (J,N).
Definition 4. Two soft sets (I,M) and (J,N) over a common domain∆ and a common knowledge baseKB are said to be
soft equal if (I,M) is a soft subset of (J,N) and (J,N) is a soft subset of (I,M).
Definition 5. Let M = {C1, C2, . . . , Cm} be a set of parameters (i.e., DL-concepts). The NOT set of M denoted by eM is
defined by eM = {¬C1,¬C2, . . . ,¬Cm}, where¬ is the negation constructor of DLs [19].
In DLs, for any concept C , we have that ¬(¬(C)) ≡ C , hence, the following results are obvious.
Theorem 1. For any two sets of parameters (i.e.,DL-concepts) M and N, the following properties are satisfied:
(1) e(eM) = LM;
(2) e(M ∪ LN) = L(eM ∪ LeN);
(3) e(M ∩ LN) = L(eM ∩ LeN);
(4) e(M − LN) = L(eM − LeN).
Proof. Without loss of generality,we suppose thatM = {C1, . . . , Ck, . . . , Cl, . . . , Cm} andN = {D1, . . . ,Dk, . . . ,Dl, . . . ,Dn},
moreover, Ck ≡ Dk, . . . , Cl ≡ Dl.
(1) It follows immediately from¬(¬(C)) ≡ C for anyDL-concept C .
(2) Since M = {C1, . . . , Ck, . . . , Cl, . . . , Cm}, N = {D1, . . . ,Dk, . . . ,Dl, . . . ,Dn}, and Ck ≡ Dk, . . . , Cl ≡ Dl, then we
obtain (M ∪ LN) = {C1, . . . , Ck, . . . , Cl, . . . , Cm,D1, . . . ,Dk−1,Dl+1, . . . ,Dn}.
Thus, e(M ∪ LN) = {¬C1, . . . ,¬Ck, . . . ,¬Cl, . . . ,¬Cm,¬D1, . . . ,¬Dk−1,¬Dl+1, . . . ,¬Dn}.
By the definition ofNOT set,wehave that eM = {¬C1, . . . ,¬Ck, . . . ,¬Cl, . . . ,¬Cm} and eN = {¬D1, . . . ,¬Dk, . . . ,¬Dl,
. . . ,¬Dn}. Since Ck ≡ Dk, . . . , Cl ≡ Dl, then we have that ¬Ck ≡ ¬Dk, . . . ,¬Cl ≡ ¬Dl.
Hence, we obtain that (eM ∪ LeN) = {¬C1, . . . ,¬Ck, . . . ,¬Cl, . . . ,¬Cm,¬D1, . . . ,¬Dk−1,¬Dl+1, . . . ,¬Dn}.
Consequently, e(M ∪ LN) = L(eM ∪ LeN).
(3) The proof is similar to that of (2).
(4) Since M = {C1, . . . , Ck, . . . , Cl, . . . , Cm}, N = {D1, . . . ,Dk, . . . ,Dl, . . . ,Dn}, and Ck ≡ Dk, . . . , Cl ≡ Dl,
then we obtain (M − LN) = {C1, . . . , Ck−1, Cl+1, . . . , Cm}, eM = {¬C1, . . . ,¬Ck, . . . ,¬Cl, . . . ,¬Cm}, and eN =
{¬D1, . . . ,¬Dk, . . . ,¬Dl, . . . ,¬Dn}.
Thus, e(M − LN) = {¬C1, . . . ,¬Ck−1,¬Cl+1, . . . ,¬Cm}.
Since Ck ≡ Dk, . . . , and Cl ≡ Dl, then we have ¬Ck ≡ ¬Dk, . . ., and ¬Cl ≡ ¬Dl. Thus, (eM − LeN) =
{¬C1, . . . ,¬Ck−1,¬Cl+1, . . . ,¬Cm}.
Therefore, e(M − LN) = L(eM − LeN). 
Definition 6. The complement of a soft set (I,M) is denoted by (I,M)c and is defined by (I,M)c = (Ic, eM), where
Ic : eM → P (∆I) is a mapping given by C Ic = ∆I − (¬C)I , ∀C ∈eM .
Clearly, ((I,M)c)c = (I,M).




I , if C ∈ M − LN,
C J , if C ∈ N − LM,
C I ∪ C J , if C ∈ M ∩ LN.
This relationship is denoted by (I,M) uniondbl E (J,N) = (K ,G).
Definition 8. Let (I,M) and (J,N) be two soft sets over a common domain∆ and a common knowledge baseKB such that
M ∩ LN 6= φ. The restricted union of (I,M) and (J,N) is denoted by (I,M) uniondbl P (J,N) = (K ,G), where G = M ∩ LN and for
all C ∈ G, CK = C I ∪ C J .
Definition 9. The extended intersection of two soft sets (I,M) and (J,N) over a common domain ∆ and a common
knowledge baseKB is the soft set (K ,G), where G = M ∪ LN,∀C ∈ G,
CK =
C
I , if C ∈ M − LN,
C J , if C ∈ N − LM,
C I ∩ C J , if C ∈ M ∩ LN.
We write (I,M) e E (J,N) = (K ,G).
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Definition 10. Let (I,M) and (J,N) be two soft sets over a common domain ∆ and a common knowledge baseKB such
that M ∩ LN 6= φ. The restricted intersection of (I,M) and (J,N) is denoted by (I,M) e P (J,N), and is defined as
(I,M) e P (J,N) = (K ,G), where G = M ∩ LN and for all C ∈ G, CK = C I ∩ C J .
Definition 11. Let (I,M) and (J,N) be two soft sets over a common domain ∆ and a common knowledge baseKB such
thatM ∩ LN 6= φ. The restricted difference of (I,M) and (J,N) is denoted by (I,M) ^P (J,N) = (K ,G), where G = M ∩ LN
and for all C ∈ G, CK = C I − C J , the difference of the sets C I and C J .
Definition 12. Let ∆ be an initial domain set, Σ be the universe set of parameters, and M ⊂ LΣ . (I,M) is called a relative
null soft set (with respect to the parameter setM), denoted byΦM , if C I = φ for all C ∈ M . (J,M) is called a relative whole
soft set (with respect to the parameter setM), denoted byΩM , if C I = ∆ for all C ∈ M . The relative whole soft setΩΣ with
respect to the universe set of parametersΣ is called the absolute soft set over∆.
Definition 13. The relative complement of a soft set (I,M) is denoted by (I,M)r and is defined by (I,M)r = (Ir ,M), where
Ir :M → P (∆I) is a mapping given by C Ir = ∆I − C I , ∀C ∈ M .
Clearly, (I,M)r = ΩΣ ^P (I,M) and ((I,M)r)r = (I,M).
From the definitions defined above (from Definition 2 to Definition 13), it is obvious to know that these definitions are
the extensions of the corresponding definitions in [20,10].
By the suggestions given by Ali et al. in [20], in the following we will show that some De Morgan’s type of results hold in
extended soft set theory for the above defined operations.
Theorem 2. Let (I,M) and (J,N) be two soft sets over a common domain ∆ and a common knowledge base KB such that
M ∩ LN 6= φ. Then
(1) ((I,M) uniondbl P (J,N))r = (I,M)r e P (J,N)r ;
(2) ((I,M) e P (J,N))r = (I,M)r uniondbl P (J,N)r .
Proof. (1) Let (I,M)uniondblP (J,N) = (K ,G), where CK = C I∪C J for all C ∈ G = M∩ LN 6= φ. Since ((I,M)uniondblP (J,N))r = (K ,G)r ,
by the definition of relative complement, for all C ∈ G, we have that CK r = ∆− (C I ∪ C J) = (∆− C I) ∩ (∆− C J).
Let (I,M)r eP (J,N)r = (Ir ,M)eP (J r ,N) = (L,G), where G = M ∩ LN and for all C ∈ G, C L = C Ir ∩C Jr . By the definition
of relative complement, for all C ∈ G, we have that C L = C Ir ∩ C Jr = (∆− C Ir ) ∩ (∆− C Jr ) = CK r .
Therefore, ((I,M) uniondbl P (J,N))r = (I,M)r e P (J,N)r .
(2) Let (I,M) e P (J,N) = (K ,G), where G = M ∩ LN and for all C ∈ G, CK = C I ∩ C J . Since ((I,M) e P (J,N))r = (K ,G)r ,
by the definition of relative complement, for all C ∈ G, we have that CK r = ∆− (C I ∩ C J) = (∆− C I) ∪ (∆− C J).
Let (I,M)r uniondbl P (J,N)r = (Ir ,M) uniondbl P (J r ,N) = (L,G), where G = M ∩ LN and for all C ∈ G, C L = C Ir ∪ C Jr =
(∆− C I) ∪ (∆− C J) = CK r .
Therefore, ((I,M) e P (J,N))r = (I,M)r uniondbl P (J,N)r . 
From Theorem 2 we know that the relative complement, restricted union, and restricted intersection in extended soft
set theory presented in this paper satisfy De Morgan’s laws. In fact, these properties are the same as that of the soft set
theory presented in [20] (see Theorem 4.1 in literature [20]). In other words, the extended soft set theory preserves the
corresponding properties of the soft set theory presented in [20].
Theorem 3. Let (I,M) and (J,N) be two soft sets over a common domain∆ and a common knowledge baseKB . Then we have
the following properties:
(1) ((I,M) uniondbl E (J,N))c = (I,M)c e E (J,N)c ;
(2) ((I,M) e E (J,N))c = (I,M)c uniondbl E (J,N)c .
Proof. (1) Let (I,M) uniondbl E (J,N) = (K ,G), where G = M ∪L N , ∀C ∈ G,
CK =
C
I , if C ∈ M − LN,
C J , if C ∈ N − LM,
C I ∪ C J , if C ∈ M ∩ LN.
(∗)
Then we have ((I,M) uniondbl E (J,N))c = (K ,G)c = (K c, eG), where DKc = ∆ − (¬D)K , ∀D ∈eG. Since G = M ∪ LN , by the
property (2) of Theorem 1 we have eG =eM ∪ LeN , thus (K c, eG) = (K c, eM ∪ LeN).





K , if D ∈ ¬M − L¬N,
∆− (¬D)K , if D ∈ ¬N − L¬M,
∆− (¬D)K , if D ∈ ¬M ∩ L¬N.
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Since D ∈eG, then we have ¬D ∈ G. By the property (1), (3), and (4) of Theorem 1, we have D ∈ (eM − LeN) iff
¬D ∈ e(eM − LeN) iff ¬D ∈ e(e(M − LN)) iff ¬D ∈ (M −L N), D ∈ (eN − LeM) iff ¬D ∈ (N −LM), and D ∈ (eM ∩ LeN) iff




I , if ¬D ∈ M − LN,
∆− (¬DJ), if ¬D ∈ N − LM,
∆− ((¬DI) ∪ (¬DJ)), if ¬D ∈ M ∩ LN,
=
∆− (¬D)
I , if D ∈ ¬M − L¬N,
∆− (¬DJ), if D ∈ ¬N − L¬M,
(∆− (¬DI)) ∩ (∆− (¬DJ)), if D ∈ ¬M ∩ L¬N.





, if D ∈ ¬M − L¬N,
DJ
c
, if D ∈ ¬N − L¬M,
DI
c ∩ DJc , if D ∈ ¬M ∩ L¬N,
=
∆− (¬D)
I , if D ∈ ¬M − L¬N,
∆− (¬D)J , if D ∈ ¬N − L¬M,
(∆− (¬DI)) ∩ (∆− (¬DJ)), if D ∈ ¬M ∩ L¬N,
= DKC .
Therefore, ((I,M) uniondbl E (J,N))c = (I,M)c e E (J,N)c .
(2) Let (I,M) e E (J,N) = (K ,G), where G = M ∪ LN , ∀C ∈ G,
CK =
C
I , if C ∈ M − LN,
C J , if C ∈ N − LM,
C I ∩ C J , if C ∈ M ∩ LN.
(∗ ∗)
Thenwe have that ((I,M)eE (J,N))c = (K ,G)c = (K c, eG) = (K c, eM ∪LeN), whereDKc = ∆−(¬D)K ,∀D ∈ (eM ∪LeN).




K , if D ∈ ¬M − L¬N,
∆− (¬DK ), if D ∈ ¬N − L¬M,
∆− (¬DK ), if D ∈ ¬M ∩L ¬N.




I , if ¬D ∈ M − LN,
∆− (¬DJ), if ¬D ∈ N − LM,
∆− ((¬DI) ∩ (¬DJ)), if ¬D ∈ M ∩L N,
=
∆− (¬D)
I , if D ∈ ¬M − L¬N,
∆− (¬DJ), if D ∈ ¬N − L¬M,
(∆− (¬DI)) ∪ (∆− (¬DJ)), if D ∈ ¬M ∩L ¬N.





, if D ∈ ¬M − L¬N,
DJ
c
, if D ∈ ¬N − L¬M,
DI
c ∪ C Jc , if D ∈ ¬M ∩L ¬N,
=
∆− (¬D)
I , if D ∈ ¬M − L¬N,
∆− (¬D)J , if D ∈ ¬N − L¬M,
(∆− (¬DI)) ∪ (∆− (¬DJ)), if D ∈ ¬M ∩L ¬N.
= DKC .
Therefore, ((I,M) e E (J,N))c = (I,M)c uniondbl E (J,N)c . 
From Theorem 3 we know that the extended intersection, the union, and the complement in extended soft set theory
presented in this paper satisfy DeMorgan’s laws. These properties are the same as that of the soft set theory presented in [20]
(see Theorem 4.2 in literature [20]). That is to say, the extended soft set theory preserves the corresponding properties of
the soft set theory presented in [20].
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4. Related work
The work described in this paper covers two topics that have been studied in the literature. These two topics are soft set
theory and description logics. In this section, we will roughly discuss these related works.
Soft set theory
Molodtsov [11] initiated the concept of soft set theory, which can be used as a generic mathematical tool for dealing
with uncertainty. In the past decade a substantial amount of work has been carried out in the context of soft set theory. At
present, works on soft set theory are progressing rapidly.
In theoretical aspects, Maji et al. [10] make a theoretical study of the soft set theory in more detail. Concretely, Maji
et al. define equality of two soft sets, subset and superset of a soft set, complement of a soft set, null soft set, and absolute
soft set. Soft binary operations like AND, OR and also the operations of union, intersection are defined. However, several
assertions presented by Maji et al. [10] are not true in general [20]. Based on the analysis of several operations on soft sets
introduced in [10], Ali et al. [20] present some new notions such as the restricted intersection, the restricted union, the
restricted difference, and the extended intersection of two soft sets, moreover, Ali et al. prove that certain DeMorgan’s laws
hold in soft set theorywith respect to these new definitions. Aktas and Cagman [1] introduce the basic properties of soft sets,
compare soft sets to the related concepts of fuzzy sets [3] and rough sets [8], point out that every fuzzy set and every rough
set may be considered a soft set, and give a definition of soft groups, and derive their basic properties using Molodtsov’s
definition of the soft sets. Jun [13] introduced and investigated the notion of soft BCK/BCI-algebras. Jun and Park [26] and
Jun et al. [14] discussed the applications of soft sets in ideal theory of BCK/BCI-algebras and d-algebras. Furthermore, Feng
et al. [12] initiate the study of soft semirings by using the soft set theory, more concretely, the notions of soft semirings, soft
subsemirings, soft ideals, idealistic soft semirings, and soft semiring homomorphisms are introduced, and several related
properties are investigated.
In application aspects, Maji et al. [16] described the application of soft set theory to a decision making problem. Chen
et al. [27] presented a new definition of soft set parametrization reduction, and compared this definition to the related
concept of attribute reduction in rough set theory. However, in real life, many problems are imprecise in nature. The classical
soft set theory is not capable of successfully dealing with such problems. Fuzzy soft set theory has been used to deal with
such imprecision, and most results of fuzzy soft sets may be found in [28]. Roy and Maji [17], Xiao et al. [18], and Zou and
Xiao [29] present some results on applications of fuzzy soft sets in decisionmaking, forecasting problems, and data analysis,
respectively. Kong et al. [15] investigated the normal parameter reduction of fuzzy soft sets.
However, all of the soft sets mentioned above have a common characteristic: the parameters in soft sets are very simple.
Concretely, each parameter is only a word or a sentence, and expressive (or complex) parameters are not considered. From
a semantic point of view, the parameters of the soft sets mentioned above have not semantics. In this paper, we extend the
soft sets with DLs. The aim is to add semantics for the parameters of soft sets by using DLs to define the parameters. Hence,
we can use a terminology (not a word or a sentence) to define the parameters. Since the ontology languages such as OWL
Lite, OWL DL, and OWL 2 are equivalent to DLs [19,24], therefore, from the ontology point of view, the extended soft sets
presented in this paper can also be called as ontology-based soft sets.
Description logics
Intuitively, DLs [19] are a family of knowledge representation languages which can be used to represent the
terminological knowledge of an application domain in a structured and formally well-understood way. The name DLs is
motivated by the fact that, on the one hand, the important notions of the domain are described by concept descriptions, i.e.,
expressions that are built from atomic concepts (unary predicates) and atomic roles (binary predicates) using the concept
and role constructors provided by the particular DL. On the other hand, DLs differ from their predecessors in that they are
equipped with a formal, logic-based semantics, which can, e.g., be given by a translation into first-order predicate logic. DLs
are formalisms designed for the logical reconstruction and the extension of representation tools such as object-oriented
data models, semantic data models, semistructured data models, and UML models. Especially, DLs have been proved to be
very useful as ontology languages. For example, OWL Lite, OWL DL, and OWL 2 have a formal semantics and a reasoning
support through a mapping to the expressive description logics SHIF (D), SHOIN (D), and SROIQ(D), respectively.
More precisely, without regarding annotation properties of OWL, the OWL Lite, OWL DL, and OWL 2 are equivalent to DLs
SHIF (D), SHOIN (D), and SROIQ(D), respectively [19,24].
In the past two decades a substantial amount of work has been carried out in the context of DLs, and many different
DLs have been presented [19]. The DL that provides the Boolean concept constructors plus the existential and universal
restriction constructors is called ALC [22], where the Boolean concept constructors are, apart from concept disjunction,
concept conjunction and concept negation. In addition to the Booleans, and existential and universal restriction constructors,
DLs typically provide concept constructors that form complex concepts. The basic constructors of this kind are qualified
number restrictions, unqualified number restrictions, functional number restrictions, nominals, concrete domain. More
expressive DLs can be obtained by extending ALC with new concept constructors. For example, the logic obtained from
ALC by providing qualified number restrictions is called ALCQ. On the other hand, adding unqualified, functional
number restrictions, nominals, and concrete domains toALC results in the logicsALCN ,ALCF ,ALCO, andALC(D),
respectively. Furthermore, besides concept constructors, DLs may provide a set of role constructors such as inversion and
transitive closure operator. The logics that extendALC with inversion and transitive closure operator are calledALCI and
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ALC+, respectively. InALC the RBox is required to be empty. Therefore, one way to provide new useful expressivity is to
allowdifferent sorts of axioms such as transitivity axioms and role inclusion axioms in the RBox. The extensions ofALCwith
transitive roles and role inclusion axioms are calledALCR+ andALCH , respectively. The logicALCHR+ is commonly
known as SH . The different extensions of SH are commonly denoted by appending the corresponding calligraphic letter
(I for role inversion, O for nominals, D for concrete domains, F , N , Q for functional, unqualified and qualified number
restrictions respectively) to the name of the logic. For instance, the extension of SH with inverse roles, nominals, qualified
number restrictions and concrete domains is known as SHOIQ(D).
In aword, DLs have been extensively studied in recent years; the handbook [19] is an up-to-date reference. The interested
reader is referred to [19] for more details. Please note that the general approach of extending soft sets with DLs will be
independent of any particular DL.
5. Conclusion
Molodtsov initiated the concept of soft set theory, giving several applications in various directions. DLs are a family of
knowledge representation languageswhich can be used to represent the terminological knowledge of an application domain
in a structured and formally well-understoodway. In this paper, we extend soft sets with DLs, in other words, we present an
extended soft set theory by using the concepts of DLs to act as the parameters of soft sets. Furthermore, we define equality
of two extended soft sets, subset and superset of an extended soft set, complement and restricted difference of an extended
soft set, and define some operations such as the union, the restricted intersection, the restricted union, and the extended
intersection of two extended soft sets. Moreover, we prove that certain De Morgan’s laws hold in extended soft set theory
with respect to these operations. Our work in this paper is completely theoretical.
As far as future directions are concerned, thesewill include extending fuzzy soft setswith fuzzyDLs [24,30] and extending
soft sets with rough DLs [31–33]. Especially, since soft sets have potential applications in many different fields such as
decision making, forecasting, and data analysis, naturally, how to apply the extended soft set theory presented in this paper
in these fields will also be pursued.
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