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The stability of systems of ordinary differential equations of the form 
dxldt = f(t, x, y, cl. E dYW = At, x, Y, 6). 
where c is a real parameter near zero, is studied. It is shown that if the reduced 
problem 
dx/dt = f(t, x, Y, Oh 0 L At, x, Y, Oh 
is stable, and certain other conditions which ensure that the method of matched 
asymptotic expansions can be used to construct solutions are satisfied, then the 
full problem is asymptotically stable as t + zo, and a domain of stability is 
determined which is independent of t. Moreover, under certain additional 
conditions, it is shown that the solutions of the perturbed problem have limits 
as t + z. In this case, it is shown how these limits can be calculated directly 
from the equations 
f(=,w,v,c) = 0 d-s,.YY, l ) - 0 
as expansions in powers of E. 
Many investigations have been made into the stability of singular per- 
turbation problems of the form 
PC) dx,/dt x f(t, x, y, E), l dy/dt 1 g(r, .Y, y, l ), 
where c is a positive real parameter near zero and .Y andy are m- and n-vectors, 
respectively. Usually, the reduced problem 
(PO) dx,/dt = f(t, x, F, 0) 0 g(4 x, y, 0) 
is assumed to have an asymptotically stable solution for t > 0, and then 
conditions are placed on f and g which ensure the full problem is stable 
x Research supported by the U. S. Army Research Office, Durham under Grant 
No. DA-ARU-D-3 I-1 24-72-G47. 
510 
Copyright .a 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
STABILITY IN SINGULAR PERTURBATION PROBLEMS. II 511 
in some sense for 6 > 0. In particular, conditions were given in [1] which 
ensure that for initial data near those of the stable solution of (PO) and for 
E near zero, the problem (E’J has a unique solution existing for t 3 0 and 
converging to the stable solution of (PO) as l --f 0. In [2] the behavior of 
solutions of (PC) as t - CL) was studied under the conditions given in [I]. 
However, these results are difficult to apply since they involve quite 
technical stability assumptions. On the other hand, some results have been 
obtained under conditions less general than those needed here or in [l, 21; 
cg., this problem was considered in [3] where f and g were not allowed 
to depend explicitly on l , and in [7] where the full problem was studied 
only for initial data near those of the reduced problem. 
In this paper, general, yet directly applicable, results about the stability 
of (PC) are obtained. This is done by restricting attention to systems whose 
solutions can be constructed by the method of matched asymptotic expan- 
sions. The results needed here about this method of analysis are summarized 
in Theorem I. 
The main results of this paper arc given in Theorem 2. Roughly, these 
show that if the problem (Pa) is stable, then for small c > 0, the full problem 
(PC) is also stable. Moreover, the domain of stability for (Z’J is essentially 
determined by that for the problem (P,,) and another zero-order auxiliary 
problem. This means that a set is found such that any two solutions of 
(PJ beginning in that set approach each other as t - co. Thus, the initial 
data are restricted only to a set which is determined by zero-order problems 
rather than being required to be “small” as in [7]. This explicit determination 
of a domain of stability for the problem results from our construction of 
approximate solutions of (PJ. Furthermore, this stability result is combined 
with the matched asymptotic expansion solution to give a straightforward 
method for approximating the state of the system in the distant future. 
Finally, the case whcref, g, and the solution of (PO), (X = x,(t), y = y,,(t)), 
all have finite limits as t + co is studied. It is shown that all solutions of 
(PC) beginning in the domain of stability have finite limits as t + co. 
Moreover, these limits can be determined by solving the equations 
for (x, y) near (x0(~), y,,(co)) and E near zero. An expansion for this solution 
in powers of E can be constructed by the implicit function theorem. This 
fact is established by a study of the matched asymptotic expansion solution 
as t+ co. 
The novelty of these results lies in the determination of a domain of 
stability and in the USC of matched asymptotic expansions to compute 
approximations to the long time state of the system. 
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ASYMPTOTIC STABILITY OF (PC) 
We will suppose the reduced problem (PO) has a solution, x x0(t), 
y = y&t), existing for 0 < t < crz. The functions f and g are assumed 
to have continuous and bounded derivatives with respect to 1, 6, and the 
components of x and y up to order N I 2 in some tube about (x0, yO) 
and for E near zero. Moreover, we suppose there is a smooth function +(i, X) 
which defines the branch of g(t, X, y, 0) = 0 on which (x0 , y,,) lies; that is, 
y,,(t) :- C(t, q,(t)) for i > 0 and 
g(t, x, +(t, x), 0) :: 0 
for 0 < t < 03, : x - x,(t)1 < A (A is some fixed positive number). 
There are two stability conditions which we place on the problem. The 
first deals with the stability of the reduced problem. 
SI. The linear svstem 
dzldt ..-- A($, (1) 
where 44 Vi - f,g; ‘g&t, -W, y&), 01, is exponentially asymptotically 
stable. That is, if @(t) is the fundamental matrix for this system defined by 
d#;dt = A(t)@, @(O) = identity, 
then there are positive constants K and z such that 
1 a(t) @-+)I ,< K cxp[--a(t - s)] 
for 0 < s < t < GO. Here the matrix norm is any convenient one, such 
as the Euclidean norm. The notation f+ , etc., is used here to denote the 
Jacobian matrix (ZJf/&,), etc. 
We observe that SI has often been replaced in other investigations by 
the equivalent condition that the linear system (I) be uniformly asymp- 
totically stable (see [5]). 
The second stability assumption guarantees that the solutions of (PC) 
have limits as l -+ 0: 
SII. The eigenvalues of the Jacobian matrix g,(t, x0(t), ye(t), 0) all have 
real parts less than some fixed negative number for all 0 < t < ,zc~. 
Condition SI guarantees that the solution x =: x,(t) of 
dxjdt = f(t, x, +(t, x), 0) (2) 
is asymptotically stable. Let its domain of attraction be denoted by D. 
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Thus, if t E D, there is a unique solution of (2) having 6 as its initial value. 
Moreover, this solution approaches x,(t) as t + CO. 
We restrict, if needed, D so that the eigenvalues of the matrix 
all have negative real part for 5 E D. Sext, we consider the “fast time” 
system which is obtained from (PC) by setting t = ~7 and letting z + 0: 
dY:dT = g(0, 6, $(O, 63 + Y, 0). (3) 
Condition SII and the restriction on D ensure that for each 5 E D, the zero 
solution of this system is asymptotically stable. Let its domain of attraction be 
denoted by E, . We write this in such a way that if Y(0) - +(O, 5) E E, , 
then the solution Y(T) of (3) determined by the initial condition Y(0) exists 
for T > 0 and approaches zero as 7 + co. 
Now, let t(e) E R’“, q(e) E R*, be smooth functions of c at l : 0 such 
that &, = e(O) E D and ~(0) E Et, . Then with SI and SII, the conditions 
of Theorem 2 [4] are satisfied, and we have 
THEOREM I. If the conditions listed above are satisfied, then for each 
small l > 0, the initial value problem 
dxjdt = f (t, x, y, l ), x(O) = 6(C)> 
6 dyidt = g(t, x, y, ~1, Y(O) = 7(e), 
has a unique solution (x(t, ~),y(t, E)) for 0 < t < CXZJ. :‘kToreover, it can be 
written as 
x -- x*(t, e) + X(t/c, c), y = Y*(t, c) + Y(tl5 Eh 
where (X, Y) satisfies X(CO, 6) = 0, Y(c0, C) = 0, and the functions x* 
and y* are smooth functions of t and c at E y 0 with 
N 
.T*(t, 6) = c x,*(t) ET + O(P"), 
r=0 
(4 
y*(t, c) = 5 yr”(t) er + O(P+l), 
r=O 
where O(.) holds unzyormly for 0 < t < CQ as c ---f 0. Finally, the functions 
x,* and yr* are determined successively by solving the differential equations 
dx,*/dt == f (t, x0*, yoi, 0), x0*(0) = 5(O), 
YO * = C(4 JcoV)), 
(5) 
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and for r -= I ,..., IV, 
dx,*W 2 fi*(t) xr* + f,*(t)rr” + p,(t), 
dy%dt = gz*(t) .q* + g,*(t) yr* + qr(t), 
where to shorten notation we haae let fi*(t), etc., denote f%(t, q,*(t), y,,*(t), 0), 
etc. The functions p,(t) and qr(t) only depend on t, x,,*, yo* ,..., x,*-I , Y,*-~ . 
These last equations can be simplified by eliminating y,.“: 
dx,*/dt = A(t) xr* + R,(t), (6) 
where A is given in SI and 
Wt) = f-+(t) -t- fv*(t) g?(t)W:-Jdt) - q&)1. 
The initial conditions for the Eq. (6) are given by formulas in [4] which 
will not be needed here. The function (x*(t, l ),y*(t, l )) is called the outer 
solution of the problem. The function (.Y(t/c, E), Y(t/e, l )) is called the 
boundary layer solution (or correction) for the problem, and it can 
be shown to approach zero exponentially as t/c + c/3 at a rate independent 
of C. 
The following theorem is the principal result of this paper. It shows 
that with conditions SI and SII, the problem (PC) is asymptotically stable 
and that the domain of stability for this system is determined exclusively 
by the auxiliary problems (2) and (3). 
THEOREM 2. Let conditions SI and SII be satisfied. Zf (x(t, E), y(t, l )) and 
(Z(t, E), y(t, c)) are solutions of (PC) such t/rat (x(0, E), ~(0, l )) and (S(0, E), jj(O, E)) 
define functions ([(E), T(C)) and (l(c), q(c)), respectively, which are (i) smooth 
functions of l at E = 0, and (ii) satisfy 8” = f(O), & = f(O) E D and 
~(0) E 4” 7 ii(O) E El0 3 then for small E > 0, these solutions exist on the whole 
interval 0 < t < co, and 
f& [(x(4 f), Y(4 c)) - w, cl, P(4 411 7 0. 
The proof of Theorem 2 is given at the end of the paper. However, we 
note here that the difference (x, y) - (2,s) will actually be shown to approach 
zero at an exponential rate determined by OL in SI. 
We now combine this result with the method of matched asymptotic 
expansions solutions to approximate the “long-time” state of the system. 
Let us construct an outer solution of (PJ, (.i’(t, l ), j(t, z)), choosing the data 
to make the computations easy. First, we want S(t, 0) 7 x,(t) and p(t, 0) = 
ye(t). To construct the first-order approximation, we take gi(O) - 0 and, 
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therefore, are forced to take jjr(O) = g;‘(O)[y,‘(O) - g,(O)]. Thus, for the 
choice of initial data f(0, z) = x0(O) + O(~~),j(0, C) = y&O) + l j$(O) + O(c2), 
Theorem 1 can be applied to prove the existence of a unique solution of (1) 
for t 2 0 and small c > 0. Moreover, this solution satisfies 
qt, c) = X”(f) + E.qt) + O(2), 
3(4 c) = Y”(t) + G+(t) + O(e2), 
where O(.) holds uniformly for t > 0. 
According to Theorem 2, any solution of (1) which lies in b - D x (JfcoE, 
for l 7 0, approaches (x”(t, l ), y(t, 6)) as t --, 00 at an exponential rate 8 
independent of 4. Thus, the formula for (5,j) gives an approximation 
of this solution up to order O(G) which is valid uniformly on the interval 
2 1 log l 1(6)-l < t < co. Thus, (?,J) gives an approximation for large t 
to any solution of (1) beginning in fi. Obviously, the approximation can 
bc improved by defining higher-order terms in the expansion of (.C,J). 
This approach is developed further in the next section under some 
additional assumptions which ensure that the steady state problem exists. 
THE STEADY-STATE CASE 
In certain cases, it is possible to actually develop an asymptotic expansion 
valid as 4 -* 0 for the limit 
To illustrate this, we make the following additional assumptions. First, 
we assume the equations make sense in the limit t .- 03. 
HI. The solution (xO(t),yo(t)) of (P,,) has a finite limit (n,(a), I”) 
as t -+ so, and the functions f, g, 4, and their derivatives with respect to t, E, 
and the components of x andy to order N $ 2, when evaluated near x := x”(t), 
y :- y&t), z = 0, have finite limits as 1 -+ CO. 
Next, we suppose instead of SI that we have 
SI’. A(t) = (fi - f,g;‘g.J(t, x&t), y,,(t), 0) approaches a stable matrix 
A(m) as t - a; i.e., A(co) is an M x m-matrix whose eigenvalues satisfy 
Reh < 0. 
It is shown below that condition SI’ implies that SI is satisfied. It can 
also be shown that HI and SI imply that SI’ is satisfied. With these new 
conditions, we have the following result. 
516 FRANK HOPPENSTEADT 
THEOREM 3. Let conditions HI, SI’, and SII be satisfied. Zf (KC), q(c)) 
are smooth functions of l with e(O) E D and ~(0) E Et, , then for small E > 0, 
the problem (PC) bus a unique solution (x(t, E), y(t, c)) for 0 < t < CO which 
satisfies 
-q,c) = ‘t(e), y(O, c) = ‘7(E). 
Moreover, 
where 
= (%(~o), Yo(~)) i- i (xr(=))*ul(~)) l T + o(EN+‘), (8) 
7-l 
and 
x,(a) = --A-‘(m) R,(a) 
and the functions R, and qr are defined as in (6). 
Note that the expansion (8) is the same as would result if the implicit 
function theorem were applied directly to the steady-state equations 
discussed in the introduction. 
Theorem 3 is easy to derive. From Theorem 1, we have 
x(t, 6) = x*(t, c) + X(t/c, 0, 
y(t, e) --c: y*(t, c) + Y(t/,, c). 
Since the functions (X, Y) vanish in the limit t = 00, they make no con- 
tribution to the result. Moreover, we also have that 
X*(t, c) = x0*(t) + f xr*(t) l T + O(rNf’), 
r-1 
y”(t, 6) = ye*(t) -t f yT*(t) 67 + O(e” +I), 
7=1 
where O(.) holds uniformly for 0 < t < 00. Assumption HI ensures 
that (x0*(~), rs*(co)) exists, and since X,,*(O) E D, (x0*(~), yO*(m)) = 
(x&co), ye(m)). We will show in the following lemma that (x,*(co), am*) 
also exists. Then a reference to (6) shows that x,*(a) satisfies 
A(m) x,.*(m) + R,(m) = 0. 
With this the proof of Theorem 3 is complete. 
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We now prove the lemma used in the proof of Theorem 3. 
LEMMA. Suppose z E R” satisfies 
dz/dt = B(t)z + b(t), z(O) = zo , 
where B is a continuous, real k x k-matrix such that (i) lim,,, B(t) == B(m) 
exists and is a stable matrix, and the oector b is a k-vector such that (ii) 
lim,,, 6(t) = b( co) exists. Then for any z, E Rk, lim,,, z(t) = - B-‘( 00) b( KI). 
Proof. We first show that SI’ implies SI. Let Y(t) denote the fundamental 
matrix defined by 
dY’/dt -L B(t)Y, Y(0) = identity. (9) 
Therefore, Y(u(t) satisfies 
dY/dt = B(oo)Y + [B(t) - B(m)]Y. 
Thus, Corollary II in [8, p. 701 can be applied to show there are positive 
constants K1, LYE such that 
1 Y(t)1 < KleP’ 
forO<t<co. 
Next, it follows from the formula 
z(t) : Y(u(t) z. + Jo’ Y(Y(t) Y-l(s) b(s) ds 
that for any z. , z(t) is bounded uniformly for 0 < t < CO. 
By adding and subtracting the appropriate quantities in the equation 
for z, and again applying the variation of constants formula to the result, 
we obtain the formula 
z(t) .--= exp[B(co)t] z. + 
I 
’ exp[B( co)(t - s)] b(a) ds 
0 
+ f ’ exp[B(m)(t - s)]{b(s) - b(m) + (B(s) - B(m)) z(s)} ds. (10) 0 
The integrand in the last integral is of the form exp[B(m)(t - s)] h(s) 
where h(s) --f 0 as s --f 03. With this, it is easily shown that 
exp[B(a)(t - s)] h(s) ds .-= 0. 
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Finally, we have 
s ’ exp[B(co)(t - s)] ds b(m) = -E1(co){l - exp[B(m)t]} b(co). ” 
Putting all of this information back into (10) and passing to the limit t = 00, 
we have 
z(a) = --B-‘(oo)b(oo), 
which is the desired result. 
PROOF OF THEOREM 2 
‘I’hc differences i - X, j - y satisfy the equations 
d(Z - x)/dt = f,(t, <)(5 - x) - fv(t, c)( J - y) + F, 
cd( J - y)!‘dt ..: gz(t, c)(Z - s) 4-- g,(t, c)( 9 - y) + G, 
(II) 
where f,(t, E) = fz(t, x(t, c), r(t, E), e), etc., and the functions F and G 
depend on t, 3 - X, y - y, and t. If WC set 
2-x Z= ( 1 9-Y’ 
then it follows from the form of F and G that 
F, G = O(l z i) I z I (12) 
uniformly for 0 < t < co, as 1 z I -+ 0. 
IKext, we use the fact that the method of matched expansions shows 
x(t, r),y(t, 6) can be written in the form 
x(t, E) = &l(t) + O(r), v(t, 6) = 900(t) + O(r), 
where O(E) holds uniformly on any set of the form 0 < s < t < co. Because 
of this, 
f,(t, G) =fdf) + O(E) -t 00 dt) - %(t)l), etc., (13) 
in (1 I) whercf,(t), etc., are defined in SI. It was shown in [3] that if @,,(t, s, l ) 
is the fundamental matrix defined by 
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then for sufficiently small E > 0, there are positive constants C’, p’ (inde- 
pendent of l ) such that 
1 @&, s, c)I < C’Pi’(t-a) for O<s<t<a. 
It follows from (13) (14) and the argument in [3] that if @(t, S, E) is the 
fundamental matrix defined by 
@(s, S, c) = identity, 
then for sufficiently small 6 > 0, there are positive constants C and p such 
that 
1 @(t, s, l )i < Ce-rJ(f-s) for 0 < s < t < co. (15) 
Using 0, we obtain from (I I) that for any 0 ,< s < t < m, z satisfies 
z(t) = @(t> 4 c) z(s) + j-’ @‘(t, s’, 6) ($,) (s’) ds’. s 
Therefore, according to (12) and (15) there is a constant C, such that 
1 z(t)1 < Ce-“(f-r) 1 z(s)1 + (F) .r,l c”(~-~‘) 1 z(s’)j* ds’. 
If for s < s’ < t we know that 
; z(s’)! < +/2c,c, 
then 
1 z(t)1 < C 1 z(s)\ e-Lz(f-S) -+ (5) Is’ e-“(f-S’) ) z(s’)I ds’ 
and so, by Gronwall’s inequality [6, p. 321, 
(16) 
I4N < C I +)I exd-WW - 41. 
Therefore, (17) guarantees that (16) is satisfied provided 
(17) 
I z(s)1 ,< +2c,c*. (18) 
We will now show that for any small E > 0, it is possible to choose s so 
that (18) is satisfied. This will complete the proof. 
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Now, we use Theorem I again to show 
z(fy e) I= ( 
&I - -fo)W + 4% - -w)) + O($)* 
(jg - i())(t) f l (j$ - j,)(t) (19) 
Let us choose l so small that the term O(e2) here satisfies 
O(e2) < q46ClC2. 
Piext, since P,(O), i,,(O) E D, we have that 
d(t) = i .+“(t) - &o(f) -t 1 j&(t) - j&(f)1 -+ 0 as t --c 03. 
Therefore, we choose st so that 
for t >, sr . Finally, by an argument like that in the lemma, we have that 
4(t) = 21(t) - &([)I -!- i j$(t) - A( + 0 
as r -+ CD. We therefore choose s1 > st so that 
d,(t) < q46C;C2 
for t 2 s2. It follows that if s .> s? , (18) is satisfied and therefore 
1 Z(t)1 < C 1 Z(S2)j K(“‘2)‘t-s1). 
The exponent TV here can be shown to be arbitrarily near 2a for small l . 
This completes the proof of Theorem 2. 
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