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Kokonaisvahinkomäärän arvioiminen onkin merkittävässä roolissa vakuutusyhtiöissä. Tällä arvioinnilla
voidaan todistaa esimerkiksi vakuutusyhtiön vakavaraisuus, mutta toisaalta kokonaisvahinkomäärän
suuruus vaikuttaa myös vakuutuksien hinnoitteluun. Kokonaisvahinkomäärän arviointia lähestytään tut-
kielmassa kahdesta eri näkökulmasta; simuloimalla vakuutuskannan käyttäytymistä sekä NP-approksi-
moinnilla, joka huomioi jakauman vinouden. 
Yksinkertaisuuden vuoksi kokonaisvahinkomuuttuja mallinnetaan yhdistettynä Poisson-muuttujana, ja
kyseiselle muuttujalle vahinkojen intensiteettiä kuvaava parametri on ennalta päätetty suureksi. Tark-
kuuden parantamiseksi simulointikierrosten määrä on 100 000. Yhdistetyn Poisson-muuttujan kertymä-
funktion laskeminen on haastavaa, vaikka vahinkojen lukumäärän sekä yksittäisen vahingon suuruden 
jakaumat olisivat tiedossa. Arviointi onnistuu periaattessa myös laskemalla konvoluutiosummia, mutta 
se on työlästä eikä se ole tarkoituksenmukaista.
Kokonaisvahinkomäärä, momentti, yhdistetty Poisson-muuttuja, NP-approksimaatio, simulaatio
Kumpulan tiedekirjasto
Vakuutusyhtiöt Suomessa ovat erittäin vakavaraisia. Tämä johtuu vakuutusyhtiölle ennakkoon asete-
tusta vakavaraisuusehdosta. Vakuutusyhtiön sallitaan jatkaa toimintaansa mikäli todennäköisyys vara-
rikolle toimikauden aikana on pienempi kuin ennalta valittu luku 'epsilon'. Käytännössä tämä luku vali-
taan niin pieneksi, että vararikko on lähes mahdoton.
Simuloinnin idea on melko suoraviivainen; ongelmaa ei ratkaista analyyttisin menetelmin, vaan tilanne
mallinnetaan pilkkomalla ongelma pienempiin palasiin, joita on helppo käsitellä. Simuloinnilla saadaan
tuotettua numeerisia arvoja tai graafisia kuvia, mutta niiden tulkinta on haasteellista. Analyyttiset mene-
telmät puolestaan antavat tietoa itse mallista, mutta lähestymistapa on simulointia hankalampi.
Liikennevakuutuksia tarkasteltaessa voidaan todeta, että esimerkiksi kuljettajien ajokäyttäytymisessä ja
ajotaidoissa on eroja. Näihin eroihin voivat vaikuttaa muun muassa vaihtelevat ajo-olosuhteet ja kuljetta-
jan ajamien kilometrien määrä. Vahinkojen intensiteetti ei siis ole kaikille kuljettajille sama. Kokonaisva-
hinkomäärää kuvaavat mallit sisältävät painotuksia eivätkä ne näin ollen ole yksinkertaisia. Tutkielmas-
sa pääpaino on NP-approksimoinnin taustojen todistamisessa, mutta lisäksi tuotetaan simuloinnilla ha-
vaintoja erään vakuutuskannan käyttäytymisestä ja verrataan simuloimalla saatua tulosta NP-approksi-
moinnilla saatavaan arvoon. NP-approksimaatio toteutetaan kolmen alimman momentin avulla.
Tutkielma käsittelee vinouden huomioivaa normaaliapproksimointia ja sen taustalla vaikuttavaa teoriaa.
Lisäksi näytetään, että NP-approksimointia voi soveltaa yritysmaailmassa.
Tutkielman johtopäätös on, että simuloinnilla ja NP-approksimoinnilla saadut arvot yhtyvät kunhan vahin-
kojen intensiteettiparametri on riittävän suuri.
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vahinkomäärää kuvaavat mallit sisältävät painotuksia eivätkä ne näin ollen ole yksinkertaisia. Tutkiel-
man pääpaino on NP-approksimoinnin taustojen todistamisessa, mutta lisäksi tuotetaan simuloimalla 
havaintoja vakuutuskannan käyttäytymisestä ja verrataan simuloinnista saatua tulosta NP-approksi-
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Matematiikan ja tilastotieteen laitos
Kiitokset rakkaalleni Ronjalle antamastasi tuesta läpi urakan. Sinun tuki sekä
loppumaton usko mahdollistivat tämän työn valmistumisen.
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Symmetrinen normaalijakauma ja siihen liityvä normaaliapproksimaatio, eli
arviointi, on monille tuttu esimerkiksi lukion matematiikan kursseilta. Tässä
tutkielmassa näytetään, että samankaltaista arviointia voidaan tehdä myös
epäsymmetrisille, eli vinoille jakaumille käyttämällä niin kutsuttua Normal
Power -approksimointia. Tätä varten todistetaan keskeinen raja-arvolause
riippumattomille ja samoin jakautuneille satunnaismuuttujille. Ajatuksena
on tutustua NP-approksimoinnin taustalla vaikuttavaan teoriaan.
Tarkastellan miten keskeistä raja-arvolausetta voidaan vahvistaa, kun kor-
keampia momentteja on olemassa. Itseasiassa edes kaikkien momenttien ole-
massaolo ei ole välttämätöntä, mutta se ei ole aiheen olennaisin osa. Esi-
tellään Berry-Esseen -raja, joka antaa suppenemisnopeuden keskeiselle raja-
arvolauseelle. Tämän ylärajan avulla voidaan arvioida standardoidun sum-
mamuuttujan jakauman eroavaisuutta normaalijakaumasta. Käytännössä
Berry-Esseen -raja ei kuitenkaan anna kovin tarkkoja tuloksia.
Pääpaino on kuitenkin NP-approksimoinnin taustojen todistamisessa. Lisäk-
si katsotaan voiko NP-approksimointia soveltaa yritysmaailmassa. Käy ilmi,
että vinon jakauman normaaliapproksimoinnilla on käytännönläheisiä sovel-
luksia, esimerkiksi vakuutusyhtiöissä. Tutkielmassa tarkastellan erään vakuu-
tuskannan käyttäytymistä ja kokonaisvahinkomäärän suuruutta arvioidaan
simuloimalla sattuneet vahingot sekä niiden suuruudet. Simulaatio toteute-
taan R-ohjelmistolla.
Vakuutusyhtiön näkökulmasta esimerkiksi ajajien liikennekäyttäytyminen ja
ajotaidot ovat erilaisia, mistä syystä vakuutusmallit eivät ole yksinkertaisia.
Vakuutusmallin vahinkomuuttuja sisältää painotuksia, joten tästä muodos-
tettu jakauma ei käyttäydy symmetrisesti, kuten normaalijakauma. Koko-
naisvahinkomäärän arvioiminen liittyy oleellisesti vakuutusyhtiön vakavarai-
suusehdon 'todistamiseen' ja on näin ollen tutkielman kannalta mielekäs.
Vakuutusyhtiön sallitaan jatkaa toimintaansa, mikäli todennäköisyys varari-
kolle toimintakauden aikana on pienempi kuin ennalta valittu luku . Vakuu-




Todennäköisyysavaruuden perusjoukosta käytetään merkintää Ω ja sen
alkiosta merkintää ω.
Osajoukon A ⊂ Ω vastatapahtumasta eli komplementista käytetään
merkintää Ac = {ω ∈ Ω: ω /∈ A}
Joukon X kaikkien osajoukkojen kokoelmaa eli potenssijoukkoa merkitään
symbolilla P(X) = {A : A ⊂ X}
Todennäköisyysmitasta käytetään merkintää P. Tapahtuman A
todennäköisyys on P [A].
Tyhjä joukko, eli joukko jossa ei ole yhtään alkoita, on ∅. Lisäksi P[∅] = 0.
Standardinormaalijakautuneen satunnaismuuttujan kertymäfunktiosta
käytetään merkitää N (x) ja vastaavasta tiheysfunktiosta merkintää n(x).








Luvn k kertomasta käytetään merkintää k! = k · (k − 1) · · · 2 · 1
Olkoon funktiot u ja v riippuvaisia parametrista x. Sovitaan, että parametri
x menee kohti arvoa a. Oletetaan, että funktio v on positiivinen. Tällöin
u = O (v)
u = o (v)
u ∼ v





Olkoon Xn ja Yn satunnaismuuttujajonoja. Jos jono suppenee jakaumaltaan,
käytetään merkintää X
d





2 Todennäköisyysavaruus ja -mitta
2.1 Perusominaisuuksia
Määritelmä 2.1. Kokoelma F perusjoukon Ω osajoukkoja on σ-algebra, jos
se toteuttaa ehdot:
(i) Ω ∈ F
(ii) Jos A ∈ F , niin Ac ∈ F .
(iii) Jos An ∈ F kaikilla n ∈ N, niin
⋃
An ∈ F . Käyttämällä ehtoa (ii), eli
siirtymällä komplementteihin voidaan ehto (i) korvata ehdolla
(i′) ∅ ∈ F
ja ehto (iii) ehdolla
(iii′) jos An ∈ F kaikilla n ∈ N, niin
⋂
An ∈ F
Määritelmä 2.2. Olkoon (T, τ) topologinen avaruus. Kokoelmaa Bor X =⋂ {F ⊂ P(X) : F on sigma-algebra, τ ∈ F} sanotaan joukonX Borelin per-
heeksi. Tämän perheen alkioita B ∈ Bor X kutsutaan Borel-joukoiksi.
Huomautus 2.1. Määritemän nojalla Borelin perhe on suppein niistä jou-
kon X sigma-algebroista, jotka sisältävät joukon X avoimet ja siis myös sul-
jetut joukot eli topologian τ .
Määritelmä 2.3. Numeroituvuus. Joukko A on numeroituva, jos on ole-
massa injektio f : A → N. Jos joukko A ei ole numeroituva, sanotaan sitä
ylinumeroituvaksi.
2.2 Todennäköisyysmitta
Määritelmä 2.4. Todennäköisyysmitta. Kuvausta P : F → [0, 1], joka to-
teuttaa alla olevat ehdot sanotaan todennäköisyysmitaksi.
(i) P[Ω] = 1
(ii) jos tapahtumat An ∈ F , n ∈ N, ovat erillisiä eli Am ∩ Ak = ∅ kaikilla








Todennäköisyysmitta on yleisen mitan erikoistapaus.
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2.3 Todennäköisyysavaruus
Määritelmä 2.5. Kolmikko (Ω,F ,P) muodostaa todennäköisyysavaruuden
kun Ω ei ole tyhjä joukko, toisin sanoen perusjoukossa on ainakin yksi alkio,
F on jokin σ-algebra ja P todennäköisyysmitta.
Lause 2.1. Jos kokoelmat Fj, j ∈ J , ovat σ-algebroja, niin
⋂Fj on σ-
algebra.
Todistus. (i) Selvästi Ω ∈ ⋂Fj, koska Ω ∈ Fj kaikilla j ∈ J .
(ii) Jos A ∈ ⋂Fj, niin A ∈ Fj kaikilla j ∈ J . Koska Fj on σ-algebra, niin
Ac ∈ Fj eli Ac ∈
⋂Fj.
(iii) Jos joukot An, n ∈ N, kuuluvat joukkoon
⋂Fj, niin ne kuuluvat
joukkoon Fj kaikilla j ∈ J . Saadaan
⋂
An ∈ Fj kaikilla j ∈ J , koska joukot




3 Satunnaismuuttujat ja -vektorit
3.1 Mitallinen kuvaus ja jakauma
Määritelmä 3.1. Kuvaus X : Ω → R on satunnaismuuttuja eli mitallinen
kuvaus, jos {X ∈ B} ∈ F kaikilla B ∈ Bor X. Vastaavasti vektoriarvoinen
kuvaus X = (X1, ..., Xn) : Ω → Rn on satunnaisvektori, jos {X ∈ B} ∈ F
kaikilla B ∈ Bor Xn.
Määritelmä 3.2. Satunnaisvektorin X = (X1, ..., Xn) jakauma PX on sen
maalijoukkonsa Rn indusoima todennäköisyysmitta
PX [B] = P [X ∈ B] , missä B ∈ Bor Xn.
3.2 Muuttujien jaottelu
Määritelmä 3.3. Satunnaismuuttujan jatkuvuus. Satunnaismuuttuja X on






kaikilla B ∈ Bor X. Funktio f : R → R+ on satunnaismuuttujan X tiheys-






f(x1, ..., xn) dx1...dxn
kaikilla B ∈ Bor X. Funktio f : R → Rn+ on satunnaisvektorin X yhteisti-
heysfunktio.
Määritelmä 3.4. Satunnaismuuttuja on diskreetti, jos sen arvojoukko on
äärellinen tai numeroituvasti ääretön. Olkoon satunnaismuuttujan X arvo-
joukko {x1, x2...} ja pk = P[X = xk]. Tällöin sen jakauma on muotoa
PX [B] =
∑
pkδxk [B] , missä δxk =
{
1, jos xk ∈ B
0, muulloin
Määritelmä on annettu niin sanottujen Diracin pistemassojen δxk avulla.




f(x) dx = 1.
Vastaava määritelmä diskreetille satunnaismuuttujalle saadaan kun integraa-
li korvataan summalla ja jokainen pistetodennäköisyys pk on epänegatiivinen.
Tällöin käytetään nimitystä pistetodennäköisyysfunktio.
Huomautus 3.1. Tutkielmassa esiintyvät satunnaismuuttujat ovat pääsään-
töisesti jatkuvia. Kaikki jatkuville satunnaismuuttujille suoritettavat operaa-
tiot voidaan tehdä myös diskreeteille satunnaismuuttujille.
Määritelmä 3.6. Kertymäfunktio F kuvaa satunnaismuuttujan X jakau-
man yksikäsitteisesti ja kaikille x ∈ R pätee




Huomautus 3.2. Kertymäfunktiolla F on seuraavat ominaisuudet:
(i) F on kasvava: F (x) ≤ F (y) kaikilla x ≤ y,
(ii) F on oikealta jatkuva: limx→y+ F (x) = F (y),
(iii) limx→−∞ F (x) = 0 ja limx→∞ F (x) = 1.
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Kertymäfunktion asemesta voidaan puhua yleisesti vain jakaumasta F eikä
väärinymmärtämisen riskiä ole.










Huomautus 3.3. Vaikka satunnaismuuttujan u(X) jakaumasta ei ole täy-
dellistä tietämystä, niin satunnaismuuttujan X jakauman tunteminen riittää
sen funktion odotusarvojen laskemiseen.
3.3 Konvoluutio
Moni uusi satunnaismuuttuja voidaan määritellä satunnaismuuttujien X ja
Y funktiona, mutta tärkein rooli on kuitenkin summamuuttujalla X+Y . Tu-
tustutaan nyt kovoluution käsitteeseen yksinkertaisessa erikoistapauksessa.
Olkoon satunnaismuuttujat X ja Y riippumattomia, joilla on tiheysfunk-
tiot f ja g. Näiden muodostama yhteistiheysfunktio antaa todennäköisyydet
tasossa R2 ja on muotoa
(3.1) P [A] =
∫ ∫
A
f (x) g (x) dx dy.
Olkoon uusi satunnaismuuttuja S = X + Y ja arvojoukko A = {S ≤ s}.
Olkoon satunnaismuuttujan Y jakauma G. Oletetaan, että derivoimalla saa-
daan tiheysfunktio g(y) = G′(y). Haluamme määrittää satunnaismuuttu-
jan X + Y = S jakauman, joten integroidaan yhtälössä (3.1) yli pisteiden
y ≤ s− x. Saadaan




Symmetriasta johtuen jakaumien F ja G roolia voidaan vaihtaa vaikuttamat-
ta itse tulokseen. Tällöin














Tiheysfunktioiden f ja g keskittyessä välille [0,∞) konvoluutio (3.2) kutistuu
muotoon ∫ s
0
f (s− y) g (y) dy =
∫ s
0
f (x) g (s− x) dx.
Satunnaismuuttujien summaus on sekä vaihdannaista että liitännäistä ja sa-
ma pätee pätee konvoluutiolle. Koska konvoluution käsite on erittäin tärkeä,
siihen palataan myöhemmin yleisessä tapauksessa.
4 Karakteristinen funktio
4.1 Määritelmä ja ominaisuuksia
Todennäköisyysteoreettisissa ongelmissa, erityisesti riippumattomien satun-
naismuuttujien summan tarkastelussa, karakteristinen funktio tarjoaa yksin-
kertaisempia vastauksia ja osoittautuu näin hyödylliseksi apuvälineeksi. Tätä
teoriaa jatkettaessa törmätään väistämättä Fourier-analyysiin.
Karakteristisen funktion ja konvoluution välillä on yhteys, sillä matemaatti-
sessa mielessä riippumattomien satunnaismuuttujien summa vastaa funktioi-
den välistä konvoluutiota. Koska karakteristinen funktio määrittelee yksikä-
sitteisesti sitä vastaavan jakauman, toisinaan on yksinkertaisempaa korvata
konvoluutio karakteristisen funktion tulolla, eikä 'tiedon' menetyksestä ole
vaaraa.
Tarkastellaan eksponenttifunktiota, joka määritellään reaaliarvoiselle muut-
tujalle x seuraavasti
eiξx = cos ξx+ i sin ξx,
missä ξ on reaaliarvoinen vakio ja i2 = −1. Koska funktio eiξx on rajoitettu,
sen odotusarvo on aina olemassa. Lisäksi karakteristinen funktio toimii mo-
mentit generoivan funktion korvikkeena, jos reaalinen argumentti korvataan
kompleksisella argumentilla.
Määritelmä 4.1. OlkoonX satunnaismuuttuja, jolla on jakauma F . Tällöin
jakauman F tai yhtäpitävästi satunnaismuuttujan X karakteristinen funktio










cos ξx · F {dx} , v(ξ) =
∫ ∞
−∞
sin ξx · F {dx} .




eiξx f (x) dx.
Yhtälön (4.1) oikea puoli voidaan tulkita myös odotusarvona, jolloin se on
muotoa ∫ ∞
−∞





Huomautus 4.1. Fourier-anlyysissä funktiota ϕ kutsutaan jakauman F
Fourier-Stieltjes -muunnokseksi. Tällaisia muunnoksia voidaan määritellä kai-
kille rajoitetuille mitoille ja termi 'karakteristinen funktio' korostaa, että mi-
talla on yksikkömassa. Muunkaltaisilla mitoilla ei ole karakteristista funktio-
ta.
Koska muotoa (4.1) olevia integraaleja esiintyy monissa eri yhteyksissä, sovi-
taan että (4.1) määrittelee tavallisen Fourier'n muunnoksen tiheydelle f . Ja-
kauman F karakteristinen funktio on tiheyden f tavallinen Fourier'n muun-
nos, kun jälkimmäinen on olemassa, mutta termi Fourier'n muunnos pätee
myös toisille funktioille.
Selvitetään nyt muutama karakteristisen funktion perusominaisuus.
Lause 4.1. Yksikäsitteisyyslause. Olkoon X ja Y satunnaismuuttjia. Tällöin
satunnaismuuttujia vastaaville karakteristisille funktioille pätee ϕX = ϕY , jos
ja vain jos, X
d
= Y .
Todistus. Väite todistetaan muunoskaavojen yhteydessä.
Lemma 4.1. Karakteristinen funktio on tasaisesti jatkuva ja sillä on seu-
raavat ominaisuudet:






1 · F {dx} = 1.
Koska |eiξx| = 1, tällöin∣∣∣∣∫ ∞−∞ eiξx F {dx}
∣∣∣∣ ≤ ∫ ∞−∞ ∣∣eiξx∣∣ F {dx} = 1.
Näytetään vielä tasainen jatkuvuus. Tarkastellan erotusta
ϕ(ξ + h)− ϕ(ξ) =
∫ ∞
−∞
eiξx+ihx − eiξx F {dx} =
∫ ∞
−∞
eiξx(eihx − 1)F {dx}
ja arvioidaan sen itseisarvoa. Nyt
|ϕ(ξ + h)− ϕ(ξ)| ≤
∫ ∞
−∞
∣∣eihx − 1∣∣ F {dx} .
Olkoon luku  > 0 mielivaltainen ja valitaan nyt riittävän suuri luku T , että∫
|x|>T
F {dx} < 
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ja niin pieni luku h, että
∣∣eihx − 1∣∣ < /2, kun |x| < T . Saadaan
|ϕ(ξ + h)− ϕ(ξ)| ≤
∫ T
−T
∣∣eihx − 1∣∣ F {dx}+ 2 ∫
|x|≥T
F {dx} ≤ .
Tarkastellaan kahta riippumatonta satunnaismuuttujaa X1 ja X2, joilla on
jakaumat F1 ja F2 sekä karakteristiset funktiot ϕ1 ja ϕ2. Riippumattomien
satunnaismuuttujien odotusarvolle pätee
E(eiξ(X1+X2)) = E(eiξX1)E(eiξX2).
Tämä antaa seuraavaan lemmman.
Lemma 4.2. Jakaumien F1 ja F2 konvoluutiolla on karakteristinen funk-
tio ϕ1ϕ2. Eli kahden riippumattoman satunnaismuuttujan summaa X1 +X2
vastaa summattavien satunnaismuuttujien karakterististen funktioiden tulo
ϕ1ϕ2.
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Huomautus 4.2. Vaikka konvoluutio onkin tärkä käsite riippumattomien
satunnaismuuttujien summaa tutkittaessa, edellinen lemma tarjoaa huomat-
tavasti yksinkertaisemman lähestymistavan. Lisäksi on hyvä huomauttaa, et-
tä lemman käänteinen tulos ei ole voimassa. On mahdollista löytää toisistaan
riippuvat satunnaismuuttjat, joiden summa on satunnaismuutujien jakau-
mien konvoluutio ja tätä vastaava karakteristinen funktio on satunnaismuu-
tujien karakterististen funktioiden tulo. Esimerkiksi lähteestä [2] s.51 löytyy
vastaava erikoistapaus.
Ennen seuraavaa ominaisuutta annetaan määritelmä hieman erikoisemmalle
jakaumalle.
Määritelmä 4.2. Jakauma F ⊂ R on aritmeettinen, jos se on keskittynyt
pistejoukkoon joka on muotoa
0,±λ,±2λ, · · ·
Suurin luvuista λ, jolla on tämä ominaisuus sanotaan olevan jakauman F
virittäjä.
Huomautus 4.3. Yleisemmin puhtaan lattisijakaumasta aritmeettisen ja-
kauman asemesta, mutta niiden käyttö vaihtelee. Joissain tapauksissa lattii-
sijakauma on keskittynyt pistejoukkoon, joka on muotoa: a, a±λ, a± 2λ · · · ,
missä luku a on mielivaltainen. Esimerkiksi binomijakauma 'ääripisteissä' ±1
on aritmeettinen virittäjänä luku 1, mutta vaihtoehtoisessa määritelmässä
valitsemalla mielivaltainen luku a = −1 saadaan lattiisijakauma virittäjänä
2.
Seuraava lemma karakterisoi aritmeettisen jakauman.
Lemma 4.3. Jos λ 6= 0, seuraavat väitteet ovat yhtäpitäviä
(i) ϕ(λ) = 1.
(ii) karakteristisella funktiolla ϕ on sellainen jakso λ, että
ϕ(ξ + nλ) = ϕ(ξ) kaikilla ξ ja n.
(iii) Jakauma F on keskittynyt pisteisiin 0,±h,±2h, · · · joukossa, missä
h = 2pi/λ.







Koska tällä funktiolla on jakso 2pi/h, niin väittestä (iii) seuraa väite (ii)
joka on vahvepi ehto kuin väite (i). Joten väittestä (ii) seuraa väite (i).
Oletetaan nyt, että väite (i) pätee ja näytetään väite (iii) todeksi. Jos ϕ(λ) =
1, niin epänegatiivisen funktion 1−cosλx odotusarvo katoaa vain silloin kun
1 − cosλx = 0 kaikissa pisteissä x, jotka ovat jakauman F hyppykohtia.
Tällöin jakauma F on keskittynyt pisteeseen 0 ja väite (iii) on tosi.
Lemma 4.3 kattaa eriokistapauksen, jossa jakauma F on keskittynyt origon
ympäristöön. Tällöin ϕ(ξ) = 1 kaikilla ξ, ja siksi jokainen luku on karak-
teristisen funktion ϕ jakso. Jos λ on karakteristisen funktion jakso, tällöin
myös sen jokainen monikerta on jakso. Kuitenkin ei-kokonaislukuarvoiselle
monikertaiselle jaksolliselle funktiolle ϕ on olemassa pienin positiivinen jak-
so. Tätä kutsutaan tällöin oikeaksi jaksoksi.
Vastaavasti aritmeettisella jakaumalla F on olemassa suurin positiivinen luku
h, jolle ominaisuus (iii) pätee. Tällöin h virittää jakauman. Lemmasta 4.3
seuraa, että virittäjällä h ja periodilla λ on yhteys λh = 2pi. Jos ei päde,
ϕ(ξ) 6= 1 tai ϕ(ξ) = 1 identtisesti.Tällöin on olemassa pienin sellainen luku
λ > 0, jolle ϕ(λ) = 1, mutta ϕ(λ) 6= 1 kun 0 < ξ < λ.
Oletetaan ϕ(λ) = 1 asemesta, että |ϕ(λ)| = 1. Nyt on olemassa sellainen
reaaliarvoinen b, että ϕ(λ) = eibλ. Satunnaismuuttujalla X − b on karakte-
ristinen funktio
E(eiξ(X−b)) = E(eiξX)e−iξb = ϕ(ξ)e−iξb,
joka saa arvon 1 kun ξ = λ. Jokainen tämän karakteristisen funktion jakso
on samalla myös funktion |ϕ| jakso. Samalla tuli todistetuksi
Lemma 4.4. Vain nämä kolme tilannetta ovat mahdollisia:
(i) |ϕ(ξ)| < 1, kaikille ξ 6= 0.
(ii) |ϕ(λ)| = 1 ja |ϕ(ξ)| < 1 kun 0 < ξ < λ. Tällöin funktiolla |ϕ| on jakso
λ ja on olemassa sellainen reaaliarvoinen b, että jakauma F (X + b) on
aritmeettinen virittäjänä h = 2pi/λ.
(iii) |ϕ(ξ)| = 1 kaikilla ξ. Tällöin ϕ(ξ) = eiξb ja jakauma F on keskittynyt
pisteeseen b.
Määritelmä 4.3. Absoluuttinen jatkuvuus. Jakauma F on absoluuttisesti






Tällöin funktio υ on jakauman F tiheys mitan U suhteen. Mittateoriassa
funktio υ tunnetaan Radon-Nikodym -derivaattana jakaumalle F mitan U
suhteen.
Jakaumaan F liittyvien häntätodennäköisyyksien paksuus vaikuttaa karakte-
ristiseen funktion ϕ käyttäytymiseen. Mitä pienemmät häntätodennäköisyy-
det jakaumalla on, sitä sileämpi sen karakteristinen funktio on. Käänteisesti:
mitä sileämpi jakauma F on, sitä kesymmin sen karakteristinen funktio ϕ
käyttäytyy 'äärettömyydessä'.
Karakteristiseen funktioon liittyvät arviot puolestaan riippuvat virhetermin
suuruudesta, kun funktiota eix arvioidaan Taylor-kehitelmällä vain äärellisen
monella termillä. Virhetermin suuruutta voidaan arvioida ylöspäin ensim-
mäisen pois jätettävän termin avulla. Tämä käy ilmi seuraavasta lemmasta.
Lemma 4.5. Kaikille n = 1, 2, ... ja x > 0 pätee
(4.2)
∣∣∣∣eix − 1− ix1! − ...− (ix)n−1(n− 1)!
∣∣∣∣ ≤ xnn!















∣∣∣∣ = ∣∣∣∣∫ x
0
eiy dy
∣∣∣∣ ≤ ∫ x
0
|eiy| dy = x.
Väite on tosi, kun n = 1. Oletetaan, että väite pätee kun n = k ja näytetään,








eiy − 1− iy
1!















− · · · − i
n−1yn
n(n− 1)!














eiy − 1− iy
1!













xn F {dx} , Mn =
∫ ∞
−∞
|x|n F {dx} .
Momenttien olemassaolo edellyttää, että intgraali suppenee.
Lemma 4.6. Jos Mn < ∞, niin tällöin n-kertainen derivatta karakteristi-
selle funktiolle ϕ on olemassa jatkuvana funktiona
(4.3) ϕ(n) (ξ) = in
∫ ∞
−∞
eiξxxn F {dx} .
Todistus. Kirjoitetaan funktion ϕ derivaatat erotusosamääränä. Nyt
lim
→0










Tulkitaan eix − 1 Taylor-kehitelmäksi, kuten lemmassa 4.5. Saadaan arvio∣∣∣∣eix − 1
∣∣∣∣ ≤ ∣∣∣x ∣∣∣ = |x| .











+ · · ·+ (ix)n−1
(n−1)! − 1

F {dx} = i
∫ ∞
−∞
eiξxx F {dx} .
Väite pitää paikkansa kun n = 1 ja yleinen tapaus saadaan suoraan induk-
tiolla. Oletetaan, että väite pitää paikkansa kun n = k. Näytettään, että









eiξxxk F {dx} .
Koska satunnaismuuttuja ξ ei riipu mitasta F {dx}, niin diﬀerentiaali voi-






eiξxxk F {dx} = ik
∫ ∞
−∞





eiξxxk+1 F {dx} .
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Korollaari 4.1. Edellisestä lemmasta saadaan seuraava erikoistapaus. Jos
m2 <∞, tällöin
ϕ′(0) = im1, ϕ′′(0) = −m2.





niin γ(ξ)→ 0 kun ξ → ±∞.
Todistus. Väite voidaan todistaa äärellisten porrasfunktioiden g avulla. Mie-
livaltaiselle integroituvalle funktiolle g ja luvulle  > 0 on olemassa sellainen
porrasfunktio g1, että ∫ ∞
−∞
|g(x)− g1(x)| dx < 
Yhtälön (4.4) mukainen muunnos γ1 funktiolle g1 katoaa äärettömyydessä ja
näin ollen kahden edellisen relaation seurauksena saadaan |γ(ξ)− γ1(ξ)| < 
kaikille muuttujille ξ. Vastaavasti |γ1(ξ)| < 2 riittävän suurille |ξ| ja luvun
 ollessa mielivaltainen pätee γ1(ξ)→ 0 kun ξ → ±∞.
Lemma 4.8. Jos jakaumalla F on tiheys f , niin tällöin karakteristinen funk-
tio ϕ(ξ)→ 0 kun ξ → ±∞. Jos tiheydellä f on integroituvat derivaattafunk-
tiot f ′, . . . , f (n), niin |ϕ(ξ)| = o(|ξ|−n) kun |ξ| → ∞.
Todistus. Väitteen ensimmäinen osa on todistettu edellisessä lemmassa. Jos
derivaattafunktio f ′ on integroituva, niin osittaisintegroinnin kaavalla
∫
u′v =













Kun x→ ±∞, niin eiξxf(x)→ 0 ja saadaan





ja tällöin |ϕ(ξ)| = o(|ξ−1|). Jatkamalla osittaisintegrointia n kertaa saadaan
koko väite.
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Huomautus 4.4. Epäyhtälö (4.2) voidaan antaa myös muodossa
(4.5)
∣∣∣∣eiξx(eitx − 1− itx1! − · · · − (itx)n−1(n− 1)!
)∣∣∣∣ ≤ |tx|nn! .
Käyttämällä yhtälöä (4.3) saadaan
(4.6)
∣∣∣∣ϕ(ξ + t)− ϕ(ξ)− t1!ϕ′(ξ)− · · · − tn−1(n− 1)!ϕ(n−1)(ξ)
∣∣∣∣ < Mn |t|nn! .
Jos absoluuttinen momentti Mn <∞, epäyhtälö (4.6) on voimassa mielival-
taisille muuttujille ξ ja t. Tämä epäyhtälö antaa tällöin funktion ϕ ja sen
ensimmäisten termien Taylor-kehitelmän erotukselle ylärajan.
Jos raja-arvo limx→∞ F (x) < 1, kertymäfunktion F sanotaan olevan epätäy-
dellinen. Mahdollisesti epätäydellistä jakaumaa kutusutaan pseudo-jakaumaksi
ja vastaavasta suppenemisesta käytetään merkitään Fn
v→ F
Määritelmä 4.5. Kunnollinen suppeneminen. Jakaumajono (Fn) suppenee
jakaumaan F , jos
Fn {I} → F {I}
jokaisella jakauman F jatkuvalla ja rajoitetullan intervallilla I. Tällöin käy-
tetään merkintää Fn → F . Suppeneminen on kunnollista, jos F ei ole epä-
täydellinen.
Huomautus 4.5. Edelliselle määritelmälle voidan antaa myös vaihtoehtoi-
nen muoto. Suppeneminen Fn → F on kunnollista, jos ja vain jos, jokaista
lukua  > 0 kohti on olemassa sellaiset luvut a ja N , että∫ a
−a
Fn {dx} > 1− , kun n > N.
Määritelmä 4.6. Äärettömyydessä katoavat funktiot. Tällä tarkoitetaan








Jakauma Fn on kunnollinen todennäköisyysjakauma, mutta jakauman F sal-
litaan olevan epäkelpo.
18
4.2 Yleinen muoto konvoluutiolle
Tämä käsite on tärkeä monella eri matematiikan alalla. Keskitytään tarkaste-
lemaan konvoluutiota kahdella eri tavalla: operaationa jakaumien välillä sekä
operaationa jakauman ja jatkuvan funktion välillä. Olkoon F jakauma ja h




h (x− y) F {dy} .




h (x− y) f (y) dy.
Määritelmä 4.7. Funktion ϕ ja jakauman F konvoluutio on määritelty
yhtälön (4.7) mukaan. Tällöin käytetään merkintää u = F?h. Kun jakaumalla
F on tiheys f kuten yhtälössä (4.8) käytetään merkintää u = f ∗ h.
Huomautus 4.6. Yksinkertaisuuden vuoksi funktio h oletettiin rajoitetuksi,
mutta se ei ole välttämätöntä.
4.3 Muunnoskaavoja
Yksi karakteristinen funktio tärkeistä ominaisuuksista on, että se määrittelee
yksikäsitteisesti sitä vastaavan jakauman. Yksi tapa todistaa väite on käyttää
muunnoskaavoja, tällöin sovelletaan Parsevalin kaavaa.
Huomautus 4.7. Olkoon X ja Y satunnaismuuttujia, joita vastaavat ja-




eiξx F {dx} .



























γ(x− t) F {dx} .
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Parsevalin kaavan ideana on yhdistää kaksi jakaumaa niin, että toisella puo-
lella on 'monimutkainen' ja toisella 'yksinkertainen' integraali. Yhtälölle (4.9)
voidaankin määritellä monta ekvivalenttia muotoa, mutta tarkastellaan nyt
erästä erikoistapausta ja todistetaan Parsevalin kaavan avulla yksikäsittei-
syyslause 4.1.
Todistus. Olkoon X tutkittava satunnaismuuttuja ja olkoon satunnaismuu-
tuja Ya normaalijakautunut odotusarvolla 0 ja varianssilla a−2. Nyt satun-







funktio on γ(s) = e−
s2















2a2 F {dx} .
























p→ 0 kun a → ∞, niin satunnaismuuttuja X + Ya d→ X kun a →
∞. Nyt satunnaismuuttujan X jakauma on yksikäsitteisesti laskettavissa ja













Tämä todistaa karakteristisen funktion yksikäsitteisyyden.
Yhtälön (4.11) uudelleen muotoilussa käytettiin Fourier'n käänteismuunnos-
ta, joka todistetaan seuraavaksi.
Huomautus 4.8. Otetaan käyttöön merkintä ϕ ∈ L. Tällä tarkoitetaan∫ ∞
−∞
|ϕ (ξ)| dξ <∞.
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Lause 4.2. Fourier'n käänteismuunnos. Olkoon jakauman F karakteristinen
funktio ϕ. Oletetaan, että ϕ ∈ L. Tällöin jakaumalla F on rajoitettu ja














e−iξtϕ (ξ) dy, kun a→∞.
Yhtälön oikea puoli tulee olemaan satunnaismuuttujan X tiheys. Pitää vielä
näyttää,että tiheys on juuri haluttua muotoa. Oletetaan, että pisteet c ja d







FX(d)− FX(c), kun a→∞.
Koska pisteet c ja d ovat mielivaltaisia, tällöin funktion f on oltava satun-
naismuuttujan X tiheys.
Lemma 4.9. Olkoon Fn jakauma jolla on karakteristinen funktio ϕn. Jos
ϕn(ξ) → ϕ(ξ) kaikilla ξ, tällöin on olemassa mahdollisesti epätäydellinen
jakauma F , jolle pätee Fn → F .
Seuraava lause sanoo oleellisesti, että rajajakauma F on epätäydellinen, jos
ja vain jos, raja ϕ on epäjatkuva origossa.
Lause 4.3. Jatkuvuuslause. Olkoon (Fn) jono todennäköisyysjakaumia ja
(ϕn) jono niitä vastaavia karakteristisia funktioita. Jotta jono (Fn) suppe-
nee kunnollisesti todennäköisyysjakaumaan F on välttämätöntä, että jono
vastaavia karakteristisia funktioita (ϕn) suppenee pisteittäin rajafunktioon ϕ.
Lisäksi funktion ϕ on oltava jatkuva jossain origon ympäristössä. Tässä ta-
pauksessa ϕ on jakauman F karakteristinen funktio ja siksi ϕ on kaikkialla
jatkuva sekä konvergenssi ϕn → ϕ on tasaista jokaisessa äärellisessä inter-
vallissa.
Todistus. Oletetaan, että Fn → F ja jakauma F on kunnollinen. Tällöin ka-
rakteristiset funktiot ϕn suppenevat jakauman F karakteristiseen funktioon
ϕ tasaisesti jokaisessa äärellisessä intervallissa.
21
Oletetaan nyt, että jono karkakteristisia funktioita suppenee rajafunktioon
mielivaltaisella muuttujalla ξ, eli ϕn(ξ) → ϕ(ξ) kaikilla ξ. Nyt lemman 4.9
nojalla raja Fn → F on olemassa. Sovelletaan Parsevalin kaavan erikoista-














Oletuksen nojalla Fn → F Yhtälön vasen puoli on on rajoitetun funktion
e−iξtϕ(ξ) odotusarvo normaalijakauman n(0, a−2) suhteen.∫ ∞
−∞





Kun a → ∞ jakauma keskittyy origon lähelle ja tällöin vasen puoli menee
kohti ϕ(0) silloin, kun karakteristinen funktio ϕ on jatkuva jossain origon
ympäristössä. Koska ϕn(0) = 1, niin ϕ(0) = 1. Toisaalta
√
2pin(x) ≤ 1










F {dx} ≤ F{−∞,∞}.
Siis F{−∞,∞} ≥ 1 ja suppenemisen on pakko olla kunnollista.
Lause 4.4. Keskeinen raja-arvolause. Oletetaan, että satunnaismuuttujat
X1, X2, ... ovat riippumattomia ja samoin jakautuneita. Olkoon jakauma-
na F ja karakteristisena fuktiona ϕ. Oletetaan lisäksi, että E(Xj) = 0 ja
E(X2j ) = 1. Merkitään Sn = X1 + ... + Xn. Tällöin satunnaismuuttujan
Sn/
√
n jakauma menee kohti normaalijakaumaa N .






→ e− 12 ξ2 , kaikilla ξ, kun n→∞
kanssa. Nyt lemman 4.6 nojalla karakteristisen funktion ϕ toinen derivaatta
on olemassa ja jatkuva. Origon ympäristössä Taylor-kehitelmällä saadaan
(4.13) ϕ(x) = ϕ(0) + xϕ′(0) +
1
2
x2ϕ′′(0) + o(x2), x→ 0.
Valitaan mielivaltainen ξ ja olkoon x = ξ/
√






































Korottamalla potenssiin n saadaan väite.
Jos jakaumalla F on tiheys f , on luonnollista olettaa tiheyden Sn/
√
n suppe-
nevan normaalijakuman tiheyteen n(x). Tämä ei kuitenkaan aina pidä paik-
kaansa, mutta poikkeamat ovat onneksi tekemällä tehtyjä. Seuraava lause
kattaa tilaanteet, jotka esiintyvät yleisessä käytössä.
Lause 4.5. Oletetaan, että muuttuja |ϕ| on integroituva. Tällöin satunnais-
muuttujalla Sn/
√
n on tiheysfunktio fn, joka suppenee tasaisesti standardi-
normaalijakauman tiheyteen n(x).
Todistus. Fourier'n käänteismuunnoksen kaava (4.12) pätee molemmille ti-
heyksille fn ja n(x). Saadaan






− e− 12 ξ2
∣∣∣∣ dξ
ja koska |e−iξx| = 1, niin tällöin






− e− 12 ξ2
∣∣∣∣ dξ.
Epäyhtälön oikea puoli on riippumaton muuttujasta x. Riittää näyttää, että
oikea puoli menee arvoon 0, kun luku n kasvaa rajatta. Yhtälön (4.13) avulla
voidaan valita sellainen luku δ > 0, että
|ϕ (ξ)| ≤ e− 14 ξ2 kun |ξ| < δ
Jaetaan nyt integraali kolmeen osaan ja todistetaan, että jokainen osa on
pienempää kuin mieleivaltainen luku  kun luku n vain valitaan riittävän
suureksi.
(i) Keskeisen raja-arvolauseen todistuksessa nähdään, että kiinteällä inter-
vallilla −a ≤ ξ ≤ a integrandi menee tasaisesti kohti arvoa 0 joten suljetulla
vällä [−a, a] integraali menee kohti arvoa 0.
(ii) Kun a < |ξ| < δ√n integrandi∣∣∣∣ϕn( ξ√n
)
− e− 12 ξ2
∣∣∣∣ < 2e− 14 ξ2 ,
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joten tällä intervallilla integraali saadaan pienemmäksi kuin , kunhan luku
a on vain riittävän suuri.
(iii) Tiedetään, että |ϕ(ξ)| < 1, kun ξ 6= 0 ja ϕ(ξ)→ 0, kun |ξ| → ∞. Tästä
seuraa, että funktion |ϕ(ξ)| maksimi muuttujalle |ξ| ≥ δ on jokin luku η < 1.





− e− 12 ξ2
∣∣∣∣ dξ < ηn−1 ∫ ∞−∞
∣∣∣∣ϕ( ξ√n
)∣∣∣∣ dξ + ∫|ξ|>δ√n e− 12 ξ2 dξ.
Toinen integraali vastaa funktion
√
n|ϕ| integraalia. Kolmas integraali on
suljetulla välillä [−δ√n, δ√n] joten integraalien summa suppenee kohti arvoa
0.
5 Kehitelmiä keskeiselle raja-arvolauseelle
5.1 Notaatioita
Oletetaan, että ensimmäinen momentti µ1 = 0. Olkoon toinen momentti
µ2 = σ
2. Näin normeeratulle normaalijakaumallle n-kertaista konvoluutiota
merkitään symbolilla Fn. Tällöin








Jos jakauman Fn tiheys on olemassa, käytetään siitä merkintää fn.
Tässä osiossa tarkastellaan funktiota, jotka ovat muotoa
















Funktio ν yhtälössä (5.1) määrittelee Fourier'n muunnoksen ja epäyhtälön
(5.2) oikea puoli Fourier'n normin funktiolle u. Molemmat funktiot u ja ν ovat
integroituvia. Jos funktio u on todennäköisyystiheys, eli integraalin arvoksi










Tällöin karakteristinen funktio on ϕ(ξ) = e−
1
2
ξ2 . Nyt funktio u(x) on toden-























e−iξx(−iξ)ke− 12 ξ2 dξ
kaikilla luvuilla k = 1, 2, . . . . Edellisen yhtälön vasemmalla puolella on esitys
∂k
∂x
n (x) = (−1)kHk (x)n (x) ,






















3x− x3) e− 12 ξ2
ja niin edelleen. Tästä päästään seuraavaan määritelmään.
Määritelmä 5.1. Hermite'n polynomin rekursiokaava on muotoa
Hk+1(x) = x Hk(x)−H ′k(x)
ja kolme ensimmäistä Hermite'n polynomia ovat
H1(x) = x, H2(x) = x
2 − 1, H3(x) = x3 − 3x.
Hermite'n polynominHk karakterisoiva ominaisuus on, että funktiollaHk(x) n(x)





Keskeistä raja-arvolausetta voidaan huomattavasti vahvistaa, jos korkeampia




|ϕ (ξ)|v dξ <∞
jollakin luvulla v ≥ 1. Lauseen 4.5 todistus voidaan karkeasti tiivistää seu-
raavasti. Erotuksella un = fn − n(x) on Fourier'n muunnos
25













− e− 12 ξ2
∣∣∣∣
suppenee kohti lukua 0 kahdesta syystä. Valitaan mielivaltaisen pieni, mutta
kiinnitetty luku δ > 0. Tälllöin intervallin |ξ| > δσ√n valinta saa integraaliin
suppenemaan kohti lukua 0 oletuksen (5.3) takia.
Muuttujan ξ ollessa välin |ξ| < δσ√n sisällä integrandi vn on melko pie-
ni, johtuen karakteristisen funktion ϕ käyttäytymisestä origon ympäristössä.
Edellinen johtopäätös rippuu vain siitä, että momentit µ1 = 0 ja µ2 = σ2.
Kun korkeamman asteen momentteja on olemassa, voidaan karakteristisen
funktion ϕ Taylor-kehitelmää laajentaa useampaan termiin. Tällöin saadaan
tarkempia tuloksia konvergenssin fn → n(x) nopeudesta. Valitettavasti mer-
kintöjen kanssa tulee ongelmia, kun termejä on enemmän kuin kolme. Siksi
erotetaan helpoin ja tärkein erikoistapaus.
Lause 5.1. Oletetaan, että kolmas momentti µ3 on olemassa ja että (5.3)
on integroituva jollakin luvulla v ≥ 1. Tällöin tiheys fn on olemassa jollakin
luvulla n ≥ v ja kun luku n kasvaa rajatta









Todistus. Fourier'n käänteislauseen (4.12) nojalla vasen puoli yhtälössä (5.4)

















Valitaan mielivaltainen, mutta kiinteä luku δ > 0. Koska ϕn on tiheyden fn
karakteristinen funktio, tiedetään |ϕ(ξ)| < 1 kaikilla |ξ| 6= 0 ja ϕ(ξ)→ 0 kun
|ξ| → ∞. Nyt on olemassa sellainen luku qδ < 1, että |ϕ(ξ)| < qδ kun |ξ| ≥ δ.

























joka suppenee lukuun 0 nopeammin kuin mikään luvun 1/n potenssi. Olkoon
funktio ψ(ξ)






















∣∣∣∣ dξ +o( 1n
)
.
Käytetään seuraavanlaista kaavaa ylläolevan integrandin arvioimiseen





missä luku γ = max (|α| , |β|). Epäyhtälö on totta mielivaltaisille reaali- tai
kompleksiluvuille α ja β. Korvaamalla funktiot eα ja eβ niitä vastaavilla po-
tenssisarjoilla saadaan
































∣∣∣∣12β2 + 16β3 + · · ·
∣∣∣∣
Järjestellään oikeanpuoleisen itseisarvon termit uudelleen ja arvioidaan jo-





















β2 + · · ·
)∣∣∣∣
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Oikeanpuoleisissa suluissa olevat termit muodostavat funktion eβ Taylor-




β2eγ. Väliarvolauseen nojalla puolestaan saadaan
arvio vasemmanpuoleiselle itseisarvolle
|b− a||f ′(ξ)| = |f(b)− f(a)| ⇔ eα − eβ ≤ |α− β|eγ.
Nyt saatiin haluttu arvio ja sitä voidaan soveltaa.
Funktio ψ on kolme kertaa derivoituva ja selvästi ψ(0) = logϕ(0) = 0. Pis-
teessä 0 funktion ψ derivaatta saa arvot ψ′(0) = ψ′′(0) = 0 sekä ψ′′′(0) = i3µ3.
Näytetään, että näin on. Luvun alussa tehtyjen oletusten nojalla ensimmäi-




· ϕ′(ξ) + σ2ξ ja ψ′(0) = i · µ1
ϕ(0)
+ σ2 · 0 = 0.
Toinen derivatta.
ψ′′(ξ) =
ϕ′(ξ) · ϕ(ξ)− ϕ′(ξ) · ϕ′(ξ)
ϕ(ξ)2
+ σ2 ja ψ′′(0) =
i2µ2 · 1− 0
1
+ σ2 = 0.
Kolmas derivaatta
ψ′′′(ξ) = ϕ′′′(ξ) = i3
∫ ∞
−∞
eiξxx3 F {dx} ja ψ′′′(0) = i3µ3.
Koska funktio ψ′′′ on jatkuva, voidaan origon läheltä löytää sellainen luvun
|ξ| < δ ympäristö, että funktio ψ′′′ poikkeaa siitä vain luvun  > 0 verran.
Kolmiterminen Taylorin kehitelmä antaa






ξ3ψ′′′(0) + o(ξ3), ξ → 0.
Tästä päätellään, että
(5.9)
∣∣∣∣ψ (ξ)− 16µ3 (iξ)3
∣∣∣∣ < σ3 |ξ|3 , kun |ξ| < δ.
Valitaan nyt riittävän pieni luku δ, että




∣∣∣∣ ≤ 14σ2ξ2 kun |ξ| < δ.
Kun luku δ valitaan tällä tavalla, saadaan arvion (5.8) avulla yläraja inte-




















Kun luku  on mieivaltainen, tällöin Nn = o(1/
√
n) ja (5.4) on tosi.
Edellisen lauseen väite johtaa korkeampiasteisiin kehitelmiin. Ongelmaksi
muodustuu kuitenkin se, että näiden termien yksinkertainen ilmaisu ekspli-
siittisellä kaavalla ei ole mahdollista. Kun polynomit ovat mukana, näytetään
tämä ensin epätarkassa muodossa.
Lause 5.2. Oletetaan, että momentit µ3, . . . , µr ovat olemassa sekä funktio
|ϕ|v on integroituva jollakin luvulla v ≥ 1. Tällöin funktio fn on olemassa
kun n ≥ v. Kun n→∞, on














Tässä reaaliarvoinen polynomi Pk riippuu vain momenteista µ1, . . . , µk eikä












missä Hk on Hermite'n polynomi. Yhtälöä (5.11) kutsutaan Edgeworthin
kehitelmäksi tiheydelle fn.
Todistus. Pidetään kiinni muodosta (5.6). Jos polynomilla p on reaaliarvoiset
kertoimet p1, p2, . . . , tällöin funktiolla















− 1− p (iξ)
∣∣∣∣ dξ.
Lause saadaan todistettua, kun käytetään sopivia polynomeja p. Polynomien
riippuvuutta luvusta n ei kuitenkaan painoteta notaation yksinkertaistami-
seksi. Aloitetaan arvioimalla integrandia (5.12). Menetellään kuten edellisen
29
lauseen todistuksessa, mutta funktiolle ψ käytetään r-asteista Taylorin kehi-
telmää. Käytetään tästä kehitelmästä merkintää ξ2ψr(ξ). Vaikka polynomin
ψr asteluku on r − 2 ja arvo ψr(0) = 0, niin se määräytyy yksikäsitteisesti
ominaisuudesta
















Nyt polynomilla p(iξ) on reaaliarvoiset kertoimet, jotka riippuvat luvusta n.
Toisaalta kiinteällä parametrilla ξ, p on polynomi alueessa 1/
√
n, jonka ker-
toimet voidaan laskea eksplisiittisesti momenttien µ1, µ2, . . . , µr polynomina.
Kuten edellisessä todistuksessa, on selvää, että kiinteälle luvulle δ > 0 in-
tervallin |ξ| > δσ√n vaikutus integraaliin (5.12) saa sen suppenemaan kohti
lukua 0 nopeammin kuin mikään luvun 1/n potenssi. Tällöin olemme kiin-
nostuneita integrandin käyttäytymisestä kun intervalli on |ξ| < δσ√n. Ar-



















joka on voimassa kun |α| < γ ja |β| < γ. Epäyhtälön (5.9) analogialla mää-
rätään sellainen luku δ, että kaikille |ξ| < δ
|ψ(ξ)− ξ2ψr(ξ)| ≤ σr|ξ|r.
Polynomin ψr parametrin ξ kertoimen ollessa i3µ3/6, voidaan olettaa kaikille
luvuille |ξ| < δ myös
|ψr(ξ)| < a|ξ| < 1
4
σ2












− 1− p (iξ)













Kun luku  on mielivaltainen pätee tällöin Nn = o(n−
1
2
r+1). Nyt on löydetty
sellaiset reaaliarvoiset kertoimet pk, jotka riippuvat luvusta n, että









tasaisesti alueessa x. Kiinteälle parametrille ξ vasen puoli edellisessä yhtä-
lössä on polynomi alueessa 1/
√
n. Uudelleen järjestämällä sen luvun 1/
√
n
nousevina potensseina saadaan ilmaisu lauseessa vaaditusta muodosta, mut-
ta summaus laajenee yli luvun r. Termit, jotka koskevat sellaisia luvun 1/nk
potensseja, joille k > 1
2
r − 1 voidaan unohtaa ja saadaan haluttu kehitelmä
(5.11).
Huomautus 5.1. Polynomien Pk tarkka määritelmä on seuraava. Astelukua
r − 2 oleva polynomi ψr määräytyy yksikäsitteisesti Taylorin kavastasta




σ2 + ψr (ξ)
]
+ o(|ξ|r)
origon ympäristössä. Järjestetään (5.13) uudellen luvun 1/
√
n potenssien mu-
kaan. Merkitään luvun n−
1
2
k+1 kertoimia symbolilla qk(iξ). Tällöin polyno-






Jokaisesta kehitelmästä tiheydelle fn päästään integroinnilla analogiseen ke-
hitelmään jakaumalle Fn. Tätä yksinkertaista toimenpidettä ei kuitenkaan
voida soveltaa, jos integroituvuusehto (5.3) ei ole voimassa. Tämä ongelma
voidaan kuitenkin kiertää. Jakaumien Fn ja N (x) eroavaisuutta Fn −
N (x) tai jonkin samankaltaisen funktion ∆ eroavaisuutta arvioitaessa tar-
vitaan edellisen osion Fourier'n muunnoksia. Arviodaan epäsuorasti funktio
T∆ funktioksi ∆ ja syntyvää virhettä T∆ − ∆ suorin metodeihin. Tarkas-
tellaan minkälaisia perusoperaatioita epäsuoraan arviointiin pohjautuvaan
lähestymistapaan tarvitaan.







ja karakteristinen funktio $T . Jokaiselle |ξ| ≤ T pätee
$T (ξ) = 1− |ξ|
T
,
mutta tämä tarkasti määrätty muoto ei ole tärkeä. Oleellista on se, että
karakteristinen funktio $T (ξ) katoaa kun |ξ| ≥ T , mutta tässä tilantees-
sa ei puhuta suppenemisesta. Olemme kiinnostuneita rajoista eroavuudelle
Fn −N (x), mutta yleisemmin funktioille, jotka ovat muotoa ∆n = Fn −Gn.
Tätä muotoa olevien funktioiden arvioimiseen käytetään niiden konvoluutio-
ta jakauman VT kanssa. Merkitään konvoluutiota T∆ = VT ?∆. Toisin sanoen




∆(t− x)vT (x) dx.
Jos funktio ∆ on rajoitettu ja jatkuva, niin tällöin T∆ → ∆ kun T → ∞.
Tärkein ongelma on arvioida funktion |∆| maksimia funktion |T∆| maksimin
suhteen.
Lemma 5.1. Oletetaan, että F on todennäköisyysjakauma ja funktio G to-
teuttaa ehdot G(−∞) = 0, G(∞) = 1 ja |G′(x)| ≤ m <∞. Olkoon













Todistus. Funktio ∆ katoaa äärettömyydessä sekä toispuoleiset raja-arvot
∆(x+) ja ∆(x−) ovat kaikkialla olemassa ja tällöin jossain pisteessä x0 on
pakko olla
|∆(x0+)| = η tai |∆(x0−)| = η
Voidaan olettaa, että ∆(x0) = η. Koska jakauma F ei ole vähenevä ja funk-
tion G kasvua rajoittaa oletettu raja m <∞, saadaan






, t = x0 + h, x = h− s.
Sijoittamalla nämä edelliseen epäyhtälöön, se saa muodon
(5.16) ∆(t− x) ≥ η
2
+mx |x| ≤ h.
Arvioidaan nyt konvoluutiointegraalia yhtälössä (5.14) käyttämällä epäyhtä-
löä (5.16) sekä rajaa ∆(t − x) ≥ −η kun |x| > h. Lineaarinen termi häviää
symmetrian takia. Koska tiheys vT määrittelee muuttujalle |x| > h massan
M ≤ 4/piTh, saadaan



















Tutkielmassa käytettävissä sovelluksissa funktiolla G on derivaattafunktio
g, joka on normaalijakautunut tai jokin edellisen osion äärellinen kehitelmä.
Kuitenkin funktiolla g on sellainen kahdesti jatkuvasti derivoituva Fourier'n
muunnos γ, että γ(0) = 1 ja γ′(0) = 0. Tällöin konvoluutiolla Tg = VT ? g on
Fourier'n muunnos γ$T . Vastaavasti lauseen (4.12) nojalla tulofunktio ϕ$T
on konvoluution VT ?F tiheyden Tf Fourier'n muunnos. Toisin sanoen pätee




e−iξx [ϕ(ξ)− γ(ξ)]$T (ξ) dξ.








−iξ $T (ξ) dξ.
Integroimisvakiota ei synny, koska edellisen yhtälön molemmat puolet suppe-
nevat lukuun 0 kun |x| → ∞. Vasen puoli suppenee, koska F (x)−G(x)→ 0
ja oikea puoli lemman 4.8 nojalla.
Koska ϕ(0) = γ(0) = 1 ja ϕ′(0) = γ′(0) = 0 täten integrandi on jatkuva
funktio, joka katoaa origossa eikä suppenemiseen liittyviä ongelmia siis synny.







∣∣∣∣e−iξxϕ(ξ)− γ(ξ)−iξ $T (ξ)




















∣∣∣∣ dξ + 24mpiT .
Koska tämä epäyhtälö tulee olemaan kaikkien arvioiden kivijalkana seuraa-
vassa kahdessa osiossa, kootaan sen voimmassaolon ehdot lemman muodossa.
Lemma 5.2. Olkoon F todennäköisyysjakauma, jolla on katoava odotusarvo
ja karakteristinenfunktio ϕ. Oletetaan, että limx→±∞(F (x)−G(x)) = 0 sekä
funktiolla G on sellainen derivaattafunktio g, että |g| ≤ m. Oletetaan lisäksi,
että funktiolla g on sellainen jatkuvsti ja diﬀerentioituva Fourier'n muun-
nos γ, että γ (0) = 1 ja γ′ (0) = 0. Tällöin epäyhtälö (5.18) pätee kaikille
muuttujille x ja luvulle T > 0.
Sovelletaan epäyhtälöä (5.18) kahdessa toisistaan riippumattomssaa tapauk-
sessa. Ensin johdetaan tiheyksiä koskeva kehitelmä myös jakaumille ja lopuksi
Berry-Esseen -raja erovaisuudelle Fn −N (x).
5.4 Kehitelmiä jakaumalle
Tarkastellaan seuraavaksi miten keskeinen raja-arvolause vaikuttaa lattiisi-
jakaumiin. Oletetaan nyt, että satunnaismuuttujat Xn rajoittuvat arvoihin,
jotka ovat muotoa a, a ± λ, a ± 2λ · · · . Oletetaan, että λ virittää jakauman
F .
Annetaan jakauman F määrätä todennäköisyysmassa pn pisteelle a + kλ,
missä pn ≥ 0 ja
∑






Oletetaan lisäksi, että λ > 0.

















jossa todennäköisyysmassan pn tekijä on e−i(k−r)λξ. Integraali puolestaan saa
arvot 0 tai 2pi/λ, riippuen onko k 6= r vai k = r. Nyt pr muodostaa todennä-
köisyysjakauman Fourier'n käänteismuunnoksen ja väite on totta.
Annetaan nyt jakauman Sn/
√
n määrätä todennäköisyysmassat pn lattiisija-
kauman F pisteille x. Pisteet ovat tällöin muotoa x = (na + kλ)/
√
n, missä








ja jätetään pn(x) määrittelemättä muunlaisille pisteille x.







Todistus. Karakteristisella funktiolla |ϕ| on jakso h = 2pi/λ, eikä se tällöin
ole integroituva. Lauseen 4.5 analogiaa voidaan kuitenkin soveltaa, integroi-
























− e− 12 ξ2
∣∣∣∣ dξ + ∫|ξ|>√npi/λ e− 12 ξ2 dξ.
Lauseen 4.5 todistuksessa nähdään, että ensimmäinen integraali menee kohti
lukua 0, ja karakteristisen funktion ominaisuudesta johtuen toinenkin inte-
graali suppeneen kohti arvoa 0.
Kehitelmästä (5.4) tiheyksille saadaan integroinnilla











Ylläolevan kehitelmän voimassaolo ei kuitenkaan edellytä jakauman F ti-
heysfunktion olemassaoloa. Todistetaan, että kehitelmä (5.22) pätee mieli-
valtaisille jakaumille, paitsi lattiisijakaumille. Lattiisijakauman muunnoskaa-
va (5.21) osoittaa, että suurin hyppy, jonka jakauma Fn voi tehdä on suu-
rudeltaan korkeintaan 1/
√
n. Tällöin kehitelmä (5.22) ei päde yhdellekään
lattiisijakaumalle. On kuitenkin mahdollista, että kehitelmä pätee myös lat-
tiisijakaumille, mutta se vaatii pieniä lisäyksiä. Nämä tapaukset käsitellään
erikseen.
Lause 5.5. Jos F ei ole lattiisijakauma ja kolmas momentti µ3 on olemassa,
tällöin kehitelmä (5.22) pätee kaikilla x ∈ R.
Todistus. Olkoon



















Käytetään epäyhtälössä (5.18) arvoa T = a
√
n. Valitaan vakio a riittävän
suureksi, että 24|G′(x)| < a kaikille muuttujille x. Tällöin













∣∣∣∣∣∣ dξ + √n.
Koska integrointialue on äärellinen, niin voidaan käyttää osion 5.2 tietoja,
vaikka integroituvuusehto (5.3) ei olisikaan voimassa. Jaetaan intervalli kah-
teen osaan. Koska F ei ole lattiisijakauma, niin funktion |ϕ(ξ)|maksimi muut-
tujalle δ ≤ |ξ| ≤ aσ on aidosti pienempää kuin 1. Kuten kehitelmissä tihey-
delle väite seuraa intrevallin |ξ| > δσ√n valinnasta. Tämä menee kohti arvoa
0 nopeammin kuin mikään luvun 1/n potenssi. Toisaalta arvion (5.10) nojalla














ja tällöin riittävän suurelle luvulle n epäyhtälön (5.24) oikea puoli on <
1000/
√
n. Koska luku  on mielivaltainen, tämä todistaa väiteen.
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Tämä väite ei päde kuitenkaan lattiisijakaumille, koska niiden karakteristi-
set funktiot ovat jaksollisia. Tällöin intervallin |ξ| > δσ√n valinta ei saa
integraalia suppenemaan kohti lukua 0. Muotoillaan edellinen lause nyt uu-
delleen, että se pätee myös lattiisijakaumille. Tällöin todennäköisyysjakauma
F ymmärretään porrasfunktioksi, mutta sitä arvioidaan jatkuvalla todennä-
köisyysjakaumalla FL, jolla on polygonaalinen kuvaaja.
Määritelmä 5.2. Olkoon jakauma F keskittynyt lattiisin pisteille, jotka
ovat muotoa a± nλ. Oletetaan, että jakauma F ei ole keskittynyt millekään
alilattiisin pisteille, eli tällöin arvo λ on jakauman F virittäjä. Arvio FL
jakaumalle F on todennäköisyysjakauma, jolla on polygonaalinen kuvaaja,
jonka lakipisteinä ovat keskipisteet a ± (n + 1/2)λ jakauman F kuvaajalla.
Tällöin










[F (x) + F (x−)] , jos x = a± nλ







ja tällöin suurilla arvoilla n polygonaalinen arvio FLn on erittäin lähellä ja-
kaumaa Fn.
Lause 5.6. Lattiisijakaumille kehitelmä (5.22) pätee, jos jakauma Fn korva-
taan sen polygonaalisella arviolla FLn . Erityisesti kehitelmä (5.22) on totta
kaikille lattiisin Fn keskipisteille, jos hn virittää jakauman Fn. Lattiisin pis-
teissä (5.22) pätee, jos jakauman pisteet Fn(x) korvataan
1
2
[F (x) + F (x−)]
Todistus. Arvion FL nähdään olevan identtinen jakauman F ja tasajakau-
man −1/2λ < x < 1/2λ välisen konvoluution kanssa. Vastaavasti arvio FLn
on identtinen jakauman Fn ja tasajakauman −1/2λn < x < 1/2λn välisen
konvoluution kanssa. Merkitään jakauman G ja tasajakauman −1/2λn < x <






Jos funktion |G′′(x)| maksimia merkitään symbolillaM , saadaan kaksitermi-




mutta lauseen todistamiseen riittää näyttää
|FLn (x)−GL(x)| = o(1/
√
n).











∣∣∣∣∣ |$n(ξ)| dξ + √n.
Tässä $n(ξ) = (sin 1/2λnξ)/(1/2λnξ) on tasajakauman karakteristinen funk-













∣∣∣∣ y−2 dy = o( 1n
)
.
Karakteristisella funktiolla ϕ on jakso h = 2pi/λ ja sama pätee tietysti funk-










Tämä on kuitenkin selvää origon ympäristössä karakteristinen funktio ϕ(y) <
e−1/4σy
2
. Toisaalta tämän ympäristön ulkopuolella karakteristinen funktio
|ϕ(y)| rajoittuu poispäin luvusta 0 ja tällöin integrandi yhtälössä (5.25) vähe-
nee nopeammin kuin mikään luvun n potenssi. Integraali pysyy rajoitettuna.
Yhtälön (5.22) todistus eroaa yhtälön (5.4) todistuksesta vain sileydessä,
mikä selittää äärelliset rajat integraalissa (5.24). Sileyttä voidaan hyödyn-
tää korkeammissa kehitelmissä kuten yhtälössä (5.11). Virhetermi, jonka
järjestysluku on n−1/2r+1, saavuttamiseksi on hyväksyttävä relaatio T ∼
an1/2r+1. Ongelmana kuitenkin on, että yhtälön (5.22) todistus riippuu funk-
tion |ϕ(ξ/(σ√n)| maksimista intervallissa δσ√n < |ξ| < T . Tämän funktion
maksimin tulisi olla alle 1. Tämä on totta kaikille ei-lattiisijakaumille, kun
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funktio T = a
√
n. Väite ei välttämättä päde, jos funktio T on kasvava luvun





joka ei-lattiisijakaumille vihjaa, että karakteristisen funktion |ϕ(ξ)| maksimi
qδ muuttujalle |ξ| > δ on pienempää kuin 1. Tällä lisäoletuksella yhtälön
(5.22) todistus pätee ilman muutoksia kehitelmälle (5.11).
Lause 5.7. Jos oletus (5.26) pätee sekä momentit µ3, · · · , µr ovat olemassa
ja n→∞, niin










tasaisesti alueessa x. Tässä polynomi Rk riippuu vain momenteista µ1, · · · , µr,
mutta ei luvusta n tai r eikä muuten jakaumasta F . Kehitelmä (5.27) on vain





Yhtälöä (5.27) kutsutaan Edgeworth-kehitelmäksi jakaumalle F .
5.5 Berry-Esseen -raja
Lause 5.8. Olkoot satunnaismuuttujat Xk riippumattomia, joilla on sellai-
nen yhteinen jakauma F , että
(5.28) E(Xk) = 0, E(X2k) = σ2 > 0, E(|Xk|3) = ρ <∞,
ja olkoon normalisoidun summan jakauma Fn
(X1 + · · ·+Xn)/σ
√
n.
Tällöin kaikille muuttujille x ja luvuille n pätee






Tämä epäyhtälö erotuu aikaisemmista kehitelmistä siten, että se riippuu vain
kolmesta ensimmäisestä momentista. Kehitelmä (5.22) puolestaan antaa pa-
rempia asymptoottisia arvioita, mutta konvergenssin nopeus riippuu arvioi-
tavan jakauman ominaisuuksista. Epäyhtälön (5.29) oikealla puolella oleva
kerroin 3 voidaan korvata paremmalla ylärajalla C, jos halutaan saavuttaa
optimaalisempia tuloksia. Berryn aikoinaan laskema raja oli C ≤ 1, 88, mut-
ta lasku osoittautui myöhemmin virheelliseksi. Esseen vuonna 1956 julkaise-
mattomassa laskelmissa rajaksi ilmoitettin C ≤ 2, 9. Rajaa on ajan myötä
saatu tarkemmaksi ja julkaisu vuodelta 2012 antaa arvion C ≤ 0, 478. Käy-
tännössä Berry-Esseen -raja ei parannuksistakaan huolimatta anna erityisen
tarkkoja tuloksia.
Todistus. Todistus perustuu sileysepäyhtälöön (5.18), missä F = Fn ja G =











epäyhtälö seuraa tiedosta σ3 < ρ. Koska standardinormaalijakauman tihey-
dellä n(x) on maksimi m < 2/5 saadaan





− e 12 ξ2
∣∣∣∣ dξ|ξ| + 9, 6T .
Integrandin arvioimiseen käytetään tunnettua kehitelmää erotukselle αn−βn,
joka johtaa epäyhtälöön
(5.31) |αn − βn| ≤ n|α− β| · γn−1 , jos |α| ≤ γ, |β| ≤ γ.
Valitaan α = ϕ(ξ/σ
√
n) ja β = e−
1
2
ξ2/n. Lemman 4.5 epäyhtälöstä funktiolle
eit saadaan
(5.32)
∣∣∣∣ϕ (t)− 1 + 12σ2t2
∣∣∣∣ = ∣∣∣∣∫ ∞−∞
(















Alueessa |ξ| ≤ T
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Koska σ3 < ρ, väite on tosi kaikille luvuille
√
n ≤ 3 ja tällöin voidaan olettaa,
n ≥ 10. Nyt
(5.34)
∣∣∣∣ϕ( ξσ√n
)∣∣∣∣n−1 ≤ e− 14 ξ2 ,
oikeaan puoleen saattaa tehota raja γn−1 kuten epäyhtälössä (5.31). Kuiten-





− e− 12 ξ2/n
∣∣∣∣ ≤ n ∣∣∣∣ϕ( ξσ√n
)





∣∣∣∣1− xi22n − e− 12 ξ2/n
∣∣∣∣ ≤ ξ6σ3√n |ξ|3 + 18nξ4.(5.36)
Koska
√
















Tämä funktio on integroituva yli alueen −∞ < ξ < ∞ ja osittaisintegroin-
nilla saadaan









pi < 9/5, niin oikea puoli on < 113/9 < 4pi, ja tällöin epäyhtälö (5.2)
on tosi.
Edellisen lauseen väite ja todistus voidaan yleistää myös satunnaismuuttu-
jajonoille (Xk) eroavilla jakaumilla.
Lause 5.9. Olkoon satunnaismuuttujat Xk riippumattomia ja olkoon




1 + ...+ σ
2
n, rn = ρ1 + ...+ ρn
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ja normalisoidun summan (X1 + ... + Xn)/sn jakaumaa Fn. Tällöin kaikille
x ja n
(5.37) |Fn(x)−N (x)| ≤ 6rn
s3n
.
Todistus. Jos satunnaismuuttujan Xk karakteristinen funktio on $k, niin
epäyhtälö (5.30) saa muodon










− e− 12 ξ2
∣∣∣∣ dξ|ξ| + 9, 6T .









Epäyhtälön (5.31) asemesta käytetään epäyhtälöä
|α1 · · ·αn − β1 · · · βn| ≤
n∑
k=1
γ1 · · · γk−1αk − βkγk+1 · · · γn

















Epäyhtälön (5.33) analogialla saadaan
(5.39)
∣∣∣∣$( ξsn











rajalle σkT < sn
√
2. Jotta saavutettua rajaa γk voidaan soveltaa kaikille














Selvästi |βk| ≤ γk ja epäyhtälöstä (5.39) myös |αk| ≤ γk, kun luku k valittu
σkT ≤ 3/4sn. Momenttiepäyhtälöstä ρk ≥ σ3k saadaan raja γk > 1, jos σkT >
4/3sn ja tällöin |αk| ≤ γk kaikilla luvuilla k.
Lause on totta, kun epäyhtälön (5.37) oikea puoli on ≥ 1. Näin on, jos
rn/s
3
n ≥ 1/6. Oletetaan tästä eteenpäin, että rn/s3n < 1/6 tai T > 16/3.
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Rajan γk minimi oletetaan jollekin luvulle k, jolle pätee σk/sn < 4/3T < 1/4
ja tällöin γk ≥ e−ξ2/32 kaikille luvuille k. Nyt saadaan


















Epäyhtälön (5.35) analogiasta saadaan
n∑
k=1








Edellisen epäyhtälön viimeistä summaa arvioidessa on hyvä pitää mielessä









































· 64 + 9, 6.
Epäyhtälön oikealle puolelle saadaan laskettua yläraja 16pi/3 ja epäyhtälöstä
(5.40) seuraa väite (5.37).
Berry-Esseen lausetta on yritetty yleistää satunnaismuuttujille, joilla kol-
matta momenttia µ3 ei ole olemassa. Yläraja on tällöin korvattu pienemmäl-
lä momentilla tai jollakin vastaavalla suureella. Tätä lähestymistapaa yritti
ensimmäisenä M.L. Katz vuonna 1963.
Tässä tutkielmassa käytetty todistus on muotoiltu niin, että kolmannen mo-
mentin voi unohtaa. Kolmas momentti esiintyy todistuksessa, mutta vain
epäyhtälön





käytön takia. Itseasiassa olisi riittävää käyttää tätä arviota jossakin äärelli-
sessä intervallissa |x| < a ja korvata raja t2x2 jotenkin muuten. Näin päästään
seuraavaan lauseeseen, jossa käytetään eri menetelmiä sekä L.V. Osipovin ja
V.V. Petrovin kehittämää määräämätöntä vakiota C ′.
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Lause 5.10. Oletetaan edellisen lauseen ehdot, mutta kolmatta momenttia
µ3 ei ole olemassa. Tällöin mielivaltaiselle luvulle τk > 0 pätee











Tätä tulosta on mahdollista laajentaa satunnaismuuttujille, joilla ei ole mo-
mentteja. Lisätietoa asiasta löytää esimerkiksi lähteestä [13].
6 Simulaatio
Aiemmissa osioissa on käyty läpi teoriaa, jota on käytännön sovellusten taus-
talla. Vakuutusyhtiön näkökulmasta näitä tietoja voidaan soveltaa esimerkik-
si arvioimalla kokonaisvahinkomäärän suuruutta liikennevakuutuksessa tai
tutkia kuinka vakuutusyhtiö selviää vakuutuksiin liittyvistä riskeistä toimin-
tavuoden aikana. Vertailun vuoksi todettakoon, että vuonna 2013 Suomes-
sa liikennevakuutuksen korvauksen piiriin kuuluvia vahinkoja sattui 100 385
kappaletta ja korvauksia maksettiin yhteensä noin 518 000 000 euroa. Vuo-
den 2014 alussa voimassaolevien ajokorttien lukumäärä oli 3 672 967 [14] ja
[15]. Tarkastellaan lyhyesti erikoistapausta, joissa arvioidaan kokonaisvahin-
komäärää. Yhdistetyn muuttujan kertymäfunktion laskeminen on hankalaa,
vaikka vahinkojen lukumäärän sekä yksittäisen vahingon suuruuden jakau-
mat tiedettäisiin. Tarkastellaan yhdistettyä Poisson-muuttujaa simuloinnin
avulla.
Simuloinnin idea on melko suoraviivainen; ongelmaa ei pyritä ratkaisemaan
analyyttisesti, vaan tilannetta mallinnetaan "pilkkomalla"ongelma pienem-
piin osiin joita on helppo käsitellä. Simuloinnilla saadaan tuotettua numee-
risia arvoja tai graaﬁsia kuvia, mutta niiden tulkinta on hankalampaa. Ana-
lyyttiset menetelmät antavat laadullista tietoa mallista, mutta lähestymista-
pa on hankalampi.
Huomautus 6.1. Olkoon F kertymäfunktio ja r välille (0, 1) tasan jakau-
tunut satunnaismuuttuja. Määritellään muunnos
X = F−1(r).
Tällöin satunnaismuuttuja X on F -jakautunut eli
P(RF ≤ x) = F (x)
kaikilla x ∈ R. Jos kertymäfunktio F ei ole bijektio, määritellään F−1(r) =
min {X|F (x) ≥ r}.
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Simuloinnin osalta menetellään seuraavasti. Oletetaan, että Poisson-parametri
λ ja yksittäisen vahingon suuruuden kertymäfunktio S on annettu. Simuloin-
tikierroksella i:
1) Generoidaan Poisson-jakautunut satunnaisluku parametrilla λ. Olkoon
tämä Ki.
2) Generoidaan Ki kappaletta toisistaan ja Ki:stä riippumatonta
S-jakautunutta satunnaislukua. Olkoot nämä Z1, ..., ZKi .
3) Asetetaan Xi = Z1 + ...+ ZKi .
Toistamalla nämä kolme vaihetta pitäen kaikki satunnaisluvut toisistaan riip-
pumattomina saadaan riippumaton otos yhdistetystä Poisson-jakaumasta an-
netuin parametrein. Vaiheet 1) ja 2) toteutetaan nojautuen huomautukseen
6.1.
Tarkastellan nyt tilannetta, jossa kokonaisvahinkomäärä X on yhdistetty
Poisson-muuttuja. Valitaan, että vakuutuskannassa vahinkoja sattuu 1000
kappaletta. Tällöin Poisson parametri λ = 1000. Valitaan, että vahingon
suuruus noudattaa eksponenttijakaumaa parametrilla 1/µ = 5160. Simuloin-
tikierrosten lukumäärä oli 100000. Tuloksena saatiin kokonaisvahinkomäärän
minimi- ja maksimiarvoiksi 4206000 ja 6251000 (euroa). Keskiarvo kokonais-
vahinkomäärälle oli 5160000 (euroa). Tarkastellaan kuinka todennäiköisesti
simuloimalla saatu kokonaisvahinkomäärän maksimi poikkeaa odotusarvos-
ta. Simuloimalla saatu kokonaisvahinkomäärän maksimiarvon ja odotusarvon
erotus otetaan eräänlaiseksi "varmuuslisäksi". Tällöin na = 1000 ∗ 1091 ja
olemme siis kiinnostuneita todennäköisyydestä





















µX = λa1 = 1000 ∗ 5160 = 5160000





































ja yhtälössä (6.1) kysytty todennäköisyys on P (Sn > nµ+ na) ≈ 0, 00001.
Saatu tulos on siis melko epätavallinen. Keskiarvon kannalta simulaatiossa
saatu arvo ja NP-approksimoimalla saatava arvo yhtyvät, kunhan parametri
λ on riittävän suuri.
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