Szanto presented an algorithm to determine an unmixed representation of the radical of a given polynomial ideal. Szanto provided an asymptotic upper bound for the degrees of the polynomials occurring in the computation. The degrees of these polynomials in their leading variables were bounded effectively, but for the non-leading variables, only a big O bound was given. In this paper, by performing a detailed analysis of the Szanto's algorithm, we present an explicit bound. In addition, we also bound the number of components in the output. Finally, we compare our degree bounds to ones of Gröbner basis computation.
Introduction
A long-standing problem in polynomial computation has been how to most efficiently represent a given algebraic set without sacrificing important information about it. Similarly, how might we most efficiently represent its corresponding ideal? Over an algebraically closed field, Hilbert's Nullstellensatz informs us that both of these issues can be addressed by studying radical ideals.
Gröbner bases have afforded one solution to this problem ( [1, 2] ). These representations allow ideal membership tests, determining consistency of the corresponding system, and preserve the zero set of the ideal. However, they are also often quite costly to compute in the following sense: given a generating set for an ideal where each element in the generating set has degree at most d, the degree of an element in a Gröbner basis can be as large as doubly exponential (with a base of d) in the number of variables ( [8, 22, 23] ). And similar bounds are given for computing a Gröbner basis for the radical of an ideal in [6, 18] . In fact, Chistov's results in [6] imply double-exponential lower bounds for computing any basis of the radical from a given set of generators of the original ideal in [6] .
Thus, efforts to find alternative representations have persisted, with the hope that some of these will be computationally cheaper. One alternative representation that arose independently of Gröbner bases is the notion of a characteristic set, introduced by Ritt in the late 1940s ( [24] ) and used to solve multivariate polynomial equations by Wu in the late 1970s ( [31] ). Generalizations of such sets grew out of the work of Lazard and Kalkbrener in [14, 20, 21] .
There is much potential for such sets to lower the complexity of existing algorithms or to be used alternately with Gröbner bases, depending on which is expected to be more efficient for an algorithm for given values of parameters. Two examples of this potential can be seen in differential algebra, in the context of effectivizing Differential Nullstellensatz and in Differential Galois Theory. For the former, one may see a forthcoming paper, where a theoretical bound is established using representation of the radical of a polynomial ideal by triangular sets. The proof may be turned into a working algorithm which makes use of Szanto's algorithm, so our bound will help an analysis of the complexity of its possible implementation. For the latter, it is expected that the complexity of Hrushovski's algorithm to compute the differential Galois group of a linear differential equation (as described by Feng in [9] ) can be reduced by replacing the uses of Gröbner bases by characteristic sets. In fact, any algorithm relying on the use of Gröbner bases can perhaps be made more efficient by applying our results.
Although Lazard noted that triangular sets could pave the way to new methods for solving systems of algebraic equations and gave an algorithm for obtaining a triangular representation from a Gröbner basis, it took some time for an algorithm emerged that allowed computation of a triangular representation from an arbitrary set of generators. Szanto gave an algorithm in [28, 29] for representing the radical of an ideal by triangular sets with some additional special properties and showed that the complexity of this algorithm has better asymptotics than one has for computing a Gröbner basis. To compare this type of representation to one via Gröbner bases, we need numerical upper bounds for the objects in the output of this algorithm. This is what we compute in Sections 3 and 4, after setting up some terminology and notation and recording some auxiliary results we will need in Section 2. Our main results on the degree bounds and the number of components in the output of the algorithm be may found in Theorem 3.8 and Theorem 4.4, respectively.
Main Result 1 (Theorem 3.8).
If the number of given polynomials (each in the variables x 1 , . . . , x n ) is not too large, the codimension of the ideal they generate is m, and the degree of each of the given polynomials is bounded by d, then the degree of any polynomial p in the output satisfies deg(p) ≤ nd We remark that there are also interesting papers solving another important complexity problems about triangular sets, for example, the reader may see [7, 10, 25] .
Preliminaries
This section is to introduce notation for the paper and to sketch the unmixed representation algorithm by Szanto. Throughout this section, let R = k[x 1 , x 2 , . . . , x n ], where k is a field of characteristic zero. We fix an ordering on the variables x 1 < x 2 < · · · < x n . For a given polynomial p ∈ R, we let height(p) := max i deg x i (p). We also let class(p) denote the highest indeterminate appearing in p and lc(p) denote the leading coefficient of p when p is written as a univariate polynomial in class(p).
. . , g m } ⊂ R. We say that ∆ is a triangular set if class(g i ) < class(g j ) for all i < j.
Remark 2.2. Note that any subset of a triangular set is triangular. In what follows, the subsets of ∆ of particular interest are the ones of the form ∆ j := {g 1 , g 2 , . . . , g j }, 1 ≤ j ≤ m and ∆ 0 := ∅.
Triangular sets give rise to ideals via the following notion. Definition 2.3. Let f, g ∈ R with class(g) = x j . We first write f, g as univariate polynomials in x j . The pseudoremainder of f by g is the remainder obtained from considering the coefficients of f, g as coming from the field k(x 1 , x 2 , . . . , x j−1 , x j+1 , . . . , x n ), performing univariate polynomial division of f by g with coefficients in this field, and then clearing denominators to obtain some equation of the form:
(For uniqueness of q, r, one takes α minimal.) We sometimes denote r by prem(f, g).
We will not be so much interested in a pseudoremainder of one polynomial by another. Instead, we will be considering pseudoremainders by a triangular set ∆ = {g 1 , g 2 , . . . , g m }.
Definition 2.4. Let ∆ = {g 1 , g 2 , . . . , g m } be a triangular set and let f ∈ R. The pseudoremainder of f by ∆ is the polynomial f 0 in the sequence f m = f, f s−1 = prem(f s , g s ), 1 ≤ s ≤ m. We denote f 0 by prem(f, ∆) and we say that f is reduced with respect to ∆ if f = prem(f, ∆).
Remark 2.5. The computation of the pseudoremainder of f by ∆ gives rise to the equation
Definition 2.6. Given ∆ a triangular set, we define
Remark 2.7. If it is evident which polynomial ring ∆ is considered as a subset of, we simply write Rep(∆).
Definition 2.8. Suppose ∆ ⊂ R is a triangular set and that I ⊂ R is an ideal. We say that ∆ represents I if
Given an ideal I ⊂ R, we can compute the prime decomposition of its radical, say
where each I i , 1 ≤ i ≤ r is a prime ideal of R and the decomposition is assumed irredundant. We call the I i the associated primes of I and denote this collection by Ap(I). When we write Ap(∆), we shall mean Ap(I) for I = Rep(∆).
Definition 2.9. We say that √ I and the corresponding variety V (I) are unmixed if all the associated prime ideals have the same codimension.
Given an ideal I represented by a triangular set ∆, Kalkbrener found criteria to check if I is unmixed. This is given in the following theorem. 
is a radical ideal in R ′ with ∩ r j=1 P j its irredundant prime decomposition and assume that for all g ∈ ∆ − R ′ and for all 1 ≤ j ≤ r both of the following conditions hold:
Then I is a proper, radical ideal. Furthermore, if J is unmixed then so is I.
In light of the above theorem, we have the following definition.
Definition 2.11. Let ∆ ⊂ R be a triangular set. We say that ∆ is unmixed if conditions (a) and (b) in the above theorem hold. If only (a) holds, we call ∆ weakly unmixed.
Remark 2.12. The notions of regular chain, triangular set, and unmixed set have some variations in the literature. However, we follow Kalkbrener and Szanto in their uses of this terminology.
Remark 2.13. If ∆ is an unmixed set, then Rep(∆) is a radical ideal. Moreover, all the prime ideals in the irredundant prime decomposition of Rep(∆) have the same codimension and this common codimension will match the number of elements of ∆. An important fact to note is that the ideal membership problem for Rep(∆) is easily solved by using the pseudo remainder algorithm.
Now we are ready to define the main object we would like to compute.
Definition 2.14. The unmixed representation of an ideal I ⊂ R is a set of unmixed triangular sets such that the intersection of the radicals represented by these unmixed sets is the radical of I.
In order to describe Szanto's algorithm to compute such a representation we need to define some additional objects.
Definition 2.15. Let ∆ = {g 1 , . . . , g m } be a triangular set in R with class (g s ) = x l+s , d s := deg x l+s (g s ) and l + m = n. We define
, where the subscript reminds us that we treat elements of the field k(x 1 , x 2 , . . . , x l ) as scalars and consider the quotient A(∆) as an algebra over this field.
• The standard basis of A(∆), which we will denote by B(∆), is the set {x
• The set of structure constants of A(∆) is the collection of the coordinates of all products of pairs of elements of B(∆) in the basis B(∆). These structure constants may be organized into a table, which we will refer to as the multiplication table for A(∆) and which we will denote by M (∆).
• The height of the structure constants of A(∆) is the maximum of the heights of the entries of M (∆). We denote this quantity by Γ(∆) or Γ when the triangular set under consideration is clear from context. We will also use the notation Γ j for Γ(∆ j ).
We have now defined the objects necessary to describe the algorithm to compute the unmixed representation of the ideal generated by a given set of polynomials.
Algorithm 1 Unordered unmixed representation algorithm
The set Θ(F ) of unmixed sets such that
[n]} of weakly unmixed sets such that for every prime ideal P in the irredundant prime decomposition of the ideal 
For a more detailed description of this algorithm, we refer the reader to [29] . In computing structure constants for A(∆), we will need to reduce products with respect to ∆. In this reduction, degrees of auxiliary variables can go up. The next theorem tells us by how much. (Since we will also find it useful to have a more specific statement regarding a product of two elements of A(∆), we record that here as well.) 
For a proof of the above result, please see the source. We will also need denominator bounds in reducing an element modulo ∆. That is, we will need bounds on α 1 , α 2 , . . . , α m after performing reduction modulo ∆ to obtain the
To this end, we will write another mentioned in [29] , but omit the restriction on degrees. The following lemma can be proven by making slight modifications of the matrix description of pseudoremainders offered in the appendix.
We have the following bounds for the degrees of q, r in the other variables.
• For j < n, we have
and
• For j > n, we have
For a proof of the above, we again refer the reader to the source.
. . , x n ] be a polynomial of height at most t. Then there exist α 1 , . . . , α m ∈ N and q 1 , . . . , q m , r ∈ k[x 1 , . . . , x n ] such that:
• f 0 is reduced modulo ∆, and
Proof. The first step of the reduction involves reducing f modulo g m . We have
where Lemma 2.17 gives
We now wish to bound α m−1 . In order to do so, we need to compute deg x n−1 (r m ) because this is what we reduce in the next stage of the pseudodivision by g m−1 . That is, the next equation that we obtain will have the form
In fact, another use of Lemma 2.17 gives that
In fact, this is a bound on the degree of f m−1 in all of the leading variables.) Using Lemma 2.17 yet again, we get that
For α m−2 , we will need to compute deg x n−2 (f m−2 ). We have
Examining what we did to bound α m−1 , we see that this also gives a bound for α m−2 .
Calling the bound for each α s by β s , we see that for s = 1, . . . , m − 1,
and β m = t. So we have
3 Bounds for degrees
Then the height Γ(∆) of the matrix of structure constants A(∆) does not exceed
Proof. We first apply the matrix description of the pseudoremainder (see the Appendix) to products of the form x , where e s ≤ 2d s − 2. Note that these products are the ones considered in computing the structure constants for A(∆) and that such a product will play the role of what we call f in the appendix. Also, what we called g in the appendix will be g m in our application, as that is the first element we pseudo-divide by in reducing by ∆. We have two cases to consider
In the first case, the product of interest is already reduced modulo g m and so can itself be selected as the pseudoremainder by g m . So we can bound the height of its pseudoremainder by ∆ by taking the maximum of Γ m−1 := Γ(∆ m−1 ) and d m . In this case, we do not need the matrix representation. It should be noted that the bound we obtain in this case is smaller than the one we get in the second case.
In the second case, what we denote by f lower in the appendix is here a column vector with every entry 0 and what we denote by f upper has exactly one nonzero entry, namely x Completing the analysis of the number of multiplications needed to compute the pseudoremainder by g m , we note that the product x So by Proposition 2.16 we have
We first replace d m by d and estimate the first term as (d + 2) 2 to obtain
Combining these inequalities, we have
Noting that the sum in brackets is a finite geometric series of m − 1 terms and that Γ 1 ≤ d 2 , we have
be a weakly unmixed set of height at most d. Let l := n − m, and assume that the following conditions are satisfied for all s = 1, . . . , m:
, and
the output of the algorithm unmixed
Then for each polynomial p occurring in the computation, we have:
where Input(0) := max{d, height(f 0 ), height(h 0 )} and
Proof. The computation of unmixed l m has a tree structure. Consider a path of the computation tree with successive recursive calls:
where f m = f , h m = h and for each s = 0, . . . , m − 1, f s and h s are determined from (∆ s+1 , M (∆ s+1 ), f s+1 , h s+1 ) (see [29, p. 128] ). First we estimate the height of the input at each level.
Proof. We give an inductive analysis to obtain a bound on Input(s). For s = m, obviously there is nothing to do. So we start with s = m−1 and we consider the heights of f m−1 , h m−1 .
Szanto's construction of these polynomials from the data of level m involves evaluations of the jth subresultants
at specific pairs for 0 ≤ j ≤ d and with y, z new variables (i.e. different from the ones which g m , f, h are polynomials in). In order to bound the heights of f m−1 , h m−1 (which are constructed from these subresultants), we bound the height of these subresultants. The subresultant with the largest possible height will be the 0th subresultant, as higher ones are obtained by deleting rows and columns of the matrix whose determinant produces the 0th subresultant.
Since we are taking subresultants with respect to x n , all of the entries in the matrix we must take the determinant of are polynomials in x 1 , x 2 , . . . , x n−1 . Note also that the size of this matrix is at most
The second d m is because f, h are reduced modulo ∆. In particular, this means that their degrees in x l+i are less than d i for all 1 ≤ i ≤ m.
Since f m−1 , h m−1 must be reduced modulo ∆ m−1 , we must remember that we are carrying out operations in A(∆ m−1 ) and therefore cannot simply estimate the heights of these polynomials as if we were doing regular polynomial multiplication to obtain them. Instead we must make use of Proposition 2.16. Nonetheless, it can be easily checked that the bound for the height of h m−1 that we will obtain is larger than a similar computation would produce for f m−1 . So we focus on getting a bound for the height of h m−1 , thereby obtaining a bound for Input(m − 1). In fact, our technique will give us a bound for Input(s) in terms of Input(s + 1).
Because the computation of h m−1 involves a multiplication of six evaluated subresultants, we apply the proposition to the sixth power of the 0th subresultant (as described above) in two stages:
1. For the first stage, note that each term of the sixth power of the 0th subresultant is a product of 12d m factors. We split these up into two groups: the 6d m factors of any term coming from the coefficients of g m (call the product of these C) and the rest from the coefficients of f +
m y l−1 + zh (call the product of these D). In this first stage, we need not worry about denominator bounds because all of the factors of C and D are integral elements of A(∆).
2. We then take these two groups of 6d m factors, reduce them, and multiply them. In the reduction step, we obtain some denominators in general and so we will need to compute bounds on these.
Our two-step analysis of the height of CD yields:
We need to determine a possible value for d ′ by considering the sequence of exponents we obtain on lc(g i ) when reducing C, D modulo ∆ m−1 . By applying Lemma 2.18 with height(C) ≤ 6d 2 =: t, we can set d ′ equal to
As a result, we have
Note that we dropped some terms being subtracted because these ultimately turn out to not drastically improve the bound on Input(s).
In fact, what we now have is
Assuming d ≥ 1 and using calculus, it can be shown that 12d log(6d) + 2 (d + 2) log(d + 2) ≤ 17 and
We therefore modify our recursive bound and obtain
Using calculus, we can replace the above bound to obtain
Note that it is possible to condense this bound further because the sum of the last two terms in the square brackets is bounded by 11(d + 2) m (log(d + 2)) m−1 , which can be verified using yet more calculus.
Let us go back to the proof of Theorem 3.2. We propose an upper bound for the heights of polynomials computed at each level. Using the same notation as in Szanto 
, which is described in [29, p. 129] , can be summarized into 5 steps:
m , f m , ǫh m , where 1 ≤ t ≤ 6 and k ∈ {i − 1, i, i + 1}, ǫ ∈ {0, 1} depending on the value of t (see [29, p. 127] ). We are going to bound the heights of the polynomials appearing in each step.
Determining lc(d
t,i,vt ) := pinvert l 0 (Λ i,v , lc(d t,i,vt )),where the algorithm pinvert is described in [29, Sec. 3.4, p. 82].
Computing
Step 1: The construction of ggcd in [29, Lem. 3.1.3, p. 56] implies that height(d t,i,vt ) ≤ Input(m − 1) for every t = 1, . . . , 6.
Step 2: We denote by D m−1 the dimension of the algebra A(∆) over k. Then Step 4: Note that, for each t = 1, . . . , 6, we have deg
i,v and p
i,v are polynomials of degree at most 4d in x n . By using the matrix representation for the quotient of the pseudo-division algorithm, the coefficients of q i,v are equal to a sum of products of at most 4d coefficients of p Step 5: As the last step of the computation at level m, we must determine the multiplication table M (∆ i,v ) for the algebra A(∆ i,v ). We already know that the height of any entry in the multiplication table M (Λ i,v ) is at most Output(m − 1). In order to obtain an upper bound for the heights of coefficients in M (∆ i,v ), we need to estimate the height of the remainder in the pseudo division of x Next, for each ∆ ∈ Σ(F ), we compute the multiplication table M (∆), and then determine
where
Without loss of generality, we may assume that |∆| = m. Let∆ := {g 1 , . . . ,g m } be an arbitrary element in U (∆). For each s = 1, . . . , m, we denote byd s the degree ofg s in its leading variable. By Theorem 3.2, for every polynomial p occurring in the computation of U (∆), we have
By Lemma 3.4, we know that
Thus, 
Now we substitute the last two inequalities into the upper bound for height(p) above to obtain
By using elementary calculus, we can estimate the above product by
which is a decreasing function with ǫ(n, m, d) < 4 for every d ≥ 2, m ≥ 1, n ≥ 2 and
We now consider what can be said when height is replaced by total degree in the statement above. Such information will be useful for making our comparisons later. The reader will note that the details of the proof below are mostly the same as for Theorem 3.7, except for one crucial step.
. . , x n ] be a set of polynomials of total degree at most d. Let m be the codimension of the radical ideal F . Then for any polynomial p occurring in the computation of an unmixed representation for the ideal F by using Algorithm 1, we have
In particular, in case k is not too large, for instance if k ≤ d m , we have Proof. Since the given polynomials are of degree at most d, their heights are also at most d. Now we can estimate the height for p in the same way as we did in the proof of Theorem 3.7. The only change here is that there is no n in the right hand side of the inequality (2). Therefore, we have
Note that the degree of p is at most n times its height. Hence, the degree of p is at most S(n, m, d). (v 1 , . . . , v 6 ) ∈ Z 6 0 such that
, and v 3 v 6 ;
Proof. First of all we count number of distinct multisets of {0, . . . , d} of cardinality 6. The number of such multisets is d+6 6 . Using a case-by-case analysis, it is easy to verify that there are only five possible orderings for v i compatible with the second condition:
Thus, every multiset gives us at most five different vectors, satisfying the first two conditions. So, we have at most 5 d+6 6 such vectors. Let us observe that the transformation
vectors and obtain the desired upper bound. 
Proof. The unmixed routine is recursive, so the computation has a tree structure. Each leaf gives us at most one component. Note that each recursive call is of the form (see [29, Eq. 4.19 
, where Λ = {g 1 , . . . , g s } for some 0 s m and some polynomialsf andh. We are going to estimate the number of branches created by this recursive call. All these branches are parametrized by the set of pairs (i, v), where 1 i deg x l+s g s d m and v = (v 1 , . . . , v 6 ) ∈ Z 6 0 . The meaning of these parameters is described in [29, Eq. 4.16] . Since v i 's are defined as degrees of certain generalized gcd's, we will use the following properties of ggcd (see [29, Sec. 3.5] for more details about ggcd): Lemma 4.3. Given an unmixed triangular set ∆ = Λ ∪ {g} and polynomials f 0 , . . . , f k+c :
Proof. First of all, let us recall the relevant properties of ggcd (see [29, p. 88] ). By R t we denote the polynomial ring generated by all variables except x t . If q = ggcd t (∆, f 0 , . . . , f k ), then 1. lc(q) / ∈ P for every P ∈ Ap(Λ);
2. for every P ∈ Ap(Λ) by K P we denote the field of fractions of R t /P . Then, the monic image of q in K P [x t ] is a gcd of images of g, f 0 , .
Now we return to the proof.
1. Consider any P ∈ Ap(Λ). Due to the first property, the degree of the monic image of a in K P is equal to deg xt a. The same applies to b. The second property implies that the monic image of a is divisible by the monic image of b. Thus, deg xt a deg xt b.
2. Again, the degree of the monic image of p in K P (P ∈ Ap(Λ)) is equal to deg xt p. 
For the first and the last calls in the recursion tree we will estimate the number of recursive calls more carefully.
For the first call unmixed
We can find the number of such vectors using arguments similar to those given for Lemma 4.1. The number of multisets in {0, . . . , d} of cardinality 3 is equal to
In order to find all vectors (v 1 , v 2 , v 3 ) with v 1 + v 3 − 2v 2 = 0, we should pick a pair of (not necessarily distinct) numbers in {0, . . . , d} of the same parity and set v 2 = (v 1 + v 3 )/2. This can be done in
ways for every single i. Thus, we will make at most
recursive calls. Now we consider a call of the form unmixed
All recursive calls will be of the form unmixed l 0 (∅,f ,h) for somef andh. By the definition (see [29, p. 126] ), the output of such a call is empty unlessf = 0 andh = 0. Note that, since Λ = ∅ in this case, generalized gcd's in [29, Eq. 4.16] are ordinary gcd's over the ring k[x 1 , . . . , x l ]. Putting any further restrictions on the degree of these polynomials leads us to a nonzero polynomialf . Thus, for every fixed i there is only one possible vector v, which is a vector of degrees of these gcd's. Moreover, if g 1 has no irreducible factors over k(x 1 , . . . , x l ) of multiplicity exactly i, then v 1 − 2v 2 + v 3 = 0 and v 4 − 2v 5 + v 6 = 0. Let {i 1 , . . . , i k } be distinct multiplicities of irreducible factors of g 1 . Then, the number of recursive calls is at most k. On the other hand,
so k √ 2d m/2 . Putting things together (see equations (3), (4), (5)), we obtain that the number of components in the output of unmixed
In the case m = 1 we can apply the bound for the last level of recursion
Let m be the codimension of the radical ideal
. Then the number of unmixed components in the output of Algorithm 1 applied to F is at most
Proof. Since the degree of the given polynomials is at most d, so is their height. The first step in the computation of an unmixed representation for the radical ideal F using Algorithm 1 is determining the set Σ(F ) := {∆ i | i [n]} of weakly unmixed sets such that for every prime component P of F , we have
It is well-known that the number of elements in a weakly unmixed set ∆ is equal to the codimension of the ideal Rep(∆). Therefore the number of weakly unmixed sets in Σ(F ) is not larger than the number of proper subsets of [n] which has cardinality at most m.
In step 2, we determine the multiplication table M (∆) for each ∆ ∈ Σ(F ). And then, in step 3, we use the subroutine unmixed to transform each weakly unmixed set ∆ ∈ Σ(F ) to the set
of unmixed sets (see Algorithm 1) . Thus the number of unmixed sets in the output is
Note that for each s = 1, . . . , m, there are n s unmixed set in Σ(F ) of cardinality s. And for each ∆ ∈ Σ(F ) of cardinality s, Lemma 4.2 yields
In case the codimension of the given ideal is equal to 1, the number of unmixed components is
Let us assume that m ≥ 2. In this case, we first consider the summation in (7). We have:
which will be denoted by U (s, d) . By substituting the above inequality and (7) into (6), we
Comparison to degree bounds for Gröbner basis methods
As alluded to in the introduction, classical methods for solving the ideal membership problem make use of of Gröbner bases. We wish to compare degree bounds for such methods applied to computing a radical with degree bounds for Szanto's algorithm. In [18] , Laplagne proposed an algorithm to compute the radical of an ideal using Gröbner bases. We first estimate the degrees of polynomials in the output of his algorithm. Then we will carry out our comparison.
Degree Bounds for Laplagne's Algorithm
In [23] , Mayr and Ritscher gave an upper bound for the degree of a polynomial that may occur in the reduced Gröbner basis for a given polynomial ideal. The following bound given by Mayr and Ritscher improves upon the one proposed by Dubé in [8] . (For further details, we refer the reader to [23] .) Remark 5.2. Unlike Szanto's algorithm, the output of the algorithm studied by Mayr and Ritscher in [23] gives a representation of the original ideal, not the radical. Thus it is more appropriate to compare the complexity of Szanto's algorithm to that of one that computes a radical.
We will apply the bound above in our analysis of Laplagne's algorithm. The steps of this algorithm and a result quoted within the algorithm have been reproduced below for the convenience of the reader. We will refer to each of the steps by its number in explaining why the algorithm involves at least four Gröbner basis computations. . . , g n computation. This gives us a fourth application of MR, now with n + 2 variables. In this step, the dimension does change because the Gröbner basis computation is applied to the ideal generated by I and a single carefully chosen polynomial that involves the two new variables. So, loosely speaking, the number of "free" variables in the corresponding system may go up by at most 1, which implies the codimension would drop to nothing lower than m − 1.
So we see that, at best, we expect the degrees of polynomials in the output of Laplagne's algorithm to be bounded by L(n, m, d) := MR(n + 2, m − 1, MR(n + 1, m, MR(n, m, MR(n, m, d)))).
Remark 5.4. Note that this bound is just for one loop of Laplagne's algorithm and that, in general, the full algorithm might take up to dim(I) loops. This is what is meant above by the words "at best."
The Comparison
Next we compare the two bounds S(n, m, d) and L(n, m, d) for a given set F of polynomials in a small number of variables. Note that the bound S(n, m, d) depends on the number of polynomials in F . For practical applications, it is safe to assume that the number of polynomials in F is not very large, in the sense that k ≤ d m . So we will assume that max{d m , k} is d m and give a comparison for this typical situation. The following table is for the case when the given polynomials come from a polynomial ring in two, three or four variables (n = 2, 3, 4). < 2 · 10 659 3 < 6 · 10 17 < 2 · 10 986 4 < 2 · 10 20 < 10 1232 3 2 2 < 5 · 10 14 < 2 · 10 9237 3 < 8 · 10 17 < 2 · 10 14467 4 < 2 · 10 20 < 5 · 10 18417 3 2 < 2 · 10 25 < 7 · 10 4210 3 < 3 · 10 32 < 2 · 10 6592 4 < 4 · 10 37 < 3 · 10 8313 n m d S(n, m, d) L(n, m, d) 4 2 2 < 6 · 10 14 < 3 · 10 138942 3 < 2 · 10 18 < 4 · 10 222630 4 < 3 · 10 20 < 10 285818 3 2 < 2 · 10 25 < 6 · 10 61480 3 < 4 · 10 32 < 3 · 10 99589 4 < 6 · 10 37 < 7 · 10 127123 4 2 < 3 · 10 38 < 3 · 10 14821 3 < 2 · 10 51 < 4 · 10 23437 4 < 2 · 10 60 < 2 · 10 29576
We see from these tables that the bound on the degrees of polynomials in the output of Szanto's algorithm (given by Proposition 3.8) is much smaller than the lower bound we established for Laplagne's algorithm.
Our bound on the degrees of polynomials in the output of Szanto's algorithm (when k ≤ d m ) is asymptotic to nd 4m 2 , as explained in Theorem 3.8. Clearly, the complexity of Szanto's algorithm is lower. So, if it is a representation of the radical that one seeks, we see that an unmixed representation is less costly than a reduced Gröbner basis.
Conclusion
We have presented an effective bound for polynomials occurring in the output of Szanto's algorithm for computing an unmixed representation of a radical ideal. We have also compared this with the bound for the degrees of polynomials produced in the algorithm Laplagne gave in [18] . In addition, a bound for the number of unmixed components in an unmixed representation for a radical ideal has also been produced. We are grateful to Agnes Szanto and Alexey I. Ovchinnikov for discussions related to this work.
