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Abstract
The recent trend of increasing share of renewable energy sources (RES) in the generation
mix has necessitated new operational and planning studies because of the high degree of
uncertainty and variability of these sources. RES such as solar photovoltaic and wind
generation are not dispatchable, and when there is excess energy supply during off-peak
hours, RES curtailment is required to maintain the demand-supply balance. Furthermore,
RES are intermittent resources which have introduced new challenges to the provision
of ancillary services that are critical to maintaining the operational reliability of power
systems. Energy storage systems (ESS) play a pivotal role in facilitating the integration of
RES to mitigate the aforementioned issues. Therefore, there is a growing interest in recent
years to examine the potential of ESS in the future electricity grids.
This research focuses on developing market participation and investment planning
frameworks for ESS considering different ownership structures. First, a novel stochastic
planning framework is proposed to determine the optimal battery energy storage system
(BESS) capacity and year of installation in an isolated microgrid using a novel
representation of the BESS energy diagram. A decomposition-based approach is proposed
to solve the problem of stochastic planning of BESS under uncertainty. The optimal
decisions minimize the net present value of total expected costs over a multi-year horizon
considering optimal BESS operation using a novel matrix representing BESS energy
capacity degradation. The proposed approach is solved in two stages as mixed integer
linear programming (MILP) problems; the optimal ratings of the BESS are determined in
the first stage, while the optimal installation year is determined in the second stage.
Extensive studies considering four types of BESS technologies for deterministic, Monte
Carlo Simulations, and stochastic cases are presented to demonstrate the effectiveness of
the proposed approach.
The thesis further studies the investment decisions on BESS installations by a
third-party investor in a microgrid. The optimal BESS power rating, energy capacity,
and the year of installation are determined while maximizing the investor’s profit and
simultaneously minimizing the microgrid operational cost. The multi-objective problem
is solved using a goal programming approach with a weight assigned to each objective.
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The BESS is modeled to participate in energy arbitrage and provision of operating
reserves to the microgrid, considering its performance parameters and capacity
degradation over the planning horizon.
Finally, in the third problem addressed in the thesis in the context of electricity
markets, the non-strategic and strategic participation of a pumped hydro energy storage
(PHES) facility in day-ahead energy and performance-based regulation (PBR) markets,
which includes regulation capacity and mileage, are examined. The PHES is modeled
with the capability of operating in hydraulic short-circuit (HSC) mode with detailed
representation of its operational constraints, and integrated with an energy-cum-PBR
market clearing model. For its strategic participation, a bi-level market framework is
proposed to determine the optimal offers and bids of the PHES that maximize its profit.
The operation of PHES is modeled at the upper level, while the market clearing is
modeled in the lower level problem. The bi-level problem is formulated as a mathematical
programming with equilibrium constraints (MPEC) model, which is linearized and solved
as an MILP problem. Several case studies are carried out to demonstrate the impact of
PHES’ non-strategic and strategic operations on market outcomes. Furthermore,
stochastic case studies are conducted to determine the PHES strategies considering the
uncertainty of the net demand and rivals’ price and quantity offers.
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The recent trend of increasing share of renewable energy sources (RES) in the generation
mix has necessitated new operational and planning studies because of the high degree of
uncertainty and variability of these sources. RES such as solar photovoltaic (PV) and wind
generation are not dispatchable, and when there is excess energy supply during off-peak
hours, RES curtailment is required to maintain the demand-supply balance. Furthermore,
RES are intermittent resources which have introduced new challenges to the provision
of ancillary services that are critical to maintaining the operational reliability of power
systems. Energy storage systems (ESS) play a pivotal role in facilitating the integration of
RES to mitigate the aforementioned issues. Therefore, there is a growing interest in recent
years to examine the potential of ESS in the future electricity grids.
The Long Term Energy Plan (2013) of Ontario, Canada [1] had set a target plan to
increase the share of RES to 50% of the total generation mix of the province by 2025.
As shown in Figure 1.1, as of the first quarter of 2020 [2], the Independent Electricity
System Operator (IESO) of Ontario reports that the share of RES in total capacity is
37%, which includes PV and wind generation capacity of about 13% of total, hydro and




























Figure 1.1: Ontario generation mix.
changes in system generation mix, new procurement contracts were put in place by the
IESO in 2014 to integrate 50 MW of ESS, 32.8 MW of which has been procured in the
Phase-I to provide regulation, reactive power support, and voltage control services, while
in Phase-II, 16.75 MW has been procured [3]. Furthermore, in 2017, the IESO awarded
contracts to two battery energy storage system (BESS) facilities (total 55 MW) to provide
regulation services.
ESS have different operational and physical characteristics compared to traditional
resources, thereby requiring new policies and regulations to integrate them to existing
power systems. In order to facilitate effective ESS participation in electricity markets, the
US Federal Energy Regulatory Commission (FERC) has issued policies to remove the
barriers limiting their competitiveness with traditional resources. For example, FERC
Order 755, issued in 2011 [4], outlines one of the key policies to pave the way for ESS
participation in regulation markets, and FERC Order 841, issued in 2018 [5], facilitates
ESS to participate side-by-side with traditional market participants by considering their
physical and operational characteristics in the energy, capacity, and ancillary services
markets.
In addition to the operational challenges, the high installation cost of ESS is the main
barrier to their wider deployment [6]. Therefore, optimal investment decisions of ESS need
be arrived at using appropriate frameworks wherein the ESS business paradigms, which
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aim to accrue direct economic benefits or indirect cost savings [7,8], are taken into account.
From the owner’s perspective, the ESS investment frameworks can be classified, as follows:
 The ESS is owned and dispatched by the same entity: for example utility system
operator such as the Independent System Operator (ISO), the Distribution System
Operator (DSO) or Microgrid Operator (MGO), to minimize their operational cost
and enhance the power quality; or end-users to offset their cost of energy purchased
from the grid.
 The ESS is owned by third-party investor and dispatched by system operator: the
investor recovers its investment through regulated cost-of-service payments based on
an agreed rate of return; while the system operator seeks to minimize its operations
costs taking into account charging and discharging costs.
 The ESS is owned by third-party investor and dispatched through its participation
in the wholesale energy and ancillary service markets.
In the first structure when the ESS is owned and operated by a system operator, the
applications can be classified into two broad areas: energy management, and power
quality applications. Several ESS technologies are available for use; however, some
technologies may excel over others in certain applications because of their different
inherent characteristics, as shown in Figure 1.2 [9]. Furthermore, ESS applications can
range from both bulk power systems, i.e., at the transmission system level, managed by
the ISO, as in Ontario IESO, to the distribution system level, managed by the DSO, to
isolated or grid-connected microgrids, managed by MGO.
Among the various ESS technologies, BESS have received significant attention over the
last decade for their role in improvement of system operations and reduction in system
operation costs. They are suitable for both large power systems as well as microgrids
because of their capability to be used for both energy management and power quality
improvement applications. This is because of their fast response, options for different
energy to power (E/P) ratios, and compact size and mobility.
The larger the installed size of the BESS, the greater is the improvement in operations,



































































Figure 1.2: Energy storage technologies for different applications.
BESS installations require high capital cost, and therefore, the proper size of BESS need
be determined in an operational-planning framework to maximize the total benefits at the
lowest BESS installation cost.
Furthermore, the BESS operations are impacted by their lifecycle and degradation of
energy capacity along with other BESS technology-specific and cost parameters, and hence
these are crucial aspects to be considered in the BESS planning problems. To accommodate
the intermittent RES and demand, it is necessary to consider their uncertainties in such
operational-planning frameworks. Therefore, there is a need to develop BESS investment
planning frameworks for system operators considering all the aforementioned aspects.
In the second structure, the ESS is owned by a third-party investor but operated by
the system operator, considering the same range of ESS applications. The investment
framework involves conflicting objectives where the system operator determines the optimal
ESS schedules to minimize its operations costs, while the investor seeks to recover the
total investment cost while meeting its minimum acceptable rate of return (MARR). The
optimal investment decisions and the economic value for both the system operator and
4
ESS investors need be examined in a multi-objective investment planning framework.
In the third structure, the ESS owner submits offers and bids in the day-ahead and
real-time energy markets to maximize its profit. Because of its competition with other
energy resources, the main revenue stream for the ESS is typically from its participation in
ancillary service markets because of their fast response time as compared to other resources.
The new policies and regulations, such as FERC Order 755, provide more incentives to ESS
investors to participate in the recently structured Performance-Based Regulation (PBR)
markets.
Furthermore, it has been noted in [10–18] that large-scale ESS participating in the
markets have the potential and the capacity to influence the market price by their
strategic operational decisions and hence increase their potential profit from such
price-setting behavior.
One of the large-scale ESS technologies that can strategically participate in electricity
markets are the Pumped Hydro Energy Storage (PHES) facilities1. The ability to store a
large amount of energy in hydro reservoirs, with higher conversion efficiency compared to
many other technologies, makes PHES one of the most appealing large-scale ESS
technologies [20]. This mature technology has been evolving, and with the recent interest
in ESS, new operational aspects and technologies have been developed to improve the
PHES operational flexibility such as by operating in hydraulic short-circuit (HSC) mode
while participating in regulation markets [21].
Therefore, there is a need to examine the non-strategic and strategic participation of
PHES systems, considering their detailed technical models and operational aspects such
as HSC mode, in price-setting market frameworks for both energy and ancillary services,
considering the recent implementation of FERC Order 755 that facilitates ESS market
participation.
1Currently, more than 18 GW of PHES capacity is in operation in North America [19]. Of particular
note is the Sir Adam Beck Pump Generating Station in Niagara Falls, Ontario; this 174 MW facility is
the only PHES system in Canada, supplying power since 1957.
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1.2 Literature Review
1.2.1 Investment Planning of Energy Storage Systems
The problem of ESS investment planning, from the perspective of system operators and
third-party investors, has been addressed by several researchers in recent years, examining
a range of issues; a brief review of which is presented below.
In studies considering RES and ESS, the focus is on the operation of ESS to facilitate
the integration of RES by mitigating fluctuations, or by minimizing the net local load and
renewable energy curtailed. Sizing BESS for wind power plants have been addressed in
[22–25] to minimize the difference between predicted and actual wind generation. While in
[22] the BESS cost is not considered, which may lead to oversizing; in [23] and [24] the size of
BESS is determined using a cost-benefit analysis which may not yield the optimum. Energy
arbitrage and peak shaving applications are examined in [25] considering a residential
PV/BESS system connected to the grid; the optimal size of BESS is determined so as
to minimize the cost of net power purchased during peak hours as well as minimize the
cost of capacity degradation after each discharging process. However, in the above studies,
the ESS only facilitates the RES integration without considering the operation of other
resources in the grid, and hence its sizing may not be optimal from the grid’s perspective.
In the context of a large power system, the ESS size is determined in [26] to provide
auxiliary reserves required to facilitate large-scale integration of wind by considering the
aggregated upward and downward gradient capabilities of the generation units in the
system. However, the costs of BESS and generation units are not considered in the study,
and hence the obtained BESS size may not be economically optimum. The optimal size
and location of large-scale ESS in power systems with wind generation is determined
in [27]. In [28], a bi-level stochastic optimization model for a large-scale ESS
participating in energy market is developed. The optimal size of ESS is determined using
Benders decomposition approach considering a master planning problem and several
operational subproblems.
In [29], the investment planning decisions of a merchant ESS facility in transmission
systems is examined using a tri-level model where the third-party investor’s perspective
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is considered in the upper level, the system operator’s perspective in the middle level,
and the day-ahead market is modeled in the lower level. In [30], simultaneous planning
of transmission expansion and BESS is carried out using a stochastic multi-stage method
wherein a linear BESS capacity degradation rate is considered. The upward reserves of
the system are maintained by the dispatchable generating units and BESS. However, the
upward reserve provisions from the BESS are assumed to be only in discharging mode,
while in fact, the BESS upward reserve capacity in charging mode is double the BESS
rating, since it can interrupt charging immediately.
Since the operation of resources in the grid have an impact on the energy
management system (EMS), BESS sizing need to consider the unit commitment (UC)
constraints appropriately. Although the operating costs of dispatchable generators and
their operational constraints, e.g. ramp rate, are considered, the commitment decisions of
generators are not considered in [26–29]. In [30], only a select set of generators are
considered in the UC problem, while the others are assumed to be always committed.
Moreover, the generators in the first set are assumed to start up and shut down at any
time, and hence, the UC problem is modeled without binary variables. The operational
aspects of RES and dispatchable generators and their optimal UC decisions have been
considered in the ESS planning problem in [31], wherein a bi-level framework is proposed
to maximize the third-party investor’s profit by determining the optimal site and size of
ESS in transmission systems. The investment planning problem is formulated in the
upper level, while several representative operational days are considered in the lower
level. However, the lifecycle of ESS and the impact of energy capacity degradation was
not considered.
The optimal capacity of BESS for distribution system applications is determined
in [32–39]. In [32], the optimal capacities of two types of redox-flow BESS are determined
to maximize the net present value (NPV) of distribution cost savings, from deferral of
distribution asset upgrades. The optimal sizes of distributed BESS, considered in a
system with high PV penetration in [33] are determined at each bus, using a cost-benefit
analysis considering voltage regulation and peak load shaving applications of the BESS.
The capacity degradation of the BESS unit is also considered in [33] by modeling it as a
linear function of the operation cycles. The optimal size of BESS is determined in [34]
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which enhances the system reliability and peak shaving in a long-term expansion
planning problem of an active distribution system. The proposed optimization framework
minimizes the total cost including cost of investment, maintenance, arbitrage (i.e.,
exchanging energy with bulk markets), and reliability costs considering the value of lost
load and annual outages. In [35], the optimal size of BESS is determined to minimize
wind generation curtailment and manage congestion and bus voltage profile in a
distribution system, using a two-stage iterative framework. Initial planning decisions are
obtained in the first stage based on hourly operation, while in the second stage the
decisions are tuned to minimize wind curtailment in a smaller time resolution. However,
the long-term planning constraints of BESS are not considered in this work. In [36],
different BESS ownership structures such as utility and third-party are considered, and
their perspectives are modeled in the context of residential feeders with high penetration
of PV generation. Demand response is also considered to alleviate the need for larger
sizes of BESS. The charging/discharging operation of BESS are controlled to minimize
the net demand; however, the operating cost of BESS and its lifecycle are not considered
in the optimization model.
In [37], a stochastic model is proposed to determine the optimal BESS ratings in
distribution systems using a non-parametric chance-constrained optimization. The
charging/discharging power of BESS and its relation with the state of charge (SOC) is
considered using an approximate model, which reduces the computational time
significantly; however, the plan decisions are affected by the inaccurate BESS operation
because of the approximate model. In [38], a two-stage stochastic model is proposed for
the DSO to determine the optimal siting and sizing of BESS to minimize the load
shedding option and help increase distribution system reliability to a level that the
customer is willing to pay for. The optimal decisions are obtained using a genetic
algorithm approach. Similarly, in [39], the optimal size of BESS is determined for
enhancing reliability and peak shaving in addition to voltage regulation, in the presence
of high wind penetration.
The main functions of a BESS in distribution systems are to regulate the node
voltages and hence reduce the losses in these radial systems, and peak shaving to defer
the need for upgrading the distribution assets, and enhancing the reliability. The optimal
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commitment decisions of dispatchable DG units are not considered in the reported works,
since the distribution systems are mainly dependent on upstream power from the
transmission system, and hence, the challenges of EMS are not present in these systems.
In the context of isolated and grid-connected microgrids, sizing of ESS is examined
in [40] based on a cost-benefit analysis and UC with spinning reserve considerations. The
two microgrid operational modes, grid-connected and isolated, are studied and different
BESS sizes for each mode are prescribed. In [41], the BESS optimal power ratings and
energy capacities are determined in isolated and grid-connected microgrids focusing on
the challenges of modeling the Vanadium Redox flow batteries (VRB). The optimal size
of flywheel energy storage is determined in [42] by integrating the microgrid EMS in a
bi-level optimization framework. In [43], an approach based on discrete Fourier transform
is proposed to optimize the size of BESS and diesel generators in isolated microgrids. The
mismatch between the forecasted RES and the load is decomposed into different frequency
components. BESS are assigned to balance the high-frequency band component, whereas
diesel generators are assigned to balance the power in the low frequency component. The
uncertainties in the microgrid resources are not considered in these works.
In [44], the optimal BESS sizing, siting, and technology selection, considering their
capacity degradation, are determined in an isolated grid with high penetration of wind,
using a deterministic multi-stage optimization model. The uncertainty is managed by
implementing a model predictive control technique. In community microgrids, the optimal
sizes of distributed energy resources and BESS are co-optimized in [45] to maximize the fuel
cost savings considering environmental and regulatory constraints. In [46], the optimal size
of BESS and reserve capacities are jointly determined to enhance microgrid reliability with
high penetration of RES. In [47], the RES and BESS sizes are determined in residential
microgrids considering degradation of BESS capacity and the stochastic nature of RES
and load. Although the uncertainties in microgrid resources are considered in [44–47], the
optimization models in these works are solved as deterministic ones, considering separate
scenarios, which may not yield a robust plan.
Stochastic approaches have been used to determine optimum BESS sizes in microgrids
[48–53]. For instance, BESS sizing in isolated microgrids is carried out in the presence
of wind and solar based RES in [48] using a joint optimization model wherein the large
9
number of stochastic scenarios are handled using a distributed optimization approach,
which divides the problem into several sub-problems. BESS sizing is proposed in [49] using
a stochastic approach wherein the scenarios are generated using Monte Carlo Simulation
(MCS) followed by a scenario reduction technique. The optimization model is based on
the UC formulation and solved as a mixed integer linear programming (MILP) problem.
In [50], the optimal BESS size is determined in isolated and grid-connected microgrids using
an UC formulation considering a probabilistic constraint to account for the uncertainty of
wind generation, the probability of generation maintained at a predetermined threshold of
load shedding. In [49] and [50], demand growth is not considered, hence only one year of
planning is assumed, to size the BESS.
In a wind-diesel isolated microgrid [51], the optimal BESS size is determined so as to
minimize the fuel and operating costs of the system over a 20-year planning period, while
facilitating wind generation penetration. A two-stage stochastic approach is used to
capture the wind variability and load uncertainty. Several scenarios are considered
corresponding to different profiles of wind and load. The first stage determines the BESS
size that satisfies all scenarios while the second stage identifies the optimal operation,
given the optimal size determined in the first stage. In [52], stochastic optimization is
used for sizing of BESS in remote microgrids with the option of expanding its energy
capacity to extend the BESS lifetime in the long-term horizon. Although BESS life cycle
is modeled using the Ah-throughput model, its energy capacity degradation and its
consequent impact on the optimum sizing and operation, are not considered. In [53], the
optimal investment decisions on RES, ESS and demand response are determined jointly
in a microgrid using a two-stage stochastic optimization. In the first stage, the optimal
investment plan is determined, while in the second, the microgrid operation is optimized
in an iterative framework. A low depth of discharge (DOD) setting is used to reduce the
impact of capacity degradation; however, this results in oversizing the BESS since the
effective usable capacity is reduced with low DOD.
Table 1.1 presents a summary of the literature review. Several aspects are examined
which impose a challenge to the ESS planning problems. The BESS capacity degradation
is a non-trivial factor affecting its operation in long-term planning problems, yet only few
studies have considered its impact on the optimal plan of BESS. Also, the uncertainty
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Table 1.1: Summary of Literature Review
Ref System Commitment of RES Uncertainty Stochastic BESS Capacity Energy Storage
Considered Dispatchable DG Optimization Degradation Technologies
[22] Wind/BESS Power Station N/A Wind N/A N/A N/A Zinc-bromine
[23] Wind/BESS Power Station N/A Wind Considered N/A N/A Not specified
[24] Wind/BESS Power Station N/A Wind Considered N/A N/A PbA
[25] Residential PV/BESS N/A PV N/A N/A Considered PbA
[26] Large Power System N/A Wind N/A N/A N/A Not specified
[27] Large Power System N/A Wind Considered Considered N/A CAES
[28] Energy Market N/A N/A Considered Considered N/A Pumped hydro
[29] Transmission System N/A General N/A N/A N/A Not specified
[30] Transmission System N/A Wind Considered Considered Considered Not specified
[31] Transmission System Considered Wind N/A N/A N/A Not specified
[32] Distribution System N/A N/A N/A N/A N/A Polysulfide-bromine, VRB
[33] Distribution System N/A PV N/A N/A Considered Li-ion
[34] Distribution System N/A N/A N/A N/A N/A Li-ion
[35] Distribution System N/A Wind N/A N/A N/A Li-ion
[36] Distribution System N/A PV N/A N/A N/A Not specified
[37] Distribution System N/A PV Considered Considered N/A Li-ion
[38] Distribution System N/A Wind Considered Considered N/A NaS, PbA, VRB, CAES
[39] Distribution System N/A Wind Considered Considered N/A Zinc-bromine
[40] Connected/Isolated Microgrid Considered PV, Wind N/A N/A N/A Li-ion
[41] Connected/Isolated Microgrid Considered PV N/A N/A N/A VRB
[42] Connected Microgrid N/A PV N/A N/A N/A Flywheel
[43] Isolated Microgrid N/A PV, Wind N/A N/A N/A Not specified
[44] Isolated Grid Considered Wind Considered N/A Considered NaS, PbA, Li-ion
[45] Isolated Microgrid N/A PV, Wind Considered N/A N/A NaS
[46] Connected Microgrid N/A General Considered N/A N/A Li-ion
[47] Connected Microgrid N/A PV, Wind Considered N/A Considered PbA
[48] Isolated Microgrid N/A PV, Wind Considered Considered N/A PbA, Li-ion, Pumped hydro
[49] Connected Microgrid Considered Wind Considered Considered N/A Not specified
[50] Connected/Isolated Microgrid Considered PV, Wind Considered Considered N/A Li-ion
[51] Isolated Microgrid Considered Wind Considered Considered N/A Not specified
[52] Isolated Microgrid Considered Wind Considered Considered N/A NaS, PbA, Zinc-bromine
[53] Connected Microgrid N/A PV, Wind Considered Considered N/A Not specified
(NaS): Sodium Sulfur BESS, (VRB): Vanadium Redox Flow BESS, (PbA): Lead Acid BESS, (Li-ion): Lithium-ion
BESS, (CAES): Compressed Air Energy Storage.
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in RES and load has to be considered which adds another challenge in solving planning
problems. Although some papers handled the uncertainty by generating several scenarios
and solving the problem as deterministic optimization model, such as in [44] and [47],
stochastic models should be considered to obtain more robust results by including all the
scenarios simultaneously in determining the optimal decisions. Furthermore, the optimal
operation of dispatchable generating units needs to be integrated in the EMS models.
The challenge of these models is because of the presence of binary variables to model the
generators’ commitment decisions properly, as well as the other operational constraints of
dispatchable generating units in the UC problem.
From the aforementioned review of literature, it is noted that none of these studies
have proposed a stochastic optimization approach to determine the BESS optimal plan,
considering its capacity degradation, alongside determining the optimal UC and dispatch
decisions of generating units in conjunction with RES. Furthermore, these aspects have not
been studied, in the very few proposed investment-planning frameworks, in the literature,
when the BESS is installed by a third-party investor.
1.2.2 Market Participation of Energy Storage Systems
The participation of ESS in electricity markets has been reported in the literature and can
be divided into two main threads- those where the ESS have been considered as price-takers
and those where the ESS bidding strategies can impact market outcomes.
In the first, wherein ESS facilities have been considered as price-taker entities, it is
assumed that their bids and offers do not affect the market clearing prices, and hence
their optimal participation are determined based on forecasted market prices. In [54], a
generation utility comprising ESS and wind farm is considered to maximize its profit in
energy market participation. The uncertainties in forecasted market prices and wind
generation are considered and the problem is solved using a two-stage stochastic
optimization approach. In [21] and [55], the simultaneous participation of a price-taker
PHES, considering its flexibility in pumping mode, in the Spanish energy and secondary
reserve markets is studied; it is noted that the PHES optimal operation and its
consequent revenue stream are significantly dependent on its participation in the
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regulation market. The flexibility of variable-speed PHES when participating in the Swiss
secondary and tertiary reserve markets is reported in [56] wherein the impact of
upgrading and improving the operational aspects of the PHES on increasing the revenue
from ancillary service provisions has been examined.
In the aforementioned studies, the market prices are not affected by the bidding
decisions of the ESS. In the second thread on ESS participation in markets, their
potential to influence the market price by their strategic operational decisions have been
studied. In [10], the optimal bidding strategy of a price-maker ESS, specifically a PHES
facility, is studied considering only the energy market; the uncertainties of hydro inflows,
demand, and rivals’ offers are considered in a medium-term (one year) stochastic
optimization model, which is solved as an MILP problem. In [11] and [12], the impact of
uncertainty on the PHES market decisions is examined, considering the PHES as a
price-taker in the Iberian energy market but as a price-maker in the secondary reserve
market; the uncertainty in real-time reserve activation is considered in the proposed
models, and the economical impact of forecasting the market clearing price is studied.
In [10–12], the strategic ESS decisions are modeled using residual demand and reserve
curves, in which the strategic operation of an entity is determined based on forecasting
the expected market outcomes from the historical supply and demand curves of the other
market participants.
In [13], a mixed complementarity problem is proposed to design a special pricing
mechanism for ESS, based on the highest locational marginal price in the system, to
promote its participation in the market. The impact of ESS operations and its location
and size, on the market clearing outcomes have been studied. In [14], the ESS is
considered as a price-maker in the energy market, but as a price-taker in the reserve and
PBR markets, using a bi-level optimization model. In the upper level, the profit of several
entities including the ESS is maximized, while the market clearing process in the lower
level is solved as a Nash-Cournot equilibrium model, which does not consider the social
welfare maximization objective. It is noted that the strategic offer/bid prices of ESS, and
other market participants, were not determined in the Cournot model used in [14].
The strategic offer/bid prices and quantities can be determined using a bi-level
optimization framework formulated as a Mathematical Programming with Equilibrium
13
Constraints (MPEC) model. The MPEC problems are based on the Stackelberg gaming
competition, to determine the optimal strategy for one agent, maximizing its profit (the
upper level) and constrained by the market equilibrium (the lower level), assuming that
the rival agents’ strategies can be anticipated and do not change with the determined
strategy at the upper level [57]. The bi-level MPEC approach to determine the strategic
bidding of a single firm in wholesale electricity markets was first proposed in [58].
Several works [15–18], have examined the ESS strategic participation in electricity
markets using a bi-level MPEC model, and linearized and solved thereafter as an MILP
problem. In [15], the optimal bidding strategy is determined to maximize the ESS profit in
day-ahead energy market. A risk-constrained approach with extended look-ahead period,
considering 48 hours, is proposed to solve the bi-level MPEC problem, in which the SOC
level at the end of the first day is determined to maximize the profit for the two considered
days. In [16], the ESS strategic decisions in joint day-ahead energy and reserve markets,
as well as the real-time balancing markets are determined in a bi-level problem. The day-
ahead and real-time markets are represented by two lower level problems, whereas the ESS
profit maximization is developed in the upper level problem. In [17], a stochastic bi-level
optimization model is proposed to maximize the profit of ESS participating in the energy
market, considering ramp rate limits of conventional generators in the presence of wind
generation. The impact of strategic ESS on the flexibility of the system and social welfare
in energy markets is evaluated in [18] considering the bi-level ESS profit maximization
approach.
In [15–18], generic ESS models have been used in the strategic price-setting studies
without considering detailed technical models of any particular technology, which has a
significant bearing and impact on the decisions, and hence on the ESS capability of bidding
and offering in different electricity markets. For instance, a PHES operations model and
technical characteristics will be significantly different from a compressed air energy storage
system, and generic models are not sufficient to capture the details.
Apart from ESS participation strategies, the electricity markets are being redesigned
to integrate the progressive penetration of ESS in bulk power systems in recent years.
Therefore, some studies have proposed novel market frameworks and developed bidding
mechanisms for ESS considering their important parameters to comply with the new
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policies [59].
The new structure of regulation markets, after implementing FERC Order 755, has
included an additional component to the regulation capacity payment, based on actual
performance of the facility in following the regulation signal. Since the PBR market
provides more incentives for fast response resources, some studies have highlighted the
benefits that may be accrued by ESS from participation in such markets. The optimal
scheduling and bidding policy for participation in energy and PBR markets is reported
in [60–62]. In [60], the optimal price-taker bidding policy in PBR markets is determined
for a BESS considering its degradation. In the proposed optimization model, the BESS
seeks to maximize its profit, while the PBR market requirements are considered as
chance-constraints. In [61], a price-taker participation model in energy and PBR market
is proposed considering the non-linear characteristics of PbA, VRB, and Li-ion BESS.
The problem is formulated as a dynamic programming based approach and solved using
forward search algorithm. In [62], a bi-level MPEC approach is proposed to maximize the
profit of a provider, considering a generic model, in the regulation capacity and mileage
markets. However, this work did not consider energy market settlement or the
operational and physical aspects of ESS.
It is noted that all these studies on PBR markets are limited to BESS or consider
generic ESS models. However, other ESS technologies, such as PHES, are efficient and
perform well in frequency regulation provisions and can benefit from participating in PBR
markets.
The PHES units have been providing frequency regulation services, but only when
operating in the generation mode. Typically, PHES do not have the ability to participate
in frequency regulation markets while they are in the pumping mode, because of their fixed
power consumption in this mode. To this effect, operational methods and technologies
have been proposed to alleviate this limitation and maximize the potential revenue for
PHES facilities participating in ancillary services markets, such as by operating in HSC
mode [21], equipping PHES with variable speed drives [55], or by controlling the power
generated during the switching time between the different PHES modes [63].
The uncertainty in demand and RES generation typically impacts the market
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clearing, and hence these aspects should be considered in determining the strategic
bidding. Furthermore, the uncertainty in rivals’ price and quantity offers have major
impact on the market outcomes and hence need be considered in the strategic bidding
framework [64], [65].
In view of the above discussions, it is noted that none of the works have studied the
strategic participation of PHES simultaneously in joint energy-PBR markets, considering
regulation capacity and mileage markets. Furthermore, no work has studied the flexibility
aspects of PHES participating in regulation markets while pumping, as a strategic
participant.
1.3 Research Objectives
The main goals of the research presented in this thesis are to develop investment planning
and market participation frameworks for ESS considering different ownership structures.
The specific objectives of the thesis are stated as follows:
 Develop a planning framework from the utility’s perspective to determine the optimal
power and energy size of BESS and its optimal year of installation over a planning
horizon considering different BESS technologies and their inherent characteristics
including energy capacity degradation and cost parameters.
 Extend the utility-centric proposed planning framework to a stochastic optimization
model for BESS planning to capture the uncertainties of solar radiation, wind speed,
and power demand. Propose a two-stage decomposition-based approach to solve the
stochastic optimization model where, in the first stage, the power rating and final
degraded energy capacity of BESS will be determined, while in the second stage, the
optimal year of installation will be obtained.
 Develop an optimal BESS investment planning framework wherein a third-party
investor installs the BESS while the utility operator controls its operations.
Determine the optimal BESS power rating, energy capacity, and year of installation
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to simultaneously maximize the investor’s profit and minimize utility’s operations
cost.
 Develop a market participation model from the investor’s perspective, specifically
considering PHES systems, to determine their optimal bidding strategies in joint
energy-PBR markets. The PBR market formulation will be in line with FERC Order
755 to facilitate PHES participation in regulation markets. Hence, develop a bi-
level MPEC framework to determine, at the upper level, the PHES bids and offers
maximizing its profit while considering its HSC mode of operation. At the lower
level, the joint energy-PBR market clearing process will be modeled considering the
optimal offers and bids.
 Study stochastic scenarios of demand, RES generation, and rival generators’ price
and quantity offers and their impact on PHES operation and its market
participation. Also, examine the non-strategic participation of PHES in the above
markets as compared to its strategic operations for conventional and HSC PHES
facilities.
1.4 Thesis Outline
The rest of the thesis is organized as follows: Chapter 2 presents the essential background
on ESS, participation of ESS in ancillary services provision, ancillary services markets in
North America, investment planning aspects for microgrids, and different techniques of
uncertainty management in power system operational and planning models. In Chapter 3,
the stochastic model for optimal BESS planning and the decomposition based approach to
solve the stochastic optimization problem are discussed. In Chapter 4, the proposed goal
programming approach to determine the optimal BESS investment plan by a third-party
investor is studied. Chapter 5 presents the bi-level framework of energy and PBR market
participation of PHES and the proposed MPEC problem. Finally, Chapter 6 presents the






In this chapter, a brief background to the topics relevant to the thesis is presented. Various
aspects, parameters, and technologies of existing ESS and their participation in ancillary
services provision are discussed, followed by a discussion of the North American ancillary
services markets focusing on the integration of ESS. Then, an overview of the investment
planning aspects for microgrids and their operational challenges are discussed. Finally,




h Index for hours, h = 1, 2, .., H
i Index for dispatchable DG units, i = 1, 2, .., I
y Index for years, y = 1, 2, .., YT
1Parts of this chapter have been published in:
H. Alharbi, and K. Bhattacharya, “Energy Storage and Ancillary Services Markets in North America,” in
Proc. CIGRE Canada Conference, Montreal, QC, 2019, pp. 1-5.
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Parameters
Gi, Li Initial up-time and down-time required of DG unit i [h]
MinDWi Minimum down-time of DG unit i [h]
MinUPi Minimum up-time of DG unit i h]
P i Maximum output power of DG unit i [kW]
P i Minimum output power of DG unit i [kW]
R Total required reserve capacity [kW]
RampDWi Ramp down limit of DG unit i [kW]
RampUPi Ramp up limit of DG unit i [kW]
SDi, SUi Shut-down and start-up cost of DG unit i [$]
Pd Forecasted demand [kW]
Variables
P DG output [kW]
U, V,W Binary start-up, shut-down, and commitment decision of DG units
2.2 Energy Storage Systems
In order to address the differences between the various ESS technologies and their
applications, their basic characteristic parameters need be understood.
2.2.1 Energy Storage System Characteristic Parameters
2.2.1.1 Power and Energy Size, E/P Ratio
Unlike electrical generators, ESS are specified by their energy storage capacity in addition
to their power rating or size. The power size of an ESS is defined as the rate at which
the ESS is capable of discharging/charging power continually. In normal operation, the
maximum injected/drawn power is the nameplate rating of the ESS, although, some types
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of ESS have the ability to discharge more power than their rated value for a short period
during contingency situations [66]. The energy size represents the maximum amount of
energy that can be stored, the capacity is usually expressed in kWh or MWh.
The relationship between the power and energy size for a certain ESS technology is
known as the E/P ratio, and is defined as follows:
E/P =
Energy Capacity [kWh]
Power Rating [kW ]
(2.1)
For example, in ESS used for power quality applications, the E/P ratio is usually less
than unity since the maximum discharge/charge power is more important than the energy
capacity. On the other hand, ESS used in energy management applications have an E/P
ratio more than unity due to the need for large energy capacity [66].
2.2.1.2 Discharge Time
Discharge time is the maximum duration for which the ESS can discharge at rated power [9],
and is expressed as follows:
Discharge Time =
Available Energy [kWh]
Power Rating [kW ]
(2.2)
It is noted that while discharge time depends on the available energy and the DOD,
the E/P ratio considers the entire energy capacity.
The discharge time and E/P ratio of different ESS technologies vary over a range, as
shown in Figure 1.2, and accordingly the nature of applications of the ESS are determined.
The ESS with low discharge times of seconds to few minutes, such as flywheels and super
capacitors, are more suitable for power quality applications, while ESS with large discharge
times of several minutes to hours are preferred for energy management applications [9].
It is worth mentioning that some technologies, such as batteries, have a wider range of




Most ESS suffer from degradation which affects their performance and reduces their
lifetime. Three major factors affect the lifetime [67], and whenever one of them reaches
its limit, the ESS should be replaced.
(a) The calendar lifetime (years): depending on the technology, certain number of years
after installation, the ESS may not operate efficiently, although it may not have been
operated frequently.
(b) Number of cycles (cycles): when the number of charging/discharging cycles reaches a
maximum, as specified by the manufacturer, the ESS should be replaced.
(c) Total discharged energy (kWh or MWh): in applications that require deep charging
and discharging cycles, the total discharged energy determines the lifetime of ESS.
2.2.1.4 Depth of Discharge (DOD)
To reduce the impact of degradation, the ESS operation should be in a controlled manner
so as to extend its usage over a longer period [66]. For example, the ESS may not be
allowed to discharge beyond a certain level of its energy capacity. The maximum discharge
limit is expressed as the DOD of energy storage (%). It is noted that the level of energy
to which the ESS is charged is known as SOC. Accordingly, the DOD of ESS is defined as
follows:
DOD[%] =
Energy Capacity [kWh]−Minimum SOC Level [kWh]
Energy Capacity [kWh]
× 100 (2.3)
Reducing the DOD has a significant impact on prolonging the lifetime of the ESS [66].
However, a low value of DOD requires installing a larger size of ESS. Therefore, balancing




























Figure 2.1: Classification of energy storage technologies.
2.2.1.5 Round-Trip Efficiency
The energy loss taking place during the discharging and charging process of an ESS is
represented by the round-trip efficiency. It is the net energy discharged from the ESS for
a given amount of energy charged [67]. In some cases, the charging efficiency associated
with energy conversion during charging process is different from the discharging
efficiency. The round-trip efficiency is the multiplication of both these efficiencies. Energy
storage technologies have different ranges of round-trip efficiencies, higher efficiency ESS
of a certain technology might be available but at higher costs.
2.2.2 Energy Storage Technologies
A wide range of energy storage technologies exist today. In general, energy storage
technologies are classified into three categories based on the form of the stored
energy [68], as shown in Figure 2.1. The first category of technologies store energy in
electro-magnetic form, for example, super conductors and ultra capacitors. The second
category encompasses electro-chemical ESS technologies, comprising the battery
technologies including flow batteries, and the recent development of hydrogen energy
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storage. The third category of electro-mechanical ESS technologies store the energy in
the form of kinetic energy or potential energy, for example, PHES, compressed air energy
storage and flywheel energy storage.
In the following sub-sections, BESS and PHES technologies are discussed in detail,
because these are considered for the subsequent research problems presented in this thesis.
2.2.2.1 Battery Energy Storage Systems (BESS)
They are based on the principle of energy conversion from chemical energy to electrical
energy. The four main BESS technologies are discussed here, along with their technical
characteristics.
Sodium Sulfur Batteries (NaS):
Several studies have been conducted to develop this technology, especially in Japan.
At the current time, NaS BESS is only available at E/P ratios ranging from 6 to 7 [67].
Therefore, it has the capability to discharge for more than 6 hours at rated power. In
addition, the relatively high round-trip efficiency and their long cycle life make them more
valuable in energy management applications. Moreover, NaS BESS have the capability to
discharge at 5 times its rated power for a few minutes to meet transient fluctuations in
power, which is a significant feature of these batteries in power system applications [67].
NaS BESS also have high energy and power density [9] and does not suffer from self-
discharge effect [69]. Consequently, because of all these advantages, it is considered a
mature technology and has been used in several grid-scale applications. However, because
NaS BESS operation requires high temperature, there are some concerns about their safety
[69].
Vanadium Redox Flow Batteries (VRB):
VRB BESS is a battery from the family of flow batteries, first introduced in the 1970s
[66]. Since the power rating of these batteries depend on the size of the cell stack, while
the volume of the electrolyte determines the energy capacity, VRB BESS has no E/P ratio
constraints [69].
The cycle life of VRB BESS is significantly high and does not depend on the DOD [9];
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hence, their lifetime is usually measured by calendar life. One of the features of VRB BESS
is that the power stack can be adjusted to the desired level, and the power rating can be
changed to suit the application, either power quality application such as voltage regulation
or energy management application such as energy arbitrage [66]. Researchers are working
on increasing the low power density of these batteries, which is one of their drawbacks.
Lead Acid Batteries (PbA):
PbA BESS are one of the most developed and mature batteries in the world, and
widely used in several applications since they were introduced in the early 1860s [67]. The
limitations of PbA BESS include their low power and energy density, and reliability. Also,
PbA BESS have low cycle life as compared to other batteries. Despite these limitations,
PbA BESS can be used in power system applications because of their noticeable low cost
and high efficiency [69].
Lithium-ion Batteries (Li-ion):
The research on Li-ion BESS was started in the 1960s [70]. They have been used in
small-scale energy storage applications for several decades and recently found a place in
large-scale applications, especially in the automotive sector.
The advantages of Li-ion BESS include their very high efficiency, high cycle life and
fast response time. However, these are expensive compared to the other types of batteries
because of their protection and insulation requirements [71].
In recent times, these ESS have found significant applications in power systems.
2.2.2.2 Pumped Hydro Energy Storage (PHES)
This is one of the earliest large-scale energy storage technologies. The first PHES system
was installed in the Alpine region of Europe in 1890s, and comprised pump impellers and
separate turbine generator [72]. The design of PHES has evolved since the 1950s to the
single reversible pump/turbine units [72], as shown in Figure 2.2.
During low demand periods, the energy is drawn from the grid by motors to pump water
to a higher level reservoir, which essentially is the charging process of the PHES system.
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Figure 2.2: Typical pumped hydro energy storage plant.
reservoir, and the potential energy of the released water is used to operate a hydroelectric
turbine and generate electrical energy. The difference between the PHES and a traditional
hydroelectric power station is that the former consumes more energy than it generates
because of the conversion losses mainly during the process of pumping water to the upper
reservoir [73]. Nevertheless, PHES systems are used for energy management applications
because of their high energy capacity and low energy cost, by virtue of an optimally
scheduled PHES with appropriate charging and discharging operation, which can reduce
the system costs significantly. However, the geographic and environmental restrictions
limit the instalation of PHES. Also, despite the low cost of energy, the fixed installation
cost of PHES is very high and requires longer time for cost recovery as compared to other
technologies [9].
Most of the existing PHES plants are equipped with fixed-speed pumps which allow
them to provide frequency regulation during the generation cycle only. However, PHES
systems equipped with variable speed pumps or operating in the HSC mode can also
provide frequency regulation while pumping [20]. There are two configurations allowing
PHES to operate in HSC mode. First, PHES can be equipped with ternary units, each
comprising a generator/motor coupled with Francis or Pelton turbine connected through
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a lock-up clutch to a pump. Individual units can operate either as a pump and/or a
turbine simultaneously because of the presence of the clutch. Although the pumps still
operate at fixed speed, the overall operation of the PHES unit can be controlled in order to
provide frequency regulation services. The second HSC configuration comprises reversible
Francis pump-turbine units, same as conventional PHES, but with at least two units- one
generating and the other pumping, where the generating unit is controlled to offset the
fixed pumping power.
Figure 2.3 presents the operation of conventional and HSC PHES systems. In pumping
mode, fixed-speed pumps move the water from the lower to the upper reservoir to store
the energy, Figure 2.3(a), whereas in generating mode, the water is discharged from the
upper to the lower reservoir to generate power, Figure 2.3(b). The units of a conventional
PHES can only operate in either the generating or the pumping mode, as shown in Figure
2.3(a) and 2.3(b). Hence, if a unit is in pumping mode, then all the other units have to
operate in pumping mode, or remain idle. Since a PHES unit can only operate at a fixed
speed while pumping, the participation of the PHES facility in regulation provisions is not
possible in pumping mode.
On the other hand, the HSC PHES system has more flexibility to operate its units
in any mode, regardless of the operation mode of the other units, as shown in Figure
2.3(c). Although the pumps still operate at fixed speed, the PHES units can operate also
in generation mode to control the overall pumping energy. This is an important feature
that allows the PHES system to pump water from its lower reservoir to the upper, i.e.
increasing its water volume, while it can also participate in regulation provisions.
2.3 Ancillary Service Provisions
The North American Electric Reliability Corporation (NERC) has defined ancillary
services as “elementary reliability building blocks from generation (and sometimes load)
necessary to maintain bulk electric system reliability”. These services are: (1) regulation,
(2) load following, (3) contingency reserve (spinning and supplemental reserve), (4)























Figure 2.3: Schematic representation of conventional and HSC PHES.
black start capability [74].
While frequency regulation, spinning and non-spinning reserves are procured through
a competitive market, the other services are procured on a cost basis and contractual
agreements. ESS have the potential to improve the efficiency of ancillary service provisions
and enhance system reliability. This section presents a review of the reserves and regulation
markets, and the key advantages and limitations of ESS in the provision of these ancillary
services.
2.3.1 Market-based Ancillary Services
It is noted that regulation and reserves are interchangeable terms across different markets,
and hence it is important to distinguish these services and their definitions. Both of these
services are crucial to maintain the supply-demand balance activated in different time
frames to ensure the frequency of the system to be within the acceptable limits.
In power systems, the frequency control hierarchical structure comprises three levels:
primary, secondary, and tertiary frequency control [75]. Primary frequency control is the
local automatic control which adjusts the active power automatically within few seconds
following a sudden and large generation or load outage. The main objective of primary
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control is to stabilize the frequency, without seeking to restore it to the nominal. Secondary
frequency control is to maintain the balance in a time frame ranging from seconds to a
few minutes by injecting/drawing active power following the automatic generation control
(AGC) signal. The main goal of secondary control is to restore the frequency to its nominal
value. The third level is tertiary frequency control which is activated within 10-30 minutes
to manually change the unit commitment dispatch.
In North America, primary frequency control services are procured through contracts,
while secondary and tertiary control services are procured mostly through a market based
mechanism. Although some of the markets refer to frequency regulation as operating
reserve, in this thesis, the term operating reserve will be used for contingency reserves
which can be classified as spinning, non-spinning and replacement/supplemental reserves.
2.3.2 Energy Storage as Ancillary Service Providers
The ancillary service markets have been more active with the recent trend of increasing
share of RES in the generation mix. ESS play a pivotal role in facilitating the integration
of RES and the provision of ancillary services because they are characterized by their fast
response time and high ramping capability, which are critical features in ancillary service
provisions, in order to maintain the demand-supply balance effectively. Furthermore, ESS
can operate as a generator and a demand, allowing them to provide regulation and reserves
in both directions.
However, ESS have different operational and physical characteristics compared to the
traditional ancillary service providers, as discussed in Section 2.2.1. Because of these
characteristics, it is challenging for ESS to compete in ancillary service markets that have
been designed considering conventional resources. Furthermore, the high capital cost of
ESS is another factor limiting the investments in ESS. Therefore, new regulation and
policies have been initiated by regulatory authorities to integrate ESS to existing market
clearing models such as the FERC Order 755 and Order 841 [4], [5].
FERC Order 841 facilitates the participation of ESS by considering their physical and
operational characteristics in the capacity, energy, and ancillary services markets. One
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of the most important changes introduced in US electricity markets under FERC, is to
consider bidding parameters in market settlement representing the ESS characteristics,
such as SOC, SOC limits, charge and discharge time, charge and discharge limits, charge
and discharge ramp rates, and run time limits. Furthermore, ESS with a capacity of
100 kW or more, can now participate in all the markets, whereas prior to FERC Order
841, most markets required at least 1 MW of capacity, in order to participate. Also,
after implementing FERC Order 841, ESS are now able to set the market prices as both
wholesale buyer and seller, and ESS facilities have been allowed to bid/offer their de-rated
capacity in the capacity market, based on their energy capacity available for continuous
discharge that meets the minimum run-time requirements.
FERC Order 755 was issued to improve the performance of regulation market
participants, including ESS. The price formation in PBR markets, as per FERC Order
755, considers the speed of response and accuracy of following the operator signal by the
provider. Therefore, a participant in the PBR market receives a two-part payment: the
traditional regulation capacity payment, and a new performance payment for the actual
quantity of regulation power provision, referred to as “mileage” [76], which are explained
in the following sub-sections.
2.3.2.1 Regulation Capacity
It can be defined as the reserved capacity of a unit to provide regulation power during a
determined period of time. The market operator compensates the regulation provider for
the reserved capacity, regardless of its deployment in real-time operation.
2.3.2.2 Regulation Mileage
It is an index to measure the performance of a regulation provider, and can be defined as
the sum of absolute movements towards the set point of the regulation signal. Figure 2.4
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Figure 2.4: Regulation mileage definition.
It is noted that the performance payment differs from one market to another, but
generally is computed after real-time operations, as follows:
Performance Payment[$] = Mileage Offer[$/MW ]×Mileage[MW ]×Performance Score[%]
(2.4)
where the Performance Score is an index computed by the ISO to measure the accuracy of
injected/drawn regulation power in response to the AGC signal [76]. It is noted that the
regulation capacity and mileage settlements take place simultaneously in the day-ahead
and/or in the real-time market.
2.3.3 Ancillary Services Markets in North America
An overview of ancillary services in the electricity markets in North America (USA and
Canada) and the practices pertaining to ESS participation, is discussed in the following
sub-sections. These markets are operated by six ISOs in USA under FERC jurisdiction,
the Electric Reliability Council of Texas (ERCOT), USA (outside FERC jurisdiction), and




The electricity market operated by PJM is one of the US markets under FERC jurisdictions.
In PJM, the installed capacity of ESS is more than 278 MW/269 MWh, mostly from
battery storage systems, which is considered as one of the largest ESS market capacities in
North America [77]. PJM has two categories of ESS: energy storage resources which include
batteries and flywheels, and capacity storage resources, which in addition to energy storage
resources includes hydroelectric plants. Both operating reserves and frequency regulation
are procured through a market-based system.
The operating reserves in PJM are defined as the amount of power that can be received
within a specific time from synchronized or offline generators and certain loads. The
operating reserves are categorized into: primary reserve, which can be received within
10 minutes, and supplemental reserve which can be available within 30 minutes. The
primary reserve is divided into synchronized and quick start reserves based on the status
of the resource. Currently, ESS are not eligible to participate in non-synchronized reserve
provision. Although ESS are allowed to participate in synchronized reserve provision,
allocating ESS capacities to participate in regulation markets is more profitable for ESS
investors.
In the PJM regulation market, the providers are instructed to adjust their generation
or demand in response to an automated signal to maintain the area control error (ACE)
within its limit. To comply with FERC Order 755, PJM generates two types of signals:
RegA and RegD, and the regulation providers can choose to follow either one. RegA is
a low-pass filtered signal to recover large and long fluctuations, and designed for slow
resources, whereas RegD is a high-pass filtered signal requiring instantaneous response
from fast resources. Furthermore, RegD signal is designed to be zero-mean energy within
15 minutes period, which allows ESS to maintain their SOC level after the regulation
provisions.
The regulation providers are required to submit two-part offers, capacity (capability)
offer in ($/MW) and performance offer in ($/∆MW). The mileage is defined in PJM
as “the summation of movement requested by the regulation control signal a resource is
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∣∣RegAt−RegAt−1∣∣ , MileageRegD = T∑
t=0
∣∣RegDt−RegDt−1∣∣ (2.5)
The regulation market clearing process is based on the adjusted costs [78], as follows:




















where α and β are the capability and performance offers, respectively, while C and M are
the capability and mileage quantities, respectively. The estimated lost opportunity cost
(γ) is based on the energy locational marginal prices. The historic performance score (ρ) is
a factor averaged over 30 days denoting the performance in following one type of regulation
signals by a resource. The benefit factor (π) of RegD ranges between 10−5 and 2.9, while
it is fixed at unity for RegA.
2.3.3.2 California Independent System Operator (CAISO)
CAISO is the first system operator in North America that procured ancillary services
through competitive market settlements, and has one of the largest ESS market with
capacity of about 130 MW/381 MWh [77]. ESS can offer and bid as non-generator resources
(NGR) in day-ahead energy, reserve, and regulation markets.
The regulation market in CAISO is split into regulation-up and regulation-down, and
procured in day-ahead and real-time markets. The required hourly quantities from the
day-ahead market and the 15 minute quantities from the real-time markets are determined
based on CAISO’s demand forecast for these services. CAISO co-optimizes the energy
and ancillary services markets to determine the market clearing prices and the regulation
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capacity awards. A selected regulation provider receives regulation capacity payment,
which includes the opportunity cost and payment for net energy, and mileage payment
considering accuracy adjustment. The mileage is defined as: “the absolute change in AGC
set points between 4 second intervals” [79].
It is noted that ESS participating as NGR can benefit from regulation energy
management (REM), designed by CAISO for energy limited resources [79]. While
traditional non-REM units require 60 minutes continuous energy, REM units require only
15 minutes of continuous energy, and hence allows the ESS to offer higher regulation
capacities. For example, an ESS of 20 MW/5 MWh, participating under REM, allows it
to offer 20 MW of capacity for the 15 minutes duration, while it can only offer 5 MW of
capacity for 60 minutes because of the limited SOC.
2.3.3.3 New York Independent System Operator (NYISO)
The ancillary services procured through market-based mechanisms are regulation,
operating reserve, and energy imbalance. ESS can participate in the NYISO markets
under one of the following categories: energy limited resources, limited energy storage
resources, demand side ancillary service, and special case resource [80].
ESS can participate in operating reserve market as energy limited resources, however
it must be able to provide at least 1 MW of continuous power for 4 consecutive hours
without aggregating with other units. ESS can also participate in reserve provisions under
the demand side ancillary service program and as a special case resource with the possibility
of aggregating the required minimum capacity with other units.
The NYISO regulation markets operate on PBR basis, where a participant submits
a capacity bid and regulation movement (mileage) bid, both in ($/MW). The regulation
provision is procured through day-ahead and real-time markets. ESS participating in
the regulation market under limited energy storage resources are managed by real-time
dispatching of NYISO, and the offered regulation capacity may be reduced if the available
SOC in one of the directions, either charging or discharging, is less than the cleared offer.
The real-time dispatching manages the SOC to maintain its level every 5-minute interval.
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2.3.3.4 Electric Reliability Council of Texas (ERCOT)
The electricity markets operated by ERCOT are the only markets in USA not regulated
by FERC. The ancillary services, including responsive reserves, non-spinning reserve,
replacement reserve, regulation-up, and regulation-down, are procured in a day-ahead
market. Since ERCOT is not under FERC, there is no performance payment considered,
however the performance of resources are monitored in the regulation markets.
The total installed capacity of ESS is about 83 MW/41 MWh [77], and ESS can
participate in energy or ancillary services markets as generators with a minimum capacity
of 1 MW.
2.3.3.5 The Independent Electricity System Operator (IESO) of Ontario
The electricity market operated by the IESO is one of the two markets in Canada. Four
of the ancillary services namely: certified black start facilities, regulation service, reactive
power support and voltage control service, and reliability must-run are contracted, while
only the operating reserves are procured through market-based system [81].
The operating reserve is defined as “stand-by power or demand reduction that can
be called on with short notice to deal with an unexpected mismatch between generation
and load”. There are three classes of reserves in IESO: 10-minute synchronized (spinning)
reserve, 10-minute non-synchronized (non-spinning) reserve, and 30-minute reserve (non-
synchronized). The scheduling of operating reserve and energy in the real-time energy
markets are co-optimized, and the reserve prices are determined every 5 minutes.
Currently, the IESO regulation market is based on contractual agreements, and
regulation payments comprise fixed and variable components. The regulation capacity
requirements are fixed for all intervals. IESO requires ±100 MW of AGC scheduled at all
times, with a minimum overall ramp rate requirement of 50 MW/minute. However, the
IESO has plans to increase the scheduled regulation capacity to 200 MW and additional
“as-needed” regulation capacity, to maintain a total regulation capacity of up to 300
MW.
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The participation of ESS including flywheels and battery storage systems in regulation
provisions was launched in 2012 as part of the Alternate Technologies for Regulation Pilot
Program. In 2013, the Ontario Long-Term Energy Plan proposed initiatives to understand
the value of ESS in Ontario, which resulted in the procurement of 50 MW of different types
of ESS in two phases [1].
In Phase I of ESS procurement (2014), 33.54 MW of capacity was contracted to provide
regulation, reactive power support, and voltage control services which included 8 BESS
(25.8 MW), one flywheel (5 MW), one thermal storage (0.74 MW), and a hydrogen-gas
storage (2 MW). In 2017, the IESO awarded contracts to two BESS facilities (55 MW)
to provide regulation services. Phase II of ESS procurement has contracted 16.75 MW of
capacity (8 facilities, including 15 MW of BESS, and one 1.75 MW of compressed air ESS).
As of now, ESS participation is limited to contractual agreements, and hence they cannot
submit offers or bids in any of the IESO markets.
2.3.3.6 The Alberta Electric System Operator (AESO)
The ancillary services in AESO are classified into: operating reserve, transmission
must-run, black start, and load shedding services for imports. The operating reserves are
categorized as regulating, spinning and supplemental reserves. The regulating reserves
instantaneously provide the power difference between supply and demand required during
that lag period. Spinning and supplemental reserves, known as contingency reserves, are
used to maintain the balance of supply and demand when an unexpected system event
occurs.
ESS participation in AESO is still under consideration; a cost/benefit analysis was
carried out to assess the need of two main types of storage systems [82]. First, Li-ion
battery representing short-duration and low-energy ESS was considered, and second, a
pumped hydro storage was considered representing long-duration and high-energy ESS. It
is seen that only Li-ion storage might be cost-effective in AESO because of the revenue
from ancillary services markets. However, the ancillary services market in AESO is small,
and hence, the market is able to support only a small amount of ESS before it saturates.
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2.4 Investment Planning Aspects for Microgrids
The basic planning concepts and investment valuation in power systems are discussed in
this section. While the planning problems at the distribution system level essentially deal
with substation and feeder planning, the planning problem in microgrids mainly concern
the optimal integration of DG, RES and ESS. As ESS is the main focus of this thesis, and
play an integral part in microgrids, their operational and planning issues in the context of
microgrids are discussed.
2.4.1 Investment Planning in Power Systems
The annual growth in electricity demand necessitates frequent upgrades to power system
infrastructure and replacement of assets that have reached their end of life. Large
investments are needed to maintain system reliability and meet the demand growth; for
example, in Canada, the projected total investment required to maintain the current
state of power system infrastructure is about $293.8 billion from year 2010 to 2030 [83].
Therefore, planning studies are needed to examine the economic value of such
investments and their timing need be coordinated considering a long-term horizon to
achieve the required level of reliability at acceptable cost.
The planning process in power systems comprises five main stages which starts with
defining the problem and the plan horizon [84]. The main goals of the planning study are
determined thereafter to meet the long-term system requirements. Next, all possible
solutions, resources, and approaches are examined in the third stage which are evaluated
based on cost benefit analysis to select the optimal solution that meets the goals of the
planning problem. Although, planning studies are typically conducted by the system
planner or a central authority, in recent years there have been increasing participation of
third parties if there is an economical value.
The economical value in long-term planning problems are quantified using several
measures based on discounted cash flow, such as the NPV of profits and the internal rate
36







where α is the discount rate. The IRR on the other hand is used to estimate the profitability
of investments, and hence is often used to assess third-party investment feasibility. The
IRR is the investment rate of return at which the NPV of the net cash flow is zero, i.e.











where β is the IRR on the investment. To determine that the profit in an investment worth
the risk, a Minimum Acceptable Rate of Return is set by the investor, known as MARR,
and the investment is considered profitable when the IRR is greater than or equal to
MARR. In vertically integrated power systems, planning studies are carried out by a single
entity considering the entire system from generation, transmission, to distribution levels.
However, with the transformation of power systems to deregulated competitive markets in
the 1990s’, planning studies are now being undertaken separately by each entity considering
their costs and benefits from such investments at their system boundaries.
2.4.2 Microgrid Concept and Design
The microgrid comprises a group of loads and small-scale energy resources that operate
as a single entity [86]. Each microgrid controls its resources, to meet its demand, which
includes dispatchable DG units such as microturbines, fuel cells, and combined heat and
power (CHP) units, and RES such as hydro, PV and wind generation. In addition to these
components, ESS are essential elements in microgrids. Microgrids can operate as isolated
systems and balance their demand via the available resources or can be connected to the
main grid at the point of common coupling (PCC) for bidirectional exchange of energy. A















Figure 2.5: General microgrid layout.
The characteristics of microgrids are different from the conventional power systems
mainly because of their low inertia, because the capacity of dispatchable DG units are
relatively small. Furthermore, microgrids are also exposed to the rapid changes in
demand and production fluctuations from RES [87]. Consequently, planning and
designing microgrids need to consider equipping the system with state-of-art power
electronics, protection devices and reinforced by two-way communication systems in order
to accommodate the generation resources and maintain reliability in the presence of
bi-directional power flows. Controlling these components is performed by the microgrid’s
EMS which optimizes its operation while ensuring reliability at least cost.
Although microgrids enhance the overall system efficiency, some operational challenges
may face the MGO from the integration of RES. The fluctuations in output power from
these RES have to be mitigated to ensure power quality and reliability standards in both
grid-connected and isolated mode of operation. Some of the challenges in microgrids and
the control strategies to overcome these issues are discussed in [86], [87].
Microgrid planning problems need to consider the challenges in different modes of
operation. In isolated microgrids, ensuring sufficient generation and scheduling resources
based on the forecasted demand and availability of RES are the important
issues [40], [88]. The high uncertainty of RES adds a degree of complexity in maintaining
their reliability. Moreover, the lack of rotational inertia from dispatchable generators
require additional sources and strategies to ensure microgrid stability. On the other hand,
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the main aim of grid-connected mode of operation is to maximize the microgrid’s benefit
from exchanging energy with the main grid [89].
Furthermore, modeling the operational aspects of all the resources are important in
microgrid planning frameworks. For example, although the UC problem is a classical
operational problem, because of the inter-temporal constraints of the ESS, these are
included in the microgrid planning problem to capture the interactions between ESS and
dispatchable generators and their impact on the NPV of profit and IRR.
2.4.3 Microgrid Operational Problem
The main objective of the microgrid operational problem, which is very similar to the
classical UC problem, is to find the optimal commitment schedule of the available
generators over a period of time to meet the demand, taking into account the
characteristics of generating units and other power system constraints. Several
optimization techniques and algorithms for solving the UC problem have been discussed







Fi(Ph,i)Wh,i + SUi Uh,i + SDi Vh,i
)
(2.11)
A linear cost function of the thermal generators is generally considered, as follows:
Fi(Pi) = aiPi + bi ∀i (2.12)
where a and b are the cost coefficients of each generating unit in $/kWh and $/h,
respectively. The associated constraints of the UC problem are discussed next.
Demand Supply Balance: This constraint ensures sufficient generation is available to meet
the demand at each hour.
I∑
i=1
Ph,i = Pdh ∀h (2.13)
Reserve Requirements: The total capacity available from committed generators should
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meet certain system reserve requirements, as follows:
I∑
i=1
(PiWh,i − Ph,i) ≥ Rh ∀h (2.14)
Generating Unit Limits: Each generating unit has upper and lower bounds on its power
production, as follows:
PiWh,i ≤ Ph,i ≤ PiWh,i ∀i, ∀h (2.15)
Ramp Up/Down Constraints of Generating Units: The inter-hour increase/decrease in
generation should satisfy the ramp rate limits of generating units, as follows:
Ph,i − Ph−1,i − Uh,i Pi ≤ RampUPi ∀i, ∀h;h 6= 1 (2.16)
Ph−1,i − Ph,i − Vh,i Pi ≤ RampDWi ∀i, ∀h;h 6= 1 (2.17)
Minimum Up Time Constraints of Generating Units: When a generating unit is turned
on, it must not be de-committed before satisfying its minimum up time. These constraints
are formulated as in [91].
Gi∑
h=1
(1−Wh,i) = 0 ∀i (2.18)
h+MinUPi −1∑
q=h
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]
≥ 0 ∀i, h = H −MinUPi + 2, ....H (2.20)
Minimum Down Time Constraints of Generating Units: When a generating unit is turned
off, the minimum down time should be satisfied before committing it again. The constraints
are formulated as follows [91]:
Li∑
h=1








1−Wq,i − (Wh−1,i −Wh,i)
]
≥ 0 ∀i, h = H −MinDWi + 2, ....H (2.23)
Coordination of UC Decisions: To ensure proper coordination between the generator status
and the start-up/shut down variables, the following constraint is formulated, as below:
Uh,i − Vh,i = Wh,i −Wh−1,i ∀i, ∀h (2.24)
2.5 Uncertainty Management in Operational and
Planning Models in Power Systems
Power system operational and planning studies involve several uncertainties in parameters
such as RES generation, loads, and offers/bids submitted by market participants and hence
the market clearing prices. Deterministic solutions for operations and planning are typically
obtained in most studies using forecasted data and parameters. However, such solutions
are subject to the accuracy of the forecast and the tool/ technique used, the assumptions
made, and the goodness of data. Some of the alternative approaches used by researchers
to take into account uncertainties in power system planning and operations studies include
MCS and stochastic optimization, which are discussed briefly in the following sub-sections.
2.5.1 Monte Carlo Simulations
In MCS, scenarios are generated randomly for each parameter considering its probability
density function (pdf). Simple random sampling may require large number of simulations
to represent the pdf accurately. Therefore, stratified sampling methods, such as the Latin
Hypercube Sampling (LHS) technique, have been proposed to improve the MCS
convergence within only few number of simulations [92], [93]. The LHS technique ensures
covering the entire pdf by dividing the cumulative distribution function into equal
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intervals, in which the number of intervals is equal to the required number of scenarios,
and selects a random scenario from each interval.
When MCS is applied to operational and planning problems, the expected solutions can
be obtained by convergence after sufficient number of simulations, based on the statistical
characteristics of the samples such as minimum, maximum, mean, median and variance of
the results. The computational time mainly depends on the number of simulations required
to converge to the expected solution. However, it is to be noted that the MCS solutions
cannot always be obtained by statistical convergence. For example, the uncertainty in
offers/bids submitted by market participants yields significantly different profiles of market
clearing prices, rendering the investment decisions based on statistical characteristics less
effective. In such problems, MCS is used to generate a large number of scenarios for each
random parameter. Thereafter, a suitable scenario reduction technique is used to select a
representative set of scenarios, which then can be employed in the stochastic optimization
models [94].
2.5.2 Scenario-based Stochastic Optimization
The stochastic optimization model considers a set of scenarios and determines the
optimal solution based on the expected objective function, in one execution run.
Considering the recourse action of the uncertain parameters, the variables in stochastic
optimization problems can be divided into here-and-now and wait-and-see variables. The
optimal solutions of here-and-now variables need to be determined prior to the
uncertainties being resolved. Furthermore, the here-and-now variables should ensure the
feasibility of the wait-and-see variables, which are determined when the uncertainties are
revealed.
The stochastic operational problems have been widely solved using a two-stage
framework [95]. In the first stage, the decisions to be determined ahead of time are
obtained, such as the UC status, SOC levels of ESS, and operating reserves. In the
second stage, the here-and-now variables are considered fixed, while the wait-and see
variables, such as the generation dispatch, power flows, and charging/discharging
operations of ESS, are determined considering smaller time steps than in the first stage,
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since more information of uncertain parameters are now available. On the other hand, in
stochastic planning problems, all the planning variables are considered here-and-now
variables, while all the operational variables are considered as the wait-and-see variables
or the recourse variables.
It is noted that considering multiple scenarios in a stochastic optimization problem
increases the computational time. Planning problems and day-ahead market clearing
problems are less restricted by the computational time and obtaining a more reliable
result is important, whereas computational efficiency is more critical in operational
problems and real-time market clearing problems, hence the stochastic optimization
models should be efficient to be solved within a limited time frame.
2.6 Summary
The chapter introduced some essential background topics required for this research. The
state-of-art energy storage technologies, systems, and their important properties and
parameters were presented. An overview of ancillary service provisions and markets in
North America (USA and Canada) was presented, followed by a brief discussion of some
investment planning aspects for microgrids. Finally, uncertainty management techniques
in power systems were presented.
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Chapter 3
Stochastic Optimal Planning of
Battery Energy Storage Systems
1
In this chapter, a stochastic planning framework is proposed to determine the optimal
BESS capacity and year of installation from the perspective of the system operator in
an isolated microgrid. A decomposition-based approach is proposed to solve the problem
of stochastic planning of BESS under uncertainty, and is solved in two stages as MILP
problems to ensure the convergence. The optimal ratings of the BESS are determined
in the first stage, while the optimal installation year is determined in the second stage.
Furthermore, a novel matrix representing BESS energy capacity degradation is included
within the planning model. Extensive studies considering four types of BESS technologies
for deterministic, MCS, and stochastic cases are presented.
1This chapter has been published in:
H. Alharbi, and K. Bhattacharya, “Stochastic Optimal Planning of Battery Energy Storage Systems for




h Index for hours, h = 1, 2, .., H
i Index for dispatchable DG units, i = 1, 2, .., I
k Index for BESS operation cycle, k = 1, 2, .., K
s Index for scenarios, s = 1, 2, .., S
y Index for years, y = 1, 2, .., YT
Parameters
1) Dynamic Iteration-based Parameters
BSITR NPV of budget allocation in iteration ITR to determine BESS size at
YT [$]
C0 Total microgrid operational cost with no BESS installed [$]
CITR Total cost for the decisions in iteration ITR [$]
Cmin Minimum cost associated with the optimal solution [$]
E∗BESS BESS energy capacity determined in Stage-I for YT [kWh]
P ∗BESS BESS power rating determined in Stage-I for YT [kW]
2) BESS and DG Technical Parameters
Cf Fixed installation cost of BESS [$]
Cgi Marginal cost of generating unit i [$/kWh]
Cev Variable installation cost of BESS associated with energy capacity
[$/kWh]
Cpv Variable installation cost of BESS associated with power rating
[$/kW]
DOD Maximum depth of discharge [%]
EPR,EPR Maximum/minimum energy to power ratio
Gi, Li Initial up-time and down-time required of DG unit i [h]
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MinDWi Minimum down-time of DG unit i [h]
MinUPi Minimum up-time of DG unit i [h]
OMCf Yearly fixed O&M cost of BESS [$/kW-year]
OMCv Variable O&M cost of BESS [$/kWh]
P i Maximum output power of DG unit i [kW]
P i Minimum output power of DG unit i [kW]
RampDWi Ramp down limit of DG unit i [kW]
RampUPi Ramp up limit of DG unit i [kW]
RC Replacement cost of BESS [$/kW]
RY Replacement year of BESS
SDi, SUi Shut-down and start-up cost of DG unit i [$]
ηc, ηd BESS charging/discharging efficiency [%]
σ BESS energy capacity degradation factor [%]
3) Operational and Planning Parameters
B0 NPV of budget allocation [$]
CSHED Cost of load shedding [$/kWh]
M Large number (assumed 10,000)
ND Number of seasonal representative days
Pd Forecasted demand of isolated microgrid [kW]
PV Forecasted PV generation [kW]
Pw Forecasted wind generation [kW]
α Discount rate [%]
β Fuel cost escalation rate [%]
γ Minimum reserve as percentage of demand [%]
δD,δPV ,δW Error in forecasted demand, PV and wind [%]
λ Load growth rate [%]
ε Small number (assumed 1)
ρs Probability of scenario s
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Variables
1) BESS Planning Variables
EBESS Energy capacity of BESS [kWh]
INS NPV of installation cost of BESS [$]
NEBESS Nominal BESS energy capacity at year of installation [kWh]
PBESS Power rating of BESS [kW]
Z Binary BESS installation decision
Zp Binary BESS presence indicator
2) BESS and DG Operational Variables
EA Energy drawn from the microgrid by BESS during charging [kWh]
EB Energy received by BESS during charging, net of charging losses [kWh]
EC Energy discharged from BESS [kWh]
ED Energy injected to the microgrid by BESS during discharging [kWh]
EL Total BESS energy losses over a daily cycle [kWh]
ECL, EDL Energy losses during BESS charging and discharging [kWh]
ESL Energy losses during BESS standby mode [kWh]
MGOC NPV of microgrid operational cost [$]
OM NPV of O&M cost of BESS [$]
P DG output [kW]
PB BESS power; negative when charging, and positive when discharging
[kW]
PdSHED Load shedding [kWh]
PV CURT PV generation curtailment [kW]
PwCURT Wind generation curtailment [kW]
R Total required reserve capacity [kW]
RBDW Downward reserve capacity from BESS [kW]
RBUP Upward reserve capacity from BESS [kW]
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RGDW Downward reserve capacity from DG [kW]
RGUP Upward reserve capacity from DG [kW]
SOC BESS state of charge [kWh]
TEC Total energy discharged form BESS [kWh]
U, V,W Binary start-up, shut-down, and commitment decision of DG units
Zc, Zd Binary BESS charging/discharging decision
3.2 Stochastic Optimal Planning of BESS:
Mathematical Models
3.2.1 Charging and Discharging Operation Model of BESS
The focus of this chapter is on BESS energy applications in isolated microgrids, and
hence BESS is required to charge and discharge deep cycles to help other microgrid
resources in meeting the demand. Therefore, detailed insight into the BESS charging and
discharging cycle is necessary, and the need for an appropriate model arises. In the
following discussions, a new representation of the energy diagram of the BESS is
developed, along with the associated mathematical relationships.
Figure 3.1 shows the energy diagram of a BESS for one charging and discharging cycle.
The BESS draws EA amount of energy from the microgrid during charging. Because of the
energy losses in the charging process, denoted by the charging efficiency ηc, EB amount
of energy is actually stored. There are standby losses when the BESS is idle, and the
energy level drops to EC . Finally, when the BESS discharges energy to the microgrid, the
discharging efficiency (ηd) comes into play and the final energy supplied to the microgrid is
ED. Discharged energy EC quantifies the actual usage of BESS and is used in computing
the variable O&M cost. It can be expressed using one variable: the BESS power (PB)









EDk = ECk ηd (3.2)
Assuming that the initial and final SOC of the BESS are at the same level in one
operation day, the total BESS energy loss EL in that day, considering several





















Since PB in charging mode is negative, and the total charging energy is greater than
the total discharging energy because of BESS efficiencies, the total energy loss EL in the





















where ∆h is assumed to be one hour. Note that in (3.5), it is inherently assumed that the
efficiencies of charging and discharging are always less than 100%.
3.2.2 Optimal Power and Energy Sizing (OPES) Model
3.2.2.1 Objective Function
The objective is to minimize the sum of expected NPV of the BESS installation cost
E[INS], O&M cost E[OM ], and microgrid operational cost E[MGOC], as given by:
































Figure 3.1: Energy diagram of BESS.











































RC PBESS Zy−RY +1
]
(3.8)
The binary variable Zpy in (3.8), denoting the presence of BESS in the system from year
y onwards, is determined from the binary variable Zy which denotes the BESS installation






In the second term of (3.8), the total energy discharged TEC s,y is computed from (3.5)
considering the scenario and year indices in PBs,y,h. Since the model considers ND
representative days per year, the variable cost is extrapolated to one year using a factor
of 365/ND. The third term of (3.8) denotes the replacement cost of BESS which may
apply several times if the BESS life is reached more than once over the planning horizon.
By considering the BESS O&M cost, the life cycle is implicitly included in the planning
objective; when this objective is minimized, the optimal charging/discharging cycles are
so obtained that unnecessary cycling operations of the BESS are minimized. Furthermore,
BESS life of “RY ” years is considered in the model along with a replacement cost added
when the operating years exceed RY . The above two features ensure optimal life cycle
utilization and cycling operation of the BESS.
The NPV of MGOC given below, represents the operational cost of dispatchable DG
units including their start-up and shut-down cost, taking into account the annual fuel cost
escalation, as well as, load shedding cost. This component is also extrapolated to one year


























Ws,y,h,i + SUiUs,y,h,i + SDiVs,y,h,i
]] (3.10)
where Fi(·) is the operational cost function of a DG.
It is to be noted that some of the variables in E[OM ] and E[MGOC] have an index
denoting the scenario. This is to capture the uncertainty in various parameters which
are modeled in this work using pdf. Each scenario has an associated probability ρs and
the optimal decisions are determined for every scenario, year, and hour while minimizing
the expected costs. However, the optimal BESS size is selected taking into account all




Demand-Supply Balance: These constraints ensure sufficient generation from DG and RES
to meet the microgrid demand:
I∑
i=1
Ps,y,h,i + PBs,y,h + PVs,y,h + Pws,y,h = Pds,y,h − PdSHEDs,y,h + PV CURTs,y,h + PwCURTs,y,h
∀s, ∀y,∀h
(3.11)
where the RES curtailment and load shedding limits, assuming 30% of the load is critical
or uncurtailable, are given as follows:
0 ≤ PV CURTs,y,h ≤ PVs,y,h ∀s,∀y,∀h (3.12)
0 ≤ PwCURTs,y,h ≤ Pws,y,h ∀s,∀y,∀h (3.13)
0 ≤ PdSHEDs,y,h ≤ 0.7Pds,y,h ∀s,∀y,∀h (3.14)
Dispatchable DG Unit Constraints: These constraints are as per standard UC models [91],
considering all the probabilistic scenarios, and over each year of the planning horizon, as
follows:
PiWs,y,h,i ≤ Ps,y,h,i ≤ PiWs,y,h,i ∀s,∀y,∀h,∀i (3.15)
Ps,y,h,i − Ps,y,h−1,i − Us,y,h,i Pi ≤ RampUPi ∀s, ∀y,∀i, ∀h;h 6= 1 (3.16)
Ps,y,h−1,i − Ps,y,h,i − Vs,y,h,i Pi ≤ RampDWi ∀s,∀y,∀i, ∀h;h 6= 1 (3.17)
Gi∑
h=1
(1−Ws,y,h,i) = 0 ∀s,∀y,∀i (3.18)
h+MinUPi −1∑
q=h
Ws,y,q,i ≥MinUPi [Ws,y,h,i −Ws,y,h−1,i]






Ws,y,q,i − (Ws,y,h,i −Ws,y,h−1,i)
]
≥ 0




Ws,y,h,i = 0 ∀s,∀y,∀i (3.21)
h+MinDWi −1∑
q=h
(1−Ws,y,q,i) ≥MinDWi [Ws,y,h−1,i −Ws,y,h,i]





1−Ws,y,q,i − (Ws,y,h−1,i −Ws,y,h,i)
]
≥ 0
∀s,∀y,∀i, h = H −MinDWi + 2, ....H
(3.23)
Us,y,h,i − Vs,y,h,i = Ws,y,h,i −Ws,y,h−1,i ∀s, ∀y,∀h,∀i (3.24)
It is noted that the constraints: output power limits (3.15), ramp up (3.16), ramp
down (3.17), minimum up time (3.18)-(3.20), minimum down time (3.21)-(3.23), and DG
coordination constraints (3.24), are general for all the types of dispatchable DG units
considered in this work. These constraints have been relaxed in some microgrid EMS
models to reduce the computational time in operational problems, given that dispatchable
DG units have fast ramping capability and fewer restrictions on minimum-up and -down
times. However, in practice, these constraints indeed impact microgrid operations [96], and
since planning problems are less restricted by the computational time, these are considered
in the present study, for the sake of accuracy.
Microgrid Reserve Requirements: The MGO ensures a minimum reserve level (γ) to take
into account the operating margin, plus factors accounting for uncertainty in demand and
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RBUPs,y,h ≤ −PBs,y,h + min
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RBDWs,y,h ≤ PBs,y,h + min
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As shown in (3.26), RB is the upward reserve from BESS that supports the spinning
reserve from DG units; denoted by RG, and is given by (3.27). In (3.28), the BESS
upward reserve contribution is defined either by its SOC, accounting for discharging
efficiency, or its power rating. The lower value of the two, determines the maximum
upward reserve power that can be provided by the BESS. Similarly, the downward reserve
constraints are formulated in (3.29)-(3.31).
BESS Operational Constraints: The relationship between the charging and discharging
power of the BESS and its SOC can be described as follows [97]:
−PBs,y,h ηc −M Zds,y,h ≤ SOCs,y,h+1 − SOCs,y,h ∀s,∀y,∀h;h 6= H (3.32)






Zcs,y,h − Zds,y,h + 1
)
≤ SOCs,y,h+1 − SOCs,y,h ∀s,∀y,∀h;h 6= H
(3.34)





Zcs,y,h − Zds,y,h + 1
)
∀s, ∀y,∀h;h 6= H
(3.35)
The initial SOC of the BESS is assumed to be 50% of the installed energy capacity, as
follows:
SOCs,y,h = 0.5 EBESSy ∀s, ∀y, h = 1 (3.36)
The final status of SOC is implemented in the constraints (3.32)-(3.35) by replacing
SOCs,y,h+1 to the desired level, i.e.,
SOCs,y,h+1 = 0.5 EBESSy ∀s,∀y, h = H (3.37)
In order to force the binary variables Zc and Zd to be activated during the charging and
discharging process in (3.32)-(3.35), and to prevent simultaneous charging and discharging,
the following constraints are considered:
−M Zcs,y,h ≤ PBs,y,h ∀s, ∀y,∀h (3.38)
M Zds,y,h ≥ PBs,y,h ∀s,∀y,∀h (3.39)
Zcs,y,h + Zds,y,h ≤ Zpy ∀s,∀y,∀h (3.40)
The BESS power and SOC limits are formulated as follows:
(1−DOD)EBESSy ≤ SOCs,y,h ≤ EBESSy ∀s,∀y,∀h (3.41)
− PBESS Zpy ≤ PBs,y,h ≤ PBESS Zpy ∀s,∀y,∀h (3.42)
BESS Sizing Constraints: These constraints ensure that Zy is only activated once during
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the planning horizon, denoting the year of installation, and are given as follows:
YT∑
y=1
Zy ≤ 1 (3.43)





The energy capacity of the BESS for a certain power rating, is determined based on its
energy to power ratio, as follows:
EPR PBESS ≤ NEBESS ≤ EPR PBESS (3.45)
Budget Constraint: The NPV of the installation cost should not exceed the NPV of the
allocated budget for the year,
INS ≤ B0 (3.46)
The planning problem formulated in (3.6)-(3.46) is a stochastic mixed integer non-
linear programming (MINLP) model, and is referred to as Optimal Power and Energy
Sizing (OPES) model in the subsequent sections.
3.3 Proposed Decomposition Approach
The MINLP model presented in Section 3.2.2 is computationally challenging, because the
presence of probabilistic scenarios increases the model dimensionality. In this work, a novel
decomposition based approach is proposed, which is demonstrated to provide an optimal
solution. The proposed approach comprises two stages, as shown in Figure 3.2, Stage-I
determines the BESS power and energy ratings (P ∗BESS, E
∗
BESS) at the terminal year YT
by fixing the binary variable Zy=YT at unity. In Stage-II, the OPES model is solved with
fixed P ∗BESS, NEBESSy, and EBESSy; the values of NEBESSy, and EBESSy are obtained from
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Stage-I solved at y = YT
Decision Variables: PBESS, EBESS
Fixed Decisions: Zy=YT = 1, Zy≠YT = 0 
E Matrix
Stage-II solved for all y
Decision Variables: Zy



































































Figure 3.2: Information exchange between the steps in the proposed decomposition
approach.
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the computation of an E matrix considering BESS energy capacity degradation over its
life; to determine the optimal year of installation of the BESS. By fixing certain variables
in each of these stages, i.e. the BESS ratings and the installation binary variable, the
OPES model becomes an MILP model and is computationally much simpler, which can
be solved using commercial solvers.
3.3.1 Solution Algorithm
The detailed steps of the proposed decomposition approach are shown in Figure 3.3. First,
the OPES model determines P ∗BESS and E
∗
BESS at y = YT . Note that, for a given B0 and
α, this will result in the installation of a BESS with larger power and energy ratings since
the installation cost is discounted to the terminal year. However, although the budget is
adequate for a large BESS at y = YT , its size is optimized considering the BESS effect on
microgrid operations.
The E matrix, which will be discussed in Section 3.3.2, is constructed based on the
optimal energy capacity determined in Stage-I for the terminal year (E∗BESS). This E
matrix will be used as input to Stage-II.
Stage-II solves the OPES model considering the entire planning horizon and fixing
P ∗BESS, NEBESSy, and EBESSy. The BESS can either be installed at an earlier year of the
planning horizon to incur higher benefits or can be deferred to reduce the NPV of the
installation cost. The OPES model in Stage-II determines the optimal year of installation
that yields the minimum cost (CITR). If CITR is less than C0, which is the microgrid’s base
case cost without any BESS installation, an improved solution is achieved and CITR is the
new Cmin. The budget BSITR is decremented in the next iteration from the installation
cost obtained with P ∗BESS and E
∗
BESS at y = YT , to achieve lower BESS ratings, with
earlier installation times which can result in further reduction in microgrid cost.
Note that the budget limit works as a control for moving the year of installation of
the BESS. If budget is not sufficient for BESS installation of a given size, the OPES
model defers the year of installation to reduce its NPV and hence meet the budget
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Figure 3.3: Schematic for the decomposition based approach.
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allow installing a large BESS, the benefit of installing smaller BESS size earlier might
yield a better solution.
Therefore, the BESS size is reduced by tightening the budget constraint to allow
installing the BESS at an earlier year. This is performed iteratively by limiting the
budget (BSITR) based on the installation cost of the BESS determined in the terminal
year minus a small number (ε).
Figure 3.4 demonstrates the functioning of the iterative process as it converges to the
optimal solution. The BESS size is determined in iteration i, Stage-I at y = YT , and the
E matrix is constructed to ensure the size at the terminal year is the one determined
in Stage-I. In Stage-II, the nominal capacity of BESS in a year can only be installed if
INS ≤ B0. Stage-II determines the optimal year of these possible decisions, and the total
cost CITR for the iteration. In the next iteration, the BESS size in Stage-I is reduced, and
the new nominal capacities are obtained from the E matrix which results in a reduction
in INS, allowing the BESS to be installed at an earlier year.
After each iteration, CITR is compared with C
min, the total cost is compared with the
previous iteration to update the optimal solution. When the BESS size is reduced beyond
the optimal ratings, the total cost in Stage-II again starts increasing, and the optimal size
and year can be determined from the plot of Cmin, where it attains a minimum.
The iterative process is terminated when the ratings reach zero, i.e. CITR = C0. Since
the total cost increases significantly beyond the optimal point, and to reduce the
computation time, the iterative process is terminated when CITR exceeds a certain
percentage of Cmin, i.e. 5% of Cmin.
Finding global optimum solution in non-convex and non-linear programming problems
cannot be guaranteed. However, the optimal integer solutions in each of the two MILP
problems can be determined within acceptable tolerances. To ensure that the optimal
solution of the main problem is obtained, the optimal BESS size is determined at the
terminal year in Stage-I. Considering the demand growth over the planning horizon, and
irrespective of the installation year and the BESS nominal capacities, the terminal year
size of BESS should not be greater than the one determined in the first iteration, since a






































































































































































































































































































































































operation. However, since the ratings determined in the first iteration may not be installed
in the initial years because of its high INS, hence the optimal solution of the problem might
be obtained with lower ratings, but at earlier years. Therefore, the algorithm reduces the
BESS size iteratively, and finds the optimal installation year for each size, and stops only
when the total cost increases significantly indicating that the solution is beyond the optimal
point. It is noted that multiple optima may exist, but the framework is successful in finding
these solutions, as will be seen in the results, leaving the choice to the decision maker to
select either one.
Consequently, in the proposed approach, the computational burden of the problem is
reduced significantly. Since the ratings are fixed in Stage-II, the computational burden
is within reasonable limits; however, since the operation of the entire planning horizon is
considered, this stage requires more computational time than Stage-I.
3.3.2 Energy Capacity Matrix
The energy capacity of BESS determined from the OPES model in Stage-I (E∗BESS) for
the terminal year is effectively the final degraded capacity at the end of the planning
horizon. The BESS energy capacity at preceding years can be determined using the
degradation factor and the year of installation. Therefore, a matrix of BESS energy
capacities is constructed which ensures the minimum energy capacity at terminal year as
the size determined in Stage-I. The energy capacity matrix E is an upper triangular
matrix of dimension YT × YT , and constructed using the following algorithm:
STEP 1: Initiate E = 0
STEP 2: Calculate the diagonal elements of E denoting the nominal BESS capacities




1− σ(YT −RY − y)
; y = 1, ..., YT −RY
E∗BESS
1− σ(YT − y)
; y = YT −RY + 1, ..., YT
(3.47)
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STEP 3: Round up the E y,y elements to the next standard BESS size.
STEP 4: Calculate the off-diagonal elements E y,y′ . For a given year in the E matrix,
i.e., for a given value of y, the elements of the row denote the degraded energy capacities





1− σ(y′ − y)
]
; y′ = y, ..., y +RY − 1
E y,y
[
1− σ(y′ − y −RY )
]
; y′ = y +RY , ..., YT
(3.48)
where y = 1, ..., YT −RY .
E y,y′ = E y,y
[
1− σ(y′ − y)
]
; y′ = y, ..., YT (3.49)
where y = YT −RY + 1, ..., YT . It is noted that when RY is larger than YT , the second part
of (3.47) in addition to (3.49), are used to obtain the elements of the E matrix for all y.
After constructing the E matrix, a year index is added to NEBESS in the OPES model
in Stage-II and NEBESSy is obtained from E , as follows:
NEBESSy = E y,y ;∀y (3.50)





(Zy′ E y′,y) ;∀y (3.51)
3.4 Uncertainty Modeling
The proposed framework considers the uncertainty of load, PV, and wind generation using
the MCS and scenario-based stochastic optimization, discussed in Section 2.5. The random
parameters are modeled at each hour considering a normal pdf. The mean of the normal
pdf at each hour can be obtained using a suitable forecasting technique based on the
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microgrid historical data. The seasonality impact can also be considered by dividing the
data into different seasons and obtain the hourly average of each representative day.
3.4.1 Monte Carlo Simulations
The MCS with LHS technique, discussed in Section 2.5.1, is implemented in both stages of
the proposed approach, and in each iteration. In Stage-I, after the scenarios are generated,
the optimal BESS ratings are determined by solving the OPES model for each scenario




BESS is selected in the given iteration,
based on the size that has the highest probability across all the scenarios, and the E matrix
is constructed based on that size. The MCS is implemented again and new scenarios are
generated in Stage-II to determine the optimal year for each scenario. Similarly, the optimal
year of installation is the year that has the highest probability across the scenarios. The
proposed framework continues to the next iteration and in each stage and iteration new
scenarios are generated.
3.4.2 Scenario-based Stochastic Optimization
In the scenario-based stochastic optimization, several scenarios of load, PV, and wind
generation are considered at each hour. In contrast to the MCS method discussed above,
the stochastic optimization model considers a set of scenarios and determines the optimal
plan based on the expected objective function in one run.
The uncertainty model used in [38] and [98] are considered in this work to generate the
scenarios of load, PV, and wind generation at each hour. Each of these random parameters
is represented using several discrete states of uncertainty, selected considering the normal
pdf of these parameters; the forecasted value is the mean with with the highest probability
and the other states representing the deviation from the mean with smaller probabilities.
It is assumed that hourly variation of the parameters are independent, and hence the total
number of scenarios at an hour is the combination of all parameters with their states,
while the probability of a given scenario can be obtained by multiplying the probability
of each state. Increasing the number of states of each random parameter improves the
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Table 3.1: PDF of the Uncertain States
Demand Probability Wind Probability PV Probability
High State +6% 0.2 +6% 0.25 +4% 0.15
Forecasted Value Nominal 0.6 Nominal 0.5 Nominal 0.7
Low State -6% 0.2 -6% 0.25 -4% 0.15
accuracy; however, the total number of scenarios at each hour increases exponentially with
the number of states.
In the present work, the load, PV, and wind generation are each represented by three
states each, their hourly forecasted values are shown in Table 3.1. Therefore, there are a
total of 27 scenarios at each hour. The 24-hour profile of each parameter is constructed
assuming that a given scenario remains fixed over 24 hours. Therefore, a total of 27
daily profiles of load, PV, and wind generation are constructed, which comprises various
combinations of their scenarios.
The operational variables of BESS and other microgrid resources for a simulated day
are obtained sequentially on an hour-by-hour basis, and are independent for each scenario.
However, the optimal plan decisions in the stochastic optimization model are unique over
the entire range of scenarios of uncertainty, and not scenario dependent unlike MCS.
3.5 Results and Discussions
3.5.1 Test System
The CIGRE microgrid benchmark test system in [88] is used to determine the optimal
BESS plan using the proposed decomposition based approach. The dispatchable DG units
in the microgrid are three diesel generators, one CHP diesel, and one CHP microturbine
with capacities of 2,500 kW, 1,400 kW, 800 kW, 310 kW, and 500 kW, respectively, and
hence a total capacity of 5,510 kW. The total installed PV capacity is 840 kW, and wind
capacity is 1,450 kW.
The planning period in the case studies is 10 years. Forecasted demand and RES
generation profiles, that includes wind and solar PV, for three days representing Summer,
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Table 3.2: BESS Performance and Cost Parameters
BESS Cpv Cev OMCf OMCv RC RY σ ηc,ηd DOD EPR
Type ($/kW) ($/kWh) ($/kW-y) ($/Wh) ($/kW) (y)
NaS 757 372 9.2 0.8 0 15 1.3% 87% 80% 6-8
VRB 2133 880 16.5 1.6 720 8 2.5% 83% 100% N/A
PbA 1407 275 26.8 1.1 375 8 2.5% 95% 80% 1-5
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Figure 3.5: Supply and demand mix in year-10, in deterministic case (PbA BESS).
Winter and Fall/Spring seasons, are inputs to the model. The peak demand of the
microgrid in the first year is 5,430 kW, and is assumed to increase annually by 2%. The
fuel cost is considered to increase by 3% every year. The discount rate considered in the
planning is 8%.
The microgrid is required to maintain an operating reserve equivalent to 10% of its
hourly demand plus a certain fraction of the forecasted RES generation and demand, to
account for forecasting errors. The forecasting error parameters δD, δPV , and δW are
assumed to be 3%, 9%, 13%, respectively [40].
Four BESS technologies are examined, NaS, VRB, PbA, and Li-ion BESS. The
performance and cost parameters of different BESS technologies, shown in Table 3.2, are
taken from [9]. The fixed installation cost, applicable to all technologies, is assumed to be
$20,000. The maximum PBESS and EBESS is assumed as 6,500 kW and 6,500 kWh,
respectively, and the options are considered to be available in multiples of 50 kW and 50
kWh, respectively. A budget limit of B0 = $1.4 million is considered to demonstrate the























Upward reserve provision from DG Upward reserve provision from BESS Required upward reserve
Summer Winter Fall/Spring 
Figure 3.6: Reserve provisions in year-10, in deterministic case (PbA BESS).
3.5.2 Deterministic Case Study
A deterministic case study is carried out considering the forecasted profiles of demand,
solar, and wind generation, as shown in Figure 3.5 for year-10, for Summer, Winter and
Fall/Spring. From the optimal BESS decisions presented in Table 3.3, it is noted that PbA
BESS yields the lowest cost, and its optimal design is PBESS = 850 kW and EBESS = 1,450
kWh, and installation in year-2. Note also that, there is always a reduction in the total
cost with BESS installation from the case with no BESS, when the cost C0 is $56,166,054.
The overall operation of the BESS and its impact on microgrid operation follows almost
the same pattern, irrespective of the technologies. Therefore, for the sake of conciseness,
the operation of PbA BESS is highlighted in Figure 3.5, which presents the supply-demand
balance, and Figure 3.6 shows the reserve requirements. The net generation represents the
demand supplied by dispatchable DG units and RES, i.e., the power drawn to charge the
BESS is excluded.
3.5.3 MCS Case Study
The optimal BESS decisions are obtained using the MCS method discussed in Section
3.4.1. At each stage, the decisions are obtained for 100 scenarios generated randomly.
It is noted that the decisions in this case are exactly the same as the deterministic
case. However, the cost presented in Table 3.3 for the MCS case is the expected cost, and
hence, the small differences of costs in both cases are because of the several scenarios used
to determine the expected cost in the MCS case.
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Table 3.3: BESS Optimal Plan Decisions
BESS Year PBESS EBESS INS OM MGOC Total Costs








c NaS 4 550 3300 $1,305,082 $21,660 $54,421,319 $55,748,061
VRB 4 550 650 $1,394,462 $38,625 $54,475,280 $55,908,367
PbA 2 850 1450 $1,384,345 $293,394 $51,317,375 $52,995,114




NaS 4 550 3300 $1,305,082 $22,431 $54,427,185 $55,754,698
VRB 4 550 650 $1,394,462 $38,091 $54,492,645 $55,925,198
PbA 2 850 1450 $1,384,345 $293,353 $51,376,317 $53,054,015






ic NaS 3 500 3000 $1,305,616 $23,529 $55,918,075 $57,247,220
VRB 4 550 650 $1,394,462 $38,630 $55,960,639 $57,393,731
PbA 1 800 1200 $1,379,028 $308,203 $52,082,974 $53,770,205
Li-ion 2 550 550 $1,395,833 $584,129 $54,788,552 $56,768,514
The optimal decisions at each stage are selected based on the solution that has the
highest probability across all scenarios. For example, Figure 3.7 shows a histogram of the
BESS energy capacities determined for the 100 scenarios in iteration 7, when the least
cost (Cmin) ia attained for PbA BESS, while Figure 3.8 shows the power ratings for the
same iteration. The energy capacity of 1,450 kWh is selected as the optimal solution for
64% of the scenarios, whereas the next highest probability is only 0.18 for the capacity of
1,200 kWh. Similarly, since 850 kW is selected in 90% of the scenarios, it is considered
the optimal solution in this iteration. In Stage-II, the same method is used to select the
optimal year. It is found that the optimal year of installation, for the ratings of 850 kW and
1,450 kWh, is year 2 for all the generated scenarios. The expected total cost is $53,054,015.
It is worth mentioning that in Figure 3.7 and Figure 3.8, the solutions are clearly
concentrated in specific values for a major share of the scenarios, and hence, the number
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Figure 3.8: Histogram of the optimal PbA BESS power ratings in iteration 7 for MCS.
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3.5.4 Stochastic Case Study
The stochastic optimal BESS decisions considering the set of probabilistic scenarios are
presented in Table 3.3. It is noted that here too, PbA BESS accrues the least cost, and is
the BESS technology of choice, with optimal PBESS = 800 kW and EBESS = 1,200 kWh,
and optimal installation in year-1. The total expected cost before installing the BESS, C0,
is $66,469,843 which is reduced by 13.87%, 13.65%, 19.11%, and 14.6%, after installing the
respective optimal sizes of NaS, VRB, PbA, and Li-ion BESS, at the optimal years. The
total cost in the stochastic cases are greater than those in the deterministic and MCS cases
because of the presence of scenarios of high demand and low RES generation inherently in
the optimization model which increases the microgrid operational cost. Accordingly, earlier
installation of BESS with smaller ratings is noted in the stochastic case to compensate for
the increase in the operational cost.
To discuss the functioning of the proposed decomposition algorithm, the cases of NaS
and PbA are highlighted. It is noted that the optimum BESS ratings at the end of the
first iteration are, for NaS, PBESS = 950 kW and EBESS = 5,700 kWh in year-10; while
for PbA, are PBESS = 900 kW and EBESS = 1,700 kWh, in year-4. The NPV of the
installation cost of the NaS BESS is above B0 until year-9, and hence the BESS can only
be installed in year-10. On the other hand, for PbA BESS, it is greater than B0 until
year-3, and hence this BESS can be installed in year-4. But since a better solution can
exist at lower BESS sizes and earlier installation years, the proposed algorithm updates
the budget BSITR in the next iteration, to less than INS ($1,324,524) at terminal year
for NaS and below $812,349, for the PbA BESS; and revises the optimal BESS size. In
the second iteration, PBESS and EBESS are reduced by 50 kW and 300 kWh, respectively,
for NaS BESS, with installation year advanced to year-9; while for PbA BESS the size is
reduced by 50 kWh but the installation year remains unchanged at year-4.
It is noted from Table 3.4, and as shown in Figure 3.9 and Figure 3.10 that, as the
installation year progresses closer to the optimal year, the total cost reduces. For the same
installation year, more cost reduction is achieved with a larger BESS rating, such as in the
case of NaS BESS, iteration 3 and 7, and of PbA BESS, in iterations 8-12. The breaks
in the plot of the total cost for PbA BESS (Figure 3.10) and hence the significant cost
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Table 3.4: Convergence of BESS Plan Decisions: Stochastic Case







BSITR $1,400,000 $1,324,524 $1,255,300 $1,186,076 $1,116,852 $1,047,627 $978,403 $909,179 $839,955 $770,731 $701,506 $632,282 $563,058 $493,833 $424,609
PBESS 950 900 850 800 750 700 650 600 550 500 450 400 350 300 250
EBESS 5700 5400 5100 4800 4500 4200 3900 3600 3300 3000 2700 2400 2100 1800 1500
Year 10 9 9 8 7 6 6 5 4 3 2 2 1 1 1








BSITR $1,400,000 $812,349 $805,980 $799,611 $793,242 $786,873 $780,504 $747,919 $741,550 $728,812 $722,443 $716,074 $709,705 $683,488 $677,119
PBESS 900 900 900 900 900 900 850 850 850 850 850 850 800 800 800
EBESS 1700 1650 1600 1550 1500 1450 1450 1400 1300 1250 1200 1150 1200 1150 1100
Year 4 4 4 4 4 4 2 2 2 2 2 2 1 1 1




























Figure 3.9: Total cost for different NaS BESS installation decisions.
reduction in iterations 7 and 13, are because of the changes in the year of installation to
an earlier year.
The algorithm converges after 15 iterations for NaS, and after 31 iterations for PbA, as
shown in Figure 3.9 and Figure 3.10, when CITR is 5.6% and 5.9% of C
min, respectively.
Although an increase in cost is observed in previous iterations, it does not exceed 5% of
Cmin, and hence the iterative process is not terminated. For example, in iteration 3 of NaS
BESS, Cmin is $62,924,474, which is determined from iteration 2, and the increase from
that value in iteration 3 is only 0.1%. In PbA BESS case, in iteration 12, Cmin determined
from iteration 6 is $53,856,208, and the increase in iteration 12 is only 0.7%.
Figure 3.9 and Figure 3.10 also show the variation in total cost in the deterministic
case. The results of MCS are exactly the same as the deterministic case and the variation
of cost is also similar, and hence only the deterministic and stochastic cases are presented































Figure 3.10: Total cost for different PbA BESS installation decisions.
3.5.5 Analysis of Different Operational Scenarios
It is noted from Figure 3.9, Figure 3.10, and Table 3.3 that the total cost in the
deterministic case studies are always lower than the expected costs in MCS and
stochastic case studies. However, the stochastic optimal solution is obtained considering
numerous scenarios of possible inputs, and hence the decisions are more robust and close
to what can be realistically expected in actual. The deterministic solution depends
wholly on the chosen input data for that case study. So, for all practical purposes, the
stochastic optimal results are more realistic, unless and until the deterministic case
inputs are very precise forecasts and there is very little deviation from the forecast inputs
in real life. Note that the total cost of the deterministic case is computed considering the
forecasted values, while the stochastic case computes the expected total cost considering
several scenarios.
The expected cost is also larger in MCS compared to the deterministic case because of
the presence of scenarios with high load and low RES. However, these scenarios have no
impact on the optimal solutions since the highest probability solutions are selected in each
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iteration; whereas in the stochastic optimization approach all scenarios are considered in
determining the optimal solution.
In this section, the decisions of the stochastic and deterministic case studies are
evaluated using three scenarios, as follows:
 Scenario 1- Perfect Forecast : load, PV, and wind generation are exactly the same as
their hourly mean values.
 Scenario 2- Pessimistic Profiles : load is 6% higher than the mean, while PV and
wind generation are lower than their mean values by 4% and 6%, respectively.
 Scenario 3- Optimistic Profiles : load is 6% lower than the mean, while PV and wind
generation are higher than their mean values by 4% and 6%, respectively.
Table 3.5 shows the total cost for the considered operational scenarios, when installing
BESS using stochastic and deterministic optimal plans. The differences between the two
cases are also presented. Note that the total cost presented in Table 3.5 for the stochastic
case studies is not the expected cost but the actual deterministic cost considering the
profiles of the corresponding scenario and using the stochastic planning decisions presented
in Table 3.3.
It is observed that in Scenario-1 and Scenario-3, the deterministic plans always achieve
lower cost than the stochastic plans, excluding in Scenario-3 with PbA BESS. However,
the differences are small compared to the tremendous savings achieved by the stochastic
plans in the pessimistic scenario, Scenario-2. This shows the significance of considering the
stochastic models despite their computational challenges.
3.5.6 Impact of Degradation
As mentioned in the literature, several papers have addressed the problem of optimal
sizing of BESS in microgrids. However, most of the papers do not integrate BESS energy
capacity degradation in the operational and planning models. The importance of
73
Table 3.5: Analysis of Different Operational Scenarios
BESS Type Model Scenario-1 Scenario-2 Scenario-3
Stochastic $55,838,204 $70,804,012 $47,901,641
NaS Deterministic $55,748,061 $71,489,768 $47,811,027
Difference $90,143 -$685,756 $90,614
Stochastic $55,908,367 $71,642,717 $47,988,618
VRB Deterministic $55,908,367 $71,642,717 $47,988,618
Difference - - -
Stochastic $53,113,343 $62,165,248 $47,578,992
PbA Deterministic $52,995,114 $62,485,189 $47,618,478
Difference $118,229 -$319,941 -$39,486
Stochastic $55,641,603 $68,898,113 $48,399,201
Li-ion Deterministic $55,557,583 $70,228,068 $48,305,775
Difference $84,020 -$1,329,955 $93,426
modeling the BESS energy capacity degradation proposed in this work is highlighted in
this section. Considering degradation requires installing larger BESS ratings to achieve
sufficient BESS capacity at the terminal year when the microgrid demand is highest,
considering demand growth. The optimal ratings are also affected by the year of
installation since earlier installation means larger degradation of the capacity and lower
size at the terminal year. In contrast, when ignoring degradation, the installed size is
independent of the installation year since the size remains unchanged after installation.
Considering the scenario of forecasted profiles, i.e. the deterministic case study, and
assuming the degradation factor is zero for all BESS technologies, the new optimal
results, without considering degradation, are presented in Table 3.6. It is noted that NaS
and Li-ion BESS decisions are not affected by considering the degradation. However, the
installation year is advanced to year 2 for VRB BESS and smaller ratings are obtained,
while the installation year remains unchanged for PbA BESS but with smaller ratings. In
Table 3.6, the objective function is the total cost obtained from the optimization model
considering no degradation. However, this cost is not the true cost since it does not take
into account the degradation in BESS energy capacity. The true cost is computed by
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Table 3.6: Optimal Plan Decisions without Considering Degradation
BESS Type NaS VRB PbA Li-ion
PBESS 550 500 850 650
EBESS 3300 600 1400 700
Year 4 2 2 4
Objective Function $55,659,738 $55,726,162 $52,836,670 $54,894,481
True Cost $55,748,061 $56,648,057 $53,041,158 $55,557,583
solving the OPES model with fixing all the decisions (PBESS, EBESS, year of installation)
and considering degradation in EBESS starting from its installation. The true cost of the
decisions without considering the degradation can be compared with the deterministic
results, obtained considering degradation, presented in Table 3.3. It is noted that
additional costs are observed when decisions are optimized without considering the
capacity degradation. The additional cost is $739,690 and $46,044 for VRB and PbA
BESS, respectively.
3.5.7 Computational Aspects
The original stochastic planning model of BESS, which is an MINLP model (presented
in Section 3.2.2) was considered, along with the presence of probabilistic scenarios, in a
multi-year inter-temporal planning horizon. The model was executed in several GAMS
based MINLP solvers and failed to yield a solution, because of the model dimensionality.
This exercise was carried out prior to developing the decomposition based approach, and
was the main motivation for this work.
The OPES model in the decomposition appraoch is formulated as an MILP problem
and solved in GAMS using the CPLEX solver. The solver uses branch and cut algorithm
in which the main problem is divided into linear programming sub-problems [99]. The
integer optimal solution is obtained in the two stages by setting the optimality gap to 3%.
The framework is executed on a server with 4 Intel-Xeon 1.87 GHz processors and 64
GB of RAM. The computation times per iteration are presented in Table 3.7. Note that the
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Table 3.7: Average Computation Time







NaS 4 6 0.22
VRB 5 6 0.38
PbA 6 9 0.33






I NaS 54 53 2
VRB 80 96 12
PbA 119 154 5
Li-ion 88 103 9
computing time in MCS is relatively similar to the deterministic case, however, the total
time depends on the number of simulations performed, e.g. 100 scenarios are performed
in this case study.
Across all the BESS technologies, the average computational time for the two stages in
the deterministic case is 1.62 minutes per iteration. On the other hand, in the stochastic
case, the average computational time for Stage-I is about 19 minutes, and about 7 hours
for Stage-II, per iteration. Although the computational time in the stochastic case is
significantly larger than the deterministic and MCS cases, since the problem is a long-term
planning study, fast computation is not the main criterion, and obtaining more reliable
results is more important.
3.6 Summary
In this chapter, a decomposition-based approach was proposed to determine the optimal
year of installation and sizing of BESS in isolated microgrids. Uncertainties in demand
and RES generation was considered, which yielded a comprehensive stochastic optimization
model, that was computationally large. The proposed decomposition approach determined
the optimal plan decisions in two stages. Energy capacity degradation was considered
in a novel manner and implemented in Stage-II as a matrix of all possible capacities.
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The budget limit affected the solution and did not allow installing a large BESS early.
Therefore, the budget constraint was relaxed to ensure the optimal sizing decision, which
was then imposed on the model in steps, until arriving at the optimal size and year of
installation. Three case studies were conducted to highlight the optimal BESS decisions
using deterministic optimization and by considering uncertainty using MCS and scenario-
based stochastic optimization.
The proposed BESS planning framework was envisaged to be used by the microgrid
community planners, the utility serving the microgrid, or governmental, non-governmental,
and private agencies involved in planning, design, and development of microgrid EMS when
the BESS was installed and operated by the MGO. The objective of this study was to
minimize the operational and investment costs of BESS, and hence the results of this work
were specific for the considered case studies and test systems. Other criteria to evaluate
ESS investments might examine the cost data of different ESS technologies in power system
applications, and hence determine the benefit break-even of these facilities [100].
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Chapter 4
Third-Party Investment Planning in
Battery Energy Storage Systems
1
In this chapter, investment decisions on BESS installations by a third-party investor in
a grid-connected microgrid is studied. The optimal BESS power rating, energy capacity,
and the year of installation are determined while maximizing the investor’s profit and
simultaneously minimizing the grid-connected microgrid operational cost. A bi-objective
optimization problem, referred to as “multi-objective” in this thesis, is solved using a goal
programming approach with a weight assigned to each objective. The BESS is modeled
to participate in energy arbitrage and provision of operating reserves in the microgrid.
The BESS performance parameters are considered, and its capacity degradation over the
planning horizon is modeled.
1This chapter has been published in:
 H. Alharbi, and K. Bhattacharya, “An Optimal Investment Model for Battery Energy Storage
Systems in Isolated Microgrids,” in Advances in Energy System Optimization, Springer Publishing,
pp. 105-121, 2017.
 H. Alharbi, and K. Bhattacharya, “A Goal Programming Approach to Sizing and Timing of Third
Party Investments in Storage System for Microgrids,” in Proc. IEEE Electrical Power and Energy




h Index for hours, h = 1, 2, .., H
i Index for dispatchable DG units, i = 1, 2, .., I
y Index for years, y = 1, 2, .., YT
Parameters
B0 NPV of budget allocation [$]
C0 Total microgrid operational cost with no BESS installed [$]
Cf Fixed installation cost of BESS [$]
CSHED Cost of load shedding [$/kWh]
Cev Variable installation cost of BESS associated with energy capacity
[$/kWh]
Cpv Variable installation cost of BESS associated with power rating
[$/kW]
DOD Maximum depth of discharge [%]
EPR,EPR Maximum/minimum energy to power ratio
Gi, Li Initial up-time and down-time required of DG unit i [h]
MinDWi Minimum down-time of DG unit i [h]
MinUPi Minimum up-time of DG unit i [h]
OMCf Yearly fixed O&M cost of BESS [$/kW-year]
OMCv Variable O&M cost of BESS [$/kWh]
P i Maximum output power of DG unit i [kW]
P i Minimum output power of DG unit i [kW]
PSS Maximum substation power limit [kW]
Pd Forecasted demand of isolated microgrid [kW]
PV Forecasted PV generation [kW]
Pw Forecasted wind generation [kW]
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RampDWi Ramp down limit of DG unit i [kW]
RampUPi Ramp up limit of DG unit i [kW]
RC Replacement cost of BESS [$/kW]
RY Replacement year of BESS
SDi, SUi Shut-down and start-up cost of DG unit i [$]
M Large number
α Investor’s minimum acceptable rate of return [%]
β MGO’s discount rate [%]
γ Fuel cost escalation rate [%]
δD,δPV ,δW Error in forecasted demand, PV and wind [%]
ηc, ηd BESS charging/discharging efficiency [%]
ϑ Minimum reserve as percentage of demand (%)
ρE Forecasted energy price [$/kWh]
ρres Forecasted reserve provisions price [$/kW]
σ BESS energy capacity degradation factor [%]
w Weight assigned for the multi-objective function
Variables
EBESS Energy capacity of storage system [kWh]
INS NPV of installation cost of storage system [$]
OCMG NPV of microgrid operational cost [$]
OMS NPV of O&M cost of storage system [$]
P DG output [kW]
PBESS Power rating of storage system [kW]
PB Storage system power; negative when charging, and positive when
discharging [kW]
PGrid Power exchange with the main grid [kW]
PdSHED Load shedding [kWh]
R Total required reserve capacity [kW]
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RES Reserve capacity from storage system [kW]
RDG Reserve capacity from DG [kW]
RGrid Reserve capacity from the main grid [kW]
SOC Storage state of charge [kWh]
TCS NPV of total cost of storage from the MGO perspective [$]
TCGrid NPV of total cost of energy and reserve provisions from the main grid
[$]
U, V,W Binary start-up, shut-down, and commitment decision of DG units
Wp Power rating of storage system at year of installation and zero
otherwise [kW]
We Energy capacity of storage system at year of installation and zero
otherwise [kWh]
Z Binary installation decision of storage
Zc, Zd Binary charging/discharging decision of storage
ΠCH NPV of MGO revenue from storage charging [$]
ΠDCH NPV of MGO cost from storage discharging [$]
ΠRS NPV of MGO cost from storage reserve provisions [$]
πCH NPV of investor cost from storage charging [$]
πDCH NPV of investor revenue from storage discharging [$]
πRS NPV of investor revenue from storage reserve provisions [$]
4.2 Third-Party BESS Investment Problem
The storage investment problem is formulated considering a multi-objective function where
the microgrid operator minimizes its total operational cost, while the third-party investor
maximizes its profit. The problem is solved using a goal programming approach to optimize
the conflicting objective functions, while satisfying the constraints of each party, in addition
to the system constraints.
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4.2.1 BESS Investor Perspective
The objective function from the perspective of the storage investor is to maximize the NPV







πCH + INS +OMS
)
(4.1)
The NPV of the cost or revenue for the investor, from the energy exchanged between
the BESS and the microgrid, during charging and discharging, and from the provision of









































where the energy drawn from the microgrid for BESS charging determines the charging
cost of the investor in (4.2), and the energy injected to the microgrid by discharging the
BESS determines the inverstor’s revenue in (4.4).
The INS cost component of BESS comprises costs proportional to the installed power
rating ($/kW) and energy capacity ($/kWh), and a fixed installation cost ($) irrespective












The OMS component comprises the fixed O&M cost, variable O&M cost, and
replacement cost. The fixed and replacement costs are proportional to the storage power












































PBESSy−RY +1 − PBESSy−RY
)]
(4.6)
The first term of (4.6) represents the fixed O&M cost of the BESS. In the second term,
the total energy discharged is used to compute the variable O&M cost. Since the model
considers one typical day per year, the variable cost is also extrapolated to one year using
a factor of 365. The replacement cost of storage is applied when the storage system’s years
of operation reach its predefined life RY . The third term of (4.6) denotes the replacement
cost for a storage system installed in the first year, while the last term represents the
replacement cost if it is installed after the first year. The replacement cost may apply
several times if the storage life is reached more than once over the planning horizon.
4.2.2 Microgrid Operator Perspective
The operator of the grid-connected microgrid seeks to minimize the NPV of the total
operational cost J2 as follows:
J2 = OC
MG + TCGrid + TCS (4.7)
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The term OCMG is the operational cost of the dispatchable DG units in the grid-connected





















Wy,h,i + SUiUy,h,i + SDiVy,h,i
]] (4.8)

































































4.3 Proposed Goal Programming Approach
The objective function in the proposed goal programming based approach is to maximize J
which comprises the objectives of the MGO and the BESS investor with a weight assigned
84
for each objective ω, as follows:
J = (1− ω)D1 − ωD2 (4.14)
where D1 and D2 are given as follows:
D1 = J1 − A1 (4.15)
D2 = J2 − A2 (4.16)
The aspiration level for each objective A1 and A2 are set to achieve a required value of
the objective function. In this work, A1 is the break-even point of the investor’s profit,
i.e. the NPV of profit in (4.1) is zero considering a discount rate equal to the investor’s
MARR, while A2 is set by the microgrid operator, which represents the total microgrid
operational cost in the base case without BESS installation (C0).
The objective function (4.14) is subject to the following constraints:
4.3.1 Microgrid Cost Limit
The NPV of the total microgrid operational cost should not exceed C0, the base case cost
without BESS installation, given as follows:
OCMG + TCGrid + TCS ≤ C0 (4.17)
It is noted that the costs in (4.17) is calculated based on the discount rate β.
4.3.2 Investor’s Revenue Constraint
Although the investor’s objective function is to maximize the profit, it does not ensure the
profitability of the investment. Therefore, this constraint is considered to ensure that the









The costs/revenues in (4.18) are calculated based on MARR (α).
4.3.3 Operational and Planning Constraints
4.3.3.1 Demand-Supply Balance






y,h + PBy,h + PVy,h + Pwy,h = Pdy,h − PdSHEDy,h ∀y,∀h (4.19)
4.3.3.2 Microgrid Reserve Requirements
The MGO ensures a minimum reserve level of ϑ of the demand plus factors accounting for


















RGridy,h ≤ PSS − PGridy,h ∀y,∀h (4.22)







4.3.3.3 DG Units Constraints
Each generating unit has upper and lower bounds on its power production, as follows:
PiWy,h,i ≤ Py,h,i ≤ PiWy,h,i ∀y,∀h,∀i (4.24)
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The inter-hour increase/decrease in generation should satisfy the ramp rate limits of
generating units, as follows:
Py,h,i − Py,h−1,i − Uy,h,i Pi ≤ RampUPi ∀y,∀i,∀h;h 6= 1 (4.25)
Py,h−1,i − Py,h,i − Vy,h,i Pi ≤ RampDWi ∀y,∀i, ∀h;h 6= 1 (4.26)
When a generating unit is turned on, it must not be de-committed before satisfying its
minimum up time. These constraints are formulated as follows [91]:
Gi∑
h=1
(1−Wy,h,i) = 0 ∀y,∀i (4.27)
h+MinUPi −1∑
q=h
Wy,q,i ≥MinUPi [Wy,h,i −Wy,h−1,i]





Wy,q,i − (Wy,h,i −Wy,h−1,i)
]
≥ 0
∀y,∀i, h = H −MinUPi + 2, ....H
(4.29)
When a generating unit is turned off, the minimum down time should be satisfied before
committing it again. The constraints are formulated as follows [91]:
Li∑
h=1
Wy,h,i = 0 ∀y,∀i (4.30)
h+MinDWi −1∑
q=h
(1−Wy,q,i) ≥MinDWi [Wy,h−1,i −Wy,h,i]






1−Wy,q,i − (Wy,h−1,i −Wy,h,i)
]
≥ 0
∀y,∀i, h = H −MinDWi + 2, ....H
(4.32)
To ensure proper coordination between the generator status and the start-up/shut down
variables, the following constraint is formulated, as below:
Uy,h,i − Vy,h,i = Wy,h,i −Wy,h−1,i ∀y,∀h,∀i (4.33)
It is noted that the ramping and minimum-up and -down time constraints can be
relaxed in some microgrid EMS models, to reduce the computational time in operational
problems, because of the fast ramping capability of dispatchable DG units, and fewer
restrictions on their minimum-up and -down times. However, in practice, these constraints
indeed impact the microgrid operations [96], and since planning problems are less restricted
by the computational time, these are considered in this study for the sake of accuracy.
4.3.3.4 Storage Power Rating Constraints
Two variables are defined for power rating, PBESSy and Wpy. The first denotes the power
rating of BESS, and once the BESS is installed, it remains constant over the plan horizon.
On the other hand, while Wpy also denotes the installed BESS size, it is used to compute
the installation cost, and is active only at the year of installation; otherwise, it is zero. The
BESS power rating constraints are given as follows:
PBESSy = Wpy ; y = 1 (4.34)
PBESSy = Wpy + PBESSy−1 ∀y; y 6= 1 (4.35)
Wpy ≥ Zy ∀y (4.36)
Wpy ≤M Zy ∀y (4.37)
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4.3.3.5 Storage Energy Capacity Constraints
Similar to the power rating, two variables are defined for energy capacity EBESSy and Wey,
and the capacity constraints are given as follows:
Wey ≥ Zy ∀y (4.38)
Wey ≤M Zy ∀y (4.39)
EPR PBESSy ≤ EBESSy ≤ EPR PBESSy ∀y (4.40)
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; y = RY + 1, ..YT
(4.42)
The storage capacity EBESSy depends on the installed energy capacity and the year of
installation, represented by Wey, and the capacity degradation factor σ. The energy
size EBESSy before the replacement year RY is formulated in (4.41), while EBESSy in the
preceding years is formulated in (4.42).
4.3.3.6 BESS Operational Constraints
The charging and discharging power of the BESS and its SOC are formulated as follows [97]:
−PBy,h ηc −M Zdy,h ≤ SOCy,h+1 − SOCy,h ∀y,∀h;h 6= H (4.43)
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Zcy,h − Zdy,h + 1
)
≤ SOCy,h+1 − SOCy,h ∀y,∀h;h 6= H (4.45)





Zcy,h − Zdy,h + 1
)
∀y,∀h;h 6= H (4.46)
The initial SOC of the BESS is assumed to be 50% of the installed energy capacity, as
follows:
SOCy,h = 0.5 EBESSy ∀y, h = 1 (4.47)
The final status of SOC is implemented in the constraints (4.43)-(4.46) by replacing
SOCy,h+1 to the desired level, i.e.,
SOCy,h+1 = 0.5 EBESSy ∀y, h = H (4.48)
In order to force the binary variables Zc and Zd to be activated during the charging and
discharging process in (4.43)-(4.46), and to prevent simultaneous charging and discharging,
the following constraints are considered:
−M Zcy,h ≤ PBy,h ∀y,∀h (4.49)
M Zdy,h ≥ PBy,h ∀y,∀h (4.50)
(1−DOD)EBESSy ≤ SOCy,h ≤ EBESSy ∀y,∀h (4.51)
− PBESSy ≤ PBy,h ≤ PBESSy ∀y,∀h (4.52)
Zcy,h + Zdy,h ≤ 1 ∀y,∀h (4.53)
YT∑
y=1
Zy ≤ 1 (4.54)
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4.3.3.7 Budget Constraint
The NPV of the installation cost should not exceed the NPV of the allocated budget for
the year, as follows:
INS ≤ B0 (4.55)
The investment planning model (4.1)-(4.55) is formulated as an MILP problem and
solved in GAMS using CPLEX solver.
4.4 Results and Discussions
4.4.1 Test System
The proposed investment planning model is tested on the modified CIGRE medium voltage
microgrid [88]. The PV and wind capacity is 1,100 kW and 1,900 kW, respectively, while
the total capacity of dispatchable DG units is 5,510 kW. The microgrid is considered to be
connected to the main grid and the line capacity is 500 kW. The microgrid peak demand
in the first year of the planning horizon is 6,240 kW with an annual increase of 1%, over
a plan period of 10 years. The investor’s MARR is assumed 14%, while the discount rate
set by the microgrid operator is 8%. The annual fuel price escalation rate is assumed to
be 3%, while the energy price profile is obtained from [40].
The microgrid operator considers an operating reserve of 10% of the demand, in addition
to the forecasting errors of demand (δD), generation of PV (δPV ), and wind (δW ), which
are assumed to be 3%, 9%, 13%, respectively [40].
The Li-ion BESS is considered in this case study, while its performance and cost
parameters are shown in Table 3.2. The maximum size for BESS is assumed as, PBESS =
6,500 kW, and EBESS = 6,500 kWh, the options are considered to be available in
multiples of 50 kW and 50 kWh, respectively.
The impact of microgrid operation on the storage investment decisions is studied
considering the following scenarios:
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4.4.2 Case-I
The microgrid generation capacity considering its dispatchable DG capacity and RES
generation is not adequate to meet the demand, particularly when approaching the
terminal year. Therefore, load shedding is included in this case to maintain the
supply-demand balance, as shown in Figure 4.1. The microgrid operational cost without
storage installation (C0) is $29,688,315.
The BESS investment decisions are examined considering different weights for the
objective functions (ω), as shown in Table 4.1. For ω = zero, which represents the
investor’s perspective, the installation of BESS is at year-1 with large power rating and
energy capacity 1(PBESS = 900 kW and EBESS = 1150 kWh) to maximize the investor
revenue, for a high rate of return of 46%. However, the NPV of total microgrid costs
remains the same at $29,688,315 since the the high cost of load shedding and energy
imported from the main grid during high energy price hours is avoided. When ω = 0.5,
the investor’s MARR of 14% is maintained, and a reduction in the microgrid operational
cost from the base case by $3,347,874 is achieved. This reduction reaches $3,978,824
when ω = 1, which represents the MGO’s perspective. The optimal BESS installation
from the MGO perspective is less in ratings with deferred installation year compared to
the investor’s perspective. The optimal BESS ratings are 750 kW and 900 kWh, while
the optimal installation year is year-2 of the planning horizon.
Figure 4.2 shows the optimal BESS and microgrid operation at the terminal year
considering ω = 0.5. The BESS charging and discharging operations help the microgrid
to meet the entire demand without the need for load shedding during the peak hours,
while relatively less energy import is observed to minimize the cost of buying energy
when the energy price is high. Furthermore, the microgrid load is levelized, which reduces
the need for starting up expensive dispatchable DG units.
4.4.3 Case-II
The RES generation is assumed 50% higher in this case with respect to that in Case-I.





























Demand Energy Export Storage Charging
Energy Import Storage Discharging Microgrid Generation
Figure 4.2: Optimal operation of storage and microgrid at ω = 0.5 (Case-I).
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Table 4.1: Optimal Investment Decisions and Associated Costs (Case-I)
ω Cost IRR PBESS EBESS Year
Reduction (Investor)
(MGO)
0 0 46% 900 1150 1
0.25 $582,784 46% 800 1000 1
0.5 $3,347,874 14% 750 900 2
0.75 $3,961,544 14% 750 900 2
1 $3,978,824 14% 750 900 2
balance, as shown in Figure 4.3, which presents the optimal microgrid operation in year-
10 without BESS installations. Therefore, the operational cost of the microgrid (C0) is
reduced to $19,109,328, compared to that in Case-I.
The BESS optimal decision from the investor’s perspective is to install 300 kW/400
kWh of energy storage, while the optimal year of installation is year-2. This reduction
in the ratings is also represented by a reduction in the rate of return to 38% since the
microgrid operational cost C0 in Case-II is lower than that in Case-I, and therefore, there
is less margin of reduction in the microgird operational cost, as shown in Table 4.2. The
storage installation decisions at ω = 100% is 250 kW and 300 kWh, while the optimal year
of installation is year-4. The reduction in the microgrid cost reaches $713,277.
The optimal BESS and microgrid operation at year-10 with ω = 0.5 in Case-II is
shown in Figure 4.4. Because of the lower ratings of BESS, there are fewer charging and
discharging cycles, which are mainly to minimize the cost of starting up expensive DG
units by levelizing the load of the microgrid.
4.4.4 Case-III
The RES generation profile is increased further to about 100% with respect to the RES
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Figure 4.5: Optimal operation of microgrid (Case-III).
Table 4.2: Optimal Investment Decisions and Associated Costs (Case-II)
ω Cost IRR PBESS EBESS Year
Reduction (Investor)
(MGO)
0 0 38% 300 400 2
0.25 0 38% 300 400 2
0.5 $696,925 14% 250 300 3
0.75 $702,761 14% 250 300 4
1 $713,277 14% 250 300 4
MGO to sell energy to the main grid during peak hours and offset some of the microgrid
operational costs. The total microgrid operational cost without the installation of BESS
is $11,724,286.
Figure 4.5 shows the optimal microgrid operation at year-10. Since there is less margin
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for further reduction in microgrid operational cost, the investor’s IRR of 14% cannot be
met within the planning horizon. The optimal investment decision is to not install BESS,
either from the perspective of the investor or from that of the MGO.
4.5 Summary
In this chapter, a new method based on goal programming approach was proposed to
determine the BESS investment decisions by a third-party investor while it was operated
and scheduled by the MGO. The proposed model was validated on the CIGRE microgrid
test system considering different microgrid operational scenarios. The results
demonstrated the effectiveness of the proposed work in determining if the storage
installation accrued a reduction in the total microgrid operational costs and satisfied the
investor MARR considering the microgrid generation mix and load profiles.
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Chapter 5
Participation of Pumped Hydro




This chapter examines the non-strategic and strategic participation of a PHES facility
in day-ahead energy and PBR (regulation capacity and mileage) markets. The PHES is
modeled with the capability of operating in HSC mode with detailed representation of its
operational constraints, and integrated with an energy-cum-PBR market clearing model.
For its strategic participation, a bi-level market framework is proposed to determine the
optimal offers and bids of the PHES that maximize its profit. The operation of PHES is
modeled at the upper level, while the market clearing is modeled in the lower level problem.
The bi-level problem is formulated as an MPEC model, which is linearized and solved as an
MILP problem. Several case studies are carried out to demonstrate the impact of PHES’
non-strategic and strategic operations on market outcomes. Furthermore, stochastic case
1This chapter has been accepted for publication in:
H. Alharbi, and K. Bhattacharya, “Participation of Pumped Hydro Storage in Energy and Performance-
Based Regulation Markets,” IEEE Transactions on Power Systems, (in print).
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studies are conducted to determine the PHES strategies considering the uncertainty of the
net demand and rivals’ price and quantity offers.
5.1 Nomenclature
Indices
h Index for PHES units, h = 1, 2, .., Nh
i Index for generation units, i = 1, 2, .., I
j Index for customers, j = 1, 2, .., J
s Index for scenarios, s = 1, 2, .., S
t Index for time, t = 1, 2, .., T
w Index for RES units, w = 1, 2, ..,W
Parameters
CD Demand bid in energy market [$/MWh]
Cg Generator offer in energy market [$/MWh]
Cg,uM/dM Generator regulation up/down mileage offer [$/MW]
Cg,uR/dR Generator regulation up/down capacity offer [$/MW]
CRE RES generation offer [$/MWh]
M sys,u/d Required regulation up/down mileage [MW]
mh,u/d Mileage capability multiplier of a PHES unit.
mg,u/d Mileage capability multiplier of a generator.
P
HG
, PHG Generation limits of PHES unit [MW]
P
HP
Fixed PHES pumping power [MW]
P
D
,PD Limits of demand j [MW]
P
g
, P g Limits of generation unit i [MW]
P
RE
Maximum available RES generation [MW]
Q
HG
,QHG Water discharge limits during generation [m3/h]
Q
HP
Fixed pumped water in pumping mode [m3/h]
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Rsys,u/d Required up/down regulation capacity [MW]
R
H,u/d
PHES regulation up/down capacity limit [MW]
R
g,u/d
Generator regulation up/down capacity limit [MW]
SUHG/HP Start-up cost in generating/pumping mode [$]
V
H
, V H Water volume limits of PHES [m3]
ηG, ηP Efficiency in generating and pumping mode
α PHES energy conversion coefficient [MW/m3]
γ Regulation capacity as a ratio of the total unit rating
ρ Scenario probability.
Variables
MH,u/d PHES regulation up/down mileage cleared [MW]
M g,u/d Generator regulation up/down mileage [MW]
M̂H,u/d PHES regulation up/down mileage offer [MW]
PHG/HP PHES generating/pumping power [MW]
P g Cleared generation of a generator [MW]
PD Cleared demand of a customer [MW]
PRE Cleared generation of a RES unit [MW]
P̂HP PHES demand quantity bid [MWh]
P̂HG PHES generation quantity offer [MWh]
Q′ Water discharge above the minimum limit [m3]
QHG Water discharged in generation mode [m3]
QHP Water pumped in pumping mode [m3]
RH,u/d PHES regulation up/down capacity cleared [MW]
Rg,u/d Generator regulation up/down capacity [MW]
R̂H,u/d PHES regulation up/down capacity offer [MW]
vH Water volume of the reservoir [m3]
Y HG/HP PHES generating/pumping start-up [0,1]
ZHG/HP PHES unit mode status [0,1]
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ZPP Conventional PHES binary coordination [0,1]
βH,uM/dM PHES regulation up/down mileage offer price [$/MW]
βHP Bid price of PHES as a customer [$/MWh]
βHG Offer price of PHES as a generator [$/MWh]
βH,uR/dR PHES regulation up/down capacity offer price [$/MW]
λE Energy market marginal price [$/MWh]
λu,M , λd,M Regulation up/down mileage price [$/MW]
λu,R, λd,R Regulation up/down capacity price [$/MW]
5.2 Bi-Level Optimization Problem
5.2.1 Upper Level: PHES Profit Maximization Operations
The objective function in the upper level problem is to maximize the expected value of the




































In (5.1), the first set of terms denote the revenue of the PHES, accrued from its
participation in the day-ahead energy, and regulation up/down capacity and up/down
mileage markets. The PHES operations cost denoted by the second set of terms in (5.1)
includes the cost of energy drawn during pumping, and the start-up costs of the PHES
units. Note that the market prices are variables, determined from the lower level market
settlement model.
In this work, only day-ahead market is modeled without considering real-time
operations, to keep the MPEC problem tractable. It is to be noted that while the
regulation capacity is procured in the day-ahead market, it is deployed in real-time
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operations. The regulation capacity cleared in the day-ahead market receives a payment,
regardless of its deployment in the real-time, hence this term is included in (5.1).
In the case of mileage, the payment is made after real-time operations, based on the
PHES facility’s performance in following the signal and actual movements. But since the
procurement of regulation capacity and mileage is carried out simultaneously in the day-
ahead market, they being inter-related variables, the mileage component is also included
in (5.1). For example, a large regulation capacity from a unit may not necessarily yield
a large mileage, and the market operator would need to select another unit to meet the
system mileage requirement.
Although the actual PHES mileage revenue may differ from that determined in (5.1),
maximizing the mileage participation in the day-ahead market leads to a higher profit
potential for the PHES, considering its performance. The objective function (5.1) is subject
to the following constraints:
5.2.1.1 Offer/Bid Constraints of PHES
The optimal PHES offers and bids in the energy and regulation capacity markets are
limited by the PHES unit ratings and the maximum regulation capacity, respectively, as
follows:
0 ≤ P̂HPh,t ≤ ZHPh,t P
HP
h , 0 ≤ P̂HGh,t ≤ ZHGh,t P
HG
h ∀h, t (5.2)










The participation of a PHES unit h in regulation provisions is only activated if it is in the
generating mode, i.e. when ZHG=1, as noted from (5.3).
The energy and regulation capacity offers are also constrained by the PHES unit ratings











h ≤ P̂HGh,t − R̂
H,d



























≤ V H − vHs,t ∀s, t (5.7)
The constraints (5.6)-(5.7) are needed to ensure the feasibility of the PHES offer/bid
strategy for the entire range of scenarios considered. Although participation of the PHES
may be reduced because of the scenario of lowest volume for (5.6) or the scenario of
highest volume for (5.7), such “conservative” constraints are necessary in order to avoid
water shortages during discharging/pumping when the binding offer/bid is cleared in the
market.
The PHES mileages are dependent on the regulation capacity and the PHES mileage
multiplier. The resource-specific mileage multiplier is a parameter computed by the ISO
considering both the historic regulation performance and the certified ramping capability of
a resource [79]. Therefore, the slow resources which are limited by their ramping capability









h,t ∀h, t (5.8)
The lower bound in (5.8) ensures that the full regulation capacity offer can be utilized by
the PHES mileage. If this constraint is not considered, the cleared regulation capacity may
not be fully available for regulation provision.
Although the HSC PHES can operate in HSC mode, where some of the units are
pumping and the others are generating, an individual PHES unit h cannot simultaneously
operate in pumping and generating mode, as follows:
ZHGh,t + Z
HP
h,t ≤ 1 ∀h, t (5.9)
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5.2.1.2 PHES Power and Water (Generating Mode)
The relationship between the water discharged and the generated power is formulated














+Q′s,h,t ∀s, h, t (5.10)




h,t ∀s, h, t (5.11)
PHGs,h,t ≤ ZHGh,t P
HG
h ∀s, h, t (5.12)
It is noted that the operation of the PHES depends on the water head of the reservoir and
the water discharge function PHGh = f(Q
HG
h ), which is non-linear. The linear relationship
between water discharge and power generation has been widely used in the literature
of hydro-thermal coordination [21, 54, 101]. This relationship adequately represents the
participation of PHES in energy and regulation markets, and captures the main operational
and physical constraints associated with their participation.
5.2.1.3 PHES Power and Water (Pumping Mode)
In the pumping mode, a PHES unit h operates at a fixed speed, and hence the pumped











h ∀s, h, t (5.13)
5.2.1.4 PHES Start-up Binary Variables
In order to ensure a proper coordination between the operating status of PHES turbines
and pumps and their start-up binary variables, the following constraints are considered:
Y HGh,t ≥ ZHGh,t − ZHGh,t−1 , Y HPh,t ≥ ZHPh,t − ZHPh,t−1 ∀h, t > 1 (5.14)
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5.2.1.5 Reservoir Water Volume Balance Constraints
This constraint ensures a balance in the reservoir water volume considering the water









)∆t ∀s, t (5.15)
V H ≤ vHs,t ≤ V
H ∀s, t (5.16)
vHs,t = 0.5 V
H ∀s; t = 0, T (5.17)
where ∆t denotes the time interval considered in the relationship between the water volume
and water discharged. In this work, since the day-ahead problem is solved for each hour,
∆t is assumed to take the value 1 hour, or, ∆t = 1.
It is to be noted that the deployment of regulation is not considered in (5.15) assuming
that the net energy of regulation is zero for each interval. This can be either managed by
the PHES or the system operator, as described in [60,76]. Therefore, the PHES is able to
maintain the same level of water volume over a period of time, even after deploying the
regulation-up and -down services. When maintaining the water volume is not possible, the
uncertainty of the regulation offset should be considered, as in [11,12].
The following constraints are additionally considered for the conventional PHES to
prevent simultaneous generation and pumping operations:
ZPPt ≥ ZHPh,t ∀h, t (5.18)
ZHGh,t ≤ 1− ZPPt ∀h, t (5.19)
5.2.2 Lower Level: Market Clearing
In this level, the market clearing process is modeled considering the offers and bids of all




































































The following constraints are considered in the problem:
5.2.2.1 System Requirements
The supply and demand balance, as well as the minimum regulation up/down capacity












PDs,j,t = 0 : (λ
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s,t ) ∀s, t (5.23)
The dual variables in parentheses in (5.21)-(5.23) represent the marginal prices of energy
and regulation up/down capacity and mileage up/down services.
It is noted that transmission constraints can impact the planning (sizing and siting) and
operation of ESS and the energy market prices [102]. However, because of the significant
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computational challenges arising when the transmission constraints are considered, they
are not included in the proposed MPEC model.
5.2.2.2 PHES Strategic Operation
The PHES strategic operation at this level are constrained by the offers and bids
determined at the upper level, as follows:




s,h,t ) ∀s, h, t (5.24)




s,h,t ) ∀s, h, t (5.25)

















s,h,t ) ∀s, h, t (5.27)
5.2.2.3 Generators and Customers Quantity Offers/Bids
The energy and regulation market clearing dispatches of generation and customer
loads are constrained by their respective offer/bid quantities. It is assumed that the
hourly demand and RES offer/bid quantities are based on their forecasted values in the
deterministic case and the simulated scenario in the stochastic case, while traditional
generator offer quantities are their rated capacities, and remain unchanged over the
operational period.






s,j,t ) ∀s, j, t (5.28)






s,w,t ) ∀s, w, t (5.29)








s,i,t ) ∀s, i, t (5.30)
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s,i,t) ∀s, i, t (5.32)



















s,i,t ) ∀s, i, t (5.34)
The generation and demand quantities cleared in the energy market are
upper-bounded by their offers/bids, while their lower bounds are specified by their
minimum power limits (5.28)-(5.30). The cleared regulation up/down capacities are
upper-bounded by their maximum bids and the generators’ rating, net of the cleared
quantity in the energy market (5.31)-(5.33). The cleared regulation up/down mileage
quantities are limited by their cleared regulation capacity and mileage multipliers (5.34).
5.3 Proposed MPEC Problem
The MPEC problem comprises the objective function defined in (5.1) and subject to the
upper level constraints, (5.2)-(5.17) for the HSC PHES and (5.2)-(5.19) for the
conventional PHES. Furthermore, the Karush-Kuhn-Tucker (KKT) conditions derived
from the Lagrangian of the lower level problem are considered in the MPEC problem,
which will be presented in Section 5.3.1.
The complementarity conditions associated with the inequality constraints of the lower
level problem are non-linear. Therefore, additional constraints and binary variables are
used to linearize them, following the same approach used in other MPEC problems [15–18].
Furthermore, the non-linear objective function in (5.1) is linearized by equating the
primal and dual objective functions using the strong duality theorem [103] since the lower
level problem is convex and linear. The linearization of the MPEC model will be discussed
in Section 5.3.2.
It is noted that this MPEC model is solved from the perspective of one agent, i.e.
the PHES facility, and hence assuming the PHES can anticipate the market clearing and
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other market participants do not change their strategies. However, in practice, the other
generation utilities also have the ability to anticipate the market and may change their
strategies. Because of the computational issues, this proposed framework did not consider
the interaction between several strategic players who can anticipate the market. This can
be solved using Equilibrium Problem with Equilibrium Constraints (EPEC) framework,
which is computationally more challenging than the MPEC problem.
5.3.1 KKT Conditions of the Lower Level Problem
For the lower level problem, defined by (5.20)-(5.34), the KKT conditions for optimality
comprise stationary, primal feasibility, dual feasibility, and complementary slackness
conditions [103]. The stationary conditions are formulated, as follows:




s,h,t = 0 ∀s, h, t (5.35)






















s,h,t = 0 ∀s, h, t (5.38)




s,j,t = 0 ∀s, j, t (5.39)




s,w,t = 0 ∀s, w, t (5.40)


















































s,i,t = 0 ∀s, i, t (5.44)
The primal feasibility conditions comprise the equality constraint (5.21) and the
inequality constraints (5.22)-(5.34); the latter can be formulated as 0 ≤ K. Hence, the
dual feasibility conditions can be formulated as 0 ≤ µK, where µK denotes the dual
variable associated with the inequality constraint. The KKT complementary slackness
conditions are formulated as KµK = 0.
It is noted that the primal feasibility conditions for the inequality constraints and their
associated dual feasibility and complementary slackness conditions can be formulated as
follows:
0 ≤ K ⊥ 0 ≤ µK (5.45)
For example, the KKT conditions corresponding to the upper-bound limits in (5.24) are
formulated as follows:
0 ≤ P̂HPh,t − PHPs,h,t ⊥ 0 ≤ µHP
max
s,h,t ∀s, h, t (5.46)
The set of KKT conditions represented by (5.45) are linearized considering each
constraint separately, i.e. 0 ≤ K and 0 ≤ µK, in addition to the following constraints:
K ≤M(1− ZK) (5.47)
µK ≤M ZK (5.48)
where ZK is a vector of binary variables.
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5.3.2 Linearization of the MPEC Objective Function
The MPEC problem comprises the upper level problem in which the PHES maximizes
its profit from market participation considering the market prices determined from the
lower level market clearing problem. Since the lower level problem is linear and convex,
the primal and dual optimal objective function values are equal, which can be used, along
with the KKT conditions of the lower level problem, to derive a relation for the PHES
market clearing decisions in terms of the other participants’ clearing decisions. Therefore,
the bilinear product of the market prices and the PHES cleared quantities in the MPEC
objective function (5.1) can be substituted by linear terms obtained by the derived relation.
In the primal objective function of the lower level problem (5.20), the PHES offers/bids



















s,h,t − (λEs,t + µHG
min
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It is noted from (5.47) and (5.48) that K µK = 0. Therefore, the terms
(µHG/HP
min
PHG/HP ) and (µHUR/HDR
min
RH,u/d) are zeros, while the following terms can





























































































































































































































Since the lower level problem is linear and convex, the primal and dual optimal
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objectives are equal, as per the strong duality theorem. Equating the primal and dual





























































































































Therefore, the relation derived in (5.56) is used to substitute the non-linear terms in
the MPEC objective function (5.1).
5.4 Results and Discussions
5.4.1 Test System
The formulated MPEC optimization model is tested using the IEEE RTS [104]. The system
comprises 26 generators and 17 customer demands. The six hydro units are replaced by a
four-unit PHES facility. The RES are considered as negative loads which affects the net
demand. It is assumed that the offers from the thermal generators and RES units are based
on their marginal costs. The marginal cost of RES units are assumed to be zero, and hence
they are price-taker participants. Table 5.1 shows the energy and regulation offers, and
the mileage capability multipliers of the 26 thermal generators, categorized by their types.
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It is noted that the resource-specific mileage multipliers (mg,ui ,m
g,d
i ) are determined by the
ISO based on the historical performance of the resource [79]. The maximum regulation
capacity of a unit is assumed 40% of its rating. The 17 customer bid prices in the energy
market are all assumed to be 50 $/MWh. The PHES comprises four identical units, and
their parameters are given in Table 5.2. The hourly net demand, as a percentage of the
peak demand, and system regulation requirements are given in Table 5.3. The hourly
regulation mileage equals the regulation capacity times the system multipliers, shown in
Table 5.3.
In the following sections, deterministic and stochastic case studies are considered, and
the main aspects of each case are summarized in Table 5.4.
The impact of PHES presence, strategic and non-strategic market participation, and
PHES operational aspects considering conventional and HSC PHES are demonstrated
through five deterministic case studies (D1-D5). The market clearing model is solved in
Case-D1 without the presence of PHES. The HSC PHES market participation is
considered in Case-D2 and Case-D3, highlighting the differences between non-strategic
and strategic participation. In Case-D4 and Case-D5, the non-strategic and strategic
participation of conventional PHES are considered to highlight the impact of PHES type
on the market outcomes.
The impact of uncertainty on net demand and rival generators’ offers are demonstrated
through four stochastic case studies (S1-S4). The stochastic case studies consider only the
strategic operation of HSC PHES in order to highlight the impact of uncertainty on the
market participation decisions. In Case-S1, the uncertainty in net demand is considered,
while in Case-S2 and Case-S3, the uncertainty in rival generators’ price and quantity offers,
respectively, is considered. Case-S4 considers both the net demand and rival generators’
offers uncertainties.
5.4.2 Deterministic Case Studies
In these cases, the system peak demand, net of the RES generation, is 3,000 MW, while the
peak regulation up/down capacity requirement is 100 MW. The forecasted deterministic
demand and RES generation profiles are presented in Figure 5.1.
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Table 5.1: Generators Parameters









(MW) ($/MWh) ($/MW) ($/MW)
G1-G2 400 7 50 50 1
G3-G6 155 20 8 1 1.5
G7 350 22 10 2 3
G8-G10 197 25 14 3 2.5
G11-G14 76 29 17 4 3.5
G15-G17 100 32 19 5 3
G18-G21 20 36 24 8 2
G22-G26 12 45 29 12 1










α V H ηG,ηP m
h,u/d
h
10 MW 3 MW 14 m3 4.2 m3 0.71 MW/m3 1120 m3 90% 4
Table 5.3: Hourly System Requirements
Hour 1 2 3 4 5 6 7 8 9 10 11 12
% of peak 67 63 60 59 59 60 74 86 95 96 96 95
Mileage multip. 1 1.2 1.3 1 1.4 1.8 2 2.3 2.5 2.6 2.7 2.5
Hour 13 14 15 16 17 18 19 20 21 22 23 24
% of peak 95 95 93 94 99 100 100 96 91 83 73 63
















































Figure 5.1: The forecasted deterministic profiles, and the 500 simulated profiles for
stochastic analysis: (a) Demand profiles (b) RES generation profiles.
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Table 5.4: Case Studies Overview









c D1 No PHES - -
D2 HSC Non-strategic -
D3 HSC Strategic -
D4 Conventional Non-strategic -







S1 HSC Strategic RES, demand
S2 HSC Strategic Rivals’ price offers
S3 HSC Strategic Rivals’ quantity offers
S4 HSC Strategic RES, demand, and rivals’
price/quantity offers, simultaneously
5.4.2.1 Case-D1
In this case, without PHES participation, the market is settled considering the lower level
optimization model to maximize the social welfare and simultaneously include energy,
regulation capacity and mileage. Therefore, the system requirements are met by the
thermal generators only, as shown in Table 5.5, and yields a social welfare of $1,760,664.
Figure 5.2 depicts the participation of each generator in energy and regulation-up
capacity markets, while the regulation-down capacity share of these generators are
identical to their regulation-up capacity.
It is noted that the energy market clearing prices (Figure 5.3) match the offers of the
marginal generators (shown in column-3 of Table 5.1). On the contrary, since the regulation
up/down capacity and mileage are coherently linked, these market clearing prices (Figure
5.3) may not match the offers of the thermal generators (shown in column-4 and 5 of
Table 5.1). For example, in hour-1, the regulation-up capacity price is 13 $/MW since an
additional unit of regulation-up capacity is met by reducing the energy market dispatch of
G6 (offer price, $20), and increasing its participation in regulation (offer price, $8), while











































































































Figure 5.3: Energy and regulation market prices in the deterministic case studies.
Therefore, the impact on the objective function is: (-20+8+25) which is 13 $/MW.
The regulation market clearing price may need to be determined by adjusting more
than two generators. For example, at hour-6, the least impact on the objective function
when adding 1 MW of regulation-up capacity is by: a) reducing the output of G6 by 2
MW while increasing its regulation capacity and mileage by 2 MW and 3 MW, respectively,
and (b) increasing the output of G7 by 1 MW while decreasing its regulation capacity and
mileage by 1 MW and 3 MW, respectively, and (c) increasing the output of G8 by 1 MW.
These changes will decrease the objective function by $10, which is the regulation market
clearing price.
Note that in hours 1-5, the regulation capacity and mileage requirement is met by the
least-expensive generator G6, only. For the other hours, including hour-6 discussed above,
adjustments in multiple generators are required because of the limited mileage capability
of G6 (which is 1.5, as given in Table 5.1). In hour-6, the mileage required is 1.8 times the
regulation capacity of 60 MW, which is shared by G6 and G7, where G6 accounts for 72












































Regulation-up provision by G6 Regulation-up provision by G7
Required regulation-up mileage Required regulation-up capacity
Regulation-up capacity by G6 Regulation-up mileage by G6
60
Figure 5.4: Regulation-up capacity and mileage share at hour 6 (Case-D1).
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5.4.2.2 Case-D2
In this case, when the PHES is considered a price-taker (non-strategic) participant, the
lower level problem is only solved, but by including the constraints of the HSC PHES
from the upper level problem, (5.2)-(5.17). The PHES energy and regulation sell offers are
assumed to be zero, because it is a price-taker, whereas its energy buy bid price is assumed
50 $/MWh, which is at par with the load side participants.
It is noted from the obtained solution that the PHES helps in increasing the social
welfare by about 2.5% from Case-D1, as shown in Table 5.5. The total thermal generation
has increased, while the total cleared thermal capacities in the different regulation markets
are reduced. The PHES participates more in the regulation-down market (207 MW as
against 163 MW in regulation-up) since most of its capacity is cleared in the energy market,
thus leaving less capacity for regulation-up provisions.
The impact of PHES on the market prices is shown in Figure 5.3. During the off-peak
hours, the PHES operates in pumping mode, which increases the output of the marginal
generators, but with no impact on the market prices, while during peak hours, the energy
generated by the PHES helps in reducing the market price. For example, in Case-D1 during
hour 10, the marginal generator G18 generated 11 MW, which is not required in Case-D2
when the PHES generates 28 MW. This change in schedule renders G17 the marginal
generator. Since the PHES does not act strategically, the market clearing price is reduced
to 32 $/MWh during this hour.
Furthermore, the PHES also helps in reducing the regulation market price. From the
market operator’s perspective, to maximize the social welfare, the least expensive generator
is selected to provide both the regulation capacity and mileage. However, when the mileage
capability of the least expensive generator does not meet the mileage requirement, the
next expensive generator is selected to provide the excess mileage and the corresponding
regulation capacity. In the case of PHES, the mileage capability is large but the regulation
capacity is limited. Therefore, the participation of PHES in regulation markets allows the
system to increase the share of the least expensive generator, while the excess mileages are
provided by the combination of PHES and the next least expensive generator.
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(d) Strategic conventional PHES (Case-D5)(c) Non-strategic conventional PHES (Case-D4)
(b) Strategic HSC PHES (Case-D3)(a) Non-strategic HSC PHES (Case-D2)
Figure 5.5: Comparison of the HSC and conventional PHES for non-strategic and strategic
operations.
Table 5.5: Deterministic Market Clearing Results
Case No. Case-D1 Case-D2 Case-D3 Case-D4 Case-D5
PHES Type - HSC HSC Conventional Conventional
Market Participation - Non-strategic Strategic Non-strategic Strategic
Total Thermal Generation [MWh] 59,759 59,842 59,837 59,842 59,839
Total PHES PHG/HP [MWh] - 357/440 332/410 357/440 340/420
Total Cleared Rg,u/d [MW] 1,992/1,992 1,829/1,785 1,774/1,825 1,866/1,816 1,850/1,816
Total Cleared RH,u/d [MW] - 163/207 218/167 126/176 142/176
Total Cleared M g,u/d [MW] 4,551/4,551 3,957/3,723 3,679/3,883 4,047/3,847 3,983/3,847
Total Cleared MH,u/d [MW] - 594/828 872/668 504/704 568/704
Social Welfare $1,760,664 $1,804,910 $1,773,070 $1,798,214 $1,774,843
PHES Profit - $8,660 $10,434 $7,955 $9,338
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5.4.2.3 Case-D3
In this case, the PHES participates strategically in the market, and the proposed MPEC
problem discussed in Section III is solved for the HSC PHES. The MPEC problem
incorporates the KKT conditions of the lower level market clearing model into the PHES
profit maximizing upper level problem. From the obtained solution, it is noted that the
sell offers from the PHES ought to be the same as the market clearing prices of Case-D1,
for it to maximize profit. Although, the social welfare increases in this case with
participation of PHES, as compared to Case-D1, it is lower than that in Case-D2 because
of its strategic behavior of seeking to maximize its profit (Table 5.5). Because of the
higher regulation-up prices as compared to regulation-down (Figure 5.3), more PHES
capacity is strategically cleared by the MPEC model for regulation-up, as shown in Table
5.5. Consequently, the energy market participation of PHES decreases in Case-D3.
Overall, the strategic participation of PHES yields an increased profit of 20%, as
compared to its non-strategic participation in Case-D2.
Since the PHES has a higher mileage capability than thermal generators, the system
can still increase the share of the least expensive generator, as in Case-D2, and therefore
increase the social welfare. However, the PHES minimizes the share of the second least
expensive generator, particularly in mileage-up market, while offering at the system
marginal price.
A comparison of the operations profile of the HSC PHES for its non-strategic (Case-
D2) versus strategic (Case-D3) market participation, referring to Figure 5.5(a) and Figure
5.5(b), can be summarized as follows:
 Off-peak hours 1-7 and 23, 24: The PHES participates in the market as a load,
operating in the pumping mode, in both cases. However, its 40 MW of pumping load
is not significant enough, for the considered example, to influence the market price.
Hence, the market outcomes from the non-strategic and strategic operation of the
PHES during these hours are identical.
 Hours-8,9,12-16,18,19,21,22: The PHES can idle some units if only partial pumping
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capacity is required, i.e. less than 40 MW. However, operating in the HSC mode,
maximizes its profit since it allows some of its units to participate in up/down
regulation provisions. The PHES operates in HSC mode before transitioning from
pumping to generating, or vice versa, i.e. when the market prices are not high
enough for generating or low enough that all its units are pumping. Since the
PHES in Case-D2 generates more energy during all these hours compared to that in
Case-D3, particularly notable during hours 13-15, the PHES is required to pump
more water in Case-D2, to meet the terminal target of reservoir water level, by
operating in HSC mode in hours 20-21 and in pumping mode in hour-22, as
opposed to Case-D3 when it only operates in HSC mode in hour-22. During these
hours, the PHES strategic operation differs from the non-strategic operation to
maximize its profit, however, there is no impact on the market clearing prices.
 Hours-10,11,17,20: During these hours, the PHES has the capacity to impact the
market clearing prices. In both cases, the PHES generation alters the thermal
generation schedule, however, only in Case-D3, the PHES offers higher price,
matching the marginal generator of Case-D1 to maximize the profit.
5.4.2.4 Case-D4
This case is similar to Case-D2 but considers a conventional PHES. The lower level problem
is solved but including the upper level constraints of conventional PHES, (5.2)-(5.19). From
the obtained solution, it is noted that the social welfare increased by 2.1% from Case-D1,
as shown in Table 5.5. The market prices obtained in Case-D4 are identical to those in
Case-D2, (Figure 5.3), and the cleared energy quantities in the two cases are also identical;
however, the HSC PHES participates more in regulation provisions, as seen from Table 5.5
because of its higher flexibility as compared to the conventional. For example, the values
of RH,u/d reduces from 163/207 MW to 126/176 MW, from HSC PHES to conventional
PHES.
Since the first and terminal reservoir water volume should be at the same level, i.e. the
ratio of total generation to total pumping, PHG/PHP , is always constant, as may be noted
124
from Table 5.5, and is equal to the round-trip efficiency of the PHES, which is 0.81 in the
considered case study. Accordingly, note that the total generation is always constrained
by the fixed pumping power of the PHES and the constraints on reservoir water volume.
Therefore, since the conventional PHES cannot operate in HSC mode, this constrained
generation requires idling some of its units at hour-9, as shown in Figure 5.5(c) and also
operating at partial load during hours 9-10.
5.4.2.5 Case-D5
The strategic participation of a conventional PHES is studied in this case. The MPEC
model is solved by considering the conventional PHES upper level problem (5.2)-(5.19), and
the linearized KKT of the lower level problem, as discussed in Section III. It is noted that
the social welfare increases as compared to Case-D1 (without PHES), but is understandably
lower than when the PHES is non-strategic (Case-D4), as shown in Table 5.5. Furthermore,
the PHES profit increases because of the strategic bidding in Case-D5 as compared to
Case-D4 by about 17%. Note that the market clearing prices are identical for the strategic
operation of conventional PHES (Case-D5) and HSC PHES (Case-D3) (Figure 5.3).
From Table 5.5, it is seen that the conventional PHES provides 142/176 MW of
regulation-up/down capacity, while the HSC PHES provides 218/167 MW of the same,
respectively. Therefore, it can be inferred that the conventional PHES does not exploit
the higher regulation-up prices unlike the HSC PHES. This can be attributed to the
lower degree of flexibility in conventional PHES in allocating the capacities according to
the market prices.
Note also from Figure 5.5(d) that the strategic conventional PHES in Case-D5 idles
two additional units when pumping at hour-8, as compared to its non-strategic operation
in Case-D4, in order to reduce its generation at later hours while meeting the terminal
hour reservoir water level target. Reducing generation allows the PHES to allocate more
capacity to regulation-up which increases the profit of the strategic PHES.
Following are the observations on the operations of the conventional PHES vis-a-vis
the HSC PHES:
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 The type of PHES configuration (conventional or HSC) has no bearing on the
electricity market prices. That means, non-strategic operation by HSC or
conventional PHES results in identical market prices; and similarly, strategic
operation by HSC and conventional yields another set of identical market prices.
 However, when a PHES facility (either HSC or conventional) transitions from non-
strategic to strategic operation, the market prices increase at some hours; the impacts
are identical with conventional or HSC PHES facilities.
 The HSC PHES has more flexibility in allocating its capacity to different markets
according to their prices, while the conventional PHES operation is restricted by its
need to idle some units during some hours, which impacts its capacity allocation in
different markets.
5.4.3 Stochastic Case Studies
It was stated earlier that the PBR market provides more incentives for fast response
resources, however, these benefits are subject to uncertainties, when considering
stochastic power dispatch [105]. This section presents case studies to demonstrate the
impact of uncertainty in net demand and in rival generators’ offers on market settlement
in the presence of PHES. For conciseness, only strategic market participation of an HSC
PHES facility has been considered in these cases. The results of the stochastic cases,
Case S1-S4, are discussed along with the corresponding deterministic case with strategic
HSC PHES facility, Case-D3.
The uncertainty in demand and RES generation are modeled considering a
time-independent normal pdf for each hour, with its mean being the forecasted value of
the respective profile, which was considered for the deterministic case studies (Figure
5.1), and a standard deviation of 10% and 15% of the mean for the demand and RES
generation, respectively. The uncertainty in each rival generator’s price offers is modeled
considering a uniform pdf with a range of 100% to 150% of the generator’s marginal cost,
while the uncertainty in quantity offers is modeled considering a uniform pdf with a
maximum 10% withhold capacity of the unit rating. In this work, 500 scenarios of
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uncertainty are generated, and the plot of the demand and RES generation profiles are
shown in Figure 5.1. Because of the computational challenges of the MPEC problem, a
scenario reduction is performed to select a representative subset of 8 scenarios using the
backward reduction of scenario sets algorithm reported in [94]. In this technique, the full
number of scenarios are initially selected, then scenarios are removed based on the
distance between similar scenarios, i.e. if the distance between two scenarios is small, one
of the two is deleted in the next iteration. The final selected set of scenarios of demand
and RES generation are presented in Figure 5.1.
The MPEC problem is solved considering the KKT conditions of the lower level
optimization problem pertaining to each scenario, and the optimal PHES strategy is
obtained at the upper level problem considering all the scenarios.
5.4.3.1 Case-S1
In this case, the uncertainty in demand and RES generation are considered using normal
pdfs, whose parameters are stated above. On the other hand, the rival generator’s offers are
same as those used in the deterministic cases. The expected social welfare is $1,838,413,
and the expected profit of the PHES facility is $12,556, as shown in Table 5.6. The
expected profit of the PHES facility is higher in Case-S1 as compared to Case-D3, which
can be attributed to the noticeably high expected values of energy market prices, at hours
9-12, the regulation-up capacity prices for the same hours, and also the overall increase in
regulation-up mileage prices after hour-6 (Figure 5.6).
The PHES quantity offers/bids determined from the stochastic model solution, follow
the same pattern as the deterministic case (Case-D3), shown in Figure 5.5(b), as can be
noted from the expected values of the cleared PHES quantities in Table 5.6. However, the
PHES price offers/bids are indeed impacted by the stochastic scenarios.
The obtained PHES generation price offers are lower than the expected and
deterministic energy market prices, Figure 5.7, while the PHES pumping price bids are
higher than the expected and deterministic energy market prices, Figure 5.8. This
strategy ensures that the obtained PHES offers/bids are always cleared based on the
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Table 5.6: Stochastic Market Clearing Results
Case No. Case-S1 Case-S2 Case-S3 Case-S4
Thermal Generation [MWh] 60,255 59,763 59,595 59,477
PHES PHG/HP [MWh] 332/410 332/410 332/410 324/400
Cleared Rg,u/d [MW] 1,775/1,827 1,782/1,822 1,779/1,825 1,769/1,836
Cleared RH,u/d [MW] 217/165 210/170 213/167 223/156
Cleared M g,u/d [MW] 3,683/3,891 3,711/3,871 3,699/3,883 3,659/3,927
Cleared MH,u/d [MW] 868/660 840/680 852/668 892/624
Social Welfare $1,838,413 $1,566,990 $1,628,619 $1,511,556
PHES Profit $12,556 $11,212 $13,524 $12,074
most conservative scenario of highest buying bid and lowest selling offer, which is
required because of the need to meet the target reservoir water volume at the end of the
day, in all the considered scenarios.
On the other hand, in the regulation-up capacity market, the PHES offer prices are
lower than those in Case-D3, excluding some hours when prices are significantly high, e.g.
hours 10 and 12 (Figure 5.9). At hours-10 and 12, the PHES takes a risk to offer higher
prices to maximize its expected profit, accrued from the scenarios with high market prices,
while the PHES regulation-up offers may not be selected in the scenarios with lower market
prices.
It is observed that the impact of uncertainty in demand and RES generation on
regulation-down capacity market prices is not significant. Furthermore, since the absolute
difference in the mileage up/down market prices are very small, the PHES tends to
submit conservative offers, which follow the same pattern of the deterministic mileage
offers.
5.4.3.2 Case-S2
























































































Figure 5.6: Impact of uncertainty on the market prices of (a) energy (b) regulation-up
capacity (c) regulation-up mileage.
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profile is same as in the deterministic studies. It is noted from the results in Table 5.6, the
expected thermal generation is decreased as compared to the deterministic Case-D3 since
the customers are not willing to buy from generators with offer prices above the demand
price bid of 50 $/MWh. Therefore, the demand is reduced during some hours, which also
yields a significant reduction in the expected social welfare.
On the other hand, the expected profit of the PHES increases by about 7.5% from that
in Case-D3 because of the increase in market prices due to rival generators’ bidding above
their marginal cost in energy market and regulation-up capacity market Figure 5.6(a) and
Figure 5.6(b). The impact of uncertainty in Case-S2 on the regulation-down capacity and
up/down mileage markets is marginal.
5.4.3.3 Case-S3
The uncertainty in rivals’ quantity offers is considered in this case, while the net demand
profile and the rivals’ price offers remain the same as in the deterministic studies. The
expected thermal generation, presented in Table 5.6, is decreased since the generators are
withholding some of their capacities. Therefore, the expected social welfare has decreased
too, as compared to Case-D3, but it is more than that in Case-S2 since the offer prices in
Case-S3 are set at the generators’ marginal prices.
The expected profit of the PHES increases by about 29.6% from that in Case-D3 because
of the increase in market prices during only the peak hours, i.e. when the PHES is selling,
due to the shortage of generation in energy market and regulation-up capacity market
Figure 5.6(a) and Figure 5.6(b). There is a marginal impact of uncertainty in Case-S3 on
the regulation-down capacity and up/down mileage markets.
It is noted that during the hours 1-6, 8, and 24, the impact of withholding the quantities
is minimum on the market prices because there is enough available capacities from the
marginal generator and also the generators with the same offer prices as the marginal
generators, as shown in Figure 5.2. Because of the higher margin between the PHES
pumping price and generating price, as compared to Case-S1 and Case-S2, the PHES
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Figure 5.9: Stochastic PHES regulation-up capacity price offers.
5.4.3.4 Case-S4
In this case, the uncertainty in net demand and rival generators’ price/quantity offers
are considered simultaneously. The expected values of the various decision variables are
shown in Table 5.6. The expected thermal generation is reduced compared to Cases S1-S3
because of the high offer prices beyond the demand bids and the reduction in available
capacities. The expected social welfare is reduced further, even lower than that in Case-S2
and Case-S3, since the generation offer prices are high in Case-S4, compared to Case-S3,
and the cleared quantities are low, compared to Case-S2. It is noted that there is a slightly
reduced participation of the PHES in energy and regulation-down markets, and a marginal
increase in regulation-up markets compared to Cases S1-S3. The expected PHES profit is
higher than Case-D3 by 15.7%, but less than that in Case-S3 because of the overall high
prices even during pumping hours.
The energy market price profile of Case-S4 is similar to that of Case-S1, but is somewhat
higher because of the increased prices from rival generators, Figure 5.6(a). Similarly, the
regulation-up market prices are also impacted by both sources of uncertainty, Figure 5.6(b)
and Figure 5.6(c).
Furthermore, the conservative strategy of the PHES in the energy market yields lower
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generation offer prices as compared to Case-S2 and Case-S3, notable during the peak hours
17-20 (Figure 5.7), but generally higher than those in Case-S1. On the other hand, the
PHES pumping bid prices in Case-S4 (Figure 5.8) are higher than Case S1-S3. It is noted
that the optimal PHES regulation-up capacity offer price in Case-S4, shown in Figure 5.9,
is low, in order to ensure clearing more quantity. Consequently, there is less participation
of PHES in the energy market, and more in the regulation-up market, as compared to Case
S1-S3, since the energy market prices in Case-S4 are higher at all hours, affecting both the
energy revenue and cost.
5.4.4 Out-of-Sample Analysis
The PHES bidding decisions determined in the case studies S1-S4 are validated through an
out-of-sample analysis considering all the 500 scenarios of uncertainty in RES generation,
demand, and rivals’ price/quantity offers. The optimal bids for the PHES obtained earlier
from the proposed MPEC model were considered to be fixed, for this analysis.
Table 5.7 shows the average of social welfare and PHES profit obtained from the 500
scenarios, and their deviation from the expected values obtained from the MPEC model
shown in Table 5.6. The average social welfare values are within less than 3.4% from the
MPEC expected values, while the average PHES profit is decreased by at most 7% from
the expected values obtained from the MPEC model.
The PHES profit for Case-S4 depicts a normal pdf as shown in Figure 5.10, with an
average of $11,491 and standard deviation of $1,186. The histogram of PHES profit for
Case-S4 is also presented in Figure 5.10, with a very close expected value of $11,487.
5.4.5 Computational Aspects
The computational burden of MPEC problems is complex because of the large number
of constraints in the bi-level models and the presence of non-linear constraints, which are
linearized in this work using the big M method. The selection of the constant big M is
important to avoid numerical ill-conditioning. In this work, the value of big M is selected
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Table 5.7: Out-of-Sample Results
Case No. Case-S1 Case-S2 Case-S3 Case-S4
Social Average $1,814,020 $1,526,164 $1,574,803 $1,484,213
Welfare Deviation from MPEC -1.3% -2.7% -3.4% -1.8%
PHES Average $12,189 $10,480 $12,728 $11,491
Profit Deviation from MPEC -3% -7% -6% -5%
7 8 9 10 11 12 13 14 15 16















Figure 5.10: Histogram of the PHES profit considering its strategy determined from Case-
S4.
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using a trial-and-error approach. Initially, a large number is selected for the constant
M, in which no feasible solution is obtained for the MPEC problem. Then, the value
of M is reduced in small steps, until an optimal solution is found, while the obtained
results are validated and the constraints are checked to hold. The optimal solution is also
compared considering arbitrary different values of M to ensure that the MPEC problem is
not ill-conditioned or that the solution obtained is not a suboptimal solution. As reported
in [106], there is a risk of arriving at a suboptimal solution if the value of M is not selected
properly. However, to the best of our knowledge, there is no reported effective method
for the selection of M value that guarantees a global optimal solution for power system
problems.
The proposed models are solved using the CPLEX solver in GAMS and executed on a
server with 4 Intel-Xeon 1.87 GHz processors and 256 GB of RAM.
The optimization model in Case-D1 is a linear programming problem, and an optimal
solution is obtained within 11 seconds. Since the PHES constraints are included in Case-
D2 and Case-D4, these optimization models are formulated as MILP problems, and the
solution times are 122 and 181 seconds, respectively. The MPEC problem in Cases D3 and
D5, formulated as MILP models, are solved in 19 and 14 minutes, respectively.
The stochastic scenarios resulted in significant increase in the computational complexity
of the MPEC problem. As discussed earlier, a scenario reduction technique was applied
for case studies S1-S4, wherein 8 representative scenarios are considered. The solution
times for Cases-S1, S2, S3, and S4 are 58, 33, 72, and 69 minutes, respectively. Since the
proposed model is solved for the day-ahead problem, these computational times are within
reasonable limits.
5.5 Summary
In this chapter, the ESS was considered to participate in a competitive electricity market,
as is being discussed in several markets in USA and Canada. This is contrary to the
ESS business models presented in Chapter 3 and Chapter 4 wherein the system operator
centrally managed the ESS operation along with other generation resources and demand.
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The objective of market clearing was to maximize the social welfare, while the PHES
operator sought to maximize its profit from the market participation. Therefore, a bi-level
MPEC framework was proposed to determine the optimal offers and bids of conventional
and HSC PHES participating in joint energy-PBR markets. The effectiveness of the model





This thesis focused on the development of electricity market participation and investment
planning frameworks for ESS considering different business models and ownership
structures. The motivations for this research were presented in Chapter 1. A literature
review of these topics was carried out to identify the main research objectives.
In Chapter 2, some essential background topics required for this research were
discussed. The state-of-art energy storage technologies, systems, and their important
properties and parameters were presented. An overview of ancillary services provision
and ancillary services markets in North America (USA and Canada) was presented,
followed by a brief discussion of some investment planning aspects for microgrids.
Finally, uncertainty management techniques in power systems were presented.
In Chapter 3, a decomposition-based approach was proposed to determine the optimal
year of installation and sizing of BESS in isolated microgrids. Uncertainties in demand
and RES generation was considered, which yielded a comprehensive stochastic optimization
model, that was computationally large. The proposed decomposition approach determined
the optimal plan decisions in two stages. Energy capacity degradation was considered
in a novel manner and implemented in Stage-II as a matrix of all possible capacities.
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The budget limit affected the solution and did not allow installing a large BESS early.
Therefore, the budget constraint was relaxed to ensure the optimal sizing decision, which
was then imposed on the model in steps, until arriving at the optimal size and year of
installation. Three case studies were conducted to highlight the optimal BESS decisions
using deterministic optimization and by considering uncertainty using MCS and scenario-
based stochastic optimization.
The proposed BESS planning framework was envisaged to be used by the microgrid
community planners, the utility serving the microgrid, or governmental, non-governmental,
and private agencies involved in planning, design, and development of microgrid energy
management systems when the BESS was installed and operated by the MGO.
In Chapter 4, a new method based on goal programming approach was proposed to
determine the BESS investment decisions by a third-party investor while it was operated
and scheduled by the MGO. The proposed model was validated on the CIGRE microgrid
test system considering different microgrid operational scenarios. The results
demonstrated the effectiveness of the proposed work in determining if the storage
installation accrued a reduction in the total microgrid operational costs and satisfied the
investor MARR considering the microgrid generation mix and load profiles.
In Chapter 5, the ESS was considered to participate in a competitive electricity market,
as is being discussed in several markets in USA and Canada. This is contrary to the
ESS business models presented in Chapter 3 and Chapter 4 wherein the system operator
centrally managed the ESS operation along with other generation resources and demand.
The objective of market clearing was to maximize the social welfare, while the PHES
operator sought to maximize its profit from the market participation. Therefore, a bi-level
MPEC framework was proposed to determine the optimal offers and bids of conventional
and HSC PHES participating in joint energy-PBR markets. The effectiveness of the model
was validated on the IEEE RTS considering deterministic and stochastic case studies.
The following conclusions can be drawn from the thesis:
 The studies revealed that the optimal sizing, timing and scheduling of ESS
determined by the proposed investment planning frameworks have contributed to a
reduction in the microgrid’s operational costs. In order to accurately examine such
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impact of ESS, which have unique characteristics and inter-temporal constraints,
i.e. the charging/discharging and SOC relations, it was important to consider the
inter-temporal operational constraints of dispatchable units and the uncertainties in
RES generation and demand.
 It was noted that the considered MCS method had the same plan decisions as the
deterministic case, while the decisions obtained from the stochastic optimization
model showed more robust results in different operational scenarios.
 The impact of BESS capacity degradation on the optimal plan decisions and the
associated costs was examined. It was noted that the BESS capacity, without
modeling its degradation, was smaller, and installation year was earlier. However,
ignoring degradation in the planning model fails to capture the costs properly and
the plan decisions resulted in higher microgrid operational cost than that obtained
when degradation was considered within the planning model.
 When the BESS was installed by a third-party investor and operated by the MGO,
the economic viability of such a business structure was dependent on the load profiles
and generation mix which determined the economical value of the BESS installation.
 Both strategic and non-strategic participation of PHES in the energy-cum-PBR
markets increased the social welfare, while the strategic HSC PHES accrued more
profit compared to conventional PHES because of its flexibility in the regulation-up
capacity and mileage provisions.
 Considering the stochastic scenarios of demand, RES generation, and rivals’ offers,
the offer/bid strategies of the PHES were more conservative in the energy market
than that in the regulation markets, to ensure the selection of PHES offers and hence
maintain its reservoir water volume, in all the considered stochastic scenarios.
139
6.2 Contributions
The main contributions of the research presented in this thesis can be summarized as
follows:
 Using a new representation of the energy diagram of the BESS, a novel investment
planning framework from the system operator’s perspective is developed to
determine the optimal power and energy size of BESS and its optimal year of
installation considering the long-term demand profile of an isolated microgrid, in
the presence of other energy resources. Different BESS technologies and their
inherent characteristics including energy capacity degradation, and cost parameters,
are considered to arrive at the optimal selection of BESS technology.
 A stochastic optimization model for BESS planning is developed for isolated
microgrids to capture the uncertainty of solar radiation, wind speed, and power
demand, using different probabilistic scenarios. A two-stage decomposition-based
approach is developed to solve the stochastic optimization model: in the first stage,
the optimal power and final degraded energy size of BESS is determined; in the
second stage, the optimal year of installation is obtained considering a novel matrix
representing BESS energy capacity degradation.
 An investment planning framework is developed to determine the optimal BESS
power rating and energy capacity in microgrids wherein the BESS is installed by a
third-party investor to maximize its profits, while the MGO minimizes its operational
costs. The BESS participates in energy arbitrage and provision of operating reserves
in the microgrid. The BESS performance parameters are considered, and its capacity
degradation over the planning horizon is modeled.
 The investment planning problem is solved using a goal programming approach to
consider the objectives of the investor and MGO simultaneously. The aspiration
level for the MGO is set to achieve a reduction in the operational costs as compared
to the costs without BESS, while the aspiration level for the investor is to achieve
the MARR. These are also considered as boundary constraints in the optimization
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model to ensure that both targets are achieved when determining the optimal BESS
investment plan.
 A new market participation model for PHES technologies is developed to determine
their bidding strategies in joint energy and PBR markets, considering both the
regulation capacity and mileage. The PBR market formulation developed in this
work is in line with FERC Order 755 to facilitate PHES participation in regulation
markets.
 The PHES flexibility aspects in regulation provisions during pumping operation while
behaving as a strategic participant are considered for the first time. The thesis models
and analyzes such operation features of a price-maker HSC PHES participating in
the joint energy-PBR markets.
 A novel bi-level MPEC framework is developed to solve the problem of strategic
participation of PHES in the joint energy-PBR markets. In the upper level, the
optimal PHES offers and bids are determined to maximize its profit considering the
technical constraints of conventional and HSC PHES facilities. The bidding strategy
determined at the upper level is constrained by the lower level problem, which models
the joint energy-PBR markets.
 To complete the full picture, non-strategic operation of PHES is also examined and
compared with strategic operations for both, conventional and HSC PHES. Also,
the impact of uncertainties of net demand and rivals’ price and quantity offers on
the strategic operation of the HSC PHES are studied in detail using an MCS based
approach.
Some parts of Chapter 2 have been published in the Proceedings of 2019 CIGRE
Canada Conference [107]. The main contents of Chapter 3 have been published in IEEE
Transactions on Sustainable Energy [108]. The main contents of Chapter 4 have been
reported in a book chapter published by Springer [109] and in the Proceedings of 2018
IEEE Canada Electrical Power and Energy Conference (EPEC) [110]. The main contents




Based on the work presented in this thesis, the following issues can be examined in further
research problems:
 The proposed ESS investment planning frameworks can further examine the impact
of ESS on other operational aspects such as improving the reliability of the system
and minimizing the costs of load losses.
 The conflicting objectives in the third-party investment planning problem can be
solved in a bi-level MPEC framework. However, some essential operational
constraints that require considering integer and binary variables, need to be
simplified or avoided in order to formulate the lower level problem as a linear
programming model. It is noted that the bi-level model solves the optimization
problem from the perspective of either the MGO or ESS investor, while the
proposed goal programming approach considers a variable weight that can
determine the optimal decisions considering the two perspectives simultaneously.
 The proposed investment planning model for third-party investors can be extended to
integrate pricing mechanisms for BESS in the operation stage, after its installation,
to ensure fair operation of the BESS by MGO considering the impact of degradation
on a cycle-by-cycle basis.
 Although the bi-level MPEC problem for PHES market participation was focused on
determining its optimal offers and bids, more analysis can be conducted by market
operators to examine the potential impact of such ESS on energy and regulation
markets.
 The impact of strategic behavior of rival agents on the PHES’ strategy and its market
power can be examined by extending the framework to an EPEC model.
 The real-time energy-PBR market participation and dispatch models, which require
representing the PHES dynamic behavior and inclusion of the AGC signal, can be
considered in a future work.
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