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Die Wahrnehmung des Menschen und zahlreicher Tiere basiert häufig in
hohem Maße auf dem Sehsinn, mit dem über die Aufnahme von Licht
der Umgebung Informationen über das Umfeld gewonnen werden. Schon
früh wurde versucht, die im Licht enthaltene Information in Form von be-
ständigen Abbildern festzuhalten und zu konservieren, woraus im 19. Jahr-
hundert die Fotografie entstand [71]. Die in der Fotografie eingesetzten
abbildenden Systeme orientieren sich am Aufbau des menschlichen Auges,
wodurch die aufgenommenen Bilder dem menschlichen Seheindruck nahe
kommen und unmittelbar interpretierbar sind. Aufgrund der vielfältigen
im Licht enthaltenen Information ist dessen Nutzung auch als Informati-
onsquelle eines technischen Systems von hohem Interesse. In der zweiten
Hälfte des 20. Jahrhunderts entstand mit der ersten digitalen Kamera [54]
die Möglichkeit, Bilddaten in einer maschinennahen Form aufzunehmen
und damit für technische Systeme nutzbar zu machen.
Mit der Weiterentwicklung digitaler Rechentechnologien kann heutzu-
tage immer mehr Information in kürzerer Zeit verarbeitet werden. Damit
halten Bilddaten als wichtige Informationsquelle immer mehr Einzug in
vielfältigen technischen Anwendungsgebieten, wie der Robotik, der Auto-
matisierungstechnik oder der Mensch-Maschine-Interaktion. Dabei ergibt
sich häufig die Herausforderung, dass die mit einer Kamera aufgenomme-
nen Bilddaten nicht genügend Informationen zur Lösung der betrachteten
Problemstellung enthalten.
Im Licht ist viel mehr Information enthalten als mit einer konventio-
nellen Kamera erfasst werden kann. In der Strahlenoptik kann das Licht
mathematisch durch die plenoptische Funktion beschrieben werden, wel-
che die Lichtintensität in Abhängigkeit von sieben Dimensionen angibt:
drei Ortsdimensionen, zwei Richtungsdimensionen, der Wellenlänge und
der Zeit [112]. Bei der Aufnahme mit einer Kamera wird die plenoptische
Funktion auf einen zweidimensionalen Film oder Sensor projiziert, was
mit einem beträchtlichen Informationsverlust verbunden ist. Durch einen
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Trade-Off zwischen Farb- und Ortsinformation können heute Farbkame-
ras zweidimensionale Abbilder mit drei Farbkanälen zu einem Zeitpunkt
aufnehmen. Für viele technische Anwendungen ist dies jedoch nicht ausrei-
chend. Teilweise können Modellannahmen über die beobachteten Szenen
getroffen werden, was als zusätzliche Informationsquelle zur Lösung eines
Problems beitragen kann. Der Verlust eines Großteils der grundsätzlich
im Licht enthaltenen Information kann damit allerdings nicht vollständig
kompensiert werden. Dem Informationsverlust kann nur durch Maßnah-
men vor der eigentlichen Bildgewinnung begegnet werden.
Mit dem Ziel, bei der Bildgewinnung einen größeren Anteil oder andere
Dimensionen der im Licht enthalten Information erfassen zu können, sind
in den letzten Jahren zahlreiche neuartige Kameraansätze entstanden [32,
63, 64, 81, 92, 105, 112], die unter dem Oberbegriff Computational Imaging
zusammengefasst werden. Abbildung 1.1 stellt den üblichen Signalfluss
dieser Systeme dar. Das Lichtfeld der Szene, symbolisiert durch die Strahl-
dichte L, wird durch die Kameraoptik verändert und anschließend vom
Bildsensor als Bildsignal g erfasst. Die weitere Signalverarbeitung (SV)
findet danach ausschließlich im Digitalen statt. Der digitale Teil der Signal-
verarbeitungskette ist dabei immer auf den physikalischen Teil angepasst.
Auch wenn sich der Begriff Computational Imaging erst in der jüngeren
Vergangenheit etabliert hat, können zahlreiche schon früher etablierte
Verfahren der Bildgewinnung, z. B. die Nutzung einer Bayer-Matrix mit
anschließendem Demosaicing heutiger Farbsensoren [10], zu dieser Kate-
gorie gezählt werden.
Durch die grundlegende Änderung des Aufbaus einer Kamera können
andere Informationsanteile als die reine Ortsabhängigkeit der Lichtin-
tensität in das erfasste Bild codiert werden. Der Aufbau dieser Systeme
orientiert sich somit nicht mehr zwangsläufig an dem eines Auges. Die auf-
genommenen Bilder entsprechen daher oftmals nicht mehr dem mensch-
lichen Seheindruck, weshalb sie nicht immer unmittelbar interpretierbar
sind. Gerade in technischen Anwendungen ist dies jedoch nicht erfor-
derlich. Hier steht vielmehr der Informationsgehalt der aufgenommenen
Bilddaten im Vordergrund. Mit den Möglichkeiten der digitalen Bildver-
arbeitung und dem Wissen über den genauen Aufbau des abbildenden
Systems kann die in den aufgenommenen Bildern codierte Information













Abbildung 1.1 Signalfluss des Computational Imaging.
1.1 Problemstellung
Mit dem Denkmuster des Computational Imaging hat sich mit der physi-
kalischen Domäne ein Entwurfsspielraum bei der Konzeption neuartiger
Kamerasysteme eröffnet. Die Möglichkeiten der Modifikation klassischer
Kamerakonfigurationen reichen von Eingriffen auf Sensorebene über die
Beeinflussung der optischen Komponenten einer Kamera bis zu intelli-
genten Beleuchtungsschemata und Multi-Kamera-Systemen [112]. Unter-
schiedliche Maßnahmen zur Beeinflussung des physikalischen Prozesses
der Bildgewinnung erlauben es, jeweils unterschiedliche Anteile der im
Licht enthaltenen Information in das erfasste Bild zu codieren und somit
für spezifische Anwendungen nutzbar zu machen.
Aus der beschriebenen Verzahnung zwischen spezifischer Problemstel-
lung sowie optischer und digitaler Signalverarbeitung ergeben sich neue
Herausforderungen für den Entwurf neuartiger Kamerasysteme. Eine se-
parate Betrachtung der einzelnen Teile der Signalverarbeitungskette ist
nur begrenzt möglich. Vielmehr wird eine ganzheitliche und domänen-
übergreifende Behandlung der Problemstellung benötigt. Nur so können
alle Teile der Kette optimal an das konkret vorliegende Problem angepasst
werden.
Durch die Hinzunahme der optischen Signalverarbeitung in den Sys-
tementwurf wird auch die prototypische Umsetzung eines Bildverarbei-
tungssystems erschwert. Während Methoden und Parameter in der di-
gitalen Domäne schnell und mit geringem Aufwand angepasst werden
können, erfordern Anpassungen des Aufbaus der Kamera u. U. einen
kompletten Neuaufbau eines Prototyps, was mit sehr hohem Zeit- und
Arbeitsaufwand verbunden sein kann. Doch gerade das Entwurfsstadium
ist oftmals ein iterativer Prozess, bei dem immer wieder Veränderungen
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am entworfenen System vorgenommen werden müssen. Darüber hinaus
kann es je nach Anwendung sogar notwendig sein, das System adaptiv auf
vorherrschende Umgebungsbedingungen anzupassen. Für den digitalen
Teil der Kette ist dies wiederum einfach realisierbar. Für den physikali-
schen Teil werden jedoch flexible Lösungen zur Anpassung ausgewählter
Systemparameter benötigt.
Mit der vorliegenden Arbeit sollen neue Entwurfsmethoden für Systeme
des Gebiets des Computational Imaging erarbeitet werden. Diese Methoden
sollen den domänenübergreifenden Charakter dieser Systeme berücksich-
tigen und deren ganzheitliche Betrachtung ermöglichen. Die Methoden
sollen einerseits dabei helfen, auf einfache Weise ein neuartiges Kame-
rakonzept hinsichtlich der Erfüllung einer gewünschten Funktionalität
untersuchen zu können, und andererseits Strategien zur konkreten Aus-
legung und Wahl der Parameter eines prototypischen Aufbaus eröffnen.
Darüber hinaus sollen die Methoden beim konkreten Entwurf eines neuar-
tigen Kamerasystems angewendet und validiert werden. Ein Fokus bei der
Konzeption des neuen Systems sollen außerdem Methoden der adaptiven
oder programmierbaren Gestaltung des physikalischen Teils der Signalver-
arbeitungskette sein. Sowohl das entworfene Kamerasystem als auch die
Entwurfsmethoden sollen anhand einer Analyse der Leistungsfähigkeit

















Der in dieser Arbeit vorgestellte Entwurfsprozess einer Computational Ca-
mera, also einer Kamera des Themenfelds Computational Imaging, ist in
Abbildung 1.2 dargestellt. Vor oder parallel zum Aufbau eines Prototyps
kann der physikalische Teil der Signalverarbeitungskette durch eine Simu-
lation ersetzt werden. Anhand der Ausgangsdaten der Simulation kann
sowohl der konkrete Aufbau eines Prototyps als auch die nachfolgende
digitale Signalverarbeitung entworfen, erprobt und optimiert werden. Die
in den einzelnen Teilschritten dieses Entwurfsprozesses erzielten Verbes-
serungen gegenüber dem Stand der Technik stellen weitere Beiträge der
vorliegenden Arbeit dar. Diese werden nachfolgend kurz zusammenge-
fasst:
Es wurde eine Raytracing-Simulationsumgebung mit dem Fokus
auf der strahlenoptisch korrekten Simulation neuartiger Kamera-
systeme und der für die Leistungsfähigkeit des Systems relevanten
Einflussgrößen implementiert. Dadurch wurde eine ganzheitliche
Beschreibung einer Computational Camera in der digitalen Domäne
ermöglicht. Somit verkürzt sich die Zeit zur prototypischen Umset-
zung neuartiger Kamerakonzepte erheblich und es wird die Mög-
lichkeit zur objektiven Bewertung und Optimierung der konkreten
Ausführung eines Kamerasystems eröffnet.
Parallel dazu wurde ein Kameraprototyp mit programmierbarer
Apertur durch Nutzung eines transmissiven Flüssigkristalldisplays
aufgebaut. Die Kamera zeichnet sich durch die Möglichkeit der
berührungslosen Änderung der Aperturform, gute Abbildungs-
eigenschaften, eine kompakte Bauform und flexibel einstellbare
Objektivparameter aus.
Entsprechend dem vorgeschlagenen simulativen Entwurfsprozess
wurde ein Algorithmus zur Tiefenschätzung auf Grundlage eines
Einzelbildes nach dem Depth-from-Defocus-Prinzip anhand simu-
lierter Aufnahmen entwickelt. Weiter wurden damit bezüglich der




Der vorgeschlagene simulative Entwurfsprozess wurde durch einen
Vergleich der qualitativen Ergebnisse realer und simulierter Auf-
nahmen verschiedener Testszenarien validiert. Bei diesen Untersu-
chungen hat sich gezeigt, dass in beiden Fällen die Qualität der
Ergebnisse stark vom vorherrschenden Bildrauschen beeinflusst
wird. Außerdem konnte, übereinstimmend für simulierte und tat-
sächliche Aufnahmen, eine Abhängigkeit der Ergebnisse von der
verwendeten Blendenform nachgewiesen werden. Darüber hinaus
wurde eine quantitative Auswertung der Tiefenschätzergebnisse ei-
nes auf Einzelbildern basierenden Depth-from-Defocus-Algorithmus
mit codierten Blenden durchgeführt.
1.3 Gliederung der Arbeit
Die vorliegende Arbeit behandelt, abgesehen von der Generierung von
Ideen für neuartige Kamerakonzepte, sämtliche Schritte des vorgeschlage-
nen Entwurfsprozesses einer Computational Camera aus Abbildung 1.2. Als
Fallbeispiel dient dabei eine Kamera mit programmierbarer Apertur zur
monokularen Tiefenschätzung.
Kapitel 2 behandelt die Simulation des Bildgewinnungsprozesses einer
Kamera. Neben dem grundlegenden Vorgehen wird dabei insbesondere
darauf eingegangen, welche physikalischen Aspekte der Bildgewinnung
im Allgemeinen und der digitalen Bildgewinnung im Speziellen berück-
sichtigt werden müssen und wie diese akkurat simuliert werden können.
Außerdem wird in diesem Kapitel darauf eingegangen, wie per Simulation
Referenzdaten generiert und wie diese zur Optimierung der Parameter
der Computational Camera genutzt werden können.
Eine rein simulative Betrachtung ist für den Nachweis der Leistungsfä-
higkeit eines Bildverarbeitungssystems nicht ausreichend. Die Erkenntnis-
se einer Simulation können bei der Konzeption und beim Aufbau eines
konkreten Prototyps helfen, sie können diesen jedoch nicht ersetzen. In
Kapitel 3 wird der im Rahmen dieser Arbeit aufgebaute Prototyp eines
Objektivs mit programmierbarer Apertur vorgestellt und charakterisiert.
Nach dem Bildgewinnungsprozess, bei dem beim Computational Imaging
bereits zusätzliche Information in das Bild codiert wird, muss diese Infor-
mation in einer digitalen Signalverarbeitung aus dem aufgenommenen
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Bild extrahiert werden. Ein Algorithmus zur Extraktion von Tiefeninfor-
mation aus einem mit einer codierten Blende aufgenommen Bild wird in
Kapitel 4 vorgestellt.
In Kapitel 5 wird einerseits die Leistungsfähigkeit der entworfenen
Signalverarbeitungskette, bestehend aus Kamera und digitaler Signalver-
arbeitung, anhand verschiedener Testszenarien untersucht. Andererseits
wird darauf eingegangen, inwiefern die mit simulierten Aufnahmen erziel-
ten Ergebnisse denen realer Aufnahmen entsprechen. Dieses Kapitel stellt
eine Validierung sowohl der in dieser Arbeit vorgestellten Kamera mit
programmierbarer Apertur zur monokularen Tiefenschätzung als auch
des gesamten simulativen und prototypischen Entwurfsprozesses dar.
Abschließend fasst Kapitel 6 die Ergebnisse der vorliegenden Arbeit




Beim Entwurf und der Optimierung eines neuartigen Kamerasystems ist
es wünschenswert, die Parameter der einzelnen Komponenten der Signal-
verarbeitungskette zu variieren. Die Anpassung der Komponenten der
physikalischen Domäne ist jedoch oftmals mit einem hohen Aufwand
verbunden, wenn etwa neue Bauteile angefertigt werden müssen, die
den geänderten Anforderungen entsprechen. Insbesondere eine program-
mierbare und automatisierbare Anpassung ist bei komplexen Optiken
praktisch unmöglich. Daher wird in diesem Kapitel vorgestellt, wie die
physikalische Seite beim Computational Imaging simuliert werden kann.
Damit lässt sich, wie in Abbildung 2.1 dargestellt, die gesamte Signalver-
arbeitungskette ganzheitlich in einer Domäne betrachten. Vorausgesetzt,
dass die synthetisch erzeugten Aufnahmen die für die konkrete Anwen-
dung benötigten Charakteristika erfüllen, ist es für den digitalen Teil der
Signalverarbeitungskette unerheblich, ob das Eingangsbild einer Simulati-
on oder einer Kamera entstammt. Dadurch kann das gesamte Verfahren
vorab erprobt und bewertet werden, ohne dass bereits eine prototypische
Implementierung nötig ist. Die in einer Simulation verfügbaren Ground-
Truth-Daten können zur Bewertung und Optimierung, insbesondere des
physikalischen Teils der Kette, genutzt werden. Dies lässt sich beim Ent-
wurfsprozess einer Computational Camera einsetzen.
2.1 Stand der Technik
Bereits 1989 simulierten Raczkowsky und Mittenbuehler [80] das Kamera-
bild eines industriellen Roboters zur Unterstützung des Programmierers
bei der Erstellung eines Aktionsplans. Die Autoren nutzen das Verfahren
der Rückprojektion und Rasterung zur Erstellung eines Abbilds der model-
lierten Szene. Zwei Jahre später nutzten Ikeuchi und Robert [35] ebenfalls













Abbildung 2.1 Signalfluss bei der Simulation einer Computational Camera.
Sensorbilds, das bei der Auslegung eines visuellen Inspektionssystems
genutzt werden kann. Der Fokus dieser beiden frühen Arbeiten liegt auf
der Simulation eines Kamerabilds und nicht auf dessen weiterer Nutzung.
Brady und Gehm [14] simulieren die Bildgewinnung einer Hyperspek-
tralkamera nach dem Compressive-Sensing-Prinzip durch idealisierte Fal-
tung eines Eingangsdatensatzes mit einer codierten Blende entlang der
Spektralrichtung und anschließender Superposition auf dem angenomme-
nen Sensor. Durch die rein idealisierte Betrachtung der Auswirkung einer
codierten Blende auf das Lichtfeld der Kamera können keine strahlenopti-
schen Störeffekte des abbildenden Systems simuliert werden.
Reiner [83] nutzt die quelloffene Raytracing-Software Blender zur Si-
mulation eines Inspektionssystems von Lagern. Anhand der simulierten
Aufnahmen kann die Fähigkeit des Inspektionssystems zur Defekterken-
nung untersucht werden und so beim Entwurf eines realen Systems helfen.
Ein Vergleich der Simulationsergebnisse mit einem realen System wur-
de in der genannten Arbeit jedoch nicht durchgeführt. Diesen Vergleich
erbringen Nilsson et al. [69] am Beispiel der visuellen Erkennung des
Schweißstoßes zweier Metallplatten. Die Autoren erzielen bei einer ein-
fachen Kantendetektion vergleichbare Ergebnisse mit simulierten und
realen Aufnahmen. Zur Simulation wurde eine kommerzielle Software
zur Roboterprogrammierung eingesetzt.
Butler et al. [15] verwenden die Rohdaten eines animierten quelloffenen
Kurzfilms, um Test-, Trainings- und Referenzdaten für Algorithmen zur
Bestimmung des optischen Flusses zu erstellen. Die künstlichen Bilder
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wurden nach dem Raytracing-Verfahren mit Blender erstellt. Die Verfüg-
barkeit sämtlicher Ausgangsdaten zur Erstellung des Kurzfilms eröffnet
die Möglichkeit der Variation der Simulationskomplexität, um die Robust-
heit der Algorithmen hinsichtlich einzelner Störeffekte, wie z. B. Defokus,
Bewegungsunschärfe oder atmosphärische Effekte, zu beurteilen. Zum
Nachweis der praktischen Relevanz der synthetischen Daten vergleichen
die Autoren die ersten statistischen Momente der Bilder und Bewegungen
mit denen realer Bildsequenzen.
Glatard et al. [28] fassen mehrere Simulationsmethoden medizinischer
Bildgebungsverfahren, wie Magnetresonanztomographie, Computertomo-
graphie oder Sonographie, in einem einheitlichen Framework zusammen.
Zur Simulation von auf Röntgenstrahlung basierenden Verfahren kom-
men u. a. Raytracing-Ansätze zum Einsatz [94]. Die Herausforderung in
diesem Gebiet liegt vor allem in der realitätsnahen Modellierung der zu
untersuchenden Objekte und Szenen.
Irgenfried et al. [36] erzeugen synthetische Bild- und Ground-Truth-
Daten mit dem Raytracing-Verfahren. Für zwei Beispielanwendungen
werden mehrere Verfahren zur Bildsegmentierung sowohl auf den synthe-
tischen Bilddaten als auch auf reale Aufnahmen angewendet. Das Training
eines Random Decision Forests (RDF) wird ausschließlich mit synthetischen
Aufnahmen durchgeführt. Die Fehlerraten der untersuchten Verfahren
sind ähnlich für synthetische und reale Aufnahmen. Vor allem bei der
Segmentierung mit dem RDF werden mit den simulierten Aufnahmen
bessere Ergebnisse erzielt. Die Autoren weisen auf die Wichtigkeit der
Nutzung eines physikalisch begründeten Verfahrens zur Bildsynthese hin,
gehen allerdings nicht auf die Bildcharakteristiken ein, die mit derartigen
Verfahren erzeugt werden können und in welcher Weise die untersuchten
Segmentierungsverfahren darauf beruhen. Darüber hinaus verwenden die
Autoren selbst kein physikalisch begründetes Störmodell zur Erhöhung
der Varianz der synthetisch erzeugten Bilddaten.
Die Auswirkung des Realitätsgrads bei der Erzeugung synthetischer
Aufnahmen auf Verfahren der Bildverarbeitung untersucht Meister [61] in
seiner Dissertation anhand einer realen und detailgetreu nachgestellten
synthetischen Szene am Beispiel der Bestimmung des optischen Flusses.
Ein Ergebnis ist, dass die Eignung synthetischer Daten nicht unbedingt
vom Realitätsgrad der Szene und der Methoden zur Erzeugung abhängt,
11
2 Simulativer Kameraentwurf
sondern vor allem von der Plausibilität der erzeugten Daten. Es ist wichtig,
dass die Phänomene, auf denen ein Verfahren maßgeblich beruht, mög-
lichst realitätsnah simuliert werden. Andere Effekte, die zwar für einen
höheren Realismus der erzeugten Bilder sorgen könnten, haben u. U. nur
einen geringen Einfluss auf die Ergebnisse der untersuchten Algorithmen.
Weiter stellt Meister die hohe Flexibilität und Kontrolle bei der Erzeugung
synthetischer Aufnahmen hervor, weshalb mit derartigen Daten gut die
Robustheit eines Verfahrens gegenüber Störeinflüssen untersucht werden
kann.
Retzlaff et al. [84] erzeugen synthetische Aufnahmen von farbigen Glas-
scherben, die als Trainingsdaten einer automatischen Sortieranlage genutzt
werden. Obwohl die Merkmale zur Klassifikation vorab definiert wurden,
legen die Autoren hohen Wert auf eine möglichst realitätsnahe Simulation
mit dem Raytracing-Verfahren. Angewandt auf Aufnahmen realer Glas-
scherben erreichen die Autoren nahezu gleich hohe Klassifikationsraten
mit einem auf synthetischen Aufnahmen trainierten Klassifikator wie mit
einem auf realen Aufnahmen trainierten Klassifikator, obwohl sich die
Farbstatistiken der synthetisch erzeugten Bilder von denen der realen
Aufnahmen unterscheiden.
Birch et al. [12] nutzen ein Raytracing-Framework zur Simulation und
Kalibrierung eines linsenlosen Kamerasystems mit zufällig streuendem
Element. Die zufällige Streuung der auftreffenden Wellenfronten dient
dabei als analoge Compressive-Sensing-Codierungsmethode, womit das
Bild aus wenigen einzelnen Intensitätsmessungen, also bei einer Abtastrate
weit unterhalb der Nyquistrate, wieder vollständig rekonstruiert werden
kann [53].
In den aufgeführten Arbeiten werden simulierte Aufnahmen einerseits
zur Unterstützung der Wahl der Szenen- und Kameraparameter genutzt.
Andererseits dienen die Aufnahmen zur Verbesserung der Bildverarbei-
tungsschritte, sei es durch Bereitstellung von Ground-Truth-Daten zur
objektiven Bewertung der Leistungsfähigkeit der entworfenen Algorith-
men oder zur Erzeugung einer großen Menge annotierter Daten zum
Trainieren eines Klassifikators. Der Aufbau der simulierten Kamera selbst
ist hingegen selten Gegenstand der Untersuchungen. Bei einer Computa-
tional Camera ist der konkrete Kameraaufbau jedoch wichtiger Bestand-
teil der Signalverarbeitungskette und muss daher beim Entwurf eines
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Bildverarbeitungssystems einbezogen werden. Dies erfordert die Erweite-
rung bestehender Simulationswerkzeuge um neue Kameramodule oder,
wie in den folgenden Abschnitten beschrieben, die Implementierung eige-
ner Simulationsumgebungen von Grund auf.
2.2 Formulierung der Simulationsgrößen
Die grundlegende physikalische Größe, die im Rahmen der geometri-
schen Optik den Lichttransport im Raum beschreibt, ist die Strahldichte
L, oftmals auch als Lichtfeld bezeichnet. Sie beschreibt die Strahlungs-
leistung an einem beliebigen Punkt im Raum, die aus einer bestimmten
Einfallsrichtung auf ein dazu senkrecht stehendes Flächenelement ein-
fällt. Im Freiraum, ohne dämpfende oder absorbierende Objekte, ist die
Strahldichte konstant entlang einer Ausbreitungsrichtung. Daher lässt
sich die Geometrie der Strahldichte, die im Allgemeinen fünfdimensional
ist (3 Ortsdimensionen, 2 Richtungsdimension), im Freiraum über vier
Dimensionen beschreiben (2 Ortsdimensionen, 2 Richtungsdimensionen).
Die Zeit- und Wellenlängenabhängigkeit der Strahldichte und der damit
verwandten Größen werden im Folgenden nur dann explizit angegeben,
sofern diese für die jeweiligen Betrachtungen wichtig sind.
In der Literatur werden zahlreiche Parametrisierungen für die 4D-
Strahldiche L verwendet [112], um die Ausbreitungsrichtung zu definie-
ren. Im Rahmen dieser Arbeit werden die folgenden Parametrisierungen
verwendet:
Ebene-Ebene-Parametrisierung: Die Strahldichte L(x, y, s, t) = L(x, s),
mit x = (x, y)T und s = (s, t)T, gibt die Ausbreitungsrichtung anhand
zweier Punkte auf zwei parallel zueinander stehenden Ebenen im Ein-
heitsabstand an (vgl. Abbildung 2.2(a)).
Ebene-Halbkugel-Parametrisierung: In der StrahldichteL(x, y, θ, ϕ) wird
die Ausbreitungsrichtung ausgehend von einem Punkt (x, y) über die
beiden Winkel θ und ϕ, bzw. über ω = (θ, ϕ)T angegeben (vgl. Abbil-
dung 2.2(b)). In dieser Parametriesierung wird häufig über die Halbkugel
















(b) Darstellung der Strahldichte L(x, y, θ, ϕ)
in Ebene-Halbkugel-Parametrisierung.








Abbildung 2.3 Signalfluss der Strahldichte L bei der Aufnahme einer Szene mit einer
Kamera.
Abbildung 2.3 zeigt schematisch, durch welche Einflüsse die Strahldich-
te verändert wird. Die Lichtquellen einer Szene erzeugen die Strahldichte
LLQ. An Objektoberflächen wird das einfallende Licht u. U. mehrfach re-
flektiert und transmittiert. Aus der Überlagerung der reflektierten und
transmittierten Lichtanteile mit der Strahldichte der Lichtquellen resultiert
die Strahldichte LW der Szene. Die Strahldichte LW an der Eintrittspupille
der Kamera wird von der Optik zur Strahldichte LC innerhalb der Kame-
ra transformiert und dort schließlich vom Sensor bzw. Film1 erfasst. Die
Herausforderung für ein Verfahren zur Simulation der Bildgewinnung ist
es, die Abfolge aus Abbildung 2.3 möglichst exakt nachzubilden.
1 Im Folgenden wird zur besseren Übersichtlichkeit lediglich von einem Digitalsensor
ausgegangen. Alle optischen Betrachtungen gelten analog auch bei der Verwendung eines
Films.
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2.3 Bildsynthese nach dem
Raytracing-Verfahren
Raytracing ist ein Verfahren der Computergrafik zur Bildsynthese. Der
Prozess der Bildberechnung wird auch als rendern (engl. to render) be-
zeichnet. Im Gegensatz zum Echtzeitrendern mittels Rückprojektion und
Rasterisierung [34], wo es auf hohe Bildraten ankommt und wofür heutige
Grafikkarten optimiert sind, bildet Raytracing die physikalischen Prinzipi-
en des Lichttransports aus Abbildung 2.3 ab. Das Verfahren ist damit in
der Lage, fotorealistische Bilder zu erzeugen [74]. Die Berechnung eines
Bildes kann jedoch, abhängig von der verfügbaren Rechenleistung, eine
beträchtliche Zeit von mehreren Tagen in Anspruch nehmen.
Raytracing beruht auf dem Prinzip, dass der Lichttransport im Freiraum
konstant bezüglich der Ausbreitungsrichtung ist und dass er sich bei der
Reflexion und der Brechung an Grenzflächen rückwärts berechnen lässt.
Daher kann die Richtung der Lichtausbreitung nach Abbildung 2.3 um-
gekehrt werden: Anstatt ausgehend von den Lichtquellen der Szene den
Lichteinfall zur Kamera zu betrachten, wird beim Raytracing die Lichtaus-
breitung rückwärts, ausgehend vom Sensor der Kamera, untersucht. Es
wird also nur das Licht betrachtet, dass auch tatsächlich auf die Kamera
trifft. Anstatt der Berechnung der kontinuierlichen Strahldichte L werden
beim Raytracing lediglich einzelne Strahlen betrachtet. Die Strahldichte
wird also durch diskrete Stichproben approximiert. Aus den beiden ge-
nannten Eigenschaften leitet sich auch der Name des Verfahrens ab (engl.
ray, Strahl, engl. to trace, verfolgen).
Im Kontext des Kameraentwurfs kann Raytracing grob in die zwei Mo-
dule, Kamera und Umgebung, aus Abbildung 2.3 unterteilt werden. Dabei
wird vom Kameramodul eine Repräsentierung der Strahldichte in der
Kamera bestimmt und zur Eintrittspupille zurückverfolgt. Das Modul
der Umgebung übernimmt dann die Berechnung der Wechselwirkung
der Strahldichte mit der simulierten Szene und verfolgt den Lichtweg bis
zu den Lichtquellen zurück. Die resultierende Bestrahlung wird schließ-
lich an das Kameramodul zurückgegeben und dort dem Ursprungspixel
beaufschlagt.
Bis auf diesen Datenaustausch sind die Module der Kamera und der
Umgebung vollständig unabhängig voneinander. Daher kann auch der
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Grad des Realismus für beide Module separat gewählt werden. Da der
Fokus dieser Arbeit auf dem Kameraentwurf liegt, wird ein höherer Wert
auf die physikalisch korrekte Simulation im Kameramodul gelegt.
2.3.1 Kameramodellierung
Bei der Aufnahme mit einer Kamera wird die Bestrahlungsstärke E, die
auf die Sensorebene trifft, ermittelt. Die BestrahlungsstärkeE am Ort eines
Pixels p = (u, v)T ergibt sich aus der Integration der Strahldichte LC über
alle Raumwinkel Ω 1
2







LC (x,ω) cos4(θ) dω dx . (2.1)
Dabei bezeichnet LC (x,ω) die Strahldichte entlang des Lichtstrahls zu
Punkt x auf der Sensorebene aus der Raumrichtung ω. Der Winkel θ
entspricht dem Winkel zwischen diesem Strahl und der Normalen der
Sensorebene. Am Sensor werden also die Lichtbeiträge aus allen Raum-
richtungen (θ, ϕ) akkumuliert.
Die Integration über die Belichtungszeit T liefert schließlich die Bestrah-




Ep (t) dt . (2.2)
Diese Bestrahlung wird vom Sensor erfasst und weiterverarbeitet. Im
Folgenden wird die Szenen als statisch angenommen, d. h. die zeitliche
Abhängigkeit in (2.2) kann entfallen und die zeitliche Integration verein-
facht sich zu einer Gewichtung mit der Belichtungszeit T .
Die Gleichungen (2.1) und (2.2) beschreiben die tatsächlichen physika-
lischen Vorgänge bei einer fotografischen Aufnahme im vereinfachten
Rahmen der geometrischen Optik. Die Schwierigkeit einer Simulation
besteht darin, die kontinuierliche Strahldichte LC zu bestimmen. Der An-
satz des Raytracing-Verfahrens, Strahldichten durch diskrete Stichproben –
den Strahlen – zu approximieren, entspricht der näherungsweisen Lösung
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der Gleichung (2.1) durch Monte-Carlo-Integration. Nach Übergang in






LC (xi, yi, θi, ϕi) cos4 (θi) sin (θi) . (2.3)
Aufgrund der Eigenschaft des Monte-Carlo-Verfahrens, dass die Konver-
genzgeschwindigkeit unabhängig von der Dimension der Integration ist,
ist das Verfahren gut geeignet, Gleichung (2.1) numerisch zu lösen [47].
Die Stichproben (xi, yi) und (θi, ϕi) werden dabei zufällig, entsprechend
einer Gleichverteilung auf der Pixelfläche Ap und auf der Halbkugel Ω 12
über dem Punkt (xi, yi) gezogen. Mit steigender Anzahl der Stichproben
N konvergiert (2.3) gegen die tatsächliche Bestrahlungsstärke (2.1) [91].
Wird die Strahldichte anstelle der Ebene-Halbkugel-Parametrisierung
LC (xi, yi, θi, ϕi) in der Ebene-Ebene-Parametrisierung LC (xi, yi, si, ti) an-
gegeben, wobei die x-y-Ebene der Sensorebene und die s-t-Ebene der



















und der Bildweite di, wobei
‖si‖ =
∥∥∥(si, ti)T∥∥∥ < D2 (2.6)
gilt. Dabei wurde ausgenutzt, dass die Stichproben (si, ti) nicht aus der
unendlichen Linsenebenen gezogen werden müssen, sondern lediglich
aus der endlichen Eintrittspupille der Kamera, die hier als kreisförmig mit
Durchmesser D angenommen wird. Der Vorfaktor d−2i folgt aus dem ra-
diometrischen Grundgesetz [10] und ist notwendig, da die beiden Referen-




Im Kameramodul werden zunächst, ausgehend von der simulierten ak-
tiven Sensorfläche, Strahlen generiert. Hauptaufgabe des Moduls ist dann,
ausgehend von der aktiven Sensorfläche den Verlauf der Strahlen, also z. B.
Brechung an Linsen oder Abdunkelung an Blenden, bis zum Austritt in
die Kamera zu berechnen. Die Strahlen werden dabei durchgängig durch
ein Tupel (o,d) beschrieben, das eine Geradengleichung der Form
x = o + t d , (2.7)
mit dem Ortsvektor o und dem Richtungsvektor d, beschreibt. Die Berech-
nung kann vollständig in kamerafesten Koordinaten erfolgen. Nachdem
feststeht, dass ein Strahl die Kamera verlässt, wird er nach Transformation
in das Weltkoordinatensystem an das Umgebungsmodul übergeben.
Das Vorgehen zur Berechnung eines Lichtstrahls im Kameramodul wird
im Folgenden exemplarisch anhand einer Kamera mit dicker sphärischer
Linse und einer codierten Blende, die objektseitig vor der Linse platziert
ist, vorgestellt. Abbildung 2.4 zeigt einen Querschnitt der Anordnung.
Bei der Wahl der Simulationskomplexität ist es wichtig, dass die für die
spezifische Anwendung nötigen Merkmale simuliert werden [61]. So ist
es beispielsweise zur Erprobung des Verfahrens zur Vergrößerung der
Schärfentiefe nach Cossairt und Nayar [21] unumgänglich, chromatische
Aberrationen zu simulieren.
Für eine dicke Linse nach Abbildung 2.4 findet die Berechnung eines
Strahls schrittweise statt:
1. Bildseitigen Anfangspunkt oi auf aktiver Pixelfläche entsprechend
einer Gleichverteilung zufällig wählen.
2. Richtungsvektor di des bildseitigen Strahls durch zufällige Wahl
eines Punktes in Linsenebene bestimmen.
3. Schnittpunkt des bildseitigen Strahls mit bildseitiger Linsenoberflä-
che berechnen.


















Abbildung 2.4 Mögliche Strahlen in einer Kamera am Beispiel eines Objektivs mit einer
einzelnen dicken sphärischen Linse.
mit










berechnen [27]. Dabei bezeichnet ni die Normale der bildseitigen
Linsenoberfläche am Schnittpunkt mit dem Strahl, nL den Bre-
chungsindex des Linsenmaterials und θtr den Transmissionswinkel.
5. Schnittpunkt des Strahls innerhalb der Linse mit objektseitiger Lin-
senoberfläche berechnen.
6. Richtungsvektor do nach Brechung an objektseitiger Linsenoberflä-
che analog zu (2.8)–(2.10) berechnen, wobei n−1L anstelle von nL und
die Normale no der objektseitigen Linsenoberfläche eingesetzt wird.




8. Strahl entsprechend der Aperturfunktion m(x) ∈ [0, 1] dämpfen.
9. Resultierendes objektseitiges Strahltupel (oo,do) in Weltkoordina-
ten umrechnen und an Umgebungsmodul übergeben.
Auf diese Weise wird im Zuge der Simulation mindestens ein, zumeist
jedoch deutlich mehr Strahlen pro Pixel berechnet.
Wie in Abbildung 2.4 dargestellt, kann es vorkommen, dass ein Strahl
die Kamera nicht verlässt, weil er entweder nicht auf die objektseitige
Linsenoberfläche oder einen durchlässigen Bereich der Blende trifft. Diese
Fälle müssen bei der Durchführung der Schritte 1–9 erkannt und nicht
dem Umgebungsmodul übergeben werden.
2.3.2 Umgebungsmodellierung
Bei der Modellierung der Strahldichte in der Szene ist vor allem die Wech-
selwirkung des Lichts mit Objektoberflächen von Interesse. Die sogenannte
Rendergleichung





BRDF (x,ωin,ωout)Lin (x,ωin) cos (θin) dωin (2.11)
beschreibt die Strahldichte Lout eines von einer Oberfläche ausgehenden
Lichtstrahls. Diese setzt sich aus der vom Material emittierten Strahldichte
Lem und den in die betrachtete Richtung reflektierten Lichtanteilen zu-
sammen. Den Zusammenhang zwischen einer einfallenden Strahldichte
Lin und der reflektierten Strahldichte stellt die bidirektionale Reflektanz-
verteilungsfunktion (engl. bidirectional reflectance distribution function, kurz
BRDF) her. Durch Integration über die Hemisphäre Ω 1
2
über der Oberflä-
che werden alle einfallenden Lichtbeiträge berücksichtigt.
Das an einem Punkt x einer Oberfläche einfallende Licht, in (2.11) be-
schrieben durch die Strahldichte Lin, kann nicht aus dem Nichts entstehen,
sondern entstammt anderen Objekten der Szene. Von dort breitet es sich
im Freiraum zwischen den Objekten aus und fällt auf den betrachteten
Punkt x. Die einfallende Strahldichte Lin ist also nach dem Zurückver-
folgen durch den Freiraum gleichzeitig die ausfallende Strahldichte Lout
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eines anderen Punktes. Diese ausfallende Strahldichte Lout kann ebenfalls
mit der Rendergleichung bestimmt werden. Durch rekursives Anwenden
der Rendergleichung lässt sich so die Lichtausbreitung in der Szene bis
zu den Lichtquellen zurückverfolgen bzw. bis die Lichtbeiträge aufgrund
von Mehrfachreflexion vernachlässigbar klein sind.
Analog zu Abschnitt 2.3.1 wird Gleichung (2.11) beim Raytracing-Ver-
fahren durch Monte-Carlo-Integration gelöst: Die Integration über die
Hemisphäre Ω an der Oberfläche wird durch Einsetzen zufälliger Stich-
proben ωin,i approximiert. Aufgrund des rekursiven Charakters stellt die
Lösung der Rendergleichung für eine Szene auch mit dieser Vereinfa-
chung weiterhin eine große Herausforderung dar und erfordert einen
hohen Berechnungsaufwand. Daher sind oftmals weitere Annahmen und
Vereinfachungen nötig, u. a. [91]:
Die Rekursionstiefe bei der Anwendung der Rendergleichung (2.11)
kann beschränkt werden. Insbesondere bei der Beschränkung auf
nur eine Reflexion müssen lediglich Einfallsrichtungen betrachtet
werden, in denen Lichtquellen vorhanden sind. Dieser Anteil an
der Beleuchtung wird direkte Beleuchtung genannt. Lichtanteile, die
nicht direkt von Lichtquellen auf eine Oberfläche fallen, sondern erst
von anderen Oberflächen reflektiert werden, werden als indirekte
Beleuchtung bezeichnet.
Durch Annahme einer allgegenwärtigen, in allen Raumrichtun-
gen konstanten Ausleuchtung ist bei der Berechnung der direk-
ten Beleuchtung die einfallende Strahldichte Lin (x,ωin) in Glei-
chung (2.11) konstant und kann vor das Integral gezogen werden.
Bei Annahme von Punktlichtquellen ohne Ausdehnung und ei-
ner allgegenwärtigen Beleuchtung in lediglich einer Ausbreitungs-
richtung vereinfachen sich bei der Berechnung der direkten Be-
leuchtung die einfallenden Strahldichten Lin (x,ωin) in (2.11) zu
δ-Distributionen, was das unmittelbare Lösen des Integrals ermög-
licht.
Die BRDF eines Lambert’schen Strahlers ist unabhängig von der Ein-




Die genannten Vereinfachungen beeinflussen sowohl den Realitätsgrad
der Umgebungssimulation als auch den Rechenaufwand maßgeblich. So-
fern eine hohe Rekursionstiefe bei der Anwendung der Rendergleichung
und ansonsten keine der oben genannten Vereinfachungen angenommen
wird, spricht man von der Simulation einer globalen Beleuchtung. Diese
Art der Beleuchtungssimulation wird bei der Erzeugung fotorealistischer
Bilder verwendet, der Berechnungsaufwand kann jedoch enorm hoch sein.
Es muss analog zur Kameramodellierung sichergestellt sein, dass die für
die jeweilige Anwendung notwendigen Umgebungsmerkmale durch die
Vereinfachungen nicht verloren gehen [61]. Die in Kapitel 4 vorgestellte
monokulare Tiefenschätzung ist beispielsweise auf ein breitbandiges Anre-
gungssignal angewiesen, das durch texturierte Objekte erzeugt wird. Die
Simulation einer einfachen allgegenwärtigen und ausschließlich direkten
Beleuchtung ist dafür ausreichend. Werden spiegelnde Oberflächen unter-
sucht, ist im Gegensatz dazu die Simulation der indirekten Beleuchtung
unbedingt erforderlich.
Eine weitere Maßnahme zur Reduktion des Rechenaufwands bei der
Monte-Carlo-Integration der Rendergleichung (2.11) ist das Ziehen der
Stichproben aus einer Kosinus-Verteilung anstelle einer Gleichverteilung.
Da der Integrand in (2.11) proportional zu cos (θin) ist, kann dadurch, so-
fern die korrekte Normierung sichergestellt ist, die Konvergenzgeschwin-
digkeit der Approximation erhöht werden. Dies entspricht dem Importance
Sampling bei der Monte-Carlo-Integration [47].
2.3.3 Stärken und Grenzen des Raytracing-Verfahrens
Aufgrund des Ursprungs in den physikalischen Gesetzmäßigkeiten des
Lichttransports ist das Raytracing-Verfahren in der Lage, Licht in einer
Szene oder einer Kamera im Sinne der geometrischen Optik detailliert
zu simulieren. Die Ergebnisse sind bei einer detaillierten Modellierung
der Szene für menschliche Betrachter oftmals nur schwer von realen Auf-
nahmen zu unterscheiden. Daher kommt Raytracing heute beispielsweise
auch häufig im Bereich der Architektur und dem industriellen Lichtdesign
zum Einsatz [11, 103, 106].
Raytracing ist als strahlbasiertes Verfahren insbesondere zur Simulation
strahlenoptischer Effekte geeignet, z. B. der Brechung des Lichts an Linsen
und Prismen oder der Reflexion an spiegelnden Oberflächen. Eine Vielzahl
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der Ansätze zur Konstruktion neuartiger Computational Cameras basieren
auf derartigen Komponenten und Effekten [1, 3, 49, 65, 68, 112].
Trotzdem können mit Raytracing auch wellenoptische Phänomene si-
muliert werden, wodurch der Berechnungsaufwand jedoch nochmals
deutlich ansteigen kann. Durch die Approximation des kontinuierlichen
Lichtspektrums durch Stichproben in der Monte-Carlo-Integration können
neben Effekten, die sich in einer reinen Wellenlängenabhängigkeit der
Intensität der Strahldichte äußern, auch geometrische Wellenlängenabhän-
gigkeiten wie Dispersion modelliert werden. Der Polarisationszustand
eines Lichtstrahls, also die Ausrichtung der Schwingungsebene des elek-
trischen und magnetischen Felds, kann beispielsweise mit einem Stokes-
Vektor [10] repräsentiert werden. Damit wird es insbesondere möglich,
das Reflexionsverhalten dielektrischer Materialien oder Polarisationska-
meras [99] zu simulieren. Auch Beugung und Interferenz können in eine
Raytracing-Simulation einbezogen werden [4, 70]. Trotz dieser Möglichkei-
ten zählt die Simulation wellenoptischer Phänomene nicht zu den Stärken
des Raytracing-Verfahrens. Sofern sich bei der konkret betrachteten Kame-
ra und Sichtprüfaufgabe die Abmessungen nicht in der Größenordnung
der Wellenlänge befinden, ist die Vernachlässigung wellenoptischer Phä-
nomene gerechtfertigt.
Auch wenn Raytracing die strahlenoptischen Gesetzmäßigkeiten kor-
rekt nachbildet, bleibt das Ergebnis aufgrund der Diskretisierung der
kontinuierlichen Strahldichten stets eine Approximation. Der Erwartungs-
wert des Betrags des Approximationsfehlers der klassischen Monte-Carlo-
Integration ist mit
E
{∣∣∣E − Ê∣∣∣} ≤ σE√
N
(2.12)
unabhängig von der Dimension des Integrals [47]. Trotzdem erfordern
Szenen mit komplexer Beleuchtung aufgrund des langsamen Anwachsens
der Wurzelfunktion in (2.12) eine sehr hohe Anzahl N an Stichproben. Der
Approximationsfehler äußert sich in Bildrauschen oder Artefakten, die in
Abschnitt 2.4.1 näher betrachtet werden.
Insbesondere bei sehr kleinen Skalen können die Simulationsergebnis-
se neben der Vernachlässigung wellenoptischer Phänomene auch durch
Fehler aufgrund einer unzureichenden Präzision digital gespeicherter
Zahlenwerte von der Realität abweichen. Dies kann selbst bei Simulation
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in 64-Bit-Genauigkeit auftreten. Geringe Quantisierungsfehler, insbeson-
dere im Richtungsvektor d eines Strahls, können beim Verfolgen über
längere Distanzen dafür sorgen, dass sichtbare Abweichungen entstehen.
Quantisierungsfehler der Intensität der Strahldichten können hingegen
vernachlässigt werden, da die Quantisierung eines Digitalsensors um ein
Vielfaches gröber als eine simulierte Intensität mit Gleitkommazahlen ist.
2.4 Simulation einer Computational Camera
Bei der im Rahmen der vorliegenden Arbeit entstandenen Raytracing-
Simulationsumgebung liegt der Fokus auf der realitätsnahen und aussage-
kräftigen Simulation von Computational Cameras. Aus diesem Grund wurde
sich auf eine einfache Umgebungsmodellierung bestehend aus simplen
geometrischen Formen beschränkt. Sofern für eine Anwendung komplexe
Szenengeometrien benötigt werden, können diese als Polygonmodelle
erstellt und geladen werden. Es können zahlreiche verschiedene Kameras
modelliert und simuliert werden. Diese reichen von einfachen Lochkame-
ras oder einer Kamera mit idealisierter Zentralprojektion über Kameras
mit einer Linse und beliebig platzierten Blenden bis zu einer Lichtfeldka-
mera mit Mikrolinsenarray nach Ng et al. [68]. Aufgrund ihres modularen
Aufbaus kann die Simulationsumgebung mit geringem Aufwand um neue
Kameratypen erweitert werden. Dazu muss der Strahlengang innerhalb
der Kamera definiert werden, indem ein Methode implementiert wird,
die die Parameter (o,d) der die Kamera verlassenden Stahlen sowie de-
ren Ursprung auf dem Sensor berechnet. Für vom Sensor ausgehende
Strahlen, die die Kamera nicht verlassen, muss die Methode explizit den
Lichtbeitrag Null zurückgeben.
Die grundlegende C++-Implementierung der Simulationsumgebung
orientiert sich an den Büchern von Glassner [27], Hughes et al. [34], Suffern
[91] sowie Pharr und Humphreys [74]. Eine Übersicht über die Programm-
struktur und die verfügbaren Module ist in Anhang A angegeben. Der
Fokus dieser Bücher liegt auf einem Einstieg in das Thema Computergrafik
und Raytracing oder auf der Erzeugung fotorealistischer Bilder und nicht
auf der Nutzung von Raytracing als Entwurfs- und Simulationswerkzeug
einer Computational Camera. Daher wird im Folgenden beschrieben, welche
weiteren Maßnahmen notwendig sind und im Zuge der Entwicklung der
24
2.4 Simulation einer Computational Camera
Simulationsumgebung ergriffen wurden, um mittels Raytracing belastbare
Aussagen für den Entwurf einer neuartigen Computational Camera treffen
zu können.
Cossairt et al. [20] haben für Defocus Deblurring mit örtlich codierten
Blenden, für Motion Deblurring mit zeitlich codierten Blenden und für blen-
denbasierte Lichtfeldaufnahmen gezeigt, dass das Verbesserungspotenzial
von Computational Cameras gegenüber konventionellen Maßnahmen, z. B.
der Verwendung einer kleineren Blende oder einer kürzeren Belichtung,
auch von den äußeren Bedingungen und damit vom Störszenario abhängt.
In der Entwurfsphase kann durchaus zum Nachweis der grundlegenden
Funktion bei der Simulation eines neuen Kamerakonzepts auf derartige
Störeinflüsse verzichtet werden. Aber um später einen quantitativen Ver-
gleich der Leistungsfähigkeit mit bestehenden Ansätzen zu ermöglichen,
müssen zur Sicherstellung der Aussagekräftigkeit der Ergebnisse negative
Störeinflüsse bei einer Simulation mit berücksichtigt werden.
Bei der Aufnahme mit einem realen Kamerasystem wirken stets ver-
schiedene Störeinflüsse auf das Bild ein. Gleichzeitig entstehen in der
Simulation Approximationsfehler, die ebenfalls als Störung im Bild mo-
delliert werden können. Diese simulationsbedingten Störungen dürfen
gegenüber den natürlichen Störquellen nicht ins Gewicht fallen.
Die Störeinflüsse lassen sich grob in Rauschen, dessen Ursprung im All-
gemeinem am Bildsensor liegt, und Abbildungsfehler, die durch die Optik
vor dem Sensor entstehen, unterteilen. In den nachfolgenden Abschnitten
wird betrachtet, wie sich die einzelnen Einflüsse auf das Bild auswirken
und wie sie in der Raytracing-Simulationsumgebung modelliert werden.
2.4.1 Rauschquellen
Zunächst werden im folgenden Abschnitt die unterschiedlichen Rausch-
quellen einer realen Kamera modelliert. Außerdem wird betrachtet, wie
sich diese möglichst präzise in einer Simulation nachbilden lassen. Danach
wird auf die zusätzlich durch die Approximation der Simulation erzeugten
Störungen eingegangen und es werden Maßnahmen betrachtet, deren Aus-
wirkung zu verringern. Anschließend werden die Rauscheigenschaften
























Abbildung 2.5 Kameramodell des EMVA-1288-Standards (Bild nach Jähne [39]).
2.4.1.1 Reale Rauschquellen
Einer realen Aufnahme ist stets Rauschen unterschiedlicher Quellen über-
lagert. Diese Quellen liegen an unterschiedlichen Schritten des Bildge-
winnungsprozesses. Das vorhandene Bildrauschen hängt somit auch vom
konkret verwendeten Sensor ab. Je nach nötigem Detailgrad und je nach
Sensortyp wurden unterschiedliche Modelle zur Charakterisierung des
Bildrauschens entwickelt [33, 97, 102]. Im Folgenden werden die Rausch-
quellen anhand des Kameramodells des EMVA-1288-Standards [24] aus
Abbildung 2.5 beschrieben.
Zunächst weißt das zu erfassende Lichtsignal selbst Rauschcharakter
auf, da die Anzahl der am Sensorelement eintreffenden Photonen nähe-
rungsweise einer Poisson-Verteilung folgt [10]. Die Dichtefunktion, die
angibt, mit welcher Wahrscheinlichkeit genau k Photonen auf ein Sensor-





mit dem Erwartungswert µp. Die als Rauschen wahrnehmbare Varianz σ
2
ep
entspricht bei der Poisson-Verteilung genau dem Erwartungswert µp. Die
vom Sensor absorbierten Photonen regen mit der Wahrscheinlichkeit η, die
als Quantenausbeute bezeichnet wird, Elektronen an. Auch die Anzahl der
angeregten Elektronen folgt einer Poisson-Verteilung mit Mittelwert µe
und Varianz σ2ee . Damit ist die Rauschleistung proportional zur Lichtinten-
sität bzw. zum Bildwert. Aufgrund des Ursprungs in der zufälligen Anzahl
an Photonen wird dieses Rauschen als Photonenrauschen bezeichnet.
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Eine weitere Rauschquelle ist die Kameraelektronik. Dieses ist grund-
sätzlich unabhängig von der Signalintensität und wird daher auch als
Dunkelrauschen bezeichnet. Damit wirkt sie additiv auf das Bildsignal.
Die Varianz σ2ed ist somit konstant bezüglich der Signalintensität. Das
Dunkelrauschen ist insbesondere bei schwachen Lichtintensitäten sichtbar,
wenn das Photonenrauschen gering ist. Der Erwartungswert der zusätz-
lich angeregten Elektronen µd setzt sich zusammen aus einem konstanten
Rauschanteil der Kameraelektronik (A/D-Umsetzer, Verstärker) und ei-
nem bezüglich der Belichtungszeit T linearen Anteil [24]:
µd = µd0 + µIT . (2.14)
Der konstante Anteil µd0 wird als Ausleserauschen (engl. read noise) be-
zeichnet. Die Größe µI beschreibt den Dunkelstrom, der entsteht, da durch
thermische Anregung auch ohne Belichtung freie Ladungsträger im Sen-
sor erzeugt werden. Dieser Prozess kann wiederum durch einen Poisson-





+ µIT . (2.15)
Die Ladung der angeregten Elektronen bewirkt eine Spannung U über
einem Kondensator, die verstärkt und digitalisiert wird, um den digitalen
Grauwert g zu erhalten. Um den Dynamikbereich des Eingangssignals
möglichst gut auf den verfügbaren Wertebereich bei der Speicherung
des Bildes, also 0 bis 2N − 1 bei einer Auflösung von N bit, abzubilden,
bieten heutige Digitalkameras die Möglichkeit, das Signal nach dieser
A/D-Umsetzung zu verstärken und so die Empfindlichkeit zu verändern2.
Dies findet jedoch ausschließlich im Digitalen statt und hat daher keine
Auswirkung auf die Rauscheigenschaften der Kamera. Da diese Verstär-
kung jedoch in die Systemverstärkung K eingeht, wird im Folgenden stets
davon ausgegangen, dass das Signal im Digitalen nicht weiter verstärkt
wird.
Der bei der Digitalisierung entstehende Quantisierungsfehler eq kann als
weitere Störquelle modelliert werden [78]. Unter Annahme eines linearen








Abbildung 2.6 Exemplarischer Verlauf der Standardabweichung des Rauschens einer Ka-
mera.





mit der Breite der Quantisierungsstufen q. Damit ist es ebenfalls unabhän-
gig von der Signalintensität.
Da die Rauschprozesse voneinander unabhängig sind, ergibt sich, nach
der Umrechnung in die digitale Domäne, die Varianz der resultierenden









+ σ2eq . (2.17)
Die physikalisch begründeten Rauschanteile werden also bei der A/D-
Umsetzug mit dem Faktor K2 verstärkt. Daher ist bei der klassischen
Fotografie das Rauschen insbesondere bei schwachen Lichtbedingungen
wahrnehmbar, wenn das Bild zur Verbesserung des Kontrasts nachträglich
verstärkt wird. Abbildung 2.6 veranschaulicht die Standardabweichung
des resultierenden Rauschens in Abhängigkeit von der Lichtintensität.
In der im Rahmen dieser Arbeit aufgebauten Raytracing-Simulations-
umgebung stehen hauptsächlich strahlenoptische Aspekte und weniger
die Radiometrie im Vordergrund. Aus diesem Grund werden Intensitä-
ten nicht in radiometrischen Größen, sondern direkt in Bildintensitäten
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definiert. Damit müssen keine geeignete Belichtungszeit und Systemver-
stärkung K gewählt werden, um ein unmittelbar interpretierbares Bild
zu erzeugen. Allerdings wird so die Domäne, auf die sich das Photonen-
und das Dunkelrauschen unmittelbar auswirken, gar nicht simuliert. Glei-
chung (2.17) liefert jedoch eine Vorschrift, wie nach der Wahl einer Ver-
stärkung K die Abweichungen in der Einheit der digitalen Grauwerte
umgerechnet werden können. Diese Verstärkung wirkt sich dann nur auf
die Störung und nicht auf das ideale Bildsignal aus.
Für das Photonen-, das Dunkel- und das Quantisierungsrauschen ist die
Störgröße eines Pixels unabhängig von den Nachbarpixeln. Daher können
diese Störungen in der Simulation als örtlich unkorreliert angenommen
werden und damit den Pixeln einzeln beaufschlagt werden.
Die Anzahl der Photonen bzw. der angeregten Elektronen, also das Ein-
gangssignal, folgt der Poisson-Verteilung (2.13). Für ausreichend große
µp (µp > 25 [23]) konvergiert diese Verteilung gegen eine Normalver-
teilung mit Mittelwert µp und Varianz µp. Da zur Aussteuerung einer
Kamera, sofern diese nicht speziell zur Messung extrem niedriger Inten-
sitäten ausgelegt ist, stets eine Vielzahl von Photonen nötig ist, ist eine
Approximation der Poisson-Verteilung durch eine Normalverteilung meist
gerechtfertigt. Daher kann zur Simulation des Photonenrauschens in der







Das Dunkelrauschen wird in der Simulation als mittelwertbehaftetes
weißes Gauß’sches Rauschen angenommen, mit dem Erwartungswert
des Dunkelrauschens µd als Mittelwert, umgerechnet in Grauwertinten-
sitäten. Die Amplitudenvarianz des Rauschens wird anhand der EMVA-










wobei µd0 aus (2.14) zu null angenommen wird. Hierbei wird die Poisson-
Verteilung der durch den Dunkelstrom vorhanden Ladungsträger wieder
durch eine Normalverteilung approximiert.
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Zur Simulation der Quantisierung werden die Intensitäten g als Gleit-
kommazahlen geführt. Zur Ausgabe des Bildes wird dann die Quantisie-
rung in der gewünschten Bitauflösung durchgeführt. Damit wird dem
Intensitätswert g implizit das Quantisierungsrauschen mit der Varianz
σ2q hinzugefügt. Selbst bei Simulation der Intensitätswerte in einfacher
Genauigkeit (32 bit) ist damit die Genauigkeit um ein Vielfaches höher als
die Bitauflösung gängiger Digitalsensoren (8 bis 16 bit). Daher wird das
Quantisierungsrauschen durch dieses Vorgehen sehr gut approximiert.
Für den unwahrscheinlichen Fall, dass der simulierte Grauwert g nach
dem Hinzufügen des Photonen- und des Dunkelrauschens negativ ist,
wird dieser bei der Quantisierung auf 0 gesetzt.
Örtlich korrelierte Störungen des EMVA-1288-Standards [24], wie Inho-
mogenitäten des Dunkelrauschens (engl. dark signal nonuniformity, kurz:
DSNU) oder Inhomogenitäten der Empfindlichkeit (engl. photo response
nonuniformity, kurz: PRNU), werden in der Simulation nicht betrachtet.
2.4.1.2 Approximationsfehler bei der Simulation
Die Aufnahme einer Szene mit einem Digitalsensor entspricht dem ört-
lichen Abtasten des Lichtfelds LC in der Kamera. Bei dieser Abtastung
tritt daher Aliasing auf, sofern das Abtasttheorem nicht erfüllt ist, also
wenn die örtliche Abtastfrequenz nicht mindestens doppelt so groß wie
die Bandbreite des Lichtfelds LC ist. So kann bei der scharfen Abbildung
periodischen Strukturen in Abhängigkeit der Entfernung Aliasing auf-
treten. Darüber hinaus treten z. B. an scharf abgebildeten Objektkanten,
insbesondere bei der Beschränkung auf die geometrische Optik, Signalan-
teile sehr hoher Ortsfrequenz auf. Derartige Szenen verursachen sowohl
bei realen als auch bei simulierten Aufnahmen Aliasing, weshalb hier zur
realitätsnahen Simulation keine weiteren Maßnahmen ergriffen werden
müssen.
Ein wichtiger Unterschied zwischen der Aufnahme mit einer realen
Kamera und einer simulierten Aufnahme mit dem Raytracing-Verfahren
ist jedoch, dass die Integration der Strahldichte L über die Pixelfläche und
die Raumrichtung im realen Fall kontinuierlich stattfindet, wohingegen
das Integral beim Raytracing durch Monte-Carlo-Integration gelöst wird,
also ebenfalls abgetastet wird. Bei dieser zusätzlichen Abtastung können
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Aliasing-Fehler entstehen, die sich in realen Aufnahmen nicht ergeben. In
Abbildung 2.7(a) ist die simulierte Aufnahme einer gemäß [91]







texturierten Ebene mit einer Lochkamera dargestellt. Dabei wurde kein
Rauschen simuliert. Durch die hohen Frequenzen entsteht Aliasing, das
als Moiré sichtbar wird. Die Erhöhung der Anzahl N simulierter Strahlen
pro Pixel bringt nur bedingt Abhilfe. In Abbildung 2.7(c) wurden N = 100
Strahlen pro Pixel simuliert, trotzdem ist in der Abbildung unten rechts
noch ein deutliches Aliasing-Artefakt erkennbar.
Eine zur Erhöhung der Abtastfrequenz alternative Strategie, diesem
Problem zu begegnen, ist die Pixelfläche und die Raumrichtungen nicht
regelmäßig, sondern zufällig gleichverteilt abzutasten. Abbildung 2.8 zeigt
dieselbe Szene für unterschiedliche N mit zufälligen Abtastpunkten nach
dem Multi-Jittered-Verfahren [91], wiederum ohne simuliertes Photonen-
oder Dunkelrauschen. Anstelle des Moirés tritt hier Rauschen auf, das
umso stärker ist, je höher die Frequenz der Szene wird. Analog zur re-
gelmäßigen Abtastung können durch Erhöhung der Abtastfrequenz die
Approximationsfehler reduziert werden.
Diese Beobachtungen entsprechen dem Verhalten des Approximations-
fehlers nach (2.12) aus Abschnitt 2.3.3. Je größer die Variation der Szene ist,
desto größer ist der Fehler aus der Monte-Carlo-Approximation. Diese kön-
nen durch Erhöhung der StichprobenanzahlN , also der Anzahl simulierter
(a) N = 1. (b) N = 9. (c) N = 100.
Abbildung 2.7 Simulierte Aufnahme einer texturierten Ebene für unterschiedliche Anzah-
len N simulierter Strahlen pro Pixel mit regelmäßiger Abtastung.
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(a) N = 1. (b) N = 9. (c) N = 100.
Abbildung 2.8 Simulierte Aufnahme einer texturierten Ebene für unterschiedliche Anzah-
len N simulierter Strahlen pro Pixel mit zufälliger Abtastung.
Strahlen pro Pixel, reduziert werden, allerdings wird bei höheren N die
Zunahme der Approximationsqualität aufgrund der Wurzelabhängigkeit
immer geringer.
Damit die Auswirkungen dieser Approximation die Aussagekraft der
per Simulation erzielten Ergebnisse nicht beeinflussen, muss sichergestellt
werden, dass die Störszenarios realer Aufnahmen vergleichbar mit denen
simulierter Aufnahmen sind. Sowohl bei regelmäßiger als auch bei zufälli-
ger Abtastung werden die Aliasing-Fehler durch Erhöhung der Anzahl
simulierter Strahlen N verringert, was allerdings mit einer Zunahme der
Berechnungszeit verbunden ist. Ganz verhindern lassen sich die Approxi-
mationsfehler nicht, da die Bandbreite der Szenen, bei der Betrachtung der
geometrischen Optik, im Allgemeinen nicht beschränkt ist und daher das
Abtasttheorem nicht eingehalten werden kann. Vor diesem Hintergrund
ist es vorzuziehen, eine zufällig gleichverteilte Abtastung vorzunehmen.
Bei der regelmäßigen Abstastung sind die Approximationsfehler örtlich
stark konzentriert. Die Lage der Artefakte ist jedoch nicht vorhersehbar,
weshalb eine Kompensation nicht möglich ist. Dies kann eine weitere
Signalverarbeitung in diesen Bildbereichen erschweren oder sogar unmög-
lich machen. Mit der zufällig gleichverteilten Abtaststrategie führen die
Approximationsfehler zu zusätzlichem Bildrauschen. Damit entsprechen
sie im Charakter der in der Realität auftretenden Störungen. Durch die
Wahl der Anzahl simulierter Strahlen N kann die Rauschleistungsdichte
der Approximationsfehler so gewählt werden, dass diese gegenüber dem
Photonen- und dem Dunkelrauschen nicht ins Gewicht fallen.
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Tabelle 2.1 Rauschparameter der Prosilica GT4907C CCD-Kamera ([*]: aus Messungen nach
der Photonentransfermethode [24, 40] bestimmter Parameter).
Ausleserauschen σed0 12 e
−
Dunkelstrom µI 145 e
−/s
Systemverstärkung* K 3,243 · 10−5 DN /e−
2.4.1.3 Vergleich der Eigenschaften realer und simulierter Aufnahmen
Im Folgenden sollen die Eigenschaften des Bildrauschens der Aufnah-
men der Raytracing-Simulation mit den Eigenschaften einer realen CCD-
Kamera verglichen werden. Dazu wird eine Prosilica GT4907C Kamera von
Allied Vision verwendet. Die relevanten Parameter des Rauschverhaltens
der Kamera sind in Tabelle 2.1 angegeben. Diese werden entsprechend
auch in der Simulation verwendet.
In Abbildung 2.9 werden die Rauscheigenschaften der Aufnahmen der
realen CCD-Kamera mit den Eigenschaften simulierter Aufnahmen ver-
glichen. In beiden Fällen wurde eine homogene Szene abgebildet, um
Aliasing zu vermeiden. Abbildung 2.9(a) zeigt die Photonentransferkurve,





























Abbildung 2.9 Vergleich der Rauscheigenschaften realer und simulierter Aufnahmen an-
hand einer homogenen Szene.
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anhand derer sich die Systemverstärkung K der Kamera bestimmen
lässt [40]. Im Diagramm ist die Varianz des Bildsignals, kompensiert um
die Varianz des Dunkelrauschens, über dem um den Mittelwert des Dun-
kelsignals bereinigten Mittelwert des Signals aufgetragen. Zur Bestim-
mung des Mittelwerts und der Varianz des Dunkelrauschens wurden für
jede Signalintensität zusätzlich ein Dunkelbild bei identischer Belichtungs-
zeit aufgenommen bzw. simuliert.
Bei fast allen Verhältnissen zeigt sich der lineare Zusammenhang zwi-
schen der Signalintensität und der Varianz des Photonenrauschens. Die
Sättigung ist als das Maximum der Photonentransferkurve definiert. Ab
dieser Intensität werden Rauschanteile durch den begrenzten Wertebe-
reich des A/D-Umsetzers abgeschnitten, weshalb die Varianz des Bildes
abnimmt. Bei noch stärkerer Beleuchtung fällt die Varianz zu Null ab, da
der A/D-Umsetzer dann immer voll ausgesteuert wird.
Abbildung 2.9(b) zeigt den zugehörigen Verlauf des Signal-Rausch-
Verhältnisses (SNR), das sich aus dem Quotient des Mittelwerts der am









Mit der bestimmten Systemverstärkung K stimmen in beiden Diagram-
men sowohl die Werte als auch die Form der gemessenen und simulierten
Kurven sehr gut überein. Das angenommene Modell aus Abbildung 2.5
ist also bei den beschriebenen Bedingungen sehr gut zur Beschreibung
des Störverhaltens einer realen Kamera und damit für die realitätsnahe
Simulation des Bildrauschens einer Kamera geeignet.
Als Nächstes soll das Störverhalten anhand einer Szene untersucht wer-
den, bei der sich mit einer Raytracing-Simulation Approximationsfehler
durch die Monte-Carlo-Integration über die Strahldichte ergeben. Dazu
wird eine Ebene mit einer hochfrequenten Sinustextur gemäß
g(x, y) = 12 (1 + sin(2πfx)) , mit f 
1
2fA , (2.22)
abgebildet. Der Mittelwert der Textur liegt somit bei ḡ = 12 . Bei der si-
mulierten Aufnahme wird der Wertebereich der Grauwerte eines Pixels
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Abbildung 2.10 Szenenkonfiguration zur Untersuchung der Approximationsfehler einer
Raytracing-Simulation.
g(p) ∈ [0, 1] dann auf den Wertebereich der realen Kamera g(p) ∈ [0, 4095]
skaliert.
Sowohl mit einer realen Kamera als auch in der Simulation ist bei ei-
ner scharfen Abbildung mit Aliasing zu rechnen. Wird die Szene jedoch
unscharf abgebildet, wird die Auswirkung der Monte-Carlo-Integration
bei der Simulation deutlich. In diesem Fall sind mit einer realen Kamera
Grauwerte nahe des Mittelwerts der Sinustextur zu erwarten, da, wie
in Abbildung 2.10(a) dargestellt, pro Pixel über die Lichtbeiträge einer
Vielzahl von Sinusperioden integriert wird und unvollständig beobachtete
Perioden daher nicht ins Gewicht fallen. Das zu erwartende Störverhalten
realer Aufnahmen dieser Szene entspricht somit dem der homogenen
Szene aus Abbildung 2.9.
Bei der Monte-Carlo-Integration mit einer regulären Abtastung können
dagegen trotz der unscharfen Abbildung Moiré-Artefakte aus der Inter-
ferenz der regelmäßigen Abtastpunkte mit der regelmäßigen Sinustextur
entstehen, wie Abbildung 2.10(b) verdeutlicht. Der ermittelte Grauwert
g(p) kann daher stark vom zu erwartenden mittleren Grauwert ḡ abwei-
chen. Diese Abweichungen sind die Approximationsfehler der Raytracing-
Simulation und werden im Folgenden als Störgröße angesehen.
In der Photonentransferkurve aus Abbildung 2.11(a), die mit der be-
schriebenen Szene mit regelmäßiger Abtastung simuliert wurde, äußern
sich die Approximationsfehler der Monte-Carlo-Integration in einer im
Vergleich zur homogenen Szene teilweise deutlich höheren Varianz. Es
wurde eine logarithmische Skala gewählt, um die Varianzen für verschie-
dene Anzahlen simulierter Strahlen N überhaupt gemeinsam darstellen
zu können. Darüber hinaus wird bei niedrigen N die Sättigung früher
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(b) Signal-Rausch-Verhältnis.
Abbildung 2.11 Vergleich der Rauscheigenschaften simulierter Aufnahmen mit regelmäßi-
ger Abtastung anhand einer unscharfen Abbildung einer Szene mit hoher Bandbreite.
erreicht, da Teile der entstehenden Moiré-Artefakte schon früh abgeschnit-
ten werden. Aufgrund der dunklen Bildbereiche in den Moiré-Artefakten
erreicht der mittlere Grauwert auch nicht den maximalen Grauwert der
simulierten Kamera. Durch die Erhöhung der Strahlenanzahl pro Pixel auf
N = 106 können diese Effekte in diesem Fall zwar vollständig kompensiert
werden, es kann jedoch bei der regelmäßigen Abtastung grundsätzlich
immer zu Interferenzen kommen. Gleichzeitig ist der SNR-Gewinn durch
ein höheres N sehr gering (vgl. Abbildung 2.11(b)).
In Abbildung 2.12 sind die Ergebnisse derselben breitbandigen Szene
dargestellt, jedoch mit einer zufälligen Abtastung nach dem Multi-Jittered-
Verfahren. Bei geringen StrahlanzahlenN ergibt sich ebenfalls eine erhöhte
Varianz in der Photonentransferkurve. Die Approximationsfehler äußern
sich hier jedoch nicht als Moiré, sondern als zusätzliches Bildrauschen. Die-
ses Bildrauschen kann durch Simulation einer größeren Anzahl Strahlen
pro Pixel N ebenfalls reduziert werden, allerdings konvergiert das SNR
bei der zufälligen Abtastung schneller gegen den Wert der homogenen
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Abbildung 2.12 Vergleich der Rauscheigenschaften simulierter Aufnahmen mit zufälliger
Abtastung anhand einer unscharfen Abbildung einer Szene mit hoher Bandbreite.
Szene, was besonders an den Kurven für N = 102 deutlich wird. Die Über-
einstimmung mit den Eigenschaften der homogenen Szene wurde, wie im
Fall der regelmäßigen Abtastung, für N = 106 erreicht. Darüber hinaus ist
zu beobachten, dass die Störeigenschaften bei zufälliger Abtastung wesent-
lich weniger über die korrigierte Signalintensität µg − µg,d variieren. Das
bedeutet, dass ein bestimmtes Störszenario mit einer zufälligen Abtastung
wesentlich präziser eingestellt werden kann als mit einer regelmäßigen
Abtastung. Dies spiegelt die Unvorhersehbarkeit der Moiré-Artefakte bei
regelmäßiger Abtastung wider.
Aus den obigen Untersuchungen lässt sich das Fazit ziehen, dass sich ei-
ne Raytracing-Simulation so erweitern lässt, dass die Rauscheigenschaften
realer Kameras sehr gut simuliert werden können. Die Störungen durch
simulationsbedingte Approximationsfehler lassen sich durch die Wahl
der Abtaststrategie und die Erhöhung der Anzahl simulierter Strahlen
vermindern bzw. sogar vollständig kompensieren. Allerdings nimmt dabei
der Berechnungsaufwand deutlich zu. Die Approximationsfehler einer
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zufälligen Abtastung weisen Rauschcharakter auf und nehmen mit anstei-
gender Anzahl Strahlen schneller ab als bei einer regelmäßigen Abtastung.
Aus diesen Gründen wird im Folgenden die zufällige Abtastung nach dem
Multi-Jittered-Verfahren bevorzugt.
Da die Stärke der Approximationsfehler in hohem Maße von der simu-
lierten Szene abhängen, lässt sich keine feste Aussage über die notwendige
Anzahl zu simulierender Strahlen treffen. Zwar nehmen die Approxi-
mationsfehler mit steigender Anzahl Strahlen ab, die Berechnungsdauer
wächst dagegen jedoch überproportional an. Die Simulation von N = 106
Strahlen pro Pixel wie in den Abbildungen 2.11 und 2.12 kann schon bei
relativ kleinen Bildern von z. B. 200×200 Pixeln und lediglich direkter
Beleuchtung auf einem üblichen Desktop-PC bereits mehrere Stunden in
Anspruch nehmen. Jedoch erfordern nur ausgewählte Szenen, wie die
untersuchte Sinustextur oder beispielsweise auch die Impulsantworten
des folgenden Abschnitts, derartig hohe Anzahlen von Strahlen. Abhängig
von der Szene sind häufig wesentlich weniger Strahlen ausreichend und
nur in Einzelfällen muss ein Kompromiss aus Simulationsgenauigkeit und
Berechnungsdauer gefunden werden.
2.4.2 Geometrische Abbildungsfehler
Die Aufgabe des Objektivs einer Kamera ist es, das Licht der Szene zu
sammeln und diese auf den Sensor abzubilden. Diese optische Abbil-
dung kann jedoch zahlreichen Abbildungsfehlern unterliegen, welche
deren Qualität maßgeblich beeinflussen können. Bei der Herstellung eines
Objektivs muss daher ein hoher Aufwand betrieben werden, z. B. durch
Verwendung mehreren Linsengruppen oder Achromaten, um in möglichst
allen Fällen eine gute Abbildung der Szene zu ermöglichen.
Sphärische Linsen sind einfacher als asphärische Linsen zu fertigen [10]
und kommen daher oft zum Einsatz. Eine Vielzahl der Abbildungsfehler
lassen sich auf die sphärische Form von Linsen zurückführen. Im Folgen-
den wird eine Übersicht über die Ursache und die Auswirkungen einiger
Abbildungsfehler gegeben. Anschließend wird darauf eingegangen, wie
diese Effekte in einer Raytracing-Simulation erzeugt werden können.
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2.4.2.1 Abbildungsfehler sphärischer Linsen
Die sogenannten sphärischen Aberrationen sind darauf zurückzuführen,
dass sich, wie in Abbildung 2.13 dargestellt, auf eine sphärische Linse
parallel einfallende Strahlen nicht exakt in einem Brennpunkt schneiden.
Insbesondere Stahlen, die weit von der optischen Achse entfernt auf die
Linse treffen, werden stärker gebrochen. Die sphärische Aberration äu-
ßert sich dadurch, dass keine perfekt scharfe Abbildung möglich ist, da
ein Teil des eintreffenden Lichts immer unscharf abgebildet wird. Die
Punktverschmierungsfunktion (PSF) ist aufgrund der sphärischen Aber-
ration nicht impulsförmig wie in Abbildung 2.17 für ∆di = 0, sondern
hat stets, unabhängig von der Fokussierung, eine deutliche kreisförmige
Ausdehnung.
Der Effekt der Koma tritt ebenfalls bei sphärischen Linsen auf. Die
Koma bezeichnet das Phänomen, dass bei schrägem Lichteinfall die PSF
keine symmetrische Intensitätsverteilung mehr aufweist, sondern, wie
in Abbildung 2.14, asymmetrisch verzerrt wird. Je größer der Winkel
zwischen dem einfallenden Strahlbündel und der optischen Achse ist,
desto stärker ausgebildet ist die Koma. Die Form der PSF hängt damit also
auch von der Position im Bild ab, am Bildrand ist der Effekt der Koma am
stärksten.
Astigmatismus bezeichnet den Effekt, dass sich bei schiefem Lichteinfall
für Strahlbündel unterschiedlicher Schnittebenen unterschiedliche Brenn-
weiten ergeben. Dies liegt daran, dass sich bei schrägem Lichteinfall die
Krümmungsradien der Linsenoberfläche verschiedener Schnittebenen un-
terscheiden. Wie in Abbildung 2.15 dargestellt, schneiden sich die Strahlen
Abbildung 2.13 Sphärische Aberration.
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in der Meridionalebene (grün) vor den Strahlen in der Sagittalebene (rot).
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Der Brechungsindex optischer Materialien hängt aufgrund der Disper-
sion im Allgemeinen von der Wellenlänge des Lichts ab (nL = nL(λ)).
Somit werden Strahlen unterschiedlicher Wellenlängen an einer Linse
unterschiedlich stark gebrochen. Daher wird einfallendes Licht mehre-
rer Wellenlängen durch eine Linse, wie in Abbildung 2.16 dargestellt,
in die einzelnen spektralen Anteile aufgetrennt, was in einer Aufnahme
zu Farbfehlern, insbesondere an Objektkanten, führt. Diese Art von Ab-
bildungsfehlern nennt man chromatische Aberration. Bezogen auf die
Impulsantwort einer Kamera bewirkt sie, dass die PSF zusätzlich von der
Wellenlänge λ abhängt bzw. dass sich bei einer Beleuchtung mit mehreren
Wellenlängen die PSFs der einzelnen Wellenlängen überlagern.
2.4.2.2 Vignettierung
Neben den Abbildungsfehlern einer Linse treten in realen Objektiven wei-
tere störende Effekte auf. Die optimale Position der Aperturblende liegt in
der Linsenebene, was sich bei einem System mit nur einer Linse nicht reali-
sieren lässt. Daher muss die Aperturblende stets vor oder hinter der Linse
platziert werden. Eine objektseitig vor der Linse platzierte Aperturblende
wirkt als Eintrittspupille. Die zugehörige Austrittspupille ergibt sich aus
der Abbildung der Eintrittspupille auf die Bildseite. Entsprechend lässt
sich eine bildseitig platzierte Aperturblende auf die Objektseite transfor-
mieren [10].
Durch die Ein- und Austrittspupille werden die Öffnungswinkel der ein-
und ausfallenden Strahlen beschränkt. Licht, das unter einem zu steilen
Abbildung 2.16 Chromatische Aberration.
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Winkel auf ein Objektiv trifft, wird von einer der Pupillen abgeschattet.
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Randbereiche des Sensors erfassen das schräg einfallende Licht, das von
der Eintritts- bzw. Austrittspupille teilweise blockiert wird. Im Bild ist
dieser Effekt daher als Intensitätsabfall am Bildrand erkennbar, der als
Vignettierung bezeichnet wird.
Die PSF einer Kamera mit Eintritts- bzw. Austrittspupille weißt am Bild-
rand nicht die ideale Form der Apertur der Linse auf, sondern wird durch
die Form der Pupillen begrenzt. Neben der Koma stellt die Vignettierung
also eine weitere winkelabhängige Beeinflussung der PSF dar.
2.4.2.3 Randlichtabfall
Ein bezüglich der Auswirkung zur Vignettierung ähnlicher Effekt ist der
Randlichtabfall aufgrund von schrägem Lichteinfall auf den Sensor. Die
effektive Fläche eines auf den Sensor treffenden Strahlbündels nimmt mit
zunehmendem Winkel zur optischen Achse ab. Dies bewirkt ebenfalls
einen Intensitätsabfall am Bildrand. Der Randlichtabfall wird mathema-
tisch beschrieben durch den cos4(θ)-Term in (2.1), der in einer Simulation
unmittelbar berücksichtigt werden kann. Da die Ursache dieses Effekt
jedoch am Sensor und nicht am Objektiv liegt, hat er keine Auswirkung
auf die Form der PSF.
2.4.2.4 Simulation geometrischer Abbildungsfehler
Um die Auswirkung der unterschiedlichen Abbildungsfehler auf die Sig-
nalverarbeitungskette einer Computational Camera untersuchen zu können,
wird im Folgenden betrachtet, wie diese in einer Raytracing-Simulation
nachgebildet werden können. Dabei stellt sich die Herausforderung, dass
der genaue Aufbau kommerziell erhältlicher Objektive nicht verfügbar ist
und sich daher nur schwer exakt in einer Simulation modellieren lässt. In
der im Rahmen dieser Arbeit entstanden Raytracing-Simulationsumge-
bung wird daher ein Objektiv mit Abbildungsfehlern lediglich mit einer
sphärischen dicken Linse simuliert, dessen Parameter sich zur Gewichtung
der Abbildungsfehler flexibel einstellen lassen.
Das Objektiv ist wie in Abschnitt 2.3.1 beschrieben implementiert: Aus-
gehend vom simulierten Sensorpixel werden Strahlen in Richtung der Lin-
se erzeugt, der jeweilige Schnittpunkt mit der Linsenoberfläche bestimmt
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und die Brechung an der Grenzfläche berechnet. Da lediglich Strahlen,
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die die Linse treffen, erzeugt werden, wird implizit eine Kreisblende si-
muliert. Zur Simulation der chromatischen Aberration wird die Sellmeier-
Gleichung [90] genutzt, die eine empirische Näherung der Wellenlängen-
abhängigkeit des Brechungsindex nL(λ) für optisch transparente Medien
bereitstellt:











Über die Sellmeier-Koeffizienten B1, B2, B3, C1, C2 und C3 können gängi-
ge optische Materialen simuliert werden. Da sich die Strahlgeometrien für
unterschiedliche Wellenlängen ändern, muss für einen simulierten bild-
seitigen Strahl jeweils ein objektseitiger Strahl pro simulierter diskreter
Wellenlänge berechnet werden. Die Berechnungsdauer eines Bildes steigt
daher linear mit der Anzahl simulierter Wellenlängen an.
Zum Vergleich kann auch ein ideales Objektiv mit einer dünnen Linse in
paraxialer Näherung simuliert werden, das die beschriebenen Abbildungs-
fehler nicht aufweist. Abbildung 2.17 zeigt die simulierten Impulsantwor-
ten dieses idealen Objektivs mit dünner Linse. Dabei wird schrittweise die
Bildweite di variiert. Die Szene enthält lediglich eine kleine Kugel auf der









wird die Kugel scharf abgebildet. Bei anderen Bildweiten di = di,fok + ∆di
mit ∆di 6= 0 wird die Form der PSF deutlicher sichtbar, die in diesem
Fall, aufgrund der angenommenen Blende und nicht aufgrund der Kugel,
kreisförmig ist. Da Blenden häufig kreisförmig sind, spricht man auch vom
Unschärfescheibchen. Das Licht der Szene ist homogen über der Fläche
der PSF verteilt.
In Abbildung 2.18 sind zur Veranschaulichung der sphärischen Aber-
ration die simulierten Impulsantworten eines Objektivs mit einer dicken
sphärischen Linse dargestellt. Die Parameter der Linse werden so gewählt,
dass sich nach der Linsenschleiferformel [29]
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∆di = −2 mm ∆di = −1 mm ∆di = 0 mm ∆di = 1 mm ∆di = 2 mm
Abbildung 2.17 Simulierte Impulsantwort einer idealen Kamera mit dünner Linse für unter-
schiedliche Bildweiten. Gegenstandsweite do = 1,3 m, Brennweite f = 50 mm, Blendenzahl
k = 1,8 und Bildweite di = di,fok + ∆di.
dieselbe Brennweite f = 50 mm wie in Abbildung 2.17 ergibt. Es wird zu-
nächst keine zusätzliche Aperturblende simuliert. Die Apertur entspricht
damit der Ausdehnung der Linse. Die Parameter sind in Tabelle 2.2 ange-
geben.
Im Vergleich zur idealen dünnen Linse fällt zunächst auf, dass die
schärfste Abbildung nun bei einer Bildweite von di = di,fok +2 mm erreicht
wird. Die Schärfe der idealen Linse wird jedoch nicht erreicht. Die Aus-
dehnung der PSF ist stets größer als beim idealen Objektiv mit ∆di = 0.
Außerdem ist die Intensität der PSF nicht homogen, wie im idealen Fall.
Zur Simulation der Koma wird die Szene weiter modifiziert, indem die
abgebildete Kugel von der optischen Achse weg bewegt wird. Damit fallen
die von der Kugel ausgehenden Strahlen nicht mehr parallel sondern
schräg unter einem Winkel α zur optischen Achse auf die Linse. Die
Kugel wird nicht mehr in der Mitte sondern am Bildrand abgebildet.
∆di = −2 mm ∆di = −1 mm ∆di = 0 mm ∆di = 1 mm ∆di = 2 mm
Abbildung 2.18 Simulierte Impulsantwort einer Kamera mit sphärischer dicker Linse für
unterschiedliche Bildweiten. Gegenstandsweite do = 1,3 m, Bildweite di = di,fok + ∆di.
Weitere Parameter nach Tabelle 2.2.
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Tabelle 2.2 Parameter der simulierten Kamera mit dicker sphärischer Linse.
Blendenzahl k 1,8
Brechungsindex nL 1,46
objektseitiger Krümmungsradius R1 4,68 cm
bildseitiger Krümmungsradius R2 −4,68 cm
Linsendicke dL 5 mm
Abbildung 2.19 zeigt die jeweils zentriert ausgeschnittenen, simulierten
Impulsantworten, wenn die Kugel schrittweise nach oben rechts bewegt
wird. Die Kugel befindet sich stets in einer Ebene im Abstand do = 1,3 m
von der Kamera mit der Bildweite di = di,fok, so dass mit einer idealen
Kamera stets eine scharfe Abbildung vorliegt. Die Form der simulierten
PSF wird, wie erwartet, mit wachsender Entfernung zur optischen Achse
zunehmend verzerrt, und es entsteht der namensgebende Schweif (lat.
coma).
Um den Effekt des Astigmatismus auf die PSF sichtbar zu machen, wird
in der vorigen Szene mit der um α = 6,2◦ von der optischen Achse ver-
schobenen Kugel zusätzlich die Bildweite variiert. Es wurde wieder eine
Kamera mit dicker Linse ohne Eintrittspupille simuliert. Die Ergebnisse
dieser simulierten Szene sind in Abbildung 2.20 dargestellt. Neben der
Verzerrung der PSF aufgrund der Koma ändert sich die Form zusätzlich
mit der Bildweite di aufgrund der unterschiedlichen Brennweiten der
Meridional- und Sagittalbündel.
α = 0◦ α = 3,1◦ α = 6,2◦ α = 9,3◦ α = 12,3◦
Abbildung 2.19 Simulierte Impulsantwort einer Kamera mit sphärischer dicker Linse aus
unterschiedlichen Winkeln α zur optischen Achse. Auf optische Achse projizierte Objektent-
fernung do = 1,3 m, Bildweite di = di,fok. Weitere Parameter nach Tabelle 2.2.
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∆di = −2 mm ∆di = −1 mm ∆di = 0 mm ∆di = 1 mm ∆di = 2 mm
Abbildung 2.20 Simulierte Impulsantwort einer Kamera mit sphärischer dicker Linse aus
dem Winkel α = 6,2◦ zur optischen Achse für unterschiedliche Bildweiten. Gegenstands-
weite do = 1,3 m, Bildweite di = di,fok + ∆di. Weitere Parameter nach Tabelle 2.2.
In Abbildung 2.21(b) ist schließlich die simulierte PSF einer dicken
sphärischen Linse mit chromatischer Aberration dargestellt. Dabei wurde,
durch die Wahl der Sellmeier-Koeffizienten, Quarzglas als Linsenmaterial
simuliert. In Abbildung 2.21(a) ist sowohl der von Malitson [58] gemessene
Verlauf des Brechungsindex über der Wellenlänge von Quarzglas als auch
der mithilfe der Sellmeier-Gleichung (2.23) für dieses Material approxi-
mierte und zur Simulation verwendete Verlauf angegeben. Es wurden
äquidistant 30 Wellenlängen zwischen 400 nm und 700 nm simuliert. Die
Umrechnung von Wellenlängen in den RGB-Farbraum erfolgt nach Pharr
und Humphreys [74] über das CIE-Normvalenzsystem. Durch die stärkere
Brechung des kurzwelligen Lichts sind die blauen Anteile der PSF örtlich
stärker konzentriert als die roten Anteile. Im Zentrum überlagern sich die
einzelnen Lichtanteile zum ursprünglichen weißen Spektrum.
Die Auswirkung der Vignettierung auf die PSF lässt sich auf einfache
Weise durch Hinzufügen einer Aperturblende außerhalb der Linsenebene
simulieren. Abbildung 2.22 zeigt die simulierten PSFs einer idealen Ka-
mera mit dünner Linse und objektseitiger kreisförmiger Aperturblende
als Eintrittspupille. Die Kugel wurde dabei zusätzlich unscharf abgebil-
det, um die Auswirkungen der resultierenden Pupillen besser sichtbar zu
machen.
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(a) Vergleich der gemessenen Wellenlängenabhängigkeit des





Abbildung 2.21 Simulation der chromatischen Aberration von Quarzglas.
geringere Abbildungsfehler als in den oben beschriebenen Simulationen
auf. In der Simulation lassen sich die Abbildungsfehler durch eine flexible
Anpassung der Linsenparameter reduzieren, z. B. indem der Betrag der
Krümmungsradien R1 und R2 erhöht, die Linsendicke dL reduziert oder
ein höherer Brechungsindex nL gewählt wird. Weil reale Objektive ohne-
hin anders aufgebaut sind, muss dabei die tatsächliche Realisierbarkeit
des simulierten Objektivs nicht im Vordergrund stehen.
α = 0◦ α = 3,1◦ α = 6,2◦ α = 9,3◦ α = 12,3◦
Abbildung 2.22 Simulierte Impulsantwort einer Kamera mit ideal dünner Linse aus unter-
schiedlichen Winkeln α zur optischen Achse mit zusätzlicher Eintrittspupille. Auf optische
Achse projizierte Objektentfernung do = 1,3 m, Bildweite di = di,fok − 1 mm. Weitere
Parameter nach Tabelle 2.2.
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Die Parameter des Objektivs der obigen Untersuchungen wurden belie-
big so gewählt, dass die grundlegenden Abbildungseigenschaften denen
gängiger Normalobjektive entsprechen. Da heutige Objektive zur Reduk-
tion von Abbildungsfehlern deutlich aufwendiger als mit nur einer ein-
zelnen sphärischen Linse konstruiert sind, weisen sie jedoch wesentlich
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2.5 Referenzdaten
Referenzdaten erlauben den quantitativen Vergleich einer Computational
Camera zu anderen Messverfahren und ermöglichen so eine objektive Be-
wertung der Leistungsfähigkeit. Darüber hinaus können unterschiedliche
Konfigurationen der Kamera oder die Leistungsfähigkeit in verschiedenen
Szenarien objektiv bewertet werden. Zur Charakterisierung einer proto-
typischen Realisierung werden geeignete Referenzmesssysteme benötigt,
deren Genauigkeit die des Prototyps übertrifft. Ein Vorteil einer Simulation
ist, dass Referenzdaten implizit zur Verfügung stehen, da die Versuchs-
bedingungen, im Kontext einer Kamera also z. B. die Konfiguration der
Szene und die Position der Kamera, exakt bekannt sind. Darüber hinaus
lassen sich zur Gewinnung von Referenzdaten ideale Kameras simulieren.
Abbildung 2.23(a) zeigt zur Veranschaulichung der Referenzdatenerzeu-
gung mit dem Raytracing-Verfahren eine simulierte Aufnahme einer Szene.
Als Kamera wurde eine Kamera mit einer dünnen Linse gewählt, weshalb
die Aufnahme eine endliche Schärfentiefe aufweist. In Abbildung 2.23(b)
ist die Aufnahme mit einer idealen Lochkamera derselben Szene darge-
stellt. Aufgrund der unendlichen Schärfentiefe kann diese Aufnahme als
Referenz für Verfahren zur Reduktion von Unschärfe [21, 37, 49, 50, 111]
dienen. Außerdem können derartige Aufnahmen auch als Referenz für
aus Lichtfeldern rekonstruierte Aufnahmen verwendet werden [44, 51, 68,
100], indem die Position der Kamera und die Parameter entsprechend der
rekonstruierten Aufnahme gewählt werden.
Das Raytracing-Verfahren als Simulationswerkzeug einer Computational
Camera hat zusätzlich den Vorteil, dass zahlreiche geometrische Referenz-
daten ohnehin beim Rendern anfallen und auf einfache Weise nutzbar
gemacht werden können. Dazu muss lediglich das Modul, das den Da-
tenaustausch zwischen Umgebungs- und Kamerasimulation aus Abbil-
dung 2.3 implementiert, angepasst werden.
Zur Approximation der Strahldichte muss in der simulierten Szene
geprüft werden, welches Objekt vom gerade zu untersuchenden Strahl ge-
troffen wird. Schneidet die Geradengleichung des Strahls mehrere Objekte,
muss das Objekt mit der geringsten Entfernung zum Strahlursprung ausge-
wählt werden. Diese Entfernung muss also bereits zur Simulation für jedes
getroffene Objekt berechnet werden. Anstelle des vom Objekt reflektierten
Farbwerts kann auch unmittelbar die Objektentfernung zurückgegeben
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(a) Originalaufnahme (b) Unendliche Schärfentiefe.


















(f) Codierung der 3D-Normalen.
Abbildung 2.23 Referenzdatenerzeugung per Raytracing-Simulation.
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werden, um ein Referenz-Tiefenbild zu erzeugen. Ein Beispiel dafür ist
in Abbildung 2.23(c) angegeben. Diese Referenzaufnahme lässt sich un-
mittelbar zur Evaluierung von Algorithmen zur dichten Tiefenextraktion
nutzen [8, 48, 49, 100, 109, 119, 120].
Bei der Berechnung des reflektierten Farbwertes beim Schnitt eines
Strahls mit einem Objekt wird nach (2.11) der Winkel θin zwischen ein-
fallendem Strahl und der Oberflächennormalen benötigt. Dafür muss an
diesen Schnittpunkten die Oberflächennormale aus der Objektgeometrie
berechnet werden. Die Oberflächennormale kann unmittelbar in Weltko-
ordinaten, anstelle des reflektierten Farbwerts, an die Kamera zurückge-
geben werden, um die Referenzdaten der Oberflächenorientierung zu er-
halten. In Abbildung 2.23(e) sind die Oberflächennormalen der sichtbaren
Objekte entsprechend des um eine Einheitskugel gelegten RGB-Farbraums
codiert, wobei die x-Komponente durch den roten, die y-Komponente
durch den grünen und die z-Komponente durch den blauen Farbkanal,
wie in Abbildung 2.23(f) dargestellt, angegeben sind. Wahlweise lässt sich
auch die Oberflächennormale bezüglich der Position der Kamera aus der
einfallenden Strahlrichtung berechnen und angeben. Abbildung 2.23(d)
zeigt entsprechend den als Grauwert codierten Betrag des Winkels θout
zwischen dem zur Kamera ausfallenden Strahl und der Oberflächennor-
malen. Derartige Referenzdaten lassen sich zur Evaluierung von Verfahren
in der Oberflächenmesstechnik, z. B. der Deflektometrie [104], einsetzen.
2.6 Kameraoptimierung
Die Simulation des physikalischen Teils der Signalverarbeitungskette er-
möglicht eine ganzheitliche Beschreibung und Betrachtung einer Com-
putational Camera in der digitalen Domäne. Dadurch kann der Aufwand
für die Durchführung von Experimenten oftmals beträchtlich reduziert
werden. Darüber hinaus sind Experimente auf Grundlage einer Simu-
lation einfacher automatisierbar. Dadurch lässt sich auf einfache Weise
eine Vielzahl von Versuchen, in geringerer Zeit als dies mit einem realen
Aufbau möglich wäre, durchführen. Mit der im Rahmen dieser Arbeit
entstanden Raytracing-Simulationsumgebung können beispielsweise pro-
blemlos mehrere Tausend Szenen pro Tag gerendert werden. Sofern, wie
im hier beschriebenen Fall, bei der Simulation gleichzeitig die Möglichkeit
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besteht, Szenen bzw. Elemente der Szenen prozedural und/oder zufällig
zu erzeugen, kann das Kamerasystem anhand einer großen Vielfalt sto-
chastisch unabhängiger Szenen simulativ erprobt werden. Wie im vorigen
Abschnitt beschrieben, können in einer Simulation darüber hinaus auch
die unterschiedlichen Störeinflüsse flexibel variiert werden. Im Rahmen
der durch die Simulation erzeugbaren Szenen und Szenarios lässt sich so
ein breites Spektrum an Eingangsdaten erzeugen, womit sich die erzielten
Ergebnisse hinsichtlich ihrer Robustheit bewerten lassen.
Sofern sich der Prozess der Bildgewinnung mit ausreichender Genau-
igkeit mathematisch und physikalisch modellieren lässt, können die Pa-
rameter des Kamerasystems anhand dieses theoretisch Modells bewertet
werden, wie dies beispielsweise Levin et al. [49] für codierte Blenden zur
Tiefenextraktion durchgeführt haben. Zhou und Nayar [111] nutzen zur
Bewertung von Blendenpaaren für die Tiefenextraktion mithilfe zweier
Aufnahmen ebenfalls ein mathematisches Modell, das explizit rauscharti-
ge Störeinflüsse berücksichtigt.
Oftmals lässt sich jedoch kein ausreichend präzises mathematisches Mo-
dell des Kamerasystems aufstellen, das eine aussagekräftige Bewertung
ermöglichen würde. Beispielsweise können mit den Modellen der oben
genannten Arbeiten keine Abbildungsfehler der Kameraoptik beschrie-
ben und bewertet werden. Die Auswirkungen derartiger Effekte lassen
sich jedoch, wie in den vorigen Abschnitten gezeigt, mit dem Raytracing-
Verfahren numerisch simulieren. Daher bietet eine Raytracing-Simulation
die Möglichkeit der Berücksichtigung derartiger Phänomene bei der Be-
wertung der Parameter eines Kamerasystems, indem die Leistungsfä-
higkeit anhand von Simulationsergebnissen anstelle eines analytischen
mathematischen Modells beurteilt wird.
Da ohne ein analytisches Modell keine geschlossene Formulierung des
Problems existiert, müssen zur Optimierung der Kameraparameter nume-
rische Verfahren eingesetzt werden, die jedoch nur eine Approximation des
Optimums liefern können. Als Verfahren können beispielsweise gerichtete
Verfahren wie das Gradientenabstiegsverfahren, stochastische Verfahren
wie genetische Algorithmen oder Simulated Annealing oder auch eine voll-
ständige Suche eingesetzt werden. Die Konvergenzgeschwindigkeit der
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Durch die Erweiterung der Bildsignalverarbeitung auf die physikalische
Domäne können durch neuartige Computational Cameras auch andere im
Licht enthaltenen Informationen als örtliche Intensitäten erfasst werden.
Damit können derartige Systeme in immer mehr Anwendungsgebieten
eingesetzt werden. Aufgrund des problembezogenen Entwurfs beim Com-
putational Imaging ist ein konkretes Kamerasystem jedoch nur für eine
spezifische Anwendung konzipiert. Die Umsetzung der optischen Signal-
verarbeitung in konkrete Hardware erschwert eine flexible Anpassung
oder Änderung der Parameter des Kamerasystems. Insbesondere in ei-
nem prototypischen Entwicklungsstadium liegt das Hauptaugenmerk
der Implementierung üblicherweise auf der Erfüllung einer bestimmten
geforderten Funktion und nicht auf Flexibilität.
In der Einteilung nach Zhou und Nayar [112] kann sich sowohl der
Ort der zusätzlichen optischen Komponenten als auch deren Typ je nach
Anwendung ändern. Der Umbau einer Computational Camera auf eine gänz-
lich andere Problemstellung ist daher nur schwer möglich. Beschränkt
man sich auf eine bestimmte optische Komponente, können immer noch
mehrere unterschiedliche Anwendungen realisiert werden. Zum Beispiel
können codierte Blenden zur Tiefenextraktion [8, 46, 49, 100, 110], zur
Verbesserung der Schärfentiefe [45, 49, 56] oder zur Aufnahme eines 4D-
Lichtfelds [44, 51, 100] verwendet werden. Die Ansätze unterscheiden
sich dabei in der Form und der Position der Blende. Doch auch in diesem
eingeschränkten Anwendungsfeld ist eine Änderung dieser Blendenpara-
meter nicht immer einfach möglich und erfordert zumeist einen manuellen
Eingriff, der eine erneute Kalibrierung des Systems zur Folge haben kann.
Selbst bei der Beschränkung auf ein konkretes Anwendungsgebiet kann
eine flexible Implementierung der optischen Signalverarbeitung hilfreich
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und notwendig sein. Wiederum am Beispiel der Tiefenextraktion mit co-
dierten Blendenpaaren hat Levin [48] gezeigt, dass die optimalen Sys-
temparameter einer Computational Camera sich bezüglich der äußeren Be-
dingungen ändern können. Wie bereits in Kapitel 2 beschrieben, liegen
in Abhängigkeit der absoluten Intensität des einfallenden Lichts unter-
schiedliche Rauschbedingungen vor. Bei dunklen Bedingungen liegt vor-
nehmlich additives Bildrauschen der Kameraelektronik vor. Dagegen ist
bei hellen Bedingungen das multiplikative Photonenrauschen dominant.
Da die Anzahl der einfallenden Photonen auch von der Form der Blende
selbst abhängt, ergeben sich abhängig vom vorliegenden Störszenario
unterschiedliche optimale Blendenformen.
Um neuartige Kamerasysteme des Computational Imaging trotzdem in-
nerhalb des durch die verwendeten optischen Komponenten ermöglichten
Rahmens breit anwenden und adaptiv auf vorliegende äußere Bedingun-
gen anpassen zu können, müssen die zusätzlichen Komponenten im Licht-
weg flexibel einstellbar oder sogar programmierbar implementiert werden.
Nach einer Übersicht über derartige Ansätze wird in diesem Kapitel ei-
ne im Rahmen dieser Arbeit aufgebaute Kamera mit programmierbarer
Apertur beschrieben und charakterisiert.
3.1 Stand der Technik
Zunächst werden flexible Ansätze und programmierbare Systeme aus der
Literatur, die allgemein unter den Oberbegriff Computational Imaging fallen,
vorgestellt. Anschließend werden bestehende Ansätze des in dieser Arbeit
behandelten Falls einer programmierbaren Blende sowie damit verwandte
Arbeiten näher betrachtet.
3.1.1 Adaptive Verfahren
Adams et al. [2] haben mit der Frankencamera eine flexibel einstellbares
und programmierbares Framework, bestehend aus Kamerahardware und
zugehöriger Software, geschaffen. Neben der Kontrolle der kameraeige-
nen Parameter wie Fokus oder Belichtung bei der Aufnahme lassen sich
auch externe Peripheriegeräte programmieren und mit der Aufnahme
synchronisieren. Auf diese Weise kann beispielsweise eine in Zeitrichtung
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flexibel codierbare Beleuchtung während der Aufnahme realisiert und
damit Bewegungsunschärfe mit einer Entfaltung reduziert werden.
Auf ähnliche Weise funktioniert die von Raskar et al. [82] konstruierte
Kamera, die mit einem ferroelektrischen Shutter ausgestattet ist. Damit
lässt sich die Belichtung in Zeitrichtung codieren. Bei der klassischen Be-
lichtung wird das Bildsignal in Zeitrichtung mit einem Rechteckfenster
gefaltet, wodurch Signalanteile unwiederbringlich verloren gehen. Durch
die Belichtung gemäß einer binären Pseudozufallsfolge, die ein breitban-
diges Spektrum aufweist, können mehr Signalfrequenzen erfasst werden.
Anschließend kann durch eine Entfaltung das ursprüngliche Bildsignal
ohne Bewegungsunschärfe rekonstruiert werden.
Kameras mit mechanisch bewegbarem Bildsensor während der Belich-
tung können, ähnlich wie bei codierten Blenden, je nach Art der Bewegung
unterschiedlich eingesetzt werden. Cho et al. [19] bewegen während der
Belichtung den Sensor mithilfe zweier aufeinander platzierter Stelltische.
Die Stelltische können entlang einer Raumrichtung programmierbar be-
wegt werden. Sie sind so ausgerichtet, dass diese beiden Richtungen ortho-
gonal zueinander und orthogonal zur optischen Achse stehen. Sofern die
relative Sensorbewegung mit der Bewegung eines Objektes übereinstimmt,
kann dieses scharf abgebildet werden. Um auch beliebig bewegte Objekte
in der Szene ohne Informationsverlust erfassen zu können, nehmen die
Autoren zwei Bilder auf, bei denen jeweils ein Stelltisch eine bezüglich der
Zeit parabelförmige Bewegung durchführt. Damit wird pro Richtung die
Geschwindigkeit des Sensors linear variiert. Mit der bekannten Sensorbe-
wegung wird anschließend mit einer lokalen Entfaltung die auftretende
Bewegungsunschärfe kompensiert.
Ben-Ezra et al. [9] verwenden zwei Gleichstrommotoren, um den Bild-
sensor einer Videokamera in der Zeit zwischen den Frames senkrecht
zur optischen Achse zu verschieben. Die Autoren nennen diesen Aufbau
Jitter-Kamera. Damit kann das Ort-Zeit-Volumen besser abgetastet werden
und es lässt sich nachträglich die örtliche Auflösung der Aufnahmen mit
Ansätzen zur Super-Resolution-Rekonstruktion verbessern. Die Firma Pixe-
ra realisiert diesen Ansatz durch ein verkippbares Glasplättchen vor dem
Sensor, das das einfallende Lichtfeld relativ zum Sensor verschiebt [76].
Kuthirummal et al. [43] nutzen einen Linearstelltisch, um den Bildsensor
während der Belichtung entlang der optischen Achse zu bewegen. Auf
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diese Weise werden unterschiedliche Tiefen der Szene während der Auf-
nahme scharf abgebildet. Durch die bekannte Bewegung des Sensors lässt
sich durch eine Entfaltung die Schärfentiefe flexibel einstellen. Eine linea-
re Bewegung des Sensors ermöglicht die Erweiterung der Schärfentiefe,
wohingegen mit einer nichtlinearen Bewegung sogar mehrere, nicht zu-
sammenhängende Entfernungsbereiche scharf abgebildet werden können.
In Kombination mit einem Rolling Shutter können darüber hinaus entspre-
chend der Scheimpflug-Bedingung verkippte oder sogar nicht-planare
Fokusebenen realisiert werden
Eine räumlich flexible Beleuchtung wurde von Gruna [31] in einem
koaxialen Kamera-Projektor-System realisiert. Mit diesem System kann
durch Lichttransportinvertierung ein Prüfobjekt derart beleuchtet werden,
dass lediglich Abweichungen von der Referenzszene als Kontrastmerkma-
le sichtbar sind. Durch die Änderung des projizierten Lichtmusters kann
das System adaptiv auf die jeweilige Referenzszene angepasst werden. In
derselben Arbeit entwickelt Gruna ein katadioptrisches Projektor-Kamera-
System, das es ermöglicht, durch gewichtete Superposition von Basis-
beleuchtungsmustern aufgabenspezifische Reflektanzmerkmale optisch
aufzunehmen. In beiden Fällen ist die Beleuchtung durch die Nutzung
eines handelsüblichen Projektors räumlich und zeitlich programmierbar
und kann so adaptiv auf die konkrete vorliegende Szene angepasst wer-
den.
3.1.2 Adaptive Blendencodierung
Adaptive Elemente im Lichtweg einer Kamera wurden schon früh für
verschiedene Anwendungen vorgeschlagen. Fujikake et al. [26] platzieren
ein programmierbares Polarisationsfilter vor einer Videokamera. Das pro-
grammierbare Polarisationsfilter wird durch ein festes Polarisationsfilter
mit zwei davor platzierten twisted nematic Flüssigkristallzellen (TN-LC)
realisiert, die abhängig von den angelegten Spannungen den Polarisations-
winkel des durchfallenden Lichts drehen. Auf diese Weise lassen sich line-
ar polarisierte Anteile des Lichts, die beispielsweise bei der Reflexion an
spiegelnden Oberflächen gemäß der Fresnel’schen Formeln [38] entstehen,
unterdrücken. Die Autoren entfernen so das reflektierte Licht an Glasschei-
ben und Wasseroberflächen, um dahinter liegende Objekte sichtbar zu
machen. Durch die frei einstellbare Filterrichtung des Polarisationsfilters
56
3.1 Stand der Technik
kann die Kamera adaptiv auf den Polarisationszustand der gerade betrach-
teten Szene angepasst werden. Da das adaptive Polarisationsfilter keine
örtliche Variation erlaubt, wirkt das Filter grundsätzlich homogen auf das
gesamte Bild, weshalb immer nur eine Polarisationsrichtung vollständig
herausgefiltert werden kann.
Nayar und Branzoi [65] montieren ein transmissives Flüssigkristalldis-
play (LCD) vor einer Kamera. LCDs sind durch Platzierung von Polarisati-
onsfiltern vor und hinter dem Flüssigkristall in der Lage, die Lichtintensi-
tät unabhängig des Polarisationszustands zu dämpfen. Darüber hinaus ist
das LCD örtlich aufgelöst, d. h. Licht kann in Abhängigkeit des Ortes ge-
dämpft werden. Die Autoren nutzen diesen Aufbau zur Erweiterung des
dynamischen Helligkeitsbereichs der Kamera. An Stellen hoher Lichtin-
tensität wird die Dämpfung des LCDs entsprechend hoch gewählt, damit
der Sensor nicht voll ausgesteuert wird und keine Information verloren
geht. Da sich das LCD nahe der Aperturebene befindet, müssen die LCD-
Pixel mithilfe einer Homographie-Matrix den Sensorpixeln geometrisch
zugeordnet werden. Mit der am Sensor gemessenen Intensität und dem
Wissen, wie stark das Licht durch das LCD gedämpft wurde, lässt sich
die ursprüngliche Intensität bestimmen und ein sogenanntes high dyna-
mic range-Bild (HRD) erstellen. Die Autoren nutzen einen regelbasierten
Algorithmus, um während der Videoaufnahme kontinuierlich die opti-
malen Dämpfungsparameter des LCDs für die aktuelle Szene derart zu
bestimmen, dass weder eine Sättigung des Sensors noch große Quantisie-
rungsfehler aufgrund einer zu geringen Lichtintensität auftreten.
Mannami et al. [59] nutzen ebenfalls ein LCD zur Aufnahme eines HDR-
Bildes. Im Gegensatz zum vorigen Fall verwenden die Autoren jedoch ein
reflektives LCD (LCoS, Liquid Crystal on Silicon), das anstelle eines zweiten
Polarisationsfilters eine reflektive Schicht besitzt. Da bei diesem LCD-Typ
die Verdrahtung der Pixel hinter der reflektiven Schicht platziert ist und
damit nicht durchleuchtet wird, besitzt es eine höhere Lichteffizienz als
ein transmissives LCD, bei dem sich die Verdrahtung negativ auf den
Füllfaktor auswirkt. Allerdings muss der Lichtweg in der Kamera über
einen Strahlteiler umgelenkt und über Relaisoptiken verlängert werden,
damit das einfallende Licht am LCD reflektiert und anschließend auf
den Sensor fallen kann. Somit kann kein Standardobjektiv verwendet
werden. Dafür kann das LCD in einer Ebene platziert werden, die scharf
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auf den Sensor abgebildet wird, weshalb die LCD-Pixel unmittelbar den
Sensorpixeln zugeordnet werden können.
Nagahara et al. [62] verwenden ebenfalls einen Strahlteiler mit Relaisop-
tik, um eine reflektierende Apertur mit einem LCoS-Element zu realisieren.
Diesen Aufbau nutzen die Autoren für die sequentielle Lichtfeldaufnahme
und zur Bildrestauration bei Defokussierung.
Zomet und Nayar [116] realisieren eine programmierbare Apertur für
ein linsenloses Abbildungssystem mit einem transmissiven LCD. Um ohne
Linse eine scharfe Abbildung zu ermöglichen, muss, entsprechend dem
Modell einer Lochkamera, der durchlässige Bereich des LCDs sehr klein
gewählt werden. Durch Änderung der Position dieses Bereichs kann der
Blickwinkel der Kamera verändert werden, ohne das System tatsächlich
zu bewegen. Wird die Apertur durch eine oder mehrere weitere Schich-
ten realisiert, lassen sich beispielsweise mehrere Bildausschnitte optisch
auswählen und nebeneinander auf dem Sensor arrangieren, mit jeweils
unabhängig wählbarer Vergrößerung. Für die Implementierung dieser
komplexeren geometrischen Operationen verwenden die Autoren jedoch
keine zweite programmierbare Schicht, sondern eine feste physikalische
Apertur. Durch die fehlende Sammellinse erfordert dieses System längere
Belichtungszeiten als klassische Kameras.
Liang et al. [51] verwenden eine Kamera mit einer programmierba-
ren Apertur zur sequentiellen Aufnahme eines 4D-Lichtfelds mit voller
Ortsauflösung. Dabei werden mit jeder Aufnahme mehrere Ansichten
des Lichtfelds gleichzeitig, entsprechend einem zuvor durch Optimie-
rung ermittelten Multiplexing-Muster, erfasst und anschließend in einem
Demultiplexing-Schritt voneinander getrennt. Durch die gleichzeitige Auf-
nahme mehrerer Ansichten wird pro Ansicht und pro Aufnahme mehr
Licht gesammelt und damit das SNR gegenüber der Aufnahme der Ein-
zelansichten verbessert. Für den experimentellen Nachweis verwenden
die Autoren zwei Prototypen mit programmierbarer Apertur. Beim ersten
Prototyp ist die Apertur durch ein bedrucktes Folienband realisiert, das
mechanisch durch einen Spalt zwischen Kamera und Objektiv bewegt
wird. Auf dem Band sind die unterschiedlichen Muster zur Lichtfeldauf-
nahme gedruckt. Der zweite Prototyp verwendet ein transmissives LCD
mit einer Auflösung von lediglich 7 × 7 Pixeln, das ebenfalls zwischen
Kamera und Objektiv platziert ist. In beiden Fällen entspricht die Position
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der Blende nur näherungsweise der Aperturebene. Durch den Freiraum
zwischen Kamera und Objektiv wird darüber hinaus die Bildweite di des
Systems vergrößert, weshalb nicht mehr auf Unendlich fokussiert wer-
den kann. Durch die Öffnung wird das System auch anfällig gegenüber
Fremdlicht und Verschmutzungen.
3.2 Objektivumbau
Zum Vergleich mit dem in Kapitel 2 dargestellten Simulationsverfahren
und zum Nachweis der Leistungsfähigkeit eines damit simulativ entwor-
fenen und optimierten Ansatzes des Computational Imaging ist ein prototy-
pischer Aufbau des Kamerasystems notwendig. Dazu wurde im Rahmen
dieser Arbeit ein Kamerasystem mit programmierbarer Apertur aufge-
baut. Damit lassen sich sämtliche Anwendungen der Blendencodierung
erproben.
Die Anforderungen an den Aufbau folgen direkt aus den obigen Be-
trachtungen des Stands der Technik mit dem Ziel, diesen zu verbessern.
Die Anforderungen können wie folgt zusammengefasst werden:
1. Eine Änderung der Blendenform soll programmierbar, also ohne
manuellen Eingriff, möglich sein. Damit soll die Anpassung der
Blendenparameter im laufenden Betrieb ermöglicht und eine poten-
zielle Änderung der Positionen der Komponenten bei einem solchen
Eingriff vermieden werden, welcher eine erneute Kalibrierung er-
forderlich machen würde.
2. Das programmierbare Element soll möglichst exakt in der Apertur-
ebene platziert werden. In diesem Fall kann die Auswirkung der
Blende als eine Faltung des ideal scharfen Abbilds der Szene mit der
PSF angesehen werden. Bei abweichender Blendenposition muss
zur Betrachtung der Auswirkung der Blende das 4D-Lichtfeld im
Objektiv herangezogen werden [44, 67].
3. Die Abbildungsqualität soll vergleichbar mit der Qualität einfacher
kommerziell verfügbarer Objektive sein.
4. Trotz der programmierbaren Komponente in der Aperturebene sol-
len die grundlegenden Funktionalitäten eines Objektivs ermöglicht
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werden. Insbesondere die Einstellung der Fokusweite bis auf Un-
endlich soll möglich sein.
5. Der Aufbau soll möglichst robust gegenüber Fremdlichteinflüssen
und Verschmutzungen sein.
In dieser Arbeit wurde ein kommerziell verfügbares Objektiv als Grund-
lage verwendet und entsprechend den Anforderungen modifiziert. Dies
hat den Vorteil, dass aufgrund der unterschiedlichen Korrekturmaßnah-
men heutiger Objektive eine sehr gute Abbildungsqualität erreicht wer-
den kann. Eine komplette Neugestaltung eines Objektivs, beispielsweise
mit einer einfachen Sammellinse, würde zu stärkeren Abbildungsfehlern
führen. Ferner ist das System bei der Verwendung weit verbreiteter Objek-
tivbajonettsysteme nicht auf die Verwendung einer bestimmten Kamera
angewiesen, sondern kann mit verschiedenen Kameras genutzt werden.
Um die Abbildungseigenschaften des verwendeten Objektivs beibehal-
ten zu können, sollte das Objektiv möglichst wenig verändert werden.
Daher wird ein Aufbau ohne Strahlteiler und zusätzliche Relaisoptik, wie
in den Aufbauten von Mannami et al. [60] und Nagahara et al. [62], bevor-
zugt. Es wird also als programmierbare Apertur ein transparentes Element
benötigt. In dieser Arbeit wird ein transmissives LCD verwendet, das eine
berührungslose Änderung der Blendenform ermöglicht.
Für die optimale Wirkung der Blende muss das LCD in der Apertur-
ebene des Objektivs platziert werden. Da Objektive heute bereits mit
einer mechanisch verstellbaren Blende ausgestattet sind, kann die Position
dieser Blende als Näherung der Aperturebene angesehen werden. Eine
Platzierung des LCDs dort hat auch den Vorteil, dass das Objektiv an die
Kamera angeschlossen werden kann. Somit wird das Auflagemaß des
Objektivs nicht verändert wie beispielsweise in der Arbeit von Liang et al.
[51]. Damit kann das Objektiv auf alle zuvor möglichen Entfernungen
fokussiert werden. Es entsteht keine große Öffnung, durch die Fremdlicht
oder Schmutz in das System gelangen kann.
Als Objektiv wurde in dieser Arbeit ein AF Nikkor 50 mm f/1,8 Normalob-
jektiv von Nikon verwendet. Durch die feste Brennweite des Objektivs gibt
es vergleichsweise wenig bewegliche Teile im Inneren, was die Integration
des LCDs erleichtert. Das Objektiv ist aus zwei Linsengruppen aufgebaut,
zwischen denen die Lamellen der mechanischen Blende platziert sind. Mit




















Abbildung 3.1 Aufbau des Objektivs mit programmierbarer Apertur.
einerseits viel Licht erfasst werden, was sich positiv auf das SNR auswirkt,
und andererseits kann eine große Fläche für die programmierbare Blende
genutzt werden. Mit dem weit verbreiteten F-Bajonett-Anschluss kann das
Objektiv unmittelbar an zahlreiche Kameras angeschlossen werden.
Als programmierbare Blende dient ein grafisches DOGM 128S-6 Display
von Electronic Assembly mit einer Pixelauflösung von 128× 64. Die aktive
Fläche dieses transmissiven LCDs reicht gerade aus, um die Blenden-
öffnung des Objektivs vollständig zu überdecken. Die Pixelverdrahtung
nimmt 7 % der aktiven Fläche ein. Die Pixel können lediglich binär ge-
schaltet werden.
In Abbildung 3.1 ist der schematische Aufbau des Objektivs mit pro-
grammierbarer Apertur dargestellt. Aufgrund der beweglichen Lagerung
der Linsengruppen innerhalb des ursprünglichen Objektivgehäuses ist
es nicht möglich, das LCD im Gehäuse zu platzieren und gleichzeitig die
Möglichkeit der Fokussierung zu bewahren. Daher wurde das äußere Ge-
häuse des Objektivs vollständig entfernt und der innere Teil zwischen den
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Abbildung 3.2 Ansichten des Objektivs mit programmierbarer Apertur.
beiden Linsengruppen aufgeteilt. Die ursprüngliche mechanische Blende
wurde im vollständig geöffneten Zustand fixiert. Die beiden Objektivteile
werden von zwei Fassungen, die fest miteinander verschraubt werden
können, gehalten. Dabei wurde besonders darauf geachtet, den ursprüng-
lichen Abstand der beiden Linsengruppen und die Ausrichtung an der
optischen Achse beizubehalten, um die Abbildungseigenschaften nicht
negativ zu beeinflussen. Zwischen den beiden Fassungen kann das LCD
platziert werden. Die beiden verschraubten Fassungen mit LCD werden
von einer dritten Fassung gehalten, bleiben jedoch entlang der optischen
Achse verschiebbar. An dieser dritten Fassung wird das Objektivbajonett
für die Verbindung zur Kamera befestigt. Über die Verschiebung der bei-
den Linsengruppen in der dritten Fassung kann der Fokus des Objektivs
eingestellt werden, wobei eine Verschiebung so weit wie möglich zur
Kamera hin einer Fokussierung auf Unendlich entspricht. Die Konstrukti-
onszeichnungen der drei Fassungen sind in Anhang B beigefügt.
In Abbildung 3.2 sind zwei Ansichten des modifizierten Objektivs dar-
gestellt. Die Fassungen wurden für eine geringe Verformbarkeit und eine
hohe Stabilität aus Aluminium angefertigt. Die gewünschten Blenden-
muster können von einem PC aus per USB-Schnittstelle an ein Arduino
Mikrocontroller-Board übermittelt werden, das dann das LCD per SPI-
Schnittstelle ansteuert. Im Rahmen dieser Arbeit wird das Objektiv stets
in Verbindung mit einer Prosilica GT4907C CCD-Farbkamera von Allied





In diesem Abschnitt werden die Eigenschaften des modifizierten Objek-
tivs mit programmierbarer Apertur untersucht. Zunächst wird überprüft,
inwiefern sich die grundlegenden Objektiveigenschaften durch die Mo-
difikation geändert haben. Anschließend werden die Eigenschaften der
programmierbaren Apertur näher betrachtet.
In Abbildung 3.3 werden zwei Aufnahmen eines 70 cm von der Kamera
entfernten Wörterbuches gegenübergestellt. Die Aufnahmen wurden le-
diglich aus den Originalaufnahmen ausgeschnitten, die Auflösung wurde
nicht verringert. Eine Aufnahme wurde mit dem modifizierten Objektiv,
bei dem das LCD nicht eingesetzt wurde, erstellt. Die andere mit einem
Objektiv im Originalzustand, bei dem die mechanische Blende vollständig
geöffnet wurde. Beide Objektive wurden manuell so eingestellt, dass die
Szene so scharf wie möglich abgebildet wird.
Bezüglich der erreichten Schärfe weisen die beiden Aufnahmen keine
signifikanten Unterschiede auf, d. h. die Abbildungsqualität des Objektivs
wurde durch die De- und Neumontage nicht maßgeblich beeinflusst. Es
fällt allerdings eine zwischen den beiden Aufnahmen leicht unterschied-
liche Vergrößerung auf, was auf eine Änderung der Brennweite f beim
Einbau des LCDs hindeutet.
(a) Modifiziertes Objektiv. (b) Unmodifiziertes Objektiv.
Abbildung 3.3 Aufnahmen zur Beurteilung der Abbildungsqualität.
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Theorie (f = 50 mm)
Theorie (f = 52,4 mm)
Abbildung 3.4 Bestimmung der Brennweite f des modifizierten Objektivs.
dabei die Bildweite di und die Gegenstandsweite do erfasst. Als Apertur-
ebene wurde die Ebene definiert, in der das Display eingebaut werden
kann. Die ermittelten Messpunkte sind in Abbildung 3.4 dargestellt. Nach
der Abbildungsgleichung ergibt sich bei bekannter Brennweite f eine
scharfe Abbildung von Objekten in der Gegenstandsweite do, in Abhän-





Mithilfe dieses Zusammenhangs wurde die Brennweite des modifizierten
Objektivs zu f = 52,4 mm aus den Messpunkten mittels Regressionsanaly-
se bestimmt. Mit dieser Brennweite stimmt, im Gegensatz zur ursprüng-
lichen Brennweite von f = 50 mm, der theoretische Verlauf der scharf
abgebildeten Gegenstandsweite in Abbildung 3.4 sehr gut mit dem gemes-
senen Verlauf überein, weshalb im Folgenden stets von der korrigierten
Brennweite ausgegangen wird.
Die Fassungen des modifizierten Objektivs erlauben die Wahl der Bild-
weite di im Bereich von 52 bis 73,2 mm. Dies entspricht einer Fokussierung
auf Gegenstandsweiten do von 18,4 cm bis auf Unendlich. Im kleinen Be-
reich der Bildweite mit di < f ist keine reelle Abbildung möglich, weshalb
dieser nicht genutzt wird.
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Zur Bestimmung der Brennweite des modifizierten Objektivs wurde
eine Testszene aus unterschiedlichen Entfernungen scharf abgebildet und
3.3 Objektivcharakterisierung
∆do = −10 cm ∆do = −5 cm ∆do = 0 cm ∆do = 5 cm ∆do = 10 cm
Abbildung 3.5 Aufgenommene Impulsantworten des modifizierten Objektivs für unter-
schiedliche Gegenstandsweiten. Brennweite f = 52,4 mm, Blendenzahl k = 1,8, Bildweite
di = 60,3 mm und Gegenstandsweite do = do,fok + ∆do.
verschiedenen Entfernungen do = do,fok + ∆do, mit do,fok = 40 cm. Bei
den dargestellten PSFs befand sich die LED stets auf der optischen Achse,
um zunächst nur den Effekt der sphärischen Aberration zu beurteilen.
Außerdem wurden die Aufnahmen in Graustufenbilder umgewandelt.
Insgesamt weist das Objektiv keine nennenswerten sphärischen Aberra-
tionen auf. Inhomogenitäten in den abgebildeten PSFs können auch auf
die nichtideale und inhomogene Anregung durch die LED zurückgeführt
werden. Die prinzipielle Gestalt der aufgenommenen PSFs ähnelt eher den
simulierten idealen PSFs aus Abbildung 2.17 als denen einer simulierten
dicken Linse aus Abbildung 2.18.
Die Abbildungseigenschaften bei schrägem Lichteinfall werden anhand
der in Abbildung 3.6 dargestellten Aufnahmen untersucht. Darin wurde
die LED in der senkrecht zur optischen Achse stehenden Ebene verschoben
und somit aus unterschiedlichen Winkeln zur optischen Achse betrachtet.
Es ist erkennbar, dass die Form mit zunehmendem Beobachtungswinkel
immer stärker von der idealen Kreisform abweicht. Die Art der Verfor-
mung und die weiterhin nahezu homogene Intensitätsverteilung der PSFs
entsprechen in der Simulation der Auswirkung einer Aperturblende wie
in Abbildung 2.22. Der Effekt der Koma, wie in der simulierten Abbil-
dung 2.19, ist nicht zu beobachten und kann daher beim modifizierten
Objektiv vernachlässigt werden.
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Die Beurteilung der Abbildungsfehler des modifizierten Objektivs ge-
schieht anhand der PSFs, die durch Abbildung einer kleinen LED auf-
genommen wurden. Abbildung 3.5 zeigt die Aufnahmen der LED aus
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α = α0 = 0◦ α = α1 α = α2 α = α3 α = α4
Abbildung 3.6 Aufgenommene Impulsantwort des modifizierten Objektivs aus unterschied-
lichen Winkeln α zur optischen Achse. Auf optische Achse projizierte Objektentfernung
do = 35 cm, Bildweite di = 60,3 mm, αi < αj für i < j, mit i, j = 0, . . . , 4.
des Objektivs unterstreicht. Wie auch schon bei Abbildung 3.5 weist die
aufgenommene Intensität für ∆do > 0 eine größere Varianz auf als für
∆do < 0, was wiederum aus der inhomogenen Anregung folgen kann.
Abbildung 3.8 zeigt schließlich eine unscharfe Farbaufnahme einer wei-
ßen LED. Diese besitzt zwar kein kontinuierliches Spektrum, regt aber je
nach Bauart zwei oder mehr unterschiedliche Wellenlängen an. Die PSF
weist leichte Farbsäume in Gelb und Blau auf, also gerade in den spektra-
len Bereichen, die durch handelsübliche weiße LEDs angeregt werden. Die
Farbsäume fallen im Vergleich zur Simulation aus Abbildung 2.21 äußerst
gering aus. Die chromatische Aberration des modifizierte Objektivs kann
daher im Folgenden vernachlässigt werden.
∆do = −10 cm ∆do = −5 cm ∆do = 0 cm ∆do = 5 cm ∆do = 10 cm
Abbildung 3.7 Aufgenommene Impulsantwort des modifizierten Objektivs aus schräger
Sicht für unterschiedliche Gegenstandsweiten. Auf optische Achse projizierte Objektentfer-
nung do = do,fok + ∆do, Bildweite di = 60,3 mm.
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In Abbildung 3.7 wurde zur Beurteilung des auftretenden Astigma-
tismus zusätzlich aus schräger Sicht die Gegenstandsweite variiert. Die
grundlegende Form der PSF verändert sich nur geringfügig in Abhän-
gigkeit der Gegenstandsweite, was die guten Abbildungseigenschaften
3.3 Objektivcharakterisierung
Abbildung 3.8 Farbaufnahme der Impulsantwort des modifizierten Objektivs. Bildweite
di = 60,3 mm, Brennweite f = 52,4 mm, Blendenzahl k = 1,8 und Gegenstandsweite
do = do,fok − 5 cm.
3.3.1 Blendengeometrie
Für die folgenden Untersuchungen bezüglich der programmierbaren Aper-
tur wurde das modifizierte Objektiv in Verbindung mit dem LCD verwen-
det. Abbildung 3.9 zeigt zwei damit aufgenommene PSFs. Bereits anhand
der in Abbildung 3.9(a) sichtbaren Verdrahtung des LCDs, aber vor allem
anhand der Orientierung des Streifenmusters aus Abbildung 3.9(b) lässt
sich der Winkel zwischen den Pixelkoordinatensystemen des LCDs und
des Bildsensors bestimmen. Dieser beträgt im vorliegenden Fall 7,3◦, was
später bei der in Kapitel 4 diskutierten Anwendung berücksichtigt werden
muss.
(a) Durchlässig geschaltetes LCD. (b) LCD mit Streifenmuster.
Abbildung 3.9 PSFs des modifizierten Objektivs mit unterschiedlichen LCD-Mustern.
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Punktlichtquelle
ObjektivSensor
Abbildung 3.10 Schema der Anordnung zur Bestimmung der nutzbaren Displayfläche und
der PSF.
Nur ein Teil der aktiven Fläche des LCDs befindet sich tatsächlich im
Lichtweg des Objektivs. Zur Bestimmung dieser Fläche wird der in Abbil-
dung 3.10 dargestellte Aufbau verwendet. Zur Aufnahme der PSF wird
eine Punktlichtquelle unscharf abgebildet. Das auf dem LCD dargestellte
Muster wird so unmittelbar im Bild sichtbar. Durch das Verschieben von
horizontalen und vertikalen lichtdurchlässigen Streifenmustern auf dem
LCD kann die sichtbare aktive Displayfläche in der Genauigkeit eines
Pixels bestimmt werden (vgl. Abbildung 3.9(b)). Mit dem Aufbau sind
in horizontaler Richtung 56 Pixel und in vertikaler Richtung 48 Pixel, zu-
mindest teilweise, sichtbar. Die Pixel des verwendeten LCDs sind nicht
quadratisch, sondern haben, exklusive Verdrahtung, eine Abmessung von
360 µm×420 µm. Die Verdrahtung ist in beide Richtungen mit einer Stärke
von 15 µm angegeben. Da beim verwendeten kommerziellen Objektiv von
einer perfekt kreisförmigen Apertur ausgegangen werden kann, entspricht
die nutzbare Fläche des LCDs einem Kreis mit einem Durchmesser von
20,565 mm ± 0,3 mm. Die Unsicherheit von 0,3 mm ergibt sich, da in der
Aufnahme der PSF die Längen nur in ganzen Pixeln und nicht in Anteilen
eines Pixels abgelesen wurden.
Die minimale Blendenzahl des ursprünglichen Objektivs wird mit f/1,8
angegeben. Mit der Brennweite von f = 50 mm ergibt sich daraus ein
maximaler Durchmesser der Öffnung des ursprünglichen Objektivs von
D = 27,8 mm, was signifikant größer als die ermittelte nutzbare Dis-
playfläche ist. Dies legt die Vermutung nahe, dass die mechanischen
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Blendenlamellen, an deren Position das LCD eingebaut wurde, nicht in
der effektiven Aperturebene platziert waren. Nichtsdestotrotz wird zur
Modellierung der Kamera im Folgenden ein Modell mit einer einzelnen
Linse verwendet, bei dem sich die codierte Apertur exakt in der Aper-
turebene, also der Linsenebene, befindet. Die Auswirkung der Apertur
auf das ideale Eingangsbild entspricht dann mathematisch einer Faltung.
Die hohe Abbildungsqualität der PSFs aus Abbildung 3.9, z. B. die Tatsa-
che, dass die Pixelverdrahtung mit einer angegeben Stärke von 15 µm gut
sichtbar ist, rechtfertigen diese Vereinfachung.
3.3.2 Transmissionseigenschaften
Die Transmissionseigenschaften des verwendeten LCDs werden anhand
der in Abbildung 3.11 dargestellten Aufnahmen des durchleuchteten LCDs
in abgedunkelter Umgebung charakterisiert. Durch eine Normalisierung
mit einer Referenzaufnahme wurden die Abbildungen homogenisiert,
damit die Ergebnisse unabhängig von möglichen örtlichen Beleuchtungs-
variationen sind.
Das transmissive LCD dämpft auch im lichtdurchlässigen Zustand (Ab-
bildung 3.11(c)–(d)) einen Großteil des einfallenden Lichts. Hierfür sind
drei Einflüsse maßgeblich verantwortlich. Durch das erste Polarisationsfil-
ter wird nur der entsprechend der Filterrichtung polarisierte Anteil des
Lichts ungedämpft durchgelassen. Mit einem idealen Polarisationsfilter
würde bei unpolarisiertem Lichteinfall die Intensität um exakt 50 % sinken.
Weiterhin ist aufgrund der Verdrahtung der Pixel die LCD-Fläche nicht
vollständig lichtdurchlässig, was man direkt in der Aufnahme und an den
periodischen Abfällen im entsprechenden Intensitätsverlauf entlang einer
Bildzeile erkennen kann. Beim verwendeten LCD beträgt der Füllfaktor
93 %. Und schließlich wird vom Flüssigkristall selbst und durch das um-
schließende Glas Licht absorbiert. All diese Einflüsse wirken unabhängig
voneinander, so dass sich die Lichteffizienz verringert:
ηhell = ηPol · ηFüll · ηLC . (3.2)
Gemittelt über alle Pixel und Farbkanäle der Abbildungen 3.11(a) und (c)
verringert sich die Intensität durch das hell geschaltete LCD auf 54,6 %.
Damit ist unmittelbar ersichtlich, dass die Polarisationsfilter kein ideales
Dämpfungsverhalten aufweisen.
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Zum Weißabgleich wurden lediglich die einzelnen Farbkanäle mit für
die unterschiedlichen Abbildungen konstanten Faktoren gewichtet. Somit
lässt sich anhand des Intensitätsverlaufs aus Abbildung 3.11(d) folgern,
dass die Dämpfung zusätzlich von der Wellenlänge abhängt, insbesondere
der Grünanteil wird durch das LCD schwächer gedämpft als beispiels-
weise der Blauanteil. Daher weist die Aufnahme 3.11(c) einen leichten
Grünstich auf. Dieser kann beim Betrieb des LCDs als Blende jedoch durch
Anpassung der Parameter des Weißabgleichs kompensiert werden.
Umgekehrt wird durch das LCD im lichtundurchlässigen Zustand (Ab-
bildung 3.11(e)–(f)) das einfallende Licht nicht vollständig gedämpft. Der
durchgelassene Anteil kann auf drei Ursachen zurückgeführt werden:
Aufgrund des nichtidealen Verhaltens der Polarisationsfilter werden
Lichtanteile entgegen der Filterrichtung nicht vollständig gedämpft.
Einfache TN-Zellen bewirken keine ideale Drehung des Polarisa-
tionswinkels des einfallenden linear polarisierten Lichts, sondern
erzeugen zusätzlich einen zirkular polarisierten Anteil, der z. B. mit
der Methode nach Amaya et al. [6] bestimmt werden kann. Dieser
Anteil kann teilweise durch das zweite Polarisationsfilter dringen.
An der Pixelverdrahtung können störende Beugungen und Refle-
xionen auftreten, die den Polarisationszustand im LCD negativ be-
einflussen.
Beim verwendeten LCD tritt im dunklen Zustand ca. 10,5 % des einfal-
lenden Lichts durch das LCD. Dieses zusätzlich auf den Sensor fallende
Licht ist dem eigentlichen Nutzsignal stets überlagert:
g(p) = gNutz(p) + gStör(p) . (3.3)
Dies ist für die späteren Anwendungen oftmals unerwünscht, weshalb
der Störanteil kompensiert werden muss. Durch zusätzliche Aufnahme
eines Störbilds der Szene bei vollständig dunklem LCD kann der sze-
nenspezifische Störanteil erfasst werden. Unter Annahme einer linearen
Kamerakennlinie kann dann das Störbild gStör(p) von der Aufnahme mit
der gewünschten Apertur g(p) subtrahiert werden, um das Nutzsignal
gNutz(p) zu erhalten:

















(b) Intensitätsverlauf ohne LCD.
(c) Helles LCD.













(d) Intensitätsverlauf mit hellem LCD.
(e) Dunkles LCD.













(f) Intensitätsverlauf mit dunklem LCD.
Abbildung 3.11 Aufnahmen und kanalweise Intensitätsverläufe zur Untersuchung des
Transmissionsverhaltens des verwendeten LCDs.
Auf diese Weise wird außerdem die Intensitätsabweichung aufgrund des
Dunkelstroms µIT kompensiert.
Ein Nachteil dieser notwenigen Kompensation ist, dass sich die Kame-
raparameter und die Szene zwischen der eigentlichen Aufnahme und der
Aufnahme des Störanteils nicht ändern dürfen, weshalb der aufgebau-
te Prototyp nur für statische Szenen angewendet werden kann. Da die
Linearität der Kamerakennlinie sichergestellt sein muss, darf der Sensor
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bei der Aufnahme nicht in die Sättigung gebracht werden. In übersät-
tigten Bildbereichen ist keine zuverlässige Kompensation des Störanteils
möglich. Aus diesem Grund und weil durch die Subtraktion des Störan-
teils alle Intensitäten gedämpft werden, kann mit dem Prototyp der volle
Dynamikumfang des Sensors nicht ausgenutzt werden.
Des Weiteren sind, wie in Kapitel 2.4.1 diskutiert, die gemessenen In-
tensitäten beider Bilder g(p) und gStör(p) die Realisierungen von Zu-
fallsprozessen, deren Varianzen zu Bildrauschen führen. Die Varianz eines





+ σ2eg,Stör . (3.5)
Das Bildrauschen der Aufnahmen setzt sich aus dem Photonenrauschen
und dem Dunkelrauschen der Kamera zusammen. Aufgrund der hohen
Dämpfung des LCDs bei der Aufnahme des Störanteils gStör(p) ist hier
die Störleistung des Photonenrauschens wesentlich geringer als bei der
ursprünglichen Aufnahme g(p). Die Leistung des Dunkelrauschens ist
jedoch identisch, da dieselbe Belichtungszeit zur Aufnahme des Störan-
teils gewählt werden muss. Insgesamt wird bei Szenen mit gewöhnlicher
Beleuchtung durch das Entfernen des Störanteils gStör(p) das SNR trotz
der Verstärkung des Bildrauschens deutlich verbessert, da die Leistung




Der Mensch ist in der Lage, mit dem Sehsinn neben einem zweidimensio-
nalen Bild seiner Umgebung auch Informationen über Objektentfernun-
gen, also in der dritten Dimension, zu sammeln. Diese Information spielt
eine essentielle Rolle bei der Interaktion mit Objekten, denn sie erlaubt
die präzise Abstimmung eigener Bewegungen mit der unmittelbaren Um-
gebung. Auch für technische Systeme ist die Kenntnis der Entfernung zu
Objekten in der Umgebung von hoher Wichtigkeit.
Im Kontext des automatisierten Fahrens kommen zahlreiche Sensoren
zur 3D-Erfassung der Umgebung zum Einsatz. Diese tragen maßgeblich
zur Umfeldwahrnehmung bei, um Hindernisse zu erkennen, andere Ver-
kehrsteilnehmer wie Fahrzeuge oder Fußgänger zu verfolgen und um
deren zukünftiges Verhalten vorhersagen zu können [113]. Auch im Be-
reich der Robotik werden Entfernungsdaten zur sicheren Interaktion mit
der Umgebung oder bei der gleichzeitigen Lokalisierung und Kartierung
(engl. Simultaneous Localization and Mapping, SLAM) benötigt [16].
Bei der Mensch-Maschine-Interaktion, beispielsweise bei der Gestener-
kennung, ist Tiefeninformation von hohem Wert [18, 98]. Ausschließlich
erscheinungsbasierte Ansätze leiden unter dem Aperturproblem, das dazu
führt, dass bestimmte Bewegungen nur schwer voneinander zu unterschei-
den sind. Mithilfe von Entfernungsdaten können derartige Doppeldeutig-
keiten aufgelöst werden [107].
Die unterschiedlichen Merkmale zur Tiefenwahrnehmung des Men-
schen können nach MacAllister [55] in physische und psychische Merk-
male eingeteilt werden. Psychische Merkmale liefern Hinweise auf Ent-
fernungen anhand der Erscheinung von Objekten im Bild. Sie sind damit
unabhängig vom eigentlichen Sehprozess und beruhen auf Erfahrung.
Psychische Merkmale für (relative) Entfernungen sind z. B. das Verdecken
von fernen Objekten durch näher gelegene, die vertikale Abfolge von
Objekten im Bild oder die Kenntnis der groben absoluten Abmessung
von bekannten Objekten aus Erfahrung und Relation mit der Größe der
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Erscheinung im Bild. Im Kontext eines automatischen Sichtprüfsystems
fällt die Nutzung psychischer Merkmale in den Bereich der klassischen
Bildverarbeitung.
Die vier physischen Merkmale der Tiefenwahrnehmung sind:
Akkommodation: Damit sich die von einem Objektpunkt ausgehenden
Lichtstrahlen in einem Punkt auf der Netzhaut treffen, muss im Auge die
Brechkraft der Linse durch Verformung entsprechend der Objektentfer-
nung angepasst werden. Diese Anpassung der Brechkraft wird Akkom-
modation genannt.
Konvergenz: Das nach Innen Ausrichten der Augen, je näher sich ein
Objekt beim Betrachter befindet, wird als Konvergenz bezeichnet.
Binokularsehen: Die beiden unterschiedlichen Perspektiven, aus denen
ein nahes Objekt durch die zwei Augen beobachtet wird, werden im
Gehirn zu einem räumlichen Seheindruck kombiniert.
Bewegungsparallaxe: Die Bewegungsparallaxe bezeichnet das Phäno-
men, dass sich bei einer Änderung der Beobachtungsposition nahe Objekte
weiter verschieben als ferne.
Diese physischen Merkmale hängen direkt mit dem Sehprozess zusam-
men. Damit sind sie auch messtechnisch erfassbar und können durch
ein geeignetes System, z. B. aus dem Gebiet des Computational Imaging,
auch zur Tiefenextraktion genutzt werden. So beruhen Stereokamerasys-
teme auf dem Prinzip des Binokularsehens oder Depth-from-Focus- bzw.
Depth-from-Defocus-Ansätze auf der Akkommodation.
Es existieren weitere Messprinzipien, die aufgrund fehlender Sinnesor-
gane, zu kurzer Laufzeiten oder fehlender Anregungssignale dem Men-
schen nicht zugänglich sind. Darunter fallen alle laufzeitbasierten Entfer-
nungsmessverfahren, wie Radar (engl. radio detection and ranging), Lidar
(engl. light detection and ranging) oder ToF-Kameras (engl. time of flight),
sowie andere aktive Verfahren wie strukturierte Beleuchtung.
Aufgrund der unterschiedlichen Prinzipien wurde eine Vielzahl von
Methoden zur Tiefenmessung entwickelt [38]. Abbildung 4.1 zeigt zur
Übersicht eine mögliche Einteilung verschiedener optischer Tiefenmess-
verfahren.
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Abbildung 4.1 Übersicht über einige optische 3D- und Tiefenmessverfahren.
4.1 Stand der Technik
Aus den zahlreichen Prinzipien zur Tiefenmessung werden im Folgenden
zunächst allgemeine kamerabasierte Verfahren kurz vorgestellt und an-
schließend wird genauer auf Verfahren, die den Depth-from-Defocus-Ansatz
verfolgen, eingegangen. In beiden Fällen werden lediglich Verfahren zur
dichten Tiefenmessung, also Verfahren, welche die Tiefe einer gesamten
Szene ermitteln können und nicht nur an einem einzelnen Punkt, betrach-
tet.
4.1.1 Allgemeine kamerabasierte Verfahren
Stereokameras sind weit verbreitete Systeme zur dichten Tiefenmessung.
Aus der Verschiebung eines Objekts in den Bildern zweier Kameras lässt
sich bei bekanntem Kameraabstand, der sogenannten Basisweite, die Ent-
fernung des Objekts durch eine Triangulation berechnen. Die Herausforde-
rung besteht im Finden der Korrespondenzen, also der Bereiche der beiden
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Bilder, die dasselbe Objekt darstellen. Hierfür wurden in der Vergangen-
heit zahlreiche lokale und globale Verfahren vorgestellt [25]. Insbesondere
einige lokale Methoden können in Echtzeit berechnet werden. Eine aktuelle
Übersicht über die Leistungsfähigkeit von Stereokorrespondenzalgorith-
men bietet die Middlebury Stereo Evaluation [87]. Stereokamerasysteme
zeichnen sich durch ihren relativ einfachen Aufbau mit zwei Kameras im
starren Abstand der Basisweite aus. Durch die Wahl der Basisweite lässt
sich die Messempfindlichkeit des Systems beeinflussen. Für eine zuverläs-
sige Korrespondenzsuche in den Bildpaaren muss ausreichend Struktur in
den Szenen vorhanden sein. Bei periodischen oder konstanten Strukturen
parallel zur Verbindungslinie der Kameras ist mit Stereokameras keine
robuste Tiefenschätzung möglich.
Dem Problem einer für das Messverfahren ungeeigneten Anregung
durch die Szene begegnen Verfahren mit stukturierter Beleuchtung durch
eine aktive Beleuchtung der Szene mit einem geeigneten Muster. Das
Muster in der Szene wird von einer Kamera beobachtet, die sich versetzt
zur projizierenden Lichtquelle befindet. Durch Identifikation der Merk-
male des Musters im beobachteten Bild kann aus deren Position über
einer Triangulation die Tiefe der Szene bestimmt werden. Der Abstand
zwischen Kamera und Projektor beeinflusst die Messempfindlichkeit. Mit
der aktiven Beleuchtung sind Verfahren mit stukturierter Beleuchtung
weitestgehend unabhängig von der Textur und der sonstigen Beleuch-
tung der Szene. Daher eignen sie sich zur Erstellung hochpräziser dichter
Tiefenkarten [88]. Auch bei Anwendungen, bei denen keine kontrollierte
Umgebung vorliegt, aber trotzdem eine robuste Tiefenschätzung erforder-
lich ist, kommen häufig Verfahren mit strukturierter Beleuchtung zum
Einsatz, wie beim Microsoft Kinect Sensor [108] oder bei der Apple TrueDepth
Kamera [7]. Bei diesen Sensoren findet die Beleuchtung darüber hinaus
im Infrarotbereich statt, weshalb sie die menschliche Wahrnehmung der
Szene nicht beeinflussen.
Für Depth-from-Focus-Ansätze werden neben einer einzigen Kamera kei-
ne weiteren Komponenten benötigt. Die Tiefenformation wird hier aus
einer Bildserie mit unterschiedlichen Fokuseinstellungen extrahiert. Dar-
rell und Wohn [22] wählen pro Bildregion die Fokusweite des Einzelbildes
der Bildserie, welches in der betrachteten Region die meisten hochfre-
quenten Signalanteile aufweist, als Tiefe der Szene aus. Da klassische
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Aperturen Tiefpasscharakter besitzen, kann darauf geschlossen werden,
dass die betrachtete Bildregion in den anderen Aufnahmen unscharf abge-
bildet wurde. Alternative Gütemaße zur Bewertung der relativen Schärfe
eines Bildes einer Serie, wie beispielsweise ein gradientenbasiertes Maß
nach Krotkov [41], wurden auch im Kontext der automatischen Fokussie-
rung einer Kamera entwickelt. Malik und Choi [57] falten das Spektrum
der Aufnahme eines Kamerasystems mit zwei nebeneinander gelegenen
Eintrittspupillen mit der optischen Transferfunktion (OTF) des Systems
und leiten daraus ein Maß für die lokale Schärfe einer Aufnahme ab.
Suwajanakorn et al. [93] kombinieren den Depth-from-Focus-Ansatz mit
einem auf dem optischen Fluss basierten Verfahren, um die Bildserie einer
mit der Hand gehaltenen Kamera auszurichten. Ausgehend von dieser
ausgerichteten Bildserie extrahieren die Autoren sowohl ein vollständig
fokussiertes Bild als auch eine Tiefenkarte der Szene.
4.1.2 Depth-from-Defocus-Verfahren
Im Gegensatz zu einigen der oben genannten Verfahren zur Tiefenmes-
sung kommen Depth-from-Defocus-Verfahren mit nur einer Aufnahme ei-
ner einzigen Kamera aus, womit sie einfach zu realisieren sind. Dabei
wird der Grad der Unschärfe im Bild bestimmt und damit direkt auf
die Objektentfernung geschlossen. Dies ist eng verwandt mit dem Kor-
respondezproblem bei Stereosystemen: Bei einem unscharf abgebildeten
Objektpunkt wird ein ganzer Bildbereich belichtet. Die Anteile dieses
zweidimensionalen Bereichs werden bei der Bestimmung des Grads der
Unschärfe implizit dem ursprünglichen Objektpunkt zugeordnet. Diese
Zuordnung geschieht bei Depth-from-Defocus-Verfahren in zwei Dimensio-
nen. Damit kann mit derartigen Verfahren eine hohe Robustheit gegenüber
Störungen erreicht werden und sie sind weniger anfällig bei horizontal
periodischen Strukturen als beispielsweise Stereokamerasysteme, bei de-
nen das Korrespondenzproblem nur in einer Dimension gelöst wird [89].
Aufgrund der Beschränkung auf nur eine Beobachtungsposition treten
keine Verdeckungen auf, welche die Korrespondenzsuche erschweren.
Pentland [73] zeigte bereits im Jahr 1987 die Möglichkeit auf, aus dem
Grad der Unschärfe in einem Bild mittels bekannter Kameraparameter
auf die Tiefe der Szene zu schließen. Dabei tritt folgendes Problem auf:
Es kann nicht unterschieden werden, ob Unschärfe im Bild von einer
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unscharfen optischen Abbildung hervorgerufen wird oder ob diese Un-
schärfe von einem – möglicherweise scharf abgebildeten – Bereich der
Szene stammt, der nur niedrige Ortsfrequenzen aufweist. Diesem Pro-
blem begegnet der Autor auf eine von zwei Arten. Unter der Annahme,
dass sich in der ideal scharf abgebildeten Szene Intensitätssprünge an
Objektkanten ergeben, lassen sich die Intensitätsverläufe in Bildregionen
mit hohem Gradienten auswerten, um daraus auf die Ausdehnung der
PSF zu schließen. Die PSF wird dabei als gaußförmig angenommen, die
lokale Varianz ist damit ein Maß für die Unschärfe und so für den Abstand
zur Fokusebene. Alternativ wird vorgeschlagen, den Grad der Unschärfe
über zwei Aufnahmen derselben Szene mit unterschiedlicher Blendenzahl
zu ermitteln. Durch Quotientenbildung der Fouriertransformierten zwei-
er Bildausschnitte lässt sich der Einfluss der Szene eliminieren und die
Varianz der zugrundeliegenden, wiederum als gaußförmig angenomme-
nen PSFs, bestimmen. Zur Sicherstellung der Aufnahme derselben Szene
schlägt der Autor vor, das in das Objektiv fallende Licht aufzuteilen und
mit zwei separaten Bildsensoren aufzunehmen.
Das Vorgehen zur Bestimmung der Tiefe einer Szene mit zwei Aufnah-
men mit unterschiedlichem Blendendurchmesser erweitern Zhou et al.
[110], indem sie anstatt kreisförmiger Blenden codierte Blenden verwen-
den. Mithilfe eines genetischen Algorithmus bestimmen die Autoren ein
Blendenpaar, das für ein angenommenes Signalmodell optimal bezüglich
der Unterscheidbarkeit verschiedener Tiefen der Szene ist. Zur Bestim-
mung der Tiefe der Szene wird pixelweise eine Wiener-Entfaltung beider
Bilder für eine angenommene Tiefe durchgeführt. Bei der korrekten Tiefe
ergibt sich eine minimale Abweichung der beiden Entfaltungsergebnisse.
Damit rekonstruieren die Autoren neben der Tiefenkarte der Szene auch
ein vollständig fokussiertes Bild.
Levin [48] beschäftigt sich mit der Suche nach geeigneten Blendenfor-
men zur Tiefenextraktion aus Bildpaaren. Im Gegensatz zu Zhou et al. [110]
berücksichtigt Levin explizit das Niveau und die Art des Bildrauschens
und zeigt eine Abhängigkeit der Leistungsfähigkeit eines Blendenpaares
vom vorherrschenden Störszenario auf. Zur Bewertung wird ebenfalls die
Unterscheidbarkeit verschiedener Tiefen herangezogen. Bei mehrheitlich
additiver Störung, also eher dunklen Bedingungen, erweisen sich Blen-
denpaare mit großflächigen Öffnungen als am besten. Dagegen schneiden
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bei mehrheitlich multiplikativer Störung, also bei vergleichsweise hel-
len Bedingungen, vor allem Blendenpaare mit räumlich weit getrennten
durchlässigen Regionen am besten ab.
Durch die Aufnahme eines oder mehrerer Bilder mit unterschiedlichen
Blendenformen kann ausreichend Information über die beobachtete Szene
gesammelt werden, um sowohl die Tiefe als auch ein vollständig fokussier-
tes Abbild der Szene zu extrahieren. Die folgenden Arbeiten beschäftigen
sich damit, eine oder beide dieser Informationen aus einem Einzelbild zu
extrahieren.
Zhuo und Sim [115] falten das aufgenommen Bild mit einem Gaußfilter
bekannter Größe. Aus dem Verhältnis der Gradienten an Kanten des ge-
filterten und ungefilterten Bildes kann, unter der Annahme, dass es sich
bei der betrachteten Kante tatsächlich um einer abrupte Kante der Szene
handelt, der Grad der Unschärfe berechnet werden. Mithilfe eines Markov
Random Field [114] oder mithilfe eines Joint Bilateral Filter in Verbindung
mit einem Matting-Verfahren [115] kann dann aus der dünnbesetzten Tie-
fenkarte eine dichte Tiefenkarte geschätzt werden. Das vorgeschlagene
Verfahren ist auf abrupte Intensitätssprünge in der Szene angewiesen und
beruht stark auf der Annahme, dass diese Sprünge mit Sprüngen in der
Tiefe der Szene zusammenfallen.
Levin et al. [49] stellen eine Methode vor, um die Tiefe und ein vollstän-
dig scharfes Abbild der Szene aus nur einer Aufnahme mit einer codierten
Blende zu extrahieren. Da aufgrund der Verluste bei einer unscharfen Ab-
bildung die Information der Szene mit einem Einzelbild nicht vollständig
erfasst werden kann, nutzen die Autoren ein probabilistisches Modell zur
Beschreibung der Eigenschaften des idealen Abbilds der Szene. Anhand
dieses Modells wird die Skalierung der PSF identifiziert, die das beobach-
tete Bild am besten erklärt. Aus dieser Skalierung kann nachfolgend die
Tiefe des betrachteten Objektpunkts bestimmt und eine Entfaltung zur
Rekonstruktion des scharfen Abbilds der Szene durchgeführt werden. Das
vorgeschlagene Kriterium zur Auswahl der Blendenform basiert auf der
anhand des probabilistischen Modells der Szene berechneten Kullback-
Leibler-Divergenz der Wahrscheinlichkeitsverteilungen zweier unscharfer
Abbilder. Eine hohe Divergenz unterschiedlich stark defokussierter Abbil-
der bedeutet, dass die verschiedenen Tiefen gut voneinander unterscheid-
bar sind. Um Randverzeichnungen der PSF zu vermeiden, nutzen die
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Autoren nicht die volle zur Verfügung stehende Fläche der Apertur zur
Codierung aus, weshalb das vorgestellte System empfindlich auf Fehler
bei der Bestimmung der Skalierung der PSF reagiert. Eine Analyse des
erreichten Schätzfehlers führen die Autoren nicht durch.
Veeraraghavan et al. [100] nutzen ebenfalls eine codierte Blende, um
aus Einzelbildern auf die Tiefe der Szene zu schließen. Die Blendenform
wurde bezüglich des Frequenzgehalts bei hohen Frequenzen optimiert.
Damit liegt hier der Fokus auf der Konservierung hochfrequenter Signal-
anteile anstatt der besseren Differenzierbarkeit von Tiefen wie beim oben
beschriebenen Ansatz von Levin et al. [49]. Veeraraghavan et al. [100]
verwenden ein kombiniertes Gütemaß, bestehend aus einer Likelihood-
Funktion und der Krümmung der Gradientenverteilung der betrachteten
Bildregion, um die wahrscheinlichste Skalierung der PSF in der Aufnahme
zu identifizieren und ein scharfes Abbild zu rekonstruieren. Auch in dieser
Arbeit wird die Güte der Tiefenschätzung nicht bewertet.
Neben der örtlichen Codierung der Blende ist auch mithilfe von Farb-
filtern, üblicherweise in den drei Grundfarben Rot, Grün und Blau, eine
spektrale Codierung möglich [5, 8, 46, 56]. Auf diese Weise werden die
spektralen Anteile des von einem nicht im Fokus liegenden Punkt aus-
gehenden Lichts auf unterschiedliche Bereiche des Sensors abgebildet.
Aus dem Abstand der Abbilder des Objektpunkts kann wiederum dessen
Entfernung zur Fokusebene berechnet werden. Dies entspricht somit der
klassischen Korrespondenzsuche bei Stereokameras, wobei anstelle der
Korrespondenz in zwei Kamerabildern die Korrespondenz zwischen den
Farbkanälen eines Farbbildes gesucht wird. Bei entsprechender Anregung
erfolgt diese Korrespondenzsuche in zwei Dimensionen, da jeder Farbka-
nal mit den anderen beiden in Beziehung gesetzt werden kann. Werden
jedoch nur zwei oder gar nur ein Farbkanal angeregt, ist keine robuste Kor-
respondenzsuche möglich, weshalb dieses Verfahren stark abhängig von
den in der Szene vorkommenden Farben ist. Ein weiterer Nachteil ist, dass
die Farbfilter einfallendes Licht und somit Signalintensität dämpfen. Wei-
terhin beruht das Verfahren bei klassischen Farbsensoren in hohem Maße




Abbildung 4.2 Kameramodell der Depth-from-Defocus-Ansätze.
4.2 Messprinzip
Das Messprinzip aller Depth-from-Defocus-Ansätze basiert auf dem verein-
fachten Kameramodell, das in Abbildung 4.2 dargestellt ist. Nur Objekte
im Abstand der Fokusweite do,fok werden scharf auf dem Sensor abgebil-
det (blau). Die von Objekten geringeren Abstands ausgehenden Strahlen
treffen sich hinter der Sensorebene (rot), wohingegen sich die Strahlen von
ferneren Objekten vor der Sensorebene treffen (grün). Im unscharfen Fall
wird bei Verwendung einer klassischen Blende ein kreisförmiger Bereich,
auch Unschärfescheibchen oder engl. Circle of Confusion, des Sensors belich-
tet. Je weiter sich ein Objekt von der Fokusebene entfernt befindet, desto
größer ist das Unschärfescheibchen. Bei Nutzung einer codierten Blen-
de entspricht der belichtete Bereich der gewählten Form der Blende. Im
Folgenden wird zunächst der Fall einer kreisförmigen Blende betrachtet.
Zur Herleitung des Zusammenhangs zwischen der Größe des Unschär-
fescheibchens und der Objektentfernung muss unterschieden werden, ob
sich das Objekt vor oder hinter der Fokusebene befindet. Abbildung 4.3
zeigt die relevanten Größen für den Fernfall mit do = do,fok +∆Do > do,fok,
wobei die Blende zur Vereinfachung exakt in der Aperturebene liegt. Die


















































Drückt man nun in (4.5) die Bildweite di durch die Abbildungsgleichung







Die örtliche Verteilung des Lichts wird durch den Sensor diskret abgetastet.
Das kleinste erfassbare Element ist ein Pixel. Mit der Pixelabmessung wp
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mit der Skalierung s des Unschärfescheibchens in der Einheit Pixel. Ana-





fD−s wp(do,fok−f) für do > do,fok ,
fDdo,fok
fD+s wp(do,fok−f) für do ≤ do,fok .
(4.8)
Bei einer Skalierung von s = 0 ergeben beide Fälle der Gleichung mit
do (0) = do,fok dieselbe Objektentfernung.
Sofern also in einer Aufnahme die Skalierung s des Unschärfescheib-
chens bestimmt werden kann, kann bei bekannten Objektiv- und Sensor-
parametern mithilfe der Kennlinien (4.8) die Entfernung am betrachteten
Bildpunkt ermittelt werden. Ein Problem dabei ist, dass ohne Wissen über
die grobe Szenenkonfiguration nicht bekannt ist, ob sich Objekte vor oder
hinter der Fokusebene befinden. Einer bestimmten Skalierung s können
daher immer zwei Objektentfernungen do zugeordnet werden. Falls in der
konkreten Messaufgabe der Messraum begrenzt ist, sollte die Fokusweite
do,fok des Objektivs so gewählt werden, dass sie am Rand dieses Mess-
raums liegt. Auf diese Weise wird sichergestellt, dass sich Objekte immer
nur vor bzw. hinter der Fokusweite befinden und dass aufgrund dieses
Vorwissens immer der zutreffende Teil der Messkennlinie (4.8) genutzt
wird.
In Abbildung 4.4 sind die Kennlinien für verschiedene Fokusweiten
aufgetragen. Die Mehrdeutigkeit äußert sich dadurch, dass für eine feste
Fokusweite eine mit der Skalierung s ansteigende und eine abfallende
Kennlinie existiert. Die Kennlinien für unterschiedliche Fokusweiten ver-
deutlichen aber, dass beim Entwurf eines 3D-Bildverarbeitungssystems
durch Änderung dieses Parameters eine flexible Anpassung der Kennli-
nien an einen gewünschten Messraum nach [30] möglich ist. Gerade die
Fokusweite ist eine Größe, die sich, im Gegensatz z. B. zur Pixelabmessung
wp, auf einfache Weise anpassen lässt.
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m do,fok = 1 m
do,fok = 2 m
do,fok = 3 m
do,fok = 4 m
Abbildung 4.4 Objektentfernung do in Abhängigkeit des Durchmessers s des Unschär-
fescheibchens für unterschiedliche Fokuseinstellungen do,fok (f = 50 mm, D = f/1,8,
wp = 7,4 µm).
Die Messempfindlichkeit folgt durch Ableitung der Messkennlinien
nach der Skalierung s:







(fD−s wp(do,fok−f))2 für do > do,fok ,
−fDg2fok
(fD+s wp(do,fok−f))2 für do ≤ do,fok .
(4.9)
Intuitiver interpretierbar ist die Messempfindlichkeit in Abhängigkeit
der Objektentfernung do. Der Ausdruck dafür ergibt sich nach Auflösen






fD für do > do,fok ,
−d2o
fD für do ≤ do,fok .
(4.10)
Somit hängt nur das Vorzeichen der Empfindlichkeit bezüglich der Ob-
jektentfernung von der Fokusweite do,fok ab. In Abbildung 4.4 äußert sich
dies dadurch, dass für eine feste Objektentfernung do der Betrag der Stei-
gung für alle Kennlinien gleich ist. Das Verschieben der Fokusweite zur




Wie auch bei anderen auf der Triangulation basierenden Verfahren
nimmt die Messempfindlichkeit quadratisch mit der Entfernung zu. Feh-
ler bei der Bestimmung der Skalierung s führen also zu immer größeren
Entfernungsfehlern, je weiter das Objekt entfernt ist. Dem kann entspre-
chend (4.10) entgegengewirkt werden, indem die Brennweite f und/oder
der Durchmesser der AperturD vergrößert wird. Aus diesem Grund sollte
die zur Verfügung stehende Apertur eines Objektivs durch Öffnen der
Blende voll ausgenutzt werden.
Die Herausforderung der Depth-from-Defocus-Ansätze besteht in der
Bestimmung der lokalen Skalierung s anhand eines aufgenommen Bildes.
Dem neuartigen Denkmuster des Computational Imaging folgend ist der
nächste logische Schritt, durch eine geeignete Codierung der Blendenform
eine robuste Bestimmung der Skalierung zu unterstützen, beispielsweise
durch die Nutzung einer Blendenform, die eine optimale Unterscheidung
unterschiedlicher Entfernungen ermöglicht. Die optimalen Formen hän-
gen in hohem Maße vom Algorithmus zur Identifikation der Skalierung,
insbesondere von den herangezogenen Bildmerkmalen sowie von den
äußeren Beleuchtungsbedingungen [48] ab.
Auf diese Weise kann auch teilweise dem Problem begegnet werden,
dass nicht unterschieden werden kann, ob Bildregionen mit wenig hoch-
frequenten Signalanteilen aufgrund einer unscharfen Abbildung oder
aufgrund unzureichender Anregung der Szene entstehen. Sofern eine
Blendenform gefunden werden kann, deren Auftreten in der beobachteten
Szene unwahrscheinlich ist, treten die Charakteristika der verwendeten
Form nur bei einer unscharfen Abbildung auf. Somit lässt sich dieser Fall
von einem niederfrequenten Bereich der Szene unterscheiden.
4.3 Algorithmus
In diesem Abschnitt wird der im Rahmen dieser Arbeit entworfene Al-
gorithmus zur Bestimmung der Skalierung erläutert. Der Algorithmus
wurde anhand simulierter Eingangsdaten entworfen und soll daher auch
anhand des synthetischen Beispielszenarios aus Abbildung 4.5, bestehend
aus zwei texturierten Ebenen, die in unterschiedlichem Abstand senk-
recht zur Kamera platziert sind, vorgestellt werden. Die Aufnahmen und
die Ground-Truth-Tiefendaten wurden mit der in Kapitel 2 vorgestellten
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Abbildung 4.5 Simuliertes Beispielszenario zur Erprobung des Algorithmus zur Tiefen-
schätzung. Die für (b) simulierte Kamera ist auf eine Entfernung von do,fok = 1 m fokussiert.
Die Ebenen befinden sich in den Entfernungen do1 = 0,908 m und do2 = 0,832 m von
der Kamera, was Skalierungen von s1 = 20 px und s2 = 40 px entspricht (Brennweite
f = 50 mm, Blendenzahl k = 1,8, Pixelabmessung wp = 7,4 μm).
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Raytracing-Simulationsumgebung erzeugt. Die verwendeten Texturen
sorgen für eine breitbandige Anregung. Damit in den folgenden Abschnit-
ten die Zwischenschritte leichter visualisiert werden können, wird eine
rotationssymmetrische Apertur gewählt. Das Szenario ist bewusst ein-
fach gehalten, um zunächst die grundlegende Funktion des Algorithmus
anhand dieser Szene untersuchen zu können.
Der Algorithmus läuft zunächst unabhängig für jedes Pixel der Aufnah-
me ab. Die Identifikation der Skalierung s der PSF wird auf den Vergleich
zweier Spektren, die auf Grundlage des im folgenden Abschnitt 4.3.1
beschriebenen Signalmodells bestimmt werden, zurückgeführt. In Ab-
schnitt 4.3.2 wird auf den eigentlichen Vergleich und die dabei verwende-
ten Gütemaße eingegangen. In Abschnitt 4.3.3 wird schließlich aufgezeigt,
wie das Schätzergebnis durch eine Verknüpfung der zuvor unabhängig
voneinander bestimmten Skalierungen verbessert werden kann.
4.3.1 Signalmodell
Das geometrische Modell aus Abbildung 4.2 beschreibt den Verlauf ein-
zelner Lichtstrahlen, die vom Sensor erfasst werden und so das Bild for-
men. Wird als grundlegende Größe das Bildsignal g anstelle der Strahlen
gewählt, lässt sich das geometrische Modell in das Signalmodell aus Ab-
bildung 4.6 überführen.
Das ideal scharfe Bildsignal gideal(p), mit p = (u, v)T, wird mit der
orts- und skalierungsabhängigen Punktverschmierungsfunktion PSFs(p)
des abbildenden Systems gefaltet. Mit der Skalierung s als Index soll
ausgedrückt werden, dass die grundlegende Form der PSF unabhängig
von der Skalierung stets dieselbe ist. Mit dem Index s wird lediglich die





Abbildung 4.6 Signalflussgraph des Depth-from-Defocus-Ansatzes.
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Dem beobachteten Bildsignal gs(p) ist zusätzlich die zum Eingang als
unkorreliert angenommene Störgröße n überlagert. Insgesamt also
gs(p) = gideal(p) ∗ PSFs(p) + n(p) (4.11)cs
Gs(f) = Gideal(f) ·OTFs(f) +N(f) , (4.12)
mit der Ortsfrequenz f = (fu, fv)T. In diesen Gleichungen ist lediglich das
beobachtete Bild gs(p) und die grundlegende Form der PSF bzw. deren
Fouriertransformierten bekannt. Für lineare Koordinatentransformationen
A im Ortsbereich folgt im Ortsfrequenzbereich [10]:







Für den Fall einer gleichförmigen Skalierung entlang beider Achsen um
einen Faktor a gilt






· I , |det A|−1 =
∣∣∣∣ 1a2
∣∣∣∣ . (4.14)
Die Skalierungseigenschaft der Fouriertransformation im Eindimensiona-
len lässt sich also unmittelbar ins Zweidimensionale übertragen. Die lokale
Bestimmung der Skalierung s der PSF, die die Tiefe der Szene am Ort p
beschreibt, kann somit auch im Ortsfrequenzbereich erfolgen. Dazu müs-
sen, aufgrund der Unterbestimmtheit der Gleichungen (4.11) und (4.12),
weitere Modellannahmen getroffen werden, die im Folgenden beschrieben
werden.
Die Beträge der Spektren der Abbilder natürlicher bzw. realer Szenen
weisen einen 1/f -förmigen Abfall hin zu hohen Frequenzen auf [85, 96].
Damit in Einklang liefert das Riemann-Lebesgue’sche Lemma für stück-
weise stetige Funktionen eine obere Schranke des Spektrums der Form
|G (f)| ≤ M
|f |K+1
, (4.15)
mit der AnzahlK der existierenden stückweise stetigen Ableitungen von g






















Abbildung 4.7 Mittleres Energiedichtespektrum des Bilddatensatzes ohne zusätzliche
Fensterung.
Phase des Spektrums eines Abbilds einer realen Szene treffen, die angeben
würde, wo im Bild bestimmte Signalanteile lokalisiert sind [79]. Daher ist





(f) · |OTFs(f)|2 + SEnn(f) . (4.16)
Damit müssen die Spektren der Abbilder lediglich betragsmäßig betrach-
tet werden. Die Energiedichten können durch die Periodogramme der
beobachteten Bilder approximiert werden.
Um die angenommene Energiedichte SEgidealgideal(f) konkret angeben
zu können, wurde anhand eines Datensatzes aus 2500 Aufnahmen des
Datensatzes von Vogel und Schiele [101] sowie privaten Aufnahmen das
mittlere Energiedichtespektrum S̄Egg(f) von Abbildern realer Szenen ermit-
telt. Abbildung 4.7 zeigt das resultierende mittlere Energiedichtespektrum
in logarithmischer Darstellung. Das Energiedichtespektrum wurde dabei
unter Vernachlässigung des Gleichanteils auf eine Signalenergie von eins
normiert.
Eine Konzentration der Signalenergie entlang der fu- und fv-Achse tritt,
aufgrund häufig in der Natur vorkommenden vertikalen und horizonta-
len Strukturen, beispielsweise dem Horizont oder vertikal wachsenden
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Bäumen [96] auch in Abbildern natürlicher Szenen, wie sie hier zum Groß-
teil verwendet wurden, auf. Die hier zu beobachtenden Flanken entlang
der Achsen sind allerdings hauptsächlich auf den Leck-Effekt aufgrund
der Fensterung und der impliziten periodischen Fortsetzung bei der Be-
rechnung der diskreten Fouriertransformation (DFT) zurückzuführen [77,
79]. Diese Signalanteile entstammen nicht dem eigentlichen Inhalt der
Szenen und müssen daher als Störungen aufgefasst werden, die die Identi-
fikation der Skalierung der PSF negativ beeinflussen können. Um diesen
Effekt zu reduzieren wurde jedes Bild vor der Transformation mit einem











mit der Fensterbreite N , gewichtet. Das Fenster ist rotationssymmetrisch
konstruiert und unterdrückt so die Randeffekte bei der periodischen Fort-
setzung der DFT. Aus den damit berechneten Spektren wurde dann wie-
derum der Mittelwert über alle Bilder des Datensatzes ermittelt. Abbil-
dung 4.8 zeigt das entsprechend korrigierte mittlere Energiedichtespek-
trum S̄Egg(f) in logarithmischer Darstellung, das im Folgenden als Annah-
me für das Energiedichtespektrum des ideal scharfen Bildes SEgidealgideal(f)
dient.
Das Betragsquadrat der OTF verhält sich invariant gegenüber einer
Invertierung der Ortsachsen der PSF, was beim Übergang zwischen Fern-
und Nahfall geschieht (vgl. Abschnitt 4.2). Nach (4.13) und (4.14) ergibt
eine Invertierung der Achsen im Ortsbereich (A = −I) zwar eine In-
vertierung der Ortsfrequenzachsen, diese kann jedoch nicht identifiziert
werden, da das Betragsquadrat der OTF, also der Fouriertransformierten
der reellwertigen PSF, stets eine gerade Funktion ist [79]:
g (p) ∈ R → G∗(f) = G (−f) → |G (f)| = |G (−f)| . (4.18)
Daher kann anhand der Energiedichtespektren, auch bei Nutzung einer
asymmetrischen Aperturform, nicht unterschieden werden, ob sich ein
Objekt vor oder hinter der Fokusebene befindet, obwohl sich die zugehöri-
gen PSFs durch einen Invertierung der Ortsachsen unterscheiden. Hierzu
würde mehr Information über die Phase der ideal abgebildeten Szene






















Abbildung 4.8 Mittleres Energiedichtespektrum des Bilddatensatzes mit zusätzlicher
Fensterung.
Im Folgenden werden Energiedichtespektren zur besseren Interpretier-
barkeit als eindimensionale Projektionen, berechnet durch Integration in
Tangentialrichtung, dargestellt. Daher wurde im Beispielszenario aus Ab-
bildung 4.5 eine rotationssymmetrische Aperturform gewählt, die auf-
grund von (4.13) ebenfalls ein rotationssymmetrisches Spektrum auf-
weist [10], welches somit ohne Informationsverlust eindimensional darge-
stellt werden kann. Das logarithmierte Betragsquadrat der verwendeten
Blendenform ist in Abbildung 4.9 zur Verdeutlichung dieser Eigenschaft in
zwei- und eindimensionaler Darstellung für eine Skalierung von s = 32 px
angegeben.
Die Texturen der Ebenen aus Abbildung 4.5 wurden zufällig nach dem
Verfahren der Fractional Brownian Motion [91] erzeugt: Der Grauwert an
einem Ort x der Textur ergibt sich aus der Überlagerung von K skalierten




ai · n(bi · x) . (4.19)
Mithilfe des Dämpfungsparameters a > 0 und des Skalierungsparameters
b > 0 kann der spektrale Verlauf der Textur flexibel eingestellt werden.
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Abbildung 4.9 Logaritmiertes Betragsquadrat des Spektrums der im Beispielszenario ver-
wendeten Aperturform der Skalierung s = 32 px.
Für a < 1 und b > 1 ergibt sich eine Textur, deren Energiedichtespektrum
zu hohen Frequenzen hin abfällt. Im eindimensionalen Vergleich in Ab-
bildung 4.10 weist das Energiedichtespektrum der Lochkameraaufnahme
aus Abbildung 4.5(a) einen sehr ähnlichen Verlauf zum angenommenen
idealen Energiedichtespektrum des idealen Bildes S̄Egg(f) auf.
Die additive Störgröße n(p) wird als mittelwertfreies Gauß’sches wei-
ßes Bildrauschen modelliert. Darüber hinaus wird das Bildrauschen als
stationär angenommen. Damit kann die Störgröße über die bezüglich
der Frequenz konstanten Rauschenergiedichte σ2n charakterisiert werden.
Aufgrund des stetigen Abfalls des angenommenen idealen Energiedichte-
spektrums kann abhängig vom konkreten Rauschniveau nur ein Bereich
der Ortsfrequenzebene bis zu einer bestimmten Frequenz zur Bestimmung
der Skalierung s genutzt werden. Bei höheren Ortsfrequenzen geht das
Nutzsignal im Bildrauschen unter.
Die Energiedichte des Bildrauschens kann nicht wie die Energiedichte
der Szene vorab abgeschätzt werden, da sie von den externen Beleuch-
tungsbedingungen abhängt. Daher muss die Rauschenergiedichte σ2n an-
hand des aufgenommenen Bildes ermittelt werden. Die von Chen et al.
[17] vorgestellte, effiziente Methode, die auch in dieser Arbeit angewen-
det wird, identifiziert die Rauschenergiedichte anhand der Verteilung
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Abbildung 4.10 Vergleich des Spektrums der verwendeten Rauschtextur mit dem ermittel-
ten mittleren Spektrum realer Szenen.
der Eigenwerte der Kovarianzmatrix des Bildes. Abbildung 4.11 zeigt
das Ergebnis der Schätzung der Rauschenergiedichte anhand der Auf-
nahme 4.5(b) des Beispielszenarios. Es kann eine hohe Übereinstimmung
zwischen dem Schätzergebnis und dem konstanten Anteil im Energie-
dichtespektrum der Aufnahme beobachtet werden. In diesem Beispiel ist
das Nutzsignal nur bis zu Ortsfrequenzen von ca. 0,25 px−1 hin im Ener-
giedichtespektrum erkennbar, bei höheren Ortsfrequenzen werden die
charakteristischen Merkmale des Nutzsignals zunehmend vom Störsignal
überdeckt.
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Abbildung 4.11 Mit dem Verfahren nach Chen et al. [17] ermittelte Rauschenergiedichte-
schätzung.
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ŝ = arg min
s∈S
〈Vobs(f), Vs,exp(f)〉 . (4.20)
Im Folgenden werden Ansätze vorgestellt, um die Vergleichsgrößen
Vobs(f) und Vs,exp(f) zu berechnen. Anschließend wird auf verschiedene
mögliche Distanzmaße 〈•, •〉 eingegangen.
4.3.2.1 Berechnung der Vergleichsgrößen
Da die grundlegende Form der verwendeten Apertur und damit der OTF
bekannt ist, lässt sich mit dem angenommenen Energiedichtespektrum
des idealen Abbilds der Szene S̄Egg(f), einer angenommenen Skalierung
s und der aus der Beobachtung ermittelten Rauschenergiedichte σ2n ein
erwartetes Energiedichtespektrum (engl. energy spectral density, ESD) des
beobachteten Bildes nach (4.16) berechnen:
V ESDs,exp(f) = S̄Egg(f) · |OTFs(f)|2 + σ2n . (4.21)
Dies lässt sich dann unmittelbar mit dem Energiedichtespektrum des
beobachteten Bildes vergleichen:
V ESDobs (f) = SEgg(f) . (4.22)
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Die Identifikation der Skalierung der PSF im Bild beruht auf dem Vergleich
einer aus dem beobachteten Bild berechneten Vergleichsgröße Vobs(f) mit
einer für eine spezifische Skalierung s erwarteten Vergleichsgröße Vs,exp(f).
Zum Vergleich muss ein geeignetes Distanzmaß 〈•, •〉 definiert werden.
Das Signalmodell (4.16) bietet dabei die Grundlage zur Berechnung der
Vergleichsgrößen Vobs(f) und Vs,exp(f), deren Berechnung noch zu definie-
ren ist. Die Skalierung ŝ aus der Menge der untersuchten Skalierungen
S, die bei diesem Vergleich am besten abschneidet, wird als plausibelste
Skalierung als Schätzwert ausgewählt:
4.3 Algorithmus
Der betrachtete Bildausschnitt muss mithilfe eines Hann-Fensters selek-
tiert werden, da auch bei der Bestimmung des mittleren Energiedichte-
spektrums S̄Egg(f) ein Hann-Fenster verwendet wurde. Das Analysefenster
sollte mindestens so groß wie die größte erwartete Skalierung in S sein,
damit die PSF vollständig in das Beobachtungsfenster passt. Andernfalls
würde die PSF nicht vollständig in das Fenster fallen und es könnten somit
nur die Auswirkungen des Betragsquadrats des Spektrums einer abge-
schnittene Version der PSF im Energiedichtespektrum des Bildausschnitts
beobachtet werden. Darüber hinaus steigt die Auflösung der berechneten
Energiedichtespektren, je größer das Analysefenster gewählt wird. Bei
einer hohen Auflösung der Energiedichtespektren können feine Merkmale
der OTF präzise dargestellt und erkannt werden.
Sofern die Tiefe innerhalb und in der direkten Umgebung dieses Sze-
nenausschnitts homogen ist, enthält der Ausschnitt ausschließlich Signal-
anteile, die bei der optischen Abbildung mit der OTF derselben Skalierung
gefiltert wurden. In diesem Fall sind die Merkmale der OTF im Energie-
dichtespektrum des beobachteten Bildes ausgeprägt, was eine Identifizie-
rung vereinfacht. Im Fall, dass die Szene in der betrachteten Bildregion
mehrere Tiefen aufweist, überlagern sich im Spektrum Signalanteile, die
mit unterschiedlichen Skalierungen der OTF gefiltert wurden. Die Merk-
male der OTF des zentralen Pixels sind dann u. U. nicht eindeutig im
Spektrum identifizierbar. Aus diesem Grund sollte das Analysefenster
nicht zu groß gewählt werden. Damit wird einerseits die Wahrscheinlich-
keit unterschiedlicher Tiefen im Analysefenster verringert. Andererseits
werden im Fall unterschiedlicher Tiefen die PSFs der benachbarten Pixel
eher abgeschnitten, weshalb deren Auswirkungen weniger dominant im
Energiedichtespektrum des Analysefensters sichtbar sind.
Als Kompromiss dieser komplementären Anforderungen wird in die-
sem Kapitel als Fenstergröße, zur effizienten Berechnung mit dem FFT-
Algorithmus, stets die nächste Zweierpotenz ausgehend vom Doppelten
der größten Skalierung in S gewählt.
Abbildung 4.12 stellt für ein Pixel der rechten Bildhälfte des Beispielsze-
narios aus Abbildung 4.5 die beiden Vergleichsgrößen für unterschiedliche
Skalierungen s gegenüber, die, unter Vernachlässigung des Gleichanteils,
jeweils auf die Signalenergie eins normiert wurden. Die tatsächliche Ent-
fernung der abgebildeten Ebene entspricht einer Skalierung der PSF von
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Abbildung 4.12 Gegenüberstellung der Vergleichsgrößen V ESDobs (f) und V
ESD
s,exp(f) beim
Vergleich der Energiedichtespektren der Aufnahme für verschiedene Skalierungen s. Die
Skalierung s = 20 px entspricht der tatsächlichen Objektentfernung der Szene.
s = 20 px. Vor allem anhand der Lage der Minima der berechneten Ver-
gleichsgrößen lassen sich bei dieser Konfiguration die Effekte der Variati-
on der Skalierung und die Übereinstimmung der Energiedichtespektren
beurteilen. Bei der für eine Skalierung von s = 20 px berechneten Ver-
gleichsgröße V ESDs,exp stimmen die Positionen der Minima mit denen des
beobachteten Bildes am besten überein.
Weiterhin fällt auf, dass der Bereich der Ortsfrequenzen mit schlech-
tem SNR (im Beispiel ab ca. 0,3 px−1), also in dem Bereich, in dem das
Nutzsignal von der Störgröße dominiert wird, trotzdem zur Beurteilung
der Übereinstimmung der beiden Vergleichsgrößen herangezogen wer-
den kann. Signalanteile der Modellgröße, die nicht in der Beobachtung
vorkommen, weisen auf eine falsch gewählte Skalierung s hin (z. B. Abbil-
dung 4.12, rote Kurve für s = 10 px). Dagegen wirken sich Signalanteile
der Modellgröße, die unterhalb der Störgröße liegen (z. B. Abbildung 4.12,
violette Kurve für s = 20 px und orangefarbene Kurve für s = 30 px), bei
denen also erwartet wird, dass sie im aufgenommen Signal nicht beob-
achtbar sind, nicht auf den Vergleich aus, da in jedem Fall die dominante
Störgröße aus Modell und Beobachtung miteinander verglichen wird. Der
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Vergleich ist in diesem Fall in diesem Frequenzband also lediglich von der
vorab ermittelten Rauschenergiedichte abhängig.
Alternativ zum Vergleich der Energiedichtespektren der Aufnahmen
kann auf Grundlage des Signalmodells auch die OTF des abbildenden
Systems geschätzt und mit der angenommen OTF einer bestimmten Skalie-
rung s verglichen werden. So lässt sich (4.12) unmittelbar nach der gesuch-
ten OTF auflösen und somit, mit dem mittleren Energiedichtespektrum
S̄Egg(f) als Annahme für das Energiedichtespektrum des idealen Bildes
und der aus der Aufnahme geschätzten Rauschenergiedichte σ2n, aus dem
aufgenommen Bild bestimmen. Die rekonstruierte OTF kann dann als die
auf dem beobachteten Bild basierende Vergleichsgröße V OTFobs (f) dienen:




Aus der gewählten Form der Apertur lässt sich bis auf die unbekannte
Skalierung die OTF des Systems berechnen. Als modellbasierte Vergleichs-
größe kann daher die eingestellte OTF des Systems für verschiedene Ska-
lierungen s herangezogen werden:
V OTFs,exp (f) = OTFs(f) . (4.24)
Da das angenommene mittlere Energiedichtespektrum S̄Egg(f), wie oben
diskutiert, keine Nullstellen aufweist, kann bereits mit diesem naiven
Ansatz die OTF gut rekonstruiert werden, wie in Abbildung 4.13 für ver-
schiedene Skalierungen s zu sehen ist. Wie zuvor weist die Kurve für die
tatsächlich vorliegende Skalierung von s = 20 px die größte Übereinstim-
mung mit der Beobachtung auf. Es fällt jedoch auf, dass ab Ortsfrequenzen
von ca. 0,25 px−1 keine zuverlässige Schätzung der OTF mehr möglich
ist, was auf das schlechte SNR in diesem Bereich zurückzuführen ist. Im
Gegensatz zum Vergleich des beobachteten mit dem erwarteten Energie-
dichtespektrum muss dieser Bereich für einen quantitativen Vergleich
ausgeschlossen oder gesondert betrachtet werden.
Die vorgestellten Wege zur Berechnung der Vergleichsgrößen Vobs und
Vs,exp beruhen beide auf demselben Signalmodell aus (4.12). In Bereichen
der Ortsfrequenz mit niedrigem SNR erweist sich jedoch der Vergleich
der Energiedichtespektren als überlegen gegenüber dem Vergleich der
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Abbildung 4.13 Gegenüberstellung der Vergleichsgrößen V OTFobs (f) und V
OTF
s,exp(f) beim
Vergleich der OTFs für verschiedene Skalierungen s. Die Skalierung s = 20 px entspricht der
tatsächlichen Objektentfernung der Szene.
OTFs, weshalb im Folgenden lediglich der Ansatz über die Energiedich-
tespektren weiter betrachtet wird. Zur Verbesserung des Ansatzes des
Vergleichs der OTFs könnten fortgeschrittenere Verfahren zur System-
identifikation untersucht werden, die beispielweise das angenommene
SNR besser berücksichtigen, um aus dem beobachteten Bild die OTF zu
rekonstruieren.
4.3.2.2 Berechnung des Distanzmaßes
Zur Bestimmung der Skalierung ŝ, für welche die aus der Beobachtung
abgeleitete Vergleichsgröße Vobs am besten mit der erwarteten Vergleichs-
größe Vs,exp übereinstimmt, wird die Distanz zwischen den beiden Größen
über ein Distanzmaß gemäß (4.20) bestimmt:
ŝ = arg min
s∈S
〈Vobs(f), Vs,exp(f)〉 . (4.25)
Bei den betrachteten Spektren ist der Großteil der Energie bei kleinen
Ortsfrequenzen konzentriert. Um hochfrequente Signalanteile überhaupt
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sichtbar darstellen zu können, wurde beispielsweise Abbildung 4.12 in
logarithmischer Darstellung angegeben. Damit bei Distanzmaßen, die auf
der Bewertung der Energiedifferenz beruhen, hochfrequente Signalanteile
auch gegenüber niederfrequenten Anteilen ins Gewicht fallen, wird im
Folgenden oftmals vorab der Logarithmus der Spektren gebildet.
Ein einfaches Maß zur Bewertung der Distanz zweier Energiedichte-
















Das so definierte Distanzmaß lässt sich unmittelbar auf eindimensionale
Energiedichtespektren, wie in Abbildung 4.12, aber auch auf zweidimen-
sionale Spektren anwenden. Bei rotationssymmetrischen Aperturformen
werden durch die Reduktion auf eine Dimension die Energiedichtespek-
tren zusätzlich geglättet, was die allgemeine Qualität der Kurven verbes-
sern kann. Bei nicht rotationssymmetrischen Formen gehen dabei aller-
dings für den Vergleich potentiell wertvolle spektrale Merkmale verloren,
weshalb dieses Distanzmaß im Allgemeinen auf zweidimensionale Ener-
giedichtespektren angewendet werden sollte.
In Abbildung 4.14 ist für das Beispiel aus Abbildung 4.5 und die auf
den Energiedichtespektren basierenden Vergleichsgrößen V ESDobs (f) und
V ESDs,exp(f) die auf die Fenstergröße normierte Distanz nach (4.26) in Abhän-
gigkeit der betrachteten Skalierung s dargestellt. Sowohl bei Betrachtung
der zweidimensionalen Spektren als auch bei der vorigen tangentialen Pro-
jektion der Spektren in eine Dimension ergibt sich im gewählten Szenario
für eine Skalierung von s = 20 px, die auch der tatsächlichen Objektentfer-
nung entspricht, eine minimale Distanz der beiden Vergleichsgrößen.
Bei Skalierungen von s = 9 px, s = 15 px und s = 27 px sind deutliche
Nebenminima zu beobachten. Diese sind darauf zurückzuführen, dass die
OTF der rotationssymmetrischen Blende, wie in Abbildung 4.9(a) darge-
stellt, konzentrische Kreise mit starker Dämpfung besitzt und dass einige
dieser Minima für diese Skalierungen ebenfalls grob mit den Minima des
tatsächlich beobachteten Energiedichtespektrums zusammenfallen. Die-
ser Effekt kann durch die Wahl einer Aperturform, deren OTF weniger
regelmäßige Dämpfungsmuster aufweist, vermieden werden.
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Abbildung 4.14 Auf Fenstergröße normierte Distanz nach (4.26) eines Pixels der rechten
Bildhälfte des Beispielszenarios.
Mit dem Distanzmaß 〈•, •〉SSE lässt sich besonders dann die Skalierung
zuverlässig identifizieren, wenn die spektrale Charakteristik der Szene gut
mit dem angenommenen mittleren Energiedichtespektrum S̄gg(f) über-
einstimmt. Doch auch bei geringen Abweichungen von dieser idealen
Anregung, wenn beispielsweise einzelne Ortsfrequenzbereiche nicht an-
geregt werden, kann mit guten Ergebnissen gerechnet werden. In diesen
Situationen kann grundsätzlich nicht unterschieden werden, ob die beob-
achteten niedrigen Signalanteile dieser Bereiche von einer unzureichenden
Anregung oder von der Abbildung herrühren. Da das Distanzmaß aber
Ganzheitlich über die gesamte Ortsfrequenzebene gebildet wird und es
nicht nur auf der Auswertung einzelner Merkmale beruht, fallen derartige
Effekte wenig ins Gewicht.
Die markantesten Merkmale, anhand derer sich die Skalierung der PSF
abschätzen lässt, sind die ausgeprägten Minima, die entstehen, da auf-
grund der binären Aperturform und der unscharfen Abbildung dort keine
Signale durch das System abgebildet werden können. Daher lassen sich
Distanzmaße definieren, die die Lage der Minima im Ortsfrequenzbe-
reich bewerten. Die Minima sind vor allem bei niedrigen Ortsfrequenzen
ausgeprägt, da hier die Anregung am stärksten ist.
100
4.3 Algorithmus
Ein einfaches Distanzmaß für eindimensionale Vergleichsgrößen lässt




0 px−1; 0,5 px−1
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(4.27)









die Menge der lokalen Minima der auf eine Dimension projizierten Ver-
gleichsgröße Vobs (|f |) und Fmins,exp mit
Fmins,exp =
{






entsprechend die lokalen Minima der eindimensionalen Vergleichsgröße
Vs,exp (|f |). Ein mögliches Distanzmaß lautet dann:
〈Vobs (|f |) , Vs,exp (|f |)〉1min =
∣∣∣fmin0,obs − fmin0,s,exp∣∣∣ , (4.30)
wobei fmin0 , mit
fmin0 ∈ Fmin : fmin0 ≤ fmini , ∀fmini ∈ Fmin , (4.31)
das jeweils erste lokale Minimum einer Vergleichsgröße bezeichnet. Je
nach verwendeter Aperturform kann aus der Ortsfrequenz des ersten
Minimums des beobachteten Bildes fmin0,obs die Skalierung ŝ auch direkt
analytisch berechnet werden. Voraussetzung ist eine analytische Beschrei-
bung der Lage der ersten Nullstelle in Abhängigkeit der Skalierung s. In
diesem Fall braucht die Vergleichsgröße Vs,exp also gar nicht herangezogen
werden.
In Abbildung 4.15 ist der Verlauf der Distanz nach (4.30) über der Ska-
lierung für das betrachtete Beispielszenario dargestellt. Auch hier kann



























Abbildung 4.15 Distanz nach (4.30) eines Pixels der rechten Bildhälfte des Beispielszenarios.
Aufgrund der ausschließlichen Auswertung der Lage der Minima der
Energiedichtespektren ist das 〈•, •〉1min-Distanzmaß robust gegenüber
leichten Formvariationen des Anregungsspektrums. Durch die Projektion
auf eine Dimension werden die betrachteten Spektren außerdem geglät-
tet, so dass sich bei rotationssymmetrischen Szenen und Aperturformen
die abbildungsbedingten Minima deutlich von durch Rauschen verur-
sachten Variationen abheben. Gleichzeitig ist das Distanzmaß allerdings
auch anfällig gegenüber Szenen mit unzureichender Anregung bei niedri-
gen Ortsfrequenzen. Eine schwache Anregung kann fälschlicherweise als
durch die unscharfe Abbildung hervorgerufenes Minimum im beobachte-
ten Energiedichtespektrum interpretiert werden und somit stets zu einer
falsch geschätzten Skalierung führen.
Um der möglichen Verwechslung eines aufgrund einer unzureichenden
Anregung vorhandenen Minimums mit einem durch die unscharfe Abbil-
dung verursachten Minimum im Energiedichtespektrum vorzubeugen,
kann das 〈•, •〉1min Distanzmaß auf den Vergleich der Lage von N Minima
erweitert werden:
〈Vobs (|f |) , Vs,exp (|f |)〉Nmin =
N−1∑
i=0
∣∣∣fmina(i),obs − fmini,s,exp∣∣∣ . (4.32)
Über a(i) werden die Minima im erwarteten Energiedichtespektrum de-
nen der Beobachtung zugeordnet. Dabei muss beachtet werden, dass die
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Positionen der Minima korreliert sind, weshalb eine einfache Nächster-
Nachbar-Zuordnung leicht zu Fehlzuordnungen führen kann. Die Korrela-
tion der Positionen der Minima im Spektrum kann beispielsweise mit dem
Joint-Compatibility-Branch-and-Bound-Verfahren bei der Assoziation berück-
sichtigt werden [66]. Minima, die nicht zugeordnet werden, z. B. weil im
beobachteten Energiedichtespektrum nicht genügend Minima vorhanden
sind, sollten mit einem konstanten Malus in die Distanz einfließen, da dies
auf eine falsch angenommene Skalierung hindeutet.
Levin et al. [49] nutzen die Kullback-Leibler-Divergenz zur Bewertung
der Distanz von Wahrscheinlichkeitsdichten der Gradienten in Bildern.
Die Kullback-Leibler-Divergenz für zwei (diskrete) Wahrscheinlichkeits-










Die Kullback-Leibler-Divergenz ist nicht kommutativ (〈p, q〉KL 6= 〈q, p〉KL),
was ihren unmittelbaren Einsatz als Distanzmaß in dieser Arbeit verhin-
dert. Es lässt sich nicht plausibel begründen, in welcher Reihenfolge zwei
grundsätzlich gleichwertigen Verteilungen p und q in die Definitionsglei-
chung (4.33) eingesetzt werden müssen. Folglich ist nicht sichergestellt,
dass Ergebnisse der Kullback-Leibler-Divergenz stets vergleichbar sind.
Davon inspiriert wurde im Rahmen dieser Arbeit als weiteres Distanz-
maß, das die Ähnlichkeit der Vergleichsgrößen anhand der gesamten
Spektren bestimmt, neben der Summe der quadrierten Abweichungen
auch die Jensen-Shannon-Divergenz untersucht. Die Jensen-Shannon-
Divergenz wurde von Lin [52] vorgestellt. Sie basiert auf der Kullback-
Leibler-Divergenz, besitzt aber die Eigenschaft der Kommutativität:
〈p, q〉JS =
1
2 (〈p,m〉KL + 〈q,m〉KL) , (4.34)
mit
m = 12 (p+ q) . (4.35)
Die obigen Gleichungen sind unabhängig von der Dimension von p und
q, solange diese dieselbe Dimension besitzen. Damit kann die Jensen-
Shannon-Divergenz unmittelbar für den Vergleich von ein- oder zweidi-
mensionalen Verteilungen genutzt werden.
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Um die Jensen-Shannon-Divergenz zum Vergleich von Energiedichte-
spektren anwenden zu können, müssen die Spektren normiert werden.
Aufgrund der starken Konzentration der Signalenergie bei niedrigen Orts-
frequenzen werden wieder die logarithmierten Spektren verwendet, so
dass hochfrequente Signalanteile stärker berücksichtigt werden können.
































Abbildung 4.16 zeigt den Verlauf der Jensen-Shannon-Divergenz für
das Beispielszenario. Auch mit diesem Distanzmaß kann die vorliegende
Skalierung von s = 20 px korrekt erkannt werden. Auffällig sind die im
Vergleich zu Abbildung 4.14 stärker ausgeprägten Nebenminima aufgrund
der regelmäßigen konzentrischen Kreise im Spektrum der verwendeten
Aperturform (vgl. Abbildung 4.9(a)). Aufgrund des abermaligen Loga-
rithmierens der Energiedichtespektren bei der Berechnung der Kullback-
Leibler-Divergenz werden die Minima der Spektren stärker gegenüber
den Ortsfrequenzbereichen mit hoher Signalamplitude gewichtet.
Die in Abbildung 4.14 und 4.16 beobachtbare Eigenschaft des SSE-
Distanzmaßes und der Jensen-Shannon-Divergenz, Nebenminima im Ver-
lauf des Distanzmaßes über der Skalierung zu erzeugen, stellt auf den
ersten Blick die Gefahr einer Fehlzuordnung dar. Diese Minima der Di-
stanzverläufe repräsentieren jedoch Skalierungen, die ebenfalls plausibel
den Verlauf des beobachteten Energiedichtespektrums erklären. Im folgen-
den Abschnitt wird anhand der quantitativen Ergebnisse der Distanzmaße
bei der Auswertung des Beispielszenarios gezeigt, wie diese Nebenminima
helfen können, lokale Fehlzuordnungen der Skalierung zu korrigieren.
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Abbildung 4.16 Distanzmaß nach (4.36) eines Pixels der rechten Bildhälfte des Beispiel-
szenarios.
4.3.3 Nachbearbeitung
Mit den Methoden der vorigen Abschnitte wird die Skalierung der PSF
eines Pixels einer unscharfen Aufnahme anhand der spektralen Eigen-
schaften in der Pixelumgebung geschätzt. In Abbildung 4.17 sind die
Ergebnisse des Beispielszenarios aus Abbildung 4.5, jeweils einzeln für die
im vorigen Abschnitt diskutierten Distanzmaße, dargestellt. In Tabelle 4.1
sind die quantitativen Abweichungen von der tatsächlichen Szene anhand
des mittleren absoluten Fehlers (engl. mean absolute error, MAE), bezüg-






|x̂n − xn| . (4.40)
Zur Veranschaulichung der Größenordnung des Schätzfehlers wird außer-
dem der mittlere absolute prozentuale Fehler (engl. mean absolute precentage
























Abbildung 4.17 Ermittelte Tiefenkarten des Beispielszenarios für unterschiedliche Distanz-
maße ohne Nachbearbeitung.
Sowohl mit dem SSE-Distanzmaß als auch mit der Jensen-Shannon-
Divergenz konnte die Skalierung der PSF mehrheitlich korrekt identifiziert
werden, wobei letztere am besten abschneidet. Positiv fällt hier auf, dass
der Tiefensprung der Szene als solcher erkannt wurde. Es werden aus-
schließlich Skalierungen nahe den tatsächlichen Skalierungen geschätzt,
so dass kein kontinuierlicher Tiefenübergang resultiert. Auch die Position
des Tiefensprungs wurde bis auf wenige Pixel gut geschätzt.
Beim Vergleich der Lage des jeweils ersten Minimums der Energiedich-
tespektren konnte nur in der rechten Bildhälfte ein zufriedenstellendes
Ergebnis erzielt werden. In der linken Bildhälfte, in der die tatsächliche
Skalierung s = 40 px beträgt, liegen die Minima der Energiedichtespektren
bei der gewählten Fenstergröße von 128 px bereits sehr dicht beieinander.
Die Frequenzauflösung ist hier nicht mehr ausreichend, um die jeweils
ersten Minima zuverlässig zu detektieren.




〈•, •〉SSE 1,77 0,62 0,73
〈•, •〉1min 9,65 3,79 4,52
〈•, •〉JS 0,62 0,26 0,31
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Für viele Szenarien kann angenommen werden, dass die Szene aus
stückweise zusammenhängenden Oberflächen besteht, die sich dadurch
auszeichnen, dass sich die Szenentiefe an Objekten nur geringfügig und
kontinuierlich ändert. Lediglich an Objektkanten sind große Tiefensprünge
zu erwarten. Dies ist eine gängige Annahme globaler Stereokorrespon-
denzalgorithmen [86, 95].
Auch wenn sich die zur Skalierungsschätzung betrachteten Umgebun-
gen benachbarter Pixel nur geringfügig unterschieden, läuft die eigentliche
Schätzung grundsätzlich unabhängig von den Schätzungen benachbarter
Pixel ab. Abhängig von der Szene können sich daher hochfrequente Varia-
tionen der ermittelten Skalierung ergeben, die der angenommen Gestalt
der Szene widersprechen. In Abbildung 4.17 sind beispielsweise verein-
zelte Regionen mit einer von der Umgebung abweichender geschätzter
Entfernung zu beobachten. Mit dem Wissen über die genannten Eigen-
schaften einer Szene kann eine separate Nachbearbeitung die Qualität der
ermittelten Skalierungskarte in diesen Regionen verbessern.
Ein naiver Ansatz zur Unterdrückung hochfrequenter Tiefenvariationen
ist eine Tiefpassfilterung der ermittelten Skalierungskarte, beispielsweise
mit einem Gauß-Filter. Dadurch wird jedoch die örtliche Auflösung der
Tiefenkarte reduziert. Außerdem werden scharfe Objektkanten zu konti-
nuierlichen Übergängen geglättet, die Tiefenwerte enthalten, auf die die
aufgenommenen Daten nicht hinweisen.
Die Ermittlung einer Skalierungskarte mit sowohl einer geringen globa-
len Distanz als auch einem stückweise glatten Verlauf wird als Energiemi-
nimierung formuliert:
ŝ (p) = arg min
s(p)
Ed (s (p)) + Es (s (p)) , (4.42)
mit den Datenkosten Ed und den Glattheitskosten Es. Als Datenkosten
kann unmittelbar die Summe der Distanzen der einzelnen Pixel dienen:
Ed (s (p)) =
∑
p
〈Vobs, Vs(p),exp〉 . (4.43)
Die Differenz der Skalierungsschätzungen des Pixel p und des Pixels q aus
der NachbarschaftN (p) von p geht bis zu einer oberen Schranke Es,max li-
near in die Glattheitskosten ein. Die Summe dieser Skalierungsdifferenzen
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Abbildung 4.18 Ermittelte Tiefenkarten des Beispielszenarios für unterschiedliche Distanz-
maße mit Nachbearbeitung mit dem Graph-Cut-Algorithmus.
über die Nachbarschaft N (p) ergibt die Kosten eines einzelnen Pixels
p. Die Glattheitskosten Es (s (p)) einer Skalierungskarte folgen aus der
Summe der Kosten aller Pixel:







Es,max, a |s (p)− s (q)|
)
. (4.44)
Über den Faktor a und die obere Schranke Es,max kann eingestellt werden,
ab welcher Differenz Skalierungssprünge erhalten bleiben sollen und wie
die Glattheitskosten gegenüber den Datenkosten gewichtet werden.
Das Finden der minimalen Lösung von (4.42) ist ein NP-schweres Pro-
blem. Daher wird in dieser Arbeit eine Näherungslösung für (4.42) mit
dem Graph-Cut-Algorithmus bestimmt [13].
In Abbildung 4.18 und Tabelle 4.2 sind die Ergebnisse mit erfolgter
Glättung mit dem Graph-Cut-Algorithmus angegeben. Für alle drei Di-
stanzmaße konnte durch die Glättung das Ergebnis verbessert werden.
Vor allem die mit dem SSE-Distanzmaß bestimmte Lösung konnte deut-
lich verbessert werden. Die Jensen-Shannon-Divergenz schneidet auch in
Kombination mit der Glättung am besten ab.
Aufgrund der kombinierten Bewertung der Datentreue und der Glatt-
heit der Lösung durch (4.42) kann es in bestimmten Bildregionen durchaus
günstiger sein, zur Erlangung einer glatteren Lösung von der Skalierung
mit minimaler Distanz abzuweichen. Wenn die Distanz 〈•, •〉 eines Pixels
mehrere lokale Minima aufweist, deutet dies darauf hin, dass mehrere
Skalierungen der PSF die Beobachtung plausibel erklären können. Sofern
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Tabelle 4.2 Schätzfehler des Algorithmus zur Tiefenschätzung für das Beispielszenario mit
Nachbearbeitung mit dem Graph-Cut-Algorithmus.
Distanzmaß Skalierung Entfernung
MAE/px MAE/cm MAPE/%
〈•, •〉SSE 0,73 0,26 0,30
〈•, •〉1min 9,32 3,66 4,37
〈•, •〉JS 0,49 0,22 0,26
die Bildregion nicht zu groß ist, kann es daher insgesamt günstiger sein,
die Skalierung mit suboptimaler Datentreue aber einer höheren Glattheit
zu wählen.
Damit die beschriebe Glättungswirkung ihr Potenzial voll ausschöp-
fen kann, ist es hilfreich, wenn die berechnete Distanz für ein Pixel in
uneindeutigen Szenarien plausible Skalierungen zu lokalen Minima der
berechneten Distanz führen. Das SSE-Distanzmaß und die Jensen-Shannon-
Divergenz besitzen diese Eigenschaft, wie an den lokalen Minima in Ab-
bildung 4.14 bzw. 4.16 beobachtet werden kann. Dort treten auch für von
der tatsächlichen Skalierung abweichende Skalierungen immer dann loka-
le Minima in der berechneten Distanz auf, wenn Minima im erwarteten
Energiedichtespektrum Vs,exp mit Minima in der Beobachtung Vobs zu-
sammenfallen. Da die Minima, wie oben diskutiert, markante Merkmale
der Energiedichtespektren sind, ist es vorteilhaft, dass deren Übereinstim-
mung zu einem lokalen Minimum in der berechneten Distanz führt. So
können durch die nachträgliche Glättung lokal begrenzte Fehler korrigiert
werden, wie Abbildung 4.18(a) und 4.18(c) verdeutlichen.
Das 〈•, •〉1min-Distanzmaß weißt ausgehend vom absoluten Minimum
per Definition stets einen ansteigenden Verlauf auf (vgl. Abbildung 4.15).
Das Potenzial zur Korrektur von Regionen mit falsch geschätzter Ska-
lierung ist daher bei Verwendung dieses Distanzmaßes sehr gering. Im
Beispielszenario wurde durch die Glättung zwar eine geringfügige Verbes-
serung des Schätzergebnisses erzielt, hauptsächlich jedoch in der rechten
Bildhälfte, wo der ursprüngliche Schätzung schon sehr präzise war. Das




Tabelle 4.3 Schätzfehler des Algorithmus zur Tiefenschätzung für das Beispielszenario mit
Nachbearbeitung mit einer Parabelanpassung.
Distanzmaß Skalierung Entfernung
MAE/px MAE/cm MAPE/%
〈•, •〉SSE 1,87 0,62 0,73
〈•, •〉1min 9,41 3,69 4,41
〈•, •〉JS 0,70 0,25 0,30
Eine alternative Möglichkeit zur Nachbearbeitung des Schätzergebnis-
ses beruht auf der Verfügbarkeit einer Distanz 〈•, •〉 für jede diskrete Ska-
lierung s ∈ S . Unabhängig für jedes Pixel können diese Distanzen genutzt
werden, um den Distanzverlauf durch ein geeignetes Polynom zu appro-
ximieren, um damit die Skalierung mit minimaler Distanz mit höherer
Präzision bestimmen zu können. Zum Beispiel lassen sich auf Grundlage
der Skalierung mit minimaler Distanz und den Distanzen der beiden be-
nachbarten Skalierungen in S die Parameter einer Parabel bestimmen. Das
Minimum dieser allgemeinen Parabel kann dann als Schätzwert ŝ dienen.
Auf diese Weise kann die Skalierung wahlweise mit Subpixelgenauigkeit
bestimmt werden oder es kann eine kleine Menge an Skalierungen in S
gewählt werden, um Berechnungszeit einzusparen.
Die Schätzfehler nach einer Bestimmung der geschätzten Skalierung
ŝ über eine Parabelanpassung sind in Tabelle 4.3 angegeben. Die Werte
unterscheiden sich nur marginal von den ursprünglichen Werten aus
Tabelle 4.1, weshalb auf eine visuelle Darstellung der Schätzergebnisse
verzichtet wird. Bezüglich des Entfernungsfehlers konnte in allen Fällen
eine Verbesserung erreicht werden, obwohl sich der Skalierungsfehler
mit dem SSE-Distanzmaß und der Jenson-Shannon-Divergenz erhöht hat.
Dies ist auf die in Abschnitt 4.2 diskutierte nichtlineare Kennlinie des
Messverfahrens und die Tatsache, dass im Beispiel der Nahfall betrachtet
wird, zurückzuführen.
Bei Pixeln, für die die geschätzte Skalierung ŝ nach der Glättung mit
dem Graph-Cut-Algorithmus einem (lokalen) Minimum der berechneten





Eine Kamera mit programmierbarer Apertur, wie sie im Rahmen dieser
Arbeit aufgebaut wurde, eröffnet die Möglichkeit, die Aperturform so zu
wählen, dass sich die Kamera optimal für eine gewünschte Anwendung
eignet. Im hier betrachteten Kontext der monokularen Tiefenschätzung
nach dem Depth-from-Defocus-Prinzip sollte die gewählte Aperturform also
eine präzise und robuste Identifizierung der Skalierung der PSF unterstüt-
zen. Aufgrund der Implementierung der Apertur mit einem transmissiven
LCD müssen keine Bedingungen an die Blendenform, wie beispielsweise
die Vermeidung schwebender Teile im Aperturzentrum wie bei Levin et al.
[49], gestellt werden.
Im Laufe der Arbeit wurde mithilfe einer vollständigen Suche nach
geeigneten Blenden zur Verwendung mit dem 〈•, •〉1min-Distanzmaß ge-
sucht [120]. Da dieses Distanzmaß speziell für den Vergleich eindimen-
sionaler Energiedichtespektren konzipiert ist, wurde ausschließlich nach
rotationssymmetrischen Blenden gesucht, deren Energiedichtespektren
sich ohne Informationsverlust mit einer Projektion in Tangentialrichtung
in eine eindimensionale Form überführen lassen. Um den Suchraum wei-
ter zu einzugrenzen, wurde sich auf binäre Formen mit einer diskreten
Auflösung von 21 × 21 px beschränkt. Zulässige Blendenformen lassen
sich somit durch Bitfolgen der Länge 11 beschreiben, die der Form der
Blende entlang einer radialen Linie entsprechen. Wie in Abbildung 4.19
dargestellt, stehen dabei Bits mit Wert 1 für lichtdurchlässige und Bits mit
Wert 0 für lichtundurchlässige Bereiche. Die Bitfolgen werden im Folgen-
den über den Blendenindex i bezeichnet, der dem Wert der Bitfolge in
dezimaler Darstellung entspricht.
Als Gütemaß J(i) wurde für jede tatsächlich vorliegende Skalierung st ∈
S die minimale Distanz zu den Vergleichsgrößen der davon verschiedenen






〈Vobs, Vs,exp〉1min . (4.45)
Somit sagt das Gütemaß aus, wie gut sich die tatsächlich vorliegende






0 1 1 1 0 0 0 1 1 1 1
←→
Abbildung 4.19 Zusammenhang von Blendenindex i und Aperturform am Beispiel i = 911.
nach (4.19) texturierten Ebene berechnet. Damit kann die Leistungsfähig-
keit einer Blendenform anhand der gesamten Signalverarbeitungskette,
also von der Beeinflussung der einfallenden Strahldichte durch die co-
dierte Apertur bis zur Identifikation der Skalierung mit dem vorgestellten
Algorithmus, bewertet werden.
In Abbildung 4.20 ist für jede Blende des Suchraums das berechnete
Gütemaß J(i) angegeben. Auffällig am Verlauf sind die markierten und
wiederholt auftretenden Bereiche hoher Güte. Diese treten immer dann auf,
wenn ein hochwertiges Bit der Bitfolge von 0 auf 1 gesetzt wird, wenn also
ein lichtdurchlässiger Ring am äußeren Rand der Apertur hinzukommt.
Im Kurvenverlauf ergeben sich an diesen Stellen abrupte Anstiege des
Gütemaßes. Direkt nach diesen Anstiegen verbleibt das Gütemaß auf
hohem Niveau. Dies deutet darauf hin, dass der innere Bereich der Apertur
nur einen geringen Einfluss auf die Leistungsfähigkeit zur Tiefenschätzung
besitzt, da in diesen Bereichen des Blendenindex die niederwertigen Bits
der Bitfolge variiert werden. In Abbildung 4.20 sind die entsprechenden
Bereiche der Aperturen in den Miniaturen rot gekennzeichnet.
Das Maximum des Gütemaßes liegt bei i = 911 (J(911) = 0,0365 px−1).
Die entsprechende Form ist in Abbildung 4.19 angegeben. Die Leistungs-
fähigkeit der Kreisblende (J(2 047) = 0,0294 px−1) liegt sogar unter dem
Durchschnitt aller hier betrachteter Blenden (J̄ = 0,0313 px−1).
Da das 〈•, •〉1min-Distanzmaß lediglich zum Vergleich eindimensionaler
Energiedichtespektren genutzt werden kann, ist es nur für rotationssym-
metrische Aperturformen und Szenen geeignet. Vor allem aufgrund der
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Die Vergleichsgröße Vobs der Beobachtung wurde aus einer per Ray-
































































































































































































































selbst bei geringen Pixelauflösungen, so groß, dass er nicht mehr vollstän-
dig durchsucht werden kann. Daher müssen stochastische Verfahren zum
Einsatz kommen, um eine Approximationslösung zu bestimmen.
Es wurde neben der vollständigen Suche nach rotationssymmetrischen
Blenden auch eine Suche nach allgemeinen Blendenformen durchgeführt.
Als Randbedingungen wird weiterhin verlangt, dass die Blende binär-
wertig ist. Sie soll durch ein quadratisches Pixelbild dargestellt werden
können. Die so definierte Form wird so innerhalb der kreisförmigen Aper-
tur platziert, dass sich jedes Pixel im Lichtweg befindet.
Die Anzahl möglicher Blendenformen mit einer Auflösung vonN×Npx
ist durch 2N
2
gegeben. Im Gegensatz zu den ca. 2 ·103 möglichen rotations-
symmetrischen Formen der Dimension 21× 21 px kann dieser Lösungs-
raum schon für niedrige N nicht mehr vollständig durchsucht werden.
Für N = 21 ergeben sich mögliche Blendenformen in der Größenordnung
10132. Daher wurde ein genetischer Algorithmus eingesetzt.
Zunächst wurde eine Optimierung für Pixelauflösungen von 5× 5 px
durchgeführt. Um sicherzustellen, dass ausreichend Licht durch die Aper-
tur fallen kann, wird außerdem die Randbedingung aufgestellt, dass maxi-
mal 75 % der quadratischen Aperturfläche lichtundurchlässig sein dürfen.
Als Gütekriterium wurde, aufgrund des besseren Abschneidens im
oben diskutierten Beispielszenario, die Unterscheidbarkeit unterschiedli-
cher Skalierungen mit der Jensen-Shannon-Divergenz verwendet. Dazu
wurde wieder für jede tatsächlich vorliegende Skalierung die minimale
Distanz zu allen anderen Skalierungen mit anschließender Mittelwertbil-
dung berechnet. Zur Reduktion der Berechnungsdauer pro Individuum
i wurde die auf der Beobachtung basierende Vergleichsgröße nicht per
Raytracing simuliert, sondern auch aus dem Signalmodell berechnet. Bei
der Berechnung aus dem Signalmodell wurde zunächst keine zusätzliche







〈Vst,exp, Vs,exp〉JS . (4.46)
114
letzten Bedingung ist keine breite Anwendbarkeit dieses Distanzmaßes

























Abbildung 4.21 Ergebnis des genetischen Algorithmus zur Suche nach optimalen Blenden-
formen zur Tiefenextraktion der Größe 5× 5 px ohne Modellierung einer Störgröße.
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In Abbildung 4.21(a) ist das Ergebnis der Optimierung dargestellt. Auf-
fällig an der ermittelten Form ist, dass diese annähernd punktsymmetrisch
bezüglich des zentralen Pixels ist. In der berechneten OTF fallen vor
allem die einzelnen Punkte mit sehr hoher Dämpfung auf, die in der
4 Monokulare Tiefenschätzung
dreidimensionalen Darstellung des Betragsquadrats in Abbildung 4.21(b)
zu sehen sind. Tatsächlich sind diese Punkte derart ausgeprägt, dass sie
maßgeblich zum guten Abschneiden der Blendenform beitragen.
An diesem Beispiel zeigt sich abermals, wie wichtig die Berücksichti-
gung einer Störgröße bei der Berechnung des Signalmodells ist. Aufgrund
von Störeinflüssen wie Bildrauschen oder geringfügigen Abweichungen
von der Blendenform, beispielsweise durch Interpolationsartefakte bei der
Darstellung der Form auf einem LCD, ist es nicht zu erwarten, dass diese
markanten Punkte derart ausgeprägt im Energiedichtespektrum des auf-
genommenen Bildes zu beobachten sein werden. Vielmehr werden diese
Minima von den Störgrößen des Systems überlagert werden. Daher ist die
dargestellte Blendenform für den praktischen Einsatz zu hoch bewertet.
Mit einer erneuten Optimierung mit einem genetischen Algorithmus,
bei der diesmal bei der Berechnung des Gütemaßes (4.46) eine additive
Störgröße einbezogen wurde, wurde die in Abbildung 4.22(a) dargestellte
Form ermittelt. Weiterhin wird vorausgesetzt, dass mindestens 25 % der
Fläche lichtdurchlässig ist. Die ermittelte Form ist in diesem Fall tatsächlich
punktsymmetrisch, obwohl dies bei der Optimierung nicht vorausgesetzt
wurde. Dies deckt sich mit den Beobachtungen von Levin et al. [49], dass
symmetrische Formen ausgeprägte Strukturen minimaler Frequenzüber-
tragung aufweisen, die zu einer guten Unterscheidbarkeit verschiedener
Skalierungen der PSF mit der Kullback-Leibler-Divergenz führen. Da-
her ist es zu erwarten, dass mit der hier verwendeten Jensen-Shannon-
Divergenz als kommutative Erweiterung der Kullback-Leibler-Divergenz
ähnliche Beobachtungen gemacht werden können.
Mit diesem ersten Ergebnis wurde nach weiteren Blendenformen der
Größe 13×13 px und 21×21 px gesucht. Zur Reduktion des Suchaufwands
wurde in diesen beiden Fällen die Suche auf punktsymmetrische For-
men beschränkt, womit nur noch 2dN
2
/2e mögliche Formen existieren, für
N = 21 also nur noch eine Größenordnung von 1066. Die Ergebnisse dieser
Optimierungen sind in Abbildung 4.22(b) und 4.22(c) dargestellt.
In allen drei Blendenformen sind vor allem die Bereiche am Blendenrand
lichtdurchlässig. Diese Beobachtung deckt sich mit dem Ergebnis der Su-
che nach rotationssymmetrischen Blenden aus Abbildung 4.20. Obwohl bei
der Suche nach Blendenformen keine Bedingung bezüglich schwebender
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(a) 5× 5 px. (b) 13× 13 px. (c) 21× 21 px.
Abbildung 4.22 Ergebnis des genetischen Algorithmus zur Suche nach optimalen Blenden-
formen zur Tiefenextraktion mit Modellierung einer Störgröße.
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Teile im Aperturzentrum wie bei Levin et al. [49] einbezogen wurden, wei-
sen die ermittelten Formen keine derartigen Strukturen auf. Die Bereiche
der Ecken der Blenden in 4.22(b) und (c) schließen am Bereich außerhalb
der optimierten Fläche an, die lichtundurchlässig sein muss. Die Einschrän-
kung von Levin et al. scheint sich also nicht negativ auf die Eignung einer
Blendenform zur Tiefenextraktion auszuwirken.
Beim enormen Umfang des zu durchsuchenden Lösungsraums ist es
sehr wahrscheinlich, dass es sich bei den ermittelten Formen um lokale
Maxima und nicht im das globale Maximum des definierten Gütemaßes
handelt. Aber auch diese Kenntnis ist in diesem Kontext äußerst wertvoll,
da davon ausgegangen werden kann, dass die ermittelten Formen im Ver-
gleich zu der enormen Menge an möglichen Formen überdurchschnittlich
gut zur Tiefenextraktion geeignet sind. Die tatsächliche Leistungsfähigkeit




In diesem Kapitel sollen die simulative Entwurfsmethode einer Compu-
tational Camera mit dem Raytracing-Verfahren aus Kapitel 2 und der ent-
wickelte Prototyp aus Kapitel 3 anhand der Ergebnisse der monokularen
Tiefenschätzung nach dem Depth-from-Defocus-Prinzip validiert werden.
Der Nachweis der grundlegenden Funktion des entwickelten Algorithmus
zur Tiefenschätzung in Verbindung mit einer codierten Apertur wurde
bereits in Kapitel 4 anhand eines Beispielszenarios erbracht. In diesem
Kapitel sollen nun die Ergebnisse realer Aufnahmen mit denen simulier-
ter Aufnahmen verglichen und die Leistungsfähigkeit des Algorithmus
anhand anspruchsvollerer Szenen untersucht werden.
Zunächst werden in Abschnitt 5.1 die untersuchten Testszenen vorge-
stellt, die sowohl simulativ als auch anhand eines realen Messaufbaus
untersucht werden. Außerdem werden in diesem Abschnitt die Bedingun-
gen, unter denen die Messungen aufgenommen bzw. simuliert wurden,
detailliert beschrieben. In den folgenden Abschnitten 5.2 und 5.3 werden
die Tiefenschätzergebnisse aus realen bzw. simulierten Aufnahmen vorge-
stellt und bewertet. Abschließend werden in Abschnitt 5.4 die Erkenntnisse
der Untersuchungen zusammengefasst und ein Fazit gezogen.
5.1 Versuchsdurchführung
Als einfachstes Testszenario wird eine Szene konstanter Tiefe betrachtet.
Um eine optimale Frequenzanregung durch die Szene zu gewährleisten,
wird eine Ebene mit einer Rauschtextur nach der Fractional Brownian Mo-
tion versehen. Die Entfernungen der Szene werden dabei im gesamten
Messraum variiert, um die Verfahren für unterschiedliche Skalierungen
der PSF zu erproben. Insgesamt werden für diese Szene pro untersuchter




(a) Opt5. (b) Opt13. (c) Opt21.
(d) Ring. (e) Levin et al. (f) Veeraraghavan et al.
Abbildung 5.1 Verwendete Aperturformen, angepasst an die Darstellungsmöglichkeiten
des im Objektiv platzierten LCDs.
In Abbildung 5.1 sind die untersuchten Blendenformen und deren in
der folgenden Auswertung verwendeten Bezeichnungen dargestellt. In
den Abbildungen wurde bereits die Rotation, die begrenzte Auflösung
und das Seitenverhältnis der Pixel des verwendeten LCDs innerhalb des
Objektivprototyps berücksichtigt. Diese transformierten Formen werden
so auch in der Simulation verwendet. Die Formen 5.1(a)–(d) entsprechen
den Ergebnissen des genetischen Algorithmus bzw. der vollständigen
Suche nach optimalen rotationssymmetrischen Formen, wie sie im vorigen
Kapitel erarbeitet wurden. Die Formen (e) und (f) werden in den Arbeiten
von Levin et al. [49] bzw. Veeraraghavan et al. [100] vorgeschlagen.
Zur Durchführung der realen Messungen wird der Aufbau aus Ab-
bildung 5.2 verwendet. Auf der horizontal verschiebbaren Halterung
wird ein Ausdruck einer Rauschtextur befestigt. Dem geringen Dyna-




geeignete Beleuchtung entgegengewirkt. Die aktive Darstellung der Tex-
tur mit einem LCD-Monitor hat sich als ungeeignet erwiesen, da dessen
Helligkeit nicht konstant bezüglich der Zeit ist. Dadurch kann sich auf-
grund des intensitätsabhängigen Photonenrauschens das Störszenario pro
Aufnahme ändern, was die Sicherstellung der Vergleichbarkeit der realen
und simulierten Aufnahmen erschwert. Darüber hinaus wird von LCD-
Monitoren polarisiertes Licht abgeben, das, je nach Orientierung, nicht
mit dem mit einem LCD versehenen Objektivprototyp wahrgenommen
werden kann. Die Kamera ist vor der dargestellten Halterung fixiert und
genau senkrecht zu dieser ausgerichtet. In der in der Abbildung darge-
stellten Position befindet sich die texturierte Ebene 0,85 m von der Kamera
entfernt und kann bis unmittelbar vor die Kamera verschoben werden.
Bei zu geringem Abstand der Ebene zur Kamera wird die Beleuchtung
allerdings durch die Kamera selbst erschwert, da deren Schatten auf die
texturierte Ebene fällt. Mithilfe einer Skala an der Führung der Halterung
kann die Entfernung der texturierten Ebene zur Kamera millimeterge-
nau eingestellt werden. Diese Entfernung dient in der Auswertung dieser
Szene als Ground-Truth-Entfernung.
Aufgrund der nichtidealen Transmissionseigenschaften des verwen-
deten transmissiven LCDs wird bei den realen Aufnahmen, wie in Ab-
schnitt 3.3.2 beschrieben, eine Kompensation des Störanteils mit einer
Aufnahme mit lichtundurchlässigem LCD durchgeführt. Dabei wird eine
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lineare Kamerakennlinie vorausgesetzt. Sofern der Sensor nicht in die
Sättigung gebracht wird, ist diese Voraussetzung bei der verwendeten Ka-
mera erfüllt. Die Belichtungszeit bei der Aufnahme des Störanteils muss
dabei stets der Belichtungszeit der eigentlichen Aufnahme entsprechen.
Um die korrekte Störanteilkompensation sicherzustellen und damit kei-
ne Information bei den Aufnahmen abgeschnitten wird, darf der Sensor
nicht in die Sättigung gebracht werden. Für eine Messreihe mit unter-
schiedlichen Entfernungen der texturierten Ebene zur Kamera ist beim
Aufbau aus Abbildung 5.2 die Aufnahme mit der geringsten Entfernung
am kritischsten, da in diesem Fall der Abstand der Ebene zur Beleuchtung
am kleinsten ist. Damit die Aufnahmen ein möglichst hohes SNR auf-
weisen, sollte der verfügbare Dynamikbereich möglichst gut ausgenutzt
werden. Es sollte also möglichst lange belichtet werden. Um diesen beiden
komplementären Anforderungen gerecht zu werden, wird eine geeignete
Belichtungszeit in der am nächsten zur Kamera gelegenen Einstellung
der Ebene bestimmt. Da die untersuchten Blenden unterschiedliche große
lichtdurchlässige Flächen aufweisen, muss die Belichtungszeit für jede
Blendenform separat gewählt werden. Es werden Belichtungszeiten zwi-
schen 40 und 80 ms verwendet.
In der Raytracing-Simulation wird die Szene konstanter Tiefe durch
ein einziges texturiertes Ebenen-Objekt mit einem Lambert’schen Materi-
al erzeugt. Als Lichtquelle ist eine allgegenwärtige, homogene Beleuch-
tung ausreichend. Die Simulationsparameter werden entsprechend der
bei den realen Messungen verwendeten Kamera gewählt. Die Szenen wer-
den durchweg mit N = 256 Strahlen pro Pixel gerendert. Bei der vollen
Sensorauflösung von 4864× 3232 px entspricht dies der Berechnung von
über 4 Milliarden Strahlen pro Bild.
Damit das Störszenario der simulierten Aufnahmen vergleichbar mit
den realen Aufnahmen ist, müssen die Belichtungszeit und die EMVA-
Parameter der verwendeten Kamera bekannt sein, woraus sich die Rausch-
leistung des Dunkelrauschens ergibt. Weiter muss in der Simulation und
bei den realen Aufnahmen dieselbe Bitauflösung verwendet werden, da-
mit das Quantisierungsrauschen vergleichbar ist. Zuletzt müssen die Si-
mulationsparameter, beispielsweise durch Anpassung der Beleuchtung
oder des Reflexionsgrads des Ebenenmaterials, so gewählt werden, dass
sich in der simulierten Aufnahme ähnliche Intensitäten wie bei der realen
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Aufnahme ergeben. Damit wird die Vergleichbarkeit des Photonenrau-
schens sichergestellt.
Wie in Abschnitt 3.3.2 beschrieben, wirkt sich die nötige Kompensation
des Störanteils bei Verwendung des LCDs auf das Bildrauschen aus. Daher
wird sie analog auch bei der Simulation durchgeführt, indem zu jeder Auf-
nahme eine Aufnahme des Störanteils mit einer homogenen kreisförmigen
Blende mit entsprechender Dämpfung simuliert wird.
Der Abgleich der simulierten Grauwertintensitäten mit denen der rea-
len Aufnahmen wird manuell anhand der Histogramme – sowohl für die
Aufnahmen mit der untersuchten Apertur als auch für die Aufnahmen
der Störanteile – durchgeführt. Da sich beim Aufbau aus Abbildung 5.2
mit dem Verschieben der texturierten Ebene auch der Abstand zur Sze-
nenbeleuchtung ändert, ergeben sich in Abhängigkeit der untersuchten
Entfernung auch unterschiedliche Helligkeiten. Daher wird der Abgleich
für die Aufnahmen mit der geringsten und der größten Entfernung durch-
geführt. Zur Simulation der Aufnahmen, bei denen die Ebene zwischen
diesen beiden Entfernungen liegt, werden die Parameter der Beleuchtung
und der Reflexionsgrad linear zwischen den beiden bestimmten Parame-
tersätzen interpoliert
Abbildung 5.3 stellt exemplarisch die Histogramme der simulierten
und der realen Aufnahmen für die Blende „Opt5“ gegenüber. Mit der
guten Übereinstimmung der Mittelwerte der Verteilungen und dem in
Abschnitt 2.4.1.3 erbrachten Nachweis der Vergleichbarkeit der Rauschei-
genschaften der realen und simulierten Kamera kann für die untersuchte
Szene von näherungsweise gleichen Rauscheigenschaften ausgegangen
werden.
Ein erstes Indiz für eine gute Übereinstimmung des realen und des si-
mulierten Bildgewinnungsprozesses zeigt sich bereits an den dargestellten
Histogrammen. Auch wenn die Grauwertverteilungen der simulierten
Aufnahmen breiter als bei den realen Aufnahmen sind, ergeben sich in bei-
den Fällen multimodale Grauwertverteilungen bei unscharfer Abbildung
(5.3(b) & (d)), obwohl die jeweils scharfen Aufnahmen unimodal verteilt
sind (5.3(a) & (c)).
Die Untersuchungen aus Abschnitt 3.3 haben gezeigt, dass das modifi-
zierte Objektiv sehr gute Abbildungseigenschaften aufweist. Daher wird



















(a) Histogramm von g(p) bei einer Skalie-

















(b) Histogramm von g(p) bei einer Skalie-

















(c) Histogramm von gStör(p) bei einer Ska-

















(d) Histogramm von gStör(p) bei einer Ska-

















(e) Histogramm von gNutz(p) bei einer Ska-

















(f) Histogramm von gNutz(p) bei einer Ska-
lierung von s = 160 px.
Abbildung 5.3 Vergleich der Grauwerthistogramme der realen und simulierten Aufnahmen
der Blende „Opt5“ bei Skalierungen von s = 0 px und s = 160 px.
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Tabelle 5.1 Parameter der simulierten Kamera mit dicker sphärischer Linse.
Blendenzahl k 1,8
Brechungsindex nL 1,44
objektseitiger Krümmungsradius R1 4,68 cm
bildseitiger Krümmungsradius R2 −4,68 cm
Linsendicke dL 5 mm
in paraxialer Näherung modelliert. Aufgrund der detailgetreuen Wieder-
gabe des eingestellten LCD-Musters in Abbildung 3.9, wird die simulierte
Apertur exakt in der Linsenebene platziert. Außerdem wird zusätzlich
eine kreisförmige Eintrittspupille simuliert, die, wie in Abbildung 2.22
dargestellt, zu einem Abschneiden der PSF am Bildrand führt. Damit
weisen die simulierten PSFs eine hohe Ähnlichkeit zu den tatsächlich
aufgenommenen PSFs aus Abbildung 3.6 auf.
Gleichzeitig ist es von Interesse, inwiefern Abbildungsfehler die Tiefen-
schätzung beeinflussen. Anhand der Szene der texturierten Ebene wird
untersucht, welche Tiefenschätzergebnisse bei einer optischen Abbildung
mit Abbildungsfehlern erzielt werden können. Der im Rahmen dieser
Arbeit aufgebaute Objektivprototyp weist nur geringe Abbildungsfeh-
ler auf, wie die Untersuchungen in Kapitel 3 gezeigt haben. Da sich der
Grad der Abbildungsfehler des Prototyps nicht beeinflussen lässt, kann
lediglich die Raytracing-Simulationsumgebung zur variablen Erzeugung
von Abbildungsfehlern eingesetzt werden. Zur Modellierung einer Linse
mit Abbildungsfehlern werden die Parameter aus Tabelle 5.1 verwendet.
Bis auf den Brechungsindex entsprechen diese Werte den Simulationspa-
rametern aus Abschnitt 2.4.2.4. Der Brechungsindex wurde so gewählt,
dass die Brennweite der Linse mit f = 52,4 mm der Brennweite des Ob-
jektivprototyps entspricht. Die Ergebnisse dieser Simulationen werden in
Abschnitt 5.3 vorgestellt und diskutiert.
Um die Leistungsfähigkeit der entworfenen Computational Camera auch
in realistischeren Szenarien einschätzen zu können, werden außerdem die
Szenen aus Abbildung 5.4 untersucht. Die Aufnahme in Abbildung 5.4(a)
wurde mit einem unmodifizierten Objektiv desselben Typs wie in Kapi-
tel 3 bei einer Blendenöffnung von f/22 aufgenommen. Für die Simulati-
on wurde die Szene möglichst detailgetreu in der Simulationsumgebung
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nachgebildet. Die Entfernungen der dargestellten Objekte wurden manu-
ell nachgemessen und in der Simulationsumgebung übernommen. Die
Texturen, mit denen die Objekte in der Simulation versehen sind, wurden
separat in der realen Szene aufgenommen. Die Kamera ist in der Anord-
nung auf eine Entfernung von do,fok = 1 m fokussiert. Die Rückwand
befindet sich 80 cm (s = 50 px) von der Kamera entfernt. Die Rückseite
des Buches ist im Abstand 73 cm (s = 75 px) platziert und das Zentrum
der Tasse befindet sich im Abstand 67 cm (s = 100 px). Als Beleuchtung
wurden zwei Punktlichtquellen, deren Positionen denen der Lampen in
der realen Szene entsprechen, und eine allgegenwärtige Beleuchtung ver-
wendet. Die Tasse wurde in der Simulation mit dem Material nach Phong
[75] versehen, das Glanzlichter erzeugt. Die restlichen Objekte wurden
mit Lambert’schem Reflexionseigenschaften simuliert. Die Ground-Truth-
Daten aus Abbildung 5.4(c) stehen in der Simulation unmittelbar zur
Verfügung. Diese dienen im Folgenden auch als eine Orientierung zur
Beurteilung der Ergebnisse der realen Aufnahmen.
Wie auch bei den Aufnahmen der Rauschtextur wird sowohl für die
realen Aufnahmen als auch in der Simulation eine Kompensation des
Störanteils durchgeführt. Die Anpassung der simulierten Bildintensitäten
erfolgt ebenfalls über einen manuellen Abgleich der Histogramme.
In Kapitel 4 wurden verschiedene Möglichkeiten des Vergleichs von
beobachteten Merkmalen mit denen eines Signalmodells vorgestellt. Auf-
grund des besten Abschneidens in den dort ausgeführten Untersuchun-
gen anhand eines Testszenarios wird im Folgenden die Tiefenextraktion
stets auf Grundlage der Energiedichtespektren mit der Jensen-Shannon-
Divergenz durchgeführt.
Zur quantitativen Bewertung der Ergebnisse werden, sofern Ground-
Truth-Daten über die Szene zur Verfügung stehen, wie zuvor in Kapitel 4,
der mittlere absolute Schätzfehler der Skalierung in der Einheit Pixel
und der Entfernung in Zentimeter nach (4.40) angegeben. Um die Entfer-
nungsfehler in Relation zur absoluten Entfernung zu setzen, wird darüber
hinaus ebenfalls der mittlere prozentuale Entfernungsfehler nach (4.41)
herangezogen. Es muss beachtet werden, dass die Umrechnung der Ska-
lierung in eine Entfernung nach (4.8) von den konkreten Objektiv- und
Sensorparametern abhängt. Da diese jeweils auf die Gegebenheiten der
untersuchten Szene hin ausgerichtet werden, ist eine szenenübergreifende
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(c) Simulierte Ground Truth.
Abbildung 5.4 Realitätsnahe Szene.
und entfernungsunabhängige Bewertung nur anhand der auftretenden
Skalierungsfehler möglich.
5.2 Ergebnisse realer Aufnahmen
In Abbildung 5.5 sind die geschätzten Skalierungen ŝ der PSF gegenüber
den tatsächlich vorliegenden Skalierungen st dargestellt. Es wurde ledig-
lich das zentrale Pixel einer Aufnahme untersucht, um Auswirkungen der
in Abbildung 3.6 festgestellten Vignettierung zu minimieren. Die Aufnah-


























Ring Levin et al. Veeraraghavan et al.
Ground Truth
Abbildung 5.5 Ergebnisse der Tiefenschätzung des zentralen Pixels realer Aufnahmen einer
Rauschtextur.
von ca. 20 bis 60 px näherungsweise bestimmt werden. Bei Skalierungen ab
120 px erreicht die Blende „Opt5“ verglichen mit den anderen Formen die
besten Ergebnisse. Interessant dabei ist, dass diese Form einen vergleichs-
weise hohen lichtdurchlässigen Flächenanteil besitzt und die zugehörigen
Aufnahmen daher mit geringen Belichtungszeiten aufgenommen wurden.
Damit ist bei dieser Aufnahme das Dunkelrauschen verglichen mit den
Aufnahmen der anderen Blenden niedrig.
Für dieses schlechte Abschneiden der Tiefenextraktion gibt es mehrere
mögliche Ursachen:
Das Bildrauschen ist aufgrund der hohen Dämpfung des LCDs und
trotz der externen Beleuchtung zu stark, sodass charakteristische
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Es wird festgestellt, dass unter den vorliegenden Bedingungen die Tie-
fenschätzung nicht zuverlässig funktioniert. Lediglich mit der Blende
„Opt21“ und der Blende nach Levin et al. konnte die Skalierung im Bereich
5.2 Ergebnisse realer Aufnahmen
Problemen entgegenwirken. Denkbar ist beispielsweise das mehr-
malige Aufnehmen der Bilder mit einer anschließenden Mittelwert-
bildung [78] oder ein Zusammenfassen mehrerer Pixel, was mit
einer Reduktion der Ortsauflösung einhergeht.
Obwohl die Auflösung der Rauschtextur der Ebene der angege-
benen Auflösung des verwendeten Druckers entspricht, konnten
sichtbar im Ausdruck nicht alle Merkmale wiedergegeben werden.
Dies entspricht einer Tiefpassfilterung des Anregungssignals. Auch
im Fall, dass dies die Ursache für die Qualität der Ergebnisse ist,
wäre mit einer Reduktion der Ortsauflösung durch Zusammenfas-
sen mehrerer Pixel mit einer Verbesserung zu rechnen, da so die
maximal erfassbare Ortsfrequenz verringert wird.
Die Ergebnisse werden hier trotzdem aufgeführt, um diese in Abschnitt 5.3
mit den Ergebnissen simulierter Daten vergleichen zu können.
Abbildung 5.6 zeigt die Ergebnisse der Tiefenschätzung der realen Auf-
nahmen, wenn das Eingangsbild durch Zusammenfassen mehrerer Pi-
xel um den Faktor 4 pro Dimension verkleinert wird. Dementsprechend
wird auch nur nach Skalierungen in S = {0 px, 1 px, . . . , 60 px} gesucht.
Trotzdem werden die ermittelten Skalierungen zur Visualisierung wieder
entsprechend der ursprünglichen Auflösung des Bildes umgerechnet. Um
die Anfälligkeit bezüglich Ausreißern zu reduzieren, wurde die Szene
an insgesamt neun Pixeln ausgewertet und über die Ergebnisse gemit-
telt. Die gepunkteten Linien geben die einfache Standardabweichung an.
Da sich die ausgewerteten Analysefenster leicht überlappen, können die
Einzelergebnisse nicht als stochastisch unabhängig angenommen werden.
Die äußeren der ausgewerteten Pixel liegen näher am Bildrand, wo sich
potentielle Abbildungsfehler stärker auswirken.
Mit dem Zusammenfassen mehrerer Pixel kann das Ergebnis der Tie-
fenschätzung deutlich verbessert werden. Jeweils ab einer gewissen Ska-
lierung kann mit allen Formen außer der Form nach Veeraraghavan et al.
die Skalierung der PSF zuverlässig geschätzt werden. Der Skalierungsbe-
reich mit geringer Abweichung vom tatsächliche Wert ist für die Form
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Merkmale der OTF in den Energiedichtespektren der Aufnahmen
vom Rauschen dominiert und daher nicht erkannt werden können.
Maßnahmen zur Reduktion des Bildrauschens sollten derartigen
5 Ergebnisse


























Ring Levin et al. Veeraraghavan et al.
Ground Truth
Abbildung 5.6 Mittelwert der Ergebnisse der Tiefenschätzung über neun Pixel realer Auf-
nahmen einer Rauschtextur mit reduzierter Pixelauflösung. Die gepunkteten Linien geben
die einfache Standardabweichung vom Mittelwert der Schätzergebnisse an.
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vom Mittelwert auf, was für eine hohe Robustheit spricht. Sofern die Ska-
lierung mit einer Blendenform näherungsweise geschätzt werden kann,
ergibt sich für alle diese Formen mehrheitlich eine geringfügig zu groß
eingeschätzte Skalierung. Diese Abweichung nimmt mit ansteigender
Skalierung st zu. Mögliche Gründe hierfür können einerseits unpräzise
Ground-Truth-Daten sein, beispielsweise verursacht durch unpräzises
Einstellen der Entfernung der texturierten Ebene oder durch unpräzise
Kameraparameter bei der Umrechnung der gewünschten vorliegenden
Skalierung in eine Entfernung. Andererseits kann dies auch vom Algorith-
mus zur Identifikation der Skalierung selbst herrühren.
„Opt13“ am größten (ab ca. 35 px). Mit der Ringblende werden geringe
Abweichungen am spätesten erreicht (ab ca. 90 px). Ab diesen Skalierun-
gen weisen die Schätzergebnisse auch eine niedrige Standardabweichung
5.2 Ergebnisse realer Aufnahmen




Opt5 5,17 4,03 5,80
Opt13 2,97 2,57 3,77
Opt21 5,12 4,07 5,85
Ring 12,57 8,20 11,79
Levin et al. 3,03 2,42 3,41
Veeraraghavan et al. 13,96 9,66 15,10
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bezüglich der Entfernung schneidet die Blende nach Levin et al. am bes-
ten ab. Dies liegt am nichtlinearen Zusammenhang zwischen Skalierung
und Entfernung sowie der Betrachtung des Nahfalls aus Abschnitt 4.2.
Insgesamt erweisen sich die für die Jensen-Shannon-Divergenz als Di-
stanzmaß optimierten Blendenformen „Opt5“, „Opt13“ und „Opt21“ als
geeignet. Lediglich die Blende nach Levin et al. erzielt ähnlich gute Er-
gebnisse. Die Ringblende ist das Ergebnis einer Optimierung mit anderen
Randbedingungen und einer anderen Parametrisierung des Algorithmus
zur Tiefenschätzung und erreicht daher nicht das Niveau der anderen
ermittelten Formen.
Die bisher vorgestellten Ergebnisse basieren auf den Schätzungen der
Tiefe an einem oder einzelnen Punkten des aufgenommenen Bildes, an
denen durch die Verwendung der Rauschtextur eine ausreichend breit-
bandige Anregung durch die Szene sichergestellt ist. In der realitätsnahen
Szene aus Abbildung 5.4 ist dies nicht überall gegeben. Die Ergebnisse der
dichten Tiefenschätzung für diese Szene sind in Abbildung 5.7 dargestellt.
Aufgrund der fehlenden Ground-Truth-Daten kann die Beurteilung dieser
Ergebnisse hier nur qualitativ erfolgen.
In Tabelle 5.2 sind für die jeweiligen Blendenformen die mittleren Abwei-
chungen bezüglich der Skalierung und der Entfernung sowie die mittlere
relative Abweichung bezüglich der Entfernung angegeben. Bezogen auf











































(f) Veeraraghavan et al.
Abbildung 5.7 Tiefenschätzergebnisse realer Aufnahmen der realitätsnahen Szene.
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Die visuell besten Ergebnisse können wie zuvor mit der Blende „Opt13“
(Abbildung 5.7(b)) und der Form nach Levin et al. (Abbildung 5.7(e)) er-
reicht werden. Sowohl die Entfernungen der Rückwand als auch der in
der Szene platzierten Objekte kann mit den genannten Blenden korrekt ge-
schätzt werden. Mit der Blende nach Levin et al. können die Abmessungen
der Tasse am besten bestimmt werden, wohingegen die Blende „Opt13“
am linken Bildrand die geringsten Fehler aufweist.
5.2 Ergebnisse realer Aufnahmen
In den Ergebnissen aller Blenden ist zu beobachten, dass in Bereichen
der Szene mit breitbandiger Anregung die Tiefenschätzung besser funk-
tioniert als in örtlich homogenen Bereichen. Dies wird vor allem an den
Bereichen des Buches mit Schrift, beispielsweise in Abbildung 5.7(a) und
(c), deutlich. Auf der Rückwand der Tasse entsteht durch die Beleuchtung
ein punktförmiger Lichtreflex, an dem sich die Form und die Skalierung
der verwendeten Blende leicht erkennen lässt. Daher kann in diesem be-
grenzten Bildbereich die Tiefe ebenfalls gut ermittelt werden, was vor
allem an den Ergebnissen der Blende „Opt5“ und der Ringblende (Abbil-
dungen 5.7(a) und (d)) sichtbar ist.
In den homogenen Bildbereichen mit wenig Struktur, z. B. in den äuße-
ren Bereichen des Buchrückens, kann die Tiefe der Szene nicht zuverlässig
geschätzt werden. Dies liegt daran, dass aufgrund der unzureichenden An-
regung die markanten Merkmale der OTF nicht im Energiedichtespektrum
zu beobachten sind. Die ausschließliche Anregung niedriger Ortsfrequen-
zen wird als äußerst unscharfe Abbildung interpretiert, weshalb mit den
meisten Blendenformen die größte Skalierung aus der Menge der unter-
suchten Skalierungen S angenommen wird. Lediglich mit den Blenden
„Opt13“ und „Opt21“ (Abbildungen 5.7(b) und (c)) wird eine davon ver-
schiedene und damit näher am tatsächlichen Wert liegende Skalierung
bestimmt, was darauf hindeutet, dass mit diesen Formen die Skalierung
bei schmalbandiger Anregung besser geschätzt werden kann.
In den ermittelten Tiefenkarten sind teilweise einzelne Pixel mit von
der Umgebung deutlich abweichenden Tiefenwerten zu beobachten. Dies
widerspricht der gängigen Annahme stückweise zusammenhängender
Objektoberflächen. Die Hinzunahme der Nebenbedingung einer stück-
weise glatten Tiefenkarte und Lösung des resultierenden Minimierungs-
problems mit dem Graph-Cut-Algorithmus führt auf die in Abbildung 5.8
dargestellten Ergebnisse.
Die beschriebenen einzelnen Pixel mit abweichender Tiefe können durch
diese Nachbearbeitung zuverlässig beseitigt werden, bei gleichzeitiger Er-
haltung der Objektgrenzen. Große Bildbereiche mit falsch geschätzter
Skalierung können allerdings auch mit der Hinzunahme dieser Neben-
bedingung nicht korrigiert werden. Daher sind die bei einer visuellen
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Betrachtung größten Verbesserungen auch bei den Blendenformen zu











































(f) Veeraraghavan et al.
Abbildung 5.8 Tiefenschätzergebnisse realer Aufnahmen der realitätsnahen Szene mit Nach-
bearbeitung mit dem Graph-Cut-Algorithmus.
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aufwiesen, insbesondere also bei den Blendenformen „Opt5“, „Opt21“,
„Ring“ und der Form nach Veeraraghavan et al.
5.3 Ergebnisse simulierter Aufnahmen
5.3 Ergebnisse simulierter Aufnahmen
Bei der Auswertung simulierter Szenen steht neben der erreichbaren Qua-
lität, die anhand der verfügbaren Ground-Truth-Daten beurteilt wird, vor
allem die Frage im Vordergrund, inwieweit die Ergebnisse der Simulation
denen der realen Aufnahmen entsprechen. Außerdem werden die Aus-
wirkungen verschiedener Störeffekte auf die Qualität der Tiefenschätzung
untersucht.
In Abbildung 5.9 sind zunächst die Ergebnisse der Skalierungsschätzung
des jeweils zentralen Pixels der simulierten Aufnahmen der Rauschtextur-
ebene bei voller Sensorauflösung dargestellt. Im Gegensatz zu den realen
Aufnahmen, bei denen das Anregungssignal aufgrund des Ausdrucks der
Rauschtextur sichtbar tiefpassgefiltert ist, kann in der Simulation von ei-
nem breitbandigen Anregungsspektrum ausgegangen werden. Trotzdem
wird die Skalierung nur stellenweise korrekt geschätzt. Ähnlich wie bei
den realen Aufnahmen stimmen die geschätzten Skalierungen lediglich
bei einigen Blendenformen im Bereich bis s = 60 px teilweise mit der Er-
wartung überein. Mit der Blendenform nach Levin et al. ist eine korrekte
Schätzung bis ca. 90 px möglich.
Der Vergleich der Ergebnisse dieser Aufnahmen deutet also einerseits
darauf hin, dass das vorherrschende Bildrauschen, verursacht durch die
hohe Intensitätsdämpfung des verwendeten LCDs und die Kompensation
des Störanteils, für die nicht zufriedenstellenden Tiefenschätzergebnisse
bei voller Sensorauflösung verantwortlich sind. Andererseits reagiert der
Algorithmus ähnlich empfindlich auf dieses Bildrauschen, unabhängig
davon, ob reale oder simulierte Aufnahmen untersucht werden.
Zur Verbesserung der Qualität der Schätzergebnisse wird analog zu den
realen Aufnahmen die Auflösung der simulierten Aufnahmen durch Zu-
sammenfassen benachbarter Pixel verkleinert, wodurch das Bildrauschen
deutlich reduziert wird. Im Gegensatz zu den realen Aufnahmen lassen
sich in der Simulation neue Texturen einfach prozedural generieren, um
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so neue Szenen zu erzeugen. Um auch die Aussagekraft der simulativ
ermittelten Ergebnisse zu steigern, werden daher mehrere Abbildungen
pro untersuchter Skalierung erzeugt und jeweils am zentralen Pixel ausge-
wertet. Abbildung 5.10 zeigt die gemittelten Ergebnisse für neun simulier-
te Aufnahmen, wobei die ermittelten Skalierungen wieder auf die volle
5 Ergebnisse






















Ring Levin et al. Veeraraghavan et al.
Ground Truth
Abbildung 5.9 Ergebnisse der Tiefenschätzung der zentralen Pixel simulierter Aufnahmen
einer Rauschtextur.
Sensorauflösung umgerechnet wurden. Die gepunkteten Linien stellen
wiederum die einfache Standardabweichung der Schätzergebnisse dar. Da
die Texturen bei jeder Aufnahme zufällig neu erzeugt werden, sind die
Ergebnisse der einzelnen Aufnahmen stochastisch unabhängig.
Wie zuvor in Abschnitt 5.2 kann mit dem reduzierten Bildrauschen die
Qualität der Schätzergebnisse für alle Blendenformen deutlich verbessert
werden. Ab Skalierungen von ca. 35 px kann mit allen Blendenformen die
Skalierung der PSF korrekt und robust identifiziert werden. Mit den in
dieser Arbeit ermittelten Formen kann die Skalierung teilweise schon bei
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deutlich kleineren Skalierungen präzise geschätzt werden. Auch hier ist
wie zuvor bei den realen Aufnahmen zu beobachten, dass mit zunehmen-
der Skalierung die Skalierung tendenziell zu groß geschätzt wird. Dieses
Phänomen ist also nicht auf unzureichend bestimmte Kameraparame-
ter oder unpräzise Ground-Truth-Daten zurückzuführen, da diese in der
5.3 Ergebnisse simulierter Aufnahmen


























Ring Levin et al. Veeraraghavan et al.
Ground Truth
Abbildung 5.10 Mittelwert der Ergebnisse der Tiefenschätzung der zentralen Pixel simulier-
ter Aufnahmen einer Rauschtextur mit reduzierter Pixelauflösung. Die gepunkteten Linien
geben die einfache Standardabweichung vom Mittelwert der Schätzergebnisse an.
Simulation exakt vorliegen. Da die beobachtete Tendenz sowohl in den
Auswertungen realer als auch simulierter Aufnahmen auftritt, kann gefol-
gert werden, dass die Ursache hierfür im Algorithmus zur Bestimmung
der Skalierung der PSF liegt.
In Tabelle 5.3 sind die Schätzfehler in Abhängigkeit der Blendenform
angegeben. Auch hier schneidet die Blende „Opt13“ bezüglich der Ska-
lierungsabweichung am besten ab. Insgesamt sind die Unterschiede der
Blendenformen aber sehr gering.
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Tabelle 5.3 Schätzfehler des Algorithmus zur Tiefenschätzung mit simulierten Aufnahmen
der Szene konstanter Tiefe.
Blendenform Skalierung Entfernung
MAE/px MAE/cm MAPE/%
Opt5 1,49 1,06 1,66
Opt13 1,47 1,08 1,67
Opt21 1,57 1,17 1,80
Ring 1,53 1,11 1,73
Levin et al. 1,78 1,36 2,02
Veeraraghavan et al. 1,83 1,40 2,11
Der größte Unterschied zu den Ergebnissen der realen Aufnahmen aus
Abbildung 5.6 ist das bessere Schätzergebnis, insbesondere bei kleinen
Skalierungen. Dies kann auf die beschrieben unterschiedlichen Szenenan-
regungen aufgrund des Drucks der Rauschtextur zurückgeführt werden.
Eine Tiefpassfilterung des Anregungssignals beim Ausdrucken bedeutet,
dass im Energiedichtespektrum das Nutzsignal bei hohen Ortsfrequen-
zen einen geringeren Abstand zum Rauschniveau aufweist. Insbesondere
bei kleinen Skalierungen der PSF können die charakteristischen Merkma-
le der OTF in diesen Bereich der Ortsfrequenz fallen. Erst bei größeren
Skalierungen nehmen die Ortsfrequenzen, bei denen diese Merkmale be-
obachtet werden können, ab. Daher bewirkt eine Tiefpassfilterung des
Anregungssignals, dass die Skalierung der PSF erst bei größeren Skalie-
rungen identifiziert werden kann.
Zur Untersuchung der Auswirkungen geometrischer Abbildungsfehler
wird dieselbe Szene der texturierten Ebene genutzt. Im Gegensatz zu den
obigen Betrachtungen wird jedoch eine dicke sphärische Linse simuliert.
Die Entfernung der Ebene wird in diesem Fall nicht variiert. Die Entfer-
nung der Ebene zur Kamera beträgt do = 0,690 m, was einer Skalierung
der PSF von s = 60 px entspricht. Bei dieser Entfernung kann ohne ex-
plizite Hinzunahme von Abbildungsfehlern sowohl mit simulierten als
auch mit realen Aufnahmen die Tiefe gut ermittelt werden. Anstatt der
Entfernung wird der Winkel α zur optischen Achse, unter dem das ausge-
wertete Pixel beobachtet wird, variiert. Bei α = 0◦ liegt das ausgewertete
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Pixel auf der optischen Achse. Nach Kapitel 2 wirkt sich hier lediglich
die sphärische Aberration auf die Form der PSF aus. Mit zunehmendem
Winkel α bewirken auch die Abbildungsfehler Astigmatismus und Koma
eine stärkere Formänderung der PSF. Pro Blendenform und Beobachtungs-
winkel wurden neun Aufnahmen mit zufällig generierter Rauschtextur
simuliert.
Abbildung 5.11 zeigt die Mittelwerte der aus den Aufnahmen ermittel-
ten Skalierungen in Abhängigkeit des Beobachtungswinkels α. Die tatsäch-
lich vorliegende Skalierung nimmt unter größerem Winkel ab, weil mit
zunehmendem Beobachtungswinkel die Entfernung zur texturierten Ebe-
ne zunimmt. Somit liegt die Objektentfernung näher an der eingestellten
Fokusweite do,fok.
Mit der Blende „Opt13“ kann die Skalierung der PSF bei einem Winkel
von α = 0◦ am besten geschätzt werden. Die durch die gepunkteten Linien
dargestellte einfache Standardabweichung der Schätzergebnisse ist jedoch
deutlich höher als bei der Simulation ohne Abbildungsfehler. Mit den
übrigen Blenden wird die Skalierung durchweg zu groß geschätzt. Bei der
Simulation der PSF einer dicken sphärischen Linse in Abschnitt 2.4.2.4
kann in Abbildung 2.18 beobachtet werden, dass bei Objektentfernun-
gen kleiner als die Fokusweite (∆di = −2 mm) der Durchmesser der PSF
eher kleiner als bei der Simulation einer idealen dünnen Linse aus Abbil-
dung 2.17 ist. Vor diesem Hintergrund ist zu erwarten, dass die Skalie-
rungen hier ebenfalls zu kein geschätzt werden. Die Tatsache, dass dies
nicht der Fall ist, deutet darauf hin, dass durch die sphärischen Aberra-
tionen die PSF so stark verzerrt wurde, dass die Merkmale der OTF im
Energiedichtespektrum nicht mehr zuverlässig erkannt werden können.
Mit zunehmendem Beobachtungwinkel α kann schließlich auch mit der
Blende „Opt13“ die Skalierung nicht mehr geschätzt werden. Dies ist auf
die sich nun zusätzlich auswirkenden Abbildungsfehler Astigmatismus
und Koma zurückzuführen. Wie zu erwarten kann bei Winkeln von α > 0
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Ground Truth
Abbildung 5.11 Mittelwert der Ergebnisse der Tiefenschätzung der zentralen Pixel simulier-
ter Aufnahmen einer Rauschtextur mit Abbildungsfehlern und reduzierter Pixelauflösung
in Abhängigkeit des Beobachtungswinkels. Die gepunkteten Linien geben die einfache
Standardabweichung der Schätzergebnisse an.
den simulierten Aufnahmen leicht besser als mit den realen Aufnahmen
ab. Gleichzeitig lassen sich sowohl in den Ergebnissen der simulierten als
auch der realen Aufnahmen zahlreiche Gemeinsamkeiten feststellen: In
den Bereichen, in denen die Szene Strukturen aufweist, kann wie im Fall
der realen Aufnahmen die Tiefe der Szene besser als in homogenen Be-
reichen geschätzt werden. In diesen homogenen Bereichen wird ebenfalls
zumeist die größte Skalierung in S und damit die geringste Entfernung
zur Kamera geschätzt.
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Abschließend werden die Ergebnisse der realitätsnahen Szene aus Ab-
bildung 5.4(b) betrachtet. Die ermittelten Tiefenkarten der simulierten
Aufnahmen der Szene sind in Abbildung 5.12 für die verschiedenen Blen-
den dargestellt. Bei visueller Betrachtung schneidet der Algorithmus mit










































(f) Veeraraghavan et al.
Abbildung 5.12 Tiefenschätzergebnisse simulierter Aufnahmen der realitätsnahen Szene.
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Auch der Vergleich der Blendenformen untereinander fällt ähnlich wie
bei den realen Aufnahmen aus. Die Form „Opt13“ und die Form nach
Levin et al. erzielen im Vergleich zu den anderen Formen die besten Ergeb-
nisse. Die Tiefenkarte der Form nach Veeraraghavan et al. weist sichtbar
die größten Bildregionen mit minimaler Entfernung auf, was der maxima-
len untersuchten Skalierung entspricht – eine Entfernung, die in der Szene
nicht auftritt. Der quantitative Vergleich der Schätzergebnisse mit den
5 Ergebnisse
Tabelle 5.4 Schätzfehler des Algorithmus zur Tiefenschätzung bei einer simulierten Auf-
nahme der realitätsnahen Szene.
Blendenform Skalierung Entfernung
MAE/px MAE/cm MAPE/%
Opt5 23,21 5,20 6,61
Opt13 12,28 3,09 3,85
Opt21 26,95 6,13 7,71
Ring 21,12 4,74 6,00
Levin et al. 9,87 2,54 3,16
Veeraraghavan et al. 33,92 7,46 9,48
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simulierten Ground-Truth-Daten bestätigen diesen Eindruck. Die ermit-
telten Schätzfehler sind in Tabelle 5.4 angegeben. Für alle Blendenformen
fallen die Schätzfehler größer als bei der Analyse der texturierten Ebene
aus. Dies liegt an der hohen Komplexität der realitätsnahen Szene, sowohl
bezüglich der Varianz der Tiefenkarte als auch bezüglich der Bandbreite
der beobachteten Texturen.
Mit den in der Simulation vorliegenden Ground-Truth-Daten der Szene
kann genauer untersucht werden, in welchen Bildregionen die größten
Schätzfehler auftreten. Abbildung 5.13 zeigt die relativen Entfernungsfeh-
ler der ermittelten Tiefenkarten für die jeweiligen Blendenformen. Es zeigt
sich, dass neben den Bereichen mit geringer Struktur große Schätzfehler
vor allem an Objektgrenzen auftreten. Abrupte Kanten der Intensität an
Objektgrenzen sorgen zwar für hochfrequente Anteile im Energiedichte-
spektrum, allerdings nur entlang einer schmalen Linie. Diese Anregung
reicht nicht aus, um die Skalierung der PSF in diesen Bereichen zuverlässig
zu schätzen.



















































(f) Veeraraghavan et al.




Tabelle 5.5 Schätzfehler des Algorithmus zur Tiefenschätzung bei einer simulierten Auf-
nahme der realitätsnahen Szene mit Nachbearbeitung mit dem Graph-Cut-Algorithmus.
Blendenform Skalierung Entfernung
MAE/px MAE/cm MAPE/%
Opt5 23,29 5,22 6,61
Opt13 11,88 3,00 3,73
Opt21 27,38 6,21 7,81
Ring 21,11 4,72 5,99
Levin et al. 9,60 2,47 3,07
Veeraraghavan et al. 34,47 7,55 9,59
unterdrückt werden. Abbildung 5.14 zeigt die entsprechend nachbearbei-
teten Tiefenkarten. Einzelnen Pixel mit von der Umgebung abweichender
Tiefe treten in diesen Tiefenkarten nicht mehr auf. Durch das Zuordnen
der Tiefe von Bildregionen geringer Ausdehnung zur in der Umgebung
vorherrschenden Tiefe werden Kanten in der Tiefenkarte schärfer. Die La-
ge der Regionen großer Schätzfehler hat sich durch die Nachberarbeitung
nicht grundlegend verändert. Wie an den relativen Entfernungsfehlern aus
Abbildung 5.15 ersichtlich ist, entstehen die größten Schätzfehler weiterhin
in Bildregionen mit wenig Struktur und an Objektkanten.
Beim quantitativen Vergleich der Ergebnisse in Tabelle 5.5 mit den Er-
gebnissen aus Tabelle 5.4 muss allerdings festgestellt werden, dass nicht
immer eine Verbesserung durch die Nachbearbeitung erreicht wird. Die
Qualität der ermittelten Tiefenkarten nimmt bei den Formen „Opt5“und
„Opt21“sowie der Form nach Veeraraghavan et al. geringfügig ab. Bei
den anderen Blendenformen zeigt sich eine geringfügige Verbesserung
des Schätzfehlers. Insgesamt ändern sich bei allen Blendenformen die
Schätzfehler durch die Nachbearbeitung nur sehr wenig.
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Die rauschartigen Tiefenwerte in Abbildung 5.12, insbesondere an Ob-
jektgrenzen, entstehen aufgrund der unabhängigen Betrachtung der ein-
zelnen Pixel bei der Identifikation der Skalierung. Durch eine Nachbe-
arbeitung mit dem Graph-Cut-Algorithmus können derartige Artefakte










































(f) Veeraraghavan et al.
Abbildung 5.14 Tiefenschätzergebnisse simulierter Aufnahmen der realitätsnahen Szene
mit Nachbearbeitung mit dem Graph-Cut-Algorithmus.
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Es fällt auf, dass gerade bei den drei Blendenformen, die verglichen mit
den anderen drei Formen geringere Schätzfehler aufweisen, eine Verbesse-
rung durch die Nachbearbeitung zu beobachten ist. Bei den anderen drei
Formen dagegen eine Verschlechterung. Eine mögliche Ursache dafür ist,
dass je besser die Qualität der unbearbeiteten Tiefenkarte ist, desto wahr-




















































(f) Veeraraghavan et al.
Abbildung 5.15 Relative Entfernungsfehler der Tiefenkarten der simulierten Aufnahmen
der realitätsnahen Szene mit Nachbearbeitung mit dem Graph-Cut-Algorithmus.
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Pixels der Schätzfehler verringert wird. Wenn bereits großen Bildregionen
die korrekte Skalierung zugeordnet werden konnte, werden einzelne Pixel
durch Korrektur der Skalierung eher zu diesen Bildregionen hinzugefügt.
Die Hinzunahme eines Pixels zu einer Bildregion mit stark abweichender
Skalierung ist unwahrscheinlich, da bei einer Tiefenkarte mit geringem
Schätzfehler nur wenige dieser Regionen vorhanden sind.
5.4 Fazit
5.4 Fazit
In den vorigen Abschnitten wurde der in Kapitel 4 vorgestellte Algorith-
mus zur monokularen Tiefenschätzung ausgiebig untersucht. Dabei wurde
der Algorithmus stets mit denselben Parametern betrieben, unabhängig
davon, ob simulierte Aufnahmen der in Kapitel 2 vorgestellten Simula-
tionsumgebung oder reale Aufnahmen des Prototyps aus Kapitel 3 als
Eingangsdaten verwendet werden.
Es zeigt sich qualitativ eine hohe Übereinstimmung der Ergebnisse si-
mulierter und realer Aufnahmen. In beiden Fällen kann aufgrund des
vorherrschenden Bildrauschens die Tiefe der Szene nicht in der vollen
Auflösung des Sensors bestimmt werden. Abhilfe schafft jeweils die Re-
duktion der Auflösung durch Zusammenfassen mehrerer Pixel, wodurch
das Bildrauschen deutlich reduziert wird. Unter diesen Bedingungen kann
die Tiefe der Szene mit dem Algorithmus abhängig von der Blendenform
über einen großen Entfernungsbereich zuverlässig und robust geschätzt
werden.
Bei kleinen Skalierungen der PSF – bei simulierten Aufnahmen bis
ca. 20 px, bei realen bis ca. 35 px – kann auch bei reduzierter Auflösung
die Tiefe mit keiner der untersuchten Blendenformen präzise geschätzt
werden. Eine mögliche Ursache hierfür lässt sich anhand des skizzierten
Energiedichtespektrums in Abbildung 5.16 erläutern. Bei sehr kleinen
Skalierungen s liegen die markanten Merkmale der OTF bei hohen Ortsfre-
quenzen. In diesem Frequenzband ist jedoch üblicherweise der Abstand
des Nutzsignals zum Bildrauschen gering oder das Nutzsignal liegt so-
gar unterhalb des Rauschniveaus. Daher können die Merkmale der OTF
in diesem Fall im Bildrauschen untergehen. Die PSF kann also erst ab
einer bestimmten Ausdehnung zuverlässig identifiziert werden. Das be-
züglich des erreichten Schätzfehlers bessere Abschneiden der simulierten
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Aufnahmen kann somit auf den im Vergleich zu den realen Aufnahmen
höheren Nutzsignalanteil bei hohen Frequenzen zurückgeführt werden.
Bei den simulierten Aufnahmen heben sich die Merkmale der OTF schon




















Abbildung 5.16 Qualitative Einteilung der Skalierung anhand der Lage der Merkmale der
OTF im beobachteten Energiedichtespektrum.
Umgekehrt konzentrieren sich bei großen Skalierungen s die markanten
Merkmale der OTF in einem niedrigen Frequenzband. Je kleiner dieses
Band ist, desto schlechter können die Merkmale aufgrund der endlichen
Ortsfrequenzauflösung identifiziert werden. Dadurch wird auch bei, ver-
glichen mit der Fenstergröße, großen Skalierungen die Tiefenschätzung
erschwert.
Sofern der zu beobachtende Messraum vorab bekannt ist, kann durch
eine geeignete Wahl der Fokusweite do,fok sichergestellt werden, dass die
auftretenden Skalierungen robust mit dem System ermittelt werden kön-
nen. Durch eine geeignete Wahl der Fokusweite am Rand des Messraums
sollte außerdem festgelegt werden, ob sich Objekte nur ausschließlich vor
oder hinter der Fokusebene befinden. Dies ist notwendig, damit eine ermit-
telte Skalierung der PSF eindeutig in eine Entfernung umgerechnet wer-
den kann. Beim im Rahmen dieser Arbeit aufgebauten Objektivprototyp
wurden die grundlegenden Eigenschaften des unmodifizierten Objektivs
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beibehalten. Somit sind mit diesem Aufbau Fokusweiten von wenigen
Zentimeter bis ins Unendliche einstellbar.
Die Auswertungen der vorigen Abschnitte bestätigen, dass die Form
der Blende die Leistungsfähigkeit der Kamera zur Tiefenschätzung nach
5.4 Fazit
dem Depth-from-Defocus-Prinzip beeinflusst. Es zeigen sich sowohl in der
Simulation als auch bei den realen Aufnahmen ähnliche Ergebnisse beim
Vergleich der Formen untereinander. Die bei einer Optimierung im Rah-
men dieser Arbeit ermittelte Form „Opt13“ und die Form, die von Levin
et al. [49] vorgeschlagen wird, erzielen in allen Untersuchungen die ge-
ringsten Schätzfehler im Vergleich zu den anderen untersuchten Formen.
Die Blendenform nach Veeraraghavan et al. [100] weist im Vergleich die
größten Schätzfehler auf. Dabei muss allerdings beachtet werden, dass die
Autoren die Form hinsichtlich der Auswertung anderer Merkmalstypen
als in dieser Arbeit optimiert haben.
Mit der Simulationsumgebung konnten darüber hinaus die Auswirkun-
gen geometrischer Abbildungsfehler auf die Tiefenschätzung untersucht
werden. Dabei zeigt sich, dass Abbildungsfehler eine Identifizierung der
Skalierung deutlich erschweren. Umso wichtiger ist es, dass das Objektiv
mit codierter Blende gute Abbildungseigenschaften aufweist, was in dieser
Arbeit eines der Ziele beim Aufbau des Objektivprototyps war.
Die Schätzergebnisse der realitätsnahen Szene zeigen, dass mit der
Kamera mit programmierbarer Apertur auch in komplexen Szenarien eine
Tiefenschätzung möglich ist. In Bildregionen mit ausreichend Struktur
kann die Tiefe der Szene mit geringen Schätzfehlern bestimmt werden. Mit
den simulierten Aufnahmen, die einen direkten Vergleich mit der Ground-
Truth-Tiefe ermöglichen, konnte im besten Fall ein mittlerer prozentualer




Mit dem neuen Denkmuster des Computational Imaging ergeben sich vielfäl-
tige Möglichkeiten für den Entwurf und Aufbau von Kamerasysteme. In
dieser Arbeit wurde ein Entwurfsprozess neuartiger Computational Camera
vorgestellt, der anhand der monokularen Tiefenschätzung auf Grundlage
des Einzelbildes einer Kamera mit codierter Blende angewendet wurde.
Durch die vorgeschlagene Kamerasimulation kann bereits vor oder wäh-
rend des Aufbaus eines Kameraprototyps die konkrete hardwareseitige
Auslegung sowie die digitale Signalverarbeitung des Systems erprobt,
bewertet und verbessert werden.
Eine im Laufe der Arbeit entwickelte Simulationsumgebung nach dem
Raytracing-Verfahren ermöglicht eine im Rahmen der geometrischen Op-
tik akkurate Simulation des Bildgewinnungsprozesses einer Kamera. Weil
Effekte wie Bildrauschen und geometrische Abbildungsfehler starke Aus-
wirkungen auf die Leistungsfähigkeit einer Computational Cameras haben
können, wurde bei der Implementierung besonders Wert auf die mit realen
Kameras vergleichbare Simulation von Störeinflüssen gelegt. Dies wurde
u. a. durch eine Implementierung des EMVA-Störmodells und die Simulati-
on dicker sphärischer Linsen erreicht. Damit wurde die Aussagekräftigkeit
der simulierten Aufnahmen sichergestellt.
Parallel zur Kamerasimulation wurde ein Prototyp einer Kamera mit
programmierbarer Apertur aufgebaut. Dazu wurde ein transmissives Flüs-
sigkristalldisplay in die Aperturebene eines handelsüblichen Objektivs
eingebaut. Der Prototyp erlaubt die berührungslose Änderung der Blen-
denform und damit der Übertragungsfunktion der Kamera. Die Eigen-
schaften des Prototyps wurden ausgiebig untersucht. Es konnten sowohl
die Einstellmöglichkeiten der Fokussierung als auch die hohe Abbildungs-
qualität des ursprünglichen Objektivs erhalten werden.
Die mit einer codierten Blende aufgenommenen Bilder ermöglichen die
Identifikation des Grads der Unschärfe im Bild und damit eine Schätzung
der Tiefe der betrachteten Szene. Der im Rahmen der Arbeit entworfene
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6 Zusammenfassung
Depth-from-Defocus-Algorithmus vergleicht das Energiedichtespektrum
eines Bildausschnitts mit einem erwarteten Energiedichtespektrum eines
linearen Signalmodells für verschiedene angenommene Unschärfegrade.
Der Grad der Unschärfe wird durch die Skalierung der Punktverschmie-
rungsfunktion des Systems ausgedrückt. Als Vergleichsmaß wird u. a. die
Jensen-Shannon-Divergenz verwendet. Damit kann eine dichte Tiefenkar-
te der Szene geschätzt werden. Durch Formulierung der Schätzaufgabe als
Energieminimierung kann mit einer optionalen Nachbearbeitung durch
Voraussetzen eines stückweise stetigen Verlaufs die Qualität der Tiefenkar-
te verbessert werden. Anhand des entworfenen Algorithmus wurden dar-
über hinaus mit einer vollständigen Suche nach rotationssymmetrischen
Formen und mit einem genetischen Algorithmus allgemeine Blendenfor-
men ermittelt, die besonders für die monokulare Tiefenschätzung geeignet
sind.
Das entwickelte Gesamtsystem, bestehend aus Kamera mit program-
mierbarer Apertur und nachfolgendem Algorithmus zur Schätzung der
Skalierung der Punktverschmierungsfunktion, wurde anhand zweier Test-
szenarien unterschiedlicher Komplexität erprobt. Sofern das Bildrauschen
nicht zu groß ist, kann in beiden Szenarien sowohl mit simulierten als auch
mit realen Aufnahmen die Tiefe der Szene mit Abweichungen im Bereich
weniger Prozent geschätzt werden. Insbesondere mit einer der in dieser Ar-
beit ermittelten Bendenformen und einer in der Literatur vorgeschlagenen
Form konnten die besten Ergebnisse erzielt werden.
Mit den durchgeführten Untersuchungen konnte die Aussagekraft der
anhand simulierter Aufnahmen erzielten Ergebnisse nachgewiesen wer-
den. Die Ergebnisse des entworfenen Algorithmus zur Tiefenschätzung
nach dem Depth-from-Defocus-Prinzip zeigen übereinstimmend sowohl in
der Simulation als auch mit realen Aufnahmen eine Abhängigkeit vom
vorherrschenden Störszenario und von der verwendeten Blendenform.
Somit können durch eine Implementierung und Simulation eines Kamera-
konzepts wertvolle Erkenntnisse für den Entwurf, den Aufbau und die




Mit der programmierbaren Apertur kann der aufgebaute Objektivproto-
typ für verschiedene Problemstellungen angewandt werden. Unmittel-
bar denkbare Anwendungsgebiete, die in dieser Arbeit nicht untersucht
wurden, sind Bildrestauration bei Defokussierung und eine sequentielle
Lichtfeldaufnahme. In fortführenden Arbeiten sollte die Leistungsfähig-
keit des Prototyps in diesen Problemstellungen untersucht werden, um zu
bewerten, wie flexibel der Aufbau eingesetzt werden kann.
Das verwendete Flüssigkristalldisplay in der Aperturebene des Objek-
tivprototyps dämpft einfallendes unpolarisiertes Licht entsprechend der
gewünschten Durchlässigkeit. Mit der Blende wird also die Intensität des
einfallenden Lichts codiert. Durch Entfernen des objektseitigen Polarisati-
onsfilters lässt sich das Flüssigkristalldisplay als örtlich programmierbares
Polarisationsfilter nutzen. Somit könnte die Polarisationsrichtung des ein-
fallenden Lichts zur Codierung genutzt werden. Es wäre zu untersuchen,
inwiefern sich ein derartiges System in Anwendungen, bei denen po-
larisiertes Licht auftritt, wie beispielsweise der Oberflächeninspektion,
einsetzen lässt.
Durch die Eigenschaft, dass das abbildende System eine Entwurfsgrö-
ße der Signalverarbeitungskette ist, wird der Vergleich unterschiedlicher
Systeme des Computational Imaging erschwert. In der klassischen Bild-
verarbeitung können zum Vergleich verschiedener Lösungsansätze einer
Problemstellung Eingangs- und Referenzdaten zwischen Forschergruppen
ausgetauscht werden. Somit besteht für alle Ansätze eine objektive Bewer-
tungsgrundlage. Beim Computational Imaging ist die Eingangsgröße die von
einer Szene ausgesendete Strahldichte. Um zwei Systeme objektiv mitein-
ander vergleichen zu können, müssen sie anhand derselben Strahldichte
untersucht werden, was nur mit derselben Szene möglich ist. Eine Simu-
lationsumgebung, in der neue Ansätze implementiert werden können,
könnte helfen, diese Lücke zu schließen. Mit standardisierten Simulati-
onsparametern und Szenenkonfigurationen könnte sichergestellt werden,
dass Kamerasysteme in der Simulation mit identischen Eingangssignalen
erprobt werden. Damit wäre eine Möglichkeit gegeben, unterschiedliche







Die im Rahmen dieser Arbeit entstandene Raytracing-Simulationsumge-
bung besteht derzeit aus ca. 130 C++-Klassen. In Abbildung A.1 ist der
grobe strukturelle Ablauf einer Simulation dargestellt. Größen in Schreib-
maschinenschrift bezeichnen dabei Datentypen oder Klassen. Die restli-
chen Größen stellen abstrakte Klassen und damit Platzhalter dar, für die
vom Anwender eine konkrete Klasse ausgewählt werden muss. In den
folgenden Abschnitten werden die Funktionen der Module und deren
Auswahlmöglichkeiten kurz beschrieben.
A.1 Frontend
Das Frontend implementiert die Nutzerschnittstelle der Simulationsumge-
bung. Es lädt eine textbasierte Beschreibung der zu simulierenden Szene
und ist nach erfolgreicher Simulation zuständig für das Abspeichern der
Ergebnisse. In Tabelle A.1 ist eine Übersicht über die Frontends angegeben.
Tabelle A.1 Übersicht über Frontends.
Klasse Beschreibung
BasicFrontend Kommandozeilenbasierte Nutzerschnittstelle.
Besonders geeignet für automatische oder ge-
















































































































Das Kameramodul definiert die Position und die Eigenschaften des Bild-
sensors und erzeugt die Lichtstrahlen zur Approximation der kontinuierli-
chen Strahldichte L. Die Beiträge der Strahlen werden pro Pixel aufsum-
miert und ggf. mit Rauschen beaufschlagt, um so das Bild zu erzeugen.
Jedem Kameratyp können zusätzlich beliebig viele Aperturen an beliebi-
ger Position hinzugefügt werden, deren Form sich frei über ein Pixelbild
beliebiger Auflösung einstellen lässt. In Tabelle A.2 sind die derzeit imple-
mentierten Kameras angegeben.
Tabelle A.2 Übersicht über Kameras.
Klasse Beschreibung
Orthographic Kamera mit ausschließlich ideal orthogonaler
Projektion des Lichts auf den Sensor.
Pinhole Ideale Lochkamera.
Thinlens Kamera mit einfacher dünnen Linse. Die Bre-
chung an der Linse wird in paraxialer Nähe-
rung nach dem idealen Abbildungsgesetz be-
rechnet.
RealLensCamera Kamera mit einfacher dicker sphärischer Linse.
Die Brechung an der Linse wird anhand des
Snellius’schen Brechungsgesetzes an den Lin-
senoberflächen berechnet. Damit weist diese




hängigem Brechungsindex des Linsenmateri-
als. Damit weist diese Kamera zusätzlich zu




Lichtfeldkamera mit Mikrolinsenarray nach




Tracer-Objekte bewerkstelligen die Wechselwirkung zwischen Kamera-
und Umgebungssimulation. Sie bekommen die Lichtstrahlen des Kamera-
moduls übergeben und verfolgen diese in der simulierten Szene. Über die
Wahl des Tracers kann die Komplexität der Beleuchtungssimulation einge-
stellt werden, beispielsweise über die Beschränkung der Rekursionstiefe
bei reflektierenden Materialen oder die Auswahl zugelassener Beleuch-
tungsquellen. Nach der Berechnung der Wechselwirkung des Strahls mit
der Szene wird die resultierende Farbe an die Kamera zurückgegeben.
Durch Rückgabe einer anderen als Farbwert codierten Größe können
auch auf einfache Weise Referenzdaten ausgegeben werden. Dazu stehen
dem Tracer mit einem ShadingData-Objekt alle zur Berechnung des
Lichttransports an Oberflächen nötigen Informationen zur Verfügung. In
Tabelle A.3 sind die verfügbaren Tracer aufgeführt.
Tabelle A.3 Übersicht über Tracer.
Klasse Beschreibung
RayCast Tracer für Punkt- und Umgebungslichtquellen.
Es werden lediglich die direkte Beleuchtung
und nichtreflektierende Materialien simuliert.
AreaLighting Tracer zur Simulation räumlich ausgedehnter
Lichtquellen.




Kombination des AreaLighting und des
Whitted Tracers.
PathTracer Tracer zur Simulation von globaler, also direk-
ter und indirekter, Beleuchtung.
DepthTracer Erzeugt Tiefenreferenzdaten durch Rückgabe





SurfaceTracer Tracer gibt Betrag des Winkels zwischen Strahl
und Oberflächennormale codiert als Grauwert
an Kamera zurück.
NormalTracer Tracer gibt Orientierung der Oberflächennor-
male codiert als RGB-Farbwert als Referenz an
Kamera zurück.
A.4 Objekt
Die zu simulierende Szene wird durch die Menge der in der Welt platzier-
ten Objekte definiert. Jedes Objekt muss bei der Raytracing-Simulation
prüfen, ob es vom gerade betrachteten Strahl getroffen wird oder nicht. Im
Fall eines Schnittpunkts werden dann die zur Berechnung des Lichttrans-
ports an Oberflächen nötigen Informationen in einShadingData-Objekt
geschrieben und an den Tracer zurückgegeben. Tabelle A.4 führt die im-
plementierten Objektklassen sowie die Klassen für Verbundobjekte aus
mehreren einzelnen Objekten auf.





Square Ebenes endliches Quadrat.
Disk Ebene endliche Kreisscheibe.
Triangle Ebenes endliches Dreieck, das auch zum Auf-







TriangleMesh Verbundobjekt aus einzelnen Dreiecken.
A.5 Material
Jedem Objekt ist eines der in Tabelle A.5 aufgeführten Materialien zu-
geordnet, das festlegt, welches grundlegende Reflexions- und Transmis-
sionsverhalten, repräsentiert durch verschiedene bidirektionale Reflek-
tanzverteilungsfunktionen (BRDF, engl. bidirectional reflectance distribution
function) und bidirektionale Transmissionsverteilungsfunktionen (BTDF,
engl. bidirectional transmittance distribution function), ein Objekt besitzt.
Tabelle A.5 Übersicht über Materialien.
Klasse Beschreibung
Matte Mattes Material mit Lambert’scher Reflexion.
Phong Empirisches Material mit diffuser und spie-
gelnder Reflexion der direkten Beleuchtung.




Material mit diffus spiegelnder Reflexion der
indirekten Beleuchtung.
Transparent Transparentes Material mit konstanten Reflex-
ions- und Transmissionskoeffizienten.
Dielectric Dielektrisches Material mit Reflexions- und
Transmissionskoeffizienten gemäß den Fres-
nel’schen Formeln.





Die Klassen der BRDFs definieren allgemein den Zusammenhang zwi-
schen einfallender Strahldichte Li und ausfallender Strahldichte Lo und
die BTDFs zwischen einfallender Strahldichte Li und transmittierter Strahl-
dichte Lt. Die implementierten BRDFs sind in Tabelle A.6 und die BTDFs
in Tabelle A.7 aufgelistet.
Tabelle A.6 Übersicht über BRDFs.
Klasse Beschreibung
Lambertian Lambert’sche Reflexion.
GlossySpecular Diffus spiegelnde Reflexion.
PerfectSpecular Perfekt spiegelnde Reflexion.
FresnelReflector Reflexion gemäß Fresnel’schen Formeln.








Transmission gemäß den Fresnel’schen For-
meln.
A.7 Textur
Texturen implementieren lokale Variationen des von einem Objekt reflek-
tierten Spektrums. Damit verleihen Sie Objektoberflächen Farben und
Strukturen. Tabelle A.8 listet die wählbaren Texturen auf.
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Tabelle A.8 Übersicht über Texturen.
Klasse Beschreibung
ConstantColor Einfarbige Textur.
Checker3D Schachbretttextur, ausgerichtet an globalen 3D-
Weltkoordinaten.
Checker2D Schachbretttextur, ausgerichtet an lokalen 2D-
Objektkoordinaten.
Grid3D Gittertextur, ausgerichtet an globalen 3D-Welt-
koordinaten.
Grid2D Gittertextur, ausgerichtet an lokalen 2D-Ob-
jektkoordinaten.
Sine3D Sinustextur, ausgerichtet an globalen 3D-Welt-
koordinaten.





Prozedural nach der Fractional Brownian Mo-
tion erzeugte zufällige Rauschtextur. Farben
zwischen den Stützstellen der Rauschfunktion
werden mithilfe der Nächster-Nachbar-Inter-
polation bestimmt.
LinearNoise Prozedural nach der Fractional Brownian Mo-
tion erzeugte zufällige Rauschtextur. Farben
zwischen den Stützstellen der Rauschfunktion
werden linear interpoliert.
CubicNoise Prozedural nach der Fractional Brownian Mo-
tion erzeugte zufällige Rauschtextur. Farben
zwischen den Stützstellen der Rauschfunktion
werden kubisch interpoliert.




Nachdem das Reflexions- und Transmissionsverhalten an den von der Ka-
mera sichtbaren Objektoberflächen, u. U. rekursiv, berechnet wurde, wird
noch die von den Lichtquellen emittierte Strahldichte LQ benötigt, um
letztlich die Strahldichte LC in der Kamera zu bestimmen. Bei der Simula-
tion der Beleuchtung muss geprüft werden, ob eine Lichtquelle ausgehend
vom gerade betrachteten Punkt auf der Objektoberfläche überhaupt sicht-
bar oder durch ein anderes Objekt abgeschattet ist. Daher müssen, wie
schon bei der Bestimmung der von der Kamera aus sichtbaren Objekte,
alle Objekte mit einem Strahl auf Sichtbarkeit geprüft werden. Es stehen
die in Tabelle A.9 aufgelisteten Lichtquellen zur Verfügung.
Tabelle A.9 Übersicht über Lichtquellen.
Klasse Beschreibung
Ambient Global vorhandene, richtungsunabhängige Be-
leuchtung.




Aus dem Unendlichen emittierte, von Objek-
ten abgeschattete, richtungsunabhängige Be-
leuchtung.
PointLight Ideale Punktlichtquelle.




Die Repräsentation von Farbe in der Simulation kann frei gewählt bzw.
sogar bei der Definition einer Szene vermischt werden. Nötige Umrech-
nungen zwischen den verschiedenen Repräsentationen erfolgen stets über
das CIE-Normvalenzsystem. Es können die in Tabelle A.10 aufgeführten
spektralen Repräsentierungen ausgewählt werden.
Tabelle A.10 Übersicht über spektrale Repräsentierungen.
Klasse Beschreibung
Monochromatic Monochromatisches Licht.
RgbSpectrum Repräsentation von Farben im RGB-Farbraum.
Sampled
Spectrum
Repräsentation von Farben über ein mit 30
Stützstellen abgetastetes Spektrum des sicht-
baren Wellenlängenbereichs von 400 nm bis
700 nm. Bereich und Auflösung durch Ände-
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