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Electron paramagnetic resonance (EPR) spectroscopy is widely employed to characterize paramagnetic 
complexes. Recently, EPR combined with scanning tunneling microscopy (STM) achieved single-spin 
sensitivity with sub-angstrom spatial resolution. The excitation mechanism of EPR in STM, however, 
is broadly debated, raising concerns about widespread application of this technique. Here, we present 
an extensive experimental study and modelling of EPR-STM of Fe and hydrogenated Ti atoms on an 
MgO surface. Our results support a piezoelectric coupling mechanism, in which the EPR species vibrate 
in the inhomogeneous magnetic field of the STM tip. An analysis based on Bloch equations combined 
with atomic-multiplet calculations identifies different EPR driving forces. Specifically, transverse 
magnetic-field gradients drive the spin-𝟏 𝟐⁄  hydrogenated Ti, whereas longitudinal magnetic-field 
gradients drive the spin-2 Fe. Additionally, our results highlight the potential of piezoelectric coupling 
to induce electric dipole moments, thereby broadening the scope of EPR-STM to nonpolar species and 
nonlinear excitation schemes. 
INTRODUCTION 
Combining the nanometer spatial resolution of a 
scanning tunneling microscope (STM) with the 
outstanding energy resolution of electron 
paramagnetic resonance (EPR) allows for the study 
of magnetic properties and interactions at the atomic 
scale with sensitivity to excitations surpassing the 
thermal resolution limit of STM by orders of 
magnitude (1). EPR-STM has been successfully 
used to study  transition-metal atoms adsorbed on 
MgO and their interactions (1-3) using a resonant 
continuous-wave radio frequency (rf) excitation (4-
11). Moreover, pulsed rf schemes  have been used to 
coherently drive EPR excitations in single atoms 
(12). These developments open the way for further 
applications of EPR-STM, including the storage and 
retrieval of quantum information from surface spins 
(13), measurements of the relaxation time of single 
molecule magnets (14, 15), and the characterization 
of active sites and intermediate reaction species in 
catalysis (16, 17). 
Despite early EPR-STM work (18, 19) and recent 
experimental achievements (1-12), the driving 
mechanism of EPR-STM remains under debate. The 
central idea of EPR is that radiofrequency (rf) 
photons excite unpaired electrons to a higher-energy 
spin state, which can be probed experimentally. The 
mechanisms underpinning the excitation and 
detection of EPR within an STM junction under 
simultaneous direct current (dc) and rf bias, 
however, are not directly evident, particularly 
because the direct excitation of the EPR species by 
the magnetic field components of the rf tunneling 
and displacement currents are estimated to be 
negligible (7, 10). In addition, the scattering of 
tunneling electrons at the spin center is relatively 
strong, thus disturbing the free evolution of the 
magnetic states. Reproducible EPR-STM 
experiments require the use of a magnetic tip (1-12), 
which further complicates the modelling of the STM 
junction. Several EPR-STM excitation and detection 
mechanisms have been proposed (19-26),  including 
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modulation of the tunneling barrier by the rf electric 
field (23), breathing of the density of states mediated 
by spin-orbit coupling (19), spin torque due to 
tunneling electrons (24), and piezoelectric coupling 
(PEC) of the rf electric field to the magnetic adatom 
(22). In the PEC mechanism, the oscillating electric 
field couples to the electric dipole of the EPR species 
and induces vibrations in the inhomogeneous 
magnetic field of the nearby magnetic STM tip 
leading to an effective oscillating magnetic field that 
drives the EPR transitions. Supporting experimental 
data for each of these mechanisms are limited. Yang 
et al. (7) analysed EPR-STM spectra of 
hydrogenated Ti based on the PEC model and found 
a disagreement by a factor of 40 with the rf atomic 
displacement calculated by theory within the 
harmonic approximation of the local bond 
vibrations. Also, Willke et al. (8) concluded that the 
EPR-STM driving force for hydrogenated Ti is 
proportional to the tunneling current, which is 
consistent with the PEC model (4, 22), but the 
limited experimental data did not allow for a 
conclusive proof and discrimination of other models. 
More importantly, it is still an open question how 
magnetic-dipole-forbidden EPR transitions are 
driven in higher-spin EPR species such as Fe atoms 
on MgO/Ag(100) (1). These shortcomings, and the 
importance of designing future EPR-STM 
investigations based on the correct model, call for a 
comprehensive experimental and modelling 
approach to explore the full parameter space of EPR-
STM to reveal the driving mechanism.  
In this work, we present a combined experimental 
and theoretical EPR-STM investigation of single Fe 
and hydrogenated Ti (TiH) adatoms adsorbed on 2 
monolayers of MgO/Ag(100). To limit the number 
of free parameters, we perform the measurements 
using the same magnetic tip and employ a broad 
range of excitation conditions, which allows us to 
identify the dominant EPR excitation sources. We 
choose these two systems since they have been 
characterized previously by EPR-STM (1, 2, 10). Fe 
atoms on MgO/Ag(100) were also studied by x-ray 
magnetic circular dichroism, inelastic tunneling 
spectroscopy, and ligand field theory, which provide 
a consistent description of the Fe wave functions 
within an atomic-multiplet model (27). To assess our 
data against different EPR-STM mechanisms, we 
completely characterize the vector magnetic field of 
the STM tip, including exchange and dipolar 
contributions, and extract the Rabi frequency Ω from 
the EPR spectra, thus inferring the EPR driving force 
for our broad range of experimental conditions. This 
includes an extensive analysis of the dependence of 
the EPR signal on the external magnetic field 𝐵ext, 
the rf-voltage amplitude 𝑉rf, the dc voltage 𝑉dc, and 
the dc setpoint current 𝐼dc resulting in more than 100 
spectra within the EPR-STM parameter space using 
the same magnetic microtip at different standoff 
distances (𝑠) from the surface. A qualitative 
assessment of different EPR-STM mechanisms 
shows that the Rabi frequency is consistent with a 
PEC model. To provide a more stringent quantitative 
comparison between theory and experiment, we 
evaluate the PEC Rabi rate ΩPEC by computing the 
rf-electric-field-induced displacement of the EPR 
species from first principles without approximations 
and determining the relevant EPR transition matrix 
elements by multiplet calculations. We find 
quantitative agreement with our entire data set. 
α
𝐵ext
−1 pA 𝐼dc =
70 pA 𝑉dc = 160 mV 𝑉rf = 256 mV 𝜔rf 2𝜋⁄
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Importantly, our theoretical treatment reveals that 
state mixing enables EPR transitions between 
magnetic-dipole-forbidden states as in Fe. In such a 
spin 𝑆 = 2 system, the longitudinal tip-magnetic-
field gradient drives EPR, in contrast to 𝑆 =  1 2⁄  
systems such as TiH, where the transverse tip-
magnetic-field gradient causes EPR excitations. Our 
theory also predicts nonlinear driving forces through 
coupling to induced electric dipoles, which 
potentially opens this technique to the investigation 
of nonpolar systems. 
RESULTS 
Recording EPR spectra with an STM 
Our EPR-STM setup is depicted in Fig. 1A: A spin-
polarized tip is positioned above a magnetic adatom 
adsorbed on a double layer of MgO on Ag(100) (10). 
A magnetic field splits the atomic energy levels by 
the Zeeman interaction and a resonant rf excitation 
induces transitions between these split states. EPR 
spectra are acquired by sweeping the out-of-plane 
𝐁ext while keeping the rf frequency ωrf 2𝜋⁄  constant 
and detecting the rf-induced change in the dc 
tunneling current ∆𝐼 using a lock-in modulation 
scheme of the rf source (10). Figure 1B shows 
typical constant-frequency EPR spectra on Fe and 
TiH. Following Ref. (4), EPR is detected electrically 
through the tunneling magnetoresistance (TMR) of 
the tip-adatom junction. Since the conductance of the 
STM junction depends on the relative alignment of 
the magnetic moments of the tip and adatom, the 
EPR dynamics induces a change of both the dc and 
ac TMR. The dc TMR variation is caused by the 
time-averaged population change of the magnetic-
adatom states and is detected as a change of the dc 
tunneling current. The ac TMR originates from the rf 
conductance change and gives rise to an additional 
(homodyne) dc tunneling current via mixing with the 
rf voltage. For further experimental details see 
Materials and Methods and Ref. (10). 
To discriminate between different EPR mechanisms, 
we first have to characterize the basic elements of an 
EPR-STM experiment, i.e., the rf excitation, the EPR 
species, and the magnetic tip. The rf excitation is 
provided by an antenna capacitively coupled to the 
STM tip and is well-understood from a previous 
study (10). Also Fe and TiH adatoms are two well-
known, yet magnetically-distinct systems (1, 2, 10). 
However, the structure of the magnetic tip is 
completely unknown and requires further 
characterization. To this end, we record an extensive 
EPR data set on the Fe and TiH adatoms as shown in 
Fig. 1A using the same magnetic microtip at a 
similar external magnetic field, resulting in 119 
spectra in the EPR-STM parameter space (see Fig. 
2). Without any further analysis, these spectra 
already reveal important characteristic features of 
EPR-STM: (i) The amplitude and width of the EPR 
ωrf 2𝜋⁄ = 36 GHz
𝑠 𝑉rf
𝐵ext 𝑉rf 𝑉rf = 64 mV
81 mV 102 mV 128 mV 161 mV 203 mV 256 mV
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signal of both magnetic adatoms grow with 
increasing rf-voltage amplitude 𝑉rf and decreasing 
standoff distance 𝑠, indicating that the excitation is 
stronger close to the tip. (ii) The resonance field does 
not change significantly with either 𝑠 or 𝑉rf, ruling 
out tip and bias-induced changes of the electronic 
ground state of the probed magnetic adatoms. 
However, (iii) the peak-to-peak amplitude is about 
twice as large TiH as for Fe. (iv) The EPR spectra of 
TiH have opposite sign to those of Fe (note that the 
Fe spectra are inverted in Fig. 2A) and (v) the EPR 
signal of TiH has a stronger dependence on 𝑠 than 
that of Fe. (vi) The EPR signal is mostly symmetric 
for Fe and more asymmetric for TiH, for which the 
asymmetry grows with increasing 𝑉rf. These 
observations indicate a different nature of EPR-STM 
for Fe and TiH, requiring a more detailed analysis of 
the recorded spectra to allow for an assessment of the 
EPR driving forces.  
Analysis of the EPR spectra and Rabi rate  
For a quantitative analysis of the mechanisms that 
drive the EPR of Fe and TiH, we fit the spectra in 
Fig. 2 using a general model of the change in 
tunneling current flowing between a magnetic 
adatom and a spin-polarized tip in the presence of an 
rf bias. According to Ref. (4) and as summarized in 
Section S1, the total rf-induced current is given by 
∆𝐼 = 𝐼off − 𝑎TMR𝐼dc
Ω2𝑇1𝑇2
1 + ∆ω2𝑇2
2 + Ω2𝑇1𝑇2
(cos α
+
∆ω𝑇2𝑉rf
2Ω𝑇1𝑉dc
sin α),                 (1) 
where the first term is an offset that accounts for 
magnetic-field-independent rectified rf currents due 
to STM-junction-conductance nonlinearities. The 
second term describes the TMR of the STM junction 
modulated by spin precession. It includes a term 
proportional to the time-averaged projection of the 
atomic magnetic moment on the tip magnetization 
(∼ cos α) and a homodyne contribution (∼ sin α), 
where α is the angle between the tip and the adatom 
spin (see Fig. 1A). 𝑎TMR is a parameter that describes 
the TMR amplitude. Notably, Eq. 1 was derived for 
a 𝑆 = 1 2⁄  system such as TiH, but we show below 
that it is also valid for higher spin systems such as Fe 
if the Rabi frequency Ω is renormalized 
appropriately. In equation (1), 𝑇1 and 𝑇2 are the 
longitudinal and transverse spin lifetimes, 
respectively, and ∆ω = 2μ(𝐵ext
0 − 𝐵ext) ℏ⁄  is the 
detuning from the external magnetic field at which 
the resonance occurs 𝐵ext
0 , with the reduced Planck 
constant ℏ  and the adatom magnetic moment μ.  The 
latter is 1 μB for TiH (10) and 5.2 μB for Fe (27). We 
note that Eq. 1 neglects a possible spin torque 
initialization of the magnetic-adatom spin (5), the 
impact of which we minimize by measuring EPR in 
a relatively narrow range of the dc bias voltage with 
constant polarity and using rf-voltage amplitudes 
large compared to the inelastic spin-flip thresholds. 
Given that all the spectra in Fig. 2 were acquired with 
the same tip, we perform a simultaneous fit of the 
entire set of EPR spectra based on the following 
assumptions:  The magnetic moments of the probed 
adatoms are supposed to point on average along the 
out-of-plane external magnetic field 𝐁ext (see Fig. 
1A), which is justified for Fe owing to its large out-
of-plane anisotropy (27) and for the isotropic TiH 
moment if 𝐁ext is dominant with respect to in-plane 
components of the tip-induced magnetic field (2). 
We assume that the tunneling electrons are the main 
source of 𝑇1 and 𝑇2 events due to the large values of 
the dc and the rf current (see Fig. S3A) as also 
previously observed (5). Thus, we set 𝑇1,2 =
𝑒 (𝑟1,2𝐼)⁄ , where 𝑟1,2 is the probability that a single 
tunneling electron induces a 𝑇1,2 event and 𝐼 is the 
total current given by the sum of the dc and the root-
mean-square rf current, which is obtained via the dc 
STM-junction conductance (see Materials and 
Methods). We further account for a fixed increase in 
EPR spectral line width through a convolution of the 
EPR spectra with a 4-mT-broad Gaussian. This 
broadening is caused by the atom-tracking scheme, 
in which the tip circles atop the magnetic adatom (3 
mT, as deduced from typical magnetic-field 
gradients) and by the finite 𝐵ext sweep rate (1 mT) 
(10). With these assumptions, we fit all the EPR 
spectra with Eq. 1 using an adatom-independent 
value of α, adatom-specific parameters 𝑎TMR
Fe,Ti
, 𝑟1
Fe,Ti
 
and 𝑟2
Fe,Ti
, and adatom-specific local parameters 
𝐵0
Fe,Ti
, 𝐼off
Fe,Ti
 and ΩFe,Ti that depend additionally on 
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𝐼dc, 𝑉dc and 𝑉rf (see Materials and Methods for 
further details). A good fit of all the 119 EPR spectra 
is found for α = 64°, 𝑎TMR
Fe = 0.04 , 𝑟1
Fe ⪅ 10−7, 
𝑟2
Fe = 0.99, 𝑎TMR
Ti = −0.70 , 𝑟1
Ti = 0.03, 𝑟2
Ti =
1.00 (see Fig. 1B and Fig S4).  Thus, for the 
relaxation times, we find that nearly every tunneling 
electron induces a 𝑇2 event, whereas only a small 
fraction of them leads to a 𝑇1 relaxation, in 
agreement with previous reports (5). The opposite 
sign of 𝑎TMR for Fe and TiH is a consequence of the 
opposite polarities observed in the raw data (Figs. 1B 
and 2). 
From the above fit parameters, we derive three 
important quantities, namely the line width  
√1 + Ω2𝑇1𝑇2 (𝜋𝑇2)⁄  (Fig. 3, A and B),  the spectral 
amplitude 𝑎TMR𝐼dc Ω
2𝑇1𝑇2 (1 + Ω
2𝑇1𝑇2)⁄  (Fig. 3, C 
and D), and the asymmetry  𝑇2𝑉rf (2Ω𝑇1𝑉dc)⁄  (Fig. 
S6A). We observe that the line width grows almost 
linearly with the rf-voltage amplitude 𝑉rf at constant 
𝐼dc, which is a consequence of being in the strong-
driving regime, i.e., Ω2𝑇1𝑇2 ⪆ 1. This is consistent 
with the saturated amplitude for Fe for all 𝑉rf and 
with the saturating amplitudes for TiH at the two 
lowest values of 𝐼dc (see Fig. 3, C and D). For TiH 
and the highest value of 𝐼dc = 120 pA, that is, for the 
smallest standoff distance 𝑠, we do not observe 
saturation of the amplitude at large 𝑉rf. This finding 
might indicate a change of the TiH-magnetization 
orientation due to an increased magnitude of the in-
plane tip field that is not included in our analysis. 
The asymmetry of the EPR signal of TiH (Fig. S6B) 
grows linearly with 𝑉rf and strongly depends on 𝐼dc 
reflecting the intricate dependence of the Rabi rate 
on 𝐼dc discussed below. Fe spectra show nearly 
symmetrical line shapes and accordingly have 
vanishing asymmetries (Fig. S6A), which is 
consistent with previous studies (5) and can be 
understood  by the long 𝑇1, i.e.,  small 𝑟1 of Fe 
compared to TiH. Such a long 𝑇1 suppresses the 
asymmetric EPR line shape originating from the 
homodyne component of Eq. 1, which, on the other 
hand, is enhanced for TiH by its shorter 𝑇1 giving an 
asymmetric line shape as also reported previously 
(2). Finally, the experimental Rabi rate Ω is given in 
Fig. 3 (E and F) and ranges from about 100 MHz for 
TiH to about 1 MHz for Fe, consistent with the 
literature (12). This information allows us to perform 
a qualitative assessment of the different proposed 
EPR-STM mechanisms, as described below. 
Assessment of different EPR-STM mechanisms 
 We now contrast the observations summarized in 
Figs. 2 and 3 with the expectations for different 
excitation models of EPR-STM. 
(i) A Rabi rate Ω induced by the ac magnetic field 
originating from the rf tunneling current and the rf 
displacement current has been discarded previously 
𝑉rf 𝑉dc
𝐼dc 𝐼dc
Ω 𝑠
𝑉rf
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by estimating the respective magnitudes (7, 10). 
Additionally, we note that both contributions should 
not depend strongly on the standoff distance 𝑠, 
contrary to our measurements (see Fig. 2). 
Moreover, the rf magnetic field caused by the 
displacement current should depend monotonically 
on 𝑠, unlike what we observe for Fe in Fig. 3E. Also, 
the displacement current should be proportional to 
the frequency ωrf, which is not consistent with EPR 
measurements performed at different ωrf. 
(ii) A spin-torque-mediated EPR (24) is expected to 
be proportional to 𝛥𝐼 and independent of 𝑠. Such a 
mechanism is unlikely given the strong dependence 
of Ω on 𝑠 at constant dc setpoint current (see Fig. S6, 
E and F). 
(iii) A purely rf-electric-field driven EPR-STM, in 
which rf-induced spin-polarized tunneling electrons 
couple via the exchange interaction to the adatom 
magnetic moment, has been proposed in Ref. (20). 
This coupling can be understood as a current-
induced effective magnetic field driving the EPR. 
However, this mechanism can be discarded since it 
fails to explain EPR in half-integer spin systems such 
as TiH. 
(iv) A modulation of the density of states by the 
precessing spin of the magnetic adatom mediated by 
spin-orbit coupling (19) can be ruled out since it 
should be observable even with a nonmagnetic tip. 
This is not observed experimentally and is 
inconsistent with the results presented in Fig. 4 (A 
and B), which show that the resonance field depends 
on the distance between the magnetic tip and the 
EPR species.  
 (v) A change of the crystal field caused by adatom 
vibrations induced by the rf electric field (1, 22) 
should yield a Rabi rate that depends monotonically 
on s, unlike what is observed for Fe in Fig. 3E. 
Moreover, our multiplet calculations (see below, 
Materials and Methods, Section S5 and Fig. S8) 
indicate that the crystal-field operators yield 
vanishing EPR driving forces for Fe. Nevertheless, 
rf-induced variations of the crystal field could yield 
minor contributions to the Rabi rate in the case of 
TiH. 
(vi) A modulation of the 𝑔-factor anisotropy of the 
EPR species by  the vibrations induced by the rf 
electric field should lead to a Rabi rate that depends 
monotonically on 𝑠 since the driving electric field is 
proportional to 1 𝑠⁄  in a simple plate-capacitor 
model (25). This is in contrast with our experimental 
findings for Ω shown in Fig. 3E.  
(vii) In the PEC model (22), Ω is expected to be 
proportional to the conductance of the STM-junction 
if the adatom-tip interaction is dominated by the 
exchange interaction (8). This prediction is partly 
inconsistent with our experimental Ω (see Fig. S6, C 
and D), which might indicate an additional tip-
adatom interaction such as dipolar coupling (see 
below). Apart from that, the PEC mechanism implies 
complex dependencies of Ω on the experimental 
parameters 𝐼dc, 𝑉dc, 𝑠 and 𝑉rf (7) that require a 
quantitative evaluation.  
(viii) A cotunneling mechanism (23) as well as an 
open-quantum-system approach (26) have been 
proposed to describe the excitation and detection of 
EPR, respectively. Testing these approaches requires 
a detailed knowledge of the wave functions of the tip 
and EPR species that is experimentally difficult to 
obtain. However, as we will discuss later, these 
approaches represent more general descriptions that 
include some of the other mechanisms.  
Based on this analysis, we conclude that mechanisms 
(i-vi) are not compatible with our experimental data 
set. Further evaluation of (vii) and of EPR-STM in 
general requires quantitative knowledge of the 
involved transition matrix elements and of the total 
magnetic field acting on the EPR species. We focus 
here on the most relevant magnetic-moment operator 
mediating EPR (see below) but discuss further 
operators in Section S5. Our analysis goes beyond an 
ideal 𝑆 = 1/2 system since EPR encompasses a 
much larger variety of magnetic complexes with 𝑆 >
1 2⁄ . It is thus important to determine what drives the 
EPR of Fe on MgO, which is known to have 𝑆 = 2 
(27), in order to reach a comprehensive 
understanding of EPR-STM. 
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Transition matrix elements of EPR-STM for 
atoms with 𝑺 > 𝟏 𝟐⁄  
To drive EPR, we consider a perturbative oscillating 
magnetic field 𝐁1 acting on the magnetic adatom. 
The 𝐁1 field interacts with the magnetic moment of 
the adatom ?̂? = −μB(?̂? + 2?̂?)/ℏ via the Zeeman 
interaction, and the corresponding interaction 
Hamiltonian reads 𝐻′ = μB(?̂? + 2?̂?) ∙ 𝐁1/ℏ, where 
?̂? and ?̂? are the spin and orbital angular momentum 
operators, respectively. In the derivation of Eq. 1, 𝐁1 
was assumed to be transverse to the static magnetic 
field 𝐁0 inducing the Zeeman splitting of the 
adatom’s states, as in the standard two-level model 
of EPR [Ref. (4) and Section S1]. This assumption, 
however, has not been tested in detail. For the TiH 
system on the bridge binding site (see Fig. 1A), we 
assume a nearly perfect physical 𝑆 = 1/2 system 
due to the low binding-site symmetry. Accordingly, 
the two lowest states |0⟩ and |1⟩ are the 𝐿𝑆-basis 
states |𝑀𝐿 = 0,𝑀𝑆 = ±1/2⟩ with quenched orbital 
moment, as reported previously (2, 10). Those states 
are the natural eigenstates of the ?̂? and ?̂? operators 
and the interaction Hamiltonian becomes 𝐻′ =
2μB
ℏ
(?̂?𝑥𝐵1,𝑥 + ?̂?𝑦𝐵1,𝑦 + ?̂?𝑧𝐵1,𝑧). Since ?̂?𝑧 is diagonal 
in the |𝑀𝐿 = 0,𝑀𝑆 = ±1/2⟩ basis, it is evident that 
only transverse 𝐁1 fields can drive a transition 
between |0⟩ and |1⟩. For instance, for a transverse 
𝐁1 field along 𝑥, the off-diagonal matrix element that 
drives the transition is 𝐻01
′ = μB𝐵1,𝑥 since ?̂?𝑥 =
ℏ
2
?̂?𝑥 
with ?̂?𝑥 being the 𝑥 component of the vector of Pauli 
matrices ?̂?. Note that the transverse field oscillates 
in time proportional to cos𝜔rf𝑡 and that its 
amplitude relates to the Rabi rate according to ℏΩ =
μB𝐵1,𝑥. 
The situation is more complex for Fe, which has a 
state multiplicity of 5 due to the effective spin 𝑆 =
2, and the presence of strong orbital moments (see 
Fig. 4A). At zero magnetic field, the ground-state 
doublet is separated by about 14 meV from the next 
excited doublet (27). Therefore, only the two lowest 
states are thermally occupied in the range of 
temperature and magnetic field probed by our 
experiments. Transitions to higher doublets are too 
high in energy to be driven by the rf excitation. This 
renders Fe also an effective two-level system. Within 
this effective two-level system, we need to evaluate 
the interaction Hamiltonian 𝐻′ in the eigenstate basis 
|0⟩ and |1⟩, which are a general superposition of the 
|𝑀𝐿 , 𝑀𝑆⟩ basis wave functions. To describe the states 
|0⟩ and |1⟩, we use the wave functions obtained from 
a multiplet model that was successfully employed to 
simultaneously describe the x-ray absorption 
spectral line shape and the low-energy excitations of 
Fe/MgO probed by STM (27). We find that the off-
diagonal matrix elements 𝐻01
′  are proportional to 
𝐵1,𝑧 whereas the in-plane field components,  𝐵1,𝑥 and 
0 7 𝑇
?̂? 𝑺෡ 𝑧
𝑆𝑧 𝐿𝑧 < 10
−14
|0⟩ |1⟩ 𝑚𝑙 1%
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𝐵1,𝑦, yield vanishing matrix elements (see Materials 
and Methods and Section S5 for more details). In 
other words, only the 𝑧-component of the magnetic 
moment operator yields an off-diagonal matrix 
element ⟨1|?̂?𝑧 + 2?̂?𝑧|0⟩ ≠ 0. This is known in EPR 
spectroscopy to be the case for integer spins where 
longitudinal 𝐁1 fields are used to drive the EPR 
transition (28). Further, the matrix element is 
strongly dependent on the Zeeman-splitting field 𝐵0, 
as shown in Fig. 4B. Fe behaves as an integer spin 
system, in which the levels are strongly intermixed 
by the crystal field as well as spin-orbit interaction 
(Fig. 4C). This leads to wave functions that are not 
eigenfunctions of the Zeeman Hamiltonian, thus the 
composition of the states |0⟩ and |1⟩ changes with 
the external magnetic field. Setting again ℏΩ = 𝐻01
′ , 
we see that the Rabi rate Ω, besides being 
proportional to the 𝑧-component of the 𝐁1 field, is 
also proportional to the value of the matrix element 
⟨1|?̂?𝑧 + 2?̂?𝑧|0⟩. 
Further, we describe the effective two-level system 
for Fe not in terms of the magnetic-moment operator 
but by the two-level polarization operator 𝐏෡ ∝ ?̂? (see 
Section S5). We derive the Bloch equations in terms 
of the polarization vector 𝐏෡ with a driving term 
proportional to ?̂?𝑥 and with an effective driving field 
strength given by μB⟨1|?̂?𝑧 + 2?̂?𝑧|0⟩𝐵1,𝑧/ℏ. 
Moreover, in the evaluation of the TMR for the read 
out of the EPR signal in the STM junction, we use 
the polarization vector 𝐏෡ instead of the physical 
magnetic moment of the system since the 
conductance of the STM junction should only 
depend on the occupation and coherence of the 
involved EPR states (26). This approach reflects the 
fact that the conductance of the STM junction 
depends on the nature of the magnetic-adatom states 
and not only on the associated magnetic moment. 
Note that, for a real 𝑆 = 1 2⁄  system, the polarization 
operator is identical to the spin operator. 
Thus, we obtain formally the same equation, Eq. 1, 
for the experimentally detected EPR signal for the 
two EPR species, Fe and TiH. However, the physical 
interpretation of the effective driving field 
component and strength that yield Ω differs for the 
two cases. In summary, our analysis shows that EPR 
in systems with 𝑆 > 1 2⁄  can be driven by STM, 
provided that longitudinal field gradients are 
nonzero. 
Magnetic field acting on the adatoms 
At the position of the EPR species, the total magnetic 
field is the sum of the external magnetic field 𝐁ext 
and the tip-induced effective magnetic field 𝐁eff. 
Quantitative analysis of the Rabi rate requires to 
estimate  𝐁eff acting on the EPR species. Here, we 
determine 𝐁eff by considering the measured 
resonance positions𝐵ext
0 , i.e., the value of  𝐁ext at 
resonance, as shown in Fig. 5 (A and B). The 
intrinsic resonance position in the absence of a tip-
𝐵ext
0 𝑠
𝐁eff
d𝐁eff d𝑠⁄ 𝑥
𝑧 𝑠
𝐵dip (𝐵xc)
𝑦
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induced magnetic field is given by 2ℏωrf μ⁄ , which 
yields 247 mT for Fe at ωrf
Fe 2𝜋⁄ = 36 GHz and 286 
mT for TiH  at ωrf
Ti 2𝜋⁄ = 8 GHz. The measured EPR 
resonance position clearly deviates from these values 
as a function of the standoff distance 𝑠. These 
deviations are caused by the finite 𝐁eff produced by 
the tip. Remarkably, the upturn of 𝐵ext
0  at 𝑠 ≈
420 pm for Fe indicates that the magnetic 
interaction changes from attractive to repulsive upon 
approaching the tip  (Fig. 5A), which is unexpected 
for an exchange-dominated interaction as 
determined in previous studies (2, 7, 8). This finding 
indicates that the tip magnetic field comprises two 
competing terms, which we assume to be an 
exchange field 𝐁xc and a dipolar field 𝐁dip that were 
shown to be present independently for certain STM 
tips in Ref. (6). We note that previous studies using 
an atomic-force microscope with a magnetic tip (29) 
have shown that the exchange interaction might 
change sign depending on the overlap of the tip and 
the magnetic-adatom wave functions. Here, 
however, we find that the dipolar field is sufficient 
to account for the observed change of 𝐁eff without 
considering more complex exchange regimes. Given 
the cylindrical symmetry of the STM junction, it is 
sufficient to determine the x and 𝑧 components of 
𝐁eff, which can be written as (22) 
𝐁eff = (
𝐵xc,𝑥 + 𝐵dip,𝑥
𝐵xc,𝑧 + 𝐵dip,𝑧
)
= (
(𝑎e−𝑠 λxc⁄ −
𝑏
𝑠3
) sin α
(𝑎e−𝑠 λxc⁄ +
2𝑏
𝑠3
) cos α
),                (2) 
where 𝑎 is the exchange parameter, 𝑏 the dipolar 
parameter, 𝑠 the tip standoff distance defined 
through point-contact between the tip and the 
magnetic adatom (see Materials and Methods), and 
λxc the exchange decay length. Note that we orient 
the coordinate system such that 𝐵eff,𝑦 =
d𝐵eff,𝑦 d𝑠⁄ = 0 along the 𝑧-axis and for 𝑥 = 0. We 
fit 𝐵0(𝑠) using 𝐵eff,𝑧 + 2ℏωrf μ⁄  (see Eq. 2) with a 
fixed α = 64°, and find a good agreement between 
experiment and theory for λxc
Fe = 370 pm, 𝑎Fe =
−0.6 T, λxc
Ti = 170 pm, 𝑎Ti = −2.2 T and 𝑏 =
0.2 μ0μB (see Fig. 5, A and B). The latter implies a 
tip magnetic moment of about 3 μB, which is 
reasonable given that few Fe atoms form the tip 
apex. The values for 𝑎 compare well with reports of 
the exchange field, ranging from 0.1 to 10 T for 
similar systems (4, 7, 30). The values for λxc are 
somewhat larger than reported values (4, 7, 30) but 
λxc is expected to strongly depend on the detailed 
atomic structure of the microtip. In this way, we 
completely characterize 𝐁eff for this magnetic 
microtip, which is shown for Fe in Fig. 5C assuming 
an isotropic exchange interaction. This allows us to 
derive the corresponding magnetic-field gradients 
along 𝑧 as shown in Fig 5D containing significant 
contributions from dipolar and exchange tip-adatom 
interactions at the same time. 
Quantitative evaluation of the PEC Rabi rate and 
comparison with experiment 
Knowledge of the transition matrix elements and 
𝐁eff is essential to compute the Rabi rate expected 
for the PEC model [see Section S1 and Ref. (22)], 
which is given by  
ΩPEC
Fe,TiH = |
μB
ℏ 
∆𝑧ωrf
d𝐁eff𝑧,𝑥
d𝑠
⟨1|?̂? + 2?̂?|0⟩|.        (3) 
Here, different components of the magnetic-field 
gradient drive Fe and TiH as discussed above. In 
more detail, the field that drives EPR is given by 
𝐵1
Fe = ∆𝑧ωrf
Fe d𝐵eff
Fe
𝑧
d𝑠⁄  and 𝐵1
TiH =
∆𝑧ωrf
TiH d𝐵eff
TiH
𝑥
d𝑠⁄ , where  ∆𝑧𝜔rf is the amplitude of 
the magnetic-adatom displacement induced by the rf 
electric field betwen tip and adatom. In order to 
compute ∆𝑧𝜔rf, we calculate the structural response 
of the adatoms to a static electric field applied 
normal to the surface by means of density functional 
theory (DFT) (for details of the calculations see 
Materials and Methods). It is important to note that 
Fe and TiH adatoms on the MgO surface undergo a 
charge transfer, i.e, have a finite dipole moment, 
which we verify by calculating the Born effective 
charges (see Materials and Methods). Therefore, an 
external electric field can displace the charged 
adatoms and vary the length of the dipole. As the 
frequencies of the local vibrational modes of the 
adatoms lie at several THz [see Materials and 
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Methods, Fig. S7 and previous work (7)], we expect 
∆𝑧𝜔rf to adiabatically adjust to the GHz electric 
fields, justifying our static approach in the 
calculations. As seen in Fig. 6 (A and B), the Fe and 
Ti adatoms are both displaced by about 
0.5 pm (V nm⁄ )⁄ , but in opposite directions. The 
opposite response appears as a 180° phase change in 
the driving terms and has no consequences for the 
measurements. Surprisingly, we observe that the 
displacement does not depend linearly on the electric 
field but follows a second-order polynomial (see also 
Fig. S7). This result is rationalized by noting that the 
linear response is due to the coupling to permanent 
electric dipoles, whereas the second-order term 
arises from a coupling to induced electric dipoles 
that has not been reported before (7). Finally, 
∆𝑧ωrf  is obtained by considering only the terms 
oscillating at the fundamental frequency ωrf derived 
from the second-order polynomial fit of the 
displacement (see Fig. 6, A and B), i.e., neglecting 
time-independent offsets and terms oscillating at 
2ωrf, and using the experimental electric field 𝐸 =
[𝑉dc + 𝑉rf cos(ωrf𝑡)] 𝑠⁄  (see Section S4).  
After these steps, we can finally compute the PEC 
Rabi rate ΩPEC using Eq. 3, as shown in Fig. 6 (F and 
G). Remarkably, we find that the calculated values 
of ΩPEC match the experimental Rabi rate Ω reported 
in Fig. 3 (E and F) for TiH and only deviate by a 
factor of 2 for Fe. Notably, ΩPEC describes the Ω(s) 
dependence adequately for Fe, i.e., changing from 
decreasing to slightly increasing at 𝑠 ≈ 420 pm. 
Also for TiH, the decreasing trend of Ω with 𝑠 is 
reproduced correctly. Discrepancies in the 
magnitude are ascribed to an inaccurate 
determination of the electric field, which was shown 
to deviate from the plate-capacitor model used here 
(31). Moreover, keeping the adatom magnetic 
moment fixed along 𝑧 is especially critical for TiH at 
small standoff distances and can lead to errors. 
Lastly, including a finite phase between driving field 
and the precessing magnetic-adatom spin, as well as 
a bias-dependent TMR and a spin-torque 
initialization (5) could further improve the 
agreement with the experiment.  
DISCUSSION 
Given the limitations of our model, the overall good 
agreement between experiment and theory shows 
that the PEC mechanism allows for a consistent 
interpretation of EPR-STM spectra provided that the 
matrix elements of the EPR transitions and the 
different components of the magnetic field gradients 
are properly accounted for. Crucially, we find that in 
𝑆 = 1 2⁄  systems, such as TiH, the rf magnetic field 
perpendicular to the magnetic moment drives EPR, 
∆𝑧 ∆𝐸
∆𝑧ωrf 𝐸dc 𝑉rf = 10 mV
∆𝑧 𝐸rf 𝑉dc =
10 mV ωrf
2ωrf
300 pm
ΩPEC 𝑠
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whereas for the more complex 𝑆 = 2 Fe system we 
find a different driving force, i.e., the rf magnetic 
field along the static field. This finding reflects the 
fact that transitions between states with spin 
quantum numbers 𝑚𝑆 = ±2 as in Fe imply a change 
in spin-angular momentum of 4ℏ and are therefore 
dipole-forbidden, i.e., cannot be driven by a 
transverse rf magnetic field because the rf photons 
can only provide 1ℏ. Instead, these transitions are 
enabled by the mixing of the ground and first excited 
state as found in Fe (27), which allows for a 
longitudinal rf magnetic field to drive EPR. Such 
distinct EPR driving forces for transitions that are 
magnetic-dipole forbidden have been also observed 
in ensemble EPR measurements (28), where they are 
known as longitudinal or parallel-polarization EPR. 
As mentioned previously, the PEC mechanism can 
be understood as a special case of an EPR theory 
involving a cotunneling picture (23). In that 
mechanism, the rf electric field alters the tunneling 
barrier that can be effectively mapped onto a time-
dependent overlap of adatom and tip wavefunctions, 
which accounts also for a time-dependent exchange 
coupling. Thus, this model includes the PEC 
mechanism, in which the magnetic-adatom vibration 
causes the magnetic adatom-tip interactions to vary 
over time. Similarly, also the treatment of EPR-STM 
within an open-quantum-system approach (26) is not 
in contradiction with the PEC mechanism. This 
model accounts for the coupling of the EPR species 
and spin-polarized tip to reservoirs of energy and 
angular momentum and, additionally, introduces 
generalized Bloch equations to explain EPR, 
consistent with our treatment. However, this 
approach does not specifically address how the EPR 
transitions are driven, but rather outlines how they 
are sensed by the tunneling current in the 
experiment. Thus, these concepts can be combined 
with the theory used in this work to yield a full 
quantum description of EPR-STM in the future. 
Our study also shows that EPR of single Fe atoms is 
possible at temperatures of 5 K using an out-of-plane 
external magnetic field, unlike in Refs. (1, 5, 6, 8, 
12) that used predominantly in-plane fields. As 
indicated by our multiplet calculations, an in-plane 
magnetic field increases the EPR signal only very 
weakly (compare with Fig. 4, Section S5 and Fig. S8, 
A-C) and is not required in principle. In contrast, we 
find an optimal out-of-plane magnetic field of about 
130 mT that is a compromise between the rapidly 
decreasing EPR transition matrix element for 
increasing an out-of-plane magnetic field and the 
off-resonant population difference between that 
states |0⟩ and |1⟩ that is proportional to 
tanh(μ𝐵0 𝑘B𝑇⁄ ), where 𝑘B is the Boltzmann 
constant  and 𝑇 = 4 𝐾. Note that spin pumping has 
been neglected and that considering additionally the 
dependence of the tip polarization on external field 
might further increase this optimal magnetic field.  
Interestingly, we find that the same microtip can 
drive EPR for different magnetic adatoms. However, 
whereas about 10% of magnetic tips show EPR on 
either Fe or TiH, only about 1% work for both. 
Sensing EPR on both Fe and TiH requires 
simultaneous dc- and homodyne-detection 
capability due to the largely different 𝑇1 times of the 
two species, suggesting the need of a microtip with 
neither α = 0° nor 90° (see also additional data sets 
in Fig. S9). 
In contrast to previous studies (2, 7), we show that 
the shift of the resonance magnetic field with the 
standoff distance is not determined by the orientation 
of the exchange field 𝐁xc alone. In other words, the 
direction of the shift does not allow discriminating 
between antiferro- and ferromagnetic exchange 
coupling of the EPR species and tip. Instead, the shift 
direction is determined by the interplay between 𝐁xc 
and the dipolar magnetic field as given in Eq. 2. 
Additionally, we find that the signs of the tunneling 
magnetoresistance and of the exchange field do not 
correlate, which might be caused by different 
contributing electronic states (32).  
Our DFT modelling allows for a precise calculation 
of the magnetic-adatom displacements, which are 
about 0.1 pm at the rf frequency. More specifically, 
we find a displacement smaller by a factor of five for 
the Ti atom in the TiH system compared to previous 
calculations (7) at a standoff distance of 430 pm, a 
dc bias voltage of 50 mV and an rf-voltage amplitude 
of 10 mV. This difference highlights the importance 
of calculating the adatom displacement directly, i.e., 
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without involving harmonic approximations of the 
computed energy landscape as a function of the 
external electric field. Importantly, we demonstrate 
in Fig. 6 (C and D), how the Rabi rate can be tuned 
by the dc bias voltage through coupling to induced 
electric dipoles, which readily account for up to 15% 
of the Fe displacement in our experiment (see also 
Section S4). In Fig. S7 we report additional DFT 
calculations of the displacement of Fe at larger 
electric fields that show its strong nonlinear response 
and highlight again the profound impact of induced 
electric dipole moments on the magnetic-adatom 
displacement. Such a nonlinear response should also 
enable the driving of EPR at the second harmonic 
frequency of the rf field (see Fig. 6E). For 
experimental parameters that are within reach in 
future studies, both of these predicted nonlinear 
driving mechanisms (second-harmonic driving at 
𝑉dc = 10 mV, 𝑉rf = 3 V and 𝑠 = 300 pm, induced 
electric dipoles at 𝑉dc = 1 V, 𝑉rf = 10 mV and 𝑠 =
300 pm) outperform their linear counterparts as 
shown in Fig 6 (D and E) underlining their potential 
to drive EPR-STM in a broader range of systems 
than demonstrated to date. 
In summary, our combined experimental and 
theoretical investigation provides a consistent 
picture of EPR-STM of transition-metal adatoms on 
MgO. Our analysis also allows for fully 
characterizing the vector magnetic field of the tip, 
which is convenient for future EPR-STM studies and 
other STM studies relying on spin-polarized 
tunneling (33). Whereas EPR-STM measurements 
have been so far only reported for transition-metal 
atoms on MgO, the observation of adatom 
displacements under rf excitation arising from 
induced electric dipoles opens the field of EPR-STM 
to nonpolar paramagnetic species. Moreover, our 
conclusions suggest that non-resonant EPR driving 
via second-harmonic generation might be feasible, 
thus allowing for strict separation of the excitation 
from the probe in pulsed EPR studies (12). Such 
nonlinear driving could also enhance the coupling 
efficiency when approaching the resonant THz 
frequency of phonons by an rf-photon up-conversion 
scheme, which will additionally benefit from 
reduced losses in signal transmission at lower rf 
frequencies 
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MATERIALS AND METHODS  
Experimental Design  
Measurements are performed using a Joule-
Thomson STM from Specs operating at 4.5 K and 
upgraded for rf capabilities [see Fig. 1A and Ref. 
(10)]. 𝑉rf is characterized by rectification at a STM-
junction-conductance nonlinearity (see below). The 
sample is a clean Ag(100) surface on which double-
layer MgO islands are grown (Fig. 1B) (10). Single 
Fe and Ti atoms are deposited on the cold sample 
inside the STM. Residual H2 gas is known to 
hydrogenate Ti forming TiH complexes (2, 10). The 
tip is made from a chemically etched W wire that is 
dipped into the sample to obtain a sharp apex. Spin 
contrast is achieved by picking up single Fe atoms. 
The standoff distance 𝑠 is calibrated by point-contact 
measurements, 𝐼dc(𝑧) and 𝑧(𝑉dc) curves (see 
below).  
EPR spectra are acquired by sweeping the out-of-
plane 𝐁ext at a constant rf frequency with a sweep 
rate of 400 μT s⁄ . We modulate the rf voltage with 
a square wave at 971 Hz and recording the first 
harmonic of the tunneling current ∆𝐼 at the 
modulation frequency using a lock-in amplifier 
(LIA). During EPR sweeps, the tip circulates above 
the EPR species at a rate of 383 Hz with a radius of 
10 pm to track the adatom. The systematic spread in 
𝐵0 for constant 𝑠 of about ±1 mT [see Fig. 3, C and 
D] arises from opposite 𝐵ext-sweep directions and 
the limited Hall-probe communication speed. 
We choose EPR species separated from other 
magnetic adatoms by more than 3 nm to minimize 
magnetic interactions (see Fig. 1B). All EPR sweeps 
on TiH are recorded on the bridge binding site with 
respect to the oxygen sublattice; notably, TiH on the 
oxygen binding site quickly destabilizes upon rf 
excitation. For each EPR sweep, a nonresonant 
reference spectrum is recorded and substracted (see 
below). 
d𝐼 d𝑉⁄  spectroscopy is performed by adding a 
sinusoidal voltage (971 Hz, amplitude of a few 
millivolts) to the dc bias and using a lock-in 
technique. 
Characterization of 𝑉rf 
We characterize the rf-voltage amplitude at the STM 
junction by rectification of the rf signal at a STM-
junction-conductance nonlinearity as outlined in 
Ref. (10). This procedure is performed at the two 
frequencies used for EPR sweeps, i.e., at 8 GHz and 
at 36 GHz (see Fig. S1, A and B). 
Characterization of the standoff distance 𝑠 
The standoff distance is characterized in three steps: 
(i) We perform point-contact measurements 
in which we open the feedback at 10 mV 
dc bias and approach with the tip while 
recording the dc current. At point contact, 
a plateau in dc current is reached (see Fig. 
S2, A and B). The extracted point-contact 
conductances are consistent with 
reported values for Fe (34) and a bridge-
binding-site TiH adatom (4). From this 
measurement, we calibrate the absolute 
tip height above the adatom. Since the 
value of conductance at point contact was 
found to be independent of the microtip 
to a good approximation, we do not 
repeat this measurement for each 
microtip used for EPR because it has a 
high risk of altering the microtip. Such 
similar conductivity at point contact for 
different microtips can be expected given 
the fact that the adatom-MgO-Ag 
junction is the current-limiting part. 
(ii) We record 𝐼(𝑧) curves for the specific 
microtip used for EPR sweeps avoiding 
point contact with a finer resolution than 
in (i) in the range of interest for the EPR 
spectra. With the point- contact 
measurement of (i) and by fitting the data 
with an exponential, the absolute 
standoff distance is determined (see Fig. 
S2, C and D). 
(iii) We perform  𝑧(𝑉) measurements for the 
specific microtip used for EPR sweeps 
opening the feedback at the values of 𝐼dc 
used in the EPR sweeps to account for the 
rigid shift in standoff distance upon 
change of 𝑉dc (see Fig. S2, E and F). 
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We note that steps (ii) and (iii) are performed at 
about 200 mT external magnetic field to match the 
EPR experimental conditions. 
Characterization of the rf current 
To account for the rf-current-induced relaxation 
processes correctly, the rf-current amplitude has to 
be characterized. Ideally this is done via convoluting 
the experimental d𝐼 d𝑉⁄  curve with a sinusoidal rf 
voltage of the corresponding amplitude over one 
period. However, this requires a detailed knowledge 
of the d𝐼 d𝑉⁄  curve, which changes with the setpoint 
and the external magnetic field. In Figure S3A, we 
compare this approach to an approximation, in which 
the rf-current amplitude is computed via Ohm’s law 
using the dc tunneling resistance at the setpoint. 
From the very good agreement between the two 
approaches, we conclude that the latter approach is 
also valid. Note that the data in Fig. S3A is obtained 
for an additional EPR data set on TiH for varying 𝐼dc, 
𝑉dc and 𝑉rf shown in Fig. S9A. 
EPR reference spectra 
The background signals in EPR sweeps are caused 
by rectification of the rf voltage at STM-junction-
conductance nonlinearities (10). Some of these 
nonlinearities are of magnetic origin. This means 
that they change if either the tip or the adatom 
change their magnetic polarization. Since our EPR 
sweeps are performed in field ranges, where neither 
the adatom nor presumably the tip are fully spin 
polarized, the rf rectification will depend on the 
external field. On the other hand, the STM-junction 
conductance also strongly depends on 𝐼dc, 𝑉dc and 
clearly on 𝑉rf.  In order to account for changes in the 
conductance nonlinearities, i.e. a change of the tip 
and atoms magnetic polarization, as we sweep the 
magnetic field, a nonresonant background signal is 
recorded for each of the 119 EPR spectra. For the Fe 
adatom, a reference sweep at a constant rf frequency 
of 8 GHz is performed (see Fig. S3B) that we 
subtract from the resonant sweep at 36 GHz. To this 
end, the rf-voltage amplitude at 8 GHz is matched to 
the one at 36 GHz by compensating for the rf transfer 
function towards the STM junction. For TiH, a 
similar procedure is applied, but the reference is 
recorded at 36 GHz, whereas the resonant sweep is 
performed at 8 GHz (see Fig. S3C).  Note that for the 
largest values of 𝑉rf, a minor inaccuracy in 
compensating for the rf-transfer function required a 
rescaling of the reference spectrum by a constant that 
is close to unity to best match the background of the 
resonant EPR spectrum before subtraction.   
Details of the fit procedure 
The best fit of the 119 EPR spectra (see Fig. 2 and 
Fig. S4) to Eq. 1 is obtained by minimizing the root 
mean square deviation from the normalized EPR 
signal given by (∆𝐼 − 𝐼off) 𝐼dc⁄ . This  accounts for 
the anticipated large dynamic range in ∆𝐼 as a 
function of 𝐼dc, i.e., to improve the fit accuracy for 
small 𝐼dc, for which our model assumptions are most 
appropriate (see discussion in the main text 
concerning the moving adatom spin angle at closest 
distances, i.e. for large 𝐼dc). 
To determine the global minimum of the fit, we vary 
the starting conditions and take the result with the 
smallest root-mean-square deviation. Figure S5 
shows the resulting deviations for different starting 
parameters of α.   
Additional data sets 
Importantly, our conclusions are consistent with 
several additional similar data sets that we show in 
Fig. S9. 
Multiplet calculations 
The Fe wave functions, corresponding properties 
and matrix elements are obtained from charge-
transfer multiplet calculations. The crystal-field and 
charge-transfer parameters are taken from previous 
calculations for the simulation of x-ray absorption 
spectra of the same system (27). In this model, the 
Fe adatom is described by a combination of 𝑑6 and 
𝑑7 configurations coupled by a charge-transfer term, 
in which an electron from a filled substrate oxygen-
derived shell is allowed to hop onto the d-shell of Fe 
via the 𝑑𝑧2  orbital. The Slater-Condon integrals are 
rescaled to 75% of their Hartree-Fock value and the 
one-electron spin-orbit coupling constant of Fe is 
taken to be 52 meV for the 𝑑6 and 45 meV for the 
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𝑑7 configuration. The charge-transfer energy 
between the 𝑑6 and 𝑑7 configurations amounts to 0.5 
eV where the hopping parameter to the 𝑑𝑧2 orbital is 
0.85 eV. The crystal field is chosen to be the same 
for the 𝑑6 and for the 𝑑7 configuration and is given 
by 10𝐷𝑞 = −0.13 eV, 𝐷𝑠 = −0.44 eV and 𝐷𝑡 =
−0.015 eV. More details can be found in Section S8. 
Density functional theory calculations 
For our first-principles calculations we use the 
density functional theory formalism as implemented 
in the Vienna ab-initio simulation package (VASP) 
(35). For the Fe adatom, we use a 49-atom unit cell 
with Fe located above a surface oxygen. For the TiH 
adatoms, we use a 50-atom unit cell with TiH located 
above a surface oxygen-oxygen bridge. We top both 
unit cells by 16 Å of vacuum to achieve convergence 
of forces, and we fix the in-plane lattice constant of 
the bottom MgO layer to that of Ag(100) (289 pm). 
Since MgO was shown to act as an efficient filter for 
the phonon modes of a substrate (36), we do not take 
the Ag substrate into account in this calculation. We 
use the default VASP PAW pseudopotentials and 
converge the Hellmann-Feynman forces to 10−5 
eV/Å using a plane-wave energy cut-off of 750 eV 
and a 3 × 3 × 1 k-point mesh to sample the Brillouin 
zone. For the exchange-correlation functional we 
choose the PBEsol form of the generalized gradient 
approximation (37). Our fully relaxed structure with 
a MgO in-plane lattice constant of 291 pm fits 
reasonably well to the experimental values of Ref. 
(36). The Fe adatom is elevated 194 pm above the 
protruded surface oxygen. The Ti in the TiH system 
adatom is elevated 198 pm above the surface 
oxygen-oxygen bridge, and the bond length of the 
TiH molecule is 177 pm. An illustration of the unit 
cells is shown in Fig. S7 (A and B).  
We calculate the vibrational frequencies and 
eigenvectors using the frozen-phonon method as 
implemented in the phonopy package (38). The 
calculations reveal low-frequency localized 
vibrational modes at the Brillouin zone center 
involving mainly the motion of the Fe adatom 
parallel to the surface around 1.9 THz and 
perpendicular to the surface around 2.9 THz. We 
obtain the main contributions of the TiH molecule to 
the vibrational spectrum between 2 and 4 THz and 
one intramolecular vibrational mode around 10 THz. 
These modes show up in the vibrational density of 
states as peaks in the low-frequency regime, as 
shown in Fig. S7 (C and D). Vibrational modes 
involving mainly the ions of the MgO slab lie at 
higher frequencies above roughly 5 THz. 
We further calculate the Born effective charges 
using density functional perturbation theory (39). In 
absence of any external electric field, the diagonal 
component normal to the MgO surface is +0.32 e for 
Fe, +0.61 e for Ti, and -0.43 e for H, where e is the 
elementary charge. 
Next, we model the structural changes of the systems 
in an applied electric field. The rf electric field used 
in the experiment is so in low frequency that we 
expect no excitation of phonons to occur. Instead, we 
expect the atoms to follow the electric field 
adiabatically. We therefore apply electric fields with 
different magnitudes between -1 V/nm and 1 V/nm 
normal to the MgO surface and relax the atomic 
positions to estimate the induced relative shifts of the 
Fe and TiH adatoms. The results are shown in Fig. 6 
(A and B) and in Fig. S7 (E and F). 
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SECTION S1. DERIVATION OF THE EPR-STM SIGNAL 
Generalization of the Bloch equations in terms of density matrices 
We start from the density matrix of a simple two-level system, 
?̂? = (
𝜌++ 𝜌+−
𝜌−+ 𝜌−−
) .    (S1) 
The density matrix is written in the basis states {|+⟩, |−⟩}, which are the eigenstates of the complete 
Hamiltonian including the state-splitting magnetic field 𝐵0 that is given in the experiment by the sum of 𝐵ext𝑧 
and 𝐵eff𝑧. The time evolution of the density matrix is given by 
d
d𝑡
?̂? = −
i
ℏ
[𝐻෡, ?̂?] ,    (𝑆2) 
where ℏ is the reduced Planck constant. This describes only the coherent part of the time evolution, which is 
unitary, and does not include decoherence or relaxation due to interaction with the environment. The 
interaction of a quantum state that is generally described by a superposition of states (here {|+⟩, |−⟩}) destroys 
the state, i.e. it loses its coherence. Regarding the density matrix the interaction will reduce its coherence 
terms, i.e. the off-diagonal terms, which can be described by 
d
d𝑡
?̂? = −
1
𝑇2
(
0 𝜌+−
𝜌−+ 0
) ,   (𝑆3) 
where 𝑇2 is called the phase coherence time or transversal relaxation time. 
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The environment can be described as a bath being in equilibrium at a certain temperature. The backaction of 
the quantum system on the bath is assumed to be negligible. The interaction of the bath with our quantum 
system tends to thermalize the quantum system towards the thermal state ?̂?thermal. This part of the relaxation 
is described by 
d
d𝑡
?̂? = −
1
𝑇1
((
𝜌++ 0
0 𝜌−−
) − ?̂?thermal) ,   (𝑆4) 
Where 𝑇1 is called the energy or longitudinal relaxation time. The thermal state is given as ?̂?thermal =
𝑝+
th|+⟩⟨+| + 𝑝−
th|−⟩⟨−| and the 𝑝𝑖
thare given by the Boltzmann distribution. Putting all the terms together, we 
obtain the Bloch equations 
d
d𝑡
?̂? = −
i
ℏ
[𝐻෡, ?̂?] −
1
𝑇1
((
𝜌++ 0
0 𝜌−−
) − ?̂?thermal) −
1
𝑇2
(
0 𝜌+−
𝜌−+ 0
) .   (𝑆5) 
For a two-level system we can write the density matrix as 
?̂? =
𝐼 + ?⃗? ∙ ?⃗? 
2
 ,    (𝑆6) 
where ?⃗?  describes the direction and amplitude of the polarization in the chosen coordinate system. Polarization 
has a generalized meaning and assumes that the states {|+⟩, |−⟩} have a different polarization of some kind. 
The components are  
?⃗? = (2Re(𝜌+−), 2Im(𝜌+−), 𝜌++ − 𝜌−−).    (𝑆7) 
?⃗? = (𝜎𝑥, 𝜎𝑦, 𝜎𝑧) are the standard Pauli matrices and 𝐼 is the (2 × 2) identity matrix.  
The expectation value of any operator can be obtained using 
〈?̂?〉 = Tr[?̂??̂?].    (𝑆8) 
This entails also the time evolution of the operators, 
d
d𝑡
〈?̂?〉 = Tr [(
d
d𝑡
?̂?) ?̂?] = Tr [?̂? (
d
d𝑡
?̂?)] 
= Tr [?̂? (−
i
ℏ
[𝐻෡, ?̂?] −
1
𝑇1
((
𝜌++ 0
0 𝜌−−
) − ?̂?thermal) −
1
𝑇2
(
0 𝜌+−
𝜌−+ 0
))] 
= −
i
ℏ
Tr [?̂?[𝐻෡, ?̂?]] −
1
𝑇1
( Tr [?̂? (
𝜌++ 0
0 𝜌−−
)] − Tr[?̂??̂?thermal]) −
1
𝑇2
Tr [?̂? (
0 𝜌+−
𝜌−+ 0
)] 
= −
i
ℏ
〈[𝐻෡, ?̂?]〉 −
1
𝑇1
( 〈?̂?〉longitudinal − 〈?̂?〉thermal) −
1
𝑇2
〈?̂?〉decoherence,     (𝑆9) 
where we used in the last step that the trace of a matrix is invariant under cyclic permutation. 
The Hamiltonian of the system is given by the full system including the 𝐵0 field, i.e. 𝐻෡0, and the small 
perturbation caused by the time-dependent 𝐵1(𝑡)  field, 𝐻෡′. 𝐻෡0 is diagonal in the basis {|+⟩, |−⟩},  
𝐻෡0 = (
𝐸+ 0
0 𝐸−
) .    (𝑆10) 
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The perturbation is given by the action of a small oscillating magnetic field 𝐁1(𝑡) acting on the magnetic 
moment of the system. We assume that the perturbating field does not change the character of the states 
{|+⟩, |−⟩} themselves.  
Bloch equations for the TiH-MgO system 
Now, we want to consider a simple two-level spin system with the basis states {|↑⟩, |↓⟩}. The different parts of 
the Hamiltonians read 
𝐻෡0 = (
𝐸↑ 0
0 𝐸↓
) =
1
2
ℏ𝜔L  (
+1 0
0 −1
) = 𝜔L?̂?𝑧 , 𝐻෡
′ = −𝛾?̂? ∙ 𝐁1 .    (𝑆11) 
The Lamor frequency 𝜔L is given by 𝜔L =
𝑔𝜇B
2ℏ
𝐵0  with the g-factor 𝑔, i.e., 𝑔 = 2 for a spin ½ system, and 
the Bohr magneton 𝜇B.  
The gyromagnetic ratio for a spin ½ system is given by 𝛾 = −
𝑔𝜇B
ℏ
= −2
𝜇B
ℏ
. In this basis, the components of 
?̂? =
ℏ
2
(𝜎𝑥, 𝜎𝑦, 𝜎𝑧) can be expressed in the basis of the Pauli spin matrices 𝝈, 
?̂?𝑥 =
ℏ
2
(
0 1
1 0
) ,     ?̂?𝑦 =
ℏ
2
(
0 −i
i 0
),     ?̂?𝑧 =
ℏ
2
(
1 0
0 −1
).    (𝑆12) 
This means that this form of the spin operators is only given in the {|↑⟩, |↓⟩} basis. For any other arbitrary basis 
{|+⟩, |−⟩} the components of the 2 × 2 matrices need to be evaluated. For the time evolution of the spin 
operator without the 𝐁1(𝑡) field, we find 
d
d𝑡
〈?̂?〉 = −
i
ℏ
〈[𝐻෡0, ?̂?]〉 −
1
𝑇1
( 〈?̂?〉longitudinal − 〈?̂?〉thermal) −
1
𝑇2
〈?̂?〉decoherence .    (𝑆13) 
For = −
i
ℏ
〈[𝐻෡0, ?̂?]〉 we can write now = −i
𝜔L
ℏ
〈[?̂?𝑧, ?̂?]〉. The components read then 
d
d𝑡
〈?̂?𝑥〉 = 𝜔L〈?̂?𝑦〉 −
1
𝑇2
〈?̂?𝑥〉    (𝑆14) 
d
d𝑡
〈?̂?𝑦〉 = −𝜔L〈?̂?𝑥〉 −
1
𝑇2
〈?̂?𝑦〉    (𝑆15) 
d
d𝑡
〈?̂?𝑧〉 = −
1
𝑇1
(〈?̂?𝑧〉 − 〈?̂?𝑧〉thermal).    (𝑆16) 
The expectation value is always understood as taking the trace of the operator with the density matrix of the 
system. Now, we turn on 𝐻෡′ and need to evaluate in addition the term 
−
i
ℏ
〈[𝐻෡′, ?̂?]〉 = i
𝛾
ℏ
〈[?̂? ∙ 𝐁1, ?̂?]〉 = −𝛾〈?̂?〉 × 𝐁1(𝑡).    (𝑆17) 
Usually, 𝐁1 is said to be aligned perpendicular to 𝐁0 and to be linearly polarized in the 𝑥 −direction, 𝐁1(𝑡) =
𝑒 𝑥𝐵1 cos𝜔𝑡, where 𝐵1𝑥 ≡ 𝐵1. To solve the above equations more easily, the linear polarized field is split into 
two right and left circular oscillating fields, 
𝐁1(𝑡) = (𝑒 𝑥
𝐵1
2
cos𝜔𝑡 + 𝑒 𝑦
𝐵1
2
sin𝜔𝑡) + (𝑒 𝑥
𝐵1
2
cos𝜔𝑡 − 𝑒 𝑦
𝐵1
2
sin𝜔𝑡) .    (𝑆18) 
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The left rotating part (second term above) will be omitted, since it rotates counterclockwise to the Larmor-
precession. Thus, we obtain for  
−𝛾〈?̂?〉 × 𝐁1(𝑡) = −𝛾
𝐵1
2
(
〈?̂?𝑥〉
〈?̂?𝑦〉
〈?̂?𝑧〉
) × (
cos𝜔𝑡
sin𝜔𝑡
0
) =
𝜔1
2
(
−〈?̂?𝑧〉 sin𝜔𝑡
〈?̂?𝑧〉 cos𝜔𝑡
〈?̂?𝑥〉 sin𝜔𝑡 − 〈?̂?𝑦〉 cos𝜔𝑡
) ,    (𝑆19) 
where we set 𝜔1 = −𝛾𝐵1 (𝛾 < 0 such that 𝜔1 > 0). Using this result in the equation of motion above we 
eventually obtain 
d
d𝑡
〈?̂?𝑥〉 = 𝜔𝐿〈?̂?𝑦〉 −
𝜔1
2
sin𝜔𝑡 〈?̂?𝑧〉 −
1
𝑇2
〈?̂?𝑥〉    (𝑆20) 
d
d𝑡
〈?̂?𝑦〉 = −𝜔L〈?̂?𝑥〉 +
𝜔1
2
cos𝜔𝑡 〈?̂?𝑧〉 −
1
𝑇2
〈?̂?𝑦〉    (𝑆21) 
d
d𝑡
〈?̂?𝑧〉 =
𝜔1
2
(sin𝜔𝑡 〈?̂?𝑥〉 − cos𝜔𝑡 〈?̂?𝑦〉) −
1
𝑇1
(〈?̂?𝑧〉 − 〈?̂?𝑧〉thermal) .    (𝑆22) 
These are the standard equation one finds for the analysis of the behavior of a spin in an external magnetic 
field with a crossed oscillating magnetic field. Note the factor 1 2⁄  due to the decomposition of the linear 
polarized magnetic field 𝐁1 into the two counterclockwise rotating fields. This means that we identify the 
Rabi rate Ω =
𝜔1
2
=
1
2
𝑔𝜇B
ℏ
𝐵1𝑥 =
𝜇B
ℏ
𝐵1𝑥 . 
Bloch equations for the Fe-MgO system 
Now, we want to modify two things in the derivation above. First, we will work now in the basis of the 
eigenstates of the Fe-MgO system, for which the expectation values for the magnetic moment operator can be 
evaluated, i.e. ⟨±|?̂? + 2?̂?|±⟩ and ⟨±|?̂? + 2?̂?|∓⟩. In this basis, the unperturbed Hamiltonian 𝐻෡0 is still diagonal, 
i.e. 
𝐻෡0 = (
𝐸+ 0
0 𝐸−
) .    (𝑆23) 
To evaluate the equation of motion we need to compute the matrices for ?̂? + 2?̂? in the basis of {|+⟩, |−⟩}. 
From the multiplet calculations [see Section S5 and (27)], we find that 
⟨+|?̂?𝑥 + 2?̂?𝑥|+⟩ = ⟨−|?̂?𝑥 + 2?̂?𝑥|−⟩ = ⟨+|?̂?𝑥 + 2?̂?𝑥|−⟩ = 0    (𝑆24) 
⟨+|?̂?𝑦 + 2?̂?𝑦|+⟩ = ⟨−|?̂?𝑦 + 2?̂?𝑦|−⟩ = ⟨+|?̂?𝑦 + 2?̂?𝑦|−⟩ = 0    (𝑆25) 
−⟨+|?̂?𝑧 + 2?̂?𝑧|+⟩ = ⟨−|?̂?𝑧 + 2?̂?𝑧|−⟩ = −ℏ𝑚, ⟨+|?̂?𝑧 + 2?̂?𝑧|−⟩ = ℏ𝑘 .    (𝑆26) 
This is in strong contrast to the behavior of a simple 𝑆 = 1 2⁄  system. The matrices for the 𝑥, 𝑦-components 
vanish completely. Only the 𝑧-component has a non-zero matrix, 
?̂?𝑧 + 2?̂?𝑧 = ℏ(
𝑚 𝑘
𝑘 −𝑚
) .    (𝑆27) 
This entails for the components  
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d
d𝑡
〈?̂?𝑥 + 2?̂?𝑥〉 = 0    (𝑆28) 
d
d𝑡
〈?̂?𝑦 + 2?̂?𝑦〉 = 0    (𝑆29) 
d
d𝑡
〈?̂?𝑧 + 2?̂?𝑧〉 = −i 〈[(
𝐸+ 0
0 𝐸−
) , (
𝑚 𝑘
𝑘 −𝑚
)]〉 −
1
𝑇1
(〈?̂?𝑧 + 2?̂?𝑧〉 − 〈?̂?𝑧 + 2?̂?𝑧〉𝑡ℎ𝑒𝑟𝑚𝑎𝑙) .    (𝑆30) 
Even without expanding the commutator, this looks rather unusual and implies that there is no precession of 
the magnetic moment. The reason is that the basis states are not eigenstates of the magnetic moment operator 
as was the case above for the spin up/down states.  
The question is, if the magnetic moment operator is indeed the right quantity to look at as we will later need 
the time dependent conductivity of the system to obtain the tunneling current, which is the quantity that is 
observed. Hence, we use a generalized polarization function as was already proposed in an earlier publication 
for the same system (26), where we consider the two eigenstates {|+⟩, |−⟩} being states having opposite 
polarization. We can choose 
?̂?𝑧 = 𝑃 (
1 0
0 −1
)   ⟹     𝐻෡0 =
1
2
ℏ𝜔L (
1 0
0 −1
) =
1
2𝑃
ℏ𝜔L ?̂?𝑧 ,    (𝑆31) 
which corresponds to the ?̂?𝑧 operator in case of the 𝑆 = 1 2⁄  system. As a measure of the coherence of the 
system, we can analogously define ?̂?𝑥 and ?̂?𝑦 according to the Pauli matrices for the 𝑆 = 1 2⁄  system, 
𝐏෡ = 𝑃(𝜎𝑥 , 𝜎𝑦, 𝜎𝑧).    (𝑆32) 
This picture is motivated by the fact that at the end, we need to evaluate the tunneling current, where we 
assume that electrons from the tip that are polarized in a certain direction will have different conductivities 
for the two states {|+⟩, |−⟩}. If a rotated spin arrives at the atom, i.e. a superposition of spin up and down 
states, the resulting conductivity will depend on the superposition of the {|+⟩, |−⟩} states and thus their 〈?̂?𝑥〉 
and 〈?̂?𝑦〉 expectation values. Therefore, we decouple the tunneling magnetoresistance from the expectation 
values of the true magnetic moments and rather use the wave function of the atom by assigning a general 
polarization 𝐏෡ to it. Alternatively, we could have also taken the vector ?⃗?  as derived from the density matrix. 
For this, we would just need to look at the density matrix alone. 
To proceed, we need now to express the perturbation Hamiltonian 𝐻෡′ in terms of the polarization 𝐏෡. Knowing 
the matrix elements of 𝐻෡′ =
𝜇B
ℏ
(?̂? + 2?̂?) ∙ 𝐁1, we express the interaction in the polarization, 
𝐻෡′ =
𝜇B
𝑃
𝐵1𝑧(𝑚?̂?𝑧 + 𝑘?̂?𝑥) =
2𝜇B
ℏ
(
?̂?𝑥
?̂?𝑦
?̂?𝑧
) ∙
(
 
 
ℏ𝑘𝐵1𝑧
2𝑃
0
ℏ𝑚𝐵1𝑧
2𝑃 )
 
 
= −𝛾𝐏෡ ∙ ?̃?1,    (𝑆33) 
where ?̃?1 = 𝐵1𝑧(
ℏ𝑘
2𝑃
, 0,
ℏ𝑚
2𝑃
) and 𝛾 = −2
𝜇B
ℏ
 is the same as above. 
We notice a couple of things. Apparently, only the 𝑧-component of the 𝐁1 field plays a role. Further, the 𝐁1 
field couples to the 𝑥-component of the polarization similarly as for the 𝑆 = 1 2⁄  system above, but also to 
the 𝑧-component. In principle, also for the 𝑆 = 1 2⁄  system above we would have to assume an oscillating 𝑧-
component since we have no control over the direction of 𝐁1 and can only rotate the coordinate frame to have 
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no y-component. However, we can neglect the 𝑧-component of 𝐁1 in this case since it only renormalizes the 
energy difference between the up/down states by a minor amount since 𝐵1 ≪ 𝐵0. 
We will further need the commutator relations for the polarization, 
[𝑃𝑖, 𝑃𝑗] = 𝑃
2[𝜎𝑖, 𝜎𝑗] = 2i𝑃
2∑𝜖𝑖𝑗𝑘 𝜎𝑘
3
𝑘=1
= 2i𝑃∑𝜖𝑖𝑗𝑘 𝑃𝑘
3
𝑘=1
 .    (𝑆34) 
The equation of motion of the polarization function reads then, 
d
d𝑡
〈𝐏෡〉 = −
i
ℏ
〈[𝐻෡0, 𝐏෡]〉 −
1
𝑇1
( 〈𝐏෡〉longitudinal − 〈𝐏෡〉thermal) −
1
𝑇2
〈𝐏෡〉decoherence    (𝑆35)  
= −i
𝜔L
2𝑃
〈[?̂?𝑧 , 𝐏෡]〉 −
1
𝑇1
( 〈𝐏෡〉longitudinal − 〈𝐏෡〉thermal) −
1
𝑇2
〈𝐏෡〉decoherence.    (𝑆36) 
The individual components are 
d
d𝑡
〈?̂?𝑥〉 = 𝜔L〈?̂?𝑦〉 −
1
𝑇2
〈?̂?𝑥〉    (𝑆37) 
d
d𝑡
〈?̂?𝑦〉 = −𝜔L〈?̂?𝑥〉 −
1
𝑇2
〈?̂?𝑦〉    (𝑆38) 
d
d𝑡
〈?̂?𝑧〉 = −
1
𝑇1
(〈?̂?𝑧〉 − 〈?̂?𝑧〉thermal).    (𝑆39) 
This is the same as we obtained for the spin operators for the spin ½ system. Now, we must add the term 
−
𝑖
ℏ
〈[𝐻෡′, 𝐏෡]〉, 
−
i
ℏ
〈[𝐻෡′, 𝐏෡]〉 = i
𝛾
ℏ
〈[𝐏෡ ∙ ?̃?1, 𝐏෡]〉 = −
𝛾2𝑃
ℏ
〈𝐏෡〉 × ?̃?1(𝑡) = −𝛾〈𝐏෡〉 × (
𝑘 𝐵1𝑧
0
𝑚 𝐵1𝑧
).    (𝑆40) 
We will neglect the 𝑧-component of ?̃?1 since it only slightly affects the energy splitting between the {|+⟩, |−⟩} 
states and write its 𝑥-component again as a right and left rotating magnetic field. Putting this altogether we 
arrive at 
d
d𝑡
〈?̂?𝑥〉 = 𝜔L〈?̂?𝑦〉 −
𝜔1𝑘
2
sin𝜔𝑡 〈?̂?𝑧〉 −
1
𝑇2
〈?̂?𝑥〉    (𝑆41) 
d
d𝑡
〈?̂?𝑦〉 = −𝜔L〈?̂?𝑥〉 +
𝜔1𝑘
2
cos𝜔𝑡 〈?̂?𝑧〉 −
1
𝑇2
〈?̂?𝑦〉    (𝑆42) 
d
d𝑡
〈?̂?𝑧〉 =
𝜔1𝑘
2
(sin𝜔𝑡 〈?̂?𝑥〉 − cos𝜔𝑡 〈?̂?𝑦〉) −
1
𝑇1
(〈?̂?𝑧〉 − 〈?̂?𝑧〉thermal).    (𝑆43) 
Here we set 𝜔1 = −𝛾𝐵1𝑧. The form of these equations is exactly the same as for the spin ½ system and the 
spin operator. However, the Rabi rate 𝜔1 is again renormalized, not only by the factor 2 but also by the 
expectation value k, i.e. the matrix element of the magnetic moment between the two states {|+⟩, |−⟩}. 
Consequently, the Rabi rate is Ω =
ω1𝑘
2
=
μB
ℏ
𝑘𝐵1𝑧. 
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Altogether, the Bloch-equations as we know them and use them remain the same. The meaning of the 
expectation values of the spin moment have changed to represent rather the polarization of the system in terms 
of the ground and first excited state. Also, the origin of the Rabi rate and its strength have been modified, 
which is the main outcome of this analysis. 
Derivation of the change in tunneling current during EPR 
Since in the STM we measure the long-term evolution of the system, we are interested in the steady-state 
solution for 𝐏෡, i.e., in  〈𝐏෡〉. From Eqs. S41-S43, we find 
〈𝑃𝑥෡ 〉 = −〈𝑃𝑧෡ 〉thermal
Ω ∆𝜔 𝑇2
2
1 + ∆𝜔2𝑇2
2 + Ω2𝑇1𝑇2
,    (𝑆44) 
〈𝑃𝑦෡ 〉 = 〈𝑃𝑧෡ 〉thermal
Ω 𝑇2
1+∆𝜔2𝑇2
2+Ω2𝑇1𝑇2
,    (𝑆45)  
〈𝑃𝑧෡ 〉 = 〈𝑃𝑧෡ 〉thermal
1+∆𝜔2 𝑇2
2
1+∆𝜔2𝑇2
2+Ω2𝑇1𝑇2
.     (𝑆46)  
According to Ref. (4), the spin resonance is detected electrically through the tunneling magnetoresistance 
(TMR) effect at the tip-atom junction. Since the STM-junction conductance depends on the relative alignment 
of the tip spin and the dynamics of the EPR species on the surface, the excited EPR dynamics induces a change 
of dc as well as ac conductance. While the dc magnetoresistance arising from the time-average population 
change of surface atom’s states is detected by the dc tunneling current, an oscillating conductance at the same 
frequency as the rf voltage generates a dc tunneling current through mixing with the rf bias, which is called 
homodyning. 
In the EPR-STM measurements, we also need to consider the tip spin 𝐒tip, which is considered as a classical 
magnetization vector due to the frequent interaction with electrons in the metallic tip that lead to lifetimes in 
the femtoseconds range (40). In the rotating frame, the 𝑧 −component 𝑆𝑧
tip
 is static. However, the tip 
magnetization will have a time dependent component in the 𝑥𝑦 −plane given by  
𝑆𝑥𝑦
tip[cos(𝜔rf𝑡) 𝒙 + sin(𝜔rf𝑡) 𝒚].    (𝑆47) 
Motivated by classical analogues as in giant-magnetoresistance experiments (33), we describe the STM-
junction conductance as 
𝐺 = 𝐺J (1 + 𝑎
TMR
𝑺tip ∙ 〈𝐏෡〉
|𝑺tip||〈𝐏෡〉|
),    (𝑆48) 
where 𝑎TMR is the TMR ratio, i.e., it describes the difference in conductance for the parallel and antiparallel 
alignment of the respective STM-junction constituents, and 𝐺J is the spin-averaged conductance. We note that 
Eq. S48 effectively only considers the population of the states {|+⟩, |−⟩}. Future studies might aim at refining 
Eq. S48 to account also for the off-diagonal components of 𝐏෡, i.e., for the coherences, as outlined in Ref. (26). 
In the experiment, the voltage in the STM junction is given by 
𝑉 = 𝑉dc + 𝑉rf cos(𝜔rf𝑡 + 𝜑),    (𝑆49)   
where 𝜑 accounts for the phase difference between the applied rf voltage and the precession of the EPR species 
in the lab frame.  
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The resulting tunneling current reads 
𝐼(𝑡) = 𝐺𝑉 = 𝐺J (1 + 𝑎
TMR 𝑺
tip∙〈𝐏෡〉
|𝑺tip||〈𝐏෡〉|
) (𝑉dc + 𝑉rf cos(𝜔rf𝑡 + 𝜑)).    (𝑆50)  
In the experiment, only the dc component of 𝐼(𝑡) is detected, which is given by 
𝐼(𝑡)̅̅ ̅̅ ̅ = 𝐺𝑉 = 𝐺J𝑉dc (1 + 𝑎
TMR 𝑆𝑧
tip〈𝑃?̂?〉
|𝑺tip||〈𝐏෡〉|
) +
1
2
𝐺J𝑉rf
𝑎TMR
|𝑺tip||〈𝐏෡〉|
𝑆𝑥𝑦
tip
(〈𝑃𝑥෡ 〉 cos𝜑 − 〈𝑃𝑦෡ 〉 sin𝜑).    (𝑆51)   
Using a lock-in amplifier, we measure the difference in 𝐼(𝑡)̅̅ ̅̅ ̅ between 𝑉rf on and off, i.e., 
∆𝐼 = 𝐺J𝑉dc
𝑎TMR
|𝑺tip||〈𝐏෡〉|
𝑆𝑧
tip
(〈𝑃𝑧෡ 〉 − 〈𝑃𝑧෡ 〉thermal) +
1
2
𝐺J𝑉rf
𝑎TMR
|𝑺tip||〈𝐏෡〉|
𝑆𝑥𝑦
tip
(〈𝑃𝑥෡ 〉 cos 𝜑 − 〈𝑃𝑦෡ 〉 sin𝜑) 
= −𝐺J
𝑎TMR
|𝑺tip||〈𝐏෡〉|
〈𝑃𝑧෡ 〉thermal  
Ω 𝑇2
1 + ∆𝜔2𝑇2
2 + Ω2𝑇1𝑇2
[𝑆𝑧
tip
𝑉dcΩ𝑇1 +
𝑆𝑥𝑦
tip
2
𝑉rf(∆𝜔𝑇2 cos𝜑 + sin𝜑)].    (𝑆52) 
By introducing the angle 𝛼 between the z-axis and the tip spin, and using 𝐺J ≈ 𝐼dc 𝑉dc⁄ , we find 
∆𝐼 = 𝐼off − 𝑎
TMR
〈𝑃𝑧෡ 〉thermal
|〈𝐏෡〉|
 
Ω2𝑇1𝑇2
1 + ∆𝜔2𝑇2
2 + Ω2𝑇1𝑇2
𝐼dc [cos 𝛼
+ sin 𝛼
𝑉rf
2Ω𝑇1𝑉dc
(∆𝜔𝑇2 cos𝜑 + sin𝜑)],    (𝑆53) 
where an offset current 𝐼off is added to the equation to account for the part of the rf current that is rectified by 
any nonlinearity of the STM-junction conductance. 
Note that 〈𝑃𝑧෡ 〉thermal |〈𝐏෡〉|thermal⁄ = 1, i.e., 
〈𝑃𝑥෡ 〉thermal = 〈𝑃𝑦෡ 〉thermal = 0. Additionally, we neglect phase 
shifts between the rf excitation and the reacting spin in Eq. S53, unlike proposed in Ref. (4), since none of the 
proposed EPR-STM mechanisms involves a resonant process in the GHz range in relating the rf excitation to 
the EPR driving force. This finally yields Eq. 1 of the main text: 
∆𝐼 = 𝐼off − 𝑎
TMR𝐼dc
Ω2𝑇1𝑇2
1 + ∆𝜔2𝑇2
2 + Ω2𝑇1𝑇2
(cos 𝛼 + sin 𝛼
𝑉rf
2Ω𝑇1𝑉dc
).    (𝑆54) 
According to Eq. S54, the EPR line shape consists of symmetric and asymmetric parts with respect to ∆𝜔. 
The dc detection of the EPR gives rise to a purely symmetric line shape, whereas the homodyne detection 
gives rise to an asymmetric line shape. Moreover, we note that Eq. S54 shows that the EPR signal from the 
homodyne-detection signal does not saturate but scales linearly with 𝑉rf contrary to the dc-detection signal. 
Discussion of Fano line shape 
Importantly, we note that contrary to what was reported in Ref. (4), Eq. S54 cannot be mapped in a meaningful 
way to a Fano line shape given by  
𝐼Fano = 𝐼off + 𝐼p
(𝑞 + 𝛿)2
1 + 𝛿2
.    (𝑆55) 
Following the reasoning in Ref. (4) implies that the three parameters defining the Fano line shape, i.e., the 
amplitude 𝐼p, the asymmetry 𝑞 and the width 𝛿, would depend on each other.  
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SECTION S2. DETAILED EPR DATA SET 
Figures S12-S14 show the entire EPR data set containing 119 spectra with different 𝐼dc, 𝑉dc and 𝑉rf along with 
fits based on Eq. 1. For TiH, the data for Idc = 120 pA and Vdc = 160 mV is missing because the microtip 
changed before recording this data. 
SECTION S3. ADDITIONAL FIT RESULTS 
Figure S17 shows the asymmetry defined through 𝑇2𝑉rf (2Ω𝑇1𝑉dc)⁄  obtained from the fits of the entire 119 
EPR spectra. Note the different scales of the time axis for Fe and TiH. For Fe, the asymmetry is zero within 
our accuracy. 
SECTION S4. FIT OF THE CALCULATED DISPLACEMENT AND LINEARIZATION IN THE 
DRIVING ELECTRIC FIELD 
We fit the calculated displacements with a second-order polynomial: 
∆𝑧 = 𝑎𝐸 + 𝑏𝐸2,    (𝑆56) 
where 𝐸 is the electric field. For Fe this gives 𝑎 = 2.9 ∙ 10−22  m2 V⁄  and 𝑏 = 4.9 ∙ 10−32m3 V2⁄   and, for Ti, 
this gives 𝑎 = −6.9 ∙ 10−22  m2 V⁄  and 𝑏 = −5.1 ∙ 10−32m3 V2⁄ . 𝐸 is given by the sum of dc and ac electric 
fields which we obtain by a simple plate capacitor model from the corresponding voltages, which yields: 
𝐸 = 𝐸dc + 𝐸rf cos𝜔rf𝑡 =
𝑉dc+𝑉rf cos𝜔rf𝑡
𝑠
.    (𝑆57)  
Combining Eqs. (S56)-(S57) yields three displacement terms: 
∆𝑧0 = 𝑎𝐸dc + 𝑏𝐸dc
2    (𝑆58) 
∆𝑧1 = 𝑎𝐸rf cos𝜔rf𝑡 + 2𝑏𝐸dc𝐸rf cos𝜔rf𝑡     (𝑆59) 
∆𝑧2 =
𝑏
2
𝐸rf
2 cos 2𝜔rf𝑡 .    (𝑆60) 
The constant displacement ∆𝑧0 is independent of 𝐸rf and is compensated by the piezo feedback of the STM. 
The linear term  ∆𝑧1 is proportional to 𝐸rf cos𝜔rf𝑡 and drives the EPR transitions. The second-order term ∆𝑧2 
enables driving of EPR by the second harmonic 2𝜔rf. 
SECTION S5. DETAILS ON CHARGE-TRANSFER MULTIPLET CALCULATIONS 
The model and wave functions that are used to calculate the matrix elements of the magnetic momentum 
operator ?̂? = −𝜇𝐵(?̂? + 2𝑺෡) ℏ⁄  between the different magnetic levels of the Fe atom are based on the x-ray 
absorption spectroscopy (XAS) simulations for the same system as reported in Ref. (27). Here, we are only 
interested in the ground state properties of the Fe atom. The electronic states of the Fe atoms are described 
using an atomic multiplet model that considers the electron-electron interaction among the valence d-electrons 
using rescaled Slater-Condon integrals for the radial part of the wave functions, and the atomic spin-orbit 
interaction (41). The spherical part of the d-electrons is represented by spherical harmonics 𝑌𝑙
𝑚 with 𝑙 = 2.The 
atomic environment is simulated by the crystal field potential generated by the surrounding bonding atoms. 
The finite overlap of the metal wave functions with the ligand atoms (covalency) as well as charge fluctuations 
in the initial and final states are described by extending the atomic multiplet model to configurational 
interaction. In such a scheme, in addition to the correlated state of the central atom one considers an additional 
(delocalized) state or band outside the atom that is generally localized on the ligands (41-43). For Fe, this 
entails a configurational mixing of 𝑑6 and 𝑑7𝐿 configurations where the 𝐿 denotes an empty state on the ligand 
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shell (see below). The coupling of this state to the central atom is enabled via a hopping term that effectively 
annihilates an electron or hole at the ligand orbital and recreates it at the atom site. Different pathways can be 
distinguished for the hopping term, i.e., electrons can be allowed to hop only onto specific orbitals within the 
d-shell. Thus, the particular symmetry and overlap with the ligand orbitals can be explicitly taken into account. 
For the calculations the full spectrum of the LS terms is considered. For instance, for a 3𝑑6 configuration of 
an Fe2+ this yields 210 different states derived from Slater determinants. The full Hamiltonian is diagonalized 
considering all contributions (electron-electron interaction, ligand field, spin-orbit coupling and magnetic 
field) simultaneously using Lapack routines written in Fortran. This yields wave functions and energies from 
which we calculate the matrix elements of the spin and orbital moments between any eigenstates of the system. 
Our code is free of symmetry restrictions, i.e., external fields can be applied in any possible direction.  
The crystal field and hopping parameters as well as the charge-transfer energy are determined by 
systematically varying their values in increasingly narrow energy intervals, starting from an educated guess 
of their range to achieve a best fit of the simulated x-ray absorption spectra with experiment (27). The so 
obtained parameters are used to calculate the ground state properties. The Slater-Condon integrals are rescaled 
to 75% because of the overestimation of the Hartree-Fock value and a further reduction due to chemical 
bonding. The value of the one-electron spin-orbit coupling constant of Fe is taken to be 𝜉 = 52 meV for the 
𝑑6 configuration and 𝜉 = 45 meV for the 𝑑7 configuration as calculated from Cowan’s code (44). The charge-
transfer energy between the initial state configurations ∆= 𝐸(𝑑7𝐿) − 𝐸(𝑑6) is set to 0.5 eV to best fit the x-
ray data. Similarly, for the Fe/MgO(100) system, the 𝜎-type bond to the substrate O atom generates an axial 
crystal field, which we model using the best-fit parameters 𝐷𝑠 = −0.44 and 𝐷𝑡 = −0.015 eV. Considering 
further the 𝐶4𝑣 symmetry of the adsorption site, we allowed for the 𝑑𝑥2−𝑦2 orbital to interact weakly with the 
empty Mg states (backbonding) by including a small cubic field of amplitude 10𝐷𝑞 = −0.13 eV. According 
to the DFT results, the occupation of the 𝑑 −shell of the Fe ground state configuration is about 6.5 electrons 
(27). To account for this, we considered charge transfer (𝜎 −donation) between Fe 𝑑 −state and O 2𝑝 −states 
via the 𝑑𝑧2 orbital, by considering the mixing between 𝑑
6 and 𝑑7𝐿 configurations, where 𝐿 describes a ligand 
hole on the O site. The hopping parameter amounts to 𝑡𝑑
𝑧2
= 0.85 eV.  
As a result, we obtain the wave functions for various magnetic field directions. Figure S21 shows the evolution 
of the energy levels for an out-of-plane magnetic field swept from zero up to 7 T. The indicated orbital and 
magnetic moments (𝜇B = ℏ = 1) in the figure are the 𝑧 −projections parallel to the magnetic field (moments 
calculated at 7 T). Assuming that the interaction term of the atom with any magnetic driving field is given by 
the Zeeman energy term, i.e. 𝐻෡′ = 𝜇B(?̂? + 2𝑺෡) ∙ 𝑩 ℏ⁄ , we need to calculate the matrix elements of the spin 
and oriental angular momentum operators between the ground |0⟩ and first excited |1⟩ state. The numerical 
values for different field strength and directions are in Fig. S22. 
Matrix elements related to the magnetic-moment operator 
For an out-of-plane field applied along the z-direction the in-plane components of the angular momentum 
operators are essentially zero within the numerical accuracy. For an in-plane field the x- and y-components of 
the angular momentum matrix elements start to increase but are still smaller by a factor of 106 compared to 
the z-component matrix elements. This is in strong contrast to a spin ½ system where the z-components vanish 
and only the x-y components given non-zero matrix elements. In a slightly canted magnetic field off the plane 
(82° as in Ref. (1)), we observe a mixed behavior (see Fig. S23), where the z-components of the matrix 
elements decrease with increasing z-projection of the magnetic field and the x- and y- matrix elements increase 
somewhat with increasing in-plane field component. In any case, the z-matrix elements dominate. This implies 
that the time varying z-component of the magnetic field drives the EPR transition as opposed to an ordinary 
spin ½ system. 
29 
 
Matrix elements related to the crystal-field operators 
Besides magnetic-field-driven EPR, there have been also other mechanisms proposed. One assumes that the 
electric field drives oscillations of the atoms which causes modulations of the crystal field acting on the 
magnetic levels of the adatom. Considering the fourfold symmetry of the adatom site the interacting term has 
been proposed to be proportional to ?̂?𝑥
4 + ?̂?𝑦
4 . On the other hand, the crystal field parameters are pre-factors 
for the electronic operators of the type 𝑌𝑙
𝑚(𝒓), which are spherical harmonics. For the fourfold symmetry on 
the surface, the relevant operators are 𝑌2
0, 𝑌4
0 and 𝑍44 = (𝑌4
4 + 𝑌4
−4)/√2. The matrix elements for those 
operators are plotted in Fig. S24. These values are rather small, and an in-plane magnetic field has no effect 
on them. 
d𝐼 d𝑉⁄
d𝐼 d𝑉⁄
d𝐼 d𝑉⁄
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𝐼(𝑧)
𝑉dc = 10 mV
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d𝐼 d𝑉⁄
𝑉rf
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34 
 
𝑉𝑑𝑐 = 100 𝑚𝑉 𝑉𝑑𝑐 = 130 𝑚𝑉 𝑉𝑑𝑐 =
160 𝑚𝑉 𝐼𝑑𝑐 𝑠
𝐼𝑑𝑐
𝑉𝑟𝑓
64 𝑚𝑉 81 𝑚𝑉 102 𝑚𝑉 128 𝑚𝑉 161 𝑚𝑉 203 𝑚𝑉 256 𝑚𝑉
35 
 
α α
α
α = 64°
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Ω 𝐺
Ω 𝑠
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±1 V nm⁄
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?̂? 𝑺෡
𝒛
?̂? 𝑺෡
𝑧 𝑧
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40 
 
 
 
 
 
α [0, 𝜋 2⁄ ] 
𝛺 𝛺𝑃𝐸𝐶
𝑠
41 
 
𝑎TMR
Fe  [−1,1] 
𝑎TMR
Ti  [−1,1] 
𝑟1
Fe [0,0.5] 
𝑟1
Ti [0,0.5] 
𝑟2
Fe [0.5,1] 
𝑟2
Ti [0.5,1] 
Ω [107 Hz, 1010 Hz] 
𝑏 [0,5 μ0μB] 
𝑎Fe [−10 T, 10 T] 
𝑎Ti [−10 T, 10 T] 
λrel
Fe  [30 pm, 500 pm] 
λrel
Ti  [30 pm, 500 pm] 
 
