B. J. PETTIS [September For reference purposes the following well known theorems concerning Bspaces will be listed:* A. Given a linear functional (an additive, continuous, real-valued function) g(y) defined in a linear subset §) of 2E, there exists a linear functional f(x) defined in H and such that f(y) =g(y), for y in §), and \\f\\ -\\g\\ where the norm of f is taken over K. and that of g over §).
B. For every x0 in ï there is a linear functional f0(x) defined over ï and such that |/o(a;o)| =|W|, and ||/0|| =1.
C. Given a sequence {xn\ of elements of ï, the closed linear hull (the closure of the set of all finite linear combinations) of the xn's is a separable sub-B-space of*. 1 . Measurable and weakly measurable functions. A function x(s) from S to X will be called a step-function if and only if x(s) is constant on each of a finite number of disjoint measurable sets whose sum is S. As in Bochner [4] , x(s) is called measurable provided it is a.e. (almost everywhere) the strong limit of a sequence of step-functions; a measurable function taking only a countable number of distinct values will be said to be countably-valued. If there exists a separable sub-P-space §) and a set S' such that a(S')=a(S) and s in S' implies x(s) in g), then x(s) is separably-valued.
It is evident that a measurable function x(s) is also weakly measurable, that is,/(jr(s)) is measurable ( [2] , p. 251) for every/in ï. The relationship between measurability and weak measurability is given in the following theorem: Theorem 1.1. A necessary and sufficient condition that x(s) be measurable is that it be weakly measurable and separably-valued. If x(s) is the limit a.e. of step-functions x"(s), then almost all of its values lie in the separable closed linear hull (see C) of the denumerable set of values of the functions xn(s); thus x(s) is separably-valued.
Now suppose x(s) is weakly measurable and, with no loss of generality, that all the values of x(s) lie in a separable subspace 2).
The first conclusion is that ||a;(s)|| is measurable. Let {gi} be weakly dense ( [1 ] , p. 123) in the surface © of the unit sphere of §). If A =S[\\x(s)\\ ^a], and 4a5äS[|g(a'(s))l ^a] for each g in ©, then A =Il4", where the product is taken over g e ©. For if ||a;(j)]| i£a, then for any g in © we have ||g|| = 1 and hence |g(.v(s))| îï||x(s)|| ^ a; and for the fixed element x(s)of S there is, by B, a gin S such that ||x(j)|| = |f(x(s))|. Thus 4 =ri49 cTJ¿4Si, where the first ability for ||x(s)||.
If each x(s) is covered with an open l/«-sphere in separable ?), by Lindelöf's theorem a countable set ^)in, (¿ = 1, 2, ■••,/,•■•), of these spheres contains the set of functional values of x(s). If x¡" is the center of ?),", then x(s) -Xin is weakly measurable and has all its values in g), so that \\x(s) -x,"|| is measurable. Hence the set Ein composed of all s having x(s) in f)¡" is a measurable set, and ^2{Ei%=S. If x"(s)=xin for 5 in Efn = Ein-X^lJP,-,,, then ||x(s)-xn(s)\\ <1/« for all s, since ^2iE*n=S. Since the sets Ejn and Efn are measurable, xn(s) is constant on each of a countable number of disjoint measurable sets whose sum is S; xn(s) is therefore measurable, hence x(s), the uniform limit of {xn(s) ], is also measurable. Corollary 1.11. If 3c is separable, measurability is equivalent to weak measur ability. For if g)" is a separable sub-P-space containing almost all the values of xn(s), let §) be the separable closed linear hull of a denumerable set dense in 23"f)". If xn(s)-^x(s) weakly at the point s, then ([l] , p. 134) some sequence of linear combinations of the elements {xn(s)} converges strongly to x(s) and x(s) is therefore in g). Since this statement holds for almost all s, and since x(s) is obviously weakly measurable, the above theorem gives the desired conclusion.
1.14. Suppose that 5 is euclidean, R0 is a fixed elementary figure in S, and a is the Lebesgue measure function. If X(R) is defined to 3c from the elementary figures in P0, then X(R) is weakly differentiable at a point s in R0 if there exists an element x(s) in 3c such that for every / in 3c f(x(s)) = lim f(~), where 7 is an arbitrary cube containing s. 
for every f in Ï, wherein the integral on the right is the Lebesgue* By definition x(s)da = Xe.
J E
A function x(s) is integrable or (ï) integrable if and only if it is (ï) integrable over Efor every measurable P.f 2.11. Immediate consequences of the definition are: (1) the integral is single-valued; (2) it is a linear function of the integrand; (3) if 4>(s) is finite for every 5 and is Lebesgue integrable, and if x(s) =x0, a constant, then <f>(s)x(s) is defined and integrable and fE4>(s)x(s)da=x0-fE4>(s)da (in particular, fEx0da = x0 -a(E)); (4) if x(s) is integrable and y(s)=x(s) a.e., then y (s) is integrable and fEy(s)da= fEx(s)da for every measurable E; (5) if ï is the space of reals, this definition coincides with the Lebesgue integral. Theorem 2.2. If x(s) from S to X is integrable, and if y = U(x) is a linear operation from ï to §), then y(s) = U(x(s)) is integrable and U(fEx(s)da) = fEU(x(s))da.
* [2] , p. 247; [17] .
f This definition is analogous to that of I. Gelfand [15] . Gelfand, however, considers functions defined from a linear interval to J£.
If any g in g) is given, the identity g(y) =g(U(x)) =f(x) defines an element / of 3E. By hypothesis the function f(x(s)) =g(y(s)) is Lebesgue integrable over any measurable E, and /( f x(s)da) = f f(x(s))da = f g(y(s))da
This implies the conclusions of the theorem. 2.21. If (J) is an integral definition for functions x(s) from S to Ï that reduces to the Lebesgue when •£ is the space of reals, and if the (J) integral has the above property of Theorem 2.2, it is clear, on letting £) be the real numbers, that every x(s) that is (J) integrable is also integrable and to the same value. Thus the (ï) integral includes both that of Bochner ([9] , p. 475) and that of G. Birkhoff ([6] , p. 371). From this second inclusion it follows that an (ï) integral is not always of bounded variation. However (Theorems 2.4 and 2.5), it is completely additive and, in the sense of Saks, absolutely continuous as a function of measurable sets.
2.3. If ~^2nxn is a series of elements of •£, and if every subseries of X^x" is convergent, then^nx" is said to be unconditionally convergent ( [12] , p. 33); a function X(E) from 2 to ï is completely additive ( [6] , p. 365) if and only if for every sequence {£"} of disjoint measurable sets ^nX(En) is unconditionally convergent and 5Z"X(£n) =X(^2nEn).
A Let §) be the separable closed linear hull of the x"'s. To prove the first part it is sufficient to show that if {g,-} is a weakly convergent sequence of functionals over §) converging weakly to go, then in the space P of absolutely convergent series the norms of the elements X,= {gi(x") -go(xn)} converge to 0. For if there exist an e0>0, a sequence {g,} in g), and integers {Ni} such for every/ in 3c. Then the sequence {52"-xdiXi} converges weakly to x0, so that x0 must be the strong limit of certain linear combinations of the elements {^2"=xdiXi} ; hence x0 is in £). From A and the fact that x0 is in g) it follows that (2) must hold for any g in g). This implies
for each ¿. But gi(x)^>g0(x) for every x in g) including x0; hence ¿(Xi)-► 0.
The fact that ||x"||->0 follows immediately on applying B to the result just established. 
is a completely additive function of measurable sets.
Let {En } be disjoint measurable sets. From the integrability of x(s) and the complete additivity of the Lebesgue integral we have
where E'=Y_inEn' and/in 3c is arbitrary.
If any sequence {En\ of disjoint measurable sets is given, this must hold for every subsequence {7¿"' } ; hencê 2"X(En) has property (0) and is therefore unconditionally convergent by Theorem 2.32. for a(E) <8, since a(E) is non-negative and Ef+ + Ef = E. 3. Operations defined by integrable functions. In this section S will be the closed interval [0, 1 ] and a(E) the Lebesgue measure function. According to custom Lp, (l?ip< «j ), will denote the class of real-valued measurable functions cp(s) defined over 5 and having |0(s)|p (L) integrable, and 7°° the space of the real-valued essentially bounded and measurable functions defined over S. It is well known that L" forms a P-space when ||0|| = (fo\(f>(s)\pds)llp for \^p< =o and |¡0|| =ess. sup.s \<p(s)\ for p=<x>. There is no loss of generality in supposing that every element <j>(:) of 7P has no infinite functional values. Thus if 3c is separable, ?°°(3c) is the class 5"(3c) ( [9] , p. 474) composed of essentially bounded and measurable functions, that is, essentially bounded Bochner integrable functions. Since ?°°(3c) d ?0°°(ï) 3 Sx(%), we have, for separable 3c, * This is due to Dunford (cf. [8] ) and constitutes a direct generalization of the (X) integral. S«(39 = 8"(ï) = ?o°°(ï). See [6] , p. 368, where this l.u.b. is used to norm the Birkhoff integrable functions.
Thus in So1 (3E) these two definitions of norm are topologically equivalent; they are not, however, identical.! In passing we note the obvious facts that if x(:) is in Sp'(3c), then x(:) is in 8*'(3c) for 1 ^q'^p', and that lim ((xm -xn))p' = 0 for every measurable E, the arrows meaning "implies that." In the remainder of this section we shall consider pairs p, p' of "conjugate exponents," that is, numbers p, p' connected by the relations 1/p + l/p' = 1 for 1 <p< oo (or 1 <p' < oo), p' = «J for p = \, and p' = 1 for p= », and shall consider the operations from 7P to 3c defined by elements of S0p'(3c). Given Lp we shall deal only with £p'(3c), where p and p' are conjugate, and given ?4(3c), only with Lql, q and q' conjugate. For a fixed x(:) in 8P'(3Q, (1 á¿'á °°), the operation U(f) =/(x(:)) from 3; to 7P' is linear by Theorem 3.2. Then if g¿ is the linear functional over 7P' generated by the element 0(:) of Lp, it follows that
defines a linear functional P*(/) over 3c, that is, an element P* of 3c. If p' < oe, so that g is a linear functional over 7P' only if it is so generated, the operation F* = U*(4>)
f If we take n2 = 2 in example 4 of [6] , then ((z)),^"1'2 while l.u.b.^H/g^Wdil! <2-1'2. Î See [8] . over 7°°, where \\gj\ is /o|0(s)|ds, the norm of </>(:) as an element of Ll. Thus U*(4>) maps this imbedded subspace onto ï, and by (2) and equation (3) it is evident that U* coincides with U where U* is defined. Hence U* is linear and || U*\\ g ((*))". If || U*\\ < ((*))", then there is an/ with ||/|| = 1 and ||t/*||<ess.
sup.s |/(a;(í))|, that is, || U*\\ < \f(x(s))\ on a set of measure greater than zero. Hence there is an/0 (either +/or -/) and a set S0 such that ||/o|| =1, a(S0)>0, and fa(x(s))>\\U*\\ ^0 on S0. Letting 0o = l/a(So) times If x0 in 3c is fixed, the identity That the existence of such a sequence implies x(s) measurable and integrable is evident from Theorem 4.2. In the proof of the converse two lemmas will be used. for Il/U^l; hence ((*-y"))i->0. Lemma 4.32 . If x(s) is measurable and integrable, it can be uniformly approximated, except possibly on a set of measure zero, by integrable countablyvalued functions .
In virtue of Corollary 1.12 there are countably-valued functions x"(s) such that \\x(s) -x"(s)\\ < 1/« uniformly for s in So, where a(S0) =a(S). The measurable function x -xn is then essentially bounded, therefore Bochner integrable, and hence (3c) integrable, which implies integrability for x" = x -(x -xn).
Returning to the proof of the theorem, we suppose x(s) integrable and measurable and x"(s) a countably-valued integrable function within 1/« of x(s) essentially uniformly (Lemma 4.32). Then for ||/|| ^ 1 we have /| f(x -x") | da -I || x -x"||da < a(S)-l/n, s J s so that ((at -x"))i<o:(5)-l/». [September If m is fixed, the integrable c.v. function xn(s) is a.e. the limit of a sequence of step-functions, which therefore converge almost uniformly ( [5] , p. 442) to x"(s). Hence there exists a step-function yn(s) such that ||a;"(s) -yn(s)\\ < 1/m except on a set of measure at most 1/2", while (from the second conclusion of the first lemma) ((xn -yn))i < a(S)-l/n.
Collecting inequalities, we have \\x(s) -yn(s)\\ <2/n except on a set of measure at most 1/2", and ((x -yn))i<a(S)-2/n.
It follows that yn(s)->x(s) almost uniformly, and therefore a.e., and that ((x-yn))i-► 0. 5. The (Ï) integral as related to others. In addition to the Bochner (Bn), Birkhoff (Bk), and Gelfand extensions of the Lebesgue integral, and Dunford's first integral ([5] ; this is equivalent to Bochner's, cf. [9] , p. 475), two other definitions, also due to Dunford, have been given ( [7] , [8] ). The last two integrals will be here denoted as the (Dl) integral and the (D2) integral, respectively. The first, a direct generalization of the Bochner integral, is defined as follows: x(s) is (DI) integrable if and only if there exist step-functions xn(s) such that xn(s)->x(s) a.e. and lim" fBxn(s)da exists for every measurable E. This limit is (Dl) fEx(s)da. The second, as we have noted earlier, is a generalization of the (3E) integral; it requires merely that x(:) be in 8x(ï) and defines (D2) fEx(s)da, to be the element FE of ï given by FE(f) =fEf(x(s))da.
In paragraph 2.21 we noted that the (X) integral includes both the (Bn) and the (Bk). The connection between the (Dl) and (D2) integrals and the (•£) integral will now be considered. In view of the theorem and the fact that (Bk) integrability implies (3E) integrability to the same value, it is sufficient to show that a measurable integrable x(s) is (Bk) integrable; that is, ( [6] ) is weakly continuous, so that a yE in g) exists such that g(y«) =FE(g) for all g in g). Since any linear functional over ï defines one over g), and since yE is in g), it follows that T'bÍ/) =/(y.e) for all/ in ï, and x(s) is integrable. The remainder of the lemma results from approximating, in Lp', each <£,-in (1) by a real-valued step-function. Theorem 6.1. A necessary and sufficient condition that a linear operation V(<¡>) from Lp, (1 </>< <*>), to ï be c.c. is that it be the strong limit of a sequence of operations defined by step-functions.
If V(<t>) from Lp to X is c.c. and i<p< «, then ( [14] , p. 197) V is the limit of operations {Tn} where each Tn maps Lp into a finite-dimensional subspace of ï. By Lemma 6.12 there exists a step-function x"(:) whose corresponding operation Vn is in norm within 1/m of T", so that || V -Vn\\->0.
The converse results from Lemma 6.11 and the fact that the limit under the norm of a sequence of c.c. operations is again c.c. 14) ; there is therefore no hope for a theorem similar to the above and dealing with the (X) integral and either strong or weak derivatives. But if another and more general definition of "derivative" is employed, the corresponding theorem can be stated.
A function X(R) defined to X from the figures in a rectangle R0 of euclidean w-space will be said to be pseudo-differentiable or to have a pseudoderivative if there exists an x(s) from R0 to X such that for every/ in X the figure function f(X(R)) is differentiable a.e. to the value/(x(.s)). The function x(s) is a pseudo-derivative of X(R).
A necessary and sufficient condition that an additive a.c. function X(E) of measurable sets in R0 be pseudo-differentiable is that the function X(E) be an (X) integral.
The sufficiency is obvious; an (X) integral has the integrand as a pseudoderivative.
If X(E) has a pseudo-derivative x(s), then if X(E) is additive and a.c, so is f(X(E)) ; hence f(X(E)) = f (Tf(X(E)))ds = f f(x(s))ds, JE\ds / JE so that x(s) is integrable to the value X(E). If X is weakly complete, the preceding theorem is true for additive a.c. functions of figures. For if X(R) has x(s) for a pseudo-derivative, we have f(X(R))=fRf(x(s))ds; if Q is any open set, then Q=2~2,In, where the {7n} are disjoint intervals, and thus 22 I /(*(/.)) I = £ I f f(x(s))ds I g f I f(x(s)) I ds < CO .
Since X is weakly complete, it follows that 52-X"(7") has property (O) and therefore that^X(7") is convergent. Designating this sum by X(Q) we have f(X(Q)) = E/(*(/,)) = f f(x(s))ds.
•J Q Finally, if E is an arbitrary measurable set, and if {Qn} are open sets containing E with a(Qn)-+a(E), then f(X(Qn)) = f f(x(s))ds-+ f f(x(s))ds;
J q" Je and, again using the weak completeness of 3c, we find that {X(Q")} converges weakly to an element X(E), a.ndf(X(E)) =fEf(x(s))ds. Hence x(s) is (3c) integrable to the set-function X(E).
The pseudo-derivative suggests a corresponding "descriptive" definition of an integral: a function x(s) is "integrable" if and only if there exists an additive a.e. function X(E) of measurable sets which has x(s) for a pseudoderivative; the integral of x(s) over £ is X(E). From the above theorem this descriptive integral is the (3c) integral.
If X(E) has a.e. a weak derivative x(s), then x(s) is a pseudo-derivative; hence if X(E) is additive a.e. and weakly differentiable a.e., this weak derivative is (3c) integrable to the value X(E); moreover, by Theorem 1.2 the derivative is measurable, so that X(E) is the (3c) integral of a measurable integrable function, its weak derivative. We have been unable to resolve the converse question: does a measurable integrable function have its integral weakly differentiable a.e.? If so, then by Theorem 5.2 this weak derivative coincides a.e. with the original function.
In conclusion we recall that if 3c is separable and x(s) is essentially bounded and weakly measurable, then x(s) is (Bn) integrable, and fEx(s)ds = (Bn)fEx(s)ds is therefore strongly differentiable a.e. to x(s). In particular if 3c is separable and x(s) is (Bk) integrable and essentially bounded, then (Bk)fEx(s)ds=fEx(s)ds is strongly differentiable a.e. to x(s). This gives an affirmative answer to a question raised in [6] (p. 378).
9. Examples. We give the following examples: 9.1. Let 3c be the space of real functions <p(t) bounded on [0, l], with H0II = l.u.b.t 10(01 • Let £ be a non-measurable set inS= [0, l]; define x(s) =0
for s in S-E, and set x(s) equal to the characteristic function of the point s for s in £. Then x(s) is Graves integrable (see [3] ) over every measurable set £ to the value 6; hence x(s) is (Bk) integrable and integrable to the same value. The function x(s) is weakly measurable and integrable, yet ||íc(s)|| is not measurable. And the set function X(E) =fBx(s)ds^d is weakly differentiable everywhere to the value 8 and thus has two pseudo-derivatives, x(s) and the function identically 8, that differ on a set of positive measure.
9.2. Let S = [0, 1 ], let a(£) = mE, where m is the Lebesgue measure function, and let 3c =c, the separable space of convergent sequences of reals. 
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* This example is similar to one due to Birkhoff, cited indirectly on page 378 of [6] .
