This paper develops a new approach to change-point modeling that allows the number of change-points in the observed sample to be unknown. The model we develop assumes regime durations have a Poisson distribution. It approximately nests the two most common approaches: the time varying parameter model with a change-point every period and the change-point model with a small number of regimes. We focus considerable attention on the construction of reasonable hierarchical priors both for regime durations and for the parameters which characterize each regime. A Markov Chain Monte Carlo posterior sampler is constructed to estimate a version of our model which allows for change in conditional means and variances. We show how real time forecasting can be done in an e¢ cient manner using sequential importance sampling. Our techniques are found to work well in an empirical exercise involving US GDP growth and in ‡ation. Empirical results suggest that the number of change-points is larger than previously estimated in these series and the implied model is similar to a time varying parameter (with stochastic volatility) model. JEL classi…cation: C11, C22, E17
Introduction
Many recent papers have highlighted the fact that structural instability seems to be present in a wide variety of macroeconomic and …nancial time series [e.g. Ang and Bekaert (2002) and Stock and Watson (1996) ]. The negative consequences of ignoring this instability for inference and forecasting has been stressed by, among many others, Clements and Hendry (1998, 1999) , Koop and Potter (2001) and Pesaran, Pettenuzzo and Timmerman (2006) . This has inspired a wide range of change-point models. There are two main approaches: one can estimate a model with a small number of change-points (usually one or two). Alternatively, one can estimate a time varying parameter (TVP) model where the parameters are allowed to change with each new observation, usually according to a random walk. A TVP model can be interpreted as having T 1 breaks in a sample of size T . Recent in ‡uential empirical work includes McConnell and Perez (2000) who use a single change-point model to present evidence that the volatility of US economic activity abruptly fell in early 1984. In a TVP framework, Cogley and Sargent (2001) model in ‡ation dynamics in the US as continuously evolving over time. In this paper we seek to blend these two approaches in a model that approximately nests them.
To motivate why such a blend might be useful consider the case of a small number of breaks and, in particular, the variance break in US economic activity found by many authors around 1984 [see Stock and Watson (2002) for a review]. In addition to the obvious question of why the volatility of activity declined, is a more immediate one: whether the decline be sustained or is only a temporary phenomenon. Models with a small number of structural breaks typically do not restrict the magnitude of change in the coe¢ cients that can happen after a break, but implicitly assume that after the last break estimated in the sample there will be no more breaks. In contrast, in the TVP model there is probability 1 of a break in the next new observation. However, for the TVP model the size of the break is severely limited by the assumption that coe¢ cients evolve according to a random walk. In the model we develop, a new break can be forecast after the end of the sample and size of the break is partly dependent on the properties of the previous regime, partly dependent on the history of all previous breaks and partly has a random element.
Bayesian methods are attractive for change-point models since they can allow for ‡exible relationships between parameters in various regimes and are computationally simple. That is, if we have a model with M di¤erent regimes, then hierarchical priors can be used to allow information about coe¢ cients in the j th regime (or the duration of the j th regime) to depend on information in the other regimes. Such an approach can improve estimation of coe¢ cients. It is particularly useful for forecasting in the presence of structural breaks since it allows for the possibility of out-of-sample breaks. With regards to computation, use of a hierarchical prior allows the researcher to structure the model so that, conditional on unknown parameters (e.g. the change-points) or a vector of latent data (e.g. a state vector denoting the regimes), it is very simple (e.g. a series of Normal linear regression models). E¢ cient Markov Chain Monte Carlo (MCMC) algorithms which exploit this structure can be developed. This allows for the estimation of models, using modern Bayesian methods, with multiple change-points that are di¢ cult under the standard classical approach to change-point problems.
However, with some partial exceptions [e.g. Pesaran, Pettenuzzo and Timmerman (2006) and Stambaugh and Pastor (2001) ], we would argue that the existing Bayesian literature in economics has not fully exploited the bene…ts of using hierarchical priors. In addition, this literature has, following the existing frequentist literature, focussed on either models with a small number of breaks or TVP models. Furthermore, as argued in Koop and Potter (2004) , some commonly-used Bayesian priors have undesirable properties. These considerations motivate the present paper where we develop a model which draws on our beliefs that desirable features for a change-point model are:
1. The number of regimes and their maximum duration should not be restricted ex-ante.
2. The regime duration distribution should not be restricted to be constant or monotonically decreasing/increasing.
3. The parameters describing the distribution of the parameters in each regime should, if possible, have conditionally conjugate prior distributions to minimize the computational complexity of change-point models.
4. Durations of previous regimes can potentially provide some information about durations of future regimes.
5. The parameters characterizing a new regime can potentially depend on the parameters of the old regime.
6. The change-point model should be easy to update in real time as new data arrives on the time series of interest.
The plan of this paper is as follows. In Section 2 we review the link between change-points and hidden Markov chains. In Section 3 we develop our new model of regime duration. In Section 4 we construct a method for modeling the change in regime coe¢ cients based on a similar hierarchical structure to the TVP model. Section 5 gives an overview of the posterior simulator used in our Bayesian analysis (a technical appendix contains more details). This section also shows how sequential importance sampling (i.e. particle …ltering 1 ) methods can be used with our model to carry out real time forecasting in a computationally e¢ cient manner. Section 6 contains applications to US GDP growth and in ‡ation as measured by the PCE de ‡ator. We compare the results of our approach with that of a single structural break and a TVP model and …nd them to be much closer to the latter. In general, we …nd our methods to reliably recover key data features without making the potentially restrictive assumptions underlying other popular models.
Change-Point Models and Hidden Markov Chains
In order to discuss the advantages of our model, it is worthwhile to begin by describing in detail some recent work and, in particular, the innovative model of Chib (1998) which has been used in many applications [e.g. Pastor and Stambaugh (2001) , Kim, Nelson and Piger (2002) and Pesaran, Pettenuzzo and Timmerman (2006) ]. 2 In terms of computation, our focus is on extending Chib's insight of converting the classical change-point problem into a Markov mixture model and using the algorithm of Chib (1996) to estimate the change-points and the parameters within each regime.
We have data on a scalar time series variable, y t for t = 1; : : : ; T and let Y i = (y 1 ; : : : ; y i ) 0 denote the history through time i and denote the future by Y i+1 = (y i+1 ; : : : ; y T ) 0 . Regime changes depend upon a discrete random variable, s t , which takes on values f1; 2; : : : ; M g. We let S i = (s 1 ; : : : ; s i ) 0 and S i+1 = (s i+1 ; : : : ; s T ) 0 . The likelihood function is de…ned by assuming p (y t jY t 1 ; s t = m) = p (y t jY t 1 ; m ) for a parameter vector m for m = 1; : : : ; M T . Thus, change-points occur at times m de…ned as m = ft : s t+1 = m + 1; s t = mg for m = 1; : : : ; M 1: (2.1)
Chib (1998) puts a particular structure on this framework by assuming that s t is Markovian. Speci…cally he assumes,
In words, the time series variable goes from regime to regime. Once it has gone through the m th regime, there is no returning to this regime. It goes through regimes sequentially, so it is not possible to skip from regime i to regime i+2. Once it reaches the M th regime it stays there (i.e. it is assumed that the number of change-points in the sample is known). In Bayesian language, (2.2) describes a hierarchical prior for the vector of states. 3 To avoid confusion, we stress that change-point models can be parameterized in di¤erent ways. Many models indicate when each regime occurs by parameterizing directly in terms of the change-points (i.e. 1 ; : : : ; M 1 ). Others are written in terms of states which denote each regime (i.e. S T ). It is also possible to write models in terms of durations of regimes. In the following material, we use all of these parameterizations, depending on which best illustrates the points we are making. However, we do stress that they are equivalent. So, for instance, a time series of 100 data points with a break at the 60 th can be expressed as 1 = 60, or S 60 = 1 and S 61 = 2, or d 1 = 60 and d 2 = 40 (where d m denotes the duration of regime m).
There are many advantages to adopting the framework of Chib (1998) . For instance, previous models often involved searching over all possible sets of break points. If the number of break points is even moderately large, then computational costs can become overwhelming [see, for instance, the discussion in Elliott and Muller (2006) ]. By using the Markov mixture model, the posterior simulator is recovering information on the most likely changepoints given the sample and the computational burden is greatly lowered, making it easy to estimate models with many change-points. Appendix A describes this algorithm (which we use, with modi…cations, as a component of the posterior simulator for our model).
Chib chose to model the states' transition probabilities as being constants. One consequence of this is that regime duration satis…es a Geometric distribution, a possibly restrictive choice. For instance, the Geometric distribution is decreasing, implying that p (d m ) > p (d m + 1) which (in some applications) may be unreasonable. In the model we introduce below, we generalize this restriction by allowing regime duration to follow a more ‡ex-ible Poisson distribution. Furthermore, the model of Chib (1998) assumes that exactly M regimes exist in the data. In Koop and Potter (2004) , we show how this implicitly imposes on the prior a very restrictive form which will tend to put excessive weight near the end of the sample. That is, the standard hidden Markov model (i.e. without restrictions such as those given in equation 2.2) will use probabilities
To impose that exactly M regimes occur, this has to be changed to the equal probabilities:
If M > 2, additional restrictions are required. To express these restrictions in words, consider the case M = 3. If, in period T 1, we are not already in the third regime, then it must the case that a regime switch occurs in period T and this must be imposed on the model. Similarly, if, in period T 2, we are still in the …rst regime, then we must impose that regime switches occur in both periods T 1 and T , in order to ensure that M = 3. In our previous work, we explored the consequences of such restrictions and argued that they can have a substantial impact on posterior inference in practice. We further argued that other sensible priors which impose exactly M regimes will also run into similar problems. Partly for this reason, we argued that it is important to develop a hierarchical prior which treats the number of regimes as unknown. For the issue of forecasting, these issues are even more important, since these prior restrictions occur at the end of the sample, precisely where forecasting begins. Chib (1998) did not consider the question of out-of-sample forecasting. If one were to assume no additional breaks occur out-of-sample, forecasting could be done in a straightforward fashion, based on the likelihood and prior which hold at the end of the sample (i.e. p (y T jY T 1 ; M ) and p ( M )). Such an approach, of course, does not address the issue of forecasting when breaks can occur out of sample. Pesaran, Pettenuzzo and Timmerman (2006) took up the challenge of extending the Chib approach to address this latter issue. They assume a constant transition probability matrix out-of-sample which allows for a probability of a break occurring in each out-of-sample period. Their approach is an attractive and, in many ways, a sensible one. However, in adapting the approach of Chib (1998) in this manner, some problems arise. Remember that, to impose exactly M regimes in-sample, restrictions such as (2.4) must be imposed. But, out-of-sample, to allow for breaks to occur, it is desirable to revert to an unrestricted transition probability such as (2.3). Pesaran, Pettenuzzo and Timmerman (2006) explicitly assume that (2006) with an extra observation could be taken to imply:
which is inconsistent with (2.5) and violates Bayes'Rule. These problems arise due to the imposition of exactly M breaks insample. Pesaran, Pettenuzzo and Timmerman (2006) partly address this problem through considering models with di¤erent values for M and then doing Bayesian model averaging. This is a sensible thing to do, but does not fully address the problems noted above (i.e. a pile-up of probability near the end of the sample and the di¢ culty in adapting the approach to out-of-sample forecasting in a way which does not violate Bayes' rule). In the next section, we will propose our model with does not impose a …xed number of breaks in-sample and, hence, does not run into these problems.
Another relevant paper is McCulloch and Tsay (1993) . The model used in this paper is di¤erent in many ways from Chib (1998) and Pesaran, Pettenuzzo and Timmerman (2006) . However, it does have regimes changing with a certain probability. McCulloch and Tsay do not assume a …xed number of breaks and do not face the problems noted above since they assume that the probability of a break occurring is constant for all observations (in an extension, they allow this probability to depend on additional covariates). In essence, whereas Chib (1998) allows the probability of a break in regime j to be p j , in McCulloch and Tsay (1993) this is simpli…ed to a single p. This p can be estimated in-sample and then used in out-of-sample forecasting, thus precluding the need for an assumption such as (2.5). However, the assumption of a time-and regime-invariant transition probability is restrictive in many macroeconomic contexts. Furthermore, it will share many of the restrictive features of Chib (1998) . For instance, the hierarchical prior for regime duration will be a Geometric distribution.
In summary, the pioneering work of Chib (1998) followed by the work of Pesaran, Pettenuzzo and Timmerman (2006) has changed the way many look at change-point models. Both papers have had great in ‡uence and have many attractive features. In terms of posterior computation, Chib (1998) continues to be very attractive and, indeed, we use a modi…cation of this algorithm as part of our posterior simulator. However, the hierarchical prior has some potentially undesirable properties which leads us to want to build on these previous approaches.
A Poisson Hierarchical Prior for Durations
The above discussion illustrates some restrictive properties of traditional hierarchical priors used in the change-point literature and leads to our contention that it is desirable to have a model for durations which satis…es the six criteria listed in the introduction. In this section we develop our alternative approach based on a Poisson model for durations. 4 This approach does not restrict the number or maximum durations of regimes ex-ante, it has a convenient conjugate prior distribution in the Gamma family and the regime duration distribution is not restricted to be constant or monotonically decreasing/increasing. It also allows information about the duration of past regimes to a¤ect the duration of the current regime and potentially the magnitude of the parameter change from old to new regime.
We use a hierarchical prior for the regime durations which is a Poisson distribution. That is, p (d m j m ) is given by:
where P o( m ) denotes the Poisson distribution with mean m . With this hierarchical prior it makes sense to use a (conditionally conjugate) Gamma prior on m . If we do this, it can be veri…ed that p (d m ), the marginal prior for the duration between change points, is given by a Negative Binomial distribution.
To provide some intuition, remember that the assumption comparable to (3.1) in the model of Chib (1998) was that the duration had a hierarchical prior which was Geometric (apart from the end-points). Chib (1998) used a Beta prior on the parameters. This hierarchical prior [and, as shown in Koop and Potter (2004) , the marginal prior p (d m )] implies a declining probability on regime duration so that higher weight is placed on shorter durations. In contrast, the Poisson form we use for p (d m j m ) and the implied Negative Binomial form for p (d m ) which we work with have no such restriction.
However, the prior given in (3.1) also has the unconventional property that it allocates prior weight to change-points outside the observed sample. That is, there is nothing in (3.1) which even restricts d 1 < T much less d m < T for m > 1. We will argue that this is a highly desirable property since, not only does this prior not place excessive weight on change-points near the end of the sample, but also there is a sense in which it allows us to handle the case where there is an unknown number of change-points. That is, suppose we allow for m = 1; :::; M regimes. Then, since some or all of the regimes can terminate out-of-sample, our model implicitly contains models with no breaks, one break, up to M 1 breaks (in-sample). 5 The desirable properties of this feature are explored in more detail in Koop and Potter (2004) . 6 Although our model is much more ‡exible than that used in Chib (1998) , computation is complicated by the fact that the matrix of transition probabilities now depends on the time spent in each regime. To see why this complicates computation, note that a key step in the Chib (1996) algorithm (see Appendix A) requires calculating p (s t+1 js t ; P ) where P is the matrix of transition probabilities given by (2.2). In the model of Chib (1998) this density is simple due to the constant transition probability assumption. However, in our model the transition probability is not constant. As discussed in Koop and Potter (2004) and developed in more detail in Appendix A, Chib's algorithm can still be applied in the case of a non-time homogenous transition matrix.
To better understand this point, note that under the Poisson hierarchical prior in (3.1) we can construct a …nite element Markov transition matrix for any observed sample, under the assumption that regime 1 started with the initial observation. 7 For the second observation, the probability of a transition from regime 1 to regime 2 is:
where
is de…ned to be 0: This corresponds to the single p 21 in the Chib's model. However, in the third period, depending on whether a regime switch occurred in period 2, we would have to calculate Pr[s 3 = 2js 2 = 1; In general, it can be con…rmed that
; d m = 1; : : : ; T m:
3) which must be evaluated for all T m possible value of d m and every possible value of m from 1 through t. Thus, unlike with Chib's model, the transition probability matrix depends on the duration of the regime.
Another important issue arises which does not arise in models with a known number of change-points. To motivate this issue, suppose that a true data generating process with one change-point exists and data is observed for t = 1; :::; T . Assuming that T is large enough for precise estimation of the true DGP, the posterior simulator will yield most draws which imply two regimes within the observed sample (i.e. most draws will have s t = 1 or 2 for t = 1; :::; T ) and s t = m for m > 2 will mostly occur for t > T .
In this case, most of the regimes occur out-of-sample and there will be no data information available to estimate their durations. So, if two regimes exist, there will be a great deal of information to estimate 1 and 2 but apparently none to estimate m for m > 2. In a Bayesian analysis we do not necessarily have to worry about this. It is well known that if no data information relating to a parameter exists, then its posterior is equal to its prior (if the prior exhibits independence). Thus, if an independent prior is used such that p ( 1 ; : : :
then posterior for m in many of the regimes will simply be G ;
. 8 In theory, there is nothing wrong with using an independent prior such as (3.4), and simpli…ed versions of the methods described below can be used for this case. Out-of-sample regimes will have durations which simply re ‡ect the prior, but this is not important insofar as one is interested in in-sample results (e.g. estimating the number and timing of change-points in-sample). However, if one is interested in forecasting, then out-of-sample properties matter. In many applications, it is reasonable to suppose that the duration of past regimes can shed some light on the duration of future regimes. In order to accommodate such a structure, we modify (3.4) and use a hierarchical prior of the form:
where is an unknown parameter (not a hyperparameter selected by the researcher). 9 This new parameter, which re ‡ects the degree of similarity of the durations of di¤erent regimes, requires its own prior and it is convenient to have:
(3.6) 8 To simplify notation, we are assuming the ms to have the same prior. It is trivial to relax this assumption. 9 We could also treat as an unknown parameter. However, we do not do so since our model already has a larger number of parameters and the additional ‡exibility allowed would not be great. Choosing = 1 implies m is drawn from the exponential distribution (with mean estimated from the data). Other integral choices for imply various members of the class of Erlang distributions.
To aid in prior elicitation, note that this con…guration implies the prior mean of d m (after integrating out m ) is
It is important to understand the implications of any prior (Appendix C discusses such properties by simulating from the particular prior used in our empirical work). As discussed following (3.1), in the model we propose the hierarchical prior where
is found by integrating out 1 . This does not have a closed form (Appendix A contains an expression for it that could be evaluated numerically). In general p (d m ) inherits the ‡exible form of
However, it is worth mentioning that if = 1 then we have the restrictive property that P (d m = y) > P (d m = y + 1). This suggests that, for most applications, it is desirable to avoid such small values for . It can also be shown that, for small values of 2 ; with = n we have a high prior probability of a regime change every n periods. Such considerations can be useful in prior elicitation.
In summary, in this section we have developed a hierarchical prior for the regime durations which has two levels to the hierarchy. At the …rst level, we assume the durations to have Poisson distributions. At the second level, we assume the Poisson intensities (i.e. m s) are drawn from a common distribution. Thus, out-of-sample m s (and, thus, regime durations) are drawn from this common distribution (which is estimated using in-sample data). This is important for forecasting as it allows for the prediction to re ‡ect the possibility that a change-point occurs during the period being forecast.
Development of the Prior for the Parameters in Each Regime
In the same way that the change-point framework of Chib (1998) can be used with a wide variety of likelihoods (i.e. p (y t jY t 1 ; s t = m) can have many forms), our Poisson model for durations can be used with any speci…cation for p (y t jY t 1 ; s t = m) = p (y t jY t 1 ; m ). Here we choose a particular structure based on a regression or autoregressive model with stochastic volatility which is of empirical relevance.
Many change-point models assume that the anything can happen to the parameters after a regime change occurs. The issues which arise with such an approach are elegantly expressed by Pastor and Stambaugh (2001) in an application which used stock return data to investigate the equity premium.
"In standard approaches to models that admit structural breaks, estimates of current parameters rely on data only since the most recent estimated break. Discarding the earlier data reduces the risk of contaminating an estimate of the equity premium with data generated under a di¤erent [process] . That practice seems prudent, but it contends with the reality that shorter histories typically yield less precise estimates. Suppose... a shift in the equity premium occurred a month ago. Discarding virtually all of the historical data on equity returns would certainly remove the risk of contamination by pre-break data, but it hardly seems sensible in estimating the current equity premium. Completely discarding the pre-break data is appropriate only when the premium might have shifted to such a degree that the pre-break data are no more useful ..., than, say, pre-break rainfall data, but such a view almost surely ignores economics." Pastor and Stambaugh (2001 , pages 1207 -1208 .
The case for adopting a hierarchical prior which allows for some sort of link between pre-and post-break parameters is, we believe, compelling in many empirical contexts. The question arises as to what sort of hierarchical prior is appropriate. We adopt a state space framework where the observable time series satis…es the measurement equation
where " t N (0; 1) and the (K + 1) state vector st = f st ; st g satis…es the state transition equations
where U m N (0; V ), u m N (0; ) and and X t is a K-dimensional row vector containing lagged dependent or other explanatory variables. The initial conditions, 0 and 0 can be treated in the same way as in any state space algorithm. 10 Note that this framework di¤ers from a standard state space model used in TVP formulations in that the subscripts on the parameters of the measurement equation do not have t subscripts, but rather s t subscripts so that parameters change only when states change. This di¤erence leads to the state equations having m subscripts to denote the m = 1; :::; M regimes.
To draw out the contrasts with models with a small number of breaks, note that the hierarchical prior in (4.2) assumes that m depends on m 1 . A similar approach is adopted in McCulloch and Tsay (1993) for the intercept and error variance in an autoregressive model. In most traditional models with a small number of breaks, one assumes m and m 1 are independent of one another [e.g. Chib (1998) or Maheu and Gordon (2005) ]. Furthermore, it is usually assumed that the priors come from a conjugate family. For instance, a traditional model might begin with (4.1) and then let m have the same Normal-Gamma natural conjugate prior for all m. This approach, involving unconditionally independent priors, is not reasonable in our model for reasons we have partially discussed above. That is, our approach involves an unknown number of change-points in the observed sample. So it is possible that many of the regimes occur out-of-sample. In traditional formulations, there is no data information to estimate m if the m th regime occurs out-of-sample. The hierarchical prior of (4.2) alleviates this problem. An alternative approach to this issue is given in Pastor and Stambaugh (2001) and Pesaran, Pettenuzzo and Timmerman (2006) . They place a hierarchy on the parameters of the conjugate family for each regime. For instance, Pesaran, Pettenuzzo and Timmerman (2006) assume that all the m s are drawn from a common distribution. This is a standard approach in the Bayesian literature for cross-section data drawn from di¤erent groups. In a time series applications it has less merit since one wants the most recent regimes to have the strongest in ‡uence on the new regime. This is a feature that our hierarchical prior incorporates.
The state equations in (4.2) de…ne a hierarchical prior which links m and m 1 in a sensible way. This martingale structure is standard in the TVP literature and, as we discuss later, it is computationally simple since it allows the use of standard Kalman …lter and smoother techniques to draw the parameters in each regime. We use a standard (conditionally conjugate) prior for the innovation variances:
where W (A; a) denotes the Wishart distribution 11 and we assume that V > K + 1. Many extensions of this basic model for the link between regimes can be handled in a straightforward fashion by adding extra layers to the hierarchical structure. The innovation variance in the state equations can be allowed to be di¤erent (i.e. and V can be replaced by m and V m and a hierarchical prior used for these new parameters). Furthermore, in some applications, it might be desirable for the duration in a regime to e¤ect m (e.g. if regime m 1 is of very short duration, it is plausible that m 1 and m are more similar to one another than if it was of long duration). Such considerations can be incorporated in a hierarchical prior for m . For instance, in an earlier version of this paper, we had a prior which incorporates both such features as:
where V V and V are parameters to be estimated. In our applications to macroeconomic time series extension this did not outperform the simpler version. Nevertheless, in some applications such an extension might be warranted and it is worthwhile mentioning that the requisite methods can be estimated using straightforward extensions of the MCMC algorithm described in the next section. Note also that (4.1) and (4.2) assume that regime changes occur at the same time for the coe¢ cients and the volatility. Having separate regime structures for these is conceptually straightforward but practically complicated. In some cases, the researcher may want to simplify our model by having change-points only in some of the parameters. For instance, in an autoregressive model for GDP growth it might be plausible that the AR coe¢ cients are constant and only the volatility is changing over time. We adopt such a speci…cation for GDP growth in our empirical section.
To summarize, the prior we have developed has the form:
1 1 We parameterize the Wishart distribution so that if Z W (A; a) and ij subscripts denote elements of matrices, then E (Zij) = aAij. The scalar a is a degrees of freedom parameter.
p ( 1 ; ::; M ; 1 ; ::; M ; V; ; )
where p ( m j m 1 ; V; ) is given by (4.2), p( 0 ) is di¤use, (V; ) is given by (4.3), p ( m j ) is given by (3.5) and p ( ) is given by (3.6).
Posterior and Predictive Simulation
In this section we outline the general form of the MCMC algorithm used to estimate the model. Precise details are given in Appendices A and B. To simplify notation we de…ne = Furthermore, we will set M = T so that we can nest a standard TVP model. However, it is possible to set M < T if one wishes to restrict the number of feasible regimes. Our MCMC proceeds by sequentially drawing from the full posterior conditionals for the parameters S T ; ; ; V; ; . The posterior conditional p (S T jY T ; ; ; V; ; ) = p (S T jY T ; ; ) can be drawn using the modi…ed algorithm of Chib (1996) described in Appendix A with transition probabilities given by (3.2) and (3.3). p ( jY T ; S T ; ; V; ; ) can be simulated using extensions of methods of posterior simulation for state space models with stochastic volatility drawing on Kim, Shephard and Chib (1998) and Carter and Kohn (1994) . That is, the TVP model is a standard state space model and thus, standard state space simulation methods can be used directly. However, when regimes last more than one period, the simulator has to be altered in a straightforward manner to account for this.
The (conditional) conjugacy of our prior implies that, with one exception, p ( m jY T ; S T ; ; V; ; ) for m = 1; :::; M have Gamma distributions. The exception occurs for the last in-sample regime and minor complications are caused by the fact that this last regime may not be completed at time T . For this Poisson intensity we use an accept/reject algorithm.
Standard Bayesian results for state space models can be used to show p V 1 jY T ; S T ; ; ; ; is Wishart and p 1 jY T ; S T ; ; ; V; is Gamma. p 1 jY T ; S T ; ; ; V; can also be shown to be a Gamma distribution.
Predictive Distributions
Suppose interest centers on the predictive density for y T +h , given data through time T . The basic idea of our simulation algorithm is that, if we knew the model parameters (i.e. ; ), the relevant regime (i.e. s T +h ) and the coe¢ cients which applied in this regime (i.e. h ), then the distribution of y T +h would simply be Normal. That is, 12 p (y T +h jY T ; s T +h = fm; d m g; m ; ; V; ; ) (5.1)
Thus, if we can obtain posterior draws for s T +h ; m ; ; V; ; , we can obtain an estimate of the predictive density as:
R :
where (r) superscripts, for r = 1; ::; R, denote these draws (after dropping an appropriate number of burn-in replications). Our MCMC algorithm above describes how draws of ; V; ; are taken. In this subsection, we describe how draws of s T +h and m are taken (i.e. how out-of-sample draws of regimes and accompanying coe¢ cients are done). We focus on a particular approach that complements the sequential importance sampler introduced in the next section.
We start by noting that we have access to the predictive distribution for the states, fp(s T +h jY T ; ; ; ) : h = 1; : : : ; Hg at each iteration of the MCMC algorithm described in the preceding section by combining p(s T jY T ; ; ; ) with the transition function of the chain. Thus, draws of (s T +1 ; : : : ; s T +H ) can be easily obtained. 13 We emphasize that these draws are conditional on (which includes draws up to M ). Note also that we require only a single draw of (s T +1 ; : : : ; s T +H ) at each iteration of the MCMC algorithm. Given these draws of the regimes, we can then take draws f s T +h : h = 1; : : : ; Hg. If the regime at time T + H is less or equal to M then the elements of are used and no additional random draws are required. If the regime number goes above M then we can use (4.2) to generate new values of s T +h .
We stress that this approach will provide us with a predictive density that satis…es Bayes'rule. That is, it correctly combines information in the 1 2 Note that, in the case of the autoregressive model, Xt+1 is known and this density can be immediately calculated. For out-of-sample forecasting for h > 1; X t+h is produced by iterating on the known values at T using the sequence of autoregressive coe¢ cients.
1 3 For some values of h regime numbers greater than M might have non-zero probability. At this occurrence the Negative Binomial distribution implied by can be used to obtain an appropriate regime duration draw. data with the probabilistic structure implied by the model using the rules of conditional probability.
Sequential Importance Sampling
Models such as ours are often used for real time forecasting. As new data comes in, we want to update our forecasts. Of course, we could simply re-run our MCMC algorithm with a data set augmented by this new data and then calculate predictive densities as described in the previous section. However, given its computational demands, it is desirable to update forecasts without re-running the MCMC algorithm. In this section, we brie ‡y describe how sequential importance sampling methods [these are a popular type of particle …lter methods, see, e.g., Doucet, Godsill and Andrieu (2000) or Liu and Chen (1998) ] can be used with our model to achieve this goal.
Let z t = ( 0 t ; S t ) denote the unobserved states and, for simplicity, suppress conditioning arguments (all the p.d.f.s below are conditional on the model parameters ( ; V; ; )). The sequential importance sampler (SIS), is designed for models (such as ours) which can be written in terms of p (y t jz t ) and p (z t jz t 1 ). Based on a sample of size T , posterior and predictive features depend upon p (Z T jY T ) which can be obtained using our MCMC algorithm where Z i = (z 1 ; : : : ; z i ) 0 . Now suppose a (T + 1) st observation becomes available and, thus, posterior and predictive features depend on p (Z T +1 jY T +1 ) which, by Bayes'rule, can be written as:
Since p (Z T jY T ) and p (y T +1 jY T ) are impossible to directly evaluate simulation methods are required. The likelihood, p (y T +1 jz T +1 ), is evaluated using (5.1). We can, of course, use the MCMC algorithm described above to evaluate properties of p (Z T +1 jY T +1 ). However, an alternative is to use importance sampling. If we take an importance function of the form:
then the importance sampling weights become:
If a (T + 2) nd observation becomes available and, hence, posterior and predictive features depend on p (Z T +2 jY T +2 ) which can also be handled using importance sampling. But note that the importance sampling weights now become:
In other words, we can recursively update the importance sampling weights rather than evaluating them anew, reducing computational e¤ort. In general, importance sampling weights for T + h, are given by:
Computationally, such an approach can be very e¢ cient. That is, instead of running a (computationally) demanding posterior simulation algorithm h + 1 times (i.e. using data through period T + i for i = 0; 1; ::; h), the main posterior simulation algorithm is run only once, and then SIS allows for the fast and e¢ cient updating as new information arises.
To be precise, if we begin using our MCMC algorithm for data through period T , we obtain r = 1; ::; R draws. These can be interpreted as importance sampling draws, each with an equal weight of 1 R . In period T + h, using SIS we have R draws, each with weights w (r)
T +h . As with any importance sampler, posterior properties of any feature of interest can be found by taking a weighted average of drawn features of interest using the normalized weights:
Furthermore, the predictive likelihood 14 for H observations can estimated from the SIS output as:
The predictive likelihood for a single observation can be estimated using:
In theory, SIS could be used to draw the states for all time periods (i.e. we could set T = 0 in the preceding equations and simply have h index time). However, all sequential importance sampling algorithms have the property that the variance of the importance sampling weights increase over time (i.e. the algorithm becomes less e¢ cient as h increases). If the variance of the importance sampling weights becomes too large, then the importance sampling estimates become dominated by only a few of the draws. One simple measure of the e¤ective number of draws is
T +h ) 2 There are numerous methods [ see, e.g., Doucet, Godsill and Andrieu (2000) or Liu and Chen (1998) ] which attempt to minimize this problem by using a resampling technique when this e¤ective number of draws moves below a threshold. In our case, we have the advantage that if the e¤ective number of draws falls below the threshold value we can always switch back to our original MCMC algorithm.
An obvious choice for the importance function in our case is our hierarchical prior evaluated at the parameters values after observing the …rst T observations:
(z T +h jZ T +h 1 ; Y T +h 1 ) = p (z T +h jz T +h 1 ; ; V; ; ) :
To simulate from this importance function we use the same approach as described for producing the predictive distributions.
Computation Issues in Context
Computation issues are important in the change-point literature. Unless the number of change-points is very small, the computational burden can be quite demanding. Bayesian approaches, such as ours and Chib (1998), which adopt a hierarchical prior for the change-points, will have a much lower computational burden than those which involve evaluating something (e.g. a likelihood or a posterior) at every possible set of change-points. Our MCMC approach largely draws on standard algorithms and, hence, programming costs are not large. Our approach will involve a computational burden greater than Chib (1998) since our transition probabilities depend on the duration spent in each regime (see equation 3.3 and surround discussion). However, in both Chib (1998) and our model, the durations do not enter the likelihood (i.e. p (y t jY t 1 ; s t = m) = p (y t jY t 1 ; m ) does not depend on the duration of the regime), so the added computational burden only enters through draws of the states. With a modern personal computer, the computational burden of our approach is still trivial for data sets of the length typically used by macroeconomists. 15 Furthermore, methods such as sequential importance sampling can be used to lessen the computational burden in real time forecasting exercises. In our model the ability to use the sequential importance sampling produces a tremendous reduction in net computation because most of the draws required are produced during the MCMC algorithm and just need to be stored.
The approach of Pesaran, Pettenuzzo and Timmerman (2006) shares many of the computational advantages of Chib (1998) . However, some of the bene…ts of assuming a constant transition probability within a regime (except at the end of the sample), are lost in their forecasting exercise since their assumed (out-of-sample) hierarchy is not conditionally conjugate and the sequential importance sampling approach is not available due to their imposition of a …xed number of change-points in sample. This contrasts to our hierarchy, which is conditionally conjugate.
In contrast to our approach, the in ‡uential non-Bayesian approach of Bai and Perron (1998) is less computationally burdensome. Bai and Perron start from the observation that there are T (T +1)=2 ways of partitioning the sample. This is true in our approach as well, since we allow for any number of breaks in sample. Bai and Perron then show how an e¢ cient dynamic programming method can be used to …nd the global least squares minimizer in the special case of all parameters in a linear conditional mean changing at each change-point with no restrictions on the coe¢ cients changes. In this special case they require only O(T 2 ) computations to …nd the least squares minimizer. Of course, without restrictions on the time between change-points the minimum is achieved with a perfect …t. To get around this issue, the minimizer is found by imposing additional restrictions on the minimum time between change-points. Inference is then performed by using insights from the asymptotic distribution. Note that this implies that a di¤erent partition of the data with the same number of change-points but a slightly higher value for the least squares minimand receives no weight in the inference. A strength of the Bayesian approach is that it can put weight on this di¤erent partition. This would be particularly important for forecasting. In Appendix A we discuss how a frequentist could use a hierarchical approach to obtain information on the probability of changepoints at the global minimizer for the regime coe¢ cients found using Bai and Perron's algorithm Relative to the approach of Perron (1998, 2003) , we would have the same O(T 2 ) computational burden if we had assumed the standard constant transition probability matrix (and, we note this holds for a much wider class of models than Bai and Perron). As we have seen, many Bayesian approaches adopt this constant transition probability matrix, assuming a …xed number of regimes occur in-sample. Our model is somewhat more computationally demanding than this. However, a simpli…ed version of our model with a constant transition matrix would not be more computationally demanding. Note that such a version of our model would allow for an unknown number of regimes in sample. In the case where the transition probability was the same across regimes, the sequential importance sampler would be available and the net computational di¤erence for real time updating would favor our method in most cases.
Application to US In ‡ation and Output
In economics, many applications of change-point modeling have been to the decline in volatility of US real activity and changes in the persistence of the in ‡ation process. With regards to GDP growth, Kim, Nelson and Piger (2003) , using the methods of Chib (1998) (assuming a single change-point), investigate breaks in various measures of aggregate activity. For most of the measures they consider, the likelihood of a break is overwhelming and Bayesian and frequentist analyses produce very similar results. 16 On the other hand, Stock and Watson (2002) present evidence from a stochastic volatility model that the decline in variance might have been more gradual, a thesis …rst forward by Blanchard and Simon (2001) . Clark (2003) discusses the evidence on time variation in persistence in in ‡ation. Sargent (2001, 2005) present evidence of time variation in the in ‡ation process both in the conditional mean and conditional variance of a smooth type. Stock (2001) …nds little evidence for variation in the conditional mean of in ‡ation using classical methods and Primiceri (2005) …nds some evidence for variation in the conditional variance but little in the conditional mean.
Accordingly, in our empirical work we investigate the performance of our model using quarterly US GDP growth and the in ‡ation rate as measured by the PCE de ‡ator (both expressed at an annual rates) from 1947Q2 through 2005Q4. With both variables we include an intercept and two lags of the dependent variable as explanatory variables. We treat these …rst two lags as initial conditions and, hence, our data e¤ectively runs from 1947Q4 through 2005Q4.
In addition to our Poisson hierarchical model for durations we also present results for standard TVP with stochastic volatility [see Stock and Watson 2002] and one-break models estimated using Bayesian methods. Both of these can be interpreted as restricted versions of our model. The TVP model imposes the restrictions that the duration of each regime is one (i.e. s t = t for all t). The one-break model imposes the restriction that there are exactly two regimes with s t = 1 for t and s t = 2 for t > (and the coe¢ cients are completely unrestricted across regimes with a ‡at prior on the coe¢ cients and error variances). 17 Appendix C describes our selection of the prior hyperparameters , 1 , 2 , , ,V V and V and comparable prior hyperparameters for the TVP model. Here we note only that we make weakly informative choices for these. In a more substantive empirical exercise we would carry out a prior sensitivity analysis. The researcher interested in more objective elicitation could work with a prior based on a training sample.
Estimation Results
Figure 1 presents information relating to the TVP for GDP growth. The posterior means of the coe¢ cients (i.e. t for t = 1; ::; T ) are given in Figure  1a and the volatilities (i.e. exp( t =2) for t = 1; : : : ; T ) in Figure 1b . Figure  2 presents similar information from the one-break model.
Consider …rst results from the standard TVP and one-break models for real GDP growth. The most interesting …ndings for this variable relate to the volatility. Both models indicate that volatility is decreasing substan-tially over time, with a particularly dramatic drop occurring around 1984. 18 However, with the TVP model this decline is much more smooth and nonmonotonic than with the one break model. The question arises as to whether the true behavior of volatility is as suggested by the TVP model or the one break model. Of course, one can use statistical testing methods which compare these alternatives. However, an advantage of our model is that it nests these alternatives. We can estimate what the appropriate pattern of change is and see whether it is the TVP or the one break model -or something in between.
Our …ndings relating to volatility of GDP growth are not surprising given previous results starting with McConnell and Perez (2000) . There is some evidence from the TVP model that volatility started to decline in the 1950s but this decline was reversed starting in the late 1960s. The single break model (by construction) does not show any evidence of this. It dates the single break to be at or very near to 1984. With regards to the autoregressive coe¢ cients, with both models the posterior means indicate that suggest that little change has taken place. However, posterior standard deviations (not presented) are quite large indicating a high degree of uncertainty. In the literature [e.g. Stock and Watson (2002) ] these …ndings have been interpreted as implying that there has been no change in the conditional mean parameters.
In light of this approximate constancy of the coe¢ cients (and to illustrate our methods in an interesting special case), we estimate our model with variation only in the volatilities and not in the coe¢ cients. That is, the …rst equation in (4.2) is degenerate (or, equivalently, V = 0 K K ). Figure  3 plots features of the resulting posterior. Figure 3a , by de…nition, implies constant values for all the coe¢ cients. Figure 3b plots the posterior mean of the volatility. Figure 3c plots the posterior mean of the regime number by date (for the TVP model it would be a 45 degree line. For the onebreak model if there was considerable posterior mass at one date it would be a step function from 1 to 2 at this date). Figure 3b is slightly smoother but otherwise quite similar to the comparable TVP result in Figure 1b , but di¤ers quite substantially from the one-break model result. Thus, we are …nding evidence that the TVP model is more sensible than the one-break model. However, we found such evidence in the context of a model which could have allowed for very few breaks. In fact, as can be seen in Figure 3c , our model indicates that there are about 40 regimes in-sample, as opposed to the 2 regimes of the one-break model or 227 of the TVP model.
Let us now turn to in ‡ation. Given …ndings by other authors and an interest in the persistence of in ‡ation, we use the unrestricted version of our model and allow the AR coe¢ cients to change across regimes. Figures 4, 5 and 6 present results from the TVP, one break and our models, respectively. Figure 4a , containing the two autoregressive parameters from the TVP model, shows a slight but steady increase in the persistence of in ‡ation up to the late 1970s followed by a steady decrease. The fact that the level of in ‡ation increased throughout the 1970s and early 1980s before declining in the 1990s is picked up partly through the pattern in the intercept. 19 The volatility of in ‡ation shows a similar pattern, with a noted increase in the 1970s and early 1980s. These sensible results are found by both the TVP model and our model and are consistent with evidence presented in Cogley and Sargent (2001) , although at odds with some of the evidence presented in Primiceri (2005) . The single break model indicates quite di¤erent patterns (see Figure 5 ). It wants to put the single break near the beginning of the sample, totally missing any changes in the level, persistent or volatility of in ‡ation in the 1970s and early 1980s. One could force the break later by adopting a prior that the change-point is later in the sample. As one can see from the concavity in Figure 6c our model is able to assign many changepoints early in the sample then adapt to a slower rate of regime change later in the sample.
When comparing results from the TVP and one-break model to ours, as a general rule we are …nding our model supports many change-points rather than a small number and thus the movements of the conditional mean and variance parameters are closer to the TVP model. We take this as evidence that our methods are successfully capturing the properties of a reasonable data generating process, but without making the assumption of a break every period as with the TVP model. That is, we are letting the data tell us what key properties of the data are, rather than assuming them. Our empirical results also show the problems of working with models with a small number of breaks when, in reality, the evolution of parameters is much more gradual.
Predictive Exercise
The previous section focusses on estimation for our model, the TVP model and a one-break model. In order to compare these di¤erent models, we could calculate marginal likelihoods in order to construct Bayes'factors or posterior odds ratios using standard methods. For instance, the methods of Chib (1995) , Chib and Jeliazkov (2001) or Gelfand and Dey (1994) can be used to estimate the marginal likelihood in change-point models. More simply, information criteria such as the Schwarz criteria can be used to approximate marginal likelihoods. However, in these models (which are very parameter rich) marginal likelihoods can be sensitive to priors. Accordingly, we prefer to compare models using predictive criteria such as the predictive likelihood discussed in Sections 5.1 and 5.2. As discussed in Section 5.2, these can easily be calculated using sequential importance sampling. Table 1 presents predictive likelihoods for a period of two years at the end of our sample. That is, we use data through period 2003Q4 to calculate predictive distributions for each quarter through 2005Q4 and then evaluate the predictive at the observed outcome. It can be seen that, in terms of overall forecast performance over these 8 observations, our model does substantially outperform the one break model and (less substantially) the TVP model. Our Model TVP One Break GDP Growth 9.77 10 7 6.06 10 7 4.93 10 7 In ‡ation 3.69 10 6 3.31 10 6 1.75 10 6 Table 1 presents results relating to joint performance over two years. In a real time forecasting exercise, one might also be interested in forecasting performance one quarter at a time (where each quarter new data is used to update the predictive density). To illustrate how this can be done, we carry out a pseudo real-time forecasting exercise for 2004 and 2005. That is, beginning in 2003Q4 we construct the predictive distribution for 2004Q1, then use data through 2004Q1 to predict 2004Q2, etc.. A simple summary of forecasting performance involves seeing where the actual outcome lies in these one-period-ahead predictive distributions. In particular, we can calculate where the actual outcome lies in the predictive cumulative distribution function. Table 2 presents this information for our three models and two data series. An informal examination of Table 2 suggests all three of our models are predicting GDP growth fairly well. None of the outcomes are too far out in the tails of the predictive distributions. This is unsurprising since 2004-2005 were years of stable GDP growth with little evidence of structural change. More formal metrics of predictive performance can be developed by noting that, if a model is correct, then probabilities such as those in Table  2 should be drawn from the Uniform [0,1] distribution [see, e.g., Diebold, Gunther and Tay (1998) ]. Using the numbers in Table 2 , the standard Chisquared statistics for testing for Uniformity [e.g., Wonnacott and Wonnacott (1990) , pages 550-551] are 9.5, 9.5 and 12.0 for our model, the TVP and the one break model, respectively. This provides some evidence that our model and the TVP are forecasting comparably to one another and the one break model is doing slightly worse. Note that the frequentist 0.05 critical value is 16.9 so we cannot reject the hypothesis of Uniformity for any of our models.
For in ‡ation (which was somewhat more erratic in the 2004-2005 period), the Chi-squared statistics for testing Uniformity of the numbers in Table 2 are 12.0, 9.5 and 17.0 for our model, the TVP and the one break model, respectively. Hence, for in ‡ation we are …nding the TVP model forecasts slightly better than the other models. Furthermore, the frequentist hypothesis that the one-break model is correct can be rejected at the 5% level of signi…cance. 
Conclusions
In this paper we have developed a change-point model which nests a wide range of commonly-used models, including TVP models and those with a small number of structural breaks. Our model satis…es the six criteria set out in the introduction. In particular, the maximum number of regimes in our model is not restricted and it has a ‡exible Poisson hierarchical prior distribution for the durations. Furthermore, we allow for information (both p (s t = kjY t ; ; P ) = p (s t = kjY t 1 ; ; P ) p (y t jY t 1 ; k ) P k m=k 1 p (s t = mjY t 1 ; ; P ) p (y t jY t 1 ; m )
; (A.5) using the fact that
p mk p (s t 1 = mjY t 1 ; ; P ) , (A.6) for k = 1; ::; M . The recursive algorithm is started with p (s t jY 1 ; ; P ). Thus, the algorithm proceeds by calculating (A.4) for every time period using (A.5) and (A.6) beginning at t = 1 and going forward in time. It is assumed that the …rst period of the …rst regime is the …rst period of the sample. Then the states themselves are drawn using (A.3), beginning at period T and going backwards in time. Of course, the draw of s T will be of a regime number and a duration. The duration will locate the time when the regime started, thus it immediately identi…es the last change-point in sample. This information is used to …nd the appropriate time period at which to evaluate (A.4) which will involve only the draw of the duration of the penultimate regime. The draw of the duration of the second regime directly gives the duration of the …rst regime and this is the …nal iteration.
It is worth mentioning that our modi…ed sequence of transition functions could also be used in frequentist approaches to …nd p (S T jY T ; ; P ). For example, the approach of Perron (1998, 2003) could be implemented with a duration distribution that was Uniform (subject to a restriction that a certain minimum number of observations occur in each regime). The parameters in could be evaluated at the global minimizer using their fast dynamic programming algorithm. As in Koop and Potter (2004) the support of the Uniform distribution could be some multiple of the current sample size allowing for out-of-sample breaks. In these cases one could either repeat the drawing of the states as outlined above for many di¤erent initial draws of s T or implement the smoother [see Hamilton (1994) ]. Obviously the storage and programming requirements of the smoother are quite high so in practice the easiest approach would be to use multiple draws to estimate p (S T jY T ; ; P ) :
As discussed in footnote 15, Gordiano and Kohn (2006) note that in some cases it might be preferable to use a di¤erent approach to sampling the change-points. Their approach conditions on all draws of the regimes except 1, to update the regime classi…cation one state at a time and uses an adaptive sampling scheme. In contrast, we update the regime classi…cation without considering previous draws of the states. They give an example where the Poisson intensity de…ning regime duration is the same across regimes and the properties of the Poisson distribution can be used directly rather than forming a Markov chain. In our case, with the hierarchical prior, their method could be used by evaluating the (marginal) prior distribution on the duration. This is obtained by integrating out from
Using a change of variable
we have 1
2
( 1 )
)dp:
In some cases it might be computationally more e¢ cient to numerically evaluate this integral and use the approach of Giordiano and Kohn.
with " m N (0; exp( m )=d m ): The draw of the m (conditional on ) could then proceed using the analyst's favorite algorithm in the time scale given by the change points. For m (conditional on m ) one can apply a stochastic volatility algorithm [e.g. Kim, Shephard and Chib (1998) where " m N (0; d m ) in the time scale given by the change-points. Since, most algorithms analyze the stochastic volatility conditional on draws for the m , the extension to the case where X t contains more than just an intercept is immediate. We take draws of m with a one-step sampler using an acceptance/rejection approach from Kim, Shephard and Chib (1998) .
In the case where X t contains more than just an intercept we proceed by …rst forming the predictive distribution for m using the transition equation: p( st jY t ; S T ) for t 2 fs t+1 6 = s t g:
We then draw M from p( s T jY T ; S T ) and proceed back through M 1; : : : ; 1. We use the Carter and Kohn (1994) 1 m the rejection rate will be high. This should not happen to frequently, but if it does this step can be converted into a Metropolis-Hastings one.
We next turn to the posterior conditionals p V 1 jY T ; S T ; ; ; ; and p 1 jY T ; S T ; ; ; V; . These are: 
Appendix C: Properties of the Prior
In the body of the text, we developed some theoretical properties of the prior. However, given its complexity, it is also instructive to examine its implications using prior simulation. Accordingly, in this appendix, we illustrate some key properties of our prior for the hyperparameter values used in the empirical work. We use informative priors. For highly parameterized models such as this, prior information can be important. Indeed, results from the Bayesian state space literature show how improper posteriors can result with improper priors [see, e.g. Koop and Poirier (2004) or Fernandez, Ley and Steel (1997) for more general results]. One strategy commonly-pursued in the related literature [see, e.g., Sargent (2001, 2005) ] is to restrict coe¢ cients to lie in bounded intervals such (e.g. the stationary interval). This is possible with our approach. However, this causes substantial computational complexities (which are of particular relevance in our model where many regimes can occur out-of-sample and re ‡ect relatively little data information). Training sample priors can be used by the researcher wishing to avoid subjective prior elicitation. In this paper, we choose prior hyperparameter values which attach appreciable prior probability to a wide range of reasonable parameter values. To aid in interpretation, note that our data is measured as a percentage and, hence, changes in m in the interval [ 0:5; 0:5] are the limit of plausibility. For AR coe¢ cients, the range of plausible intervals is likely somewhat narrower than this. With regards to the durations, we want to allow for very short regimes (to approach the TVP model) as well as much longer regimes (to approach a model with few breaks). We choose values of the prior hyperparameters, ; 1 ; 2 ; ; ; V V and V which exhibit such properties. Note that, by construction, the priors for all our conditional mean coe¢ cients are the same so we only plot the prior for the AR(1) coe¢ cient. Figure C1 plots the prior over durations and it can be seen that the prior weight is spread over a wide range, from durations of 1 through more than 50 receiving appreciable prior weight. Figures C2 and C3 plot prior standard deviations for the state equation innovations (see 4.2). It can be seen that these are di¤use enough to accommodate anything from the very small shifts consistent with a TVP model through much bigger shifts of a small break model.
For the TVP model, we make the same prior hyperparameter choices (where applicable). The prior for the one break model has already been described in the text. 
