Abstract-In this paper, we derive new infinite series representations for the quadrivariate Nakagami-m distribution and cumulative distribution functions (cdf). we make use of the Miller's approach and the Dougall's identity to derive the joint density function. The classical joint density function of exponentially correlated Nakagami-m variables can be identified as a special case of our joint density function. Our results are based on the most general arbitrary correlation matrix possible. Moreover, the trivariate density function and cdf for an arbitrary correlation matrix is also derived from our main result. Bounds on the error resulting from truncation of the infinite series are also presented. Finally, numerical results are presented to verify the accuracy of our formulation.
I. INTRODUCTION
The main impairment in wireless systems is due to fading. several statistical models have been used in the literature to describe the fading envelope of the received signal. The Rayleigh, Rician and Weibull distributions are used to characterize the envelope of the faded signals over small geographical area or short term fades. The log normal distribution is used when much wider areas are concerned. But Nakagami-m distribution proposed by Nakagami [1] is more general model which includes a variety of fading environments. Furthermore, [2] , [3] have demonstrated that Nakagami distribution is more flexible and fits more accurately to the experimental data for many physical propagation channels than the other distributions.
The joint probability density function (pdf) of N correlated Nakagami variables occurs frequently in many performance analysis problems [4] - [8] . The bivariate Nakagami density function is given in [1] . Blumenson and Miller [10] derive the joint pdf of p generalized Rayleigh variables when the underlying Gaussian variables have tridiagonal form of inverse covariance matrix. Miller in [11] derives the joint pdf of three generalized Rayleigh variables when the underlying Gaussian variables have an arbitrary covariance matrix. Karagiannidis et al have extended Blumenson and Miller's result [10] to come up with the multivariate Nakagami-m distribution function for exponentially correlated underlying Gaussian variables [12] , [13] . Green's matrix approach is used in [13] to approximate an arbitrary correlation matrix to a matrix with a tridiagonal form of inverse such that the results given in [12] can be harnessed for applications. Recently Chen and Tellambura [15] derive new infinite series for quadrivariate Rayleigh distribution for possibly the most general correlation matrix using Millers approach [16] .
This paper is organized as follows.The main derivation of quadrivariate Nakagami-m distribution is given in Section II. The cdf, chf and simplifications to existing cases are also presented. The trivariate joint pdf, cdf and chf for an arbitrary correlation matrix are presented in section III. Furthermore, the outage probability of triple branch selection combiner (SC) over correlated Nakagami channels is obtained as an application in section IV. Finally, some conclusive remarks are made in section V.
Here (·) T denotes the transpose of a matrix. Let V j = (x j1 x j2 x j3 x j4 ) T ,1 ≤ j ≤ 2m be independent four dimensional zero mean Gaussian vectors composed of the jth components of X i . The inverse correlation matrix of V j is considered here as W 4 with w 14 = 0, since it is the most general inverse covariance matrix possible. However, the solution for an arbitrary covariance matrix seems intractable. It is obvious that r i = |X i | are Nakagami-m random variables [1] . Here | · | denotes the norm of a matrix. Following [11] the joint density function of correlated 
where [19] and ψ is the angle between the two vectors X 2 and X 3 . Using the Dougall's identity for the product of two ultraspherical polynomial given in [17, eq.6.8.4 
with (·) n being the Pochchammer symbol, (2) can be written as (3) given at the bottom. The integral can be solved using [11, eq.2.2.26] to yield the quadrivariate Nakagami-m as given in (4) for all m ≥ 3/2. Here I n (·) denotes the modified Bessel function of the first kind and order n and (
To the best of our knowledge (4) is a novel result. The above result would have been impossible unless w 14 = 0 and in general it is possible to obtain results analogous to (4) if at least one of the elements w 12 , w 13 , w 14 , w 23 , w 24 , w 34 is zero. In [12] and [13] the authors make the three elements w 13 , w 14 and w 24 equal to zero simultaneously to come up with tridiagonal form of inverse covariance matrix. So it is evident that our formulation includes all those scenarios as special cases. The quadrivariate Rayleigh density derived by Chen and Tellambura [15] for the same scenario can be considered as the case when m = 1. But, their result cannot be obtained directly from (4) due to the fact that (2) does not hold for m = 1 [19] . However, the degenerated cases of (4) valid for all m ≥ 1 as shown below. Moreover, if a given covariance matrix doesn't match with the criteria mentioned above, we can use a constrained least square approach as given by [15] to find the best approximate matrix.
A. Independent Nakagami-m Distributions
It is obvious that the matrix W 4 is a diagonal matrix having {w 11 , w 22 , w 33 , w 44 } along the main diagonal if all Nakagami variables are independent. Since all off-diagonal elements are zero, using the fact that lim α→0
Therefore, we get a product of four Nakagami-m probability density functions.
B. Exponentially Correlated Nakagami-m Variables
The covariance matrix of this model is given as [4] , [12] (4) we can write the joint pdf of exponentially correlated quadrivariate Nakagami variables as
This expression exactly matches with the result given in [12, eq.3] . Substituting (4) in (6), followed by expansion of the Bessel function terms with equivalent infinite series and subsequent term by term integration assuming uniform convergence, we get the cdf as can be seen in (7) at the bottom of the page. It should be noted that κ 1 = i 1 +i 2 +m+k, κ 2 = i 1 +i 3 +i 5 +k+ m+l−n, κ 3 = i 2 +i 4 +i 5 +k +m+l−n, κ 4 = i 3 +i 4 +m+l and γ(a, x) = x 0 t a−1 exp(−t)dt is the incomplete Gamma function [19] .
The joint chf can be defined as [20] [21] .
C. Truncation Error
Let us assume that the cdf series (12) is truncated with K, L, I 1 , I 2 , I 3 , I 4 , I 5 in the variables k, l, i 1 , i 2 , i 3 , i 4 and i 5 respectively. Then the remaining terms comprise the truncation error, E T , which can be expressed using the approach given in [15] as can be seen in (9) at the bottom of the page, where ξ is given by (10) . Further simplification of (9) is a difficult . (10) This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
task. A tighter bound can be obtained with the approach due to Tan and Beaulieu [9] at the expense of more mathematical rigor.
III. TRIVARIATE DISTRIBUTION
Here we obtain the trivariate Nakagami-m density for an arbitrary correlation matrix from (4) since it is not available in the open literature. If {r 1 , r 2 , r 3 } are independent from r 4 , then we can write the quadrivariate density as a product of trivariate and a univariate density function. Equating w 24 , w 34 to zero and using (4) with l = n = 0, the trivariate Nakagami density for m ≥ 3/2 can be written as given in (11), where W 3 denotes the determinant of the inverse covariance matrix corresponding to the trivariate case. It should be noted that no restriction is imposed on the covariance matrix in this derivation. Our result is exactly equivalent to the previous result given in [11, eq.2.2.18] for trivariate generalized Rayleigh density function. The trivariate joint density for an arbitrary covariance matrix with m = 1 is given in [16] .
Following the same line of arguments as for the derivation of quadrivariate cdf and chf, we can obtain the trivariate cdf,chf as can be seen in (12) and (13), where ε 1 = p+q+m+k, ε 2 = p + r + m + k, ε 3 = q + r + m + k. Next we consider (11) with respect to the constant correlation model.
The correlation among closely placed diversity antennas may be approximated with constant correlation model [4] . The correlation matrix of this model is described by m i,j = ρ(i = j) and m i,i = 1, where − 1 2 < ρ < 1. Hence, (11) can be simplified to (14) . It should be noted that the expression for joint cdf given in [12] is not valid for the constant correlation case. The result corresponding to m = 1 is given in [15, eq.8] .
IV. APPLICATIONS

A. Outage Probability of 3-Branch SC
Outage probability is a standard and widely-used performance measure of diversity systems. It is defined as the probability that the output instantaneous SNR γ falls below a certain given threshold γ th . For independent fading, outage expressions have been fully developed (for example see [22] and references therein). This is not however true for correlated fading. Here, we use the joint tri-variate Nakagami cdf (11) to evaluate the outage probabilities of 3-branch SC in correlated fading channels. We assume that the noise components at different diversity branches are additive white Gaussian noise (AWGN) with identical power spectral density. Let γ k and γ k denote the instantaneous and the average SNR at the k-th branch (k = 1, 2, 3). In SC, the branch with the largest instantaneous SNR is selected as the output, 
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
obtain the outage probabilities as , λ 2 , λ 3 ) is the joint cdf of the branch amplitudes (11) . Note that the covariance matrix Ψ specifies the correlation (fading correlation) between three Gaussian samples. Let us consider the constant correlation model described by m ij = ρ(i = j) and m ii = 1, where − 1 2 < ρ < 1. Now, using (15) , the outage probability of three branch SC can be found . Fig 1. depicts the impact of correlation on the outage probability of three SC over correlated Nakagami-m environment for various values of m. As can be seen from the graphs, the correlation among the branches degrades the performance of SC. 
V. CONCLUSION
In this paper, we have derived new pdf and cdf for trivariate and quadrivariate Nakagami-m distributions. Miller's classical approach and Dougall's identity have been used in deriving the former results. The newly derived trivariate densities are valid for any arbitrary correlation matrix, while the quadrivariate densities are valid for the most general arbitrary class of correlation matrices as mentioned before. Furthermore, the series expressions developed for the joint distributions can be used to analyze the performance of several diversity schemes in correlated fading environments as well as the performance of transmit antenna selection in spatially correlated multipleinput multiple-output wireless systems. For brevity, we considered only one representative application namely the outage probability of the triple branch SC receiver over correlated Nakagami environment.
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