I. INTRODUCTION
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A CR system is an intelligent radio communication system that is able to sense the surrounding radio environment and analyze the sensed result. Then the radio operating parameters will be dynamically adjusted in real time on the basis of that result [3] . The drawbacks of the present spectrum allocation scheme can be resolved effecttively by the secondary utilization of spectrum resources. According to the IEEE 802.22.1 standard [4], the secondary user (SU) should detect TV and broadcast signal and idle channels within 2 seconds, which requires cognitive users to access and exit the frequency band authorized by the primary user (PU) promptly, on the premise of guaranteed high detection probability.
The existing spectrum sensing algorithms can be roughly classified into three categories: 1. Regular detecting algorithms requiring power information on signals and noise, such as the likelihood ratio test [5] and matched filtering detection [5, 6] . This kind of algorithm has the best performance of the known algorithms. However, in a real-time situation, these two types of needed information usually cannot be acquired precisely. 2. Half-blind detecting algorithms requiring power information on noise only, such as energy detection [7] , which has the merits of reduced calculation and high detection performance, whereas it can be easily influenced by noise uncertainty, and its sensing performance is closely related to the threshold as well. 3. Blind algorithms with no need for any additional information, such as the maximum-minimum eigenvalue algorithm [8] . No prior information is needed in this algorithm, yet it adopts the limit value of the maximumminimum eigenvalue to calculate the threshold beyond which it cannot follow changes in the environment, which degrades detection performance. On account of the problems with the existing algorithms, the concept of using the generalized likelihood ratio has been raised [9] . In a multi-antenna system, when there is only one PU in the space, the structural properties of the received signal can be utilized to design an algorithm. In such a case, the application environment is more realistic because only a small number of sample points are involved. This algorithm has a higher detection performance under a low signal-to-noise ratio (SNR). However, this algorithm is only appropriate for a situation with one PU, while real situations usually involve several PUs at the same time. The detection performance of this algorithm can drop off severely when several PUs exist.
So far, most eigenvalue-based spectrum sensing algorithms have been designed based on the analysis of detection performance using random matrix theory (RMT) [10] , and significant branches of RMT can be classified into asymptotic theory and non-asymptotic theory. Asymptotic theory studies the convergence property of the spectrum distribution function of the random matrix in infinite dimensional space. These concepts have now been quite thoroughly explored, and asymptotic theory has already been widely applied to all kinds of proposed eigenvalue algorithms. Meanwhile, non-asymptotic theory [11] is the latest achievement within RMT: the convergence property of the spectrum distribution function of the random matrix in finite-dimensional space. In an actual situation, the number of sampling points is usually small; thus nonasymptotic theory is more widely applicable.
Meanwhile, existing eigenvalue algorithms only use the characteristics of some particular eigenvalues, for example, the maximum eigenvalue, the minimum eigenvalue, and the ratio of the maximum and minimum eigenvalue. Other eigenvalues have not been used. Therefore, the purpose of this paper is to excavate potential uses of these neglected eigenvalues and design eigenvalue detection algorithms with joint distribution of eigenvalues, in order to improve the performance of spectrum sensing.
II. SYSTEM MODEL
A typical multi-antenna spectrum sensing scenario is as shown in Fig. 1 . In the space, the number of PUs is D and the number of SUs is K. The multi-antenna system is applied to the SUs, the receiving equipment has Nr receiving antennas, and each antenna has N sampling signals. There are two hypotheses on whether a PU's signal exists. H 0 represents the situation in which the PU does not exist, and there is only noise, while H 1 represents the situation in which both the PU and noise exist. The spectrum sensing model of a multi-antenna CR system can be described as a binary hypothesis model:  . The statistical matrix of the received signal at the SU can be expressed as follows: 
The covariance matrix of the received signal is thus
From (3) and (4),
In an actual algorithm, to approximate an observed signal with finite sampling points N, (2) can be written in the form of an Nr N  estimate covariance matrix:
With (4) recalculated,
Suppose that the eigenvalues of the sampling covariance matrix 
III. SPECTRUM-SENSING ALGORITHM
Many spectrum-sensing algorithms have been developed based on eigenvalues. Relatively speaking, the maximumminimum eigenvalue (MME) algorithm based on RMT is a classic one. In light of the drawbacks of its performance, taking the pre-difference, Lagrange's interpolation, and the double threshold method, for example, is put forward. What is undeniable is that most of the algorithms have only used the properties of some eigenvalues. The algorithms proposed in this paper were developed with the goal of finding effective detection algorithms that use the joint distribution properties of the received signal's eigenvalues. The existing algorithms and proposed algorithms can be classified as follows.
A. Based On the Limit Distribution Character of the Maximum Eigenvalue 1) Maximum-Minimum Eigenvalue
When H 0 is true, the ratio of the maximum and minimum eigenvalues is 1, and when H 1 is true, the ratio of the maximum and minimum eigenvalues is . Therefore, the ratio of the maximum eigenvalue and noise variance under the two hypotheses can be used as the detection statistic, written as follows: 
3) Generalized Likelihood Ratio Test
Under a binary hypothesis regarding the CR system, the general model of the generalized likelihood ratio can be written as follows:
In accordance with the maximum likelihood estimation, the detection statistic can be determined by 
B. Joint Distribution Based on Eigenvalues 4) Arithmetic-to-Geometric Mean
This algorithm uses the ratio of the arithmetic mean value and geometric mean value of the eigenvalues of the received signal covariance matrix as the detection statistic, which is indicated as follows: 
5) Eigenvalue Energy Summation
The eigenvalues of the received signal covariance matrix can represent the energy of the signal. We perform energy summation of the eigenvalues and extract a root to find its amplitude, written as: . This algorithm is similar to the MED algorithm, but instead of the maximum eigenvalue, the sum of the two largest eigenvalues is used. The detection statistic can then be written as follows: 
7) Eigenvalue Weight
The eigenvalues of the received signal covariance matrix reflect its projected length in the direction of the eigenvectors to some extent, which is also the energy of the signal in this direction. Thus we consider making full use of this property of the eigenvalues, taking a proportion of the energy of each signal in the received signal as a weighted value, and the weighted energy as the detection threshold: 
8) Multiple Eigenvalue Weight
For the eigenvalues of the received signal, we can conclude that 
where the left part of the inequality is the detection statistic of the EW algorithm. If the right part of the inequality is shifted to the left, and the new detection statistic is expressed as 
IV. SIMULATION RESULTS
In this paper, we suppose that the SU's receiver has 4 antennas, D-the number of PUs in the space-is smaller than 4, and the transmitting signal of the PUs is binary phase shift keyed (BPSK). Meanwhile, we assume that the channels between the PUs and the SUs are Rayleigh channels. We initialize the false alarm probability as 0.01. For the number of sampling points, we set 3 values, N=4, N=8, and N=100, and compare the performance of each algorithm with each number of sampling points. All the results are averaged over 10,000 Monte Carlo realizations. 
V. RESULTS OF ANALYSIS
From the simulation results shown in Figs. 2-4 , we can conclude the following.
When there is only one PU in the environment, as the number of sampling points N increases, the detection performance of each algorithm improves as well. The performance of EW, MED, DMED, and EES are better; GLRT, MEW, and AGM are ordinary; and MME performs the worst. Because of the existence of only one PU, eigenvalues are noise variance except for the maximum eigenvalue. The weight of the maximum eigenvalue in EW is approximately 1, and the second eigenvalue of DMED is noise variance, which can be ignored, as can be the energy of the noise component in EES. Thus the performance of these three algorithms are virtually the same as MED. MED and DMED are half-blind algorithms, since they both require noise information, while EW and EES are blind algorithms since they need no noise information and are not affected by noise. To sum up, EW is more practical in this case.
From the simulation results shown in Figs. 5-7, we can conclude the following.
When there are two PUs in the space, as the number of sampling points N increases, the detection performance of each algorithm improves as well. The performance of EW, MED, DMED, and EES are better; AGM is ordinary; and MME performs the worst. When N is 4, GLRT and MEW perform badly. The detection probability can only reach about 0.65. When N increases, the performance of these two algorithms improves.
Regardless of whether one or two PUs are in the environment, the EW algorithm has favorable detection performance under a low SNR. For instance, when the detection probability comes to 0.6 and N=4, the performance gain of the EW algorithm is 21 dB higher than that of the MME algorithm, and 9 dB higher than that of the AGM. This algorithm is suitable for a situation in which the PU's signals are unknown, the signal energy is inferior and the existence of the PUs needs to be quickly detected.
From the simulation result shown in Fig. 8 , we can conclude the following.
For the EW algorithm, as the number of sampling points N increases, the detection performance improves as well. When the detection probability is 0.6 and the number of sampling points is smaller than 10, as the detection performance increases by one decibel, the number of sampling points increases by only 2 points. When the number of sampling points is larger than 500, as the detection performance increases by a decibel, the number of sampling points increases by about 500 points, and this demand will greatly increase as the number of sampling points increases. Thus, the EW algorithm can meet the requirements consistently and effectively under the conditions in which the signal and noise information is unknown, high system detection performance is needed, and the detection has to be implemented quickly.
VI. CONCLUSION
This paper has proposed various new spectrum-sensing algorithms based on the joint distribution of the eigenvalues in a multiple-user cognitive radio environment, which make full use of the impact of the eigenvalue component during detection, acquire favorable detection performance under a low SNR, and ensure the robustness of detection with a small number of sampling points. In a study to follow, we plan to analyze the proposed algorithms theoretically on the basis of RMT.
