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An algebraic geometric model of an action of the face monoid
associated to a Kac-Moody group on its building
Claus Mokler
Abstract
The face monoid Ĝ described in [M1] acts on the integrable irreducible highest weight modules of
a symmetrizable Kac-Moody algebra. It has similar structural properties as a reductive algebraic
monoid whose unit group is a symmetrizable Kac-Moody group G. We found in [M5] two natural
extensions of the action of the Kac-Moody group G on its building Ω to actions of the face monoid
Ĝ on the building Ω. Now we give an algebraic geometric model of one of these actions of the
face monoid Ĝ on Ω, where the building Ω is obtained as a part of the F-valued points of the
spectrum of all homogeneous prime ideals of the Cartan algebra CA of the Kac-Moody group
G. We describe the the spectrum of all homogeneous prime ideals of the Cartan algebra CA and
determine its F-valued points.
Introduction
The face monoid Ĝ is an infinite-dimensional algebraic monoid. It has been obtained in [M1] by
a Tannaka reconstruction from categories determined by the integrable irreducible highest weight
representations of a symmetrizable Kac-Moody algebra. By its construction and by the involved
categories it is a very natural object. Its Zariski open dense unit group G coincides, up to a slightly
extended maximal torus, with the Kac-Moody group defined representation theoretically in [KP1].
The face monoid is a purely infinite-dimensional phenomenon, quite unexpected. In the classical
case, i.e., if one takes a split semisimple Lie algebra for the symmetrizable Kac-Moody algebra,
it coincides with a split semisimple simply connected algebraic group. Put in another way, there
seem to exist fundamentally different infinite-dimensional generalizations of a split semisimple simply
connected algebraic group.
The results obtained in [M1], [M2], [M3], and [M4] show that the face monoid Ĝ has similar
structural and algebraic geometric properties as a reductive algebraic monoid, e.g., the monoid of
(n×n)-matrices. The face monoid Ĝ is the first example of an infinite-dimensional reductive algebraic
monoid. Actually, it is particular. The investigation of the conjugacy classes in [M6] will show, that
the relation between the face monoid Ĝ and its unit group G, the Kac-Moody group, is much closer
than for a general reductive algebraic monoid.
Obviously, there is the following question: Does the face monoid Ĝ fit in some way to the building
theory of the Kac-Moody group G? In [M5] we investigated how to extend the natural action of the
Kac-Moody group G on its building Ω to actions of the face monoid Ĝ on Ω. To explain the results
obtained in [M5] note the following facts:
For the face monoid Ĝ an infinite Renner monoid Ŵ plays the same role as the Weyl group W
does for the Kac-Moody group G. For example, there are Bruhat and Birkhoff decompositions of Ĝ,
similar as for G, but the Weyl groupW replaced by the monoid Ŵ . The monoid Ŵ can be constructed
from the Weyl group W and the face lattice of the Tits cone X , where the term ”face” means a face
of the convex cone X in the sense of convex geometry. The Weyl group W is the unit group of Ŵ .
The building Ω is covered by certain subcomplexes, the apartments, which are isomorphic to the
Coxeter complex C associated to the Weyl group W . This connects the action of G on Ω and the
action of W on C.
Now let A be the standard apartment associated to a fixed BN-pair (B, N) of the Kac-Moody
group G. The group N may be obtained as normalizer N = NG(T ) of the standard torus T = B∩N ,
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and the Weyl group W identifies with N/T . If we define similarly N̂ := NĜ(T ), then the monoid Ŵ
identifies with N̂/T . Consider the following diagram:
Ω
	
⊃ A
	
∼= C
	
G
∩
⊃ N
∩
// // W
∩
Ĝ ? ⊃ N̂ // // Ŵ
Suppose it is given an action of Ŵ on C, extending the natural action of W on C. Then this action
induces uniquely an action of N̂ on A, extending the natural action of N on A. There are the following
questions:
• Does there exist an action of Ĝ on Ω, extending the natural action of G on Ω, such that the
diagram commutes?
• If such an action exists, is it uniquely determined?
• Which actions can be obtained in this way?
In Theorem 45 and Corollary 48 of [M5] we obtained the following beautiful result: There is a bijective
correspondence between:
(i) The actions of Ŵ on C, extending the natural action of W on C, satisfying certain conditions
which we do not state here.
(ii) The actions of Ĝ on Ω, extending the natural action of G on Ω.
Furthermore, the action of Ĝ on Ω is obtained by an explicit formula from the action of Ŵ on C.
There exist quite general actions of Ĝ on Ω, extending the natural action of G on Ω. Compare for
example the action of Remark 46 in [M5]. There is the following question:
• Is it possible to single out some actions of Ĝ on Ω, which extend the natural action of G on Ω
and also keep some of its properties?
The natural action of G on the building Ω satisfies:
(a) It preserves the natural order on Ω.
(b) StabG(Q) = Q for all standard parabolic subgroups Q ∈ Ω.
Now every standard parabolic subgroup Q of G extends naturally to a standard parabolic submonoid
Q̂ of Ĝ. An action of Ĝ on Ω, which extends the natural action of G on Ω, is called good if it satisfies:
(a) It preserves the natural order on Ω.
(b) StabĜ(Q) = Q̂ for all standard parabolic subgroups Q ∈ Ω.
It is open to determine all good actions. In [M5] we found two good actions of Ĝ, good action 1 and
good action 2. Both have been obtained by the correspondence mentioned above from actions of Ŵ
on C, which in turn have been found by an action of Ŵ on the facets of the Tits cone and by an action
of Ŵ on Looijenga’s modified Tits cone. However, the formulas for these actions in Corollary 50 and
Corollary 51 of [M5] are unintuitive. It is desirable to find natural models for these actions, if at all
possible.
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In this paper we give a natural algebraic geometric model of good action 1 of Ĝ. It is obtained as
follows: Let P+ be the set of dominant weights of the weight lattice P . Let L(Λ) be the irreducible
highest weight module of highest weight Λ, let L(Λ)(∗) be its restricted dual. The Cartan algebra
CA =
⊕
Λ∈P+
L(Λ)(∗)
is a P+-graded algebra over the field F of characteristic zero, whose multiplication on the graded parts
L(Λ1)
(∗) ⊗ L(Λ2)(∗) → L(Λ1 + Λ2)(∗)
is obtained dually to G-equivariant embeddings L(Λ1 + Λ2)→ L(Λ1)⊗ L(Λ2), Λ1, Λ2 ∈ P+.
The spectrum Proj (CA) of all P+-graded prime ideals, no irrelevant ideals excluded, is a locally
ringed space. It is not a scheme, but it is stratified by schemes. The building Ω, which is as a set the
union
Ω =
⋃˙
Q standard parabolic
G/Q
of all thin flag spaces, identifies with a dense part of the F-valued points Proj (CA)(F) of this spectrum,
i.e., there exists a natural injection
Ω →֒ Proj (CA)(F)
with dense image. A natural completion Ωfn of the building Ω, which is as a set the union of all thick
flag spaces, identifies with the F-valued points Proj (CA)(F) itself.
Now the face monoid Ĝ acts on every module L(Λ), Λ ∈ P+. Dually we get actions of the opposite
monoid Ĝ op on the restricted duals L(Λ)(∗), Λ ∈ P+, which fit together to an action of Ĝ op on the
Cartan algebra CA by morphisms of graded algebras. This in turn induces actions of Ĝ on Proj (CA)
and Proj (CA)(F) by morphisms. The image of Ω in Proj (CA)(F) is invariant under the action of Ĝ.
By pulling back the action of the face monoid Ĝ to the building Ω we obtain good action 1 of [M5],
Corollary 50.
This algebraic geometric model of an action of the face monoid Ĝ on the building Ω has been found
as follows. V. Kac reviews in Section 2.6 of [K2] the construction of the flag space G/B from [KP1]. It
uses the Kostant cone VΛ := G(L(Λ)Λ), the G-orbit of the highest weight space L(Λ)Λ of L(Λ), where
Λ is chosen arbitrarily from the set of strongly dominant weights P++. V. Kac suggests on page 199,
line 3 and 4, to use Proj (CA) for a definition of the flag space G/B, independent of the choice of
Λ ∈ P++. Now the author had obtained different algebraic actions of the face monoid Ĝ on the build-
ing Ω, and was looking for everything linked to algebraic geometric actions of the face monoid on flag
spaces. As shown in [M1], Proposition 5.4, the face monoid acts naturally on the Kostant cones VΛ,
Λ ∈ P+. These actions are related to an action of the face monoid Ĝ on the building Ω, which does not
preserve its natural order, the bad action of [M5]. The author tried Proj (CA), which led to this article.
A Cartan algebra can be obtained for every normal reductive algebraic monoid. Its spectrum of
homogeneous prime ideals and the action of the reductive algebraic monoid on this spectrum will be
investigated in a subsequent article.
1 Preliminaries
In this section we collect some facts about Kac-Moody algebras, minimal Kac-Moody groups, its
associated face monoids, and formal Kac-Moody groups. We assume, as in the whole article, that the
corresponding generalized Cartan matrices are symmetrizable. In particular, we recall the represen-
tation theoretic constructions of these groups and monoids. This section is also a reference for the
notation used in the article.
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The facts on Kac-Moody algebras, which we state here, can be found in [K1], [Ku], and [Mo,Pi],
most results of [K1] and [Ku] also valid for a field of characteristic zero with the same proofs. The
facts on minimal Kac-Moody groups can be found in [KP1], [KP2], [KP3], [Re´], and [Mo,Pi]. The
facts on formal Kac-Moody groups can be found in [Ku], [Re´], and [Sl], most results of [Sl] and [Ku]
also valid for a field of characteristic zero with the same proofs. The facts on face monoids can be
found in [M1] and [M5].
We denote by N = Z+, Q+, resp. R+ the sets of strictly positive numbers of Z, Q, resp. R , and
the sets N0 = Z+0 , Q
+
0 , R
+
0 contain, in addition, the zero. F is a field of characteristic 0 and F× its
group of units.
The starting data: The starting data for the construction of the Kac-Moody algebra, the
minimal and formal Kac-Moody groups and its face monoids are the following:
• A symmetrizable generalized Cartan matrixA = (aij)i,j∈I with finite index set I := {1, 2, . . . , n}.
We denote by l the rank of A.
• A simply connected minimal free root base for A consisting of:
– Dual free Z-modules H,P of rank 2n− l.
– Linear independent sets {h1, . . . , hn} ⊆ H , {α1, . . . , αn} ⊆ P , such that αi(hj) = aji ,
i, j = 1, . . . , n.
– Furthermore, there exist Λ1, . . . , Λn ∈ P such that Λi(hj) = δij , i, j = 1, . . . , n.
P is called the weight lattice, P+ := {Λ ∈ P |Λ(hi) ≥ 0 for all i ∈ I} the set of dominant weights
of P . Q := Z-span {αi| i ∈ I} is called the root lattice. Set Q±0 := Z±0 -span {αi | i ∈ I} and Q± :=
Q±0 \ {0}. The height function ht : Q→ Z is defined by ht(
∑
i∈I niαi) :=
∑
i∈I ni.
{αi| i ∈ I} is called the set of simple roots. Note: To abbreviate many formulas we often identify
this set with the index set I.
We fix a system of elements Λ1, . . . , Λn ∈ P such that Λi(hj) = δji, i, j = 1, . . . , n. We extend
to dual bases h1, . . . , . . . , h2n−l ∈ H and Λ1, . . . , Λ2n−l ∈ P . We call Λ1, . . . , Λ2n−l a system of
fundamental dominant weights of P .
Let J ⊆ I. Set AJ := (aij)i,j∈J , which is a symmetrizable generalized Cartan matrix if J is
nonempty. Set PJ := Z-span {Λi| i ∈ J} and P+J := Z+0 -span {Λi| i ∈ J}. SetQJ := Z-span {αi| i ∈ J}
and (QJ )
±
0 := Z
±
0 -span {αi| i ∈ J} and Q±J := (QJ )±0 \{0}. Furthermore, set Prest := Z-span{Λi | i =
n+ 1, . . . , 2n− l }. As always, a span of the empty set is defined to be {0}.
The linear spaces h and h∗: The lattices H and P are identified with the corresponding
sublattices of the F-linear spaces
h := hF := H ⊗Z F and h∗ = h∗F := P ⊗Z F.
We consider h∗ as the dual of h. We order the elements of h∗ by λ ≤ λ′ if and only if λ′ − λ ∈ Q+0 .
For J ⊆ I set hJ := span {hi| i ∈ J}. Set hrest := span {hi| i = n+ 1, . . . , 2n− l}. In the same
way as in §2.1 of [K1] we equip h with a non-degenerate symmetric bilinear form ( | ) adapted to the
decomposition h = hI⊕hrest. It induces a linear isomorphism ν : h→ h∗. It induces a non-degenerate
symmetric bilinear form on h∗, which is also denoted by ( | ).
The Weyl group W: The Weyl groupW =W(A) is the Coxeter group with generators σi, i ∈ I,
and relations
σ2i = 1 (i ∈ I) , (σiσj)mij = 1 (i, j ∈ I, i 6= j),
where the mij are given by:
aijaji 0 1 2 3 ≥ 4
mij 2 3 4 6 no relation between σi and σj
We denote by l : W → N0 the length function. We denote by WJ ∼=W(AJ ), J ⊆ I, the standard
parabolic subgroups of W . For J , K ⊆ I we denote by WJ the set of minimal coset representatives of
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W/WJ , by KW the set of minimal coset representatives of WK\W, and by KWJ the set of minimal
double coset representatives of WK\W/WJ .
The Tits cone X: The Weyl group W acts faithfully h∗ by
σiλ := λ− λ(hi)αi i ∈ I, λ ∈ h∗.
The lattices Q and P are left invariant by this action.
The Tits cone X is a convex W-invariant cone in h∗R obtained by
X :=WC with C := {λ ∈ h∗R|λ(hi) ≥ 0 for all i ∈ I} .
EveryW-orbit of X contains exactly one point of the (closed) standard fundamental chamber C. Now
we recall shortly:
1. AW-invariant partition of X given by the interiors of polyhedral cones, which we call the facets
of X .
2. The set Fa(X) of faces of the convex cone X in the sense of convex geometry. It is a W-space,
partially ordered by the inclusion of sets, even a complete lattice.
To 1. For J ⊆ I set
FJ := {λ ∈ h∗R|λ(hi) = 0 for i ∈ J, λ(hi) > 0 for i ∈ I \ J} ,
FJ := {λ ∈ h∗R|λ(hi) = 0 for i ∈ J, λ(hi) ≥ 0 for i ∈ I \ J} =
⋃˙
K⊇J
FK .
In particular, C = F∅. Here FJ is a polyhedral cone with relative interior FJ . Its faces in the sense of
convex geometry are FK , K ⊇ J . We call FJ resp. FJ an open resp. closed standard facet of type J .
The parabolic subgroup WJ of W is the stabilizer of any element λ ∈ FJ . It is the stabilizer of
FJ as well as of FJ as a whole.
The set {σFJ |σ ∈ W , J ⊆ I} is a W-invariant partition of X . Partially ordered by the reverse
closure relation it gives the Coxeter complex of W . We call σFJ resp. σFJ an open resp. closed facet
of type J .
To 2. For ∅ 6= Θ ⊆ I we denote by Θ0, resp. Θ∞ the set of indices which correspond to the sum
of the components of the generalized Cartan submatrix AΘ of finite, resp. non-finite type. We set
∅0 := ∅∞ := ∅. For J ⊆ I set J⊥ := { i ∈ I| aij = 0 for all j ∈ J}.
A set Θ ⊆ I such that Θ = Θ∞ is called special. If Θ is a special set then
R(Θ) :=WΘ⊥FΘ = {λ ∈ X |λ(hi) = 0 for all i ∈ Θ}
is a face of X with relative interior
ri (R(Θ)) =WΘ⊥
⋃
J⊆Θ⊥ , J=J0
FΘ∪J .
The W-stabilizers of R(Θ), pointwise and as a whole, are
ZW(R(Θ)) =WΘ and NW(R(Θ)) =WΘ∪Θ⊥ .
It is {R(Θ)|Θ special } = {R ∈ Fa(X)| ri(R) ∩ C 6= ∅}. Furthermore,
Fa(X) =
⋃˙
Θ special
{σR(Θ)|σ ∈ W} .
The special set Θ is called the type of the face σR(Θ), σ ∈ W .
Let σ, σ′ ∈ W , Θ,Θ′ be special. Then
σ′R(Θ′) ⊆ σR(Θ) ⇐⇒ Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′ .
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Different faces of X of the same type are not comparable by ⊆.
A well defined function red : W → I is obtained as follows: Set red (1) := ∅. If σ ∈ W \ {1} and
σi1 · · ·σik is a reduced expression for σ set red (σ) := {i1, . . . , ik} ⊆ I.
The lattice intersection, which coincides with the set theoretical intersection, and the lattice join of
two arbitrary faces can be reduced easily by the formulas for the stabilizers to the following formulas:
Let τ ∈ Θ1∪Θ⊥1 WΘ2∪Θ⊥2 , Θ1,Θ2 be special. Then
R(Θ1) ∩ τR(Θ2) = R(Θ1 ∪Θ2 ∪ red (τ)),
R(Θ1) ∨ τR(Θ2) = R((Θ1 ∩ τΘ2)∞).
The Kac-Moody algebra g: The Kac-Moody algebra g = g(A) associated to the symmetrizable
generalized Cartan matrix A over F is the Lie algebra over F generated by the abelian Lie algebra h,
and the elements ei, fi, (i ∈ I), with the following relations, which hold for any i, j ∈ I, h ∈ h:
[ei, fj ] = δijhi , [h, ei] = αi(h)ei , [h, fi] = −αi(h)fi ,
(ad ei)
1−aij ej = (ad fi)
1−aij fj = 0 (i 6= j) .
The abelian Lie algebra h and the elements ei, fi, (i ∈ I), identify with their images in g.
There is the root space decomposition
g =
⊕
α∈h∗
gα where gα := {x ∈ g| [h, x] = α(h)x for all h ∈ h} .
In particular, g0 = h, gαi = Fei, and g−αi = Ffi, i ∈ I. The set of roots ∆ := {α ∈ h∗ \ {0}|gα 6= 0}
satisfies ∆ ⊆ Q, ∆ = −∆, and it is invariant under the Weyl group. ∆re := W {αi| i ∈ I} is the set
of real roots. ∆im := ∆ \ ∆re is the set of imaginary roots. Every root space gα, α ∈ ∆, is finite
dimensional.
∆, ∆re, and ∆im decompose into the disjoint union of the sets of positive and negative roots
∆± := ∆ ∩ Q±, ∆re± := ∆re ∩ Q±, ∆im± := ∆im ∩ Q±. There is the corresponding triangular
decomposition
g = n− ⊕ h⊕ n+ where n± :=
⊕
α∈∆±
gα .
For every α ∈ ∆re the subalgebra gα ⊕ [gα,g−α]⊕ g−α of g is isomorphic to sl(2,F).
The non-degenerate symmetric bilinear form ( | ) on h extends uniquely to a non-degenerate
symmetric invariant bilinear form ( | ) on g. For α, β ∈ ∆∪{0} such that α+β 6= 0 it is (gα|gβ) = 0.
The restriction ( | ) : gα×g−α → F is nondegenerate and [x, y] = (x|y)ν−1(α) for all x ∈ gα, y ∈ g−α,
α ∈ ∆.
Let J ⊆ I. Set
gJ := hJ ⊕
⊕
α∈∆J
gα = n
−
J ⊕ hJ ⊕ n+J where n±J :=
⊕
α∈∆±J
gα
and ∆J := ∆ ∩ QJ , ∆±J := ∆± ∩ QJ . Then gJ ∼= g(AJ )′ for J 6= ∅. In particular, gI is the derived
Lie algebra of g.
An ideal of n± is obtained by
(n±)J :=
⊕
α∈(∆±)J
gα with (∆
±)J := ∆± \∆±J .
The (minimal) Kac-Moody group G: A g-module V is called integrable if V is h-diagonalizable
with set of weights P (V ) ⊆ P and the elements of gα act locally nilpotent on V for all α ∈ ∆re.
Examples of integrable representations are the adjoint representation g, the irreducible highest weight
representations L(Λ) with highest weights Λ ∈ P+, and the irreducible lowest weight representations
L(Λ)(∗) with lowest weights −Λ ∈ −P+.
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Let I be the category whose objects are the integrable g-modules and whose morphisms are
the morphisms of g-modules. This category generalizes the category of locally finite dimensional
representations of a semisimple Lie algebra.
Let Nat(I) be the set of natural transformations of the forgetful functor from the category I into
the category of F-linear spaces. Explicitly, Nat(I) consists of the families of linear maps
m = (mV ∈ End(V ) )V obj. of I ,
such that for all objects V , W , and all morphisms φ : V →W of I the diagram
V
φ

mV
// V
φ

W
mW
// W
commutes. Nat(I) gets in the obvious way the structure of an associative F-algebra with unit. In
particular, there are the following elements of Nat(I):
(1) For every h ∈ H , s ∈ F× there exists th(s) ∈ Nat(I), such that for every object V of I it holds
th(s)vλ = s
λ(h)vλ , vλ ∈ Vλ , λ ∈ P (V ).
(2) For every x ∈ gα, α ∈ ∆re, there exists exp(x) ∈ Nat(I), such that for every object V of I it
holds
exp(x)v =
∑
k∈N0
xkv
k!
, v ∈ V.
The minimal Kac-Moody group G, which we call Kac-Moody group for short, is the submonoid
of Nat(I) generated by the elements of (1) and (2). Its elements are compatible with ⊕, ⊗, act
as identity on the trivial representation, and induce dual maps on the integrable duals, i.e., on the
biggest integrable submodules of the full duals. The Kac-Moody group G has the following important
structural properties:
A root group data system (T, (Uα)α∈∆re) of G is obtained as follows: The elements of (1) induce
an embedding of the torus H ⊗Z F× = Hom((P,+), (F×, ·)) into G, whose image is T . For every
α ∈ ∆re the elements of (2) induce an embedding of (gα,+) into G, whose image is the root group
Uα.
The normalizer N := NG(T ) is generated by T and the elements ni := exp(ei)exp(−fi)exp(ei),
i ∈ I. An isomorphism κ : W → N/T is induced by κ(σi) := niT , i ∈ I.
We denote by ˜ :W → N the cross section of the canonical map from N to W defined by 1˜ = 1,
σ˜i = ni, i ∈ I, and σ˜τ = σ˜τ˜ if l(στ) = l(σ) + l(τ), σ, τ ∈ W .
We denote an arbitrary element n ∈ N with κ−1(nT ) = σ ∈ W by nσ. The set of weights P (V )
of an integrable g-module V is W-invariant and nσVλ = Vσλ, λ ∈ P (V ), σ ∈ W .
Let U± be the subgroups of G generated by Uα, α ∈ ∆±re. Then U± are normalized by T . The
pairs (B± := T ⋉U±, N) are twin BN-pairs of G with the property B+ ∩B− = B± ∩N = T . There
are the Bruhat and Birkhoff decompositions
G =
⋃˙
σ∈N
U ǫnU δ =
⋃˙
σ∈W
BǫσBδ , ǫ, δ ∈ {+ , −}.
There are also Levi decompositions of the standard parabolic subgroups P±J , J ⊆ I, and of U±:
P±J = L
±
J ⋉ (U
±)J and U± = U±J ⋉ (U
±)J .
Here U±J is the group generated by Uα, α ∈ (∆±J )re := ∆±J ∩ ∆re. (U±)J is the smallest normal
subgroup of U± containing Uα, α ∈ (∆±)Jre := (∆±)J ∩ ∆re. This group equals
⋂
σ∈WJ σU±σ−1.
Furthermore, L±J := U
±
J (TWJ )U±J .
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For J ⊆ I let GJ be the subgroup of G generated by Uα, α ∈ (∆J )re := ∆J ∩∆re. Then G∅ = {1}
and GJ ∼= G(AJ )′ for J 6= ∅. The torus TJ := GJ ∩ T is generated by the subtori thi(F×), i ∈ J . The
group NJ := GJ ∩N is generated by TJ and the elements ni, i ∈ J .
In particular, GI is the derived group of G, which identifies with the Kac-Moody group as defined
in [KP1]. It is G = GI ⋊ Trest, where Trest is the subtorus of T generated by the subtori thi(F×),
i = n+ 1, . . . , 2n− l.
The adjoint action ad of the Kac-Moody algebra g on itself is integrable. Therefore, the Kac-
Moody group G acts on g. This action is called the adjoint action Ad of G.
Some stabilizers: Let J ⊆ I and Λ ∈ P+ ∩ FJ . Then
Ng(L(Λ)Λ) := {x ∈ g|xL(Λ)Λ ⊆ L(Λ)Λ} = n−J ⊕ h⊕ n .
Furthermore, let T J be the subtorus of T generated by thi(F×), i ∈ {1, 2, . . . , 2n− l} \ J . Set
YΛ :=
{ ∏
i=1, ..., 2n−l, i/∈J
ti(si) ∈ T
∣∣∣ ∏
i=1, ..., 2n−l, i/∈J
(si)
Λ(hi) = 1
}
⊆ T J .
Then
NG(L(Λ)Λ) := {g ∈ G| gL(Λ)Λ = L(Λ)Λ} = PJ = UJGJT J = UNJT JU ,
ZG(L(Λ)Λ) := {g ∈ G| gv = v for all v ∈ L(Λ)Λ} = UJGJYΛ = UNJYΛU .
The face monoid Ĝ associated to the Kac-Moody group G: The category Op is defined as
follows: Its objects are the g-modules V , which have the properties:
1. V is h-diagonalizable with finite dimensional weight spaces.
2. There exist finitely many elements λ1, . . . , λm ∈ h∗, such that the set of weights P (V ) of V is
contained in the union
⋃m
1=1 {λ ∈ h∗|λ ≤ λi}.
The morphisms of Op are the morphisms of g-modules.
Let Opint the full subcategory of the category Op, whose objects are integrable modules. This
category generalizes the category of finite dimensional representations of a semisimple Lie algebra,
keeping the complete reducibility theorem: Every object of Opint is isomorphic to a direct sum of
the integrable irreducible highest weight modules L(Λ), Λ ∈ P+. Denote the set of weights of L(Λ)
by P (Λ), Λ ∈ P+. The set of weights of every object of Opint is contained in X ∩ P because of⋃
Λ∈P+ P (Λ) = X ∩ P .
Let V be an object ofOpint and V =
⊕
λ∈P (V ) Vλ its weight space decomposition. We may associate
two F-linear duals, the restricted dual V (∗) and the full dual V ∗ as follows
V (∗) :=
⊕
λ∈P (V )
V ∗λ ⊆ V ∗ =
∏
λ∈P (V )
V ∗λ .
Let Nat(Opint) be the set of natural transformations of the forgetful functor from the category Opint
into the category of F-linear spaces. In particular, there are the following elements of the F-algebra
Nat(Opint):
(1) For every h ∈ H , s ∈ F× there exists th(s) ∈ Nat(Opint), such that for every object V of Opint
it holds
th(s)vλ = s
λ(h)vλ , vλ ∈ Vλ , λ ∈ P (V ).
(2) For every x ∈ gα, α ∈ ∆re, there exists exp(x) ∈ Nat(Opint), such that for every object V of
Opint it holds
exp(x)v =
∑
k∈N0
xkv
k!
, v ∈ V.
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(3) For every R ∈ Fa(X) there exists e(R) ∈ Nat(Opint), such that for every object V of Opint it
holds
e(R)vλ =
{
vλ if λ ∈ R
0 if λ ∈ X \R , vλ ∈ Vλ , λ ∈ P (V ).
The face monoid Ĝ is the submonoid of Nat(Opint) generated by the elements of (1), (2), and (3).
It is a Tannaka monoid: It is the biggest part of Nat(Opint), whose elements are compatible with ⊕,
⊗, act as identity on the trivial representation, and induce dual maps on the restricted duals.
The unit group of Ĝ is generated by the elements of (1) and (2). It is isomorphic to the Kac-Moody
group G in the obvious way, and for simplicity of notation we identify it with G.
Let Θ be special. There are the following decompositions of certain parabolic subgroups of G:
PΘ∪Θ⊥ =
(
GΘ⊥ ⋊ TΘ∪Θ
⊥
)
⋉
(
GΘ ⋉ UΘ∪Θ
⊥
)
.
P−
Θ∪Θ⊥
=
(
(U−)Θ∪Θ
⊥
⋊GΘ
)
⋊
(
GΘ⊥ ⋊ TΘ∪Θ
⊥
)
.
The projections belonging to these semidirect products are denoted by p±Θ : P
±
Θ∪Θ⊥
→ GΘ⊥⋊TΘ∪Θ⊥.
Now the monoid Ĝ may be described algebraically as follows: It is
Ĝ =
⋃˙
Θ special
Ge(R(Θ))G.
Let g1, g2, h1, h2 ∈ G, let Θ1, Θ2 be special. It holds g1e(R(Θ1))h1 = g2e(R(Θ2))h2 if and only if
Θ2 = Θ1 and
(g2)
−1g1 ∈ PΘ1∪Θ⊥1 , h2(h1)
−1 ∈ P−
Θ1∪Θ⊥1
with pΘ1((g2)
−1g1) = p
−
Θ1
(h2(h1)
−1).
To describe the multiplication of g1e(R(Θ1))h1 and g2e(R(Θ2))h2 write h1g2 = a1σ˜a2 with a1 ∈
P−
Θ1∪Θ⊥1
, a2 ∈ PΘ2∪Θ⊥2 , and σ ∈ Θ1∪Θ
⊥
1 WΘ2∪Θ⊥2 . Then
g1e(R(Θ1))h1 g2e(R(Θ2))h2 = g1p
−
Θ1
(a1) e(R(Θ1 ∪Θ2 ∪ red (σ)) ) pΘ2(a2)h2.
The monoid N̂ := NĜ(T ) := { gˆ ∈ Ĝ | gˆT = T gˆ } is generated by N and {e(R)|R ∈ Fa(X)}.
There are the Bruhat and Birkhoff decompositions
Ĝ =
⋃˙
n̂∈ N̂
U ǫn̂U δ =
⋃˙
ŵ∈ N̂/T
BǫŵBδ , ǫ, δ ∈ {+ , −}.
The Weyl group W acts on the monoid ( Fa(X) , ∩ ). The semidirect product W ⋉Fa(X) consists
of the set W × Fa(X) on which the structure of a monoid is given by
(σ,R) · (τ, S) := (στ, τ−1R ∩ S).
A congruence relation on W ⋉ Fa(X) is obtained by
(σ,R) ∼ (σ′, R′) :⇐⇒ R = R′ and σ−1σ′ ∈ ZW(R) .
We denote the congruence class of (σ,R) by σε(R). Now the monoid N̂/T is isomorphic to the monoid
Ŵ := (W ⋉ Fa(X))/ ∼, which we call the face monoid associated to W , by
κ : Ŵ → N̂/T
σε(R) 7→ σ˜e(R)T .
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The Weyl group W is the unit group of Ŵ. There are standard parabolic submonoids ŴJ ∼=
Ŵ(AJ ), J ⊆ I, of Ŵ . These give the standard parabolic submonoids P̂ J := B ŴJB, J ⊆ I, of Ĝ.
The formal Kac-Moody group Gfn: The Lie bracket of g extends in the obvious way to a Lie
bracket of
gfn := n
−
f ⊕ h⊕ n with n−f :=
∏
α∈∆−
gα .
This Lie algebra is called the formal Kac-Moody algebra. The Lie subalgebra n−f is a pronilpotent Lie
algebra with (non-complete) defining system of ideals n−f (k) :=
∏
α∈∆−,−ht(α)≥k+1 gα, k ∈ N0.
Define the category On similarly as the category Op , but replace ≤ by ≥ in the second condition.
Let Onint the full subcategory of the category On, whose objects are integrable modules. This category
generalizes the category of finite dimensional representations of a semisimple Lie algebra, keeping the
complete reducibility theorem: Every object of Onint is isomorphic to a direct sum of the integrable
irreducible lowest weight modules L(Λ)(∗) of lowest weights −Λ ∈ −P+.
For every object V of Onint the action of the Kac-Moody algebra g on V extends in the obvious
way to an action of the formal Kac-Moody algebra gfn on V .
Let Nat(Onint) be the set of natural transformations of the forgetful functor from the category Onint
into the category of F-linear spaces. In particular, there are the following elements of the F-algebra
Nat(Onint):
(1) For every h ∈ H , s ∈ F× there exists th(s) ∈ Nat(Onint), such that for every object V of Onint
it holds
th(s)vλ = s
λ(h)vλ , vλ ∈ Vλ , λ ∈ P (V ).
(2) For every x ∈ n−f ∪
⋃
α∈∆+re
gα there exists exp(x) ∈ Nat(Onint), such that for every object V
of Onint it holds
exp(x)v =
∑
k∈N0
xkv
k!
, v ∈ V.
The formal Kac-Moody group Gfn is the submonoid of Nat(Onint) generated by the elements of
(1) and (2). Its elements are compatible with ⊕, ⊗, act as identity on the trivial representation,
and induce dual maps now on the full duals. The formal Kac-Moody group Gfn has the following
important structural properties:
U−f := exp(n
−
f ) is a subgroup of Gfn. As a group U
−
f is the prounipotent group with pronilpotent
Lie algebra n−f and exponential map exp : n
−
f → U−f .
Now certain subsets of ∆− induce prounipotent subgroups and prounipotent normal subgroups
of U−f . Certain decompositions induce multiplicative decompositions of U
−
f and of prounipotent
subgoups of U−f . In this article we use many times: For J ⊆ I the decomposition ∆− = ∆−J ∪˙ (∆−)J
induces the semidirect decomposition
n−f = (n
−
f )J ⋉ (n
−
f )
J with (n−f )J :=
∏
α∈∆−J
gα and (n
−
f )
J :=
∏
α∈(∆−)J
gα ,
which in turn induces the semidirect decomposition
U−f = (U
−
f )J ⋉ (U
−
f )
J with (U−f )J := exp((n
−
f )J ) and (U
−
f )
J := exp((n−f )
J ) .
The formal Kac-Moody group Gfn contains in the obvious way a subgroup isomorphic the Kac-
Moody group G, and for simplicity of notation we identify it with G.
It is Gfn = U
−
f G = GU
−
f . Furthermore, Gfn = G if and only if U
−
f = U
− if and only if the
generalized Cartan matrix A contains only components of finite type.
U−f is normalized by T and (B
−
f := TU
−
f , N) is a BN-pair ofGfn with B
−
f ∩N = T . More generally,
Gfn, U
−
f , U , N , T , {σi ∈ W ∼= N/T | i ∈ I} is a refined Tits system. (To adapt the notation used
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for refined Tits systems in [KP3], Section 2, or in [Ku], Section 5.2 to our situation, the groups U+
and U− in the axioms have to be interchanged.) In particular, there are the Bruhat and Birkhoff
decompositions
Gfn =
⋃˙
σ∈W
B−f σB
−
f =
⋃˙
σ∈W
BǫσB−f =
⋃˙
σ∈W
B−f σB
ǫ , ǫ ∈ {+ , −}.
There are Levi decompositions of the standard parabolic subgroups
(P−fn)J = (Lfn)J ⋉ (U
−
f )
J
with (Lfn)J = (U
−
f )J (WJT )(U−f )J = (U−f )JLJ = LJ(U−f )J , J ⊆ I.
For J ⊆ I let (Gfn)J be the subgroup of Gfn generated by (U−f )J and Uα, α ∈ (∆+J )re. Then
(Gfn)∅ = {1} and (Gfn)J ∼= Gfn(AJ )′ for J 6= ∅.
The formal Kac-Moody group Gfn acts on the formal Kac-Moody algebra gfn by the adjoint
action Ad. On the generators (1) and (2) of Gfn it is given as follows. For h ∈ H and s ∈ F× it is
Ad(th(s))y =
∑
α∈∆∪{0}
sα(h)yα where y =
∑
α∈∆∪{0}
yα ∈ gfn.
For x ∈ n−f ∪
⋃
α∈∆+re
gα it is
Ad(exp(x))y = exp(ad(x))y =
∑
k∈N0
1
k!
(ad(x))ky where y ∈ gfn.
This action extends the adjoint action Ad of G on g.
It is important to note the following: If V is a g-module contained in Opint, then the restricted
dual g-module V (∗) is contained in Onint. The Kac-Moody group G acts on V and V (∗) dually. The
formal Kac-Moody group Gfn only acts on
Vf :=
∏
λ∈P (V )
Vλ =
∏
λ∈P (V )
(V ∗λ )
∗ = (V (∗))∗
and V (∗) dually, where Vλ has been identified canonically with (V
∗
λ )
∗, λ ∈ P (V ). The Gfn-module Vf
extends the G-module V . The linear subspace V of Vf is G-invariant, but in general not Gfn-invariant.
Note also: In the literature it is more common to consider the formal Kac-Moody algebra
gfp := n
− ⊕ h⊕ nf with nf :=
∏
α∈∆+
gα .
For every object V of Opint the action of the Kac-Moody algebra g on V extends to an action of the
formal Kac-Moody algebra gfp on V . Now the formal Kac-Moody group Gfp is the submonoid of
Nat(Opint) generated by the elements given in (1) and (2):
(1) For every h ∈ H , s ∈ F× there exists th(s) ∈ Nat(Opint), such that for every object V of Opint
it holds
th(s)vλ = s
λ(h)vλ , vλ ∈ Vλ , λ ∈ P (V ).
(2) For every x ∈ nf ∪
⋃
α∈∆−re
gα there exists exp(x) ∈ Nat(Opint), such that for every object V
of Opint it holds
exp(x)v =
∑
k∈N0
xkv
k!
, v ∈ V.
The formal Kac-Moody group Gfp now contains the prounipotent group Uf = exp(nf ).
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The group Gfp identifies with the Kac-Moody group of Kapitel 5 in [Sl] for a simply connected
minimal free realization. It identifies with the Kac-Moody group of Section 6 in [Ku]. In [Sl], [Ku] the
field is assumed to be C, but it works in the same way over a field F of characteristic 0. The results
for Gfn stated above can be proved similarly as the corresponding results for Gfp.
The coordinate ring of the face monoid Ĝ and its restriction to the (minimal) Kac-
Moody group G: The Kac Moody group G acts by its definition on every g-module V contained in
Opint and on its restricted dual V (∗). We now change this action of G on V (∗) to an action of Gop on
V (∗) by concatenation the corresponding representation of G with the inverse map. For a g-module
V contained in Opint, for v ∈ V and φ ∈ V (∗) the map
φ( · v) : G → F
g 7→ φ(gv)
is called the matrix coefficient of φ and v on G.
The coordinate ring F [G] of the Kac-Moody group G is the set of matrix coefficients obtained
in this way by the modules contained in Opint and their restricted duals. It is a F-algebra on which
Gop ×G acts.
As explained above, G = GI ⋊ Trest. Here, the derived group GI of G identifies with the Kac-
Moody group of [KP1] and Trest is a certain subtorus of T . The multiplication mapm : GI×Trest → G
induces an isomorphism m∗ : F [G] → F [GI ] ⊗ F [Trest]. The restriction F [GI ] := F [G] |GI coincides
with the algebra of strongly regular functions of [KP2]. The restriction F [Trest] := F [G] |Trest is the
classical coordinate ring of the torus Trest, which identifies with the group algebra F [Prest] of the
lattice Prest.
V. Kac and D. Peterson showed in Theorem 1 of [KP2] a Peter-Weyl theorem for F [GI ] . They
showed in Corollary 2.2 and Remark 2.1 of [KP2] a Borel-Weil theorem for F[GI ]U . It is easy to
transcribe these theorems to theorems for F [G] and F[G]U . (Use in addition: PI identifies with the
weight lattice of [KP2]. It is P = PI ⊕ Prest and P+ = P+I ⊕ Prest. The modules L(N), N ∈ Prest,
are one-dimensional. In particular, L(Λ) ⊗ L(N) = L(Λ + N) for all Λ ∈ P+ and N ∈ Prest.) Also
the proofs of these theorems could be easily adapted to obtain the following theorems.
The Peter-Weyl theorem: A Gop ×G-equivariant bijective linear map
PW :
⊕
Λ∈P+
L(Λ)(∗) ⊗ L(Λ)→ F [G]
is given by PW (φ⊗ v) := φ( · v) for all φ ∈ L(Λ)(∗), v ∈ L(Λ), Λ ∈ P+.
The Borel-Weil theorem: Denote by F[G]U the functions of F [G] which take constant values on
the elements of every coset gU , g ∈ G. Choose a highest weight vector vΛ ∈ L(Λ)Λ for every Λ ∈ P+.
A Gop-equivariant linear bijective map
BW :
⊕
Λ∈P+
L(Λ)(∗) → F[G]U
is given by BW (φ) := φ( · vΛ) for all φ ∈ L(Λ)(∗), Λ ∈ P+. Pulling back the algebra structure of F[G]U
by BW gives the Cartan algebra structure on
⊕
Λ∈P+ L(Λ)
(∗), which will be explained in subsection
3.1.
Note also that the coordinate ring F [G], and therefore also F[G]U , is an integral domain. This
follows with Theorem 2.1 of [KP2], or could be shown directly.
Similarly as above we may define matrix coefficients for the face monoid Ĝ, and the algebra of
matrix coefficients F [Ĝ], on which Ĝ op × Ĝ acts. By definition, F [G] = F [Ĝ] |G. It has been shown
in [M1] that the Kac-Moody group G is the Zariski open dense unit group of the face monoid Ĝ. In
particular, the coordinate ring F [G] is isomorphic to the coordinate ring F [Ĝ] by the restriction map.
The Peter-Weyl theorem and Borel-Weil theorem of above give corresponding theorems for F [Ĝ]
and F[Ĝ]U , the Gop ×G and Gop actions now extended to Ĝ op × Ĝ and Ĝ op actions, but we do not
need it in the article.
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Note that this is a reinterpretation of the coordinate rings used in [KP2], [Kas], and in subsequent
articles of other authors. These coordinate rings should be considered as the coordinate rings of
face monoids ĜI , Ĝ. Classically, i.e., if the generalized Cartan matrix has only components of finite
type, it is Ĝ = ĜI = G. This explains why the face monoid Ĝ may turn up in algebraic geometric
constructions, where classically only the group G is involved.
Some remarks to the use of opposite monoids: Let M be a monoid. The opposite monoid
(Mop, ·op) is defined as follows: It is Mop :=M as a set, and
m1 ·op m2 := m2m1 where m1, m2 ∈M.
Now let V be a linear space. If M acts by  linearly from the right on V , then this corresponds by
m ′ v := v m where m ∈M, v ∈ V,
to a linear (left) action ′ of the opposite monoid Mop. It corresponds by
π(m)v := v m where m ∈M, v ∈ V,
to a monoid anti-homomorphism π : M → End(V ), resp. to a representation (monoid homomor-
phism) π :Mop → End(V ).
In the article we need to work with such maps π. We speak about actions of Mop on V / Mop
acts on V / representations of Mop on V . In proofs we work with the monoid anti-homomorphisms
π :M → End(V ), which keeps our notation simple.
2 Projective spectra of graded algebras
In this section we briefly work out the theory of spectra of homogeneous prime ideals of graded
algebras as far as we will need it in the article. We call such spectra projective spectra for short.
Proofs which are similar to the nongraded or the N0-graded case are omitted. These cases can be
found in Chapter II, Section 1 - 3 of [Ha], and in detail in Chapter 2 of [Li].
To explain the difference to the projective spectra considered in algebraic geometry let A =⊕
n∈N0 An be an N0-graded F-algebra such that F 1 ⊆ A0. For simplicity assume equality. Denote by
Proj (A) all N0-homogeneous prime ideals of A and by m :=
⊕
n∈NAn the irrelevant ideal. Then
Proj (A) = Proj (A) \ {m} ∪˙ {m}.
Suppose that Proj (A) \ {m} 6= ∅. Then Proj (A) \ {m} can be made into a projective scheme as for
example explained in [Ha], Chapter II, Section 2. However, it is only an open dense part of Proj (A).
Its boundary is given by the closed point m.
The example investigated in the following sections 3 and 4 is the projective spectrum Proj (CA) of
the P+-graded Cartan algebra CA associated to a symmetrizable Kac-Moody groupG. The projective
spectrum Proj (CA) is a locally ringed space. There is an open dense part of Proj (CA) which is a
scheme, but now also its boundary is interesting. Actually, Proj (CA) is stratified by schemes. The
algebraic geometric action of the face monoid Ĝ on Proj (CA), which we will obtain naturally, does
not respect the strata but the closures of the strata. The existence of such an action is not at all
obvious if we would only consider the union of these strata.
In the introduction and in sections 1, 3, 4, and 5 the field F is of characteristic 0. However in this
section the field F may be of arbitrary characteristic.
2.1 Projective spectra and their F-valued points as topological spaces
In this article a M-graded F-algebra A, or graded algebra A for short, consists of the following:
(a) A commutative monoid (M, +) with the cancellation property, i.e.,
Λ1 +N = Λ2 +N ⇒ Λ1 = Λ2
for all Λ1, Λ2, N ∈M.
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(b) As a consequence of (a), the commutative monoidM embeds into a commutative groupM−M,
minimal over M. We require M−M to be torsion-free.
(c) A commutative, associative, F-linear algebra A with unit 1. Furthermore, a F-linear decompo-
sition
A =
⊕
Λ∈M
AΛ such that F 1 ⊆ A0 and AΛ ·AN ⊆ AΛ+N for all Λ, N ∈ M.
For the M-graded algebras considered in sections 3 and 4 the commutative group M−M is
isomorphic to some Zm, m ∈ N0.
Let A be a M-graded algebra. The projective spectrum of A (as a topological space) consists of
the set
Proj (A) := {M-homogeneous prime ideals of A}
equipped with the Zariski topology, whose closed sets are obtained by
V(I) := {Q ∈ Proj (A)|Q ⊇ I} , I a M-homogeneous ideal of A.
Fix a point Q ∈ Proj (A). Since Q is a M-homogeneous prime ideal it has the decomposition
Q =
⊕
Λ∈M
QΛ with QΛ := Q ∩ AΛ,
and A \ Q is a multiplicatively closed subset of A. Also the set ⋃Λ∈MAΛ \ QΛ of homogeneous
elements of A \Q is a multiplicatively closed subset of A. Now
A(Q) :=
{ a
b
∣∣∣ a ∈ AΛ, b ∈ AΛ \QΛ, Λ ∈ M such that AΛ \QΛ 6= ∅} ⊆ ( ⋃
Λ∈M
AΛ \QΛ
)−1
A,
which is the zero-homogeneous part of the graded algebra
(⋃
Λ∈M AΛ \QΛ
)−1
A, is a commutative,
associative, unital, local, F-linear algebra with maximal ideal
m(Q) :=
{ a
b
∣∣∣ a ∈ QΛ, b ∈ AΛ \QΛ, Λ ∈M such that AΛ \QΛ 6= ∅} .
We define the residue field of Q to be
F(Q) := A(Q)/m(Q).
We identify the field F with the corresponding subfield of F(Q).
We call Q ∈ Proj (A) an F-valued point of the projective spectrum Proj (A) if F(Q) = F. We set
Proj (A)(F) :=
{
Q ∈ Proj (A)|F(Q) = F
}
.
The following characterization will be useful to determine F-valued points.
Theorem 2.1 Let Q ∈ Proj (A). The following are equivalent:
(i) Q ∈ Proj (A)(F).
(ii) dim (AΛ/QΛ) ≤ 1 for all Λ ∈M.
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Proof: For every Λ ∈ M we choose a linear complement RΛ of QΛ in AΛ, i.e., AΛ = QΛ ⊕RΛ. We
first show
F(Q) =
{ r
s
+m(Q)
∣∣∣ r ∈ RΛ, s ∈ RΛ \ {0}, Λ ∈M such that RΛ 6= {0}} . (1)
Obviously, the inclusion ”⊇” holds. Now let ab +m(Q) ∈ F(Q) where a ∈ AΛ, b ∈ AΛ \QΛ and Λ ∈ M
such that AΛ \QΛ 6= ∅. Decompose
a = qa + r with qa ∈ QΛ, r ∈ RΛ,
b = qb + s with qb ∈ QΛ, s ∈ RΛ \ {0}.
We find
a
b
− r
s
=
as− rb
bs
=
qas− rqb
bs
∈ m(Q),
because of qas, rqb ∈ QΛ ·RΛ ⊆ Q2Λ and bs ∈ (AΛ \QΛ) · (AΛ \QΛ) ⊆ A2Λ \Q2Λ.
Now suppose that (ii) holds. Let Λ ∈ M such that RΛ 6= {0}. If r ∈ RΛ, s ∈ RΛ \ {0} then r = µs
for some µ ∈ F. Hence rs = µ 11 . Now (i) follows from (1).
Suppose that (i) holds. Let Λ ∈ M such that RΛ 6= {0}. Choose s ∈ RΛ \ {0}. By (1) we find
that for every r ∈ RΛ there exists some µ ∈ F such that
r
s
− µ1
1
=
r − µs
s
∈ m(Q) .
Therefore, there exist a ∈ QN , b ∈ AN \QN , N ∈ M such that
r − µs
s
=
a
b
.
It follows that there exists c ∈ AM \QM , M ∈M such that
(r − µs)bc = asc . (2)
Since a ∈ Q the right hand side of (2) is contained in Q. Assume that r − µs 6= 0. Since
r − µs ∈ RΛ \ {0} ⊆ A \ Q and b, c ∈ A \ Q, the left hand side of (2) is contained in A \ Q,
which is not possible. It remains r = µs. Therefore, (ii) holds. 
For a subset S ⊆ Proj (A) we define
S(F) := S ∩ Proj (A)(F).
We equip Proj (A)(F) with its relative topology as a subset of Proj (A). We denote the relative closure
of Z ⊆ Proj (A)(F) by Z pts. Trivially, Z pts = Z(F).
Now we adapt some results from the theory of group rings, which for example can be found in
Chapter 2, §6 of [La], to monoid rings. The next corollary follows from a remark in the middle of
page 90 of [La], and from Theorems 6.29 and 6.31 of [La].
Corollary 2.2 Let M be a commutative monoid. The following are equivalent:
(i) The cancellation property holds in M, and M−M is torsion-free.
(ii) There exists a total order ≤ on M such that
Λ1 < Λ2 ⇒ Λ1 +N < Λ2 +N.
for all Λ1, Λ2, N ∈ M.
(iii) For every integral domain R the monoid ring R [M] is an integral domain.
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(iv) There exists an integral domain R such that the monoid ring R [M] is an integral domain.
Proof: The proof of the direction ”(ii) ⇒ (iii)” is completely similar to the proof of Theorem 6.29 of
[La]. The direction ”(iii) ⇒ (iv)” is trivial.
To ”(iv) ⇒ (i)”: Denote by eΛ ∈ R [M] the image of Λ ∈ M under the canonical injection
(M,+) → (R [M], · ). We first show the cancellation property. Let Λ1, Λ2, N ∈ M such that
Λ1 +N = Λ2 +N . We get
(eΛ1 − eΛ2)eN = eΛ1eN − eΛ2eN = eΛ1+N − eΛ2+N = 0
in R [M]. Since R [M] has no zero divisors and eN 6= 0 we find eΛ1 = eΛ2 . Therefore, Λ1 = Λ2.
To show that M −M is torsion-free it is sufficient to show nΛ1 6= nΛ2 for all Λ1, Λ2 ∈ M,
Λ1 6= Λ2, and all n ∈ N. To do this we vary a remark in the middle of page 90 of [La].
Let Λ1, Λ2 ∈ M, Λ1 6= Λ2. Suppose there exists an element n ∈ N such that nΛ1 = nΛ2. We
choose the smallest element n ∈ N with this property. We get
(eΛ1 − eΛ2)
n−1∑
k=0
e(n−1−k)Λ1+kΛ2
= (eΛ1 − eΛ2)
n−1∑
k=0
(eΛ1)
n−1−k(eΛ2)
k = (eΛ1)
n − (eΛ2)n = enΛ1 − enΛ2 = 0
in R [M]. Now let k, k′ ∈ {0, 1, . . . , n− 1}, k ≤ k′, such that
(n− 1− k)Λ1 + kΛ2 = (n− 1− k′)Λ1 + k′Λ2 .
By the cancellation property we get (k′ − k)Λ1 = (k′ − k)Λ2. Furthermore, 0 ≤ k′ − k < n. The
minimality of n implies k′ = k. This shows that the sum of the elements e(n−1−k)Λ1+kΛ2 , k =
0, 1, . . . , n − 1, is nonzero. Since R [M] has no zero divisors we find eΛ1 = eΛ2 , which contradicts
Λ1 6= Λ2.
To ”(i) ⇒ (ii)”: M−M is a torsion-free commutative group. By Theorem 6.31 of [La] there ex-
ists a total order ≤ onM−M compatible with the addition. Restricting this order toM shows (ii). 
Let A be a M-graded algebra. If J is an ideal of A then
Jh :=
⊕
Λ∈M
J ∩ AΛ
is anM-homogeneous ideal of A such that Jh ⊆ J . We call Jh the M-homogeneous ideal associated
to J . The following theorem generalizes Lemma 3.35 (a) of [Li].
Theorem 2.3 Let A be a M-graded algebra. If Q ∈ Spec (A) then Qh ∈ Proj (A).
Proof: The theorem is trivial forM = {0}. LetM 6= {0}. We choose a total order ≤ onM with the
property described in Corollary 2.2 (ii). For x ∈ A with homogeneous components xΛ ∈ AΛ, Λ ∈ M,
we set
cs(x) := {Λ ∈ M | xΛ 6∈ Q} .
It is Qh ⊆ Q 6= A. Let x, x′ ∈ A \Qh. Then cs(x) and cs(x′) are nonempty finite subsets of M.
Let M be the biggest element of cs(x) and M ′ the biggest element of cs(x′). If Λ ∈ cs(x), Λ′ ∈ cs(x′)
such that Λ < M or Λ′ < M ′ then Λ+Λ′ < M +M ′. Therefore, the only possibility to write M +M ′
as a sum
M +M ′ = Λ+ Λ′ with Λ ∈ cs(x) and Λ′ ∈ cs(x′)
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is M +M ′ =M +M ′. This is used for the computation of the M +M ′-homogeneous component of
xx′ modulo the linear space Q ∩AM+M ′ :
(xx′)M+M ′ =
∑
Λ,Λ′∈M,Λ+Λ′=M+M ′
xΛx
′
Λ′
≡
∑
Λ∈cs(x),Λ′∈cs(x′),Λ+Λ′=M+M ′
xΛx
′
Λ′ = xMx
′
M ′ mod Q ∩ AM+M ′ .
Because Q is prime and xM , x
′
M ′ /∈ Q it is xMx′M ′ /∈ Q ∩ AM+M ′ . Therefore, xx′ ∈ A \Qh. 
The previous theorem can be used to generalize certain results for spectra to projective spectra.
Theorem 2.4 Let A be a M-graded algebra. Let I be a M-homogeneous ideal of A and S a multi-
plicatively closed subset of A such that I ∩ S = ∅. Then there exists a M-homogeneous prime ideal
P ∈ Proj (A) such that I ⊆ P and P ∩ S = ∅.
Proof: By Theorem 3.44 of [Sh] there exists a prime ideal Q ∈ Spec (A) such that I ⊆ Q and
Q ∩ S = ∅. By Theorem 2.3 we get a M-homogeneous prime ideal Qh ∈ Proj (A) such that Qh ⊆ Q.
Trivially, Qh ∩ S = ∅. Since I is homogeneous, I ⊆ Qh. 
Corollary 2.5 Let A be a M-graded algebra.
(a) Then V(I) 6= ∅ for every proper M-homogeneous ideal I of A. In particular, Proj (A) 6= ∅.
(b) If I is a M-homogeneous ideal of A then also the radical √I is a M-homogeneous ideal of A
and ⋂
P∈V(I)
P =
√
I , (3)
an intersection over the empty set defined to be A.
Remark 2.6 A similar statement as in (a) does not hold for the F-valued points, as it does not hold
in the nongraded case. Take for example the R-algebra C, then Spec (C)(R) = ∅.
Proof: (a) follows from Theorem 2.4 for S = {1}. Formula (3) of (b) follows also from Theorem 2.4.
It can be proved in the same way as Lemma 3.48 of [Sh], which gives the formula in the nongraded
case. The ideal
√
I is M-homogeneous as an intersection of M-homogeneous ideals. 
We obtain from part (b) of the previous corollary:
Corollary 2.7 Let I, J be M-homogeneous ideals of the M-graded algebra A. Then V(I) ⊆ V(J) if
and only if
√
I ⊇ √J .
Let A be aMA-graded algebra and B be aMB-graded algebra. A morphism f∗ : A→ B of graded
algebras is a unital morphism of algebras f∗ : A→ B for which there exists a map F ∗ :MA →MB
such that
f∗(AΛ) ⊆ BF∗(Λ) for all Λ ∈ MA.
Note that the map F ∗ is uniquely determined only on {Λ ∈ MA| f∗(AΛ) 6= {0}}. Outside this set
the map F ∗ is not relevant and can be chosen arbitrarily. The definition has been formulated in this
way to avoid working with partial maps.
Let f∗ : A → B be a morphism of graded algebras and J a homogeneous ideal of B. If F ∗ is
injective on {Λ ∈ MA| f∗(AΛ) 6= {0}} then the inverse image (f∗)−1(J) is a homogeneous ideal of A,
i.e.,
(f∗)−1(J) = (f∗)−1(J)h.
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If F ∗ is not injective on {Λ ∈MA| f∗(AΛ) 6= {0}} then the inverse image (f∗)−1(J) does not need to
be a homogeneous ideal of A, i.e.,
(f∗)−1(J) 6= (f∗)−1(J)h
is possible. For this reason we work with
(f∗)−1(J)h =
⊕
Λ∈MA
(
f∗ |BF∗(Λ)AΛ
)−1
(JF∗(Λ)) =
⊕
Λ∈MA
f∗(AΛ)={0}
AΛ ⊕
⊕
Λ∈MA
f∗(AΛ)6={0}
(
f∗ |BF∗(Λ)AΛ
)−1
(JF∗(Λ))
instead of the inverse image (f∗)−1(J). It is easy to prove the following:
Theorem 2.8 Let f∗ : A→ B be a morphism of graded algebras.
(a) We get a continuous map by
f : Proj (B) → Proj (A)
Q → (f∗)−1(Q)h .
It maps Proj (B)(F) into Proj (A)(F).
(b) For every Q ∈ Proj (B) we get a morphism of algebras
f∗Q : A(f(Q)) → B(Q)
a
b → f
∗(a)
f∗(b)
,
which is local, i.e., f∗Q(m(f(Q))) ⊆ m(Q). It induces an injective morphism f∗Q : F(f(Q)) → F(Q)
of fields over F.
Remark 2.9 Let A be aM-graded algebra. Let f∗ : A→ A be the identity map, the domain equipped
with theM-gradation, the target equipped with the trivial gradation. This map is a morphism of graded
algebras, the associated map f : Spec (A)→ Proj (A) given by f(Q) = Qh, Q ∈ Spec (A).
The graded algebras and its morphisms form a category, in which the concatenation of morphisms
is the concatenation of maps. If we assign to a graded algebra its projective spectrum and to a
morphism of graded algebras the map of Theorem 2.8 (a) we get a contravariant functor into the
category of topological spaces.
Remark 2.10 If f∗ : A→ B is an isomorphism of graded algebras then a map F ∗ as in the definition
maps the set {Λ ∈MA|AΛ 6= {0}} bijectively to {N ∈MB|BN 6= {0}}. But the monoids MA and
MB may be non-isomorphic, even non-bijective.
A morphism f∗ : A → B of graded algebras is an isomorphism of graded algebras if and only if
the map f∗ : A→ B is bijective and the map F ∗ : {Λ ∈MA| f∗(AΛ) 6= {0}} →MB is injective.
Let A be aM-graded algebra. Let S ⊆ A\{0} be a multiplicatively closed subset of homogeneous
elements. For Λ ∈ M denote by SΛ := S ∩ AΛ the Λ-homogeneous elements of S. Then MS :=
{Λ ∈M|SΛ 6= ∅} is a submonoid ofM and M−MS := {Λ−N ∈M−M|Λ ∈M, N ∈MS} is a
submonoid of the group M−M. Set
D(S) := {Q ∈ Proj (A)|S ⊆ A \Q} .
The localization S−1A is a commutative associative unital (M−MS)-graded F-algebra. The canonical
morphism i∗ : A → S−1A is a morphism of graded algebras. As map I∗ : M → M−MS we can
take the canonical embedding. It is not difficult to prove the following:
Theorem 2.11 (a) The continuous map
i : Proj (S−1A) → Proj (A)
Q 7→ (i∗)−1(Q)
maps Proj (S−1A) homeomorphically to D(S). It also maps Proj (S−1A)(F) homeomorphically
to D(S)(F).
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(b) For every Q ∈ Proj (S−1A) the local morphism i∗Q : A(i(Q)) → (S−1A)(Q) is an isomorphism.
In particular, the theorem applies to the principal open sets
D(a) := {Q ∈ Proj (A)| a /∈ Q}
with a ∈ A homogeneous and not nilpotent, because it holds D(a) = D({an|n ∈ N0}). These sets
form a base of the open sets of the Zariski topology of Proj (A).
Let A be aM-graded algebra. Let S ⊆ A\{0} be a multiplicatively closed subset of homogeneous
elements of A. We call s0 ∈ S a principal element of the monoid S if the following property holds:
For every s ∈ S there exist s˜ ∈ S and n ∈ N0 such that ss˜ = sn0 .
A subset I ⊆ S is called a semigroup ideal of the monoid S if S · I ⊆ I. Note that we also allow I
to be the empty set. A submonoid F ⊆ S, for which S \ F is a semigroup ideal of S, is called a face
of S. The relative interior ri(S) of S is the semigroup ideal of S defined by
ri(S) := S \
⋃
F a face of S, F 6=S
F.
It is easy to prove the following:
Theorem 2.12 Suppose there exists a principal element s0 ∈ S.
(a) Then D(s0) = D(S).
(b) An isomorphism of graded algebras is given by
{sn0 |n ∈ N0}−1A → S−1A
a
sn0
7→ asn0
.
Furthermore, the set of principal elements of S is a semigroup ideal of S contained in ri(S).
If there exists a principal element of S we also call D(S) a principal open set.
Remark 2.13 If S is generated by finitely many elements s1, s2,. . . , sk then s0 := s1s2 · · · sk is a
principal element of S. It is easy to find examples where S is not finitely generated and principal
elements exist.
Let A be a M-graded algebra. Let I be a homogeneous ideal of A, I 6= A. The quotient algebra
A/I isM-graded. The canonical projection π∗ : A→ A/I is a morphism of graded algebras. As map
Π∗ :M→M we can take the identity map. It is not difficult to prove the following:
Theorem 2.14 (a) The continuous map
π : Proj (A/I) → Proj (A)
Q 7→ (π∗)−1(Q)
maps Proj (A/I) homeomorphically to V(I). It also maps Proj (A/I)(F) homeomorphically to
V(I)(F).
(b) For every Q ∈ Proj (A/I) the local morphism π∗Q : A(π(Q)) → (A/I)(Q) is surjective.
If A is a M-graded algebra and B is a N -graded algebra then the tensor product A ⊗ B of the
algebras A and B over F is a M⊕N -graded algebra. The canonical injections
i∗A : A → A⊗B
a 7→ a⊗ 1 and
i∗B : B → A⊗B
b 7→ 1⊗ b
are morphisms of graded algebras. As maps I∗A : M→M⊕N and I∗B : N →M⊕N we can take
the canonical embeddings. It is not difficult to prove the following:
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Theorem 2.15 (a) The map
iA : Proj (A⊗B) → Proj (A)
Q 7→ (i∗A)−1(Q)
is a continuous map, mapping Proj (A⊗B)(F) into Proj (A)(F).
(b) For every Q ∈ Proj (A⊗B) the local morphism (i∗A)Q : A(iA(Q)) → (A⊗B)(Q) is injective.
Let N be a commutative monoid with the cancellation property, such that N −N is torsion-free.
Its monoid algebra
F [N ] =
⊕
N∈N
FeN , eN · eN ′ = eN+N ′ for all N, N ′ ∈ N ,
over the field F is a N -graded algebra. By Corollary 2.2 it has no zero divisors.
Theorem 2.16 Let A be a M-graded algebra. Let N be a torsion-free commutative group. The map
iA : Proj (A⊗ F [N ]) → Proj (A)
Q 7→ (i∗A)−1(Q)
is a homeomorphism, mapping Proj (A⊗ F [N ])(F) bijectively to Proj (A)(F). Its inverse is
(iA)
−1 : Proj (A) → Proj (A⊗ F [N ])
Q 7→ Q⊗ F [N ] .
For every Q ∈ Proj (A) the local morphism (i∗A)Q⊗ F [N ] : A(Q) → (A ⊗ F [N ])(Q⊗ F [N ]) is an isomor-
phism.
Remark 2.17 For A = F the theorem specializes to: Proj (F [N ]) = Proj (F [N ])(F) = {{0}} for the
N -graded group algebra F [N ] of a torsion-free commutative group N .
Proof: The map iA is a well defined continuous map by Theorem 2.15 (a). We next show that the
map (iA)
−1 given in the theorem is well defined and iA ◦ (iA)−1 = id. If Q ∈ Proj (A) then Q⊗F [N ]
is a homogeneous ideal of A⊗ F [N ] and
(i∗A)
−1(Q⊗ F [N ]) = {a ∈ A| a⊗ 1 ∈ Q⊗ F [N ]} = Q.
Because A/Q has no zero divisors also
(A⊗ F [N ])/(Q⊗ F [N ]) ∼= (A/Q)⊗ F [N ] ∼= ((A/Q)⊗ F) [N ] ∼= (A/Q) [N ]
has no zero divisors by Corollary 2.2. Therefore, the homogeneous ideal Q⊗ F [N ] is prime.
Now let J be a homogeneous ideal of A ⊗ F [N ]. Then (i∗A)−1(J) is a homogeneous ideal of A
because i∗A is a morphism of graded algebras. We show
J = (i∗A)
−1(J)⊗ F [N ]. (4)
Since J is an ideal, the inclusion ”⊇” holds. Now let x ∈ J . Write x in the form
x =
∑
N∈N
aN ⊗ eN with aN ∈ A, aN 6= 0 for only finitely many N.
Because J is homogeneous we get aN ⊗ eN ∈ J for all N ∈ N . Since J is an ideal we find
aN ⊗ 1 = (aN ⊗ eN) · (1⊗ e−N ) ∈ J for all N ∈ N ,
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which is equivalent to aN ∈ (i∗A)−1(J) for all N ∈ N , which in turn is equivalent to x ∈ (i∗A)−1(J)⊗
F [N ].
Equation (4) shows (iA)
−1 ◦ iA = id. Furthermore, it implies iA(V(J)) = V((i∗A)−1(J)) for every
homogeneous ideal J of A⊗ F [N ], which shows that (iA)−1 is continuous.
Now let Q ∈ Proj (A). By Theorem 2.15 (b) the local morphism (i∗A)Q⊗ F [N ] is injective. Let
M ∈ M and N ∈ N . For a⊗ eN ∈ AM ⊗ eN and b⊗ eN ∈ AM ⊗ eN \QM ⊗ eN it holds
(i∗A)Q⊗ F [N ](
a
b
) =
a⊗ 1
b⊗ 1 =
a⊗ eN
b ⊗ eN .
Therefore, (i∗A)Q⊗ F [N ] is also surjective. It follows that iA maps Proj (A ⊗ F [N ])(F) bijectively to
Proj (A)(F). 
The F-valued points of the projective spectrum of the tensor product of graded algebras can be
described by the following theorem.
Theorem 2.18 Let A be a M-graded algebra. Let B a N -graded algebra such that N − N is tor-
sion-free. Then:
(a) Proj (A⊗B)(F) 6= ∅ ⇐⇒ Proj (A)(F) 6= ∅ and Proj (B)(F) 6= ∅.
(b) The map
(iA, iB) : Proj (A⊗B)(F) → Proj (A)(F) × Proj (B)(F)
Q 7→ ((i∗A)−1(Q), (i∗B)−1(Q))
is a bijective continuous map. Its inverse is given by
(iA, iB)
−1 : Proj (A)(F) × Proj (B)(F) → Proj (A⊗B)(F)
(R, S) 7→ R⊗B +A⊗ S .
Proof: To (a): If Q ∈ Proj (A⊗B)(F) then by Theorem 2.15 (a) we obtain (i∗A)−1(Q) ∈ Proj (A)(F)
and (i∗B)
−1(Q) ∈ Proj (B)(F).
Now let R ∈ Proj (A)(F) and S ∈ Proj (B)(F). Obviously, R⊗B +A⊗ S is a homogeneous ideal
of A⊗B with homogeneous parts
(R ⊗B +A⊗ S)(M,N) = RM ⊗BN +AM ⊗ SN for M ∈M, N ∈ N .
To show that the ideal R⊗B +A⊗ S is prime it is sufficient to show that its quotient algebra
A⊗B/(R⊗B +A⊗ S) ∼= A/R⊗B/S
has no zero divisors. We do this by a variant of the proof of Theorem 6.29 in [La]. We choose a total
order ≤ on N with the properties described in Corollary 2.2 (ii). By Theorem 2.1 we have
dim((B/S)N ) = dim(BN/SN) ≤ 1 for all N ∈ N .
Therefore, u, v ∈ (A/R⊗B/S) \ {0} can be written in the form
u = c1 ⊗ dN1 + ru with c1 ∈ (A/R) \ {0}, dN1 ∈ (B/S)N1 \ {0} and ru ∈
⊕
N∈N , N>N1
A/R⊗ (B/S)N ,
v = c2 ⊗ dN2 + rv with c2 ∈ (A/R) \ {0}, dN2 ∈ (B/S)N2 \ {0} and rv ∈
⊕
N∈N , N>N2
A/R⊗ (B/S)N .
It follows that
uv = c1c2 ⊗ dN1dN2︸ ︷︷ ︸
∈(B/S)N1+N2
+ r with r ∈
⊕
N∈N , N>N1+N2
A/R⊗ (B/S)N .
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The algebras A/R and B/S have no zero divisors because R and S are prime ideals. Therefore,
c1c2 6= 0 and dN1dN2 6= 0, which shows uv 6= 0.
Next we show that R ⊗ B + A ⊗ S is an F-valued point of Proj (A ⊗ B). By Theorem 2.1 it is
sufficient to show that for every M ∈ M and N ∈ N the linear space
(A⊗B)(M,N)/(R⊗B +A⊗ S)(M,N) ∼= AM/RM ⊗BN/SN
is at most one-dimensional. This follows from Theorem 2.1 applied to the F-valued point R of Proj (A)
and the F-valued point S of Proj (B):
dim(AM/RM ⊗BN/SN) = dim(AM/RM )dim(BN/SN) ≤ 1 .
To (b): By Theorem 2.15 (a) the map (iA, iB) is continuous. It remains to show that the maps of
the theorem are inverse maps. For R ∈ Proj (A)(F) and S ∈ Proj (B)(F) we get
(i∗A)
−1(R⊗B +A⊗ S) = {a ∈ A| a⊗ 1 ∈ R ⊗B +A⊗ S} = R,
because of 1 /∈ S. Similarly, we have (i∗B)−1(R⊗B+A⊗S) = S. Therefore, (iA, iB)◦(iA, iB)−1 = id.
Now we show (iA, iB)
−1 ◦ (iA, iB) = id, which is equivalent to
iA(Q)⊗B +A⊗ iB(Q) = Q for all Q ∈ Proj (A⊗B)(F).
For all M ∈ M and N ∈ N we have the inclusions
iA(Q)M ⊗BN +AM ⊗ iB(Q)N ⊆ QM+N ⊆ AM ⊗BN (5)
where dim (AM/iA(Q)M ) ≤ 1 and dim (BN/iB(Q)N ) ≤ 1 by Theorem 2.1 . If iA(Q)M = AM
or iB(Q)N = BN then in (5) both inclusions are equalities. Now suppose that iA(Q)M 6= AM ,
iB(Q)N 6= BN , and iA(Q)M⊗BN+AM⊗iB(Q)N $ QM+N . Then QM+N = AM⊗BN . Furthermore,
there exist elements a ∈ AM \ iA(Q)M , b ∈ BN \ iB(Q)N . We obtain
(a⊗ 1)︸ ︷︷ ︸
/∈Q
· (1 ⊗ b)︸ ︷︷ ︸
/∈Q
= a⊗ b ∈ AM ⊗BN = QM+N ,
which contradicts that Q is prime. 
2.2 The structure sheaves of projective spectra
For every M-graded algebra A we now introduce a locally ringed space (Proj (A), OProj (A)). For a
nongraded algebra A it coincides with the one introduced in the second section of Chapter II of [Ha].
For an N0-graded algebra A its restriction to the open set Proj (A) \ V(m), m the irrelevant ideal
of A, coincides with the locally ringed space introduced in the second section of Chapter II of [Ha].
(Please note: The set Proj (A) \ V(m) is denoted by Proj (A) in [Ha].)
The following proposition is not difficult to prove.
Proposition 2.19 Let A be a M-graded algebra.
(a) A presheaf O˜Proj (A) of F-algebras on Proj (A) is obtained as follows: For ∅ 6= U ⊆ Proj (A), U
open, let O˜Proj (A)(U) be the commutative, associative, unital, F-linear algebra
O˜Proj (A)(U) :=
{
a
b
∣∣∣ a ∈ AΛ, b ∈ ⋂Q∈U AΛ \QΛ,
Λ ∈M such that ⋂Q∈U AΛ \QΛ 6= ∅
}
⊆
 ⋃
Λ∈M
⋂
Q∈U
AΛ \QΛ
−1A.
For ∅ 6= U1 ⊆ U2 ⊆ Proj (A), U1 and U2 open, let
r˜es
U2
U1 : O˜Proj (A)(U2) → O˜Proj (A)(U1)
a
b 7→ ab
be the restriction morphism.
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(b) The stalk in Q ∈ Proj (A) and its restriction morphisms are given by the local F-algebra A(Q)
and the morphisms
r˜es
U
Q : O˜Proj (A)(U) → A(Q)
a
b 7→ ab
,
where U is open in Proj (A) with Q ∈ U .
The localisation
(⋃
Λ∈M
⋂
Q∈U AΛ \QΛ
)−1
A in Proposition 2.19 (a) is a graded algebra. The
algebra O˜Proj (A)(U) coincides with its zero-homogeneous part.
Proposition 2.20 Let A be a M-graded algebra. Let a ∈ A be homogeneous, not nilpotent. We get
an isomorphism of graded algebras by
{an|n ∈ N0}−1A →
(⋃
Λ∈M
⋂
Q∈D(a)AΛ \QΛ
)−1
A
b
an 7→ ban
.
It restricts to an isomorphism of algebras from
({an|n ∈ N0}−1A)0, the zero-homogeneous part of
{an|n ∈ N0}−1A, to O˜Proj (A)(D(a)).
Proof: Set S :=
⋃
Λ∈M
⋂
Q∈D(a)AΛ \QΛ. Trivially, a ∈ S. Because of Theorem 2.12 it is sufficient
to show that a is a principal element of S. The idea for the following proof has been isolated from a
consideration in the proof of Proposition 2.2 (b) in Chapter II of [Ha], the last paragraph on page 71.
For x ∈ A we denote by (x) the ideal generated by x.
Let s ∈ S. By the definition of S we have s /∈ Q for all Q ∈ D(a), which is equivalent to
D(a) ⊆ D(s). This in turn is equivalent to V((a)) ⊇ V((s)), from which we find a ∈ √(a) ⊆ √(s)
by Corollary 2.7. Therefore, there exist n ∈ N, s˜ ∈ A such that an = s˜s. Since a and s are homo-
geneous we can find a homogeneous s˜ ∈ A satisfying this equation. For every Q ∈ D(a) we have
ss˜ = an ∈ A \Q. Since Q is an ideal we obtain s˜ ∈ A \Q. This shows s˜ ∈ S. 
The structure sheaf OProj (A) on Proj (A) is the sheafification of the presheaf O˜Proj (A) on Proj (A).
The stalk in Q ∈ Proj (A) identifies with the local F-algebra A(Q).
The following theorem generalizes Proposition 2.2 (b) as well as a part of Proposition 2.5 (b) in
Chapter II of [Ha].
Theorem 2.21 Let A be a M-graded algebra. Let a ∈ A be homogeneous, not nilpotent. Then
OProj (A)(D(a)) ∼= O˜Proj (A)(D(a)) ∼=
({an|n ∈ N0}−1A)0 ,
where the first isomorphism is given by the canonical morphism O˜Proj (A)(D(a))→ OProj (A)(D(a)) of
the sheafification, and the second isomorphism
({an|n ∈ N0}−1A)0 → O˜Proj (A)(D(a)) is described in
Proposition 2.20.
In particular, OProj (A)(Proj (A)) ∼= O˜Proj (A)(Proj (A)) ∼= A0.
Proof: The proof of Proposition 2.2 (b) in Chapter II of [Ha], the last paragraph on page 71 omitted,
can be adapted to the graded case to prove the theorem. (To do this note: The structure sheaf
OSpec (A) on Spec (A) as well as the morphisms {an|n ∈ N0}−1A → OSpec (A)(D(a)), a ∈ A not
nilpotent, are defined directly in [Ha]. The presheaf O˜Spec (A) has not been introduced.) 
For every morphism f∗ : A → B of graded algebras we now construct a morphism (f, f∗) of
the locally ringed spaces (Proj (B), OProj (B)) and (Proj (A), OProj (A)). For nongraded algebras it
coincides with the one introduced in Proposition 2.3 (b) in Chapter II of [Ha].
Let f∗ : A→ B be a morphism of graded algebras. Let f be the continuous map
f : Proj (B) → Proj (A)
Q 7→ (f∗)−1(Q)h
of Theorem 2.8. It is easy to prove the following:
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Proposition 2.22 We obtain a morphism of presheaves f˜∗ : O˜Proj (A) → f∗(O˜Proj (B)) by
f˜∗(U) : O˜Proj (A)(U) → O˜Proj (B)(f−1(U))
a
b 7→ f
∗(a)
f∗(b)
,
where U ⊆ Proj (A) is open and nonempty. The morphisms induced on the stalks are given by the
local morphisms
f∗Q : A(f(Q)) → B(Q)
a
b → f
∗(a)
f∗(b)
, Q ∈ Proj (B),
of Theorem 2.8.
Hence there exists uniquely a morphism of sheaves f∗ : OProj (A) → f∗(OProj (B)) such that the
diagram
O˜Proj (A)
f˜∗
//
τA

f∗(O˜Proj (B))
f∗(τB)

OProj (A)
f∗
// f∗(OProj (B))
commutes, τA : O˜Proj (A) → OProj (A) and τB : O˜Proj (B) → OProj (B) the canonical morphisms of the
sheafifications. The local morphisms f∗Q : A(f(Q)) → B(Q), Q ∈ Proj (B), are the induced morphisms
on the stalks of the structure sheaves.
If we assign to a graded algebra its associated locally ringed space and to a morphism of graded
algebras its associated morphism of locally ringed spaces we get a contravariant functor from the
category of graded algebras into the category of locally ringed spaces spaces.
The next two results are immediate corollaries of Theorem 2.11 and Theorem 2.16.
Corollary 2.23 Let A be a M-graded algebra. Let a ∈ A be homogeneous, not nilpotent. The
canonical morphism i∗ : A → {an|n ∈ N0}−1A induces an isomorphism of the restriction (D(a),
OProj (A) |D(a)) and (Proj ({an|n ∈ N0}−1A), OProj ({an|n∈N0}−1A)).
Corollary 2.24 Let A be a M-graded algebra. Let N be a torsion-free commutative group, and
let F [N ] be its N -graded group algebra. The canonical morphism i∗A : A → A ⊗ F [N ] induces an
isomorphism of (Proj (A), OProj (A)) and (Proj (A⊗ F [N ]), OProj (A⊗F[N ])).
3 The projective spectrum of the Cartan algebra and its F-
valued points
In this section we describe the projective spectrum Proj (CA) of the P+-graded Cartan algebra CA
associated to a symmetrizable Kac-Moody group G. We show that its F-valued points Proj (CA)(F)
identify with a completion Ωfn of the building Ω associated to G.
3.1 The Cartan algebra
The Cartan algebra CA associated to the Kac-Moody group G is a commutative associative unital
P+-graded algebra over the field F without zero-divisors. It is obtained by the following construction:
Take as P+-graded F-linear space
CA :=
⊕
Λ∈P+
L(Λ)(∗),
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where L(Λ)(∗) :=
⊕
λ∈P (Λ) L(Λ)
∗
λ ⊆ L(Λ)∗ is the restricted F-linear dual of L(Λ). To define the
product of CA fix for every Λ ∈ P+ a highest weight vector vΛ ∈ L(Λ)Λ \ {0}. For Λ, N ∈ P+ the
G-module L(Λ)⊗ L(N) decomposes in the form
L(Λ)⊗ L(N) = Lhigh︸ ︷︷ ︸
∼=L(Λ+N)
⊕ Llow︸︷︷︸
only isotypical components
of type L(M),M<Λ+N
.
Since vΛ ⊗ vN is a highest weight vector of Lhigh, it is possible to define a G-equivariant linear map
Φ : L(Λ +N)→ L(Λ)⊗ L(N) by Φ(vΛ+N ) := vΛ ⊗ vN .
The product · of the Cartan algebra CA between the parts L(Λ)(∗), L(N)(∗) is now obtained dually
to Φ:
· : L(Λ)(∗) × L(N)(∗) → L(Λ)(∗) ⊗ L(N)(∗) → (L(Λ)⊗ L(N))(∗) Φ(∗)→ L(Λ +N)(∗).
The unit of the Cartan algebra CA is given by the element δ0 ∈ L(0)∗0 ⊆ CA which satisfies δ0(v0) = 1.
Algebras obtained in this way by different choices of highest weight vectors in L(Λ)Λ\{0}, Λ ∈ P+,
are isomorphic.
The Borel-Weil map BW : CA→ F[G]U of Section 1 is a G-equivariant isomorphism of algebras.
3.2 Some actions on the projective spectrum of the Cartan algebra
Fix Λ ∈ P+. The face monoid Ĝ acts by its definition on the highest weight module L(Λ). This
action induces an action of the opposite monoid Ĝ op on L(Λ)(∗).
The g-module L(Λ)(∗) is a lowest weight module of lowest weight −Λ. The formal Kac-Moody
group Gfn acts by its definition on L(Λ)
(∗). Dually, we get an action of Gfn on
L(Λ)f :=
∏
λ∈P (Λ)
L(Λ)λ =
∏
λ∈P (Λ)
(L(Λ)∗λ)
∗ = (L(Λ)(∗))∗ ,
where L(Λ)λ has been identified canonically with (L(Λ)
∗
λ)
∗, λ ∈ P (Λ).
The Kac-Moody group G sits inside Ĝ and Gfn. The actions introduced before restrict to the same
action of G on L(Λ). They restrict to actions of Gop and G on L(Λ)(∗), which differ by the inverse map.
This is cumbersome. Therefore, in this article we work with the action (Gfn)
op on L(Λ)(∗) obtained
from the action of Gfn on L(Λ)
(∗) by concatenation the corresponding representation with the inverse
map. Similarly, we work with the action of (gfn)
op ⊇ gop on L(Λ)(∗) obtained from the action of
gfn ⊇ g on L(Λ)(∗) by concatenation the corresponding representation with the multiplication by −1.
The actions of Ĝ op and (Gfn)
op on all L(Λ)(∗), Λ ∈ P+, combine to actions of Ĝ op and (Gfn)op
on the Cartan algebra CA by morphisms of graded algebras.
To keep our notation clear and simple we denote the representations of the opposite monoid Ĝ op,
the opposite group (Gfn)
op , the opposite Lie algebra (gfn)
op by the same symbol π.
Now, for x ∈ Ĝ resp. x ∈ Gfn we get a continuous map on the spectrum Proj (CA) of all
P+-homogeneous prime ideals of CA by
xQ := π(x)−1(Q) =
⊕
Λ∈P+
π(x)−1(QΛ) where Q =
⊕
Λ∈P+
QΛ ∈ Proj (CA).
It leaves the spectrum of F-valued points Proj (CA)(F) invariant. Therefore, we get an action of Ĝ
as well as an action of Gfn on the spectra Proj (CA) and Proj (CA)(F). (We could have combined
the actions of Ĝ and Gfn to the action of a bigger monoid. For the aims of this article it is not
advantageous.)
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3.3 The completed building
The Kac-Moody group G has the opposite BN-pairs (B±, N) with corresponding standard parabolic
subgroups P±J , J ⊆ I.
The formal Kac-Moody groupGfn has the BN-pair (B
−
f , N) with corresponding standard parabolic
subgroups (P−fn)J , J ⊆ I. The group (P−fn)J is an extension of P−J , i.e., (P−fn)J ∩ G = P−J . Further-
more, for every Λ ∈ P+ ∩ FJ it holds
NGfn(L(Λ)
∗
Λ) := {g ∈ Gfn|π(g)L(Λ)∗Λ = L(Λ)∗Λ} = (P−fn)J .
Now we similarly extend the parabolic subgroups PJ , J ⊆ I, of G to subgroups of Gfn. For J ⊆ I set
(Pfn)J := (U
−
f )JPJ = (U
−
f )J(WJT )U.
In particular, (Pfn)∅ = B and (Pfn)I = Gfn.
Theorem 3.1 Let J ⊆ I.
(a) (Pfn)J is a subgroup of Gfn such that (Pfn)J ∩G = PJ .
(b) For every Λ ∈ P+ ∩ FJ we have
NGfn(L(Λ)Λ) := {g ∈ Gfn| gL(Λ)Λ = L(Λ)Λ} = (Pfn)J .
Proof: We first show (b). We have
Ng(L(Λ)Λ) := {x ∈ g|xL(Λ)Λ ⊆ L(Λ)Λ} = n−J ⊕ h⊕ n ,
NG(L(Λ)Λ) := {g ∈ G| gL(Λ)Λ = L(Λ)Λ} = PJ .
In particular, n−J L(Λ)Λ ⊆ L(Λ)Λ, which implies (n−f )JL(Λ)Λ ⊆ L(Λ)Λ, which in turn implies
(U−f )JL(Λ)Λ = L(Λ)Λ. Therefore, we find (Pfn)J = (U
−
f )JPJ ⊆ NGfn(L(Λ)Λ).
Now let g ∈ NGfn(L(Λ)Λ). Decompose g in the form g = uJuJnσv with uJ ∈ (U−f )J , uJ ∈ (U−f )J ,
nσ ∈ N projecting to σ ∈ W , and v ∈ U+. From
L(Λ)Λ = gL(Λ)Λ = u
JuJnσL(Λ)Λ = u
JuJL(Λ)σΛ
we obtain σΛ = Λ, which is equivalent to σ ∈ WJ , and uJL(Λ)Λ = L(Λ)Λ. Now uJ acts as
uJ = exp(x) for some x =
∑
α∈(∆−)J
xα ∈
∏
α∈(∆−)J
gα.
Assume that uJ 6= 1. Choose a nonzero homogeneous component xβ with β of maximal height. Then
xβvΛ is the (Λ+β)-homogeneous part of u
JvΛ. It is nonzero because of xβ /∈ pJ = Ng(L(Λ)Λ). This
contradicts uJL(Λ)Λ = L(Λ)Λ. Therefore, u
J = 1 and g = uJnσv ∈ (U−f )J (WJT )U = (Pfn)J .
Now (a) follows from (b) and NGfn(L(Λ)Λ) ∩G = NG(L(Λ)Λ) = PJ . 
The following easy Lemma will be used several times.
Lemma 3.2 Let C be a subgroup of U−f , let D be a subgroup of N , and let E be a subgroup of U .
Then
CDE ∩ U−f = C and CDE ∩N = D and CDE ∩ U = E.
Proof: The inclusions ”⊇” hold, because the unit 1 is contained in C, D, and E. The inclusion
”⊆” of the second equality follows directly from the Birkhoff decomposition of Gfn. The inclusion
”⊆” of the first and third equality are shown similarly; let us illustrate this for the first equality. Let
c ∈ C, d ∈ D, e ∈ E, and u ∈ U−f such that cde = u. Then (u−1c)de = 1, from which we obtain
u−1c = d = e = 1. In particular, u = c ∈ C. 
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Proposition 3.3 Let J ⊆ I. Then (Pfn)J = PJ if and only if J = J0.
Proof: It is (U−f )J = U
−
J if and only if J = J
0. Now the proposition follows from the definition of
(Pfn)J and Lemma 3.2. 
Let J ⊆ I. The parabolic subgroup (P−fn)J has the Levi decomposition
(P−fn)J = (U
−
f )
J ⋊ (Lfn)J
with (Lfn)J := (U
−
f )J(WJT )(U−f )J = (U−f )J (WJT )U−J = (U−f )J (WJT )UJ . Similarly, (Pfn)J has a
Levi decomposition:
Theorem 3.4 For J ⊆ I it is (Pfn)J = (Lfn)J ⋉ UJ .
Proof: This holds trivially for J = I. Let J 6= I. (Lfn)J and UJ are subgroups of Gfn such that
(Pfn)J = (U
−
f )J(WJT )U = (U−f )J (WJT )UJUJ = (Lfn)JUJ .
By Lemma 3.2 we obtain (Lfn)J ∩ UJ = (Lfn)J ∩ U ∩ UJ = UJ ∩ UJ = {1}.
It remains to show that (Lfn)J = (U
−
f )J(WJT )(U−f )J normalizes UJ . The groupWJT normalizes
UJ =
⋂
σ∈WJ
σUσ−1. The proof that (U−f )J normalizes U
J is divided into several steps.
(a) We first show
U =
{
g ∈ Gfn| gvΛ = vΛ for all Λ ∈ P+ ∩C
}
. (6)
Trivially, the inclusion ”⊆” holds. To show ”⊇” fix Λ ∈ P+ ∩C and let g ∈ Gfn such that gvΛ = vΛ.
Then gL(Λ)Λ = L(Λ)Λ, from which we obtain g ∈ B = UT by Theorem 3.1 (b). Write g in the form
g = u
2n−l∏
i=1
ti(si) with u ∈ U and s1, s2, . . . , s2n−l ∈ F× .
From gvΛ = vΛ we get
∏2n−l
i=1 (si)
Λ(hi) = 1. For k ∈ {1, 2, . . . , 2n− l} it is Λ+Λk ∈ P+∩C. Suppose
that in addition gvΛ+Λk = vΛ+Λk . Then also
∏2n−l
i=1 (si)
(Λ+Λk)(hi) = sk
∏2n−l
i=1 (si)
Λ(hi) = 1. Hence
sk = 1.
For every σ ∈ WJ choose nσ ∈ N projecting to σ. By (6) we find
UJ =
⋂
σ∈WJ
σUσ−1 =
{
g ∈ Gfn | g nσvΛ = nσvΛ for all σ ∈ WJ and all Λ ∈ P+ ∩C
}
. (7)
(b) It is (U−f )J = exp((n
−
f )J) with (n
−
f )J =
⊕
α∈∆−J
gα. For vλ ∈ L(Λ)λ, λ ∈ P , we get
(U−f )J vλ ⊆
∏
µ∈λ−(Q+0 )J
L(Λ)µ .
The group UJ is also a subgroup of the group Gfp, which acts on L(Λ). In particular, we have
UJ ⊆ (U+f )J = exp((nf )J ) with (nf )J =
⊕
α∈∆+\∆+J
gα. For vλ ∈ L(Λ)λ, λ ∈ P , we find
UJvλ ⊆ vλ +
⊕
µ∈λ+Q+0 \(Q
+
0 )J
L(Λ)µ .
(c) Now let u ∈ UJ and u− ∈ (U−f )J . We use (7) to show u−u(u−)−1 ∈ UJ . Let σ ∈ WJ and
Λ ∈ P+ ∩ C. By (b) we obtain
u(u−)−1nσvΛ ∈ (u−)−1nσvΛ +
∏
µ∈σΛ−(Q+0 )J+Q
+
0 \(Q
+
0 )J
L(Λ)µ .
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By Theorem 3.12 d) of [K1] applied to the fundamental chamber in h∗R it is Λ − σΛ ∈ Q+0 . Because
of σ ∈ WJ we find Λ− σΛ ∈ (Q+0 )J . Therefore, we get
σΛ− (Q+0 )J +Q+0 \ (Q+0 )J ⊆ Λ− (Q+0 )J +Q+0 \ (Q+0 )J .
An element µ of the set on the right is of the form
µ = Λ−
∑
i∈J
niαi +
∑
i∈I
miαi = Λ−
∑
i∈J
(ni −mi)αi +
∑
i∈I\J
miαi
with ni ∈ N0, i ∈ J , with mi ∈ N0, i ∈ I, and mi 6= 0 for at least one i ∈ I \ J . Therefore,
µ 6∈ Λ − Q+0 ⊇ P (Λ), from which we conclude that L(Λ)µ = {0}. This shows u−u(u−)−1nσvΛ =
u−((u−)−1nσvΛ + 0) = nσvΛ. 
There are the following modified generalized Birkhoff decompositions:
Theorem 3.5 Let J ⊆ I. Then
Gfn =
⋃˙
σ∈WJ
U−f σ (Pfn)J =
⋃˙
σ∈WJ
(
U−f ∩ σ(U−f )Jσ−1
)
σ (Pfn)J .
Furthermore, for σ ∈ WJ and u1, u2 ∈ U−f ∩ σ(U−f )Jσ−1 we have
u1σ(Pfn)J = u2σ(Pfn)J ⇐⇒ u1 = u2 .
Proof: (a) It is Gfn = Gfn(Pfn)J = U
−
f G(Pfn)J . By the generalized Birkhoff decomposition of G
we get
Gfn = U
−
f
( ⋃˙
σ∈WJ
U− σ PJ
)
(Pfn)J =
⋃
σ∈WJ
U−f σ (Pfn)J .
This union is also disjoint. Suppose that U−f σ (Pfn)J ∩ U−f σ′ (Pfn)J 6= ∅. Then there exist u, u′ ∈
U−f , p, p
′ ∈ (Pfn)J , and nσ, n′σ′ ∈ N projecting to σ, σ′ such that unσp = u′n′σ′p′. Apply this
element to L(Λ)Λ, where Λ ∈ P+∩FJ is chosen arbitrarily. By Theorem 3.1 (b) we obtain uL(Λ)σΛ =
u′L(Λ)σ′Λ, from which in turn we find σΛ = σ
′Λ, which is equivalent to σWJ = σ′WJ . Because σ,
σ′ are minimal coset representatives, we get σ = σ′.
(b) Let σ ∈ WJ . It holds U−f = (U−f ∩ σ(U−f )σ−1)(U−f ∩ σUσ−1), which is a property of refined
Tits systems. Therefore, we find
U−f σ (Pfn)J = (U
−
f ∩ σ(U−f )σ−1)(U−f ∩ σUσ−1)σ(Pfn)J
= (U−f ∩ σ(U−f )σ−1)σ(σ−1U−f σ ∩ U)(Pfn)J = (U−f ∩ σ(U−f )σ−1)σ(Pfn)J . (8)
Next we show
U−f ∩ σ(U−f )σ−1 =
(
U−f ∩ σ(U−f )Jσ−1
)
σ(U−f )Jσ
−1 . (9)
Since σ has minimal length in σWJ we have l(σσj) > l(σ) for all j ∈ J , which implies σ∆−J ⊆ ∆− by
Lemma 3.11 (a) in [K1]. Choose nσ ∈ N projecting to σ. Then
Ad(nσ)(n
−
f )J = Ad(nσ)
∏
α∈∆−J
gα =
∏
α∈∆−J
gσα ⊆ n−f ,
from which we find
σ(U−f )Jσ
−1 = nσ exp((n
−
f )J )n
−1
σ = exp(Ad(nσ)(n
−
f )J) ⊆ U−f . (10)
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This shows the inclusion ”⊇” of (9). To show the reverse inclusion let a = bc with a ∈ U−f and
b ∈ σ(U−f )Jσ−1, c ∈ σ(U−f )Jσ−1. By (10) we get b = ac−1 ∈ U−f ∩ σ(U−f )Jσ−1.
Inserting (9) in (8) we find
U−f σ (Pfn)J =
(
U−f ∩ σ(U−f )Jσ−1
)
σ(U−f )J (Pfn)J =
(
U−f ∩ σ(U−f )Jσ−1
)
σ(Pfn)J .
(c) Let σ ∈ WJ and u1, u2 ∈ U−f ∩ σ(U−f )Jσ−1 that u1σ(Pfn)J = u2σ(Pfn)J . By Lemma 3.2 we
obtain
u−11 u2 ∈ σ(Pfn)Jσ−1 ∩ (U−f ∩ σ(U−f )Jσ−1) ⊆ σ
(
(Pfn)J ∩ (U−f )J
)
σ−1 = σ
(
(U−f )J ∩ (U−f )J
)
σ−1 = {1}.

The next two theorems show: The system of nonparabolic subgroups (PJ )fn, J ⊆ I, of Gfn has
many properties in common with systems of parabolic subgroups.
Theorem 3.6 Let J , K ⊆ I. The following hold:
(a) (Pfn)J ⊆ (Pfn)K if and only if J ⊆ K.
(b) (Pfn)J ∩ (Pfn)K = (Pfn)J∩K .
(c) In general, (Pfn)J∪K is not generated by (Pfn)J and (Pfn)K as a group.
Proof: (a) For J ⊆ K we have (U−f )J ⊆ (U−f )K , from which we get (Pfn)J ⊆ (Pfn)K . If (Pfn)J ⊆
(Pfn)K we find PJ ⊆ PK by Theorem 3.1 (a). Hence J ⊆ K.
The inclusion ”⊇” of part (b) follows from part (a). Now let g ∈ (Pfn)J ∩ (Pfn)K . By the Birkhoff
decomposition of Gfn, and by the definitions of (Pfn)J , (Pfn)K , the element g can be written in the
forms
g = uJnσu = u˜Knσu˜
with u, u˜ ∈ U , nσ ∈ N projecting to σ ∈ WJ ∩ WK = WJ∩K and uJ ∈ (U−f )J , u˜K ∈ (U−f )K . We
find
(uJ)
−1u˜K ∈ U−f ∩ σUσ−1 = U− ∩ σUσ−1 =
∏
α∈∆−re∩σ∆
+
re
Uα.
Because of σ ∈ WJ∩K we have ∆−re ∩ σ∆+re ⊆ (∆J∩K)−re. Therefore, we get
u˜K ∈ (U−f )K ∩ (U−f )JU−J∩K = (U−f )K ∩ (U−f )J = exp((n−f )K) ∩ exp((n−f )J ).
Since the exponential function exp : n−f → U−f is bijective we obtain
exp((n−f )K) ∩ exp((n−f )J) = exp((n−f )K ∩ (n−f )J) = exp((n−f )J∩K) = (U−f )J∩K .
We conclude that g = u˜Knσu˜ ∈ (U−f )J∩K(WJ∩KT )U = (Pfn)J∩K .
To show (c) suppose that for all J, K ⊆ I the group (Pfn)J∪K is generated by the groups (Pfn)J
and (Pfn)K . Then Gfn = (Pfn)I is generated by the groups (Pfn){i} = P{i}, i ∈ I. Hence Gfn = G,
which is only possible if all components of the generalized Cartan matrix A are of finite type. 
Theorem 3.7 Let J, K ⊆ I and g ∈ Gfn. The following are equivalent:
(i) g(Pfn)Jg
−1 ⊆ (Pfn)K .
(ii) J ⊆ K and g ∈ (Pfn)K .
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In particular: The subgroups (Pfn)J , (Pfn)K of Gfn are conjugated if and only if J = K. The
subgroup (Pfn)J of Gfn coincides with its normalizer.
Proof: It only remains to show that (i) implies (ii). Here a well-known argument to compute
representation theoretically the normalizers of parabolics also applies:
(a) Fix Λ ∈ P+. Suppose that V is a one-dimensional subspace of L(Λ)f such that B V ⊆ V . We
show V = L(Λ)Λ:
Let v ∈ V \ {0}. Decompose
v =
∑
λ∈supp(v)
vλ with supp(v) := {λ ∈ P (Λ)| vλ 6= 0} 6= ∅
according to the decomposition L(Λ)f =
∏
λ∈P (Λ) L(Λ)λ.
We first show |supp(v)| = 1. Suppose there exist λ1, λ2 ∈ supp(v), λ1 6= λ2. Choose h ∈ H such
that λ1(h) 6= λ2(h). Choose s ∈ N ⊆ F× such that sλ1(h) 6= sλ2(h). We get
th(s)v =
∑
λ∈supp(v)
sλ(h)vλ /∈ Fv ,
which contradicts T V ⊆ V .
Now let v = vλ. Suppose that n vλ 6= {0}. Since n is generated by ei, i ∈ I, there exists an index
i such that eivλ 6= 0. We find
exp(ei)vλ = vλ︸︷︷︸
∈L(Λ)λ\{0}
+ eivλ︸︷︷︸
∈L(Λ)λ+αi\{0}
+
∑
k∈N0, k≥2
1
k!
(ei)
kvλ︸ ︷︷ ︸
∈L(Λ)λ+kαi
/∈ Fvλ,
which contradicts U V ⊆ V .
We have shown v ∈ L(Λ)λ for some λ ∈ P (Λ) and n v = {0}. By Proposition 9.3 b) in [K1] we
get v ∈ L(Λ)Λ.
(b) Now suppose that (i) holds. Choose Λ ∈ P+ ∩ FK . By (i) and Theorem 3.1 (b) we find
Bg−1L(Λ)Λ ⊆ (Pfn)Jg−1L(Λ)Λ ⊆ g−1(Pfn)KL(Λ)Λ = g−1L(Λ)Λ.
Now g−1L(Λ)Λ is a one-dimensional subspace of L(Λ)f . By (a) we obtain g
−1L(Λ)Λ = L(Λ)Λ. Again
by Theorem 3.1 (b) we find g ∈ (Pfn)K . With (i) we get (Pfn)J ⊆ (Pfn)K , which is equivalent to
J ⊆ K by Theorem (3.6) (a). 
We take as completed building Ωfn associated to the formal Kac-Moody group Gfn the set
Ωfn :=
⋃˙
J⊆I
Gfn/(Pfn)J = {g(Pfn)J | g ∈ Gfn, J ⊆ I}
partially ordered by the reverse inclusion, i.e., for g, g′ ∈ Gfn and J, J ′ ⊆ I,
g(Pfn)J ≤ g′(Pfn)J′ :⇐⇒ g(Pfn)J ⊇ g′(Pfn)J′ .
The group Gfn acts order preservingly on Ωfn by multiplication from the left. We denote by
Afn := {n(Pfn)J |n ∈ N, J ⊆ I}
the standard apartment of Ωfn. The completed building Ωfn is covered by the apartments gAfn,
g ∈ Gfn.
Remark 3.8 (a) At first, the construction of Ωfn by the nonparabolic subgroups (Pfn)J , J ⊆ I, of
Gfn may look strange. We give a hand-waving motivation, which indicates that it is natural:
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Let J ⊆ I. Consider first the classical case, i.e., all components of the generalized Cartan matrix
A are of finite type, and take F = C. Here G/PJ is a well-known manifold, a partial flag manifold.
It is covered by big cells, which are charts of the manifold. The standard big cell BC(J) of G/PJ is
obtained as the image of U− in G/PJ . As a set it is given by
BC(J) ∼= U−/(U− ∩ PJ) = U−/U−J ∼= (U−)J .
Now consider the case of an arbitrary generalized Cartan matrix. By analogy, the standard big cell
of Gfn/(Pfn)J is obtained as the image of U
−
f in Gfn/(Pfn)J . As a set it is given by
BC(J) ∼= U−f /(U−f ∩ (Pfn)J ) = U−f /(U−f )J ∼= (U−f )J .
(b) The completed building Ωfn should be considered as an equivariant completion of the building
Ω associated to G as described in Section 4. In the nonclassical case, i.e., if not all components of
the generalized Cartan matrix A are of finite type, it does not satisfy all properties of a building. This
can be seen as follows: Let g1, g2 ∈ Gfn. It is easy to check that the following are equivalent.
(i) g1B and g2B are contained in a common apartment.
(ii) (g1)
−1g2 ∈ G.
In the nonclassical case there exists an element g ∈ Gfn \G. Thus, B and gB are not contained in a
common apartment.
3.4 The projective spectrum of the Cartan algebra and its F-valued points
We first show that the completed building Ωfn embeds Gf -equivariantly into the F-valued points
Proj (CA)(F) of the spectrum Proj (CA).
For Λ ∈ P+ let δΛ ∈ L(Λ)∗Λ ⊆ CA be defined by δΛ(vΛ) := 1. It is easy to check that δΛ · δN =
δΛ+N for all Λ, N ∈ P+. Therefore,
P˜+ :=
{
δΛ|Λ ∈ P+
}
is a multiplicatively closed subset of the Cartan algebra CA, isomorphic to (P+, +). For M ⊆ P+
we set
M˜ := {δΛ|Λ ∈M} ⊆ P˜+.
For Λ ∈ P+ we set
L(Λ)
(∗)
6=Λ :=
{
φ ∈ L(Λ)(∗)
∣∣∣φ(vΛ) = 0} = ⊕
λ∈P (Λ)\{Λ}
L(Λ)∗λ .
Here, as always, a sum over the empty set is defined to be {0}.
Theorem 3.9 For J ⊆ I define
P (J) :=
⊕
Λ∈P+∩FJ
L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) ⊆ CA.
A Gfn-equivariant embedding of the Gfn-set Ωfn into the Gfn-set Proj (CA)(F) is given by
ω : Ωfn → Proj (CA)(F)
g(Pfn)J 7→ gP (J) .
Furthermore, for g(Pfn)J , h(Pfn)K ∈ Ωfn we have
g(Pfn)J ≤ h(Pfn)K ⇐⇒ {gP (J)} pts ⊆ {hP (K)} pts.
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Proof: Obviously, P (J) is a P+-homogeneous linear space different from CA. We first show that
P (J) is an ideal. Let N ∈ P+. If Λ ∈ P+ \ FJ then also N +Λ ∈ P+ \FJ , because P+ ∩FJ is a face
of P+. We get
L(N)(∗) ·P (J)Λ = L(N)
(∗)
·L(Λ)(∗) ⊆ L(N + Λ)(∗) = P (J)N+Λ.
Now let Λ ∈ P+ ∩ FJ . For every φ ∈ L(N)(∗) and every ψ ∈ L(Λ)(∗)6=Λ we have
(φ ·ψ)(vN+Λ) = φ(vN )ψ(vΛ)︸ ︷︷ ︸
=0
= 0.
We find
L(N)(∗) · P (J)Λ = L(N)
(∗)
·L(Λ)
(∗)
6=Λ ⊆ L(N + Λ)(∗)6=Λ ⊆ P (J)N+Λ.
To show that P (J) is prime it is sufficient to show that the algebra CA/P (J) has no zero divisors.
Obviously, CA/P (J) is isomorphic to the monoid algebra F [ ˜P+ ∩ FJ ], which identifies with the
monoid algebra F [P+ ∩ FJ ]. Now P+ ∩FJ is a submonoid of the lattice P . It follows from Corollary
2.2 that F [P+ ∩ FJ ] has no zero divisors. Because of dim (L(Λ)(∗)/P (J)Λ) ≤ 1 for all Λ ∈ P+ we get
P (J) ∈ Proj (CA)(F) by Theorem 2.1.
ω is a well-defined Gfn-equivariant embedding if and only if for all J ⊆ I it holds
StabGfn(P (J)) = (Pfn)J .
Let g ∈ Gfn. We have P (J) = gP (J) = π(g)−1(P (J)) if and only if the following equations are
satisfied:
π(g)−1L(Λ)(∗) = L(Λ)(∗) for all Λ ∈ P+ \ FJ , (11)
π(g)−1L(Λ)
(∗)
6=Λ = L(Λ)
(∗)
6=Λ for all Λ ∈ P+ ∩ FJ . (12)
Equations (11) always hold. Written differently, equations (12) are{
φ ∈ L(Λ)(∗)
∣∣∣φ(gvΛ) = 0} = {φ ∈ L(Λ)(∗)∣∣∣φ(vΛ) = 0} for all Λ ∈ P+ ∩ FJ .
Here FgvΛ and FvΛ are finite dimensional subspaces of L(Λ)f , which is paired nondegenerately with
L(Λ)(∗). Therefore, these equations are equivalent to FgvΛ = FvΛ for all Λ ∈ P+ ∩ FJ . (To check
this directly use a base adopted to the decomposition L(Λ)(∗) =
⊕
λ∈P (Λ) L(Λ)
∗
λ, Λ ∈ P+ ∩ FJ .) By
Theorem 3.1 (b) and Theorem 3.6 (a) this is in turn equivalent to g ∈ ⋂K⊇J(Pfn)K = (Pfn)J .
Now, g(Pfn)J ≤ h(Pfn)K is by definition equivalent to g(Pfn)J ⊇ h(Pfn)K , which is equivalent
(Pfn)J ⊇ g−1h(Pfn)K , which in turn is equivalent to J ⊇ K and g−1h ∈ (Pfn)J . On the other hand,
we have {gP (J)} pts ⊆ {hP (K)} pts if and only if gP (J) ∈ {hP (K)} pts = {hP (K)} ∩ Proj (CA)(F),
if and only if gP (J) ⊇ hP (K), if and only if P (J) ⊇ g−1hP (K) = π(g−1h)−1(P (K)), which is
equivalent to the inclusions⊕
Λ∈P+\FJ
L(Λ)(∗) ⊇
⊕
Λ∈P+\FK
L(Λ)(∗), (13)
⊕
Λ∈P+∩FJ
L(Λ)
(∗)
6=Λ ⊇
⊕
Λ∈P+∩FK∩FJ
π(g−1h)−1L(Λ)
(∗)
6=Λ. (14)
Inclusion (13) is equivalent to P+ \ FJ ⊇ P+ \ FK , which is equivalent to FJ ⊆ FK , which in turn is
equivalent to J ⊇ K. Therefore, inclusion (14) is equivalent to the inclusions
L(Λ)
(∗)
6=Λ ⊇ π(g−1h)−1L(Λ)(∗)6=Λ for all Λ ∈ P+ ∩ FJ .
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Equality always holds, because L(Λ)
(∗)
6=Λ and π(g
−1h)−1L(Λ)
(∗)
6=Λ = π(h
−1g)L(Λ)
(∗)
6=Λ are 1-codimension-
al subspaces of L(Λ)(∗). As we have seen by the calculation of the stabilizers, these equations are
equivalent to g−1h ∈ (Pfn)J . 
It remains to show that the map ω of Theorem 3.9 is surjective, which is not straightforward.
It is reached in Corollary 3.38 as a consequence of our description of the full projective spectrum
Proj (CA), which we investigate next. For that we first introduce a Gfn-invariant stratification of
Proj (CA), whose strata extend the orbits GfnP (J), J ⊆ I.
The Cartan algebra CA is a P+-graded algebra without zero divisors. The faces of P+ are P+∩FJ ,
J ⊆ I. It follows that for every J ⊆ I there is the semidirect decomposition
CA =
⊕
Λ∈P+∩FJ
L(Λ)(∗) ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) (15)
with graded subalgebra
⊕
Λ∈P+∩FJ
L(Λ)(∗) and graded prime ideal
⊕
Λ∈P+\FJ
L(Λ)(∗), a sum over
the empty set defined to be {0}.
For every J ⊆ I set
Or(J) := V(
⊕
Λ∈P+\FJ
L(Λ)(∗)) = {
⊕
Λ∈P+\FJ
L(Λ)(∗)} ,
which is a Gfn-invariant closed subset of Proj (CA). In particular, Or(∅) = Proj (CA) and Or(I) =
{⊕Λ∈P+\FI L(Λ)(∗)}. The following properties are trivial to check:
Proposition 3.10 Let K, J ⊆ I.
(a) Or(K) ⊆ Or(J) if and only if K ⊇ J .
(b) Or(J) ∩Or(K) = Or(J ∪K).
As a closed set Or(J) can be described as a projective spectrum:
Proposition 3.11 Let J ⊆ I. The map
Proj (
⊕
Λ∈P+∩FJ
L(Λ)(∗)) → Or(J)
Q 7→ Q⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)
is a homeomorphism, mapping Proj (
⊕
Λ∈P+∩FJ
L(Λ)(∗))(F) bijectively to Or(J)(F).
Proof: The restriction of the canonical map CA→ CA/⊕Λ∈P+\FJ L(Λ)(∗) to the graded subalgebra⊕
Λ∈P+∩FJ
L(Λ)(∗) is an isomorphism of graded algebras. The proposition now follows from Theorem
2.14. 
For every J ⊆ I set
Or(J) := Or(J) \
⋃
I⊇K%J
Or(K) = Or(J) \
⋃
i∈I\J
Or(J ∪ {i}).
Proposition 3.12 Let J ⊆ I.
(a) Or(J) is Gfn-invariant and P (J) ∈ Or(J).
(b) Or(J) is open and dense in Or(J). In particular, Or(∅) is open and dense in Proj (CA).
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(c) It holds
Or(J) =
⋃˙
I⊇K⊇J
Or(K).
In particular, Proj (CA) =
⋃˙
K⊆IOr(K).
Proof: To (a) and (b): By its definition, Or(J) is open in Or(J). It is a Gfn-invariant set because the
sets Or(K), K ⊇ J , are Gfn-invariant. It is trivial to check that P (J) as well as
⊕
Λ∈P+\FJ
L(Λ)(∗)
are contained in Or(J). It follows that Or(J) is dense in Or(J) .
To (c): By Proposition 3.10 we have
Or(J) =
⋃
I⊇K⊇J
Or(K) ⊇
⋃
I⊇K⊇J
Or(K).
Let Q ∈ Or(J). Choose a set I ⊇ Kmax ⊇ J , maximal with respect to the inclusion, such that
Q ∈ Or(Kmax). Then Q ∈ Or(Kmax).
Let K1, K2 ⊆ I and K1 6= K2. By Proposition 3.10 we get
Or(K1) ∩Or(K2) ⊆ Or(K1) ∩Or(K2) ⊆ Or(K1 ∪K2). (16)
At least one of the sets K1, K2 is nonempty. Assume K2 is nonempty. Then K1 ∪K2 % K1. By the
definition of Or(K1) we get
Or(K1) ∩Or(K1 ∪K2) = ∅. (17)
From (16) and (17) we find
Or(K1) ∩Or(K2) = Or(K1) ∩Or(K2) ∩Or(K1 ∪K2) = ∅.

Let J ⊆ I. The Or-stratification at P (J) will be investigated by restricting to a principal open
subset at P (J). Define
D(J) :=
{
Q ∈ Proj (CA)| δN /∈ Q for all N ∈ P+ ∩ FJ
}
.
In particular, D(I) = Proj (CA). This follows because δN is a unit of CA for every N ∈ P+ ∩ FI =∑2n−l
i=n+1 ZΛi.
To describe D(J) as a projective spectrum we identify CA with its image in ( ˜P+ ∩ FJ)−1CA,
which is possible because CA has no zero divisors. By Theorem 2.11 the following holds:
Proposition 3.13 Let J ⊆ I. The map
Proj (( ˜P+ ∩ FJ )−1CA) → D(J)
Q 7→ Q ∩ CA (18)
is a homeomorphism, mapping Proj (( ˜P+ ∩ FJ)−1CA)(F) bijectively to D(J)(F).
Remark 3.14 It is easy to check that ri(P+ ∩ FJ ) = P+ ∩ FJ is the set of principal elements of the
monoid P+ ∩ FJ . By Theorem 2.12 the set D(J) is principal open, i.e., for every Λ ∈ P+ ∩ FJ we
have
D(J) = D(δΛ),
˜(P+ ∩ FJ )
−1
CA ∼= {δnΛ|n ∈ N0}−1 CA.
We will use the description which is independent of the choice of Λ ∈ P+ ∩ FJ in the formulation of
theorems and propositions. In proofs we will make use of both descriptions.
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D(J) decomposes by the Or-stratification as follows:
Proposition 3.15 Let J ⊆ I. Then
D(J) =
⋃˙
K⊆J
(
D(J) ∩Or(K)
)
and P (K) ∈ D(J) ∩Or(K) for all K ⊆ J .
Proof: It is P (K) ∈ Or(K) for all K ⊆ I by Proposition 3.12 (a). It is trivial to check that also
P (K) ∈ D(J) for all K ⊆ J .
Let K ⊆ I. If ∅ 6= D(J) ∩Or(K) ⊆ D(J) ∩Or(K) there exists Q ∈ Proj (CA) such that
Q ⊇
⊕
Λ∈P+\FK
L(Λ)(∗) and δΛ 6∈ Q for all Λ ∈ P+ ∩ FJ .
It follows that FJ ⊆ FK , which is equivalent to J ⊇ K. Now use Proposition 3.12 (c). 
Next we describe the open set obtained as the Gfn-orbit of D(J). For the theorem we use the
definition V(S) := {Q ∈ Proj (CA)|Q ⊇ S} for subsets S ⊆ CA. Note that V(S) = V((Shom)), where
(Shom) is the ideal generated by the set Shom of homogeneous components of the elements of S.
Theorem 3.16 Let J ⊆ I.
(a) Then ⋃
g∈Gfn
gD(J) = Proj (CA) \ V(
⊕
Λ∈P+∩FJ
L(Λ)(∗)).
(b) We have (P−fn)J D(J) = D(J). In particular, the union in (a) can be taken over sets of coset
representatives of Gfn/(P
−
fn)J .
Proof: We first show (a). Let Q ∈ Proj (CA). Then
Q /∈
⋃
g∈Gfn
gD(J)
is equivalent to π(g)Q /∈ D(J) for all g ∈ Gfn. By Remark 3.14 this is equivalent to
δΛ ∈ π(g)Q for all g ∈ Gfn and Λ ∈ P+ ∩ FJ . (19)
The irreducible (Gfn)
op-module L(Λ)(∗) is spanned by π(Gfn)δΛ. Therefore, since Q is homogeneous,
(19) is equivalent to
Q ⊇
⊕
Λ∈P+∩FJ
L(Λ)(∗).
Let Λ ∈ P+ ∩ FJ . By Remark 3.14 we have D(J) = {Q ∈ Proj (CA)| δΛ /∈ Q}. Now (b) follows
from π((P−fn)J )δΛ ∈ FδΛ \ {0}. 
Let J ⊆ I. From the description of Or(J) in Proposition 3.12 (c) and from Proposition 3.15 we
get
BC(J) := Or(J) ∩D(J) = Or(J) ∩D(J) ⊆ Or(J).
Furthermore, P (J) ∈ BC(J). We call BC(J) the standard big cell of Or(J). We call every gBC(J),
g ∈ Gfn, a big cell of Or(J).
Theorem 3.17 For J ⊆ I the following hold:
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(a) Every big cell gBC(J), g ∈ Gfn, is principal open in Or(J) and dense in Or(J).
(b) Or(J) can be covered by big cells:
Or(J) =
⋃
g∈Gfn
gBC(J) .
We have (Pfn)
−
J BC(J) = BC(J). In particular, the union can be taken over sets of coset
representatives of Gfn/(Pfn)
−
J .
Proof: It is sufficient to show part (a) for BC(J) because Or(J) is Gfn-invariant. BC(J) is principal
open in Or(J) because D(J) is principal open in Proj (CA) by Remark 3.14. By the definition of
Or(J) and BC(J) we get⊕
Λ∈P+\FJ
L(Λ)(∗) ∈ BC(J) = Or(J) ∩D(J) ⊆ Or(J) = {
⊕
Λ∈P+\FJ
L(Λ)(∗)}.
Therefore, BC(J) is dense in Or(J).
For part (b) it is sufficient to show
Or(J) = Or(J) ∩ Proj (CA) \ V(
⊕
Λ∈P+∩FJ
L(Λ)(∗)). (20)
Then (b) follows from Theorem 3.16 (a), (b) and the Gfn-invariance of Or(J). Taking the complement
in Or(J), the equation (20) is equivalent to⋃
K%J
Or(K) = Or(J) ∩ V(
⊕
Λ∈P+∩FJ
L(Λ)(∗)).
Inserting the definition of Or(K), K ⊇ J , this is equivalent to⋃
K%J
V(
⊕
Λ∈P+\FK
L(Λ)(∗)) = V(
⊕
Λ∈(P+∩FJ )∪P+\FJ
L(Λ)(∗)). (21)
The inclusion ”⊆” is valid, because for all K % J we have
P+ \ FK = P+ \ FJ ∪ (P+ ∩ (FJ \ FK)) ⊇ P+ \ FJ ∪ (P+ ∩ FJ ).
Now we show ”⊇”. Let Q be in the right hand side of (21). Suppose that Q is not contained in the
left hand side of (21). Then for every K % J there exists a weight ΛK ∈ P+ \ FK and an element
φK ∈ L(ΛK)(∗) such that φK /∈ Q. Since Q is prime we obtain
Q 6∋
∏
K%J
φK ∈ L(
∑
K%J
ΛK)
(∗). (22)
Since P+ \ FK is a semigroup ideal of P+ we find∑
K%J
ΛK ∈
⋂
K%J
P+ \ FK =
⋂
K%J
(
P+ \ FJ ∪ (P+ ∩ (FJ \ FK))
)
= P+ \ FJ ∪
⋂
K%J
(
P+ ∩ (FJ \ FK)
)
= P+ \ FJ ∪ (P+ ∩ FJ).
Therefore, (22) contradicts that Q is contained in the right hand side of (21). 
As a principal open set of a closed set the standard big cell BC(J) can be described as a projective
spectrum:
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Proposition 3.18 Let J ⊆ I. Then
Proj (( ˜P+ ∩ FJ )−1
⊕
Λ∈P+∩FJ
L(Λ)(∗)) → BC(J)
Q 7→ (Q ∩
⊕
Λ∈P+∩FJ
L(Λ)(∗))⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)
is a homeomorphism, mapping Proj (( ˜P+ ∩ FJ)−1
⊕
Λ∈P+∩FJ
L(Λ)(∗))(F) bijectively to BC(J)(F).
Proof: The projective spectrum Proj (
⊕
Λ∈P+∩FJ
L(Λ)(∗))) maps homeomorphically onto Or(J) by
the map given in Proposition 3.11. The preimage of BC(J) = Or(J) ∩D(J) is the set{
Q ∈ Proj (
⊕
Λ∈P+∩FJ
L(Λ)(∗))
∣∣∣ δΛ /∈ Q for all Λ ∈ P+ ∩ FJ } .
Now the proposition follows from Theorem 2.11. 
Next we introduce for J ⊆ I a closed subset of D(J), which is a transversal slice to Or(J) at the
point P (J) as we will see later. We need some easy preparations, before we can give its definition.
For ∅ 6= J ⊆ I the Lie subalgebra gJ of g identifies with the derived Kac-Moody algebra g(AJ )′ to
the generalized Cartan submatrix AJ of A. The sublattice QJ of Q identifies with the root lattice, the
sublattice PJ of P identifies with the weight lattice of g(AJ )
′. The following theorem is well-known.
Since the author has not found a reference, the nontrivial parts of the proof are added.
Theorem 3.19 Let ∅ 6= J ⊆ I and Λ ∈ P+. Decompose Λ = ΛJ + ΛJ with ΛJ ∈ P+J and ΛJ ∈
P+ ∩ FJ . Regard L(Λ) as a gJ -module.
(a) Define an equivalence relation on P (Λ) by
λ ∼ µ :⇐⇒ λ− µ ∈ QJ .
If C is an equivalence class, then L(Λ)C :=
⊕
λ∈C L(Λ)λ is a gJ -module of L(Λ). It decomposes
into a direct sum of irreducible highest weight modules of gJ with highest weights in P
+
J .
(b) The equivalence class [Λ] of Λ is given by [Λ] = P (Λ)∩ (Λ− (QJ)+0 ). The gJ -module L(Λ)[Λ] is
an irreducible highest weight module of gJ of highest weight ΛJ and highest weight space L(Λ)Λ.
Proof: The decomposition of L(Λ)C into a direct sum of irreducible highest weight modules of gJ
with highest weights in P+J stated in (a) follows from Theorem 10.7 a) of [K1]. For (b) we only show
U(n−J )L(Λ)Λ =
⊕
λ∈[Λ] L(Λ)λ, where [Λ] = P (Λ) ∩
(
Λ− (QJ )+0
)
. We have
L(Λ) = U(n−)L(Λ)Λ = U((n
−)J)U(n−J )L(Λ)Λ = U(n
−
J )L(Λ)Λ +
∑
β∈Q+\Q+J
U((n−)J )−β U(n
−
J )L(Λ)Λ.
Here
U(n−J )L(Λ)Λ ⊆
⊕
λ∈P (Λ)∩(Λ−(QJ )
+
0 )
L(Λ)λ, (23)
∑
β∈Q+\Q+J
U((n−)J )−β U(n
−
J )L(Λ)Λ ⊆
⊕
λ∈P (Λ)∩(Λ−(QJ )
+
0 −Q
+\Q+J )
L(Λ)λ. (24)
Now L(Λ) is the direct sum of the sums in (23) and (24) on the right. It follows that in (23) and (24)
equality holds. 
For J ⊆ I and Λ ∈ P+ set
PJ (Λ) := P (Λ) ∩
(
Λ− (QJ )+0
)
.
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Remark 3.20 In particular, we have:
(a) PI(Λ) = P (Λ) for all Λ ∈ P+.
(b) PJ (Λ) = {Λ} for all Λ ∈ P+ ∩ FJ and J ⊆ I.
Here (a) and the case J = ∅ in (b) follow from the definition. (b) also holds for J 6= ∅, because the
gJ -module L(Λ)[Λ] is trivial.
For J ⊆ I and Λ ∈ P+ set
LJ(Λ) :=
⊕
λ∈PJ (Λ)
L(Λ)λ ⊆ L(Λ) and LJ(Λ)f :=
∏
λ∈PJ (Λ)
L(Λ)λ ⊆ L(Λ)f ,
LJ(Λ)
(∗) :=
⊕
λ∈PJ (Λ)
L(Λ)∗λ ⊆ L(Λ)(∗) .
Here LJ(Λ)
(∗) is the restricted dual of the gJ -module LJ(Λ). Note that we have
P (Λ) \ PJ (Λ) = P (Λ) ∩
(
Λ− (Q+0 \ (QJ )+0 )) , (25)
where we adopted the convention B ± ∅ := ±∅+B := ∅ for B ⊆ P . Now set
RJ(Λ) :=
⊕
λ∈P (Λ)\PJ (Λ)
L(Λ)λ ⊆ L(Λ) and RJ (Λ)f :=
∏
λ∈P (Λ)\PJ (Λ)
L(Λ)λ ⊆ L(Λ)f ,
RJ(Λ)
(∗) :=
⊕
λ∈P (Λ)\PJ (Λ)
L(Λ)∗λ ⊆ L(Λ)(∗) ,
a sum or product over the empty set defined to be {0}.
LJ(Λ)
(∗), RJ(Λ)
(∗) are (Gfn)
op
J -invariant subspaces of L(Λ)
(∗), and LJ(Λ)f , RJ(Λ)f are (Gfn)J -
invariant subspaces of L(Λ)f . Furthermore, LJ(Λ), RJ (Λ) are GJ -invariant subspaces of L(Λ).
Proposition 3.21 Let J ⊆ I. The following inclusions hold in CA for all Λ, N ∈ P+:
(a) LJ(Λ)
(∗)
·LJ(N)
(∗) ⊆ LJ(Λ +N)(∗).
(b) RJ(Λ)
(∗)
·L(N)(∗) ⊆ RJ (Λ +N)(∗) and L(Λ)(∗) ·RJ (N)(∗) ⊆ RJ(Λ +N)(∗).
Proof: We first show
L(Λ)∗λ ·L(N)
∗
µ ⊆ L(Λ +N)∗λ+µ for all λ, µ ∈ P. (26)
Let φλ ∈ L(Λ)∗λ, ψµ ∈ L(N)∗µ, λ, µ ∈ P . With the notation of Subsection 3.1 the Cartan product
φλ · ψµ ∈ L(Λ +N)(∗) is given by
(φλ ·ψµ)(w) := (φλ ⊗ ψµ)(Φ(w)) where w ∈ L(Λ +N).
The G-equivariant linear map Φ preserves the weights. We get immediately φλ ·ψµ ∈ L(Λ +N)∗λ+µ.
As an example we show RJ(Λ)
(∗)
·L(N)(∗) ⊆ RJ(Λ +N)(∗). The other inclusions can be treated
similarly. This inclusion holds trivially for J = I, because RI(Λ)
(∗) = {0} and RI(Λ +N)(∗) = {0}.
For J 6= I use (25) to rewrite the definitions of RJ (Λ)(∗) and RJ(Λ+N)(∗). Then the inclusion follows
from (
Λ− (Q+0 \ (QJ)+0 ))+ (N −Q+0 ) ⊆ (Λ +N)− (Q+0 \ (QJ)+0 ) .
with (26). 
38
Let J ⊆ I. The Cartan algebra CA has no zero divisors. With the previous proposition we get
the semidirect decomposition
CA =
⊕
Λ∈P+
LJ(Λ)
(∗) ⊕
⊕
Λ∈P+
RJ(Λ)
(∗) (27)
with graded subalgebra
⊕
Λ∈P+ LJ(Λ)
(∗) and graded prime ideal
⊕
Λ∈P+ RJ(Λ)
(∗). We call
S(J) := V(
⊕
Λ∈P+
RJ (Λ)
(∗)) ∩D(J)
the standard transversal slice to Or(J) at the point P (J) ∈ Or(J). This name will be justified later.
We now only show:
Theorem 3.22 Let J ⊆ I. Then
Or(J) ∩ S(J) = BC(J) ∩ S(J) = {P (J)}.
Proof: Because of S(J) ⊆ D(J) we find
BC(J) ∩ S(J) ⊆ Or(J) ∩ S(J) ⊆ Or(J) ∩ S(J) = Or(J) ∩ ∩D(J) ∩ S(J) = BC(J) ∩ S(J).
By the definition of BC(J), S(J), and by Remark 3.20 (b) we obtain
BC(J) ∩ S(J) = V(
⊕
Λ∈P+
RJ(Λ)
(∗)) ∩ V(
⊕
Λ∈P+\FJ
L(Λ)(∗)) ∩D(J)
= V(
⊕
Λ∈P+
RJ(Λ)
(∗) ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)) ∩D(J)
= V(
⊕
Λ∈P+∩FJ
L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)) ∩D(J) = V(P (J)) ∩D(J).
We get P (J) ∈ V(P (J)) ∩D(J) from Proposition 3.15. Now let Q ∈ V(P (J)) ∩D(J). By definition
we have Q ⊇ P (J) and δΛ /∈ Q for all Λ ∈ P+ ∩ FJ . We show Q ⊆ P (J). Every φ ∈ Q is of the form
φ =
∑
Λ∈P+∩FJ
cΛδΛ + ψ
with ψ ∈ P (J) and cΛ ∈ F, cΛ 6= 0 for at most finitely many Λ ∈ P+ ∩ FJ . It follows that∑
Λ∈P+∩FJ
cΛδΛ ∈ Q. Since Q is graded we get cΛδΛ ∈ Q, which implies cΛ = 0, Λ ∈ P+ ∩ FJ . We
found φ = ψ ∈ P (J). 
S(J) decomposes with respect to the Or-stratification as follows:
Proposition 3.23 Let J ⊆ I. Then
S(J) =
⋃˙
K⊆J
(
S(J) ∩Or(K)
)
and P (K) ∈ S(J) ∩Or(K) for all K ⊆ J .
Proof: It is trivial to check that P (K) ⊇ ⊕Λ∈P+ RJ (Λ)(∗) for all K ⊆ I. Now the proposition
follows from the definition of S(J) and Proposition 3.15. 
As a principal open set of a closed set the standard transversal slice S(J) can be described as a
projective spectrum. The proof is completely similar as for BC(J), the semidirect decomposition (15)
replaced by the semidirect decomposition (27):
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Proposition 3.24 Let J ⊆ I. The map
Proj (( ˜P+ ∩ FJ )−1
⊕
Λ∈P+
LJ(Λ)
(∗)) → S(J)
Q 7→ (Q ∩
⊕
Λ∈P+
LJ(Λ)
(∗))⊕
⊕
Λ∈P+
RJ (Λ)
(∗)
is a homeomorphism, mapping Proj (( ˜P+ ∩ FJ)−1
⊕
Λ∈P+ LJ(Λ)
(∗))(F) bijectively to S(J)(F).
The projective spectrum of the graded algebra ( ˜P+ ∩ FJ )−1CA gives the principal open set D(J)
by Proposition 3.13. Projective spectra of graded subalgebras of ( ˜P+ ∩ FJ )−1CA give the standard
big cell BC(J) and the standard transversal slice S(J) by Propositions 3.18 and 3.24. The next
aim is to describe the graded algebra ( ˜P+ ∩ FJ)−1CA explicitly as a tensor product of three graded
algebras. Some preparations are required, before it can be reached in Theorem 3.34.
Let J ⊆ I. We equip (n−f )J with the unital coordinate ring of functions F [(n−f )J ], which is
generated by the linear functions contained in the subspace
((n−)J )(∗) :=
⊕
α∈(∆−)J
g∗α ⊆ ((n−f )J )∗.
It is easy to check that this coordinate ring is the symmetric algebra
F [(n−f )
J ] = Sym
(
((n−)J )(∗)
)
.
We push this coordinate ring forward by the bijective exponential map exp : (n−f )
J → (U−f )J and
obtain a coordinate ring F [(U−f )
J ] on (U−f )
J such that the comorphism
exp∗ : F [(U−f )
J ]→ F [(n−f )J ]
exists and is an isomorphism of algebras. We equip F [(U−f )
J ] with the trivial gradation {0}.
Trivially, (n−f )
I = {0}, F [(n−f )I ] ∼= F and (U−f )I = {1}, F [(U−f )I ] ∼= F.
Remark 3.25 F [(n−f )
J ] is the coordinate ring of the pronilpotent Lie algebra (n−f )
J as follows: For
k ∈ N0 it is
(n−f )
J (k) :=
∏
α∈(∆−)J ,−ht(α)≥k+1
gα
an ideal of (n−f )
J , such that the quotient (n−f )
J/(n−f )
J (k) is a finite dimensional nilpotent Lie algebra.
There is the system of projections
pkl : (n
−
f )
J/(n−f )
J (k)→ (n−f )J/(n−f )J (l) where k, l ∈ N0, k ≥ l .
It is easy to check that a projective limit is given by the projections
pk : (n
−
f )
J → (n−f )J/(n−f )J (k) where k ∈ N0 .
Equip (n−f )
J/(n−f )
J(k) with its coordinate ring F [(n−f )
J/(n−f )
J (k)] as a finite dimensional F-linear
space. There is the system of comorphisms
p∗kl : F [(n
−
f )
J/(n−f )
J (l)]→ F [(n−f )J/(n−f )J(k)] where l, k ∈ N0, l ≤ k .
It is easy to check that a inductive limit is given by the comorphisms
p∗k : F [(n
−
f )
J/(n−f )
J (k)]→ F [(n−f )J ] where k ∈ N0 .
Similarly, F [(U−f )
J ] is the coordinate ring of the prounipotent group (U−f )
J .
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Proposition 3.26 Let J ⊆ I. Then
Spec
(
F [(U−f )
J ]
)
(F) =
{
I(u)|u ∈ (U−f )J
}
,
where I(u) denotes the vanishing ideal in u ∈ (U−f )J .
Proof: By the linear isomorphisms
( ( (n−)J )(∗) )∗ = (
⊕
α∈(∆−)J
g∗α )
∗ ∼=
∏
α∈(∆−)J
(g∗α)
∗ ∼=
∏
α∈(∆−)J
gα = (n
−
f )
J
the elements of the dual of ((n−)J )(∗) are given by the evaluations in the elements of (n−f )
J . By the
universal property of the symmetric algebra we get Spec (F [(n−f )
J ])(F) = {I(x)|x ∈ (n−f )J}, where
I(x) is the vanishing ideal in x ∈ (n−f )J . Since the comorphism exp∗ : F [(U−f )J ] → F [(n−f )J ] is an
isomorphism of coordinate rings the proposition follows. 
For a g-module V contained in the category Opint, for v ∈ Vf and φ ∈ V (∗) the map
φ( · v) : U−f → F
u 7→ (π(u)φ)(v) = φ(uv)
is called the matrix coefficient of φ and v on U−f . To keep our notation easy we often denote its
restriction to nonempty subsets of U−f by the same symbol.
Theorem 3.27 Let J ⊆ I. For every g-module V from the category Opint, for every v ∈ Vf and
φ ∈ V (∗) it is
φ( · v) ∈ F [(U−f )J ]. (28)
Furthermore,
F [(U−f )
J ] = span
{
φ( · vN )
∣∣∣φ ∈ L(N)(∗), N ∈ P+ ∩ FJ } . (29)
For every Λ ∈ P+ with Λ(hi) > 0 for all i ∈ I \ J the linear map
n
J → F [(U−f )J ]
x 7→ (π(x)δΛ) ( · vΛ)
is injective and
F [(U−f )
J ] = Sym(
{
(π(x)δΛ)( · vΛ) | x ∈ nJ
}
). (30)
Proof: The theorem holds trivially for J = I. Let J 6= I. For every α ∈ (∆−)J choose a base
yαi ∈ gα, i = 1, . . . , mα. Let ψ˜αi ∈ g∗α, i = 1, . . . , mα, be the dual base. Interpret these elements as
elements of ((n−)J )(∗) ⊆ ((n−f )J)∗ and set
ψαi := (exp
∗)−1(ψ˜αi) ∈ F [(U−f )J ], i = 1, . . . , mα.
Note that
ψ˜αi(yβj) = δαβδij for α, β ∈ (∆−)J , i = 1, . . . , mα, j = 1, . . . , mβ .
For every α ∈ (∆+)J the pairing ( | ) : gα × g−α → F is nondegenerate. Let zαi ∈ gα, α ∈ (∆+)J ,
i = 1, . . . , mα, be the dual base of y−αi ∈ g−α, i = 1, . . . , m−α. Because of
(
gα | g−β
)
= {0} for
α, β ∈ (∆+)J , α 6= β, we find
(zαi | y−βj) = δαβδij for α, β ∈ (∆+)J , i = 1, . . . , mα, j = 1, . . . , m−β.
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(a) Let v =
∑
λ∈P (V ) vλ ∈ Vf with vλ ∈ Vλ for all λ ∈ P (V ). Let φµ ∈ V ∗µ , µ ∈ P (V ). We have
φµ(exp(x)v) =
∑
λ∈P (V )
φµ(exp(x)vλ) =
∑
λ∈P (V ), λ≥µ
φµ(exp(x)vλ) =
( ∑
λ∈P (V ), λ≥µ
φµ( · vλ)
)
(exp(x))
for all x ∈ (n−f )J , a sum over the empty set defined to be zero. The sum on the right is finite, because
V is contained in Opint.
Therefore, it is sufficient to show (28) for vλ ∈ Vλ, φµ ∈ V ∗µ , λ, µ ∈ P (V ), λ ≥ µ. For every
x =
∑
α∈(∆−)J xα ∈ (n−f )J we have
φµ(exp(x)vλ) =
ht(λ−µ)∑
k=0
1
k!
φµ(x
kvλ) = φµ(vλ) +
ht(λ−µ)∑
k=1
1
k!
∑
β1, ..., βk∈(∆
−)J
β1+···+βk=µ−λ
φµ(xβ1 · · ·xβkvλ). (31)
For every β ∈ (∆−)J we develop xβ in the basis yβi ∈ gβ, i = 1, . . . , mβ , as follows:
xβ =
mβ∑
i=1
ψ˜βi(xβ)yβi =
mβ∑
i=1
ψ˜βi(x)yβi =
mβ∑
i=1
ψβi(exp(x))yβi.
Inserting in the inner sumand of (31) we get:
φµ(xβ1 · · ·xβkvλ) =
∑
i1, ..., ik
ψβ1i1(exp(x)) · · ·ψβkik(exp(x))φµ(yβ1i1 · · · yβkikvλ).
Inserting back in (31) we find
φµ( · vλ) = φµ(vλ)1 +
ht(λ−µ)∑
k=1
1
k!
∑
β1, ..., βk∈(∆
−)J , i1, ..., ik
β1+···+βk=µ−λ
φµ(yβ1i1 · · · yβkikvλ)ψβ1i1 · · ·ψβkik ∈ F [(U−f )J ]. (32)
(b) Note that {
N ∈ P+ ∣∣ N(hi) > 0 for all i ∈ I \ J} = P+ ∩ ⋃
K⊆J
FK .
Fix K ⊆ J and Λ ∈ P+ ∩ FK . We get
span
{
φ( · vN )
∣∣∣φ ∈ L(N)(∗), N ∈ P+ ∩ FK } ⊆ F [(U−f )J ]
from (28). This span is even a subalgebra of F [(U−f )
J ]. It contains δ0( · v0), which is the unit of
F [(U−f )
J ]. Furthermore, if φ ∈ L(N)(∗), N ∈ P+ ∩ FK and ψ ∈ L(M)(∗), M ∈ P+ ∩ FK , then
φ( · vN )ψ( · vM ) = (φ ⊗ ψ)( · (vN ⊗ vM )) = (φ ·ψ)( · vN+M )
with φ ·ψ ∈ L(N +M)(∗) and N +M ∈ P+ ∩ FK .
Let Alg(
{
(π(x)δΛ)( · vΛ)| x ∈ nJ
}
) be the subalgebra of F [(U−f )
J ] generated by
{
(π(x)δΛ)( · vΛ)|x ∈ nJ
}
.
We have shown the inclusions
Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
}) ⊆ span{φ( · vN ) ∣∣∣φ ∈ L(N)(∗), N ∈ P+ ∩ FK } ⊆ F [(U−f )J ].
(c) Now we show
ψ−αi ∈ Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
})
for all α ∈ (∆+)J , i = 1, . . . , m−α,
which implies F [(U−f )
J ] ⊆ Alg ({(π(x)δΛ)( · vΛ)| x ∈ nJ}).
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We first specialize formula (32) to the matrix coefficient (π(zαi)δΛ)( · vΛ): Because zαi kills vΛ we
have
(π(zαi)δΛ)(vΛ) = δΛ(zαivΛ) = 0.
The summand for k = 1 of the sum in (32) transforms as follows:∑
j
δΛ(zαiy−αjvΛ)ψ−αj =
∑
j
δΛ([zαi, y−αj ]vΛ)ψ−αj =
∑
j
δΛ((zαi | y−αj) ν−1(α)vΛ)ψ−αj = (Λ | α)ψ−αi.
We have found:
(π(zαi)δΛ)( · vΛ)
= (Λ | α)ψ−αi +
ht(α)∑
k=2
1
k!
∑
β1, ..., βk∈(∆
−)J , i1, ..., ik
β1+···βk=−α
δΛ(zαiyβ1i1 · · · yβkikvΛ)ψβ1i1 · · ·ψβkik . (33)
Here α is of the form α =
∑
i∈I niαi with ni ∈ N0 and nj0 6= 0 for at least one j0 ∈ J . With
ν−1(αi) =
1
2 (αi | αi)hi and (αi | αi) > 0, i ∈ I, we obtain
(Λ | α) = Λ(ν−1(α)) =
∑
i∈I, i6=j0
ni︸︷︷︸
≥0
(αi | αi)
2
Λ(hi)︸ ︷︷ ︸
≥0
+ nj0︸︷︷︸
>0
(αj0 | αj0)
2
Λ(hj0)︸ ︷︷ ︸
>0
> 0. (34)
Let α ∈ (∆+)J with ht(α) = 1. Then mα = m−α = 1 and from (33) and (34) we get
ψ−α1 =
1
(Λ | α) (π(zα1)δΛ)( · vΛ) ∈ Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
})
.
Suppose ψ−βi ∈ Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
})
for all β ∈ (∆+)J with ht(β) < p ∈ N and i =
1, . . . , m−β . Let α ∈ (∆+)J with ht(α) = p. Then from (33) and (34) we get
ψ−αi ∈ Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
})
for all i = 1, . . . , mα.
(d) At last we show that the linear map nJ → F [(U−f )J ] of the theorem is injective and that
F [(U−f )
J ] = Alg
({
(π(x)δΛ)( · vΛ)|x ∈ nJ
})
is a symmetric algebra in
{
(π(x)δΛ)( · vΛ)|x ∈ nJ
}
.
Choose a counting (βm, im), m ∈ N, of the set{
(β, i) | β ∈ (∆+)J , i = 1, . . . , mβ
}
.
Since zβmim , m ∈ N, is a base of nJ it is sufficient to show that the monomials in
fm := (π(zβmim)δΛ) ( · vΛ), m ∈ N,
are linearly independent.
Note that by (33) and (34) for all m ∈ N we have
fm = (Λ | βm)︸ ︷︷ ︸
6=0
ψ−βmim + rm , (35)
where rm is a sum of homogeneous components of degree ≥ 2.
Now let r ∈ N and L ∈ N0 and suppose that
0 =
∑
k1, ..., kr∈N0
k1+···+kr≤L
ck1···krf
k1
1 · · · fkrr (36)
with coefficients ck1···kr ∈ F.
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First we compare the 0-homogeneous components of both sides of equation (36). Because of (35)
we get c0···0 = 0. Let l ∈ N, l ≤ L, and suppose we have shown
ck1···kr = 0 for all k1, . . . , kr ∈ N0 with k1 + · · ·+ kr ≤ l − 1.
Now we compare the l-homogeneous components of both sides of equation (36). Because of (35) we
get
0 =
∑
k1, ..., kr∈N0
k1+···+kr=l
ck1···kr (Λ | β1)k1 · · · (Λ | βr)kr ψk1−β1i1 · · ·ψkr−βrir .
Since the monomials in ψ−βmim , m ∈ N, are linearly independent and (Λ | βm) 6= 0 for all m ∈ N we
obtain
ck1···kr = 0 for all k1, . . . , kr ∈ N0 with k1 + · · ·+ kr = l.

Next we make some observations for the groups (U−)J and its coordinate rings F [(U−f )
J ], J ⊆ I.
Corollary 3.28 Let J ⊆ I. The subgroup (U−)J of (U−f )J is dense. In particular, its coordinate
ring
F [(U−)J ] := F [(U−f )
J ] |(U−)J
is isomorphic to F [(U−f )
J ] by the restriction map.
Proof: This holds trivially for J = I. Let J 6= I. Let f ∈ F [(U−f )J ] such that f |(U−)J= 0. By the
previous theorem we can write f in the form
f =
∑
N∈P+∩FJ
φN ( · vN )
with φN ∈ L(N)(∗), φN 6= 0 for at most finitely many N ∈ P+ ∩ FJ . Because U−J stabilizes L(N)N
pointwise for all N ∈ P+ ∩ FJ and because of U− = (U−)JU−J we find
0 =
∑
N∈P+∩FJ
φN (uvN ) for all u ∈ U− .
For p ∈ N, β1, . . . , βp ∈ ∆−re, and xβ1 ∈ gβ1 , . . . , xβp ∈ gβp we have
0 =
∑
N∈P+∩FJ
φN (exp(t1xβ1) · · · exp(t1xβ1)vN ) =
∑
k1, ..., kp∈N0
tk11 · · · tkpp
k1! · · · kp!
∑
N∈P+∩FJ
φN (x
k1
β1
· · ·xkpβpvN )
for all t1, . . . , tp ∈ F. The last expression is well defined and polynomial in t1, . . . , tp because xβ1 ,
. . . , xβp act locally nilpotent. The coefficients of the polynomial vanish. In particular, we find
0 =
∑
N∈P+∩FJ
φN (vN ) and 0 =
∑
N∈P+∩FJ
φN (xβ1 · · ·xβpvN ) .
By §1.3 of [K1] the Lie algebra n− is generated by the elements fi ∈ g−αi , i ∈ I. Therefore, also the
universal enveloping algebra U(n−) is generated by fi ∈ g−αi , i ∈ I. Because of −αi ∈ ∆−re, i ∈ I,
we have found
0 =
∑
N∈P+∩FJ
φN (xvN ) for all x ∈ U(n−) . (37)
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Now let y =
∑
β∈(∆−)J yβ ∈ (n−f )J . With (37) we get
f(exp(y)) =
∑
N∈P+∩FJ
φN (exp(y)vN )
=
∑
N∈P+∩FJ
φN (vN ) +
∑
γ∈Q−
1
k!
−ht(γ)∑
k=1
∑
β1, ..., βk∈(∆
−)J
β1+···+βk=γ
∑
N∈P+∩FJ
φN (yβ1 · · · yβkvN ) = 0 .
We have shown f = 0. 
Recall from Section 1 that the Kac-Moody group G is equipped with a coordinate ring of matrix
coefficients such that a Peter-Weyl theorem holds: A Gop ×G-equivariant bijective linear map
PW :
⊕
Λ∈P+
L(Λ)(∗) ⊗ L(Λ)→ F [G]
is given by PW (φ ⊗ v) := φ( · v) for all φ ∈ L(Λ)(∗), v ∈ L(Λ), Λ ∈ P+. Here the matrix coefficient
φ( · v) denotes the function which assigns to g ∈ G the value φ(gv) ∈ F. To keep our notation easy
we often denote its restriction to nonempty subsets of G by the same symbol.
Now (U−)J is also contained in G. It holds:
Corollary 3.29 Let J ⊆ I. The restriction of the coordinate ring F [G] to (U−)J coincides with the
restriction of the coordinate ring F [(U−f )
J ] to (U−)J , which we denoted by F [(U−)J ].
Proof: The Peter-Weyl theorem implies
F [G] |U−J = span
{
φ( · v) |U−J
∣∣∣φ ∈ L(Λ)(∗), v ∈ L(Λ), Λ ∈ P+} .
Now the corollary follows from Theorem 3.27. 
To avoid trivialities let J $ I. The pairing ( | ) : nJ × (n−)J → F is nondegenerate. Therefore,
we get a linear bijective map
ψ˜ : nJ → ((n−)J)(∗)
x 7→ ψ˜x
where ψ˜x ∈ ((n−)J)(∗) ⊆ ((n−f )J )∗ is defined by
ψ˜x(y) :=
∑
α∈(∆−)J
(x | yα) for y =
∑
α∈(∆−)J
yα ∈ (n−f )J .
Set ψx := (exp
∗)−1(ψ˜x) ∈ F [(U−f )J ] for every x ∈ nJ . By definition it is
F [(U−f )
J ] = Sym(
{
ψx|x ∈ nJ
}
) .
Fix Λ ∈ P+ with Λ(hi) > 0 for all i ∈ I \ J . By Theorem 3.27 we have
F [(U−f )
J ] = Sym(
{
(π(x)δΛ)( · vΛ)| x ∈ nJ
}
).
The linear map which maps ψx to (π(x)δΛ)( · vΛ), x ∈ nJ , induces an automorphism of the algebra
F [(U−f )
J ]. The next theorem describes this automorphism as a comorphism.
Theorem 3.30 Let J $ I and Λ ∈ P+ with Λ(hi) > 0 for all i ∈ I \ J . Set h := ν−1(Λ) ∈ h.
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(a) We get a bijective map dΞh : (n
−
f )
J → (n−f )J by
(dΞh)(x) := Ad(exp(−x))h− h =
∑
k∈N
1
k!
(−ad(x))kh , x ∈ (n−f )J .
(b) The map
Ξh : (U
−
f )
J → (U−f )J
u 7→ exp(Ad(u−1)h− h)
is bijective. Its comorphism Ξ∗h : F [(U
−
f )
J ]→ F [(U−f )J ] exists. It is an isomorphism of algebras
for which it holds
Ξ∗h(ψx) = (π(x)δΛ)( · vΛ) , x ∈ nJ .
Proof: To (a): Let x =
∑
β∈(∆+)J x−β ∈ (n−f )J . For γ ∈ ∆ ∪ {0} the (−γ)-homogeneous
component of the defining sum of (dΞh)(x) is given by∑
k∈N
1
k!
∑
β1, β2, ..., βk∈(∆
+)J
β1+β2+···+βk=γ
(−ad x−β1)(−ad x−β2) · · · (−ad x−βk)h ,
a sum over the empty set defined to be zero. For γ /∈ (∆+)J this expression is zero. For γ ∈ (∆+)J it
is a well defined expression: The roots in (∆+)J have at least height 1. Therefore, it is sufficient to
sum from k = 1 to k = ht(γ) in the first sum.
Let γ ∈ (∆+)J and write this component as follows:
(dΞh)(x)−γ = −γ(h)x−γ +
∑
k∈N, k≥2
(−1)k
k!
∑
β1, β2, ..., βk∈(∆
+)J
β1+β2+···+βk=γ
[x−β1 , [x−β2 , [· · · [x−βk , h] · · ·]]] . (38)
Here γ is of the form γ =
∑
i∈I niαi with ni ∈ N0 and nj0 6= 0 for at least one j0 ∈ J . With
ν−1(αi) =
1
2 (αi | αi)hi and (αi | αi) > 0, i ∈ I, we obtain
γ(h) = γ(ν−1(Λ)) = (γ | Λ) = Λ(ν−1(γ)) =
∑
i∈I, i6=j0
ni︸︷︷︸
≥0
(αi | αi)
2
Λ(hi)︸ ︷︷ ︸
≥0
+ nj0︸︷︷︸
>0
(αj0 | αj0 )
2
Λ(hj0)︸ ︷︷ ︸
>0
> 0. (39)
Let y =
∑
β∈(∆+)J y−β ∈ (n−f )J . We show that there exists a unique x =
∑
β∈(∆+)J x−β ∈ (n−f )J
such that (dΞh)(x) = y or equivalently
(dΞh)(x)−γ = y−γ for all γ ∈ (∆+)J .
We do this by induction over ht(γ). If ht(γ) = 1, then from (38) and (39) we get x−γ =
1
−γ(h)y−γ
uniquely. Now let ht(γ) = m + 1, m ∈ N, and suppose that x−γ′ has been determined uniquely for
all γ′ ∈ (∆+)J with ht(γ′) ≤ m. Then from (38) and (39) we get
x−γ =
1
−γ(h)y−γ −
1
−γ(h)
∑
k∈N, k≥2
(−1)k
k!
∑
β1, β2, ..., βk∈(∆
+)J
β1+β2+···+βk=γ
[x−β1 , [x−β2 , [· · · [x−βk , h] · · ·]]]
uniquely.
To (b): The map dΞh : (n
−
f )
J → (n−f )J and the map exp : (n−f )J → (U−f )J are bijective.
Therefore, by its definition also the map Ξh : (U
−
f )
J → (U−f )J is bijective. Since ψx, x ∈ nJ , as well
as (π(x)δΛ)( · vΛ), x ∈ nJ , generate the algebra F [U−f ] it only remains to show ψx◦Ξh = (π(x)δΛ)( · vΛ)
for x ∈ nJ .
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For every y ∈ (n−f )J we have
ψx(Ξh(exp(y))) =
(
(exp∗)−1ψ˜x
)(
exp
(
(dΞh)(y)
))
= ψ˜x
(
(dΞh)(y)
)
= ψ˜x
(∑
k∈N
1
k!
(−ad(y))kh
)
=
∑
γ∈(∆+)J
∑
k∈N
(−1)k
k!
∑
β1, β2, ..., βk∈(∆
+)J
β1+β2+···+βk=γ
ψ˜x ([y−β1 , [y−β2, [· · · [y−βk , h] · · ·]]]) . (40)
We transform the inner summand of this expression:
ψ˜x ([y−β1 , [· · · [y−βk , h] · · ·]]) = (x | [y−β1, [· · · [y−βk , h] · · ·]]) = ([y−βk , [· · · [y−β1 , x] · · ·]] | h)
= ([y−βk , [· · · [y−β1 , x] · · ·]]0 | h) .
Here we used (gα | h) = {0} for all α ∈ ∆ and [y−βk , [· · · [y−β1 , x] · · ·]]0 denotes the 0-homogeneous
component of [y−βk , [· · · [y−β1 , x] · · ·]]. Now we insert h = ν−1(Λ) and transform further:
Λ([y−βk , [· · · [y−β1 , x] · · ·]]0) = δΛ([y−βk , [· · · [y−β1 , x] · · ·]]0vΛ) = δΛ([y−βk , [· · · [y−β1 , x] · · ·]]vΛ)
= (π([y−βk , [· · · [y−β1 , x] · · ·]])δΛ) (vΛ) = (−1)k([π(y−βk), [· · · [π(y−β1), π(x)] · · ·]]δΛ)(vΛ) .
Since π(y−β1), . . . , π(y−βk) kills δΛ it only remains
(−1)k(π(y−βk) · · ·π(y−β1)π(x)δΛ)(vΛ) = (−1)k(π(x)δΛ)(y−β1 · · · y−βkvΛ).
Inserting in (40) we get
ψx(Ξh(exp(y))) = (π(x)δΛ)
( ∑
γ∈(∆+)J
∑
k∈N
1
k!
∑
β1, β2, ..., βk∈(∆
+)J
β1+β2+···+βk=γ
y−β1y−β2 · · · y−βkvΛ
)
.
Here the sum over γ ∈ (∆+)J can be replaced by a sum over γ ∈ Q+, because of π(x)δΛ ∈⊕
λ∈Λ−(∆+)J L(Λ)
∗
λ. If we use in addition (π(x)δΛ)(vΛ) = δΛ(xvΛ) = 0 we find
ψx(Ξh(exp(y))) = (π(x)δΛ)
(∑
k∈N
1
k!
ykvΛ
)
= (π(x)δΛ)(exp(y)vΛ) .

Remark 3.31 (a) V. Kac and D. Peterson described in Lemma 4.3 of [KP2] the coordinate ring
F [G] |U as a symmetric algebra in the matrix coefficients δΛ( ·xvΛ), x ∈ n−, where Λ ∈ P+ ∩ C is
arbitrary, the key steps as follows: Let n be equipped with the coordinate ring F [n] = Sym(
⊕
α∈∆+ g
∗
α).
Let h ∈ h such that α(h) 6= 0 for all α ∈ ∆. V. Kac and D. Peterson showed that the map ψ : U → n
obtained by ψ(u) = Ad(u)h − h, u ∈ U , induces a bijective comorphism ψ∗ : F [n] → F [G] |U . This
is tricky in the context of the minimal Kac-Moody group, in particular: The group U is only defined
by generators. The map ψ is in general not surjective, and it is not at all obvious that its image is
dense.
The author tried in [M1], Theorem 5.6, to adapt the proof of V .Kac and D. Peterson to describe
for J ⊆ I the coordinate ring F [G] |UJ , but only reached that F [G] |UJ is generated by the matrix
coefficients δΛ( ·xvΛ), x ∈ (n−)J , where Λ ∈ P+ ∩ FJ is arbitrary.
As shown above, the descriptions of these coordinate rings can be reached more directly in the
context of formal Kac-Moody groups.
(b) The proofs of Theorem 3.27 and Theorem 3.30 work quite generally: It is easy to modify
Theorem 3.27 such that it holds in the case where (∆−)J is replaced by a subset Ω ⊆ ∆−. It is easy to
modify Theorem 3.30 such that it holds in the case where (∆−)J is replaced by a bracket closed subset
Ω ⊆ ∆−. (Bracket closed means: If α, β ∈ Ω and α+ β ∈ ∆−, then also α+ β ∈ Ω.)
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The following easy Proposition will be useful later.
Proposition 3.32 Let J ⊆ I. Let φ ∈ LJ(Λ)(∗), v ∈ LJ(Λ)f , Λ ∈ P+. We have
φ(uv) = φ(v) for all u ∈ (U−f )J .
Proof: This holds trivially for J = I. Let J 6= I. Then φ ∈ ⊕λ∈Λ−(QJ )+0 L(Λ)∗λ and v ∈∏
λ∈Λ−(QJ )
+
0
L(Λ)λ. Furthermore, u ∈ (U−f )J acts on v as exp(x) for some x ∈
∏
α∈(∆−)J gα. We find
uv − v ∈
∏
λ∈Λ−(QJ )
+
0 −Q
+
0 \(QJ )
+
0
L(Λ)λ.
Therefore, φ(uv − v) = 0. 
For J ⊆ I set
CAJ :=
⊕
Λ∈P+J
LJ(Λ)
(∗),
which is a P+J -graded subalgebra of CA by Proposition 3.21 (a). In particular, CA∅ = F 1.
Proposition 3.33 For ∅ 6= J ⊆ I the algebra CAJ is the Cartan algebra associated to GJ , the highest
weight vectors chosen as vΛ ∈ LJ(Λ)Λ, Λ ∈ P+J .
Proof: For every Λ ∈ P+ the G-orbit GvΛ spans L(Λ), because L(Λ) is an irreducible G-module.
Now let Λ, N ∈ P+ and φ ∈ L(Λ)(∗), ψ ∈ L(N)(∗). Then the Cartan product φ ·ψ ∈ L(Λ +N)(∗) is
determined by
(φ ·ψ)(gvΛ+N ) = (φ⊗ ψ)(g(vΛ ⊗ vN )) = (φ ⊗ ψ)(gvΛ ⊗ gvN ) = φ(gvΛ)ψ(gvN ) , g ∈ G. (41)
The subgroup GJ of G identifies with the derived Kac-Moody group G(AJ )
′ to the generalized
Cartan submatrix AJ of A. The sublattice PJ of P identifies with the weight lattice, and P
+
J identifies
with the set of dominant weights of the weight lattice of G(AJ )
′. For Λ ∈ P+J the GJ -module LJ(Λ)
identifies by Theorem 3.19 with the irreducible highest weight module of G(AJ )
′, whose highest weight
corresponds to Λ.
Let Λ, N ∈ P+J and φ ∈ LJ(Λ)(∗), ψ ∈ LJ(N)(∗) Then φ · ψ ∈ LJ(Λ +N)(∗) by Proposition 3.21
(a). Restricting (41) to g ∈ GJ shows: The product · is also the Cartan product of CAJ , where the
highest weight vectors have been chosen as vΛ ∈ LJ(Λ)Λ, Λ ∈ P+J . 
For J ⊆ I let
F [P ∩ (FJ − FJ)] =
⊕
Λ∈P∩(FJ−FJ )
FeΛ
be the group algebra of the lattice P ∩ (FJ −FJ), equipped with its natural P ∩ (FJ −FJ)-gradation.
Theorem 3.34 Let J ⊆ I.
(a) There exists an isomorphism of graded algebras
Γ : ( ˜P+ ∩ FJ )−1CA→ F [(U−f )J ]⊗ CAJ ⊗ F [P ∩ (FJ − FJ )]
such that
Γ(
δN
δΛ
) = 1⊗ 1⊗ eN−Λ for all N, Λ ∈ P+ ∩ FJ , (42)
Γ(φ) = 1⊗ φ⊗ 1 for all φ ∈ LJ(N)(∗), N ∈ P+J , (43)
Γ(
φ
δN
) = φ( · vN )⊗ 1⊗ 1 for all φ ∈ L(N)(∗), N ∈ P+ ∩ FJ . (44)
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(b) The map
α : Proj (F[(U−f )
J ]⊗ CAJ ) → D(J)
Q 7→ Γ−1(Q⊗ F [P ∩ (FJ − FJ)]) ∩ CA
is a homeomorphism, mapping Proj (F[(U−f )
J ]⊗ CAJ )(F) bijectively to D(J)(F).
Proof: Part (b) of the theorem follows from part (a) and from Proposition 3.13 and Proposition
2.16. To show part (a) we first interpret and describe in (α), (β), (γ), (δ) the algebras involved as
coordinate rings of functions. In (ǫ) we realize Γ as a comorphism. By this approach, Γ automatically
is a well defined map. It also shows how Γ can be found.
(α) The functions of F[G]U take constant values on the elements of every coset gU , g ∈ G.
Therefore, they induce a coordinate ring of functions on G/U isomorphic to F[G]U . We denote this
coordinate ring on G/U also by F[G]U . For Λ ∈ P+ set
θΛ := δΛ( · vΛ) ∈ F[G]U .
Define
DG/U (J) :=
{
gU ∈ G/U | θΛ(gU) 6= 0 for all Λ ∈ P+ ∩ FJ
}
,
and equip this set with the coordinate ring of functions
F [DG/U (J)] :=
{
f
θΛ
|DG/U (J)
∣∣∣∣ f ∈ F[G]U , Λ ∈ P+ ∩ FJ} .
The Borel-Weil isomorphism of algebras
BW : CA =
⊕
Λ∈P+
L(Λ)(∗) → F[G]U
is given by BW (φ) := φ( · vΛ) for all φ ∈ L(Λ)(∗), Λ ∈ P+, compare Section 1 and Subsection 3.1. It
is easy to check that it induces a well defined surjective homomorphism of algebras
BW J : ˜(P+ ∩ FJ )
−1
CA→ F [DG/U (J)] (45)
by BW J ( φδΛ ) :=
BW (φ)
θΛ
|DG/U (J) for all φ ∈ CA, Λ ∈ P+ ∩ FJ . This map is also injective, because
DG/U (J) is dense in G/U , which can be seen as follows: LetN ∈ P∩C. By the Birkhoff decomposition
of G we find
{gU ∈ G/U | θN (gU) 6= 0} = U−TU/U ⊆ DG/U (J).
Now F[G]U is an integral domain, compare Section 1. Therefore, the principal open set on the left
and also DG/U (J) is dense in G/U .
(β) We denote by F [GJ ] the restriction of F [G] to GJ . We have G∅ = {1} by definition and
F [G∅] = F1. For J 6= ∅ the subgroup GJ of G identifies with the derived Kac-Moody group G(AJ )′
to the generalized Cartan submatrix AJ of A. It is well-known that F [GJ ] identifies with the algebra
of strongly regular functions on G(AJ )
′ of [KP2]. (To check this use Theorem 3.19.)
We denote by F[GJ ]UJ the functions of F [GJ ] which take constant values on the elements of every
coset gUJ , g ∈ GJ . If J 6= ∅ then by Corollary 2.2 and Remark 2.1 of [KP2] there holds a Borel-Weil
theorem : An isomorphism of algebras
BWJ : CAJ =
⊕
Λ∈P+J
LJ(Λ)
(∗) → F[GJ ]UJ (46)
is given by BWJ (φ) := φ( · vΛ) for all φ ∈ LJ(Λ)(∗), Λ ∈ P+J . By our definitions this also holds for
J = ∅. We identify F[GJ ]UJ with its corresponding coordinate ring of functions on GJ/UJ .
49
(γ) It holds
P ∩ (FJ − FJ ) = {λ ∈ P |λ(hi) = 0 for all i ∈ J} =
⊕
i∈{1, ..., 2n−l}\J
ZΛi .
The torus T J has been defined as the subtorus of T generated by thi(F×), i ∈ {1, 2, . . . , 2n− l} \ J .
Therefore, the group algebra F [P ∩ (FJ − FJ )] identifies with the classical coordinate ring of the torus
T J . Explicitly, the generator eλ ∈ F [P ∩ (FJ − FJ)], λ ∈ P ∩ (FJ − FJ ), identifies with the function
eλ
( ∏
i∈{1, ..., 2n−l}\J
hi(si)
)
=
∏
i∈{1, ..., 2n−l}\J
(si)
λ(hi), where si ∈ F×, i ∈ {1, . . . , 2n− l} \ J .
(δ) By Corollary 3.28 the restriction map F [(U−f )
J ] → F [(U−)J ] is an isomorphism of algebras.
Hence we get
F [(U−)J ] = span
{
φ( · vN )|φ ∈ L(N)(∗), N ∈ P+ ∩ FJ
}
by Theorem 3.27. By Corollary 3.29 we also get F [G] |(U−)J= F [(U−)J ].
(ǫ) Now we show: The map
m : (U−)J ×GJ/UJ × T J → DG/U (J)
(u−, gUJ , t) 7→ u−gtU
is well defined and induces a comorphism
m∗ : F [DG/U (J)]→ F [(U−)J ]⊗ F[GJ ]UJ ⊗ F [P ∩ (FJ − FJ )],
which is an isomorphism of algebras. Furthermore,
m∗
(
θN
θΛ
|DG/U (J)
)
= 1⊗ 1⊗ eN−Λ for N, Λ ∈ P+ ∩ FJ , (47)
m∗
(
φ( · vN ) |DG/U (J)
)
= 1⊗ φ( · vN ) |GJ/UJ ⊗1 for φ ∈ LJ(N)(∗), N ∈ P+J . (48)
m∗
(
φ( · vN )
θN
|DG/U (J)
)
= φ( · vN ) |(U−)J ⊗1⊗ 1 for φ ∈ L(N)(∗), N ∈ P+ ∩ FJ . (49)
We first show that m is well defined as a map to G/U . Let u− ∈ (U−)J , gUJ = g′UJ ∈ GJ/UJ ,
and t ∈ T J . Then u−gtU = u−g′tU if and only if gtUt−1 = g′tUt−1 if and only if gU = g′U , which
follows from gUJ = g
′UJ .
Next we show that m is a surjective map onto DG/U (J). Let gU ∈ G/U . Write gU in the form
gU = u−nσU with u
− ∈ U−, nσ ∈ N projecting to σ ∈ W . Then gU ∈ DG/U (J) if and only if
δΛ(u
−nσvΛ) 6= 0 for all Λ ∈ P+ ∩ FJ ,
if and only if σΛ = Λ for all Λ ∈ P+ ∩ FJ , if and only if σ ∈ WJ . Therefore,
DG/U (J) = U
−NJT
J/U = (U−)JU−J NJT
J/U = m((U−)J , GJ/UJ , T
J).
Now let φ ∈ L(N)∗λ, λ ∈ P (N), and N ∈ P+. Choose dual bases φµ j ∈ L(N)∗µ, vµ j ∈ L(N)µ,
µ ∈ P (N), j = 1, . . . , dim(L(N)µ). Decompose N = NJ +NJ with NJ ∈ P+J and NJ ∈ P+ ∩ FJ .
Let Λ ∈ P+ ∩ FJ . Note that GJ ⊆ ZG(L(Λ)Λ). For all u− ∈ (U−)J , g ∈ GJ , and t ∈ T J we find
m∗
(
φ( · vN )
θΛ
|DG/U (J)
)
(u−, gU, t) =
φ(u−gtvN)
δΛ(u−gtvΛ)
= φ(u−gvN )eNJ−Λ(t) (50)
=
∑
µ, j
φ(u−vµ j)φµ j(gvN )eNJ−Λ(t)
=
(∑
µ, j
µ≥λ
φ( · vµ j)⊗ φµ j( · vN )⊗ eNJ−Λ
)
(u−, gU, t). (51)
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Since the sum in (51) is finite, the comorphism m∗ exists. Again by GJ ⊆ ZG(L(N)N ) for all
N ∈ P+∩FJ we get (47) and (49) from (50). By Proposition 3.32 we get (48) from (50). The elements
in (47) on the right generate F1⊗F1⊗F [P ∩ (FJ − FJ )], in (48) they generate F1⊗F[GJ ]UJ ⊗F1, and
in (49) they generate F [(U−)J ]⊗ F1⊗ F1. It follows that the morphism of algebras m∗ is surjective.
Furthermore, the comorphism m∗ is injective, because m is surjective.
Now, by the isomorphisms and identifications of (α), (β), (γ), (δ) the isomorphism m∗ coincides
with Γ.
The algebra ˜(P+ ∩ FJ )
−1
CA is graded by
P+ − (P+ ∩ FJ ) .
The algebra F [(U−f )
J ]⊗ CAJ ⊗ F [P ∩ (FJ − FJ )] is graded by
{0} ⊕ P+J ⊕ (P ∩ (FJ − FJ)) .
Both gradings identify with the submonoid P ∩ (C − FJ ) of P . The isomorphism Γ preserves the
degree of the generators in (42), (43), (44). Hence Γ is an isomorphism of graded algebras, the induced
map on the gradings P ∩ (C − FJ ) given by the identity map. 
As a first consequence of the previous theorem we obtain a description of the standard big cells:
Corollary 3.35 Let J ⊆ I.
(a) There exists an isomorphism of graded algebras
Γ : ( ˜P+ ∩ FJ )−1
⊕
Λ∈P+∩FJ
L(Λ)(∗) → F [(U−f )J ]⊗ F [P ∩ (FJ − FJ)]
such that
Γ( δNδΛ ) = 1⊗ eN−Λ for all N, Λ ∈ P+ ∩ FJ ,
Γ( φδN ) = φ( · vN )⊗ 1 for all φ ∈ L(N)(∗), N ∈ P+ ∩ FJ .
(b) The map
β : Spec (F[(U−f )
J ]) → BC(J)
Q 7→
(
Γ−1
(
Q⊗ F [P ∩ (FJ − FJ)]
) ∩ ⊕
Λ∈P+∩FJ
L(Λ)(∗)
)
⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)
is a homeomorphism, mapping Spec (F[(U−f )
J ])(F) bijectively to BC(J)(F).
Proof: The isomorphism of graded algebras of part (a) is obtained by restricting the graded isomor-
phism of Theorem 3.34. Part (b) follows from (a) and from Proposition 3.18 and Proposition 2.16. 
For J ⊆ I identify the topological space Or(J) with Proj (⊕Λ∈P+∩FJ L(Λ)(∗)) by Proposition
3.11. By this identification Or(J) gets the structure of a locally ringed space of F-algebras. Because
Or(J) is covered by big cells we obtain:
Corollary 3.36 Let J ⊆ I. The open set Or(J) of Or(J) equipped with its locally ringed substructure
is a scheme.
Proof: This follows from Theorem 3.17, from Corollary 3.18, Corollary 2.23, and from Corollary 3.35,
Corollary 2.24. 
With Corollary 3.35 we can also determine the F-valued points contained in a standard big cell:
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Theorem 3.37 It is BC(J)(F) = (U−f )
JP (J) for all J ⊆ I.
Proof: By Proposition 3.26 the vanishing ideals I(u), u ∈ (U−f )J , give the F-valued points of
F [(U−f )
J ]. By Corollary 3.35 (b) its images under the map β give the F-valued points of BC(J).
For u ∈ (U−f )J we now compute β(I(u)) explicitly. Let φ ∈ L(Λ)(∗), Λ ∈ P+ ∩ FJ . Then
φ
δ0
∈ Γ−1 (I(u)⊗ F [P ∩ (FJ − FJ )])
if and only if
Γ(
φ
δ0
) = φ( · vΛ)⊗ eΛ ∈ I(u)⊗ F [P ∩ (FJ − FJ )]
if and only if
0 = φ(uvΛ) = (π(u)φ)(vΛ)
if and only if π(u)φ ∈ L(Λ)(∗)6=Λ. Since Γ−1
(
I(u)⊗ F [P ∩ (FJ − FJ )]
)
is a homogeneous ideal we have
shown
β(I(u)) =
⊕
Λ∈P+∩FJ
π(u)−1L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) = uP (J).

Now we use again the covering of the Or-strata by big cells and finally reach:
Corollary 3.38 It is
Proj (CA)(F) =
⋃˙
J⊆I
Or(J)(F) with Or(J)(F) = Gfn P (J) for all J ⊆ I .
In particular, the map ω of Theorem 3.9 is also surjective.
Proof: The decomposition of Proj (CA)(F) is given by Proposition 3.12 (c). From the previous
theorem and Theorem 3.17 (b) we get
Or(J)(F) =
⋃
g∈Gfn
gBC(J)(F) = Gfn(U−f )
JP (J) = Gfn P (J).

At last we investigate the transversal behaviour of the Or-stratification of Proj (CA). For J ⊆ I
we get a stratification of Proj (CAJ ), similarly as for Proj (CA), as follows: For every K ⊆ J it is⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗) a homogeneous prime ideal of CAJ . Set
OrJ (K) := V(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗)) ⊆ Proj (CAJ ).
For K ⊆ J define
OrJ (K) := OrJ (K) \
⋃
K$T⊆J
OrJ (T ) .
Then OrJ (K) 6= ∅, OrJ (K) is open and dense in OrJ (K), and Proj (CAJ ) =
⋃˙
K⊆JOrJ (K).
As a second consequence of Theorem 3.34 we obtain:
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Corollary 3.39 Let J ⊆ I.
(a) There exists an isomorphism of graded algebras
Γ : ( ˜P+ ∩ FJ)−1
⊕
Λ∈P+
LJ(Λ)
(∗) → CAJ ⊗ F [P ∩ (FJ − FJ )]
such that
Γ(
δN
δΛ
) = 1⊗ eN−Λ for all N, Λ ∈ P+ ∩ FJ ,
Γ(φ) = φ⊗ 1 for all φ ∈ LJ(N)(∗), N ∈ P+J .
(b) The map
γ : Proj (CAJ ) → S(J)
Q 7→
(
Γ−1
(
Q⊗ F [P ∩ (FJ − FJ)]
) ∩ ⊕
Λ∈P+
LJ(Λ)
(∗)
)
⊕
⊕
Λ∈P+
RJ (Λ)
(∗)
is a homeomorphism, mapping Proj (CAJ )(F) bijectively to S(J)(F). Furthermore,
γ(OrJ (K)) = S(J) ∩Or(K) for all K ⊆ J. (52)
Proof: The isomorphism of graded algebras of part (a) is obtained by restricting the graded iso-
morphism of Theorem 3.34. Part (b), except (52), follows from (a) and from Proposition 3.24 and
Proposition 2.16. To prove (52) we first show
γ(OrJ (K)) = S(J) ∩Or(K) for all K ⊆ J. (53)
Because of
γ(OrJ (K)) = γ(V(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗))) = V(γ(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗))) ∩ S(J), (54)
we first determine γ(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗)). It is P+ = P+J ⊕ (P+ ∩ FJ ). Let Λ1 ∈ P+J and
Λ2 ∈ P+ ∩ FJ . From the definition of the map γ it follows easily that
γ(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗))Λ1+Λ2 =
{
LJ(Λ1)
(∗)
· δΛ2 +RJ(Λ1 + Λ2)
(∗) if Λ1 ∈ P+J \ P+J\K
RJ (Λ1 + Λ2)
(∗) if Λ1 ∈ P+J\K
.
Here, LJ(Λ1)
(∗)
· δΛ2 ⊆ LJ(Λ1 + Λ2)(∗) by Proposition 3.21 (a). To show equality note that the
gJ -module LJ(Λ2) is trivial. It follows that (GJ )
op acts trivially on LJ(Λ2)
(∗) = FδΛ2 . We find
π(g)δΛ1+Λ2 = π(g)(δΛ1 · δΛ2) = (π(g)δΛ1 ) · (π(g)δΛ2) = (π(g)δΛ1 ) · δΛ2 ∈ LJ(Λ1)(∗) · δΛ2
for all g ∈ GJ . Since the (GJ )op-orbit of δΛ1+Λ2 spans the (GJ )op-module LJ(Λ1 + Λ2)(∗) we obtain
LJ(Λ1)
(∗)
· δΛ2 = LJ(Λ1 + Λ2)
(∗). We have shown
γ(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗))Λ1+Λ2 =
{
L(Λ1 + Λ2)
(∗) if Λ1 ∈ P+J \ P+J\K
RJ (Λ1 + Λ2)
(∗) if Λ1 ∈ P+J\K
.
With P+J\K + (P
+ ∩ FJ ) = P+ ∩ FK we get
γ(
⊕
Λ∈P+J \P
+
J\K
LJ(Λ)
(∗)) =
⊕
Λ∈P+∩FK
RJ(Λ)
(∗) ⊕
⊕
Λ∈P+\FK
L(Λ)(∗) .
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Now we insert in (54) and we use that S(J) ⊆ V(⊕Λ∈P+ RJ(Λ)(∗)) by definition:
γ(OrJ (K)) =
{
Q ∈ S(J)
∣∣∣Q ⊇ ⊕
Λ∈P+∩FK
RJ (Λ)
(∗) ⊕
⊕
Λ∈P+\FK
L(Λ)(∗)
}
=
{
Q ∈ S(J)
∣∣∣Q ⊇ ⊕
Λ∈P+\FK
L(Λ)(∗)
}
= S(J) ∩Or(K) .
From the definition of OrJ (K) and (53) we get
γ(OrJ (K)) = (S(J) ∩Or(K)) \
⋃
K$T⊆J
(S(J) ∩Or(T )) . (55)
Suppose that T ⊆ I, T 6⊆ J . Then by Proposition 3.12 (c) and Proposition 3.23 we find
S(J) ∩Or(T ) =
⋃
I⊇L⊇T
(S(J) ∩Or(L)) = ∅ .
Therefore, the union in (55) can be taken over all T with K $ T ⊆ I. This shows (52). 
Next we determine the F-valued points of the standard transversal slices S(J), J ⊆ I. We do not
work with the previous corollary but with the description of the F-valued points of Proj (CA) instead.
In this way, we also find the F-valued points of the principal open sets D(J), J ⊆ I.
Theorem 3.40 For J ⊆ I we have
D(J)(F) =
⋃˙
K⊆J
(U−f )
J (Gfn)JP (K) =
⋃˙
K⊆J
(Gfn)J (U
−
f )
JP (K) and S(J)(F) =
⋃˙
K⊆J
(Gfn)JP (K) .
Proof: (a) By Corollary 3.38, by the Birkhoff decomposition of Gfn, and by U ⊆ (Pfn)K =
StabGfn(P (K)) for all K ⊆ I, compare Theorem 3.9, we obtain
Proj (CA)(F) =
⋃˙
K⊆I
Gfn P (K) =
⋃˙
K⊆I
U−f N P (K) .
We use Remark 3.14 to describe D(J)(F). Fix an arbitrary Λ ∈ P+ ∩ FJ . For K ⊆ I, u ∈ U−f , and
nσ ∈ N projecting to σ ∈ W we find
δΛ 6∈ unσP (K) =
⊕
N∈P+∩FK
π(unσ)
−1L(N)
(∗)
6=Λ ⊕
⊕
N∈P+\FK
L(N)(∗)
⇐⇒ Λ ∈ P+ ∩ FK and δΛ 6∈ π(unσ)−1L(Λ)(∗)6=Λ ⇐⇒ J ⊇ K and δΛ(unσvΛ) 6= 0
⇐⇒ J ⊇ K and σΛ = Λ ⇐⇒ J ⊇ K and σ ∈ WJ .
Because of T, UJ ⊆ (Pfn)K = StabGfn(P (K)) for all K ⊆ J ⊆ I we get
U−f (WJT )P (K) = (U−f )J (U−f )JNJUJP (K) = (U−f )J (Gfn)JP (K).
From the Levi decomposition of (P−fn)J it follows that (Gfn)J ⊆ (Lfn)J normalizes (U−f )J . Therefore,
(U−f )
J(Gfn)J = (Gfn)J (U
−
f )
J .
(b) By definition, S(J) = V(⊕Λ∈P+ RJ (Λ)(∗)) ∩D(J). We have seen in (a) that the elements of
D(J)(F) are of the form guP (K) with g ∈ (Gfn)J , u ∈ (U−f )J , and K ⊆ J . Because RJ(Λ)(∗) is
invariant under the action of (Gfn)
op
J for all Λ ∈ P+ we find
guP (K) ⊇
⊕
Λ∈P+
RJ(Λ)
(∗)
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⇐⇒ uP (K) =
⊕
Λ∈P+∩FK
π(u)−1L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FK
L(Λ)(∗) ⊇
⊕
Λ∈P+
RJ(Λ)
(∗)
⇐⇒ π(u)−1L(Λ)(∗)6=Λ =
{
φ ∈ L(Λ)(∗)
∣∣∣φ(uvΛ) = 0} ⊇ RJ (Λ)(∗) for all Λ ∈ P+ ∩ FK
⇐⇒ uvΛ ∈ LJ(Λ)f =
∏
λ∈Λ−(Q+0 )J
L(Λ)λ for all Λ ∈ P+ ∩ FK .
Because of u ∈ (U−f )J = exp((n−f )J) with (n−f )J =
⊕
α∈(∆−)J gα this is equivalent to
uL(Λ)Λ ⊆
∏
λ∈Λ−({0}∪Q+0 \(Q
+
0 )J )
L(Λ)λ ∩
∏
λ∈Λ−(Q+0 )J
L(Λ)λ = L(Λ)Λ
for all Λ ∈ P+ ∩ FK . These inclusions are equalities, because the highest weight spaces are one-di-
mensional. By Theorem 3.1 (b), Theorem 3.6 (b), the definition of (Pfn)K , and Lemma 3.2 this in
turn is equivalent to
u ∈ (U−f )J ∩
⋂
T⊇K
(Pfn)T = (U
−
f )
J ∩ (Pfn)K = (U−f )J ∩ (U−f )K(WKT )U = (U−f )J ∩ (U−f )K .
Since K ⊆ J we obtain u ∈ (U−f )J ∩ (U−f )K ⊆ (U−f )J ∩ (U−f )J = {1}. 
Let J ⊆ I. The canonical injections
F [(U−f )
J ]→ F [(U−f )J ]⊗ CAJ and CAJ → F [(U−f )J ]⊗ CAJ
induce a pair of continuous maps
Proj (F [(U−f )
J ]⊗ CAJ )→ Spec (F [(U−f )J ])× Proj (CAJ ) .
The projective spectrum Proj (F [(U−f )
J ]⊗CAJ ) identifies by Theorem 3.34 with the principal open set
D(J) . The spectrum Spec (F [(U−f )
J ]) identifies by Corollary 3.35 with the standard big cell BC(J).
The projective spectrum Proj (CAJ ) identifies by Corollary 3.39 with the standard transversal slice
S(J). Therefore, we get a pair of continuous maps
p = (p1, p2) : D(J)→ BC(J)× S(J),
whose properties are investigated next. Recall also: By definition, BC(J) and S(J) are closed subsets
of D(J). By Theorem 3.22, BC(J) ∩ S(J) = {P (J)}.
We first describe the maps p1 and p2 explicitly:
Proposition 3.41 Let J ⊆ I. The map p1 : D(J)→ BC(J) is given by
p1(Q) =
⊕
Λ∈P+∩FJ
(Q ∩ L(Λ)(∗))⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) , Q ∈ D(J) .
The map p2 : D(J)→ S(J) is given by
p2(Q) =
⊕
Λ∈P+
(
(Q ∩ LJ(Λ)(∗))⊕RJ(Λ)(∗)
)
, Q ∈ D(J) .
Proof: We only show the statement for p1, the statement for p2 follows similarly. Consider the
following commutative diagram:
F [(U−f )
J ]⊗ CAJ // F [(U−f )J ]⊗ CAJ ⊗ F [P ∩ (FJ − FJ )] // ( ˜P+ ∩ FJ)−1CA
F [(U−f )
J ] //
OO
F [(U−f )
J ]⊗ F [P ∩ (FJ − FJ )] //
OO
( ˜P+ ∩ FJ )−1
⊕
Λ∈P+∩FJ
L(Λ)(∗)
OO
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Here the maps of the square on the left are the canonical injections of the tensor products. The
remaining horizontal maps on the right are the inverse isomorphisms of graded algebras of Theorem
3.34 (a) and Corollary 3.35 (a). The remaining vertical map on the right is the inclusion map, which
is a morphism of graded algebras.
This diagram induces a commutative diagram of continuous maps between the corresponding
spectra. The two horizontal maps on the left induce homeomorphisms between the corresponding
projective spectra by Proposition 2.16. Trivially, the two horizontal maps on the right induce home-
omorphisms between the corresponding projective spectra.
By these homeomorphisms, the map induced by F [(U−f )
J ]→ F [(U−f )J ]⊗ CAJ identifies with the
map
Proj (( ˜P+ ∩ FJ )−1CA) → Proj (( ˜P+ ∩ FJ)−1
⊕
Λ∈P+∩FJ
L(Λ)(∗))
Q˜ 7→ Q˜ ∩ ( ˜P+ ∩ FJ )−1
⊕
Λ∈P+∩FJ
L(Λ)(∗)
which in turn identifies by Propositions 3.13 and 3.18 with the map p1 : D(J)→ BC(J). ForQ ∈ D(J)
denote by Qe the ideal in ( ˜P+ ∩ FJ )−1CA generated by Q. Since Q is prime it is Qe ∩CA = Q . We
find
p1(Q) =
((
Qe ∩ ( ˜P+ ∩ FJ )−1
⊕
Λ∈P+∩FJ
L(Λ)(∗)
) ∩ ⊕
Λ∈P+∩FJ
L(Λ)(∗)
)
⊕
⊕
Λ∈P+\FJ
L(Λ)(∗)
=
(
Q ∩
⊕
Λ∈P+∩FJ
L(Λ)(∗)
)
⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) =
⊕
Λ∈P+∩FJ
(Q ∩ L(Λ)(∗))⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) .

The map p = (p1, p2) : D(J)→ BC(J)× S(J) has the following properties:
Corollary 3.42 Let J ⊆ I. Then:
(a) p(Q) = (Q, P (J)) for all Q ∈ BC(J).
p(Q) = (P (J), Q) for all Q ∈ S(J).
(b) p(D(J) ∩Or(K)) ⊆ BC(J) × (S(J) ∩Or(K)) for all K ⊆ J .
Proof: To (a): We only show the second equation, the first follows similarly. Let Q ∈ S(J). The
definition S(J) = V(⊕Λ∈P+ RJ(Λ)(∗)) ∩D(J) implies
Q ⊇
⊕
Λ∈P+
RJ(Λ)
(∗) . (56)
From (56) and the description of p1 in Proposition 3.41 we get
p1(Q) ⊇
⊕
Λ∈P+
RJ(Λ)
(∗) .
By BC(J) ⊆ D(J), by the definition of S(J), and by Theorem 3.22 we find
p1(Q) ∈ BC(J) ∩ V(
⊕
Λ∈P+
RJ(Λ)
(∗)) = BC(J) ∩ S(J) = {P (J)} .
From (56) and the description of p2 in Proposition 3.41 we get
Q =
⊕
Λ∈P+
(
(Q ∩ LJ(Λ)(∗))⊕RJ (Λ)(∗)
)
= p2(Q).
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To (b): Let K ⊆ J . Let Q ∈ D(J) with Q ⊇ ⊕Λ∈P+\FK L(Λ)(∗). By the description of p2 in
Proposition 3.41 we obtain p2(Q) ⊇
⊕
Λ∈P+\FK
L(Λ)(∗). 
On the F-valued points there holds the following description:
Theorem 3.43 Let J ⊆ I. The map p : D(J) → BC(J) × S(J) restricts to a bijective map p :
D(J)(F)→ BC(J)(F)× S(J)(F), which is given by
p(ugP (K)) = (uP (J), gP (K)) with u ∈ (U−f )J , g ∈ (Gfn)J , K ⊆ J.
In particular, we have p
(
(D(J) ∩Or(K))(F)) = BC(J)(F) × (S(J) ∩Or(K))(F) for all K ⊆ J .
Proof: Let u ∈ (U−f )J , g ∈ (Gfn)J , and K ⊆ J . If we apply p1 to
ugP (K) =
⊕
Λ∈P+∩FK
π(ug)−1L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FK
L(Λ)(∗)
and use FK ⊇ FJ we find
p1(ugP (K)) =
⊕
Λ∈P+∩FJ
π(ug)−1L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) = ugP (J).
Because of StabGfn(P (J)) = (Pfn)J ⊇ (Gfn)J , compare Theorem 3.9, we get p1(ugP (K)) =
ugP (J) = uP (J).
If we apply p2 to ugP (K) we obtain
p2(ugP (K)) =
⊕
Λ∈P+∩FK
((
π(ug)−1L(Λ)
(∗)
6=Λ ∩ LJ(Λ)(∗)
)⊕RJ(Λ)(∗))⊕ ⊕
Λ∈P+\FK
L(Λ)(∗) .
Let Λ ∈ P+ ∩ FK . Because of gvΛ ∈ LJ(Λ)f and Proposition 3.32 we find(
π(ug)−1L(Λ)
(∗)
6=Λ ∩ LJ(Λ)(∗)
)⊕RJ(Λ)(∗) = {φ ∈ LJ(Λ)(∗)∣∣∣φ(ugvΛ) = 0}⊕RJ(Λ)(∗)
=
{
φ ∈ LJ(Λ)(∗)
∣∣∣φ(gvΛ) = 0}⊕RJ (Λ)(∗) = {φ ∈ L(Λ)(∗)∣∣∣φ(gvΛ) = 0} = π(g)−1L(Λ)(∗)6=Λ .
Therefore, we get p2(ugP (K)) = gP (K).
The bijectivity can be concluded from Theorem 2.18, but it is also easy to check it directly: The
surjectivity follows from Theorem 3.37 and Theorem 3.40. To show the injectivity let p(ugP (K)) =
p(u′g′P (K ′)) with u, u′ ∈ (U−f )J and g, g′ ∈ (Gfn)J , K, K ′ ⊆ I. From uP (J) = u′P (J), Theorem
3.9 and Lemma 3.2 we get
u−1u′ ∈ StabGfn(P (J)) ∩ (U−f )J = (Pfn)J ∩ (U−f )J = (U−f )J ∩ (U−f )J = {1} .
Since gP (K) = g′P (K ′) we find ugP (K) = u′g′P (K ′). 
4 An action of the face monoid on its building
Now we use the results of the previous section to obtain an algebraic geometric model of an action of
the face monoid Ĝ on the building of its unit group, the symmetrizable Kac-Moody group G.
We take as building the set
Ω :=
⋃˙
J⊆I
G/PJ = {gPJ | g ∈ G, J ⊆ I}
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partially ordered by the reverse inclusion, i.e., for g, g′ ∈ G and J, J ′ ⊆ I,
gPJ ≤ g′PJ′ :⇐⇒ gPJ ⊇ g′PJ′ .
The Kac-Moody group G acts order preservingly on Ω by multiplication from the left. We denote by
A := {nPJ |n ∈ N, J ⊆ I}
the standard apartment of Ω. The building Ω is covered by the apartments gA, g ∈ G.
The building Ω is a substructure of the completed building Ωfn:
Proposition 4.1 We get an order preserving, G-equivariant embedding by
j : Ω → Ωfn
gPJ 7→ g(Pfn)J .
The standard apartment A is mapped bijectively to the standard apartment Afn.
Proof: This follows immediately from Theorem 3.1 (a) and Theorem 3.6 (a). 
Recall that for J ⊆ I we set
P (J) :=
⊕
Λ∈P+∩FJ
L(Λ)
(∗)
6=Λ ⊕
⊕
Λ∈P+\FJ
L(Λ)(∗) ⊆ CA
with L(Λ)
(∗)
6=Λ :=
⊕
λ∈P (Λ)\{Λ} L(Λ)
∗
λ, a sum over the empty set defined to be {0}.
Corollary 4.2 We get a G-equivariant embedding of the G-set Ω into the G-set Proj (CA)(F) by
ω : Ω → Proj (CA)(F)
gPJ 7→ gP (J) .
Its image is dense in Proj (CA)(F). Furthermore, for gPJ , hPK ∈ Ω we have
gPJ ≤ hPK ⇐⇒ {gP (J)} pts ∩ ω(Ω) ⊆ {hP (K)} pts ∩ ω(Ω).
Proof: The existence of the G-equivariant embedding ω : Ω → Proj (CA)(F) follows from Theorem
3.9 and Proposition 4.1.
For ω(Ω) to be dense in Proj (CA)(F) it is sufficient that the G-orbit of P (∅) is dense in Proj (CA).
It holds ⋂
g∈G
gP (∅) =
⋂
g∈G
(
⊕
Λ∈P+
π(g)−1L(Λ)
(∗)
6=Λ) =
⊕
Λ∈P+
(
⋂
g∈G
π(g)−1L(Λ)
(∗)
6=Λ)
=
⊕
Λ∈P+
{
φ ∈ L(Λ)(∗)
∣∣∣π(g)φ ∈ L(Λ)(∗)6=Λ for all g ∈ G}
=
⊕
Λ∈P+
{
φ ∈ L(Λ)(∗)
∣∣∣φ(gvΛ) = 0 for all g ∈ G} .
For every Λ ∈ P+ the orbit GvΛ spans L(Λ), because L(Λ) is an irreducible G-module. We find⋂
g∈G gP (∅) = {0}. Therefore, GP (∅) = V({0}) = Proj (CA).
By Theorem 3.9 and Proposition 4.1 we have gPJ ≤ hPK if and only if
{gP (J)} pts ⊆ {hP (K)} pts, (57)
from which we get
{gP (J)} pts ∩ ω(Ω) ⊆ {hP (K)} pts ∩ ω(Ω). (58)
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Now suppose that (58) holds. Because of
gP (J) ∈ {gP (J)} pts ∩ ω(Ω) ⊆ {hP (K)} pts ∩ ω(Ω) ⊆ {hP (K)} pts
we get (57). 
The action of face monoid Ĝ on Proj (CA)(F) induces an action of Ĝ on the building Ω:
Theorem 4.3 The image ω(Ω) is a Ĝ-invariant subset of Proj (CA)(F), the action of Ĝ on ω(Ω)
obtained as follows: Let g1e(R(Θ))g2 ∈ Ĝ and hP (J) ∈ ω(Ω). Decompose g2h in the form
g2h = anyc
with a ∈ P−
Θ∪Θ⊥
, c ∈ PJ , and ny ∈ N projecting to y ∈ Θ∪Θ⊥WJ . Then
(g1e(R(Θ))g2)hP (J) = g1p
−
Θ(a)P (Θ ∪ J ∪ red (y)). (59)
If we identify the building Ω with its image ω(Ω), then this action coincides with good action 1 of Ĝ
on Ω given in Corollary 50 of [M5].
Proof: It remains to show formula (59). By Theorem 3.9 and by Theorem 9 (b) of [M5] we get
(g1e(R(Θ))g2)hP (J) = g1e(R(Θ))anycP (J) = g1p
−
Θ(a)e(R(Θ))nyP (J).
Therefore, we only have to show
e(R(Θ))nyP (J) = P (Θ ∪ J ∪ red (y)). (60)
Let Λ ∈ P+ \ FJ . Trivially,
π(e(R(Θ))ny)
−1P (J)Λ = π(e(R(Θ))ny)
−1L(Λ)(∗) = L(Λ)(∗). (61)
Let Λ ∈ P+ ∩ FJ . Then
π(e(R(Θ))ny)
−1P (J)Λ = π(e(R(Θ))ny)
−1L(Λ)
(∗)
6=Λ
=
{
φ ∈ L(Λ)(∗)
∣∣∣π(e(R(Θ))ny)φ ∈ L(Λ)(∗)6=Λ}
=
{
φ ∈ L(Λ)(∗)
∣∣∣φ(e(R(Θ))nyvΛ) = 0}
=
{ {
φ ∈ L(Λ)(∗)∣∣φ(nyvΛ) = 0} if yΛ ∈ R(Θ){
φ ∈ L(Λ)(∗)∣∣φ(0) = 0} if yΛ /∈ R(Θ)
=
{ {
φ ∈ L(Λ)(∗)∣∣φ(nyvΛ) = 0} if yΛ ∈ R(Θ)
L(Λ)(∗) if yΛ /∈ R(Θ) .
By Theorem 7 of [M5] we obtain R(Θ) ∩ yFJ = FΘ∪J∪red(y). Note also that y fixes the points of
FΘ∪J∪red(y). We find
yΛ ∈ R(Θ) ⇐⇒ yΛ ∈ FΘ∪J∪red(y) ⇐⇒ Λ ∈ FΘ∪J∪red(y).
Furthermore, for Λ ∈ FΘ∪J∪red(y) we have 0 6= nyvΛ ∈ L(Λ)yΛ = L(Λ)Λ. Therefore, for Λ ∈ P+ ∩FJ ,
we have shown
π(e(R(Θ))ny)
−1P (J)Λ =
{
L(Λ)
(∗)
6=Λ if Λ ∈ FΘ∪J∪red(y)
L(Λ)(∗) if Λ /∈ FΘ∪J∪red(y)
. (62)
Because of FΘ∪J∪red(y) ⊆ FJ , (61) and (62) imply (60). 
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5 Some open questions
(a) In the literature, there are many constructions of flag schemes, flag varieties, and flag manifolds
for Kac-Moody groups. Compare the flag schemes Or(J), J ⊆ I, with these constructions. In
particular:
• Compare the scheme Or(∅) with the thick flag scheme of M. Kashiwara in [Kas].
• Let Λ ∈ P+ ∩ FJ , J ⊆ I. V. Kac and D. Peterson constructed in [KP1], [KP2] a thin
flag variety as follows. They showed that the Kostant cone VΛ := G(L(Λ)Λ) is a closed
subvariety of the linear space L(Λ), its N0-graded coordinate ring C [VΛ] isomorphic to⊕
k∈N0 L(Λ)
(∗) ⊆ CA. This realizes the thin flag variety G/PJ as a closed subvariety of
the projective space P(L(Λ)). Compare the scheme Proj (C [VΛ]) \ { the irrelevant ideal }
with the scheme Or(J).
(b) In the article we investigated the projective spectrum of the Cartan algebra Proj (CA), on which
the formal Kac-Moody group Gfn acts by morphisms. In particular, we showed that the Gfn-
space Proj (CA)(F) is the union of all thick flag spaces, i.e., Proj (CA)(F) ∼= ⋃˙J⊆IGfn/(Pfn)J .
In general, the subgroups (Pfn)J , J ⊆ I, of Gfn are nonparabolic.
To define the Cartan algebraCA the restricted duals L(Λ)(∗), Λ ∈ P+, have been used. Similarly,
it is possible to obtain a Cartan algebra CAf , the restricted duals replaced by the full duals
L(Λ)∗, Λ ∈ P+.
Investigate the projective spectrum of the Cartan algebra Proj (CAf ), on which the formal Kac-
Moody group Gfp acts by morphisms. Is the Gfp-space Proj (CAf )(F) the union of all thin
flag spaces, i.e., Proj (CAf )(F) ∼=
⋃˙
J⊆IGfp/(Pfp)J where (Pfp)J , J ⊆ I, are the standard
parabolic subgroups of Gfp?
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