In view of growing interest in tensor modes and their possible detection, we clarify the definition of tensor modes up to 2nd order in perturbation theory within the Hamiltonian formalism. Like in gauge theory, in cosmology the Hamiltonian is a suitable and consistent approach to reduce the gauge degrees of freedom. In this paper we employ the Faddeev-Jackiw method of Hamiltonian reduction. An appropriate set of gauge invariant variables that describe the dynamical degrees of freedom may be obtained by suitable canonical transformations in the phase space. We derive a set of gauge invariant variables up to 2nd order in perturbation expansion and for the first time we reduce the 3rd order action without adding gauge fixing terms. In particular, we are able to show the relation between the uniform-φ and Newtonian slicings, and study the difference in the definition of tensor modes in these two slicings.
INTRODUCTION
The detection of gravitational waves [1] has opened up the era of gravitational wave physics/astronomy, and given us more hope of detecting gravitational waves (GWs) generated during and/or after inflation. GWs generated during inflation (more appropriately called the tensor modes) could be seen in the Cosmic Microwave Background (CMB) if the resulting B-modes would be detected (see Ref. [2, 3] and references therein). The possibility to detect their effects in the temperature fluctuations has been discussed as well. For example, a model in which the tensor modes are significantly mixed with the scalar modes could explain a scale dependence in the temperature bispectrum [4] . Axion-like and gauge spectator fields could enhance the amplitude of the tensor modes and render them chiral [5] [6] [7] [8] .
Parametric resonances in massive gravity may also enhance tensor modes during reheating [9] . After the end of inflation, the 2nd order scalar perturbations source GWs which may be detectable [10] [11] [12] , etc.
In this situation, and especially when higher order effects are concerned, it is fundamentally important to distinguish tensor modes from scalar modes in a given gauge, since the definition of the tensor perturbation depends on the choice of gauge. The decomposition theorem shows us that at linear order scalar, vector and tensor modes decouple from each other, and hence we can separately build gauge invariant variables [13] [14] [15] . At 2nd order in perturbation, however, the situation becomes more involved as the decomposition theorem does not apply any more; scalar, vector and tensor modes mix with each other. There have been several works in this direction, e.g. Refs. [16] [17] [18] [19] [20] [21] [22] [23] [24] . The situation is better understood only when one focuses on scalar modes. For example, there exists a conservation law for the non-linear curvature perturbation on super-horizon scales [25, 26] . More generally, gauge invariant variables may be built by computing the Lie derivatives of the metric and matter fields and then finding gauge invariant combinations of them. This is appropriate as long as one wants to compare quantities in different gauges but it is not suitable for finding a set of gauge invariant variables which represent the dynamical degrees of freedom of the system. The Hamiltonian approach is most suited for this purpose, much like the case of gauge theory. In this direction, there is work by Langlois [27] that deals with gauge issues at 1st order perturbation theory. Recently, Ref. [28] studied the non-linear Hamiltonian with the gauge fixed.
We dedicate this work to study 2nd order gauge invariant cosmological perturbations in the Hamiltonian formalism. Like in a gauge theory, the Hamiltonian provides insights into the structure and symmetries of the theory as well as the number of dynamical degrees of freedom. It does not only constitute a complementary approach to the already existing results in the literature but also clarifies in a concise manner the definitions of correct gauge invariant variables and, in particular, the mixing between scalar and tensor modes. Here we employ the Faddeev-Jackiw method of Hamiltonian reduction [32] . The main advantage is that the Hamiltonian in general relativity is the generator of infinitesimal coordinate transformations by itself and, therefore, provides a self-consistent way to reduce the degrees of freedom of our system. In contrast to the Lagrangian approach, the reduction of the 3rd order action will be given by a suitable canonical transformation in the phase space. For simplicity, we will consider a canonical scalar field but the generalization to non-canonical fields is straightforward.
1 In doing so, we succeeded in reducing for the first time the 3rd order action without adding any gauge fixing term. We will first work with the variables that coincide with perturbations in the uniform-φ slicing. After obtaining all the relevant equations, we then derive the transformation rules to the Newtonian slicing.
This paper is organized as follows. In section II, we compute the Hamiltonian in the conformal decomposition without any perturbative expansion. Meanwhile, we review the Poisson algebra and the fact that the Hamiltonian is the generator of coordinate transformations. In section III, we expand the Hamiltonian and explain the method to find the gauge invariant variables and the reduction of the action. In section IV, we apply it to 1st order in perturbation expansion reviewing the results of Ref. [27] for the 2nd order Hamiltonian.
Then in section V, we study the 2nd order perturbation theory. We start by computing the gauge invariant variables which coincide with the uniform density slicing and then we proceed to the reduction of the 3rd order Hamiltonian without any gauge fixing. We dedicate section VI to show how to go from the uniform-φ to Newtonian slicings up to 2nd order. We compare the resulting equations of motion with existing results in the literature. Finally in section VII, we summarize our work and discuss future directions. Detailed derivations and expressions of the equations in the text are provided in the Appendices.
1 A drawback of the Hamiltonian approach is that one needs to know the specific form of the kinetic term for the scalar field, e.g. in general K-inflation theory. Nevertheless, the gauge invariant variables thus obtained may apply to any theory as the symplectic structure still holds. Although the definition of the canonical momenta might differ.
II. HAMILTONIAN IN THE CONFORMAL DECOMPOSITION
Let us briefly review the Hamiltonian approach to general relativity. For our purposes, it is convenient to work in the ADM formalism [29] with the conformal decomposition of the spatial metric. In this case, the 4D line element is given by
where g µν is the metric of our space-time, N is the lapse function, N i is the shift vector, i = 1, 2, 3 and we have chosen that
and therefore the dynamical degrees of freedom of the metric's determinant are encoded in Ψ and Υ contains the traceless degrees of freedom. We will see later that the perturbation of Ψ corresponds to the non-linearly conserved comoving curvature perturbation on super-horizon scales. The perturbation of Υ ij contains the non-linearly conserved tensor perturbations on the uniform-φ slicing on super-horizon scales.
For simplicity, we consider a self-gravitating canonical scalar field Θ whose action is given
where g is the determinant of g µν , R is the 4D Ricci scalar, ∂ µ ≡ ∂/∂x µ and V (Θ) is a general potential for the scalar field Θ.
2
In the conformal decomposition Eq. (2.1), the action reads
where R (3) [Υ] and D i are respectively the 3D Ricci scalar and the covariant derivative corresponding to Υ ij . Note that we used that det Υ = 1 since we will work in a flat FLRW metric in Cartesian coordinates. 3 We denoted as -L n ≡ n µ ∂ µ the Lie derivative along the hyper-surface orthonormal direction n µ , where n µ dx µ = −Ndt.
2 The generalization to a given K-inflation or Horndeski theory is involved but straightforward. 3 It could be generalized to any spatial metric which satisfies ∂ t (det Υ) = 0. We set det Υ = 1 for simplicity.
The extrinsic curvature corresponding to Ψ and Υ ij is respectively given by
and 6) whereQ A ≡ ∂ t Q A with Q A = {Θ, Ψ, Υ ij } and it should be noted that Υ ij E ij = 0 by using Eq. (2.2). With these definitions we proceed to the computation of the Hamiltonian as usual.
We define the conjugate momenta as Π A ≡ δL/δQ A where L is the Lagrangian density, i.e.
In this way, we have that
and the Hamiltonian density is given by 8) where
and
As usual the Lapse function N and the shift vector N i act as a Lagrange multipliers since Π N = Π N i = 0. The variation with respect to them yields the so-called Hamiltonian and
Momentum constraint, i.e. H N = H i = 0. In a general gauge, all these four constraints are first class (for a review on the Hamiltonian formalism see [30] ). This means that our system, which initially contained 11 degrees of freedom (10 for the metric and 1 from the scalar field), contains only 3 dynamical degrees of freedom, 1 scalar and 2 tensor modes. Thus, to study cosmological perturbations up to 2nd order we will have to solve the constraints and reduce the number of degrees of freedom of our Hamiltonian.
A. Poisson algebra and coordinate transformations
It is important to note that, in the Hamiltonian formalism, the phase space generates a symplectic manifold, 4 In this symplectic geometry, one can show that the Lie derivative of a quantity along a Hamiltonian vector field is equal to the Poisson bracket of that quantity with the generator of the Hamiltonian vector field [31] . For our interest, the Lie derivative along the Hamiltonian flow, i.e. along trajectories in the phase space, is equal to the Poisson bracket with the Hamiltonian. In particular, the Lie derivative of a quantity, say f , along a direction ǫ µ is given by
where H µ = {H N , H i } and the Poisson bracket between two functions f and g is given by
Basically, we are following the change of a given variable in the phase space with a change of coordinates along ǫ µ . Thus, the Hamiltonian not only describes the time evolution of the system but it is also the generator of coordinate transformations. 5 For a general variable Q A we can write its change under an infinitesimal coordinate transformation as 
(2.14)
This will be our starting point to compute the gauge invariant variables at 2nd order and the corresponding reduced Hamiltonian. 4 Using the phase space we can build a non-degenerate closed 2-form by taking the exterior derivative between dQ A and dP A . This 2-form is the base for the symplectic structure, see Chap. 8 of Ref. [31] for more details. 5 In other words, a first class constraint is the generator of a symmetry of the Lagrangian and the variables transform according to the poisson bracket with the constraint. In our present study, the first class constraints are the Hamiltonian and Momentum constraints and the symmetry is diffeomorphism invariance.
III. PERTURBED HAMILTONIAN
Let us now study cosmological perturbations during inflation within the Hamiltonian formalism up to 2nd order. For simplicity, we focus on a spatially flat FLRW background in Cartesian coordinates. The latter choice of coordinates simplifies later calculations since in that case det Υ = 1 and indexes are raised and lowered by δ ij . In addition, we will neglect vector modes since in single field inflation they rapidly decay [14, 15] . We expand into a time dependent background and perturbations as follows. The conformal degree of freedom, the inflaton and the lapse and shift are split as
where
, a is the scale factor of the FLRW expanding universe with Hubble rate H ≡ȧ/a and φ is the background value of the inflaton. We keep the notation π α and π φ for computational convenience, as we will see later. At the end of the paper we will present the formulas in the usual convention. The perturbations of the spatial metric are given by
δ ij ∆, ∆ ≡ ∂ i ∂ i and one should understand E and γ ij respectively as the non-transverse and transverse modes, namely
where ∆ −1 is the inverse Laplacian operator which we assume to be well defined and that the fields vanish at infinity. T T ij ab is the transverse-traceless projector given in Eq. (C8) in App.C. Last, the canonical momenta is expanded as
where π E = 2∂ a ∂ b P ab and π ij = T T ij ab P ab . Note that the expansion of Π ij is only valid up to 4th order. We are now ready to expand the Hamiltonian, study the gauge transformations and find the gauge invariant variables. Before going into details let us show the meaning of each momenta in the usual variables up to 1st order. We have
In particular note that ∆ −2 π E is proportional to the shear, i.e. σ g ≡Ė − B, and that π ψ is proportional to the expansion parameter.
Before going into details, let us note that the reduction of the Hamiltonian will essentially be equivalent to a suitable time dependent canonical transformation. Due to the time dependence, the Hamiltonian will receive correction terms in addition to the mere change of variables. This is clearer in the Lagrangian formalism where a coordinate transformation does not modify the Lagrangian except for a total time derivative. Formally we can write the change of the Lagrangian from a set of canonical variables {q a , p a } to q a → q a + δq a and
where in our case q a = {ψ, ϕ, E, γ ij } and p a = {π ψ , π ϕ , π E , π ij }. The Hamiltonian changes as H → H + δH. In this way it is clear that if the canonical transformation has a time dependence then δH = 0 in general. We will find the change in the Hamiltonian by using
where the squared term will be important only on 1st order variable redefinitions. In the end, δH must be a function of q a and p a only up to total derivatives. A word on notation.
Since we take the spatial metric to be flat, i.e. δ ij , we will write only lower indexes for simplicity and we sum over repeated indexes.
Let us expand the Lagrangian up to 3rd order in our variables, which yields
where we expanded 
(3.9)
The first and third equations respectively are the first Friedmann equation and the field equations of motion. In the usual notation, they are given by
We decided to keep π α and π φ since it simplifies the form of the equations, specially when computing δH from Eq. (3.7). It is important to note that we have perturbatively expanded in terms of the variables. This does not straightforwardly corresponds to the final perturbation expansion. For example, if we do a 2nd order canonical transformation, e.g.
what we called H 2 will contain a 3rd order contribution, say δ 3 H 2 , which should be added to H 3 .
We will proceed using the Faddeev-Jackiw approach [32] . In simple words, we will perturbatively solve the Hamiltonian and Momentum constraints and then we will plug them back into the Lagrangian to find the reduced Hamiltonian. In practice, we need to know the right canonical variables that successfully reduce the system. These variables are gauge invariant,
i.e. invariant under coordiante transformation. Thus, before applying the Faddeev-Jackiw method we will first study the gauge transformation of the variables and build the gauge invariant variables up to 2nd order. As it is well known, a particular choice of gauge invariant variables corresponds to a certain slicing. At that point, we can solve the constraints and find the reduced Hamiltonian. We will see this discussion in detail in the following sections.
As we have emphasized in previous sections, the change of variables under coordinate transformation is given by the constraints. In particular, the generalization to non-linear coordinate transformation is given by [16] 
where ǫ µ = {A, ∂ i B}, H µ = {H N , H i } and A and B respectively are the time and spatial reparametrization parameters. This is the gauge transformation of our variables up to 2nd 7 The Lagrangian starts at 2nd order since the 1st order is proportional to the zeroth order equations of motion order. It is important to note that due to the Poisson algebra the constraints are gauge invariant once the lower order constraints are imposed since we have
That is to say that once H N 1 and H i,1 are solved, H N 2 and H i,2 are gauge invariant up to 3rd order. Thus, the constraints already provide a way to partially find gauge invariant canonical variables. We will now review the reduction to the 2nd order Hamiltonian and then we will proceed to the 3rd order and find the 2nd order gauge invariant variables.
IV. 2ND ORDER HAMILTONIAN
Before dealing with the 3rd order Hamiltonian is illustrative to review the 2nd order
Hamiltonian and the 1st order gauge invariant variables [27] . If we expand the Hamiltonian up to 2nd order in the variables (see App.D for details) we have that, after integration by parts,
On the other hand, the Hamiltonian and Momentum constraints are respectively given by
Note that since we are interested in going to 3rd order in the Hamiltonian we will not set the constraints to be zero yet. Let us show that indeed the constraints yield the usual gauge transformation rules. The canonical variables transform as
On the other hand, for the canonical momenta we find
Detailed formulas on the Poisson brackets can be found in Appendix B. We will proceed to construct the gauge invariant variables and then reduce the Hamiltonian. As we previously mentioned, a certain choice of variables corresponds to a particular choice of slicing. In other words, we must choose which variables play the role of the time and spatial slicing parameters A and B. For example, we can build several variables which serve as a time slicing, i.e. they only change under a time re-parametrization. The simplest ones are ϕ, π E and
They respectively correspond to the uniform-φ, shear-free (Newtonian) and flat slicings.
The uniform-φ slicing corresponds to a choice of time coordinate where the scalar field is spatially homogeneous. In a sense, we are setting the perturbations of the inflaton to zero, ϕ = 0, and then all the fluctuations are encoded in the metric. This is useful on superhorizon scales as the curvature perturbation remains constant. The Newtonian slicing is useful at small scales since it reduces to Newtonian gravity in the small scale limit. In this choice of time coordinate, the inflaton fluctuates but there are no fluctuations in the shear, i.e. σ g =Ė − B = 0. Thus, these two slicing choices are useful in opposite regimes (super and sub-horizon) and understanding the connection between them is important when super-horizon physics re-enter the horizon.
In what follows, we will choose ϕ and E to represent the temporal and spatial degrees of freedom respectively, i.e. it will be equivalent to work in the uniform-φ slicing. 8 Later we will come back to the Newtonian slicing.
A. 1st order gauge invariance and reduced 2nd order Hamiltonian
Let us find a set of gauge invariant variables that reduce the Hamiltonian up to 2nd order in perturbation. First of all, since the constraints are already gauge invariant, we can use them as canonical variables. Furthermore, any gauge invariant variable commutes with the constraints by definition. Thus, we first choose the gauge invariant variable of our interest and then we reduce the system according to our choice. For simplicity, we chose the gauge invariant variable which coincides with ψ in the uniform-φ slicing, a.k.a. the comoving curvature perturbation, namely
We will understand this choice as a canonical transformation for the variable ψ. Its corresponding canonical momenta is given by 8) where the last two terms in the momenta have been introduced to simplify the form of the Hamiltonian. 9 One can easily see that ω and π ω coincide with ψ and π ψ on the uniform-φ slicing, i.e. ϕ = 0. We proceed by defining the constraints as a new canonical momenta for E and ϕ. Explicitly we have
We need not change the variables E and ϕ and, thus, we keep the same notation. Tensor modes are already gauge invariant at 1st order. Inverting the canonical transformation we
Now that we have our new set of canonical variables, which are gauge invariant at 1st
order, we can compute the corresponding Hamiltonian. First of all, after integration by parts Eq. (3.7), that is the change in the Hamiltonian, leads us to
(4.12)
Adding the latter contribution to the original Hamiltonian Eq. (4.1), we have that the reduced Hamiltonian at 2nd order is given by
where the super-index red refers to reduced Hamiltonian and we used that
(4.14)
Note that if we were to solve the constraints at the moment, they would yield π E = π δφ = 0 and H red 2
would simply be the Hamiltonian for the conserved comoving curvature perturbation, a.k.a. Mukhanov-Sasaki variable [14, 15] . Nevertheless, since we are interested in the 3rd order Hamiltonian we need to bear in mind that π E and π δφ contain 2nd order terms in perturbation expansion. Let us apply a similar logic to the 3rd order Hamiltonian.
V. 3RD ORDER HAMILTONIAN
After the previous canonical transformation Eqs. (4.7) and (4.11), the Lagrangian of our system is given by
The 3rd order Hamiltonian, after integration by parts, is given by
where for simplicity we did not yet apply the transformation Eqs. (4.7) and (4.11) and for convenience we used the shortcut notation for R in Eq. (4.6). The Hamiltonian and Momentum constraints at 2nd order are respectively given by
With these constraints, we can study the gauge transformations at 2nd order and build the 2nd order gauge invariant variables. See App.D for a detailed derivation of the expansion of the Hamiltonian.
A. 2nd order gauge invariance
The calculations in this subsection are rather involved and, thus, we will provide a handful of them in this section. The detailed formulas can be found in Apps. B and E. Let us focus on the transformation of the two canonical variables ω and γ ij . First we will present the results obtained directly from the 2nd order transformation and later we will plug in the solution of the 1st order constraints and remove any redundant gauge invariance. In other words, we want our variables to coincide with ψ and γ ij in the uniform-φ slicing where ϕ = 0.
For the canonical scalar variable we have that up to 2nd order transforms according to
which explicitly yields
After some algebraic manipulations, we find that the scalar gauge invariant variable at 2nd
order is given by
where we defined for simplicity
that is a 1st order gauge invariant variable and the equality holds once the constraints at 1st order are solved. On the other hand, the transformation of the tensor modes is given by
which leads us to
We find that the gauge invariant tensor modes at 2nd order are given by
Similarly, one can compute the transformation of the canonical momenta and find that the gauge invariant canonical momenta for the scalar and tensor modes are respectively given
where the full expression can be found in App. E, and 15) where the subindex C refers to the fact that the variable corresponds to the one in the uniform-φ slicing and in Eq. (5.14) we used that
In passing, note that the term proportional to ϕ 2 in Eq. (5.14) exactly matches that from the δN formalism on superhorizon scales [33] . To compare with the literature, we can set E = 0 and treat Eqs. (5.14) and (5.15) as the relation between the uniform-φ and flat slicings. For example, one can easily check that this formula coincides with Ref. [34] .
Although there is a difference in the last term of the first line of Eq. (5.14) (the last term in Eq. (A.8) in Ref. [34] ), namely the non-local operator is missing. Our expression also matches that of Malik & Wands [21] after a proper redefinition of the variable, concretely
2 bearing in mind that we work in proper cosmic time and that our definition of tensor modes carries an extra factor 2.
The definitions of the corresponding canonical momenta for ζ is given by 17) where the full expression is presented in App. E. Note that we added an extra ζ 2 term with the same purpose as in Eq.(4.8) to simplify the form of the Hamiltonian. The canonical momenta for the tensor modes reads
This set of canonical variables, Eqs. (5.14)-(5.18), are the ones we use for the reduction of the Hamiltonian and that coincide with the variables in the uniform-φ slicing. Before ending this section, it is important to note that since E and ϕ only appear as 3rd order combinations or are always multiplied by π E and π δφ , we do not need to redefine them even at 3rd order. Just as we did at 1st order in perturbation, we will redefine one canonical scalar variable, in our case ω, and the corresponding momenta π ω .
B. 3rd order reduced Hamiltonian
We are left to perform the canonical transformations Eqs. (5.14)-(5.18) and reduce the Hamiltonian. Note that we did not use the constraints to define new momenta. Actually, if
we were interested in the 4th order Hamiltonian we would redefine a new momenta for E and ϕ. However, since we only study the system up to 3rd order we will solve the Hamiltonian and Momentum constraints respectively leading us to
In doing so, we are solving the constraints perturbatively, e.g. we replace the 1st order solutions Eq. (4.11) in H N,2 and H i,2 . One can check that the error made is higher order.
First, we compute the change in the Hamiltonian from the time dependent canonical transformation. Since the algebra is heavy, specially for the scalar modes, let us show here the result for terms containing two tensor modes. The complete results can be found in App.F. The change in the Hamiltonian is given by
On the other hand, from the reduced 2nd order Hamiltonian (4.13) we have a 3rd order contribution after the transformation as well. In the present case, it reads
where δq a = q GI a − q a and we have used Eq. (5.19). Again, extracting only the terms containing two tensor modes we find
For the 3rd order Hamiltonian piece we find that the terms containing two tensor modes are
given by we find that the reduced 3rd order Hamiltonian is given by
where for simplicity we have introduced
Note how the terms containing E and ϕ exactly cancel. Also note that χ is proportional to the shift vector in the uniform-φ slicing, see Ref. [34] . Regarding the reduction containing all terms, one can check that after a series of manipulations the terms proportional to E, ϕ completely vanish and the reduced complete 3rd order action is given by
where 27) and the reduced 3rd order Hamiltonian reads .7) and (3.14) of Ref. [34] . Thus, we have performed a successful reduction of the system within the Hamiltonian formalism that coincides with that in the uniform-φ slicing. Before ending this section, let us note that we could proceed as in Ref. [34] and show that the 3rd order action is of O(ǫ 2 ). To show this, we could either work at the action level and integrate by parts or simply do a series of canonical transformations.
VI. NEWTONIAN SLICING
On super-horizon scales, the most used slicing is the uniform-φ slicing. The reason being that, the comoving curvature perturbation is conserved on super-horizon scales. On sub-horizon scales, one usually focuses on the flat or Newtonian slicing to gain intuition.
For example, GWs sourced by 2nd order scalar perturbations are usually computed in the Newtonian slicing. For completeness, we show in this section how to move from the uniform-φ to the Newtonian slicing within the Hamiltonian formalism and in passing we show how the scalar and tensor mix in such a gauge transformation. The Newtonian slicing is a shear free slicing and, thus, we have to use π E as our time reparametrization variable. At the end of this section we recover the well-known equations of motion for tensor modes with 2nd order scalar source terms.
A. 2nd order Hamiltonian
Proceeding similarly as in Sec. IV A, we build a gauge invariant variable that coincides with ψ on the shear-free slices. Such variable will correspond to the usual Newtonian potential. For the moment, let us define it as
where note that we used π E as our time slicing parameter. Using Eqs. (5.7) and (6.3) we can relate θ and ω at linear order by
Note that in the last step we used the 1st order constraint equations Eq. (4.11). Thus, the linear transformation between ω and θ and its conjugate momenta 10 is respectively given by
After inverting we are led to
With this canonical transformation the reduced Hamiltonian is given by
which coincides with that of Ref. [35] except for a difference in the coefficient θ∆θ. However, our Hamiltonian Eq. (6.6) yields the correct equations of motion which can be found in Eq. (6.48) in Ref. [15] . Also note that Eq. (6.5) is the well known linear relation between the comoving curvature perturbation and the Newtonian potential [15] , once the Hamiltonian equations of motion are used. For later convenience we have that Ξ in the Newtonian slicing is given by
where in the last equality we have used the Hamilton equations of motion.
B. 3rd order Hamiltonian for tensor modes
Not to overload the paper with formulas, we will only focus on the mixing terms with the tensor modes. Similar procedure can be applied to the pure scalar sector. Let us start with 10 We chose the definition of π θ so that the resulting Hamiltonian is of the simplest form and coincides with that of Ref. [35] . the definition of tensor modes in the Newtonian (shear free) slicing. They are given by
where the super-index N refers to Newtonian. Similarly, the conjugate momenta is
On the other hand, we find that the gauge invariant Newtonian potential at 2nd order is given by
where we have not taken into account scalar squared contributions, i.e. O(θ 2 ). For the tensor modes, we can easily relate the definitions between the uniform-φ and Newtonian slicing as
We can do similar steps for the scalar modes. One possibility is to find the conjugate momenta of θ in terms of the original variables at linear order, find the gauge invariant momenta at 2nd order and then compute the difference with ζ and π ζ . Instead, we will use the fact that we know the relation between γ ij and π ij , i.e. Eqs. (6.11) and (6.12), and we will require that the transformation of the scalar variables is canonical. 12 For our purposes, this approach sufficient. The corresponding relation for the scalar variables is respectively given by
(6.13) and 14) where again for simplicity we have neglected scalar squared contributions, that is O(Φ 2 ).
After plugging Eqs. (6.11)-(6.14) into the Lagrangian Eq. (5.26), see App.G for the change in the Hamiltonian, we obtain that the reduced Hamiltonian in the Newtonian slicing for the mixing terms up to 3rd order is given by 
As a final check, it is easy to see that the equations of motion for the tensor modes with a scalar source, i.e. We would like to mention that the equations of motion and the 3rd action looks remarkably simpler in the Newtonian slicing than the uniform-φ slicing.
It is worth estimating the size of the induced tensor modes from 2nd order scalar sources. [12] . In this way, the GWs energy density today can be estimated to be Ω
, where z eq ≈ 3300 is the red-shift at matter-radiation equality [11, 12] . Plugging in our estimates we are led to Ω ind GW ∼ 10 −10 which falls within the range of space-based GWs detectors (see Ref. [36] and references therein). It should be noted that any 3rd or higher order contribution will be suppressed by an extra factor P 1/2 Φ and thus it would be irrelevant.
VII. CONCLUSIONS
We have devoted this work to clarify the definition of scalar and tensor modes up to 2nd order in perturbation theory in the Hamiltonian formalism. Like in gauge theory, the constraints are the generators of the symmetries (in our case diffeomorphisms) and, thus, the Hamiltonian is suitable to study the gauge issues of cosmological perturbations. We obtained the 2nd order gauge invariant definition of scalar and tensor modes that coincide with scalar and tensor perturbations in the uniform-φ slicing. With such definitions we reduced the system and obtained for the first time the reduced Hamiltonian at 3rd order in complete generality without any gauge fixing. To summarize, the canonical variables that are gauge invariant at 2nd order and coincide with the curvature perturbation and tensor perturbations in the uniform-φ slicing are given by
∆E . Note that ω coincides with the comoving curvature perturbation at the linear level.
For completeness we checked that the relation between the uniform-φ and flat slicing coincide with the already existing results in the literature, e.g. Refs. [21, 34] . After the reduction of the system, the reduced Hamiltonian coincides with the straightforward expansion of the action and, thus, one can apply the known simplification to show that the action is of order O(ǫ 2 ), e.g. Ref. [34] . Alternatively, in the Hamiltonian formalism one can perform 2nd order canonical transformations until the 3rd order Hamiltonian is O(ǫ 2 ) in the uniform-φ slicing.
To extend the discussion, we showed how one can move from the uniform-φ to the Newtonian slicing. For simplicity, we considered only the mixing terms between scalar and tensor modes. We find that the 2nd order gauge invariant comoving curvature perturbation ζ is related to the 2nd order gauge invariant Newtonian potential Φ by
On the other hand, the tensor modes in the uniform-φ and Newtonian slicing are related by
We have shown that with such transformation we recover the well-known equations of motion for tensor modes at 2nd order sourced by scalar 2nd order perturbations Eq. (6.18) (see Refs. [10] [11] [12] ).
This paper provides a general study of the gauge issues of cosmological perturbations up to 2nd order within the Hamiltonian formalism and constitutes a complementary check to the usual method using the Lie derivatives, e.g. Refs. [16, 21] . In contrast, the Hamiltonian formalism provides a systematic way to find the canonical definition of the perturbation variables which successfully reduced the system. The new contribution of this work is the reduction of the action without any gauge fixing with the correct definition of scalar and tensor modes that coincide with perturbations in the uniform-φ slicing. Once the system has been reduced, we have shown that one can easily move from gauge to gauge by means of canonical transformations. We leave for future work which is the definition of tensor modes that we actually observe in the CMB. It would be interesting to see if the 2nd order change in the definition of tensor modes could have any effect on the values of the 3-point functions sources by mixed terms like in Ref. [4] .
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Appendix A: Poisson algebra in the conformal decomposition
Here we give explicit expressions on the variation of the constraints with respect to the canonical variables. They are useful when computing the poisson algebra. Note that when taking the variation with respect to the Υ ij and Π ij one must bear in mind that they are traceless by definition. With that we have that for the Hamiltonian constraint
where we neglected the scalar field Φ since it's contribution can be added without difficulties.
For the momentum constraint we obtain
Appendix B: Poisson algebra for perturbations up to 2nd order
Here we explicitly show the variation of the constraints with respect to the canonical perturbation variables up to 2nd order. Again, we must bear in mind that Y ij and P ij are both traceless. This time, the scalar field ϕ has been included. We find for the Hamiltonian constraint that
δAH N,1+2 δϕ = a 3 V φ A + a 3 A (3ψV φ + V φφ ϕ) − a∂ k (A∂ k ϕ) ,
δAH N,1+2 δπ ϕ = a −3 Aπ φ + a −3 A (π ϕ − 3ψπ φ ) ,
For the momentum constraint we find
These are the formulas used in the main body of the paper to compute the gauge transformation of the perturbation variables. One can also explicitly check that these formulas satisfy the poisson algebra which holds up to 3rd order in perturbation.
where α ≡ ln a, a(t) is the scale factor of the FLRW expanding universe and φ(t) is the background value of the inflaton. The respective conjugate momenta are given by Π Ψ = π α (t) + π ψ (t, x) and Π Θ = π φ (t) + π ϕ (t, x) .
Note that in terms of the usual quantities π α and π φ are respectively given by π α = −6a 3 H and π φ = a 3φ ,
where H ≡ȧ/a. We expand the lapse and shift as N = 1 + A and N i = a −2 ∂ i B .
Now we are left with the expansion of the traceless degrees of freedom Υ ij . In doing so, we will extract the scalar and tensor degrees contained in Υ ij . First of all, we define in general the perturbations as
in other words Υ ij is an exponential function of the perturbations. In this way, the condition det Υ = 1 is automatically satisfied. One can check that as expected Y ij is traceless, i.e. δ ij Y ij = 0. We define the scalar degree so as to match the usual definition, as
where ∆ −1 is the inverse Laplacian operator, ∆ ≡ ∂ i ∂ i and we assume that it is well defined and the fields vanish at infinity. On the other hand, the transverse-traceless component, i.e.
the tensor modes, is defined as
where T T ij ab is the transverse-traceless projector and it is given by
where symmetrization of indexes is normalized. With these definitions we find that
where we have defined for convenience the traceless second derivative operator as
On the other hand, the expansion of the corresponding conjugate momenta for Y ij valid up to 4th order is given by
As before, we define the conjugate momenta of E and γ ij respectively as π E = 2∂ a ∂ b P ab and π ij = T T ij ab P ab .
Then the expansion of P ij in terms of π E and π ij reads 
where we have defined
Using that the metric is unit determinant we have a simple expression for the Ricci scalar, which is given by
where Γ 
For the term J we obtain J 0 = 0 ; J 1 /a = 2∆ψ − 1 2 R
1 ,
2 ,
3 .
(D7)
Lastly, for the Ricci scalar we have
