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In the past few years, digital computer programs that  depart from 
the tradit ional  numerical computat ion and data processing for which 
these machines were conceived have become increasingly common- 
place. In many of these programs, the computer is called upon to 
manipulate a complex formal logistic system as a tool to implement 
the solution of a problem. This paper is concerned with the problem of 
efficient machine manipulat ion of formal systems in which the predi- 
cates display a high degree of symmetry. The solution to the prob- 
lem, embodied in a theorem and a rule of syntactic symmetry is speci- 
fied in Section I. The theorem is in fact a metatheorem concerning 
formM systems, and is used in the synthesis of proofs. On the other 
hand, the rule is an invaluable aid in the search for a proof by the 
so-called analytic method. In Section I I ,  the set of all syntactic sym- 
metries for a given set of formulas is constructed and displayed in a 
form conducive to minimum effort programming for a computer. 
INTRODUCTION 
In the past few years, digital computer programs that depart from 
the traditional numerical computation and data processing for which 
these machines were conceived have become increasingly commonplace, 1 
and a large number of computer programming research efforts currently 
in progress indicate that this trend will continue. In general, the aim of 
this research as been to evoke a kind of behavior from these machines 
that exhibits ome of the characteristics of human intelligence. 
In many of these programs, the computer will be called upon to manip- 
* The results described herein were obtained in connection with the "geom- 
etry theorem proving machine" project at the IBM Research Center. 
i There are, for example, the chess playing program of A. Bernstein and the 
checkers program of A. L. Samuel (both of IBM Corporation), as well as a program 
of Newell et al. (1957) for the proof of theorems in propositional calculus by the 
use of heuristic methods. 
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ulate a complex formal ogistic system as a tool to implement the solution 
of a problem (Gelernter and Rochester, 1958; McCarthy, 1958). Such a 
subprogram must, of course, produce results that are consistent and 
valid. On the other haI~d, unless it eschews the minute detail of a com- 
pletely rigorous formal proof, the logic routine may become a bottleneck 
in any attempt o produce an efficient problem-solving system. Consider, 
for example, a formalization of Euclidian plane geometry 2 for which we 
have introduced the predicate d(x, y; u, v) with the interpretation the 
distance between points x and y is equal to the distance between points u 
and v. The symmetry properties of the predicate are expressed by the 
following theorems :3
(Vx) (Vy) d(x, y; y, x); 
and 
(Vx) (Yy) (Yu) (Yv) [d(x, y; u, v) ~ d(u, v; x, y)]. 
These sentences, together with the theorem: 
(Vx) (Yy) (Vz) (Yu) (Vv) (Yw) 
[d(x, y; u, v) h d(x, y; z, w) ~ d(u, v; z, w)] 
are sufficient o establish the equivalence of the eight symmetrical forms 
of the predicate d. However, except for the case where the display of a 
detailed proof is the professed goal of the program, the tedious effort re- 
quired to establish the equivalence of d(A, B; C, D) and d(D, C; A, B), 
for example, must be circumvented if our machine is not to expend an 
excessive amount of computing effort producing results that are not in- 
teresting. The practicing mathematician, at all times fully aware of an 
2 It was, in fact, in this connection that the problem treated in this paper 
arose as part of the "geometry theorem-proving machine" project being conducted 
at the IBM Research Center. 
3 Here and elsewhere we use the following standard notation of symbolic logic : 
V(x) For all x 
A --* B A implies B 
A A B A and B 
AVB AorB  
A [- B B is provable from the premise A 
The symbol [- is not in the formal system, but is rather part of the metalanguage 
in which the formal system is described. One may view a theorem-proving machine 
as a formalization of the metalanguage. 
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interpretation of the formal system with which he is concerned, has little 
difficulty recognizing the symmetric forms of a predicate, and will readily 
dispense with the formal transformations among them. He can, in fact, 
recognize the symmetries inherent in a set of formulas comprising the 
premises for a theorem, and will immediately infer a conclusion sym- 
metrical ~with one he has formally established by merely asserting "simi- 
larly, . . . .  " 
This paper is concerned with the problem of efficient machine manipu- 
lation of formal systems in which the predicates display a high degree of 
symmetry. The solution to the problem, embodied in a theorem and a rule 
of syntactic symmetry 5 is specified in Section I, and has been previously 
published rather informally in another context (Gelernter and Rochester, 
1958). The theorem is in fact a metatheorem concerning formal systems, 
and is used in the synthesis of proofs. On the other hand, the rule is an 
invaluable aid in the search for a proof by the so-cMled analytic method. 
In Section II, the set Of all syntactic symmetries for a given set of formulas 
is constructed and displayed in a form conducive to ease of programming 
for a computer. The results contained herein, while hardly profound or 
surprising in nature, have the virtue that they present a useful solution 
to a problem which will almost always become manifest when machines 
must manipulate formal systems. 
I. SYNTACTIC SYMMETRY 
In order to illustrate the nature of the problem with which we are 
concerned, let us consider the following example drawn from Euclidian 
plane geometry. The machine is asked to prove the theorem: Diagonals 
of a parallelogram bisect one another (Fig. 1)~ Introducing the predicates 
p(x, y; u, v) and c(x, y, z) with the respective interpretations segment xy 
is parallel to segment uv and x, y, and z are colinear in the order specified, 
we may write the set of premises thus: 
H = {p(A,B;C,D),  p(A,D;B,C) ,  c(A,E,C), c(B,E,D)}. (1) 
The problem, then, requires that the machine establish the following 
formulas: 
H ~ d(A, E; E, C) (2a) 
tt  ~ d(B, E; E, D). (2b) 
4 The word "symmetr ica l"  as used here will be precisely defined in the next 
section. 
s Arrived at concurrently by the author, J. McCarthy,  and 1%. M. Krause. 
SYNTACTIC SYMMETRY AND MANIPULAT ION OF SYSTEMS 83 
B C 
A D 
l~'I G. 1 
For the mathematician, a proof of either (2a) or (2b) alone will suffice 
as a solution of the problem, for he will recognize that any proof sequence 
leading to one will lead to the other with the proper change of letters. 
He will, for example, establish (2a) and complete the proof with the 
statement "similarly, H ~ d(B, E; E, D)." The same process of "equiva- 
lence classification" of goals takes place at every stage of the proof. If 
some earlier steps in the proof sequence should require that the equality 
of angles a and ~ and also of angles ~ and 8 be established, he will again 
prove only one statement and merely assert he other preceded by the 
word similarly. It would clearly be most desirable if our machine could 
do the same (but with rigorous justification, of course). 
The need to diminate symmetry-redundant goals appears in still an- 
other context. A commonly used procedure in searching for a proof of a 
theorem consists in "working backwards" from the goal to the premises 
of the theorem (often called analysis of the theorem). In the case of our 
illustrative xample, the machine might "conclude" that it could prove 
d(A, E; E, C) if it could first prove k(A, B, E; C, D, E), interpreted 
triangle ABE is congruent with triangle CDE (triangles I and II in Fig. 1). 
Then the machine must not, at some later stage in the search, set 
k(B, C, E; D, A, E) as a subgoal (triangles III and IV), for having done 
this, the machine will clearly not have advanced its cause at all. It would, 
in a sense, be reasoning circularly, for if it could prove k(B, C, E; D, A, E) 
it could have used the same proof, with different letters, to establish 
k(A, B, E; C, D, E). A somewhat more subtle instance of the same diffi- 
culty is the following. The machine "decides" that in order to prove 
k(A, B, E; C, D, E), it must first prove d(A, B; C, D), and that it 
can do this by establishing ]~(A, B, C; C, D, A). Then the formula 
d(B, C; A, D) must clearly be rejected as a subgoal for the latter con- 
grueney. 
Since the search for a proof is representable bya highly branched tree- 
like graph (the problem-solving graph defined below), it is easy to see that 
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a single symmetry-redundant subgoal will spawn an exponentially in- 
creasing number of redundant progeny as the number of proof steps in- 
creases. In the ease of the example above, it is estimated that a syntactic 
symmetry recognizing machine would consider fewer than one tenth the 
number of formulas processed by a machine unable to eliminate redun- 
dant subgoals. Although no especial theoretical interest attaches to the 
faster machine, there is little doubt that speed of processing will deter- 
mine whether such machines can ever become useful tools. 
The mechanism whereby a machine for the manipulation of formal 
systems can acquire the symmetry-recognizing property will now be de- 
scribed in detail. Consider the set of z well-formed formulas 
H = {H1,  H2, " "  , H~} 
containing p distinct variables {X1, X2, . . .  , X~} = A0. Let 7r(A0) be a 
permutation operator on the set A0 • Then 7r will be said to be a syntactic 
symmetry of the set H if 
7rill h vH2 h " "  h ~H~--  H1 h H2 h " "  h H~ (3) 
is valid under the set of theorems defining the symmetries of the predi- 
cates and the logical connectives. The following theorem, almost trivial 
in both content and proof, offers the formal justification for the remarks 
that follow: 
THEOREM 1 : If r is a formula provable in some formal system from the 
set of premises H, and ~r is a syntactic symmetry of H, then =r  is a form- 
ula provable from the same set H. The transformed formula ~rF will be 
called a syntactic conjugate ofH. If II is the set of all syntactic symmetries 
of H (including the unit operator) then the set l ip  will be called a 
conjugate set of H. 
The theorem is, of course, a consequence of the fact that the syntactic 
variables in a theorem may be renamed without destroying the validity 
of the theorem. It should be noted that the set of transformed premises 
7rH contains the same elements as H if symmetrical forms of the same 
predicates and connectives are considered to be interchangeable (that 
is, 
d(A, B; C, D) V d(E, F; G, H) 
is considered to be the same as 
d(G, H; F, E) Y d(D, C; A, B)). 
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The operator ~r clearly transforms each Hi into itself or into some Hj 
having the same fixed symbols as Hi.  
We define now the problem-solving graph, which will serve as a repre- 
sentation of the proof-search process. Let Go be the formal statement to 
be established by the proof. It will be called the problem goal. If G~ is 
a formal statement with the property that G~-I may be immediately in- 
ferred from G~, then Gi is said to be a subgoal of order i for the problem. 
All Gj such that j < i are higher subgoals than G~, where Go is considered 
to be a subgoal of order zero. The problem-solving graph has as nodes the 
G~, with each G~ joined to at least one G~._I by a directed link. Each link 
represents a given transformation from G~ to G~_I. The problem is solved 
when any G~ can be immediately inferred from the premises and axioms. 
We can now specify the rule of syntactic symmetry thus: G~ is not a 
suitable subgoal to add to the problem-solving graph if it is the syntactic 
conjugate of any Gj for i __> j, for any proof sequence l ading to G~ is 
identical with a conjugate sequence l ading to Gj with the variables re- 
named, and any mechanism leading to a proof of Gi would as well prove 
G~.. If i = j, the two subgoals are in effect redundant, and if i > j, the 
sequence l ading to G~ leads to G~. when conjugated, and all the steps 
Gk, i ->_ k > j, can be eliminated. Clearly, every directed path through 
the problem solving graph from premises to goal will be unique under the 
transformation, and will be the shortest one in that it will contain no 
redundant subgraphs (no two nodes will be linkable by a ~r transforma- 
tion). 
Let us now review the behavior of a symmetry-recognizing machine 
confronted with our earlier illustrative problem (Fig. 1). Such a machine 
will always examine its goals and subgoals to determine if any are ele- 
ments of the same conjugate set. Should this indeed be the case, it will 
attempt to establish only one element of the set, say F, and having suc- 
ceeded, will merely assert "similarly, IIF," rigorously proving the entire 
conjugate set in one operation. It will, for example calculate that (using 
the standard notation for a permutation operator) ~r = (ABCD) (E) 
is a syntactic symmetry of the given set H (formula 1), and that 
~d(A, E; E, C) -- d(B, E; E, D). 
Then, like our mathematician, the machine too will seek to prove only 
one of (2a) and (2b). Again, k(A, B, E; C, D, E) and k(B, C, E; D, A, E) 
are syntactic onjugates, as are d(A, B; C, D) and d(B, C; D, A), so 
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that only one of each pair will be permitted to appear as a subgoal in the 
problem-solving graph. 
It should be clear that the blessings of syntactic symmetry do not come 
without cost to the computer. Not only must the machine calculate the 
conjugate set for each subgoal in the problem-solving graph, and make 
all the necessary comparisons when a new one is introduced, but the 
initial calculation of the set II of all syntactic symmetries for a given 
problem is by no means trivial. However, the labor involved in applying 
the rule increases more or less linearly with the degree of symmetry of 
the premise set, while the number of redundant steps that would other- 
wise have to be considered increases exponentially under the same cir- 
cumstances, sothat at some rather ill-defined point on the scale, it will 
always prove advantageous to apply the rule. The fixed costs entailed 
in initially calculating the set II will determine, to a large extent, where 
the threshold for a positive return on the added computing effort will 
reside, and it is to this problem that we shall address ourselves in the 
remainder of this paper. 
II. CONSTRUCTION OF THE SET II 
Let A,~ be the set of ~ =< r distinct variables in the particular formula 
Hi in H, and A~ the set of variables in A0 but not in A,~ (that is, A~ = 
AoN-~,~). Let p(A) be a specific permutation operator on the set A, and 
S(A) the set of all permutations on A; that is, 
S(A) = {pl(A),p2(A),... }. 
Then we define the set: 
~,'j(Ao) = p j (A . , )S (A~, ) ,  
having the individual elements: 
~rdk = p~-(A~,)pk(A,,) 
If p(Av~) is the set of all syntactic symmetries ofthe single formula HI, 
and ~:~ is the product set p(A,~)S(A~), then clearly, every element of the 
intersection of all the ~ ranging over the complete set of premises will 
be a syntactic symmetry of H: 
c n 
We shall call the set 8n = the self-symmetries of H. For any ~r,sk 
not in sII, there exists some HI such that ~,jkH, --~ HI does not follow 
from the previously specified symmetry transformations. 
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Consider now two distinct formulas H~ and Hi  in H. H~ and Hi  are 
said to be compatible if there exists a one-one correspondence b tween 
the individual variables of H~ and Hj  such that if the qth variable in H~ 
is changed into the r *h variable in H i ,  and the r th variable in Hi  is 
changed into the qth variable of H~, then, calling the operator cffecting 
this change T, 
and 
TH~ =- H i ,  
THi  =-- H~ , 
again under the previously specified symmetry transformations. Since 
the compatibility relationship is transitive (Appendix), the set H may 
be partitioned into ~ mutually exclusive subsets, 
{H i ,H  ~, - . . ,H  r} =H 
such that all nk elements of H ~ arc mutually compatible. The set of varia- 
bles A,k in H k is the union of the variable sets for each H~ .~ in H ~. 
Consider now a compatibility subset H ~ consisting of just two elements. 
If the transformation operator T taking H1 k into H2 k and H~ k into/ /1  k
may be represented as an elemellt of the set S(A,k), (that is, T is a per- 
mutation on the set of distinct variables A,k), then T = xpk(A,~) is said 
to be an exchange symmetry of H k. The set of all permutations on A0 
taking H1 k into H2 k, and H~ k into H~ k will be called the exchange symme- 
tries of H ~. Since it is possible that no compatibility transformation T 
of H k is representable by a permutation, the set of exchange symmetries 
may be void. 
For the general case, where H k contains nk elements, there will be 
n~[ - I exchange symmetry sets xp kq, q = 1, . . .  nk! - 1. Ag iven 
value of the index q specifies a given mapping of H k onto itself, excluding 
the identity transformation. For example, for the case n~ = 3, there is 
an exchange symmetry set effecting each of the following 3! - 1 trans- 
formations: 
H1 --~//2 H1 --~ H3 //1 ~ H1 H1 ~ H~ H1 --~ H3 
H2 ~ H1 H2 ~ H2 H2 ~ H8 H2 ~ H3 H~ ~ H1 
H3 ---* H~ H3 ~ H1 H3 "--> H2 H~ ~ H1 H3 ~ H2 
As was the case above, any xp ~ may be void if there exists no per- 
mutation on A,~ to effect he required mapping. 
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Any element of xp Aq may serve as a generator for the entire set. Thus: 
TH~ORE~ 2. If xp~ ~ is any element of xp Aq, then the product set 
sH~xp~d is the set xp Aq, where sH A is the set of self-symmetries of H A (in- 
cluding the identity operator). 
The operator xpkd determines a one-one mapping of H A on itself, so 
that for each element of H A, 
kq ~r  A 
xpo rl  ~ ~ H jA~ 
where j can be same as i. Then for each s~ A ~ sII A, 
s~r zAxpko ~H i A =_ s~r ~A H ~ A --  H j A, 
k k so that sTrz xpo ~ effects the same mapping of H A onto itself that xp~ q does. 
Since s I IAHj  A contains every self-symmetric form of Hj  A in I-I k, the set 
sHAxpko ~ contains every element of xp Aq. 
Our final result is now easy to establish: 
TI~EOnE~ 3. The permutation operator p(A0) is a syntactic symmetry 
of H if and only if p(A0) C NA(SH A U (UqSIIAxp~q)), where xp  A~ is any 
element of xp A~. 
The set has clearly been constructed so that every member of the set 
is a member of H. If p(A0) is not an element of the set, then for some 
compatibility subset H A of H, p does not map H A into itself. Since every 
member of 1I must map each H A into itself, p is not in II. 
The construction of the set 13[ has now been reduced to the following 
steps: 
1. Partition H into {H 1, H 2, . . -  , H A, . . .  , H~}. 
2. For each H A, construct sII A = fl~ ~A. 
3. If nA > 1, find any xp  Aa for each of the nA! - 1 possible exchange 
transformations, and construct he product sets sIIAxp A~ = xp A~. If no 
xp Aq can be found, xp A~ is void. 
4. Perform the required unions and intersections to construct II. 
Thus, if ~ is a symmetric predicate, and the set I-I A is {z(A, B), z(C, D), 
z(C, E) }, there is clearly no permutation on A, B, C, D, E that will map 
H1 -~ H2, H2 ---> H1, and H8 --> H3, while the mapping //1 --~ //1, 
H: --+ Ha, H3 -~//2 can clearly be achieved by the operator xp = (DE) .  
The set sIIk is of course easily constructed, since the machine can store 
in schematic form the set p(A,~) for each predicate defined in the formal 
system. 
APPENDIX: TRANSITIVITY OF THE COMPATIBILITY RELATIONSHIP 
Let H~ be compatible with H i ,  and again H j  compatible with Hk. 
Then: 
and 
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THi  ---- Ha,  THa =- H i ,  
89 
QHa = I lk ,  QHk =- Ha. 
T operates on the individual variables of Hi and Ha,  and Q operates on 
the variables of H j  and Hk. We wish to show that there exists an opera- 
tor R on the variables of Hi  and Hk such that:  
RH~ ~ Ilk 
RHTo -~ H i .  
Now THi  -- H j  = QH~. Since T ~" = Q2 = 1 (for T2H~ = TH j  = H~), 
QTHi = Hk , 
and 
TQHk = H i .  
We must show that R defined as QT operating on H~ and TQ operating 
on Hk has the required form. Thus, if v, ~ is the ~th variable in H~, 
Ty i ~_ y~,], Tyva ~ ygi, 
and 
Then 
and 
Qyvj ~ yck, Qyck = yvj. 
T i Q v, = Qv~ y v~ , 
TQv~ k = Tv,  j .= vg i. 
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