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Abstract
Let Γ denote the space of all locally finite subsets (configurations) in Rd. A stochastic
dynamics of binary jumps in continuum is a Markov process on Γ in which pairs of particles
simultaneously hop over Rd. In this paper, we study an equilibrium dynamics of binary jumps
for which a Poisson measure is a symmetrizing (and hence invariant) measure. The existence
and uniqueness of the corresponding stochastic dynamics are shown. We next prove the main
result of this paper: a big class of dynamics of binary jumps converge, in a diffusive scaling
limit, to a dynamics of interacting Brownian particles. We also study another scaling limit,
which leads us to a spatial birth-and-death process in continuum. A remarkable property
of the limiting dynamics is that its generator possesses a spectral gap, a property which is
hopeless to expect from the initial dynamics of binary jumps.
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1 Introduction
Let Γ = ΓRd denote the space of all locally finite subsets (configurations) in R
d, d ∈ N.
A stochastic dynamics of binary jumps in continuum is a Markov process on Γ in which
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pairs of particles simultaneously hop over Rd, i.e., at each jump time two points of the
configuration change their position. Thus, an (informal) generator of such a process
has the form
(LF )(γ) =
∑
{x1, x2}⊂γ
∫
(Rd)2
Q(x1, x2, dh1 × dh2)
× (F (γ \ {x1, x2} ∪ {x1 + h1, x2 + h2})− F (γ)). (1.1)
Here, the measure Q(x1, x2, dh1 × dh2) describes the rate at which two particles,
x1 and x2, of configuration γ simultaneously hop to x1 + h1 and x2 + h2, respec-
tively. Generally speaking, this rate may also depend on the rest of the configuration,
γ \ {x1, x2}. However, in our current studies, we will restrict out attention to the case
of the generator (1.1) only. As the reader will see below, already such dynamics lead,
in a scaling limit, to interesting diffusion dynamics.
The stochastic dynamics of binary jumps may be compared with the Kawasaki
dynamics in continuum. The latter is a Markov process on Γ in which particles hop
over Rd so that, at each jump time, only one particle changes its position. For a study
of equilibrium Kawasaki dynamics in continuum, we refer the reader to the papers
[8, 10, 12, 15, 17, 19] and the references therein.
In this paper, we will study an equilibrium dynamics of binary jumps for which a
Poisson measure is a symmetrizing (and hence invariant) measure. In several cases, an
equilibrium stochastic dynamics on Γ with a Poisson symmetrizing measure is a free
dynamics, i.e., there is no interaction between particles. For example, this is true for
a Surgailis process (in particular, the Glauber dynamics without interaction) [28, 29]
(see also [18]). Note that a Surgailis generator, in the symmetric Fock space realization
of the L2-space of Poisson measure, is the second quantization of the generator of a
one-particle dynamics. Another example of a Surgalis dynamics is the free Kawasaki
dynamics. There a Poisson measure is a symmetrizing one, and in the course of ran-
dom evolution each particle of the configuration randomly hops over Rd without any
interaction with other particles.
Let us stress at this point one essential difference between lattice and continuous
systems. An important example of a Markov dynamics on lattice configurations is the
so-called exclusion process. In this process particles jump over the lattice with only
restriction to have no more than one particle at each point of the lattice. This process
has a Bernoulli measure as an invariant (and even symmetrizing) measure but the cor-
responding stochastic dynamics has non-trivial properties and possess interesting and
reach scaling limit behaviors. A straightforward generalization of the exclusion process
to the continuum gives just free Kawasaki dynamics because the exclusion restriction
(and an interaction between particles) will obviously disappear for configurations in
continuum. To introduce (in certain sense simplest) interaction we consider the gen-
erator above. The dynamics of binary jumps is not anymore a free particle process.
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In fact, in the mentioned Fock space realization, the generator of this dynamics has a
Jacobi matrix (three-diagonal) form.
The reader may wish to compare our results to the paper [2], which contains a
discussion on random fields with interaction which are induced by Poisson random
fields.
When this paper was nearing completion, the reference [5] came to our attention.
There, at a rather heuristic level, the authors discuss a special kind of a stochastic
dynamics of binary jumps, and derive a Boltzmann-type equation through a Vlasov-
type scaling limit of this dynamics. In particular, the underlying space is R3, and
points in R3 are treated as velocities of particles, rather than their positions. As a
result of pair interaction, at random times, two particles change their velocities from
vi and vj to v
′
i = vi+h and v
′
j = vj −h, respectively. Thus, vi+ vj = v′i+ v′j and hence
the law of conservation of momentum is satisfied for this system. Hence, for such a
dynamics, the measure Q(x1, x2, dh1× dh2) in formula (1.1) is concentrated on the set
{(h,−h) | h ∈ R3} ⊂ (R3)2.
In fact, further assumptions on Q appearing in [5] are almost identical to ours in this
special case. Throughout the paper, we have added a series of statements and remarks
regarding such a dynamics.
The paper is organized as follows. In Section 2, using the theory of Dirichlet forms
[11, 20], we construct a rather general dynamics on the configuration space, whose
generator has the form (1.1) on a set of test cylinder functions on Γ.
In Section 3, we show that the generator (1.1) with domain being the set of test
cylinder functions uniquely identifies a Markov process on Γ. More exactly, this gen-
erator is essentially self-adjoint in the L2-space of Poisson measure. The proof of the
essential self-adjointness is done through an explicit formula for the form of the gen-
erator (1.1) realized as an operator acting in the symmetric Fock space (compare with
e.g. [1] and the references therein). The reader may find this formula for the generator
in the Fock space to be of independent interest.
The central result of the paper is in Section 4, where we show that a big class
of dynamics of binary jumps converge, in a diffusive scaling limit, to a dynamics of
interacting Brownian particles. The form of the generator of the limiting diffusion
resembles the generator of the gradient stochastic dynamics (e.g. [3, 23, 27, 30]), while
staying symmetric with respect to the Poisson measure, rather than with respect to a
Gibbs measure (as it is the case for the gradient stochastic dynamics). We prove the
convergence of processes at the level of convergence, in the L2-norm, of their generators
applied to a test cylinder function on Γ.
Finally, in Section 5, we study another scaling limit of a class of dynamics of binary
jumps which leads to a spatial birth-and-death process in continuum, in which pairs of
particles, as well as single particles randomly appear (are born) and disappear (die).
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We prove the convergence of processes at the level of weak convergence of their finite-
dimensional distributions. A remarkable property of the limiting dynamics is that its
generator possesses a spectral gap, a property which is hopeless to expect from the
generator of the initial dynamics of binary jumps. We also note that the result of the
scaling essentially depends on the initial distribution of the dynamics.
In the second part of this paper [9] we discuss non-equilibrium dynamics of bi-
nary jumps. In particular, we show that a Vlasov-type mesoscopic scaling for such a
dynamics leads to a generalized Boltzmann non-linear equation for the particle density.
2 Existence of dynamics
The configuration space over Rd, d ∈ N, is defined as the set of all subsets of Rd which
are locally finite:
Γ :=
{
γ ⊂ Rd | |γΛ| <∞ for each compact Λ ⊂ Rd
}
.
Here | · | denotes the cardinality of a set and γΛ := γ ∩ Λ. One can identify any γ ∈ Γ
with the positive Radon measure
∑
x∈γ δx ∈ M(Rd), where δx is the Dirac measure
with mass at x, and M(Rd) stands for the set of all positive Radon measures on the
Borel σ-algebra B(Rd). The space Γ can be endowed with the relative topology as a
subset of the space M(Rd) with the vague topology, i.e., the weakest topology on Γ
with respect to which all maps
Γ ∋ γ 7→ 〈f, γ〉 :=
∫
Rd
f(x) γ(dx) =
∑
x∈γ
f(x), f ∈ C0(Rd),
are continuous. Here, C0(R
d) is the space of all continuous functions on Rd with
compact support. We will denote by B(Γ) the Borel σ-algebra on Γ.
We introduce the set FCb(C0(Rd),Γ) of all functions on Γ of the form
F (γ) = g(〈ϕ1, γ〉, . . . , 〈ϕN , γ〉), (2.1)
where N ∈ N, ϕ1, . . . , ϕN ∈ C0(Rd) and g ∈ Cb(RN), where Cb(RN) denotes the space
of all continuous bounded functions on RN .
For any x1, x2 ∈ Rd, x1 6= x2, letQ(x1, x2, dh1×dh2) be a measure on
(
(Rd)2,B((Rd)2)).
Some assumptions on Q will be discussed below. We are interested in a (formal) pre-
generator of a Markov processes on Γ which has the form (1.1) on the set FCb(C0(Rd),Γ).
We assume that, for any fixed A,B ∈ B(Rd),
(x1, x2) 7→ Q(x1, x2, A× B)
is a measurable function. In order that the integration in (1.1) do not depend on the
order of x1, x2, we also assume that
Q(x1, x2, A× B) = Q(x2, x1, B ×A), x1, x2 ∈ Rd, x1 6= x2, A, B ∈ B(Rd). (2.2)
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We would like (L,FCb(C0(Rd),Γ)) to be a symmetric operator in the (real) L2-space
L2(Γ, piz). Here piz denotes the Poisson measure on (Γ,B(Γ)) with intensity measure
z dx, z > 0. We recall that piz is uniquely characterized by the Mecke identity: for any
measurable function G : Γ× Rd → [0,∞],∫
Γ
piz(dγ)
∑
x∈γ
G(γ, x) =
∫
Γ
piz(dγ)
∫
Rd
z dxG(γ ∪ {x}, x). (2.3)
Assume that, for each Λ ∈ B0(Rd) (a bounded Borel subset of Rd),∫
Rd
dx1
∫
Rd
dx2
∫
(Rd)2
Q(x1, x2, dh1 × dh2)(1Λ(x1) + 1Λ(x1 + h1)) <∞. (2.4)
Here, 1Λ denotes the indicator function of Λ. Using (1.1) and (2.2)–(2.4), one easily
concludes that the quadratic form
E(F,G) :=
∫
Γ
(−LF )(γ)G(γ) piz(dγ), F, G ∈ FCb(C0(Rd),Γ),
is well defined.
In order to achieve the symmetry of E , we will assume that there exists a measure
m on
(
(Rd)2,B((Rd)2)) such that
Q(x1, x2, dh1 × dh2) = m(dh1 × dh2) q(x1, x2, h1, h2), (2.5)
where q : (Rd)4 → [0,∞] is a measurable function.
Lemma 1. Assume that, for any x1, x2 ∈ Rd, x1 6= x2, we have the equality of measures
m(dh1 × dh2)q(x1, x2, h1, h2) = m′(dh1 × dh2)q(x1 + h1, x2 + h2,−h1,−h2), (2.6)
where m′ denotes the pushforward of the measure m under the mapping (h1, h2) 7→
(−h1,−h2). Then, for any F,G ∈ FCb(C0(Rd),Γ),
E(F,G) = 1
2
∫
Γ
piz(dγ)
∑
{x1, x2}⊂γ
∫
(Rd)2
m(dh1 × dh2)q(x1, x2, h1, h2)
×(F (γ\{x1, x2}∪{x1+h1, x2+h2})−F (γ))(G(γ\{x1, x2}∪{x1+h1, x2+h2})−G(γ)).
(2.7)
In particular, the quadratic form (E ,FCb(C0(Rd),Γ)) is symmetric.
Proof. Using the Mecke identity (2.3) and formula (2.6), we have∫
Γ
piz(dγ)
∑
{x1, x2}⊂γ
∫
(Rd)2
m(dh1 × dh2)q(x1, x2, h1, h2)
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× (F (γ \ {x1, x2} ∪ {x1 + h1, x2 + h2})− F (γ))G(γ \ {x1, x2} ∪ {x1 + h1, x2 + h2})
=
1
2
∫
Γ
piz(dγ)
∫
Rd
z dx1
∫
Rd
z dx2
∫
(Rd)2
m(dh1 × dh2)q(x1, x2, h1, h2)
× (F (γ ∪ {x1 + h1, x2 + h2})− F (γ ∪ {x1, x2}))G(γ ∪ {x1 + h1, x2 + h2})
=
1
2
∫
Γ
piz(dγ)
∫
(Rd)2
m(dh1 × dh2)
∫
Rd
z dx1
∫
Rd
z dx2 q(x1 − h1, x2 − h2, h1, h2)
× (F (γ ∪ {x1, x2})− F (γ ∪ {x1 − h1, x2 − h2}))G(γ ∪ {x1, x2})
=
1
2
∫
Γ
piz(dγ)
∫
Rd
z dx1
∫
Rd
z dx2
∫
(Rd)2
m′(dh1 × dh2)q(x1 + h1, x2 + h2,−h1,−h2)
× (F (γ ∪ {x1, x2})− F (γ ∪ {x1 + h1, x2 + h2}))G(γ ∪ {x1, x2})
=
1
2
∫
Γ
piz(dγ)
∫
Rd
z dx1
∫
Rd
z dx2
∫
(Rd)2
m(dh1 × dh2)q(x1, x2, h1, h2)
× (F (γ ∪ {x1, x2})− F (γ ∪ {x1 + h1, x2 + h2}))G(γ ∪ {x1, x2})
= −
∫
Γ
piz(dγ)
∑
{x1, x2}⊂γ
∫
(Rd)2
m(dh1 × dh2)q(x1, x2, h1, h2)
× (F (γ \ {x1, x2} ∪ {x1 + h1, x2 + h2})− F (γ))G(γ).
From here (2.7) follows.
As easily seen, (E ,FCb(C0(Rd),Γ)) is a pre-Dirichlet form, i.e., if this form is clos-
able in L2(Γ, piz), then it is a Dirichlet form, see e.g. [11, 20] for details on Dirichlet
forms.
Lemma 2. Assume that the following two conditions are satisfied:
(C1) For each Λ ∈ B0(Rd)∫
(Rd)2
Q(x1, x2, dh1×dh2)(1Λ(x1)+1Λ(x1+h1)) ∈ L1((Rd)2, dx1 dx2)∩L2((Rd)2, dx1 dx2).
(C2) We have
sup
x1∈Rd
∫
Rd
dx2
∫
(Rd)2
Q(x1, x2, dh1 × dh2) <∞.
Then, for each F ∈ FCb(C0(Rd),Γ), LF ∈ L2(Γ, piz), and so (−L,FCb(C0(Rd),Γ)) is
the generator of the quadratic form (E ,FCb(C0(Rd),Γ)) on L2(Γ, piz).
Proof. Using the Mecke identity (2.3), we easily derive the following formula:
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∫
Γ
piz(dγ)
 ∑
{x1, x2}⊂γ
f(x1, x2)
2
=
1
4
(∫
Rd
z dx1
∫
Rd
z dx2 f(x1, x2)
)2
+
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3 f(x1, x2)f(x2, x3)
+
1
2
∫
Rd
z dx1
∫
Rd
z dx2 f(x1, x2)
2 (2.8)
for any measurable function f : (Rd)2 → [0,∞] satisfying f(x1, x2) = f(x2, x1) for all
x1, x2 ∈ Rd. For any F ∈ FCb(C0(Rd),Γ), there exists a Λ ∈ B0(Rd) such that∣∣F (γ \ {x1, x2} ∪ {x1 + h1, x2 + h2})− F (γ)∣∣
≤ C1(1Λ(x1) + 1Λ(x2) + 1Λ(x1 + h1) + 1Λ(x2 + h2)). (2.9)
Here and below we denote by Ci, i = 1, 2, 3, . . . , strictly positive constants whose
explicit value is not important for us. Now the statement of the lemma follows from
(C1), (C2), (2.2), (2.8), and (2.9).
Completely analogously to the proof of Theorem 3.1 in [17] (see also the proof of
Theorem 3.1 in [19]), we easily conclude the following theorem from Lemmas 1 and 2.
Theorem 1. Assume that conditions (2.2), (2.6), (C1), and (C2) are satisfied. Then
the quadratic form (E ,FCb(C0(Rd),Γ)) is closable in L2(Γ, piz) and its closure will be
denoted by (E , D(E)). Further there exists a conservative Hunt process
M = (Ω,F , (Ft)t≥0, (Θt)t≥0, (X(t))t≥0, (Pγ)γ∈Γ)
on Γ which is properly associated with (E , D(E)), i.e., for each (piz-version of) F ∈
L2(Γ, piz) and t > 0
Γ ∋ γ 7→ (ptF )(γ) :=
∫
Ω
F (X(t)) dPγ
is an E-quasi continuous version of exp(tL)F . Here (−L,D(L)) is the generator of the
quadratic form (E , D(E))—the Friedrichs extension of the operator (−L,FCb(C0(Rd),Γ)).
M is up-to piz-equivalence unique. In particular, M is piz-symmetric and has piz as in-
variant measure.
Remark 1. We refer to [20] for an explanation of notations appearing in Theorem 1,
see also a brief explanation of them in [19].
We will call a Markov process as in Theorem 1 a stochastic dynamics of binary
jumps. Let us now consider two classes of such dynamics.
1) Let us assume that the measure m(dh1 × dh2) in (2.5) is the Lebesgue measure
dh1 dh2, and let us assume that q(x1, x2, h1, h2) = q(x2−x1, h1, h2) for some measurable
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function q : (Rd)3 → [0,∞]. (Here and below we are using an obvious abuse of
notation.) Thus,
Q(x1, x2, dh1 × dh2) = dh1 dh2 q(x2 − x1, h1, h2). (2.10)
Proposition 1. Assume that (2.10) holds and
q(−x, h1, h2) = q(x, h2, h1), (2.11)
q(x, h1, h2) = q(x+ h2 − h1,−h1,−h2) (2.12)
for all x, h1, h2 ∈ Rd. Further assume that
q(x, h1, h2) ∈ L1((Rd)3, dx dh1 dh2), (2.13)
ess sup
x∈Rd
∫
Rd
dh1
∫
Rd
dh2 q(x, h1, h2) <∞. (2.14)
Then Q(x1, x2, dh1 × dh2) satisfies the conditions of Theorem 1.
Proof. By (2.10), conditions (2.2), (2.6) reduce to (2.11), (2.12). Condition (2.13)
clearly implies (C2), so we only have to check (C1). For each Λ ∈ B0(Rd), (2.13)
implies that ∫
(Rd)2
Q(x1, x2, dh1 × dh2)1Λ(x1) ∈ L1((Rd)2, dx1 dx2).
By (2.12) and (2.13),∫
Rd
dx1
∫
Rd
dx2
∫
(Rd)2
Q(x1, x2, dh1 × dh2)1Λ(x1 + h1)
=
∫
Rd
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1 + h2 − h1,−h1,−h2)1Λ(x1 + h1)
=
∫
Λ
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1,−h1,−h2) <∞.
Analogously, using additionally (2.14), we get∫
Rd
dx1
∫
Rd
dx2
(∫
(Rd)2
Q(x1, x2, dh1 × dh2)1Λ(x1)
)2
=
∫
Λ
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
∫
Rd
dh′1
∫
Rd
dh′2 q(x2 − x1, h′1, h′2)
≤ C2
∫
Λ
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2) <∞,
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and ∫
Rd
dx1
∫
Rd
dx2
(∫
(Rd)2
Q(x1, x2, dh1 × dh2)1Λ(x1 + h1)
)2
≤
∫
Rd
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)1Λ(x1 + h1)
×
∫
Rd
dh′1
∫
Rd
dh′2 q(x2 − x1, h′1, h′2)
≤ C2
∫
Rd
dx1
∫
Rd
dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)1Λ(x1 + h1) <∞.
Thus, (C1) is satisfied.
The following proposition, whose proof is straightforward, presents a possible choice
of a function q(x, h1, h2).
Proposition 2. Assume that functions a : Rd → [0,∞] and b : Rd → [0,∞] are
measurable and even, i.e., a(−x) = a(x), b(−x) = b(x), x ∈ Rd. Further assume that
a, b ∈ L1(Rd, dx), ess sup
x∈Rd
b(x) <∞.
Set
q(x, h1, h2) := a(h1)a(h2)
(
b(x) + b(x+ h2 − h1)
)
.
Then the function q(x, h1, h2) satisfies the conditions of Proposition 1, and so
Q(x1, x2, dh1 × dh2) given by (2.10) satisfies the conditions of Theorem 1.
2) The following class of stochastic dynamics of binary jumps is inspired by the
paper [5]. Let us assume that measure m(dh1×dh2) is the pushforward of the Lebesgue
measure dh on Rd under the mapping Rd ∋ h 7→ (h,−h) ∈ (Rd)2. Let us further assume
that q(x1, x2, h1, h2) = q(x2 − x1, h1) for some measurable function q : (Rd)2 → [0,∞].
Thus, for any measurable function f : (Rd)4 → [0,∞],∫
(Rd)2
Q(x1, x2, dh1×dh2)f(x1, x2, h1, h2) =
∫
Rd
dh q(x2−x1, h)f(x1, x2, h,−h). (2.15)
Hence, for any F ∈ FCb(C0(Rd),Γ),
(LF )(γ) =
∑
{x1, x2}⊂γ
∫
Rd
dh q(x2 − x1, h)
(
F (γ \ {x1, x2} ∪ {x1 + h, x2 − h})− F (γ)
)
.
Completely analogously to Propositions 1, 2, we get
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Proposition 3. i) Assume that (2.15) holds and
q(−x, h) = q(x,−h),
q(x, h) = q(−x+ 2h, h)
for x, h ∈ Rd. Further assume that
q(x, h) ∈ L1((Rd)2, dx dh),
ess sup
x∈Rd
∫
Rd
dh q(x, h) <∞.
Then Q(x1, x2, dh1 × dh2) satisfies the conditions of Theorem 1.
ii) Let functions a, b be as in Proposition 2. Set
q(x, h) := a(h)b(x − h).
Then the function q(x, h) satisfies the conditions of i), and so Q(x1, x2, dh1 × dh2)
given by (2.15) satisfies the conditions of Theorem 1.
3 Uniqueness of dynamics
We will now show that the Markov pre-generator (1.1) defined on FCb(C0(Rd),Γ),
with Q(x1, x2, dh1 × dh2) being as in Proposition 1, or as in Proposition 3, i) uniquely
identifies a Markov process on Γ.
Theorem 2. Let Q(x1, x2, dh1 × dh2) be either as in Proposition 1, or as in Propo-
sition 3, i). Then the operator (−L,FCb(C0(Rd),Γ)) is essentially selfadjoint in
L2(Γ, piz), so that (−L,D(L)) is the closure of (−L,FCb(C0(Rd),Γ)) in L2(Γ, piz).
Proof. We will only prove the theorem in the case of the dynamics as in Proposition 1,
which is the harder case. Denote by (−L,D(L)) the closure of the symmetric operator
(−L,FCb(C0(Rd),Γ)) in L2(Γ, piz). Thus, the operator (−L,D(L)) is an extension of
(−L,D(L). Analogously to the proof of Lemma 2 and Proposition 1, one can show
that, for each f ∈ C0(Rd) and n ∈ N, 〈f, ·〉n ∈ D(L). Hence, by the polarization
identity (e.g. [6, Chap. 2, formula (2.7)]), we have
〈f1, ·〉 · · · 〈fn, ·〉 ∈ D(L), f1, . . . , fn ∈ C0(Rd), n ∈ N. (3.1)
Let P denote the set of all functions on Γ which are finite sums of functions as in (3.1)
and constants. Thus, P is a set of polynomials on Γ, and P ⊂ D(L).
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For a real Hilbert space H, denote by F(H) the symmetric Fock space over H.
Thus, F(H) is the Hilbert space
F(H) =
∞⊕
n=0
F (n)(H),
where F (0)(H) := R, and for n ∈ N, F (n)(H) coincides with H⊙n as a set, and for any
f (n), g(n) ∈ F (n)(H)
(f (n), g(n))F(H) := (f
(n), g(n))H⊙nn! .
Here ⊙ stands for symmetric tensor product.
Let
I : L2(Γ, piz)→ F(L2(Rd, z dx))
denote the unitary isomorphism which is derived through multiple stochastic integrals
with respect to the centered Poisson random measure on Rd with intensity measure
z dx, see e.g. [28]. Denote by P˜ the subset of F(L2(Rd, z dx)) which is the linear span
of vectors of the form
f1 ⊙ f2 ⊙ · · · ⊙ fn, f1, . . . , fn ∈ C0(Rd), n ∈ N,
and the vacuum vector Ψ = (1, 0, 0, . . . ). For any f ∈ C0(Rd), denote by Mf the
operator of multiplication by the function 〈f, ·〉 in L2(Γ, piz). Using the representation
of the operator IMfI
−1 as a sum of creation, neutral, and annihilation operators in
the Fock space (see e.g. [28]), we easily conclude that IP = P˜.
We define a quadratic form (E˜ , D(E˜)) by
E˜(f, g) := E(I−1f, I−1g), f, g ∈ D(E˜) := ID(E),
on F(L2(Rd, z dx)), and let (−L˜, D(L˜)) denote the generator of this form. Thus,
D(L˜) = ID(L) and L˜ = ILI−1 on D(L˜).
For each x ∈ Rd, we define an annihilation operator at x as follows: ∂x : P˜ → P˜
is a linear mapping given through
∂xΨ := 0, ∂xf1 ⊙ f2 ⊙ · · · ⊙ fn :=
n∑
i=1
fi(x) f1 ⊙ f2 ⊙ · · · ⊙ fˇi ⊙ · · · ⊙ fn,
where fˇi denotes the absence of fi. We will preserve the notation ∂x for the operator
I∂xI
−1 : P → P. This operator admits the following explicit representation
∂xF (γ) = F (γ ∪ {x})− F (γ)
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for piz-a.a. γ ∈ Γ, see e.g. [3, 14, 22]. By the Mecke formula, for any F ∈ P,
E(F, F ) = 1
4
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
×
∫
Γ
piz(dγ)
(
F (γ ∪ {x1 + h1, x2 + h2})− F (γ ∪ {x1, x2})
)2
.
Noting that
F (γ ∪ {x1, x2})− F (γ) = (∂x1∂x2 − ∂x1 − ∂x2)F (γ),
we thus get, for any f ∈ P˜,
E˜(f, f) = 1
4
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
× ∥∥(∂x1+h1∂x2+h2 − ∂x1+h1 − ∂x2+h2 − ∂x1∂x2 + ∂x1 + ∂x2)f∥∥2F(L2(Rd,z dx)). (3.2)
Hence, at least heuristically, the generator of this form has representation
−L˜ = 1
4
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
× (∂†x1+h1∂†x2+h2 − ∂†x1+h1 − ∂†x2+h2 − ∂†x1∂†x2 + ∂†x1 + ∂†x2)
× (∂x1+h1∂x2+h2 − ∂x1+h1 − ∂x2+h2 − ∂x1∂x2 + ∂x1 + ∂x2), (3.3)
where ∂†x denotes a creation operator at point x ∈ Rd (∂†x being rather an operator-
valued distribution, see e.g. [13]) Noting that the operators ∂x, x ∈ Rd, commute, we
get from (3.3) and (2.11), (2.12):
−L˜0 = J+ + J0 + J−,
where
J+ :=
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
(− ∂†x1∂†x2∂x1 + ∂†x1∂†x2∂x1+h1),
J0 :=
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)
(
1
2
∂†x1∂
†
x2
∂x1∂x2
+
1
2
∂†x1∂
†
x2
∂x1+h1∂x2+h2 + ∂
†
x1
∂x1 + ∂
†
x1
∂x2 − ∂†x1∂x1+h1 − ∂†x1∂x2+h2
)
, (3.4)
and J− is the formal adjoint of J+. Note that the operators of creation and annihilation
in the above formulas are in Wick order, i.e., the creation operators act after the
annihilation operators. Thus, one may hope to give a rigorous sense to the above
integrals by using the corresponding quadratic forms, see e.g.[25, Chapter X.7].
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Denote by Ffin(L2(Rd, z dx)) the subset of F(L2(Rd, z dx)) consisting of all finite
sequences f = (f (0), f (1), . . . , f (n), 0, 0, . . . ), f (i) ∈ F (i)(L2(Rd, z dx)), i = 1, . . . , n,
n ∈ N. Clearly P˜ ⊂ Ffin(L2(Rd, z dx)). Using (3.2), we conclude by approximation
that Ffin(L2(Rd, z dx)) ⊂ D(E˜).
Using the corresponding quadratic form, we get, for each f (n) ∈ F (n)(L2(Rd, z dx)),(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂†x2∂x1f (n)
)
(y1, . . . , yn+1)
= n
(
f (n)(y1, . . . , yn)
∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)
)∼
,
where (·)∼ denotes symmetrization. We have, by (2.13) and (2.14):∫
(Rd)n+1
(
f (n)(y1, . . . , yn)
∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)
)2
z dy1 · · · z dyn+1
≤ C3
∫
(Rd)n
z dy1 · · · z dyn f (n)(y1, . . . , yn)2
∫
Rd
z dyn+1
∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)
≤ C4‖f (n)‖2L2((Rd)n,z dy1···z dyn).
Analogously,(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂†x2∂x1+h1f (n)
)
(y1, . . . , yn+1)
= n
(∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)f (n)(y1, . . . , yn−1, yn + h1)
)∼
,
and by the Cauchy inequality∫
(Rd)n+1
(∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)f (n)(y1, . . . , yn−1, yn + h1)
)2
z dy1 · · · z dyn+1
≤
∫
(Rd)n+1
z dy1 · · · z dyn+1
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× q(yn+1 − yn, h1, h2)q(yn+1 − yn, h′1, h′2)f (n)(y1, . . . , yn−1, yn + h1)2
≤ C5
∫
(Rd)n+1
z dy1 · · · z dyn+1
∫
Rd
dh1
∫
Rd
dh2 q(yn+1 − yn, h1, h2)
× f (n)(y1, . . . , yn−1, yn + h1)2
= C5
∫
(Rd)n
z dy1 · · · z dyn f (n)(y1, . . . , yn)2
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
z dyn+1
× q(yn+1 − yn + h1, h1, h2)
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= C6‖f (n)‖2L2((Rd)n,z dy1···z dyn).
Hence, J+ can be realized as a linear operator on Ffin(L2(Rd, z dx)) and
‖J+ ↾ F (n)(L2(Rd, z dx))‖L (F(n)(L2(Rd,z dx)),F(n+1)(L2(Rd,z dx))) ≤ C7 n
√
n + 1, (3.5)
where the constant C7 is independent of n. Furthermore, J
− can be realized as the
restriction to Ffin(L2(Rd, z dx)) of the adjoint operator of J+, and by (3.5)
‖J− ↾ F (n+1)(L2(Rd, z dx))‖L (F(n+1)(L2(Rd,z dx)),F(n)(L2(Rd,z dx))) ≤ C7 n
√
n+ 1. (3.6)
Using again the corresponding quadratic form, we get
(J01f
(n))(y1, . . . , yn) :=
=
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂†x2∂x1∂x2f (n)
)
(y1, . . . , yn)
= n(n− 1)
(
f (n)(y1, . . . , yn)
∫
Rd
dh1
∫
Rd
dh2 q(y2 − y1, h1, h2)
)∼
,
and hence
‖J01 ↾ F (n)(L2(Rd, z dx))‖L (F(n)(L2(Rd,z dx)),F(n)(L2(Rd,z dx))) ≤ C8 n(n− 1). (3.7)
Analogously,
(J02f
(n))(y1, . . . , yn) :=
=
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂†x2∂x1+h1∂x2+h2f (n)
)
(y1, . . . , yn)
= n(n− 1)
(∫
Rd
dh1
∫
Rd
dh2 q(y2 − y1, h1, h2)f (n)(y1 + h1, y2 + h2, y3 . . . , yn)
)∼
.
We have, by the Cauchy inequality,∫
(Rd)n
(∫
Rd
dh1
∫
Rd
dh2 q(y2 − y1, h1, h2)f (n)(y1 + h1, y2 + h2, y3 . . . , yn)
)2
z dy1 · · · z dyn
≤
∫
(Rd)n
z dy1 · · · z dyn
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× q(y2 − y1, h1, h2)q(y2 − y1, h′1, h′2)f (n)(y1 + h1, y2 + h2, y3 . . . , yn)2
≤ C9
∫
(Rd)n
z dy1 · · · z dyn
∫
Rd
dh1
∫
Rd
dh2 q(y2 − h2 − y1 + h1, h1, h2)f (n)(y1, . . . , yn)2
= C9
∫
(Rd)n
z dy1 · · · z dyn
∫
Rd
dh1
∫
Rd
dh2 q(y2 + h2 − y1 − h1,−h1,−h2)f (n)(y1, . . . , yn)2
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= C9
∫
(Rd)n
z dy1 · · · z dyn
∫
Rd
dh1
∫
Rd
dh2 q(y2 − y1, h1, h2)f (n)(y1, . . . , yn)2
≤ C10‖f (n)‖2L2((Rd)n,z dy1···z dyn).
Therefore, an estimate similar to (3.7) holds for J02 .
We next have:
(J03f
(n))(y1, . . . , yn) :=
=
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂x1f (n)
)
(y1, . . . , yn)
= n
(∫
Rd
z dy
∫
Rd
dh1
∫
Rd
dh2 q(y, h1, h2)
)
f (n)(y1, . . . , yn).
Hence
‖J03 ↾ F (n)(L2(Rd, z dx))‖L (F(n)(L2(Rd,z dx)),F(n)(L2(Rd,z dx))) ≤ C11 n. (3.8)
(In fact, in this case we have equality, rather than inequality.) Next
(J04f
(n))(y1, . . . , yn) :=
=
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 q(x2 − x1, h1, h2)∂†x1∂x2f (n)
)
(y1, . . . , yn)
= n
(∫
Rd
z dx
∫
Rd
dh1
∫
Rd
dh2 q(x− y1, h1, h2)f (n)(x, y2, . . . , yn)
)∼
.
Hence, by the Cauchy inequality, we easily conclude that J04 satisfies an estimate similar
to (3.8). The two remaining terms with ∂†x1∂x1+h1 and ∂
†
x1
∂x2+h2 can be treated similarly.
Thus, J0 can be realized as a linear operator on Ffin(L2(Rd, z dx)) and
‖J0 ↾ F (n)(L2(Rd, z dx))‖L (F(n)(L2(Rd,z dx)),F(n)(L2(Rd,z dx))) ≤ C12 n(n− 1). (3.9)
Denote by (−L, D(L)) the closure of the operator (−L˜, P˜) in F(L2(Rd, z dx)).
Thus, (−L˜, D(L˜)) is an extension of (−L, D(L)). We now easily see that
Ffin(L2(Rd, z dx)) ⊂ D(L)
and the action of −L on Ffin(L2(Rd, z dx)) is indeed given by the above formulas. By
(3.5), (3.6) and (3.9), for each f (n) ∈ F (n)(L2(Rd, z dx)), there exists t > 0 such that
∞∑
k=1
tk
(2k)!
‖(−L)kf (n)‖F(L2(Rd,z dx)) <∞.
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Since P ⊂ D(L), we therefore conclude that I−1Ffin(L2(Rd, z dx)) ⊂ D(L) and for
each F ∈ I−1Ffin(L2(Rd, z dx)) there exists t > 0 such that
∞∑
k=1
tk
(2k)!
‖(−L)kF‖L2(Γ,piz) <∞. (3.10)
Hence, by the Nussbaum theorem (see e.g. [25, Theorem X.40]), the operator (−L,D(L))
is essentially selfadjoint on I−1Ffin(L2(Rd, z dx)). From here the statement of the the-
orem follows.
4 Diffusion approximation
We will now consider a diffusion approximation for the stochastic dynamics as in Propo-
sition 2.
Denote by FC∞b (C∞0 (Rd),Γ) the space of all functions of the form (2.1), where
N ∈ N, ϕ1, . . . , ϕN ∈ C∞0 (Rd) and gF ∈ C∞b (RN). Here, where C∞0 (Rd) and C∞b (RN)
denote the space of all smooth functions on Rd with compact support and the space of
all smooth, bounded functions on RN whose all derivatives are bounded, respectively.
Clearly FC∞b (C∞0 (Rd),Γ) ⊂ FCb(C0(Rd),Γ) and FC∞b (C∞0 (Rd),Γ) is a dense subset
of L2(Γ, piz).
For a function F ∈ FC∞b (C∞0 (Rd),Γ), γ ∈ Γ, and x ∈ γ, we denote
∇xF (γ) := ∇yF (γ \ {x} ∪ {y})
∣∣∣
y=x
, (4.1)
where ∇y stands for the gradient in the y variable. Analogously, we define a Laplacian
∆xF (γ).
We now scale the dynamics as follows. For each ε > 0, we denote
qε(x, h1, h2) := ε
−2d−2a(h1/ε)a(h2/ε)
(
b(x) + b(x+ h2 − h1)
)
, (4.2)
and let Lε denote the corresponding L operator.
Theorem 3. Assume that functions a : Rd → [0,∞] and b : Rd → [0,∞) satisfy the
following conditions:
a) a(x) = a˜(|x|), where a˜ : [0,∞) → [0,∞] is a measurable function, and b is an
even function;
b) a, b ∈ L1(Rd, dx);
c) The function a has a compact support;
d) b ∈ C1b(Rd), where C1b(Rd) denotes the space of all bounded, continuously differ-
entiable functions on Rd whose gradient is bounded;
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e) There exists R > 0 such that∫
Rd
dx sup
y∈B(x,R)
|∇b(y)| <∞.
Here B(x,R) denotes the closed ball in Rd centered at x and of radius R.
Then, for each F ∈ FC∞b (C∞0 (Rd),Γ),
LεF → L0F in L2(Γ, piz) as ε→ 0.
Here
(L0F )(γ) := c
∑
x∈γ
∆xF (γ) ∑
y∈γ\{x}
b(x− y) +
〈
∇xF (γ),
∑
y∈γ\{x}
∇b(x− y)
〉 , (4.3)
where
c :=
∫
Rd
a(h)(h1)2 dh, (4.4)
hi denoting the i-th coordinate of h ∈ Rd, i = 1, . . . , d, and 〈·, ·〉 stands for the scalar
product in Rd.
Remark 2. As will be seen from the proof of Theorem 3, all the series on the right
hand side of formula (4.3) converge absolutely for piz-a.a. γ ∈ Γ.
Remark 3. For each γ ∈ Γ and x ∈ γ, denote Ax(γ) := c
∑
y∈γ\{x} b(x − y). Also
let TΓγ := L
2(Rd → Rd, dγ) be a tangent space to Γ at γ (cf. [3]). Then ∇F (γ) =
(∇xF (γ))x∈γ ∈ TΓγ and set B(γ) :=
(∑
y∈γ\{x} c∇b(x− y)
)
x∈γ
. Then formula (4.3)
can be written in the form
(L0F )(γ) =
∑
x∈γ
Ax(γ)∆xF (γ) +
〈∇F (γ), B(γ)〉
TΓγ
.
Remark 4. Note that condition e) of Theorem 3 is slightly stronger than the condition
|∇b| ∈ L1(Rd, dx).
Remark 5. Recall that the generator of the gradient stochastic dynamics has the form
(L′0F )(γ) :=
1
2
∑
x∈γ
∆xF (γ)− β
〈
∇xF (γ),
∑
y∈γ\{x}
∇φ(x− y)
〉 ,
where β is the inverse temperature and φ is the potential of pair interaction, see
[3, 23, 27, 30] for further details. The difference between the generators L0 and L
′
0
is in the non-trivial coefficient Ax(γ) by ∆xF (γ) in the operator L0. This coefficient
allows L0 to be symmetric with respect to the Poisson measure, while L
′
0 is symmetric
with respect to the Gibbs measure corresponding to the inverse temperature β and the
potential of pair interaction φ.
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Proof of Theorem 3. Denote by Γ¨ the space of all multiple configurations in Rd, i.e.,
Γ¨ consists of all {0, 1, 2, 3, . . . ,∞}-valued Radon measures on (Rd,B(Rd)), this space
being also equipped with the vague topology. Evidently Γ ⊂ Γ¨. For any γ ∈ Γ¨ and
f ∈ C0(Rd), we set 〈f, γ〉 :=
∫
Rd
f(x) γ(dx). Hence, we can extend each function
F ∈ FC∞b (C∞0 (Rd),Γ) to Γ¨ by using formula (2.1). (As easily seen, such an extension
does not depend on the choice of the function’s representation in the form (2.1).) For
each γ ∈ Γ and x ∈ γ, the function
R
d ∋ y 7→ u(y) := F (γ − δx + δy) ∈ R
is clearly smooth. Note that, while γ − δx ∈ Γ, the measure γ − δx + δy belongs to
Γ¨ and not necessarily to Γ. For a fixed y ∈ Rd, denote γ˜ := γ − δx + δy and set
∇xF (γ˜) := ∇u(y). In the case where y = x and so γ˜ = γ, the just given definition of
∇xF (γ) coincides with (4.1).
By (2.10) and (4.2), for F ∈ FC∞b (C∞0 (Rd),Γ),
(LεF )(γ)
=
∑
{x1, x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
(
b(x2 − x1) + b(x2 − x1 + ε(h2 − h1))
)
× (F (γ \ {x1, x2} ∪ {x1 + εh1, x2 + εh2})− F (γ))
=
∑
{x1, x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
(
b(x2 − x1) + b(x2 − x1 + ε(h2 − h1))
)
× (F (γ − δx1 − δx2 + δx1+εh1 + δx2+εh2)− F (γ)). (4.5)
We have used the fact that, for any {x1, x2} ⊂ γ and a.a. (h1, h2) ∈ (Rd)2, we have
{x1 + εh1, x2 + εh2} ∩ γ = ∅.
For any x, y ∈ RN , x 6= y, N ∈ N, denote by [x, y] the line segment connecting
points x and y. By (4.5), condition d), and Taylor’s formula, we get
(LεF )(γ) =
∑
{x1, x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
× [2b(x2 − x1) + 〈∇b(y˜(x2 − x1, ε(h2 − h1))), ε(h2 − h1)〉]
× [〈∇(x1,x2)F (γ), (εh1, εh2)〉+ (1/2)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (εh1, εh2)⊗2〉].
(4.6)
Here ∇(x1,x2)F (γ) is defined analogously to ∇xF (γ),
y˜(x2 − x1, ε(h2 − h1)) ∈ [x2 − x1, x2 − x1 + ε(h2 − h1)] (4.7)
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and
γ˜(γ, x1, x2, εh1, εh2) = γ − δx1 − δx2 + δy1 + δy2
with
(y1, y2) ∈ [(x1, x2), (x1 + εh1, x2 + εh2)].
By condition a), ∫
Rd
dh a(h)hi = 0, i = 1, . . . , d. (4.8)
Hence, for any {x1, x2} ⊂ γ,
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)2b(x2 − x1)〈∇(x1,x2)F (γ), (εh1, εh2)〉
= ε−12b(x2 − x1)
[〈
∇x1F (γ),
∫
Rd
dh1 a(h1)h1
∫
Rd
dh2 a(h2)
〉
+
〈
∇x2F (γ),
∫
Rd
dh1 a(h1)
∫
Rd
dh2 a(h2)h2
〉]
= 0. (4.9)
By condition a), ∫
Rd
dh a(h)hihj = 0, i, j = 1, . . . , d, i 6= j. (4.10)
Now, by d), (4.4), (4.7), (4.8), (4.10), and the dominated convergence theorem, we get,
as ε→ 0,
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(y˜(x2 − x1, ε(h2 − h1))), ε(h2 − h1)〉
× 〈∇(x1,x2)F (γ), (εh1, εh2)〉
=
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(y˜(x2 − x1, ε(h2 − h1))), (h2 − h1)〉
× 〈∇(x1,x2)F (γ), (h1, h2)〉
→
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(x2 − x1), (h2 − h1)〉〈∇(x1,x2)F (γ), (h1, h2)〉
=
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
d∑
i=1
∂
∂yi
b(y)
∣∣∣
y=x2−x1
(hi2 − hi1)
×
d∑
j=1
(
∂
∂xj1
F (γ)hj1 +
∂
∂xj2
F (γ)hj2
)
= c
(〈∇x1F (γ),−∇b(x2 − x1)〉+ 〈∇x2F (γ),∇b(x2 − x1)〉)
= c
(〈∇x1F (γ),∇b(x1 − x2)〉+ 〈∇x2F (γ),∇b(x2 − x1)〉).
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(We have used obvious notation.) Let R > 0 be as in condition e). Further, let r > 0
be such that the function a(h) vanishes outside the ball B(0, r) and ∇xF (γ) = 0 for
all γ ∈ Γ and x ∈ γ, x 6∈ B(0, r). Then, for all ε < R/(2r),∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
∣∣〈∇b(y˜(x2 − x1, ε(h2 − h1))), (h2 − h1)〉∣∣
× ∣∣〈∇(x1,x2)F (γ), (h1, h2)〉∣∣
≤ C3
∫
B(0,r)
dh1
∫
B(0,r)
dh2(1B(0,r)(x1) + 1B(0,r)(x2)) sup
y∈B(x2−x1,R)
|∇b(y)|(|h1|2 + |h2|2)
= C4(1B(0,r)(x1) + 1B(0,r)(x2)) sup
y∈B(x2−x1,R)
|∇b(y)|. (4.11)
By (2.8), (4.11), d) and e),∑
{x1, x2}⊂γ
(1B(0,r)(x1) + 1B(0,r)(x2)) sup
y∈B(x2−x1,R)
|∇b(y)| ∈ L2(Γ, piz).
Therefore, by the dominated convergence theorem,∑
{x1,x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(y˜(x2 − x1, ε(h2 − h1))), ε(h2 − h1)〉
× 〈∇(x1,x2)F (γ), (εh1, εh2)〉
→
∑
{x1,x2}⊂γ
c
(〈∇x1F (γ),∇b(x1 − x2)〉+ 〈∇x2F (γ),∇b(x2 − x1)〉)
= c
∑
x∈γ
〈
∇xF (γ),
∑
y∈γ\{x}
b(x− y)
〉
(4.12)
in L2(Γ, piz) as ε→ 0.
Analogously,
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)2b(x2 − x1)
× (1/2)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (εh1, εh2)⊗2〉
=
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (h1, h2)⊗2〉
→ cb(x2 − x1)(∆x1F (γ) + ∆x2F (γ))
as ε→ 0, and for 0 < ε ≤ 1,∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (h1, h2)⊗2〉
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≤ C5
(
1B(0,2r)(x1) + 1B(0,2r)(x2)
)
b(x2 − x1).
From here, by the dominated convergence,∑
{x1,x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)2b(x2 − x1)
× (1/2)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (εh1, εh2)⊗2〉
→ c
∑
{x1,x2}⊂γ
b(x2 − x1)(∆x1F (γ) + ∆x2F (γ))
=
∑
x∈γ
∆xF (γ)
∑
y∈γ\{x}
b(x− y). (4.13)
in L2(Γ, piz) as ε→ 0.
Finally, we easily conclude that∑
{x1,x2}⊂γ
ε−2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(y˜(x2 − x1, ε(h2 − h1))), ε(h2 − h1)〉
× (1/2)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (εh1, εh2)⊗2〉
= ε
∑
{x1,x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)〈∇b(y˜(x2 − x1, ε(h2 − h1))), h2 − h1〉
× (1/2)〈∇2(x1,x2)F (γ˜(γ, x1, x2, εh1, εh2)), (h1, h2)⊗2〉 → 0 (4.14)
in L2(Γ, piz) as ε → 0. Now, the statement of the theorem follows from (4.6), (4.9),
(4.12)–(4.14).
We will now show that the operator (L0,FC∞b (C∞0 (Rd),Γ)) in L2(Γ, piz) from The-
orem 3 is a pre-generator of a diffusion dynamics. (The reader is advised to compare
the following proposition with the paper [4], which was the first rigorous result on the
construction of an infinite dimensional diffusion through a Dirichlet form.)
Proposition 4. Let the conditions of Theorem 3 be satisfied.
i) Define a quadratic form
E0(F,G) :=
∫
Γ
(−L0F )(γ)G(γ)piz(dγ), F, G ∈ FC∞b (C∞0 (Rd),Γ).
Then, for all F,G ∈ FC∞b (C∞0 (Rd),Γ),
E0(F,G) = c
∫
Γ
piz(dγ)
∑
{x1, x2}⊂γ
b(x1 − x2)
(〈∇x1F (γ),∇x1G(γ)〉+ 〈∇x2F (γ),∇x2G(γ)〉)
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= c
∫
Γ
piz(dγ)
∑
x∈γ
〈∇xF (γ),∇xG(γ)〉
∑
y∈γ\{x}
b(x− y). (4.15)
Hence, the quadratic form (E0,FC∞b (C∞0 (Rd),Γ)) is symmetric and closable in L2(Γ, piz),
and its closure will be denoted by (E0, D(E0)).
ii) For d ≥ 2, there exists a conservative diffusion process
M =
(
Ω0,F0, (F0t )t≥0, (Θ0t )t≥0, (X0(t))t≥0, (P 0γ )γ∈Γ
)
on Γ which is properly associated with (E0, D(E0)), i.e., for each (piz-version of) F ∈
L2(Γ, piz) and t > 0
Γ ∋ γ 7→ (p0tF )(γ) :=
∫
Ω
F (X0(t)) dP 0γ
is an E0-quasi continuous version of exp(tL0)F . Here (−L0, D(L0)) is the generator of
the quadratic form (E0, D(E0))—the Friedrichs extension of the operator
(−L0,FC∞b (C∞0 (Rd),Γ)).
iii) If d = 1, then the result of ii) remains true if we replace Γ with the bigger space
Γ¨ of all multiple configurations in Rd.
Proof. Analogously to the proof of Theorem 3, we easily see that the quadratic form
(E ′0,FC∞b (C∞0 (Rd),Γ)) given by the right-hand side of formula (4.15) is well defined.
By the Mecke identity (2.3),
E ′0(F,G) = c
∫
Γ
piz(dγ)
∫
Rd
z dx
∫
Rd
z dy 〈∇xF (γ + δx + δy),∇xG(γ + δx + δy)〉b(x− y)
= c
∫
Γ
piz(dγ)
∫
Rd
z dx
∫
Rd
z dy
(−∆xF (γ + δx + δy)b(x− y)
− 〈∇xF (γ + δx + δy),∇b(x− y)〉
)
G(γ + δx + δy)
= c
∫
Γ
piz(dγ)
∑
x∈γ
∑
y∈γ\{x}
(−∆xF (γ)b(x− y)− 〈∇xF (γ),∇b(x− y)〉)G(γ)
=
∫
Γ
(−L0F )(γ)G(γ)piz(dγ) = E0(F,G), F, G ∈ FC∞b (C∞0 (Rd),Γ).
Thus, (−L0,FC∞b (C∞0 (Rd),Γ)) is the generator of the quadratic symmetric form
(E0,FC∞b (C∞0 (Rd),Γ)) in L2(Γ, piz). Hence, this form is closable in L2(Γ, piz), and
so statement i) is proven. Statements ii) and iii) can be shown analogously to Theo-
rems 6.1 and 6.3 in [16], see also [21] and [26].
A result similar to Theorem 3 and Proposition 4 can be obtained for the stochastic
dynamics from Proposition 3, ii). Let us briefly outline it. The scaled q function is
given by
qε(x, h) := ε
−d−2a(h/ε)b(x− h),
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and let Lε denote the corresponding L operator. Hence,
(LεF )(γ) =
∑
{x1, x2}⊂γ
ε−2
∫
Rd
dh a(h)b(x2 − x1 − εh)
× (F (γ \ {x1, x2} ∪ {x1 + εh, x2 − εh})− F (γ)).
Under the conditions of Theorem 3, for each F ∈ FC∞b (C∞0 (Rd),Γ), LεF → L0F in
L2(Γ, piz) as ε→ 0, where
(L0F )(γ) : = c
∑
x∈γ
1
2
∆xF (γ)
∑
y∈γ\{x}
b(x− y) +
〈
∇xF (γ),
∑
y∈γ\{x}
∇b(x− y)
〉
− c
∑
{x1, x2}⊂γ
b(x2 − x1)
d∑
i=1
∂
∂xi1
∂
∂xi2
F (γ),
c being given by (4.4). The corresponding Dirichlet form E0 has the following repre-
sentation on FC∞b (C∞0 (Rd),Γ):
E0(F,G) = c
2
∫
Γ
piz(dγ)
∑
{x1, x2}⊂γ
b(x2 − x1)
〈
(∇x1 −∇x2)F (γ), (∇x1 −∇x2)G(γ)
〉
.
5 Convergence to a birth-and-death process in con-
tinuum
We will now consider another scaling limit of the stochastic dynamics as in Proposi-
tion 2, which will lead us to a birth-and-death process in continuum. So, we now scale
the dynamics as follows. For any ε > 0, we denote
qε(x, h1, h2) := ε
2da(εh1)a(εh2)
(
b(x) + b(x+ h2 − h1)
)
,
and let Lε denote the corresponding L generator. Hence, for each F ∈ FCb(C0(Rd),Γ),
(LεF )(γ) =
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
(
b(x2−x1)+ b(x2−x1+(h2−h1)/ε)
)
× (F (γ \ {x1, x2} ∪ {x1 + (h1/ε), x2 + (h2/ε)})− F (γ)). (5.1)
It is not hard to show by approximation that, for any ϕ ∈ C0(Rd), we have e〈ϕ,·〉 ∈ D(Lε)
and the action of Lε on F = e
〈ϕ,·〉 is given by (5.1) (compare with the beginning of the
proof of Theorem 2).
Below, for a function f ∈ L1(Rd, dx), we denote 〈f〉 := ∫
Rd
f(x) dx.
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Theorem 4. Let the conditions of Proposition 2 be satisfied. Additionally assume that
b(x)→ 0 as |x| → ∞. (5.2)
Then, for each ϕ ∈ C0(Rd),
LεF → L0F in L2(Γ, piz) as ε→ 0,
where F = e〈ϕ,·〉 and
(L0F )(γ) := 〈a〉2
 ∑
{x1, x2}⊂γ
b(x2 − x1)
(
F (γ \ {x1, x2})− F (γ)
)
+
1
2
∫
Rd
z dx1
∫
Rd
z dx2 b(x2 − x1)
(
F (γ ∪ {x1, x2})− F (γ)
)
+z〈b〉
∑
x∈γ
(
F (γ \ {x})− F (γ))+ z〈b〉 ∫
Rd
z dx
(
F (γ ∪ {x})− F (γ))] . (5.3)
Proof. We represent LεF as follows:
(LεF )(γ) = (L
(1)
0 F )(γ) +
4∑
i=2
(L(i)ε F )(γ),
where
(L
(1)
0 F )(γ) := 〈a〉2
∑
{x1, x2}⊂γ
b(x2 − x1)
(
F (γ \ {x1, x2})− F (γ)
)
,
(L(2)ε F )(γ) :=
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1 + (h2 − h1)/ε))
× (F (γ \ {x1, x2})− F (γ)),
(L(3)ε F )(γ) :=
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× (F (γ \ {x1, x2} ∪ {x1 + (h1/ε), x2 + (h2/ε)})− F (γ \ {x1, x2})),
(L(4)ε F )(γ) :=
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1 + (h2 − h1)/ε)
× (F (γ \ {x1, x2} ∪ {x1 + (h1/ε), x2 + (h2/ε)})− F (γ \ {x1, x2})).
The statement of the theorem will follow if we show that, for each F = e〈ϕ,·〉, ϕ ∈
C0(R
d), and i = 2, 3, 4,∫
Γ
piz(dγ)(L
(i)
ε F )
2(γ)→
∫
Γ
piz(dγ)(L
(i)
0 F )
2(γ) as ε→ 0, (5.4)
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∫
Γ
piz(dγ)(L
(i)
ε F )(γ)(L
(i)
0 F )(γ)→
∫
Γ
piz(dγ)(L
(i)
0 F )
2(γ) as ε→ 0, (5.5)
where
(L
(2)
0 F (γ) := 〈a〉2z〈b〉
∑
x∈γ
(
F (γ \ {x})− F (γ)),
(L
(3)
0 F )(γ) := 〈a〉2z〈b〉
∫
Rd
z dx
(
F (γ ∪ {x})− F (γ)),
(L
(4)
0 F )(γ) := 〈a〉2
1
2
∫
Rd
z dx1
∫
Rd
z dx2 b(x2 − x1)
(
F (γ ∪ {x1, x2})− F (γ)
)
.
In fact, we have, for ε > 0,
(L(2)ε F )(γ) := e
〈ϕ,γ〉
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1 + (h2 − h1)/ε))
× (e−ϕ(x1)−ϕ(x2) − 1),
(L(3)ε F )(γ) := e
〈ϕ,γ〉
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× e−ϕ(x1)−ϕ(x2)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1),
(L(4)ε F )(γ) := e
〈ϕ,γ〉
∑
{x1, x2}⊂γ
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1 + (h2 − h1)/ε)
× e−ϕ(x1)−ϕ(x2)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1).
and
(L
(2)
0 F )(γ) := 〈a〉2z〈b〉 e〈ϕ,γ〉
∑
x∈γ
(e−ϕ(x) − 1),
(L
(3)
0 F )(γ) := 〈a〉2z〈b〉 e〈ϕ,γ〉
∫
Rd
z dx (eϕ(x) − 1),
(L
(4)
0 F )(γ) :=
1
2
〈a〉2e〈ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2 b(x2 − x1)(eϕ(x1)+ϕ(x2) − 1).
Analogously to (2.8), we get
∫
Γ
piz(dγ)
e〈ϕ,γ〉 ∑
{x1, x2}⊂γ
f(x1, x2)
2
=
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
[
1
4
(∫
Rd
z dx1
∫
Rd
z dx2 e
2ϕ(x1)+2ϕ(x2)f(x1, x2)
)2
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+∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3 e
2ϕ(x1)+2ϕ(x2)+2ϕ(x3)f(x1, x2)f(x2, x3)
+
1
2
∫
Rd
z dx1
∫
Rd
z dx2 e
2ϕ(x1)+2ϕ(x2)f(x1, x2)
2
]
(5.6)
for any measurable function f : (Rd)2 → [0,∞] and any ϕ ∈ C0(Rd).
Let us show that (5.4) holds for i = 2. Since
e−ϕ(x1)−ϕ(x2) − 1 = e−ϕ(x1)(e−ϕ(x2) − 1) + (e−ϕ(x1) − 1),
by the dominated convergence theorem, we have
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)e
2ϕ(x1)+2ϕ(x2)
× b(x2 − x1 + (h2 − h1)/ε)(e−ϕ(x1)−ϕ(x2) − 1)
)2
=
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× eϕ(x1−(h1/ε)+(h2/ε))+2ϕ(x2)(e−ϕ(x2) − 1)
+
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× e2ϕ(x1)+2ϕ(x2−(h2/ε)+(h1/ε))(e−ϕ(x1) − 1)
)2
→
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(
〈a〉2z 〈b〉
∫
Rd
z dx e2ϕ(x)(e−ϕ(x) − 1)
)2
as ε→ 0. (5.7)
Analogously,∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)e2ϕ(x1)+2ϕ(x2)+2ϕ(x3)
× b(x2 − x1 + (h2 − h1)/ε)b(x3 − x2 + (h′2 − h′1)/ε)
× (e−ϕ(x1)(e−ϕ(x2) − 1) + (e−ϕ(x1) − 1))(e−ϕ(x2)(e−ϕ(x3) − 1) + (e−ϕ(x2) − 1))
→
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)e2ϕ(x2)b(x2 − x1)b(x3 − x2)(e−ϕ(x2) − 1)2
= 〈a〉4z2〈b〉2
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx e2ϕ(x)(e−ϕ(x) − 1)2, (5.8)
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and using additionally (5.2),
1
2
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)e2ϕ(x1)+2ϕ(x2)
× b(x2 − x1 + (h2 − h1)/ε))b(x2 − x1 + (h′2 − h′1)/ε))
× [e−ϕ(x1)(e−ϕ(x2) − 1) + (e−ϕ(x1) − 1)]2 → 0 as ε→ 0. (5.9)
By (5.7)–(5.9), formula (5.4) for i = 2 follows.
Next, we show (5.4) for i = 3. Analogously to the above, we get, as ε→ 0,
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× e2ϕ(x1)+2ϕ(x2)−ϕ(x1)−ϕ(x2)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)
)2
=
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
× b(x2 − (h2/ε)− x1 + (h1/ε))eϕ(x1−(h1/ε))+ϕ(x2−(h2/ε))(eϕ(x1)+ϕ(x2) − 1)
)2
→ 1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)b(x2 − x1)
× ((eϕ(x1) − 1) + (eϕ(x2) − 1)))2
= 〈a〉4z2〈b〉2
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
dx (eϕ(x) − 1)
)2
, (5.10)∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 − x1)b(x3 − x2)e2ϕ(x1)+2ϕ(x2)+2ϕ(x3)−ϕ(x1)−2ϕ(x2)−ϕ(x3)
× (eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)(eϕ(x2+(h′1/ε))+ϕ(x3+(h′2/ε)) − 1)
=
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 − x1)b(x3 − x2)eϕ(x1)+ϕ(x3)
× (eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)[eϕ(x2+(h′1/ε))(eϕ(x3+(h′2/ε)) − 1) + (eϕ(x2+(h′1/ε)) − 1)]
=
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 − x1)b(x3 − x2)
× [eϕ(x1)+ϕ(x3−(h′2/ε))(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)eϕ(x2+(h′1/ε))(eϕ(x3) − 1)
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+ eϕ(x1)+ϕ(x3)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)−(h
′
1/ε)) − 1)(eϕ(x2) − 1)]→ 0, (5.11)
1
2
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 − x1)2e2ϕ(x1)+2ϕ(x2)−2ϕ(x1)−2ϕ(x2)
× (eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)(eϕ(x1+(h′1/ε))+ϕ(x2+(h′2/ε)) − 1)→ 0. (5.12)
By (5.10)–(5.12), formula (5.4) for i = 3 follows.
Now, we show (5.4) for i = 4. Similarly to the above, we get:
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
× b(x2 − x1 + (h2 − h1)/ε))eϕ(x1)+ϕ(x2)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)
)2
=
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
× b(x2 − x1)eϕ(x1−(h1/ε))+ϕ(x2−(h2/ε))(eϕ(x1)+ϕ(x2)) − 1)
)2
→ 1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
(∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2 a(h1)a(h2)
× b(x2 − x1)(eϕ(x1)+ϕ(x2)) − 1)
)2
=
1
4
∫
Γ
piz(dγ)e
〈2ϕ,γ〉〈a〉4
(∫
Rd
z dx1
∫
Rd
z dx2b(x2 − x1)(eϕ(x1)+ϕ(x2)) − 1)
)2
, (5.13)∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
z dx3
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 + (h2/ε)− x1 − (h1/ε))b(x3 + (h′2/ε)− x2 − (h′1/ε))
× eϕ(x1)+ϕ(x3)(eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)(eϕ(x2+(h′1/ε))+ϕ(x3+(h′2/ε)) − 1)→ 0,
(5.14)
1
2
∫
Γ
piz(dγ)e
〈2ϕ,γ〉
∫
Rd
z dx1
∫
Rd
z dx2
∫
Rd
dh1
∫
Rd
dh2
∫
Rd
dh′1
∫
Rd
dh′2
× a(h1)a(h2)a(h′1)a(h′2)b(x2 + (h2/ε)− x1 − (h1/ε))b(x2 − x1 + (h′2 − h′1)/ε))
× (eϕ(x1+(h1/ε))+ϕ(x2+(h2/ε)) − 1)(eϕ(x1+(h′1/ε))+ϕ(x2+(h′2/ε)) − 1)→ 0. (5.15)
By (5.13)–(5.15), formula (5.4) for i = 4 follows. Thus, (5.4) is proven. Formula (5.5)
follows analogously.
Denote by Fexp the linear span of {e〈ϕ,·〉, ϕ ∈ C0(Rd)}. Consider a linear operator
(L0,Fexp) where, for each F ∈ Fexp, L0F is given by (5.3). Analogously to Theorem 1,
Proposition 2, and Theorem 2, we get
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Proposition 5. i) Let the conditions of Proposition 2 be satisfied. Define a quadratic
form
E0(F,G) :=
∫
Γ
(−L0F )(γ)G(γ)piz(dγ), F, G ∈ Fexp.
Then, for all F,G ∈ Fexp,
E0(F,G) = 〈a〉2
∫
Γ
piz(dγ)
 ∑
{x1, x2}⊂γ
b(x2 − x1)
× (F (γ \ {x1, x2})− F (γ))(G(γ \ {x1, x2})−G(γ))
+ z〈b〉
∑
x∈γ
(
F (γ \ {x})− F (γ))(G(γ \ {x})−G(γ))
 . (5.16)
Hence, the quadratic form (E0,Fexp) is symmetric and closable in L2(Γ, piz), and its
closure will be denoted by (E0, D(E0)). Further there exists a conservative Hunt process
M0 =
(
Ω0,F0, (F0t )t≥0, (Θ0t )t≥0, (X0(t))t≥0, (P 0γ )γ∈Γ
)
on Γ which is properly associated with (E0, D(E0)).
ii) The operator (−L0,Fexp) is essentially selfadjoint in L2(Γ, piz).
Denote by
Mε =
(
Ωε,F ε, (F εt )t≥0, (Θεt)t≥0, (Xε(t))t≥0, (P εγ )γ∈Γ
)
the Markov processes from Theorem 1 which corresponds to the Lε generator. By the
theory of Dirichlet forms [20], the Markov processes Mε, as well as the Markov process
M0 from Proposition 5 can be chosen in the canonical form, i.e., for each ε ≥ 0, Ωε
is the set D([0,+∞) ,Γ) of all ca´dla´g functions ω : [0,+∞) → Γ (i.e., ω is right
continuous on [0,+∞) and has left limits on (0,+∞)), Xε(t)(ω) = ω(t), t ≥ 0, ω ∈ Ωε,
(F εt )t≥0 together with F ε is the corresponding minimum completed admissible family
(cf. [11, Section 4.1]) and Θεt , t ≥ 0, are the corresponding natural time shifts. So, for
each ε ≥ 0, we choose the canonical version of the Mε process and define a stochastic
process Yε = (Yε(t))t≥0 whose law is the probability measure on D([0,+∞) ,Γ) given
by Qε :=
∫
Γ
piz(dγ)P
ε
γ . Note that piz is an invariant measure for Yε.
Corollary 1. Let the conditions of Theorem 4 be satisfied. Then the finite-dimensional
distributions of the process Yε weakly converge to the finite-dimensional distributions
of Y0 as ε→ 0.
Proof. The statement follows analogously to [8, Theorem 5.1], however, since the ar-
gumentation is rather short, we present it. By Theorem 4, Proposition 5, ii) and [7,
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Chapter 3, Theorem 3.17], we have, for each t ≥ 0, etLε → etL0 strongly in L2(Γ, piz) as
ε→ 0. We now fix any 0 ≤ t1 < t2 < · · · < tn, n ∈ N. For ε ≥ 0, denote by µεt1,...,tn the
finite-dimensional distribution of the process Yε at times t1, . . . , tn, which is a proba-
bility measure on Γn. Since Γ is a Polish space, by [24, Chapter II, Theorem 3.2], the
measure piz is tight on Γ. Since all the marginal distributions of the measure µ
ε
t1,...,tn
are piz, we therefore conclude that the set {µεt1,...,tn | ε > 0} is pre-compact in the
space M(Γn) of the probability measures on Γn with respect to the weak topology,
see e.g. [24, Chapter II, Section 6]. Hence, the weak convergence of finite-dimensional
distributions follows from the strong convergence of the semigroups.
Remark 6. The dynamics as in Proposition 3, ii) can be scaled as follows:
qε(x, h) := ε
da(εh)b(x− h).
By analogy, one can show that the corresponding dynamics converge, as ε → 0, to a
birth-and-death process in continuum with generator
(L0F )(γ) = 〈a〉〈b〉
(∑
x∈γ
(
F (γ \ {x})− F (γ))+ ∫
Rd
z dx
(
F (γ ∪ {x})− F (γ))) .
The operator L0, realized in the Fock space F(L2(Rd, z dx)), is the differential sec-
ond quantization of the operator 〈a〉〈b〉1, so the corresponding dynamics is ‘free’, i.e.,
without interaction between particles, see [18, 28, 29] for further detail.
Corollary 2. The quadratic form (E0, D(E0)) from Proposition 5, i) satisfies the Poincare´
inequality:
E0(F, F ) ≥ 〈a〉2z〈b〉
∫
Γ
(F (γ)− 〈F 〉piz)2piz(dγ), F ∈ D(E0), (5.17)
where 〈F 〉piz :=
∫
Γ
F (γ)piz(dγ).
Remark 7. The Poincare´ inequality means that the operator (−L0, D(L0)) has a spec-
tral gap, the set
(
0, 〈a〉2z〈b〉), and that the kernel of (−L0, D(L0)) consists only of the
constants.
Proof. Recall the set P from the proof of Theorem 2. Clearly, P is a core for the
quadratic form (E0, D(E0)), so it suffices to prove (5.17) only for any F ∈ P. By (5.16),
E0(F, F ) ≥ 〈a〉2z〈b〉 E ′0(F, F ), F ∈ P, (5.18)
where
E ′0(F,G) :=
∫
Γ
(
F (γ \ {x})− F (γ))(G(γ \ {x})−G(γ))piz(dγ), F, G ∈ P.
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The generator of the quadratic form (E ′0, D(E ′0)), realized in the Fock space F(L2(Rd, z dx)),
has a representation
∫
Rd
z dx ∂†x∂x, i.e., it is the differential second quantization of the
identity operator 1, i.e., for any f (n) ∈ F (n)(L2(Rd.z dx)),(∫
Rd
z dx ∂†x∂xf
(n)
)
(y1, . . . , yn) = nf
(n)(y1, . . . , yn).
Hence,
E ′0(F, F ) ≥
∫
Γ
(F (γ)− 〈F 〉piz)2piz(dγ), F ∈ P. (5.19)
The statement now follows from (5.18) and (5.19).
Remark 8. We note that the initial dynamics of binary jumps is translation invariant
and conservative. So it is hopeless to expect that its generator has a spectral gap. So
the spectral gap of the generator L0 appears as a result of the scaling limit.
Note also that the generator of the dynamics of binary jumps is independent of
the intensity parameter z > 0. Hence, at least heuristically, the initial dynamics has a
continuum of symmetrizing Poisson measures, indexed by the intensity z > 0. On the
other hand, the limiting birth-and-death dynamics has only one of these measures as
the symmetrizing one. Thus, the result of the scaling essentially depends on the initial
distribution of the dynamics.
Acknowledgements
The authors acknowledge the financial support of the SFB 701 “Spectral structures
and topological methods in mathematics”, Bielefeld University.
References
[1] Albeverio, S., Ferrario, B., Yoshida, M. W., “On the essential self-adjointness of
Wick powers of relativistic fields and of fields unitary equivalent to random fields,”
Acta Appl. Math. 80, 309–334 (2004).
[2] Albeverio, S., Gottschalk, H., Yoshida, M. W., “Systems of classical particles
in the grand canonical ensemble, scaling limits and quantum field theory,” Rev.
Math. Phys. 17, 175–226 (2005).
[3] Albeverio, S., Kondratiev, Yu. G., Ro¨ckner, M., “Analysis and geometry on con-
figuration spaces: the Gibbsian case,” J. Funct. Anal. 157, 242–291 (1998).
[4] Albeverio, S., Ro¨ckner, M., “Classical Dirichlet forms on topological vector
spaces—the construction of the associated diffusion process,” Probab. Theory Re-
lated Fields 83, 405–434 (1989).
31
[5] Belavkin, V. P., Maslov, V. P., Tariverdiev, S. E., “The asymptotic dynamics of
a system with a large number of particles described by Kolmogorov–Feller equa-
tions,” Theoret. and Math. Phys. 49, 1043–1049 (1982).
[6] Berezansky, Y. M., Kondratiev, Y. G., Spectral Methods in Infinite-Dimensional
Analysis. Vol. 1 (Kluwer Academic Publishers, Dordrecht, 1995).
[7] Davies, E. B., One-Parameter Semigroups (Academic Press, London, 1980).
[8] Finkelshtein, D. L., Kondratiev, Yu. G., Lytvynov, E. W., “Equilibrium Glauber
dynamics of continuous particle systems as a scaling limit of Kawasaki dynamics,”
Random Oper. Stoch. Equ. 15, 105–126 (2007).
[9] Finkelshtein, D. L., Kondratiev, Yu. G., Kutoviy, O. V., Lytvynov, E. W., “Binary
jumps in continuum. II. Non-equilibrium process and Vlasov-type scaling limit,”
in preparation.
[10] Finkelshtein, D. L., Kondratiev, Yu. G., Oliveira, M. J., “Markov evolutions and
hierarchical equations in the continuum. I. One-component systems,” J. Evol. Equ.
9, 197–233 (2009) .
[11] Fukushima, M., Dirichlet Forms and Symmetric Markov Processes, (North-
Holland, 1980).
[12] Glo¨tzl, E., “Time reversible and Gibbsian point processes. II. Markovian particle
jump processes on a general phase space,” Math. Nachr. 106, 63–71 (1982).
[13] Hida, T., Kuo, H.-H., Potthoff, J., Streit, L.,White Noise. An Infinite Dimensional
Calculus, (Kluwer Academic Publishers Group, Dordrecht, 1993).
[14] Ito, Y., Kubo, I., “Calculus on Gaussian and Poisson white noises,” Nagoya Math.
J. 111 41–84 (1988).
[15] Kondratiev, Yu. G., Kutoviy, O. V., Lytvynov, E. W., “Diffusion approximation
for equilibrium Kawasaki dynamics in continuum,” Stochastic Process. Appl. 118,
1278–1299 (2008) .
[16] Kondratiev, Yu. G., Lytvynov, E. W., Ro¨ckner, M., “Infinite interacting diffusion
particles I. Equilibrium process and its scaling limit,” Forum Math. 18, 9–43
(2006).
[17] Kondratiev, Yu. G., Lytvynov, E. W., Ro¨ckner, M., “Equilibrium Kawasaki dy-
namics of continuous particle systems,” Infin. Dimens. Anal. Quantum Probab.
Relat. Top. 10, 85–209 (2007).
32
[18] Kondratiev, Yu. G., Lytvynov, E. W., Ro¨ckner, M., “Non-equilibrium stochastic
dynamics in continuum: The free case,” Condensed Matter Physics 11, 701–721
(2008).
[19] Lytvynov, E. W., Ohlerich, N., “A note on equilibrium Glauber and Kawasaki
dynamics for fermion point processes,” Methods Funct. Anal. Topology 14, 67–80
(2008).
[20] Ma, Z.-M., Ro¨ckner, M., An Introduction to the Theory of (Non-Symmetric)
Dirichlet Forms (Springer-Verlag, 1992).
[21] Ma, Z.-M., Ro¨ckner, M., “Construction of diffusions on configuration spaces,”
Osaka J. Math. 37, 273–314 (2000).
[22] Nualart, D., Vives, J., “Anticipative calculus for the Poisson process based on the
Fock space,” in Se´minaire de Probabilite´s, XXIV, 1988/89, pp. 154–165, Lecture
Notes in Math., Vol. 1426 (Springer, Berlin, 1990).
[23] Osada, H., “Dirichlet form approach to infinite-dimensional Wiener process with
singular interactions,” Comm. Math. Phys. 176, 117–131 (1996).
[24] Parthasarathy, K. R., Probability Measures on Metric Spaces (Academic Press,
New York/London, 1967).
[25] Reed, M., Simon, B., Methods of Modern Mathematical Physics. II. Fourier Anal-
ysis, Self-adjointness (Academic Press, New York-London, 1975).
[26] Ro¨ckner, M., Schmuland, B., “A support property for infinite-dimensional inter-
acting diffusion processes,” C. R. Acad. Sci. Paris 326, Se´rie I, 359–364 (1998).
[27] Spohn, H., “Equilibrium fluctuations for interacting Brownian particles,” Comm.
Math. Phys. 103 1–33, (1986).
[28] Surgailis, D., “On multiple Poisson stochastic integrals and associated Markov
semigroups,” Probab. Math. Statist. 3, 217–239 (1984).
[29] Surgailis, D., “On Poisson multiple stochastic integrals and associated equilib-
rium Markov processes,” in Theory and Application of Random Fields (Bangalore,
1982), 233–248, Lecture Notes in Control and Inform. Sci., 49 (Springer, Berlin,
1983).
[30] Yoshida, M. W., “Construction of infinite-dimensional interacting diffusion process
through Dirichlet forms,” Prob. Theory Related Fields 106, 265–297 (1996).
33
