The empirical literature examining aggregate data has generally found small or insignificant effects of exchange rate fluctuations on export volumes. This lack of association between real quantities, such as export volumes and the exchange rate is the so-called "exchange rate disconnect puzzle." Using firm level data, however, the relationship between export volumes and exchange rates turns to significantly negative. This paper attempts to reconcile these aggregate and firm level findings, using firm level data from Japan. We estimate a simple microeconomic model of exports to show that an appreciation of the exchange rate reduces export volumes at the firm level.
I.

Introduction
After over three decades of exchange rate floating among industrialized countries, there is yet to emerge a consensus among academic economists regarding the impact of exchange rate fluctuations on real economic variables, such as exports. The empirical literature that examined data at the aggregate or macroeconomic level has generally found small or insignificant effects of exchange rate fluctuations on export volumes. For example, Mussa [1986] ; Baxter and Stockman [1989] , and Flood and Rose [1995] showed that high exchange rate volatility is not related to high volatility of other macroeconomic variables, especially exports. Deardorff [1984] , Hooper, Johnson, and Marquez [1998] , and Thursby and Thursby [1987] regress the change in log export volumes on the change in log exchange rates and other variables, and find that the coefficient on log exchange rates is statistically insignificant. This lack of association between real quantities-such as export volumes-and the exchange rate is the so-called the "exchange rate disconnect puzzle." Studies using microeconomic or firm level data, however, have been more successful in finding relationships between export volumes and exchange rates. Dekle and Ryoo [2002] estimate a structural model of the exporting firm using Japanese firm level data from 1982 to 1997, and find a large elasticity of export volumes to the exchange rate in many industries.
Das, Roberts, and Tybout [2001] examine the export supply response of Columbian 2 chemical industry manufactures to an exchange rate change on two margins: entry into and exit from export markets, and export production adjustments among incumbents. They find that entry is not important; in a 10 percent devaluation of the peso, over 90 percent of the export revenue is drawn by the expansion of volumes of existing exporters. Forbes [2002] studies the impact of a large devaluation on export sales of over 13,500 companies around the world, and finds that on average export sales improve by 4 percent, one year after the devaluation episodes.
In this paper, we attempt a reconciliation between the macroeconomic, aggregate evidence and the microeconomic, firm level evidence. We build a simple microeconomic model of the exporting firm, in which we derive the relationship between export volumes and exchange rates. We consistently aggregate the model, and show that in estimating the model, in addition to input and output prices, it is important to include variables representing firm level heterogeneity, such as firm-specific imported input shares and productivity. We show that unless these control variables are included, the relationship between aggregate exports and exchange rates is biased towards zero.
We first estimate the relationship between exports and exchange rates at the firm level, controlling for input and output prices, productivity, and other firm specific effects. We find that an appreciation of the exchange rate lowers export volumes in most specifications. We then estimate our consistently aggregated model of exports, and show that an exchange rate appreciation reduces aggregate export volumes. This result holds for most specifications, and even when export volume from macroeconomic statistics is used as an explanatory variable, instead of aggregated firm level exports.
Recently, like us, several authors in international finance have attempted to reconcile some macroeconomic evidence with conflicting microeconomic evidence. Imbs et. al.
[2004] and Crucini and Shintani [2002] attempt to reconcile the high persistence of aggregate real exchange rates with the low persistence of disaggregated relative prices. Ruhl [2003] attempts to reconcile the low substitution elasticity between domestic and foreign goods found in aggregate high frequency time series data, with the high substitution elasticity found in data of a cross-section data of goods. 1 The paper is organized as follows. In Section 2, the "exchange rate disconnect puzzle" is revisited at the aggregate level; and a benchmark model of firm behavior is presented. Here, we address the methodological issues of aggregation, i.e., how to link the firm level specification with the aggregate, macroeconomic specification. We also examine the sources of aggregation bias. Section 3 describes the data we use for our estimation. We use Japanese data at the firm, industry, and aggregate levels. In Section 4, we present estimates of the elasticity of export volumes with respect to the exchange rate using firm level data. In 4 Section 5, we show estimates of the elasticity of export volumes, using consistently aggregated firm level and macroeconomic data. In both types of aggregated data, when the relation between exports and the exchange rate is properly specified, an exchange rate appreciation results in a reduction of exports. Section 6 concludes. y t denotes the export volume, e t the nominal effective exchange rate, and ε t the white noise error. 2 The last column "pooled" is when the country data are aggregated, and includes G-7 country dummy variables as additional regressors. An appreciation denotes a positive ∆e t .
II. Model
II.1. Revisiting the Exchange Rate Disconnect Puzzle
The estimated coefficients on the change in the exchange rate, b, are not significantly different from zero, except for Italy and the United States.
In Tables 2(a) and (b), for the same industrialized countries, we ran simple vector autoregressions of export volumes and exchange rates. In the levels specification (Table 2 (a)), the exchange rate coefficients (the contemporaneous and lagged combined) are not significant, except for the United States and the "pooled" specification. In the first differenced specification ( 
II.2. Model of the Exporting Firm
Here we present a stylized model of the exporting firm, that is a price taker in export markets. The cost function is specified as Cobb-Douglass. In the Appendix, we present models for both price taking and price setting firms, under a generalized cost function. We show that the variables affecting export quantities in these generalized models are identical to those in the specialized model below, except that in the generalized price setting model, the export price becomes endogenous (see Appendix).
Consider an exporting firm i at date t that produces an export good , by using Note that with this cost function, represents firm specific total factor productivity.
The parameter it a i α is the share of domestic inputs in production.
Given the above cost function, profit maximization implies that export volume is:
More compactly, In this model, a unit decrease in export revenues from the appreciation of the exchange rate is compensated by 1 α − units of cost reduction, because of the decline in imported input prices. Thus, the net response of export volumes to exchange rate movements is negative, with an elasticity of α , which is determined by the share of domestic inputs. That is, as the share of domestic inputs increases, the magnitude of the negative relationship between export volumes and the exchange rate increases. This magnitude may differ across 8 firms (from (7)).
II.3. Aggregation Biases
The above model provides us with a framework to address the potential pitfalls in using aggregated or macroeconomic data to estimate the relationship between export volumes and exchange rates. Time-series estimates with aggregated data cannot include firm specific effects, such as firm specific productivity, and imported input shares, as in (6) . This may result in: 1) typical omitted variable biases; and 2) biases arising from the overrepresentation of firms with a high share of imported inputs.
These biases arising from using macroeconomic or aggregate data are possible sources of the exchange rate disconnect puzzle found in previous studies. With firm level data, we can control for these biases. We also show that in a consistently aggregated specification, the disconnect puzzle disappears. An exchange rate appreciation results in a decline in export volumes.
II.3.A. Omitted Variable Bias
First, suppose that all firms share a common cost function; the elasticity of export volumes,α 's are the same for all i's. Aggregate time series regressions do not allow for the inclusion of firm specific productivity variables such as . This may result in omitted it a 9 variable biases in the estimate of the exchange rate elasticity of export volumes, α (in (7)). (13)). 4 For example, in our regressions depicted in Tables 1 and   2 , we have not included output and input prices and other control variables.
Comparing the typical aggregate regression of equation (13) with the consistently aggregated regression of equation (12), there will be no aggregation bias if the variables included in the aggregate regression are: 
II.3.B. Composition Biases: Firms with Different Imported Input Shares
Now suppose that there are two types of exporting firms, with differing technologies. The firm specific supply function (8) can be re-written as: Again, the consistently aggregated microeconomic relation from (16) (1 )
and denotes the fraction of exporting firms belonging to industry . Simplifying,
where is given as before in (14) . Assume that (18) is estimated including , that is, controlling for omitted variable bias.
With aggregated or macroeconomic data, the estimated exchange rate elasticity is the average elasticity,
The average elasticity is affected by the composition of industries.
For exampl , the industry with a high share of imported inputs is the dominant exporting industry, the estimated average exchange rate elasticity of exports will be close to zero. In other words, the higher the fraction of exporting firms in the economy e, when industry 0 with a high reliance on imported inputs, the more likely we are to observe the exchange rate disc trending ove d onnect puzzle.
This bias can worsen when the fraction of exporting firms with high input shares, P 1 , is r time. Suppose P 1 tren ed in the same direction as the exchange rate, P e t t 1 = + χ κ ln . The exchange rate andα will then be positively correlated. An appreciation in the exchange rate will raise α , and the estimate of -α will be biased towards zero. Even if the appreciation of the exchange rate lowered export volumes, because of the bias in the estimate of α , it may appear that exports and exchange rates are uncorrelated in the data.
II.4. Foreign Demand
n below, we thus instrument for the export price with an index of foreign GDP
II.5. The Price Setting Case
Our model of the determination of export volumes assumes that firms are small; they can export as much as they can supply at the prevailing export or foreign price, p t f . That is, foreign demand is infinitely elastic, or flat. The export or foreign price is fixed, or shifts exogenously up and down with global shocks, such as shifts in global growth rates. In our estimatio levels.
In the Appendix, we derived the estimating equation (7), for the generalized price setting firm. In the price setting case, the export or the foreign price, p t f , becomes endogenous, and does not appear in the estimating equation. All other explanatory variables are t end on foreign demand. Thus, here we omit the empirical results for the price setting case.
III.1. Firm and Industry Level Data
m these 312 firms comprise over 90 percent of total Japanese manufacturing exp he same, as in the price taking case.
We tried estimating the firm level regression (7), and the aggregate regression (18), after dropping the export price. The results were generally satisfactory with a negative and significant coefficient on the exchange rate (see Tables 7 (a) and 7(b)) for the aggregate regression (18) . However, since our model is partial equilibrium and we do not explicitly model foreign demand, it is difficult to interpret the price setting case, where export quantities dep
III. Data Description
We use firm level annual data for Japanese four digit export industries for the years Export quantities are defined as export values divided by the export price deflator (base year= 1985) for the industry. 5 For industry specific Japanese export prices, we use industry specific export price indices − foreign currency bases − from the Bank of Japan Economic and Financial database. We assume that these prices are identical to the industry specific pric mport shares are es that appear in foreign demand.
For the prices of imported foreign inputs used in the Japanese firm's production, we take average spot crude oil market price index from the International Financial Statistics. For industry specific domestic input prices, we take industry specific domestic wages from the Japan Statistical Yearbook. Industry specific labor productivity is defined as industry output divided by the labor employed in that industry. Imported i calculated from the Japanese Input-Output tables (from Dekle [2005] ).
III.2. Descriptive Statistics and the Export Volume--Exchange Rate
Co Table 3 shows some descriptive statistics of our data. Our 312 firms belong to 52 four digit level industries. We aggregate these industries into 6 two digit level industries. The largest export industry is transport equipment; the industry with the highest export share is pre As a preliminary look at the firm level data, we run vector autoregressions of export volumes and exchange rates, for our two digit level industry categories (Tables 4(a) and 4(b)). The last column, "All Industries" pools all 6 industries. The data are annual and range from 1982 to 1997. In the "levels" specification, the exchange rate coefficients (contemporaneous and lagged combined) are significant, but have the wrong (positive) sign for all industries. In the differenced specification, the coefficients have the correct negative sign
Comparing the results in Tables 2 and 4 , the use of firm level data aggregated to the industry level is clearly more favorable to finding a negative relationship between exports and exchange rates than in country level data. In our industry level data, the heterogeneity rrelation in Japanese Firm Level Data cision equipment. Transport equipment also has the largest domestic sales.
for the precision equipment industry, and for the "pooled" industries.
across firms, for example, in import shares, will be lower than in country level data. This sho , we show empirically that when we control for the biases inherent in aggregation, the cor g tes can be retrieved even more regularly.
IV. Estimation of Firm Level Exports
IV. Level Data: Ordinary Least Squares
Rewriting (7), we obtain, 2 , uld lead to less composition bias in industry level data, and may explain the negative, significant correlation between exports and exchange rates in industry level data.
It is encouraging that for some industries, an exchange rate appreciation leads to a fall in export volumes. Below rect si n between export volumes and exchange ra w , the price index for imported inputs, and a it, total factor productivity (TFP), which includes ε it , the error term, representing unobservable firm level productivity shocks. We assume the error term is stationary and serially unco input prices, oil price indices. In addition, in our preliminary specifications, industry specific wages had the wrong (positive) sign. We initially attributed this to the correlation between industry specific wages and industry specific labor productivity. To remove this multicollinearity, we regressed wages on productivity, took the residual, and included this residual in the regressions. The "wage" variable in the regressions is thus "filtered" from productivity effects, and is uncorrelated with productivity. In all of our specifications, the e rumented, and the "filtered" wage is included as an explanatory variable.
Estimates with Firm
As for the observable firm specific productivity variables, a it , we use industry specific labor productivity as a proxy for firm total factor productivity. 6 We also include as a determinant of productivity; the share of output that is exported. with a high ratio of exports to production subsequently export more. 7 In our panel data estimates, we also include unobserved firm level fixed or random effects as additional determinants of productivity.
Finally, to capture the effects of heterogeneity in imported input and export shares, we interact e t with the product of the share of inputs that are imported (the import share) and the export share. 8 In the model, the firm was assumed to be a purely exporting firm.
However, in practice, firms both export and sell domestically. Say there are two firms, one firm exporting 90 percent of its output, and another firm exporting 10 percent of its output, but both with the same share of imported inputs, at 30 percent. For the same exchange rate appreciation, the firm exporting 90 percent will have a larger decline in export quantities.
Thus, we need to interact the imported input share with the export share, to control for differing export shares across firms. The coefficient on the import share interaction variable should have the opposite sign from 1 β − , and be positive. In addition, while in the benchmark model, we allowed only for high α 1 and low α 0 import ha s res, more pirical realistically in our em work below, we allow for α to be continuous.
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The ordinary least squares estimates of equation (19) using firm level data are depicted in the first two columns of Table 5 (a). The coefficients on the exchange rate have the correct negative sign, and are highly significant. The productivity variables--labor productivity, and the export share-are all highly significant and positive, implying that rapid productivity growth is associated with an expansion of exports. The price variables-export prices, oil prices, and wages-are all insignificant. The imported input share-export share-exchange rate interaction variable is also insignificant.
VI.2. Estimates with Firm-Level Data: Panel Estimates
Since labor productivity and export shares are imperfect measures of firm level productivity, we estimate (19) , controlling for unobserved firm specific effects, particularly, productivity effects. The firm specific variable, i η that is a component of in (19) can be either fixed or random. The random and fixed effects estimates of (19) are in Table 5 (a). We performed Hausman specification tests to see whether the estimates of the random or the fixed effects model better fit the data. We found that the random effects model better fit the data, although the fixed effects results are very similar. We note that in all specifications, the coefficient on the exchange rate is negative, and highly significant. An appreciation of the exchange rate lowers export volumes.
a it
Labor productivity is not significant, but the export share is highly significant. The export price and wages have the wrong sign, while an increase in oil (input) prices (correctly) depress export quantities. The imported input share interaction variable is highly significant, and has the correct, positive sign.
That the panel data estimates are (somewhat) superior to the cross-section estimates suggest that firm specific productivity effects may importantly affect the responsiveness of exports to exchange rates. If firm specific effects are important, then it would be difficult to retrieve, say, a firm level parameter such as the exchange rate elasticity of exports from aggregated data. In the aggregate regressions below, we control for these aggregated productivity effects by including the export share and the variance of the firm specific productivity shocks, 2 2 t σ , as in (12).
VI.3. Estimates with First-Differenced Firm Level Data
In Table 5 (b), we depict estimates of (19) when the firm-level data are log first-differenced. First-differencing eliminates potential problems arising from data non-stationarity, and provides an additional robustness check.
In all three specifications (ordinary least squares, random and fixed effects), in the first differenced version, the coefficients on the exchange rate remain negative, and highly
significant. An increase in productivity variables (labor productivity and export share) raises exports. The imported input share interaction variable is significant, but has the wrong sign. Wages also still have the wrong (positive) sign.
That the sign on wages is always positive suggests that Japanese firms may not be wage-takers, as assumed by the model. For example, suppose that the correct model is of the Japanese firm and the union negotiating, and dividing up revenues (Aoki [1988, Ch. 5] ). If firms with high exports have high revenues, then such high export firms may also pay higher wages, resulting in the positive correlation between wages and exports.
V. Estimation of Exports Using Consistently Aggregated Data
We estimate the aggregate relation (18) between exports and exchange rates, using two aggregated dependent variables. First, using our firm level data, we average exports over all firms and take logs, ln . As our second source of aggregate export data, we use the annual export volume figures for Japan from the International Financial Statistics, and take logs.
( ) E y i it
For the explanatory variables, as before, we include the log exchange rate, and price variables. To control for the effects of time varying import shares, which may affect the exchange rate elasticity of exports, we again include the average import share interacted with the product of the average export share and the exchange rate. For the aggregate productivity variables, , we include average labor productivity and the average export share.
As in (18), we also include in the regression, the time varying firm specific error (productivity), , which can be estimated from firm level data. Tables 7(a) and 7(b) depict the estimates of (18), using export volume data from the Japanese macroeconomic (IFS) statistics. The data used here for both export volumes and exchange rates are the same as those used in the simple correlations in Tables 1 and 2. ( Table 7 (a) is the levels specification; 7(b) is the first-differenced specification.) For both 7(a) and 7(b), various sets of control variables are included to determine what variables matter in impacting export quantities. With the exception of (1), (3-2), and (6) for the levels specification, and (1), (2), (3-2), and (4) in the first-differenced specification, the exchange rate is negative and significant.
Insignificant signs on the exchange rate appear in those regressions where the export share has been omitted. The variance of firm specific productivity also seems to impact the significance of the exchange rate. Thus, we conjecture that the omission of productivity variables, especially the export share, may be the reason for finding an insignificant sign on the exchange rate coefficient, in aggregate regressions of export volumes on exchange rates.
Although we do not depict the results here (to save space), we also estimated (18) Table 6 (a) and 7(a) showed that the null of non-stationarity could not be rejected for any of the variables. However, for their first differences, the null of non-stationarity could be rejected. (Thus, the first-differenced estimates in Tables 6(b) and 7(b) are econometrically consistent, but with the wrong 26 standard errors). We thus re-estimated the specifications in columns (2) in Table 6 (a) and (7) in Table 7 (a) using Johansen's (1991) method, and found that the variables were cointegrated. The estimate on the exchange rate coefficient was still negative and significant (with the standard errors corrected).
In sum, with appropriate control variables, exchange rates do appear to influence export volumes at the aggregate level. When appropriate theoretically consistent explanatory variables are included in the regressions, and omitted variable biases are controlled for, an exchange rate appreciation appears to depress export volumes, even in aggregated or macroeconomic data.
VI. Conclusion
We show by using firm level data, and consistently aggregated firm level data, that exchange rates have a statistically significant negative relationship with export quantities.
An exchange rate appreciation lowers export volumes. We build a microeconomic model of the exporting firm, where we derive the relationship between export volumes and exchange rates. We consistently aggregate our model, and show that in estimating the aggregate model, it is important to control for output and input prices, productivity, and variables representing firm level heterogeneity, such as in imported input shares and in productivity.
We show that unless these control variables are included, the relationship between aggregate exports and exchange rates is likely to be zero.
In our estimation, we found that it is crucial to include productivity variables, such as the export share to obtain the correct sign between exports and exchange rates. The omission of prices and import shares do not impact the coefficients on the exchange rate. However, when productivity variables are excluded, estimates with aggregate data suffer from classical omitted variable bias, resulting in a statistically insignificant relation between exports and exchange rates.
In the past, with macroeconomic data, finding a robust, negative simple correlation between quantities, say exports, and the nominal exchange rate was elusive. This finding has driven researchers to construct models in which nominal exchange rates are "disconnected" from real economic variables (for example, Obstfeld and Rogoff [2000] , Devereux and Engel [2002] ). In particular, Duarte [2003] attempts to replicate the lack of correlation between export volumes and exchange rates, with a calibrated general equilibrium model. Duarte [2003] shows that by incorporating local currency pricing (LCP) and incomplete asset market assumptions, a conventional general equilibrium model can account for the disconnect puzzle. In her model, a positive monetary shock depreciates the nominal exchange rate on impact, but because of LCP, the relative prices of home and foreign goods are unchanged. The expenditure switching effect is eliminated; only a small wealth effect (from the increase in money supplies) remains. However, since local consumers have a bias towards local goods, the wealth effect on revenues is quantitatively small. Therefore, exchange rate changes have little apparent effect on consumer demands, and the volatility of home consumption (and the volatilities of other real variables) is separated from the volatility of the nominal exchange rate.
Our model is a microeconomic, partial equilibrium model of the firm; and the empirical results from our model cannot be directly compared to the results from the general equilibrium models. 11 However, our empirical results may point to some directions that may prove fruitful in future general equilibrium modeling. We too find that the unconditional correlation between exchange rates and exports (real quantities) is zero in macroeconomic data (Table 1) . However, we show that the correlations between exchange rates and exports conditional on some variables, particularly, the distribution of firm level productivities and the export share, are significant and negative (Tables 6 and 7) . It may be interesting to develop a general equilibrium model that captures both the zero unconditional correlation between exchange rates and exports, and this non-zero conditional correlation. The results in this paper suggest that in such a general equilibrium model, it may be important to account for firm level heterogeneities in productivities, and in particular, how such productivities are related to a firm's export share. where w is the price of the domestic input, v, the price of the imported input in the foreign currency, and e is the nominal exchange rate. m y dp y dy y p y ( ) ( ) ( ) = + indicates marginal revenue. We can solve for the export volume:
Appendix: A More General Model of the Exporting Firm
(A1) y g e w v = ( , , ).
Totally differentiating (A1), we get in elasticity form:
where (A2) is the more general version of (7), the estimation equation in the text (without the productivity term, ). Note that unlike in (7), in (A2), when the firm sets the export price, p, the export price does not appear in the estimating equation, because the export price becomes endogenous.
a i
The elasticity of exports with respect to the exchange rate, ε ye can be shown to equal:
where ε d is the demand elasticity of exports, ε p is the elasticity of marginal revenue, and µ is the slope of the marginal cost function, and ε zy is the elasticity of imported input demand with respect to exports, and α is the imported input share.
For the price taking case, ε d = ∞ , ε p = 0 , and µ >= 0 . Thus, whether exports contract when the exchange rate appreciates depends on whether α ε Note: All variables are in log terms. t-statistics are in parenthesis. * , ** and *** are significant at 10%, 5% and 1% significance levels respectively. 1. Nominal effective exchange rates. 2. Using G-7 countries with the country dummy. Note: All variables are in log differenced terms. t-statistics are in parenthesis. * , ** and *** are significant at 10%, 5% and 1% significance levels respectively. 1. Nominal effective exchange rates. 2. Using G-7 countries with the country dummy. 2. Export price is instrumented by weighted sum of trading partner's GDP's.
3. Wage is a residual wage after filtering labor productivity out. 4. The firm's export share is corrected by excluding its own export share from the average export share in a industry. Note: All variables are in log terms. t-statistics are in parenthesis. * significant at 10%; ** significant at 5%; *** significant at 1%. 1. Exchange rate interaction term is interacted with export share of output and import share of input.
2. Export price is instrumented by weighted sum of trading partner's GDP's. 3 . Wage is a residual wage after filtering labor productivity out. 4. The firm's export share is corrected by excluding its own export share from the average export share in a industry. 2. Export price is instrumented by weighted sum of trading partner's GDP's. 3 . Wage is a residual wage after filtering labor productivity out. 4. The firm's export share is corrected by excluding its own export share from the average export share in a industry. Note: All variables are in log differenced terms. t-statistics are in parenthesis. * significant at 10%; ** significant at 5%; *** significant at 1%. 1. Exchange rate interaction term is interacted with export share of output and import share of input.
2. Export price is instrumented by weighted sum of trading partner's GDP's. 3 . Wage is a residual wage after filtering labor productivity out. 4. The firm's export share is corrected by excluding its own export share from the average export share in a industry 2. Export price is instrumented by weighted sum of trading partner's GDP's.
3. Wage is a residual wage after filtering labor productivity out.
Note: All variables are in log terms. t-statistics are in parenthesis. * significant at 10%; ** significant at 5%; *** significant at 1%.
Notes
1. Ruhl (2003) presents evidence that estimates of the aggregate substitution elasticity are identified by temporary shocks, such as productivity shocks, while estimates of the cross-section elasticity are identified by permanent shocks such as trade liberalization. Thus, elasticity estimates are lower when the switch in consumption from foreign to domestic goods is driven by temporary shocks, as compared to when they are driven by permanent shocks. This is because consumers smooth their consumption of both domestic and foreign goods in response to temporary shocks. In this paper, we estimate the elasticity of exports with respect to exchange rates. Since fluctuations in exchange rates are best described as a random walk (and permanent) process (Meese and Rogoff, 1983) , permanent shocks drive the correlations between exchange rates and exports. Thus, in contrast to Ruhl, permanent shocks drive both our time-series and cross-section estimates of the elasticity of exports with respect to exchange rates; and the difference between our aggregate (time series) estimates and the panel (cross-section) estimates is not driven by the nature of shocks. Marston (1990) , and Rogoff (1992)). 7. However, the inclusion of exports divided by output may induce spurious correlation, since exports would then appear in both sides of the equation. To reduce the possibility of spurious correlation, we construct a new export share variable. This new export share variable is the average export share in the four digit level industry that the firm belongs to, excluding the firm's own export share. For example, say there are 10 firms in the ordinary steel industry. The export share variable for firm i is the average export share of the 9 other firms, excluding firm i. 8. We use the imported input shares by industry as calculated by Dekle (2005) .
9. Recall that the average export share is defined as are the cross-section residual variances from the estimate of (20) . Specifically, we take the estimated residual variances from the fixed effects model depicted in Table 5 (a) for the levels specification, and in Table 5 (b) for the first-differenced specification. 11.In our model, an exchange rate depreciation causes revenues to increase by more than costs, thereby inducing the firm to supply more exports. We do not explicitly model foreign consumers or demand, but rather we assume that foreign demand is infinitely or highly elastic; that foreign prices do not depend on domestic firm supply. Thus, we are implicitly assuming that foreign expenditure switching is infinite or very high.
