Abstract. For weights ρ which are either radial on the unit ball or depend only on the vertical coordinate on the upper half-space, we describe the asymptotic behaviour of the corresponding weighted harmonic Bergman kernels with respect to ρ α as α → +∞. This can be compared to the analogous situation for the holomorphic case, which is of importance in the Berezin quantization as well as in complex geometry.
Introduction
Let Ω be a domain in C n , ρ a positive smooth (= C ∞ ) weight on Ω, L 2 hol (Ω, ρ α ) the subspace of all holomorphic functions in the weighted Lebesgue space L 2 (Ω, ρ α ), and K α (x, y) the reproducing kernel for L 2 hol (Ω, ρ α ), i.e. the weighted Bergman kernel on Ω with respect to the weight ρ α . Under suitable hypothesis on Ω and ρ (namely, for Ω bounded and pseudoconvex, log 1 ρ strictly plurisubharmonic, and ρ a defining function for Ω, i.e. vanishing to precisely the first order at the boundary), it is then known that
as α ր +∞.
In fact, there is even a similar result for K α (x, y) with y close to x, and one also has a complete asymptotic expansion as α ր +∞
with some "sesqui-analytic extension" ρ(x, y) of ρ(x) and sesqui-analytic coefficient functions b j (x, y). Furthermore one can differentiate (1) and (2) termwise any number of times. There are, finally, variants also for the weighted Bergman spaces with respect to ρ α ψ m , where ψ is another weight function satisfying the same hypotheses as ρ and m ≥ 0 is a fixed real number. All these "high power asymptotics" can also be extended from functions on domains Ω to sections of holomorphic Hermitian line bundles over a manifold Ω, and are then of central importance in certain approaches to quantization (the Berezin-Toeplitz quantization procedure), as well as in complex geometry (where (1) is sometimes known as the Tian-Yau-Zelditch expansion, and plays prominent role e.g. in connection with semistability and constant scalar curvature metrics on Ω); see for instance Berezin [2] , Engliˇs [7] , [9] , Zelditch [16] , Catlin [4] , Donaldson [6] , and the references therein.
While there exist several well-understood variants of methods how to prove (1) (or (2)) nowadays, none of them makes it quite clear what does the holomorphy of functions in L 2 hol have to do with (1), (2) or with the coefficients b j above; in fact, a priori there is little reason to expect that holomorphic functions should have anything to do either with quantization or with constant scalar curvature metrics, and one is just left to wonder at Berezin's original insight in noticing (1) and its applications. In particular, it remains quite elusive what happens for other reproducing kernel subspaces in L 2 (Ω, ρ α ). The goal of this paper is to explore the analogue of (1) for the spaces of harmonic, rather than holomorphic, functions, i.e. for the reproducing kernels R α (x, y) -the harmonic Bergman kernels -of the subspaces
In the holomorphic setting, the simplest examples for (1) and (2) are the standard weighted Bergman spaces on the unit disc D in C with ρ(z) = 1 − |z| 2 , when
or, equivalently (via the Cayley transform), on the upper half-plane {z : Im z > 0} in C with ρ(z) = Im z and
More generally, for the unit ball B 2n of C n ∼ = R 2n with ρ(z) = 1 − |z| 2 one gets
Explicit formulas for the harmonic analogues of (3)-(5), namely for R α (x, y) for the upper half-space H n = {x ∈ R n : x n > 0} with the weight ρ(x) = x n , and for the unit ball B n = {x ∈ R n : |x| < 1} with ρ(x) = 1−|x| 2 , have been computed in many places, see e.g. Coifman and Rochberg [5] , Jevtic and Pavlovic [14] , Miao [15] , or the book by Axler, Bourdon and Ramey [1] . For Ω = B n and α = 0 (i.e. the unweighted situation), the kernel is given by
For the weighted case with α > −1, one already gets the much more complicated formula
involving Appel's hypergeometric function F 1 [3] ; here z = x·y+i |x| 2 |y| 2 − (x · y) 2 . For x = y, this reduces to the ordinary hypergeometric function
from which one gets the asymptotics
as the simplest harmonic analogue of (1) . Similarly, for the upper half-space and α = 0, the unweighted kernel is given by
while for general α one can compute e.g. from [13] that
giving the harmonic analogue of (1) for the upper half-space with ρ(x) = x n . Finally, one can also consider the entire R n with the Gaussian weight ρ(x) = e −|x|
2
(the harmonic Fock, or Segal-Bargmann, space), in which case it was derived in [11] that
with Horn's hypergeometric function Φ 2 and again z = x · y + i |x| 2 |y| 2 − (x · y) 2 ; for x = y this reduces to the confluent hypergeometric function
as α ր +∞. Note that in (6) and (8), we get the "Stokes phenomenon" of different asymptotics at x = 0 and x = 0, which is unparalleled in the holomorphic case as well as in the case of the upper half-space in (7). Our result here is a rather coarse description for the asymptotics of R α (x, x) for fairly general ρ and Ω, and more precise descriptions on the level of (1) for domains and weights of a particular form.
Theorem 1.
Let Ω ⊂ R n , n ≥ 2, be a bounded domain and ρ a bounded positive continuous function on Ω such that log 1 ρ is convex. Then
.
Keeping the usual definition from complex analysis, we call ρ a defining function for Ω if ρ > 0 on Ω and ρ vanishes precisely to the first order at the boundary ∂Ω, i.e. ρ = 0 < ∇ρ on ∂Ω.
Theorem 2.
Let Ω = B n , n ≥ 2, and let ρ be radial, i.e. ρ(x) = φ(|x| 2 ) for some positive φ ∈ C ∞ [0, 1]. Assume that ρ is a defining function (i.e. φ(1) = 0 an
Let us call a positive function g on (0, +∞) admissible if ∞ 0 e tx g(x) dx = +∞ for all t > 0; this means that g should not decay too rapidly at infinity.
Theorem 3.
Let Ω = B n , n ≥ 2, and assume that ρ(x) = ρ(x n ) depends only on the vertical coordinate, is admissible, vanishes at x n = 0 precisely to the first order, and ρ
Note that the choices φ(t) = 1−t and ρ(x) = x n recover (6) and (8), respectively. In fact, φ(t) = e −t recovers also (7). The proof of Theorem 1 appears in Section 2, and those of Theorems 2 and 3 in Sections 3 and 4, respectively. Our main idea is to reduce the harmonic case to the holomorphic one (on a different domain) and then use (1). Some concluding remarks are given in the final Section 5.
Throughout the rest of the paper, we write just K α (x), R α (x) for K α (x, x) and R α (x, x), respectively; and, as usual, "A(x) ∼ B(x) as α → +∞" means that
is denoted by · α , and "plurisubharmonic" will be abbreviated to "psh".
Coarse asymptotics
The proof of our first theorem is actually almost the same as for the holomorphic case in [8] .
Proof of Theorem 1. Let D(x, r) be the polydisc with center x and radius r, where r > 0 is so small that D(x, r) ⊂ Ω. By the mean value property, for any h ∈ L 2 harm (Ω, ρ α ),
where dy stands for the Lebesgue measure. The Cauchy-Schwarz inequality gives
Now by the extremal property of reproducing kernels,
Taking α-th roots on both sides and letting α ր +∞ gives lim sup
Letting r ց 0, the continuity of ρ implies
On the other hand, by (11) , for any h ∈ L 2 harm (Ω, ρ α ) not identically zero we have
Take in particular h(x) = e α(x·z+c) , with arbitrary c ∈ R and z ∈ C n satisfying z
clearly this is a bounded function and hence in L 2 (Ω, ρ α ) (since Ω and ρ are bounded by hypothesis), while the condition z · z = 0 ensures that h is harmonic. Thus
and
Now since |e x·z+c | 2 ρ(x) is bounded and Ω has finite Lebesgue measure, it is standard
We thus obtain
Writing z = a + bi for the real and imaginary parts of z, the condition z · z = 0 becomes
Since n ≥ 2, we can for any a ∈ R n find b ∈ R n such that (14) holds (just take any b orthogonal to a and of the same length). Thus (13) translates into log lim inf
If log 1 ρ is convex, then the right-hand side equals 1/ρ, whence
Combining (15) and (12), the assertion follows.
The case of the ball
Let us recall some prerequisites, available e.g. in [1] . For k = 0, 1, 2, . . . , let H k (R n ) denote the space of all harmonic polynomials on R n homogeneous of degree k. Each such polynomial is uniquely determined by its restriction to the unit sphere S n−1 := ∂B n ⊂ R n , and we denote by H k the space of all such restrictions (called "spherical harmonics of degree k"), viewed as a subspace of L 2 (S n−1 , dσ), where dσ stands for the normalized surface measure on S n−1 . Then H k ⊥H l for k = l, and the span of all
k is a reproducing kernel space, with reproducing kernel Z k (x, y) given by the so-called zonal harmonic; this is a certain Gegenbauer polynomial in x · y. Finally, any harmonic function f on B n can be uniquely expressed in the form
with the sum converging uniformly on compact subsets of B n . For any radial weight ρ(x) = φ(|x| 2 ) on B n and 0 < r < 1, we therefore get (recalling that the volume of S n−1 equals 2π n/2 /Γ(
by the orthogonality of H k and H l for k = l. Denoting
it follows upon letting r ր 1 that
and, consequently, the reproducing kernel of L 2 harm (Ω, ρ) is given by
On the other hand, a completely similar formula is available also for the holomorphic Bergman kernel K(x, y) on the unit ball B 2m of R 2m ∼ = C m , m ≥ 1, with respect to a radial weight function w(z) = ψ(|z| 2 ). Namely, it is standard that the monomials z ν , ν a multiindex, are then orthogonal, with norm squares
and by the familiar formula expressing the reproducing kernel in terms of an arbitrary orthonormal basis,
Finally, note that for any function
as can be checked by elementary manipulations. The last thing we will need is the fact that the condition ( being strictly-psh on B 2m , see e.g. [7] , Section 3. Since φ ∈ C ∞ [0, 1] by hypothesis, this condition also implies that − tφ ′ φ > 0 for t > 0, and hence φ ′ < 0 for t > 0, that is, φ is decreasing on (0, 1).
Proof of Theorem 2. Assume first that n is even. Take m = n 2 in (18), with ψ = φ. Replacing φ by φ α and denoting the corresponding ρ k from (16) by ρ k (α), we thus get
where we have set t = |x| 2 and t = |z| 2 , respectively. Thus 2π m Γ(m) R α (x) =: r α (t) and (2π m )K α (z) =: k α (t) are related as in (19) and (20), with
By the Leibniz rule, r α (t) comes as a sum of terms of the form c j t m j k α denotes the j-th derivatives of k α for j ≥ 0 and the |j|-th primitive of k α (normalized to vanish to order |j| at t = 0) for j < 0. Now by (1),
and this also remains in force upon applying any derivative to both sides. Since a short computation shows that
we have
As α ր +∞, the first term dominates the second. Thus by induction
for any j ≥ 0. On the other hand,
The right-hand side is a standard Laplace-type integral, that is, an integral of the form
with real-valued function S. It is known that I(α) gets the largest contribution from points where S attains its maximum, and, in particular, if the maximum is attained at the endpoint x = b and S ′ (b) > 0, then (see e.g. [12] , §II.1.4)
α .
Since, as we have observed, φ is decreasing, 1 φ indeed attains its maximum at the endpoint t, and thus
Proceeding inductively, it follows that (22) in fact remains in force for j ≤ 0 as well. Thus the leading term in the asymptotics of r α as α ր +∞ will be the one coming from (22) with j = m − 1. In other words, k α ∼ t m−1 F (m−1) and
, proving (9) for even n. is still strictly-psh, except that φ(|z| 2 )|z| now fails to be smooth at the origin; however, it is known that (1) -or, more precisely, its variant for two weight functions mentioned at the beginning of this paper -then still remains in force at points where the weights are smooth, so in our case for z = 0. (See [10] , Theorem 1.) We thus have
for z = 0. Arguing as in the case of even n, now with k α (t) = 2π
, we arrive at
which settles (9) also for odd n and thus completes the proof of the theorem.
The upper half-space
We again begin by reviewing some standard prerequisites on harmonic functions on H n . Write points in H n temporarily as (x, y), with x ∈ R n−1 and y > 0, and let
denote the Fourier transform of a function f (x, y) ≡ f y (x) on H n . The condition that f be harmonic then translates into 
Consequently, if in addition ρ is admissible, this can only be finite if
wheref 0 ≡ A has the obvious interpretation of the Fourier transform of the boundary value f 0 of f at y = 0, and we can continue the last computation with Comparing this with the Fourier inversion formula
we see that the reproducing kernel R(x, y; a, b)
In particular, for (a, b) = (x, y),
ρ(r) r n−2 dr.
On the other hand, consider the (Siegel) domain in C m given by
and the (holomorphic) Bergman space on S with respect to a weight ρ(z, x + yi) ≡ ρ(y − |z| 2 ) depending only on y − |z| 2 . Writing functions on S as f (z, x + yi) ≡ f z,y (x) and lettingf z,y stand for the Fourier transform of f z,y with respect to x, the holomorphy of f z,y (x) in x + yi translates into ∂ yfz,y + ξf z,y = 0, or
for some functionf z,0 (ξ) depending holomorphically on z. (Again, e −ξ|z| 2f z,0 (ξ) = f z,|z| 2 (ξ) can be interpreted as the Fourier transform of the boundary value f z,|z| 2 of f z,y at y = |z| 2 .) As before, we have by Plancherel
2 −2ξr ρ(r) dξ dr dz
withρ as in (24). If ρ is in addition admissible, the last integral can be finite only iff z,0 is supported on ξ > 0, and
For f ∈ L 2 hol (S, ρ), we thus see that the function z →f z,0 (ξ) belongs to the Fock space
2 ), for any ξ > 0, and
Since the reproducing kernel of F 2ξ is known to be ( Comparing this with (27), we see that the reproducing kernel K(z, x+yi; w, a+ib)
In particular, for (w, a + ib) = (z, x + iy),
Note finally that the hypotheses
mean precisely that the function log 1 ρ(Im w−|z| 2 ) of (z, w) ∈ C m−1 ×C is strictly-psh on S. Indeed, denoting momentarily φ = log 1 ρ for brevity, the complex Hessian matrix of φ(
2 ) is given by
Multiplying the first column by for any φ ∈ C ∞ (0, +∞).
Proof of Theorem 3. Taking m = n − 1, specializing (28) further to z = 0 and x = 0, and comparing with (25), we see that
for any admissible weight function ρ on (0, +∞). Note that the domain S is just the Cayley transform of the unit ball B 2m of C m , that is, although unbounded, it is biholomorphic to a bounded domain, and thus still susceptible to (1) . Taking for the weight ρ above the ρ α from the statement of the theorem (and writing K α for the corresponding K), and noting from the last paragraph before this proof that log 1 ρ(y−|z| 2 ) is strictly-psh on S, we thus get from (1)
Applying (29) with φ = log 1 ρ therefore yields
completing the proof of Theorem 3.
Concluding remarks

5.1.
With very little extra work, it can in fact be shown that both in Theorem 2 and Theorem 3, one can actually get not only the leading term but the full asymptotic expansion in decreasing powers of α, i.e.
with b 0 given by (9) and (10). This is immediate from (2) (with y = x) and the last proof for Theorem 3, while for Theorem 2 the only additional item needed is that the Laplace integral (23) also admits the full asymptotic expansion
, §II.1.4).
5.2.
The case x = 0 omitted in Theorem 2 is easily handled directly: namely, from (17),
If φ ′ (0) < 0, then -as we know φ to be decreasing on (0, 1) -we again arrive at a Laplace integral that can be handled by (30), or, more precisely, by the generalization of (30) allowing S with S ′ (a) = 0 = S ′′ (a), see [12] , §II.1.6 (with m = 2 there). The result is
, thus recovering, in particular, the cases x = 0 in (6) and (8) .
Note that not only the leading power of α is now different than for x = 0 (α n/2 opposed to α n−1 ), but also the powers go down not by 1 but by 1 2 in the full expansion. One can, furthermore, handle in the same way also the case when Note that this jump in asymptotics (Stokes phenomenon) at x = 0 has no analogue on the upper half-space in Theorem 3. Apparently it seems to be connected with the fact that ρ(x) = φ(|x| 2 ) has a maximum at x = 0.
5.3.
Using the doubling formula Γ(n − 1) = π −1/2 2 n−2 Γ( which is almost the same as the constant factor in (10), having only 2 3−n in the place of 2 3−2n .
5.4.
For n = 2, the right-hand sides of both (9) and (10) at all points where ∇ρ = 0, while some "Stokes phenomenon" occurs at the critical points of ρ?
5.5. In some sense, the results of this paper perhaps raise more questions than they answer. On the one hand, one can conjecture, generalizing (31), that for arbitrary bounded domain Ω ⊂ R n , n ≥ 2, with smooth boundary, and "nice" defining function ρ for Ω, one has In fact, it is already quite surprising that α n−1 should occur as the leading power in (32), compared to the leading order α n in (1) for the holomorphic case. (Note further that in (1) n is the complex dimension, while in (32) n is the real dimension!) Finally, one can only guess what the situation might be for other function classes in L 2 (Ω, ρ α ) that admit reproducing kernels, such as the pluriharmonic or the caloric functions, or quite generally the functions annihilated by a given (hypo)elliptic linear partial differential operator.
