We introduce a relaxed-projection splitting algorithm for solving variational inequalities in Hilbert spaces for the sum of nonsmooth maximal monotone operators, where the feasible set is defined by a nonlinear and nonsmooth continuous convex function inequality. In our scheme, the orthogonal projections onto the feasible set are replaced by projections onto separating hyperplanes. Furthermore, each iteration of the proposed method consists of simple subgradient-like steps, which does not demand the solution of a nontrivial subproblem, using only individual operators, which explores the structure of the problem. Assuming monotonicity of the individual operators and the existence of solutions, we prove that the generated sequence converges weakly to a solution.
Introduction
Let H be a real Hilbert space with inner product ·, · and induced norm · . For C, a nonempty, convex and closed subset of H, we define the orthogonal projection of x onto C, P C (x), as the unique point in C such that P C (x) − x ≤ y − x for all y ∈ C. Recall that an operator T : H ⇒ H is monotone if, for all (x, u), (y, v) ∈ Gr(T ), we have x − y, u − v ≥ 0, and it is maximal if T has no proper monotone extension in the graph inclusion sense.
In this paper, we present a relaxed-projection splitting algorithm for solving the variational inequality problem for T and C, with T as a sum of m nonsmooth maximal monotone operators, i.e, T = T 1 + T 2 + · · · + T m where T i : H ⇒ H, (i = 1, 2, . . . , m) and C is given of the following form: C := {x ∈ H : c(x) ≤ 0} where c : H → Ê is a continuous and convex function, possibly nondifferentiable.
It is clear that, if T i , (i = 1, . . . , m) are monotone, then T = T 1 + T 2 + · · · + T m is also monotone. But if T i , (i = 1, 2, . . . , m) are maximal, it does not necessarily imply, that T is maximal even when dom(T ) is nonempty. Some additional condition is needed, since for example the graph of T can be even empty (as happens when dom(T ) = dom(T 1 ) ∩ dom(T 2 ) ∩ · · · ∩ dom(T m ) = ∅).
The problem of determining conditions under which the sum is maximal, turns out to be of fundamental importance in the theory of monotone operators. Results in this directions were proved in [38] . It is clear that in our case (dom(T i ) = H, i = 1, 2, . . . , m) all these sufficient conditions for establishing the maximality of T , are satisfied. Now, we recall the formulation of the variational inequality problem for T and C, namely:
Find x * ∈ C such that ∃ u * ∈ T (x * ), with u * , x − x * ≥ 0 ∀ x ∈ C.
The solution set of problem (1) is denoted by S * . This problem has been a classical subject in economics, operations research and mathematical physics, particularly in the calculus of variations associated with the minimization of infinite-dimensional functionals; see, for instance, [29] and the references therein. It is closely related to many problems of nonlinear analysis, such as optimization, complementarity and equilibrium problems and finding fixed points; see, for instance, [22, 29, 44] . Many methods have been proposed to solve problem (1), with T point-to-point; see [27, 31, 42, 43] , and for T point-to-set; see [3, 25, 26, 30] . An excellent survey of methods for variational inequality problems can be found in [21] . Variational inequality problems are related to inclusion problems. In fact, when the feasible set is the whole space, the variational inequality problem may be formulated as an inclusion problem. In this work, we are interested in methods that explore the structure of T . This kind of methods are called splitting, since each iteration involves only the individual operators, but not the sum. Many splitting algorithms have been proposed in order to solve this type of inclusion problem; see [2, 18, 19, 33, 34, 36, 45, 47] and the references therein. However, in all of them, the resolvent operator of any individual operator, must be evaluated in each iteration. It is important to mention, that this proximal-like iteration is a nontrivial problem, which demands hard work from computational point of view. Our algorithm avoids this difficulty, replacing proximal-like iterations by subgradient-like projection steps. This represents a significant advantage in both implementational and theoretical senses.
Another weakness which appears in almost all methods solving problem (1) , is the necessity to compute the exact projection onto C. This limits the applicability of the methods, especially when such a projection is computationally difficult to evaluate. It is well known that only in a few specific instances the projection onto a convex set has an explicit formula. When the feasible set of problem (1) is a general closed convex set, C, we must solve a nontrivial quadratical problem, in order to compute the projection onto C. This difficulty also appears when the feasible set of problem (1) is expressed as the solution set of another problem, as in this paper. In this kind of problems, it is very hard to find the projection onto the feasible set or even find a feasible point. One option for avoiding this difficulty, consists in replacing at each iteration, the projection onto C, by the projection onto halfspaces containing the given set C and not the current point.
For variational inequality problems, the above approach was introduced in [23] , for point-topoint and strongly monotone operators. Other schemes have been proposed, in order to improve the convergence results, without doing exact projections onto C: in [7, 10] for point-to-set and paramonotone operators; in [9] for point-to-point and monotone operators. Algorithms using similar ideas may be found in [15, 16] .
In this work, we propose a new splitting scheme for solving problem (1), in which the orthogonal projections onto the feasible set, are replaced by projections onto separating hyperplanes and only simple subgradient-like steps are performed. Assuming maximal monotonicity of the individual operators and existence of solutions, we establish the weak convergence to a solution, of the whole generated sequence.
Our method was inspired by the incremental subgradient method for nondifferentiable optimization, proposed in [35] , and it uses an idea similar to the ideas exposed in [5, 7, 10] . In the case of only one operator, it is known that a natural extension of the subgradient iteration (one step), the convergence fails in general for monotone operators; see [9, 10] . However, as will be shown, we introduce an extra step in order to prove the weak convergence of the sequence generated by our algorithm.
The paper is organized as follows. The next section provides some notation and preliminary results that will be used in the remainder of this paper. The relaxed splitting method is presented in Section 3 and Subsection 3.1 contains the convergence analysis of the algorithm. Section 4 contains some discussion on the assumptions with examples showing the effectiveness of our scheme.
Preliminary Result
In this section, we present some definitions and results that are needed for the convergence analysis of the proposed method. First, we state two well known facts on orthogonal projections. Lemma 2.1. Let S be any nonempty closed and convex set in H, and P S the orthogonal projection onto S. For all x, y ∈ H and z ∈ S, the following properties hold:
Proof. See Lemmas 1.1 and 1.2 in [46] .
We next deal with the so called quasi-Fejér convergence and its properties. 
This definition originates in [20] and has been elaborated further in [17, 28] .
(b) If all weak cluster point of (x k ) k∈N belong to S, then the sequence (x k ) k∈N is weakly convergent.
Proof. See Theorem 4.1 in [28] .
The next lemma will be useful for proving that the sequence generated by our algorithm, converges weakly to some point belonging to the solution set of problem (1).
Lemma 2.2. If a sequence (x k ) k∈N is quasi-Fejér convergent to a closed and convex set S, then the sequence (P S (x k )) k∈N is strongly convergent.
Proof. See Lemma 2 in [7] .
We also need the following results on maximal monotone operators and monotone variational inequalities. Lemma 2.3. Let T : H ⇒ H be a maximal monotone operator and C a closed and convex set. Then, the solution set of problem (1), S * , is closed and convex.
Proof. See Lemma 2.4(ii) in [11] .
The next lemma will be useful for proving that all weak cluster points of the sequence generated by our algorithm belong to the solution set of problem (1).
Lemma 2.4. Consider the variational inequality problem for T and C. If T : H ⇒ H is maximal monotone, then
Proof. See Lemma 3 in [41] .
The next lemma provides a computable upper bound for the distance from a point to the feasible set C.
Lemma 2.5. Let c : H → Ê be a convex function and C := {x ∈ H : c(x) ≤ 0}. Assume that there exists w ∈ C such that c(w) < 0. Then, for all y ∈ H such that c(y) > 0, we have
Proof. See Lemma 4 in [7] . Now, the next proposition will be useful for calculating the projections onto the halfspaces that will appear in our algorithm. Proposition 2.2. Let f : H → H a convex function and given y, z, w ∈ H and v ∈ ∂f (z). Define W z,w := {x ∈ H : x − z, w − z ≤ 0} and
where λ 1 , λ 2 are solution of the linear system:
Proof. See Proposition 28.19 in [4] .
Finally, we will need the following elementary result on sequence averages.
Then (w k ) k∈N also converges strongly top.
Proof. See Proposition 3 in [7] .
A Relaxed-Projection Splitting Method
In this section, we introduce an algorithm for solving the variational inequality problem when T = T 1 + T 2 + . . . + T m and C is of the form
where c : H → Ê is a continuous convex function. Differentiability of c is not assumed and therefore the representation (2) is rather general, since any system of inequalities c j (x) ≤ 0 with j ∈ J, where each c j is convex, may be represented as in (2) with c(x) = sup{c j (x) : j ∈ J}.
Consider an exogenous sequence (α k ) k∈N in Ê ++ . Then the algorithm is defined as follows.
Algorithm A Initialization step: Take x 0 ∈ H and θ > 0. Define z 0 := x 0 and σ 0 := α 0 .
Else, perform the following inner loop:
where
and
with g k,j ∈ ∂c(y k,j ). Stop the inner loop when dist(y k,j+1 , C) ≤ θα k , put j = j(k).
and z
Compute the cycle, from i = 1, 2, . . . , m, as follows
Before the formal analysis of the convergence properties of Algorithm A, we make some comments and discuss about the assumptions. First, unlike other projection methods, Algorithm A generates a sequence (x k ) k∈N which is not necessarily contained in the set C. As will be shown in the next subsection, the generated sequence is asymptotically feasible and, in fact, converges to some point in the solution set. We observe that the inner loop in (3)- (7), starts with the point z k and ends with a point z k 0 close to C, in fact dist(z k 0 , C) ≤ θα k , this is possible since the inner loop, in the step k, is a direct application of Algorithm A in [8] , with C = H, x 0 = y k,0 , f (x) = c + (x) := max{0, c(x)} and f * := inf x∈H c + (x) = 0. Recently has been proposed in [6] a restricted memory level bundle method improving the convergence result of [8] , which it to be used into the inner loop accelerating its convergence.
It might seem that this inner loop can be replaced by any finite procedure leading to an approximation of P C (z k ), say a point z k 0 such that z k 0 − P C (z k ) is sufficiently small. This is not the case: In the first place, depending on the location of the intermediate hyperplanes C k,j and W k,j , the sequence (y k,j ) j∈N may approach points in C far from P C (z k ); in fact the computational cost of our inner loop is lower than the computation of an inexact orthogonal projection of z k onto C. On the other hand, it is not the case that any point z close enough to P C (z k ) will do the job. The crucial relation for convergence of our method is z k 0 − x ≤ z k − x for all x ∈ C, which may fail if we replace z k 0 by points z arbitrarily closed to P C (z k ). Algorithm A is easily implementer, since P W k,j ∩C k,j and P C k , given in (3) and (7) respectively, have easy formulae by proposition 2.2. Hence, by Proposition 2.2 the projections onto C k,j ∩ W k,j in the inner loop (3)-(7) and C k in (8), can be calculated explicitly. Therefore, Algorithm A may be considered as an explicit method, since it do not solve a nontrivial subproblem. We need the following boundedness assumptions on ∂c.
(H1) ∂c is bounded on bounded sets.
In finite-dimensional spaces, this assumption is always satisfied in view of Theorem 4.6.1(ii) in [14] , due to the maximality of ∂c. The maximality has been proved in [39] . For some equivalences with condition (H1), see for instance Proposition 16.17 in [4] . Moreover in the literature, (H1) has been considered as the convergence analysis of various methods solving optimization problems in infinite-dimensional spaces; see, for instance, [1, 8, 37] . We only use this assumption for establishing the well definition of the inner loop.
(H2) Define
with u k i ∈ T i (z k i−1 ). Then, assuming that the stepsize sequence, (α k ) k∈N , satisfies:
We mention that in the analysis of [35] , a stronger condition than (H2) is required for proving convergence of the incremental subgradient method. Recently, similar assumptions have been used in the convergence analysis in [2, 12] .
The condition (12) (divergent-series) on the stepsizes has been used widely for the convergence of classical projected subgradient methods; see [1, 37] .
The condition (13) is used for establishing Proposition 3.3, which implies boundedness of the sequence (z k ) k∈N . When (α k ) k∈N is in ℓ 2 (N), the condition (13) holds, assuming that the image of T i , (i = 1, 2, . . . , m) are bounded. Furthermore, it is possible to assume a weaker sufficient condition for (13) as for example: if (α k ) k∈N = (1/k) k∈N , then the sequence (η k ) k∈N , defined in (11), may be unlimited like the sequence (k s ) k∈N for any s ∈ (0, 1/2).
Convergence Analysis
Before establishing convergence of Algorithm A, we need to ascertain the validity of the stopping criterion as well as the fact that Algorithm A is well defined. Proposition 3.1. Take C, C k,j , W k,j , W k and C k defined by Algorithm A. Then,
Proof.
(a): It follows from (4) and the definition of the subdifferential that C ⊆ C k,j for all k and j. Note that for all y k,j / ∈ C, we have ∂f (y k,j ) = ∂c(y k,j ), thus C ⊆ C k by (6) . Using Proposition 4 and Corollary 1 of [8] , with C = H, f (x) = c + (x) := max{0, c(x)} implying that f * = 0, since our C = ∅, we get C ⊆ W k,j for all k, j. By (3) and (7), we have z k 0 ∈ C k and by (8) ,
(b): Regarding the projection step in (3) and (8) , item (a) shows that the projections onto C k,j ∩ W k,j and C k are well defined. Using Theorem 2 of [8] , with C = H, x 0 = y k,0 , f (x) = c + (x) := max{0, c(x)}, we have that (y k,j ) j∈N converges strongly to P C (y k,0 ) ∈ C. Thus, j(k) is well defined.
A useful proposition for the convergence of algorithm is: Proposition 3.2. Let (z k ) k∈N and (z k i ) k∈N , with i = 0, 1, · · · , m be sequences generated by Algorithm A. Then
(b) For any x ∈ C and u ∈ T (x) such that u = m i=1 u i with u i ∈ T i (x), (i = 1, 2, . . . , m). Then,
where η := max 1≤i≤m u i .
Proof. (a): Since z k i ∈ C k for all 0 ≤ i ≤ m and all k, taking any u k j ∈ T j (z k j−1 ) and using the Cauchy-Schwarz inequality, we have
(b): Take (x, u) ∈ Gr(T ) with u = m i=1 u i and u i ∈ T i (x), (i = 1, 2, . . . , m). Using Lemma 2.1(a) in the first inequality, and the monotonicity of each component operator T i in the latter, we obtain,
for all k and i = 1, 2, . . . , m. By summing the above inequalities over i = 1, 2, . . . , m and using (11), we get
Using the Cauchy-Schwarz inequality and item (a) for j = m and i = 0, we have
where the last inequality is a direct consequence of the fact that z k 0 is obtained by the inner loop (3)- (7) and defining η = max 1≤i≤m u i thus proving the proposition.
We continue by proving the quasi-Fejér properties of the sequences (z k ) k∈N generated by Algorithm A. From now on, we assume that the solution set, S * , of problem (1) is nonempty. Proof. Takex ∈ S * . Then, there existsū ∈ T (x) such that
whereū = m i=1ū i , withū i ∈ T i (x), (i = 1, 2, . . . , m). Using now Proposition 3.2(b), takinḡ η = max 1≤i≤m ū i , we get
where we used (14) and the Cauchy-Schwarz inequality in the second inequality and the last inequality is a consequence of the fact that z k 0 is obtained by the inner loop (3)- (7). It follows from (15), (11) and (H2) that (z k ) k∈N is quasi-Fejér convergent to S * .
Next we establish some convergence properties of Algorithm A. Proposition 3.4. Let (z k ) k∈N and (x k ) k∈N be the sequences generated by Algorithm A. Then,
(d) all weak cluster points of (x k ) k∈N belong to C.
Proof. (a):
We proceed by induction on k. For k = 0, using (10) and that σ 0 = α 0 , we have that x 1 = z 1 . By hypothesis of induction, assume that
Using (9) and (10), we obtain
By (16) and the above equation, we get
proving the assertion.
(b): Using Proposition 3.3 and Proposition 2.1(a), we have the boundedness of (z k ) k∈N . We assume that there exists R > 0 such that z k ≤ R, for all k. By the previous item,
Definex
Since 1 σ k k j=0 α j = 1 by (9), we get from the convexity of C, thatx k+1 ∈ C. Thus,
using the fact thatx k+1 belongs to C in the first inequality, (b) and (18) in the equality, convexity of · in the second inequality, Proposition 3.2(a), with j = m and i = 0, in the fourth inequality and (17) in the last one. Taking limits in (19) and using (9) and (12), we get lim k→∞ dist(x k+1 , C) = 0, establishing (c).
(d): Follows directly from (c).
Next we prove optimality of the cluster points of (x k ) k∈N . Theorem 3.1. All weak cluster points of the sequence (x k ) k∈N generated by Algorithm A solve problem (1).
Proof. Using Proposition 3.2(b), we get, for any x ∈ C, u ∈ T (x) and for all j > 0,
using the Cauchy-Schwarz inequality in the second inequality and Proposition 3.2(a), with j = m and i = 0, in the last one. Rewriting and summing (20) from j = 0 to j = k and dividing by σ k , we obtain from Proposition 3.4(a) that
After rearrangements, we have
Letx be a weak cluster point of (x k ) k∈N . Existence ofx is guaranteed by Proposition 3.4(b). Note thatx ∈ C by Proposition 3.4(d). Taking limits in (21), using (13), boundedness of (z k ) k∈N by Proposition 3.3 and (12), we obtain that u, x −x ≥ 0 for all x ∈ C and u ∈ T (x). Using Lemma 2.4, we get thatx ∈ S * . Hence, all weak cluster points of (x k ) k∈N solve problem (1).
Finally, we state and prove the weak convergence of the main sequence generated by Algorithm A.
Proof. Define p k := P S * (z k ) the orthogonal projection of z k onto S * . Note that p k exists, since the solution set S * is nonempty, closed and convex by Lemma 2.3. By Proposition 2.1, (z k ) k∈N is quasi-Fejér convergent to S * . Therefore, it follows from Lemma 2.2 that (P S * (z k )) k∈N is strongly convergent. Set
By Proposition 3.4(b), (x k ) k∈N is bounded and by Theorem 3.1 each of its weak cluster points belong to S * . Let (x i k ) k∈N be any weakly convergent subsequence of (x k ) k∈N , and letx ∈ S * be its weak limit. In order to establish the weak convergence of (x k ) k∈N , it suffices to show thatx = x * . By Lemma 2.1(ii) we have that x − p j , z j − p j ≤ 0 for all j. Let ξ = sup 0≤j≤∞ z j − p j . Since (z k ) k∈N is bounded by Proposition 2.1(a), we get that ξ < ∞. Using the Cauchy-Schwarz inequality,
for all j. Multiplying (23) by α j−1 σ k−1 and summing from j = 1 to k − 1, we get from Proposition 3.4(a),
Define
It follows from the definition of σ k , that lim k→∞ ζ k,j = 0 for all j and k j=0 ζ k,j = 1 for all k. Using (22) and Proposition 2.3 with
Taking limits in (24) over the subsequence (i k ) k∈N , and using (25) and (26), we get
implying thatx = x * .
Final Remarks
In this section we discuss the assumptions of our scheme, showing examples as well as some alternatives for changing these assumptions. One problem in establishing the well definition of the sequence generated by Algorithm A may be the difficulty of choosing stepsizes satisfying Assumption (H2); see (12)- (13) . This is clear in the important case, where the operators have bounded range, the sequence (η k ) k∈N , defined in (11), is bounded. Hence, any sequence (α k ) k∈N in ℓ 2 (N) \ ℓ 1 (N) may be used satisfying (H2). Now we present some examples showing that (H2) is verified for some different instances. Example 1. Consider the variational inequality problem in a Hilbert space H, for T and S = argmin x∈H f (x), where T : H ⇒ H is a maximal monotone operator and f : H → Ê is a continuous convex function which satisfies (H1). This problem is equivalent to problem (1), with m = 1, T 1 = T , c = f − f * , where f * = min x∈H f (x) and Algorithm A may be rewritten as follows:
Algorithm A1
Initialization step: Take x 0 ∈ H and θ > 0. Define z 0 := x 0 and σ 0 := β 0 .
. Else, perform the inner loop (3)- (7) of Algorithm A beginning with z k and finishing with z k 0 and S k . Compute
where u k ∈ T (z k 0 ) and η k = max{1, u k }. Define
Algorithm A1 is the point-to-set version of the algorithm proposed in [7] . Assuming that the problem has solutions and that (β k ) k∈N in ℓ 2 (N) \ ℓ 1 (N), the analysis of the convergence follows directly from the analysis in [7] . (The inner loop is slightly different however the convergence proof remains essentially unchanged.) Example 2. We consider the optimization problem of the form
where L : X → Y is a continuous linear operators, with closed range, X and Y are two Hilbert spaces and φ 1 : Y → Ê, φ 2 : X → Ê are convex lower semicontinuous functions. This is a classical problem which appears in many applications in mechanics and economics; see, for instance, [24] . Denote K = {(x, y) ∈ X × Y : L(x) − y = 0}, and
A and B are maximal monotone and (27) is equivalent to problem (1), with m = 2,
In this case our algorithm does not require the inner loop, since the feasible set K is a linear and closed subspace. Thus, the projection onto K is easy to compute; in effect, the set K can be rewritten as
and hence,
Algorithm A may be rewritten as follows:
Algorithm A2
Initialization step: Take x 0 := (x 0 1 , x 0 2 ) ∈ K and θ > 0. Define z 0 := x 0 and σ 0 := β 0 .
2,2 ), and define
.
Example 3. Consider the minimax problem:
where L : X → X is a self adjoint and continuous linear operator, X is a Hilbert space, φ 1 : X → Ê, φ 2 : X → Ê are convex lower semicontinuous functions and φ 2 is Gâteaux differentiable. This problem was presented in [38] and under a suitable constraint qualification, this problem is equivalent to problem (1), with m = 2, H = C = X × X, and
which are maximal monotone operators. Algorithm A can be rewritten as follows:
Algorithm A3
Initialization step: Take x 0 := (x 0 1 , x 0 2 ) ∈ X × X and θ > 0. Define z 0 := x 0 and σ 0 := β 0 . 
2 ).
In Algorithms A2 and A3, presented in the above examples, the stepsize is α k = β k η k , for all k and hence η k α k = β k and (13) is equivalent to (β k ) k∈N in ℓ 2 (N), which by Proposition 3.3 implies, the boundedness of the sequence (z k ) k∈N . Moreover as a consequence of Proposition 3.2(a) the sequences (z k i−1 ) k∈N , (i = 1, 2, . . . , m) are bounded. Now, condition (12) becomes in
where η k = max 1≤i≤m {1, u k i }, with u k i ∈ T i (z k i−1 ). Thus, a sufficient condition for (29) is that the image of T i , (i = 1, 2, . . . , m) is bounded on bounded sets (since the sequences (z k i−1 ) k∈N , (i = 1, 2, . . . , m) are bounded). Moreover, (η k ) k∈N may be an unlimited sequence as for example (k s ) k∈N for any s ∈ (0, 1/2).
Therefore Assumption (H2) turns into "(β k ) k∈N lies in ℓ 2 (N) \ ℓ 1 (N)", which is a requirement widely used in the literature. The convergence analysis of Algorithms A2 and A3 follows from the convergence analysis of Algorithm A.
Another important point on Algorithm A, is that the inner loop (3)- (7) uses the distance function. It is clear that this is weakest that compute the exact projection for almost all instances. Furthermore inside of the inner loop, we may only check the condition related with the distance on selected index. In connection we may include the following assumption: (H3) Assume that a Slater point is available, i.e. there exists a point w ∈ H such that c(w) < 0.
If Assumption (H3) holds, by Lemma 2.5 we can obtain an explicit algorithm for a quite general convex set C, replacing the inequality dist(y k,j+1 , C) ≤ θα k in the Inner There are examples of sets C for which no Slater point is available, while (H3 * ) holds, including instances in which C has an empty interior. An exhaustive discussion about weak constraint qualifications for getting error-bound can be found in [32, 40] .
