The way the graph structure of the constraints influences the complexity of constraint satisfaction problems (CSP) is well understood for bounded-arity constraints. The situation is less clear if there is no bound on the arities. In this case the answer depends also on how the constraints are represented in the input. We study this question for the truth table representation of constraints. We introduce a new hypergraph measure adaptive width and show that CSP with truth tables is polynomial-time solvable if restricted to a class of hypergraphs with bounded adaptive width. Conversely, assuming a conjecture on the complexity of binary CSP, there is no other polynomial-time solvable case. Finally, we present a class of hypergraphs with bounded adaptive width and unbounded fractional hypertree width.
C correspond to the clauses (thus the arity of each constraint is 3). For more background, see e.g., [7, 12] .
In general, solving constraint satisfaction problems is NP-hard if there are no additional restrictions on the instances. The main goal of the research on CSP is to identify tractable special cases of the general problem. The theoretical literature on CSP investigates two main types of restrictions. The first type is to restrict the constraint language, that is, the type of constraints that are allowed. This direction includes the classical work of Schaefer [22] and its many generalizations [2-4, 7, 17] . The second type is to restrict the structure induced by the constraints on the variables. The hypergraph of a CSP instance is defined to be a hypergraph on the variables of the instance such that for each constraint c ∈ C there is a hyperedge E c that contains all the variables that appear in c. If the hypergraph of the CSP instance has very simple structure, then the instance is easy to solve. For example, it is well-known that a CSP instance I with hypergraph H can be solved in time I O(tw(H )) [9] , where tw(H ) denotes the treewidth of H and I is the size of the representation of I in the input. Thus if we restrict the problem to instances where the treewidth of the hypergraph is bounded by some constant w, then the problem is polynomial-time solvable. The aim of this paper is to investigate whether there exists some other structural property of the hypergraph besides bounded treewidth that makes the problem tractable. Formally, for a class H of hypergraphs, let CSP(H) be the restriction of CSP where the hypergraph of the instance is assumed to be in H. Our goal is to characterize the complexity of CSP(H) for every class H. O(1) , where I is the length of the representation of I in the input. The following notion interprets tractability in a less restrictive way: CSP(H) is fixed-parameter tractable (FPT) if there is an algorithm solving every instance I of CSP(H) in time f (H )( I ) O(1) , where f is an arbitrary function and H is the hypergraph of the instance. Equivalently, the factor f (H ) in the definition can be replaced with a factor f (k) depending only on the number k of vertices of H : as the number of hypergraphs on k vertices (without parallel edges) is bounded by a function of k, the two definitions result in the same notion. The motivation behind the definition of fixed-parameter tractability is that in certain applications we expect the domain size to be much larger than the number of variables, hence a constant factor in the running time depending only on the number of variables (or on the hypergraph) is acceptable. For example, in the theory of database queries, we can assume that the query size (i.e., the size of the hypergraph) is small, while the database relations are large (see [10, 15] ). For a more general treatment of fixed-parameter tractability, the reader is referred to the parameterized complexity literature [6, 8] .
We investigate two notions of tractability. CSP(H) is polynomial-time solvable if there is an algorithm solving every instance of CSP(H) in time ( I )
Bounded Arities If the constraints have bounded arity (i.e., the edge size in H is bounded by a constant), then the complexity of CSP(H) is well understood. In this case, bounded treewidth is the only polynomial-time solvable case: Theorem 1 [13] If H is a recursively enumerable class of hypergraphs with bounded edge size, then (assuming FPT = W [1] ) the following are equivalent:
CSP(H) is polynomial-time solvable.

CSP(H) is fixed-parameter tractable.
H has bounded treewidth.
The assumption FPT = W [1] is a standard hypothesis of parameterized complexity. Thus in the bounded arity case bounded treewidth is the only property of the hypergraph that can make the problem polynomial-time solvable. Furthermore, the following sharpening of Theorem 1 shows that there is no algorithm whose running time is significantly better than the I O(tw(H )) bound of the treewidth based algorithm. The result is proved under the Exponential Time Hypothesis (ETH) [16] , a somewhat stronger assumption than FPT = W [1] : it is assumed that there is no 2 o(n) time algorithm for n-variable 3SAT.
Theorem 2 [19] If there is a computable function f and a recursively enumerable class H of hypergraphs with bounded edge size and unbounded treewidth such that the problem CSP(H) can be solved in time f (H ) I o(tw(H )/ log tw(H )) for instances I with hypergraph H ∈ H, then ETH fails.
This means that the treewidth-based algorithm is almost optimal: in the exponent only an O(log tw(H )) factor improvement is possible. It is conjectured in [19] that Theorem 2 can be made tight, i.e., the lower bound holds even if the logarithmic factor is removed from the exponent.
Conjecture 3 [19] If H is a class of hypergraphs with bounded edge size, then there is no algorithm that solves CSP(H) in time f (H ) I o(tw(H )) for instances I with hypergraph H ∈ H, where f is an arbitrary computable function.
Unbounded Arities The situation is less understood in the unbounded arity case, i.e., when there is no bound on the maximum edge size in H. First, the complexity in the unbounded-arity case depends on how the constraints are represented. In the bounded-arity case, if each constraint contains at most r variables (r being a fixed constant), then every reasonable representation of a constraint has size |D| O(r) . Therefore, the size of the different representations can differ only by a polynomial factor. On the other hand, if there is no bound on the arity, then there can be exponential difference between the size of succinct representations (e.g., formulas) and verbose representations (e.g., truth tables). The running time of an algorithm is expressed as a function of the input size, hence the complexity of the problem can depend on how the input is represented: longer representation means that it is potentially easier to obtain a polynomial-time algorithm.
The most well-studied representation of constraints is listing all the tuples that satisfy the constraint. For this representation, there are classes H with unbounded treewidth such that CSP restricted to this class is polynomial-time solvable. For example, classes with bounded (generalized) hypertree width [11] , bounded fractional edge cover number [14] , and bounded fractional hypertree width [14, 20] are such classes. However, no classification theorem similar to Theorem 1 is known for this version. More succinct representations were studied by Chen and Grohe [5] : constraints are represented by generalized DNF formulas or by decision diagrams. The complexity of the problem with these representations were fully characterized: it turns out that the complexity depends not on the treewidth of the hypergraph (as in Theorem 1) but on the treewidth of the incidence structure (in the case of generalized DNF representation) or on the treewidth of a structure describing the decision diagrams (in the case of decision diagram representation).
Truth Table Representation
In this paper we study another natural representation: truth tables. A constraint of arity r is represented by having one bit for each possible r-tuple that can appear on the r variables of the constraint, and this bit determines whether this particular r-tuple satisfies the constraint or not. This means that the representation of an r-ary constraint consists of |D| r bits, if the domain of every variable is D. To increase the flexibility of the representation and make it more natural, we allow that the variables have different domains, i.e., each variable v has to be assigned a value from its domain Dom(v). Thus the size of the truth table of an r-ary constraint is proportional to the size of the direct product of the domains of the r variables. This representation is more verbose than listing satisfying tuples: the size of the representation is proportional to the number of possible tuples even if only few tuples satisfy the constraint. While the motivation for truth table representation is not as strong as for representation by listing all the tuples (which is the natural representation in database-theoretic applications [18, 21] ), we believe that investigating truth-table representation is an important theoretical problem and the ideas discovered in this paper will be useful in the study of more natural representations. In particular, the main algorithmic message of the paper ("the decomposition should depend not only on the hypergraph, but also on other properties of the instance") might be relevant in other contexts as well. Furthermore, any hardness result obtained for this representation immediately proves hardness for every more succinct representation.
Formally, we define the variant of CSP considered in this paper as follows:
, where:
• V is a set of variables,
• D is a domain of values, 
Width Parameters
Treewidth and various variants are defined in this section. We follow the framework of width functions introduced by Adler [1] . A tree decomposition of a hypergraph H is a tuple (T , (B t ) t∈V (T ) ), where T is a tree and (B t ) t∈V (T ) is a family of subsets of V (H ) such that for each E ∈ E(H ) there is a node t ∈ V (T ) such that E ⊆ B t , and for each v ∈ V (H ) the set {t ∈ V (T ) | v ∈ B t } is connected in T . The sets B t are called the bags of the decomposition. Let f : 2 V (H ) → R + be a function that assigns a nonnegative real number to each nonempty subset of vertices. The f -width of a tree-decomposition (T , (B t ) t∈V (T ) ) is max{f (B t ) | t ∈ V (T )}. The f -width of a hypergraph H is the minimum of the f -widths of all its tree decompositions. Now treewidth can be defined as follows: Further width notions defined in the literature can also be conveniently defined using this setup. A subset E ⊆ E(H ) is an edge cover if E = V (H ). The edge cover number ρ(H ) is the size of the smallest edge cover (here we assume that H has no isolated vertices). For X ⊆ V (H ), let ρ H (X) be the size of the smallest set of edges covering X.
Definition 7 The (generalized) hypertree width of H is hw(H ) := ρ H -width(H ).
We also consider the linear relaxations of edge covers: a function γ :
The fractional cover number ρ * (H ) of H is the minimum of E∈E(H ) γ (E) taken over all fractional edge covers of H . We define ρ * H (X) analogously to ρ H (X): the requirement E:v∈E γ (E) ≥ 1 is restricted to vertices v ∈ X.
Definition 8 The fractional hypertree width of H is fhw(H
) := ρ * H -width(H ).
The dual of covering is independence. A subset X ⊆ V (H ) is an independent set if |X ∩ E| ≤ 1 for every E ∈ E(H ). The independence number α(H )
is the size of the largest independent set and α H (X) is the size of the largest independent set that is a subset of X. A function φ :
for every E ∈ E(H ). The fractional independence number α * (H ) of H is the maximum of v∈V (H ) φ(v) taken over all fractional independent sets φ of H and α * H (X) is the maximum taken over all independent sets that are zero outside X. It is well known that α(H )
Thus α * H -width gives us exactly the same notion as fractional hypertree width. The main new definition of the paper uses fractional independent sets, but in a different way. For a function f : V (H ) → R + , we define f (X) = v∈X f (v) for X ⊆ V (H ) and define f -width accordingly.
Definition 9
The adaptive width adw(H ) of a hypergraph H is the maximum of φ-width(H ) taken over all fractional independent sets φ of H .
The difference between fractional hypertree width and adaptive width can be understood the following way. As mentioned above, in Definition 8, ρ * H -width can be replaced by α * H -width, i.e., we are interested in a tree decomposition where the size of the maximum fractional independent set is bounded in every bag. In other words,
The definition of adaptive width exchanges the two quantifiers. Instead of requiring that there is a tree decomposition that is "good" for every fractional independent set φ, we require that for every fractional independent set φ, there is a tree decomposition that is "good." More precisely,
for all fractional independent set φ, exists a tree decomposition T such that φ(B) ≤ w for every bag B of T .
For constraint satisfaction problems, bounded fractional hypertree width means that for every hypergraph H , there is a tree decomposition such that every instance has a bounded number of solutions in each bag, thus we can use dynamic programming to solve the instance [14] . The main conceptual contribution of this paper is the idea that we should look at the instance first and use different tree decompositions for different instances. In the truth table setting, we look at the distribution of the domain sizes in the input instance and derive a fractional independent set φ based on these sizes. Bounded adaptive width means that there is a tree decomposition where this particular φ is bounded on each bag, and, as we shall see in Sect. 3, this implies that there is only a bounded number of solutions in each bag. Thus we are not using a single fixed decomposition for each hypergraph, but we find the decomposition adaptively, taking into account the properties of the actual instance. This paradigm (finding a decomposition after looking at the instance) is the main message of the paper and might be of use in other settings as well. Currently, we do not have an efficient algorithm for computing adaptive width. Fortunately, the polynomial-time algorithm in Sect. 3 for instances with bounded adaptive width does not need to determine the adaptive width of the input, it is sufficient that the adaptive width is promised to be bounded. However, the technical details of the hardness proof of Sect. 4 require that the question adw(H ) ≥ w is decidable. The following lemma gives an algorithm for this decision problem.
Lemma 10 There is an algorithm that, given a hypergraph H and a rational number w, decides if adw(H ) ≥ w. If the answer is yes, then the algorithm returns a rational fractional independent set α such that the α-width of H is at least w.
Proof The hypergraph H has a finite number d of tree decompositions, let us fix an enumeration of these decompositions. Let B i be the set of bags of the i-th decomposition. If adw(H ) ≥ w, then there is a fractional independent set φ for H such that the φ-width of H is at least w. This means that for every 1 
holds. This can be decided with the use of linear programming. If there is a suitable φ, then it follows from well-known results in linear programming that there is a rational φ as well.
We finish the section with a combinatorial observation that will be useful later (recall that the closed neighborhood of a vertex v is the union of all the edges containing v): Proof Consider a tree decomposition of H . If u and v are two vertices that do not satisfy the requirements, then remove these vertices from those bags where only one of them appears (since u and v are neighbors, they appear together in some bag B t , hence both vertices appear in at least one bag after the removals). The intersection of two subtrees is also a subtree, thus it remains true that u and v appear in a connected subset of the bags. We have to show that for every edge E ∈ E(H ), there is a bag B t that fully contains E even after the removals. If {u, v} ⊆ E or E ∩ {u, v} = ∅, then this clearly follows from that fact that some bag fully contains E before the removals. Assume without loss of generality that u ∈ E and v ∈ E. We show that E ∪ {v} is fully contained in some bag B t before the removals, hence (as {u, v} ⊆ E ∪ {v}) B t fully contains E ∪ {v} even after the removals. Since u ∈ E, edge E is in the closed neighborhood of u. Thus by assumption, E is also in the closed neighborhood of v, which means that E ∪ {v} is a clique in H (recall that a clique in hypergraph is set K of vertices such that for any two x, y ∈ K, there is an edge containing both x and y). It is well known that every clique is fully contained in some bag of the tree decomposition (this follows from the fact that subtrees of a tree satisfy the Helly property), thus it follows that E ∪ {v} ⊆ B t for some bag B t .
Let us repeat these removals until there are no pairs u, v that violate the requirements; eventually we get a tree decomposition as required. Observe that the procedure terminates after a polynomial number of steps: vertices are only removed from the bags.
Algorithm for Bounded Adaptive Width
We prove that CSP tt (H) is polynomial-time solvable if H has bounded adaptive width. Bounded adaptive width ensures that no matter what the distribution of the domain sizes in the input instance is, there is a decomposition where the variables in each bag have only a polynomial number of possible assignments. For such a decomposition, the instance can be solved by standard techniques.
Lemma 12 There is an algorithm that, given an instance I of CSP tt , an integer C, and a tree decomposition (T , (B t ) t∈V (T ) ) of the hypergraph H of the instance such that v∈B t | Dom(v)| ≤ C for every bag B t , solves the instance I in time polynomial in I · C.
Proof If v∈B t | Dom(v)| ≤ C, then there are at most C possible assignments on the variables in B t . Using standard dynamic programming techniques, it is easy to check whether it is possible to select one assignment f t for each bag B t such that f t satisfies the instance restricted to the bag B t and these assignments are compatible. For completeness, we briefly describe how this can be done by a reduction to binary CSP.
Let us construct a binary CSP instance I as follows. The set of variables of I is V (T ), i.e., the bags of the tree decomposition. For t ∈ V (T ), let b t ≤ C be the number of assignments f to the variables in B t such that f (v) ∈ Dom(v) for every v ∈ B t ; denote by f t,i the i-th such assignment on
, C}. For each edge t t ∈ E(T ), we introduce a constraint c t ,t = (t , t ), R t ,t , where (i, j ) ∈ R t ,t if and only if
• i ≤ b t and j ≤ b t .
• f t ,i and f t ,j are compatible, i.e., f t ,
• f t ,i satisfies every constraint of I whose scope is contained in B t .
• f t ,j satisfies every constraint of I whose scope is contained in B t .
It is easy to see that a solution of I determines a solution of I . The size of I is polynomial in C and I . Since the graph of I is a tree, it can be solved in time (2c log 2 N) H O(1) = N O(c) H O(1) .
In H , every vertex of X v is contained in the same set of edges. Therefore, by Lemma 11, it can be assumed that each bag of the tree decomposition (T , B t∈V (T ) ) contains either all or none of X v . Define the tree decomposition (T , B * t∈V (T ) ) of H where bag B * t contains v if and only X v is contained in B t (it is easy to verify that this is indeed a tree decomposition of H ). The φ-weight of a bag B * t can be bounded as
Thus in the tree decomposition (T , B * t∈V (T ) ), the product of the domain sizes is
in each bag B * t , as required.
Hardness Result for Unbounded Adaptive Width
We prove the main complexity result of the paper in this section. The main argument is the following. Suppose that H is class of hypergraph with unbounded adaptive width such that CSP tt (H) is fixed-parameter tractable. Let H ∈ H be a hypergraph with adw(H ) ≥ k and let φ be a fractional independent set such that the φ-width of H is at least k. Let us construct a graph G from the graph underlying H by replacing each vertex v with a clique of size φ(v) · q, where q is an appropriate constant. It is not difficult to show that the treewidth of G is roughly qk. In a natural way, any binary CSP instance I 1 whose primal graph is G and whose domain is D can be simulated by a CSP instance I 2 whose hypergraph is H : we set the domain of variable v of I 2 to be (
If we estimate the cost of solving I 1 by first transforming it to I 2 and then solving it by the assumed algorithm for CSP tt (H), it turns out that, compared to solving I 1 directly by using the treewidth-based algorithm, we gain a factor of k in the exponent. Since adaptive width can be arbitrarily large for hypergraphs in H, this gain in the exponent can be arbitrarily large for graphs G arising this way. Thus Conjecture 3 does not hold for the class G of graphs constructed from the hypergraphs in H. 
Theorem 14 Let
We claim that tw(G k ) ≥ q k k − 1. Suppose for contradiction that G k has a tree decomposition (T , (B t ) t∈V (T ) ) of width less than q k k − 1, i.e., the size of every bag is smaller than q k k. By Lemma 11, it can be assumed that for every v ∈ V (H k ) and bag B t of the decomposition, either B t fully contains K v or disjoint from it. Let us construct a tree decomposition (T , (B t 
Simulating G k by H k We present an algorithm for CSP(G) violating Conjecture 3. We show how a binary CSP(G) instance I 1 with graph G k can be reduced to a CSP tt (H) instance I 2 with hypergraph H k ∈ H. Then I 2 can be solved with the assumed polynomial-time algorithm for CSP tt (H). Let G ∈ G be the graph of the CSP instance I 1 . By enumerating the hypergraphs in H, we can find the first value k such that G = G k . We construct a CSP tt (H) instance 
The definition of c E in I 2 ensures that f 1 restricted to K u ∪ K v satisfies every constraint of I 1 whose scope is contained in K u ∪ K v ; in particular, f 1 satisfies constraint c.
Running Time Assume that an instance I 1 of CSP(G) is solved by first reducing it to an instance I 2 as above and then applying the algorithm for CSP tt (H). Let us determine the running time of this algorithm. The first step of the algorithm is to enumerate the hypergraphs in H until the correct value of k is found. The time required by this step depends only on the graph G ∈ G; denote it by h 2 (G). Let us determine the time required to construct instance I 2 and the size of the representation of I 2 . As defined above, for each constraint c E in I 2 , we have to enumerate every tuple Dom(v) and check whether the corresponding assignment g satisfies every constraint whose scope is in
where the last inequality follows from the facts that φ k is a fractional independent set and {x 1 , . . . , x r } is an edge of H k . Every other step of the reduction can be done in time polynomial in I 1 , hence the reduction can be done in time
, which is also a bound on I 2 . Thus the algorithm for CSP tt (H)
We show that
hence s(w) is well defined). Observe that s(w)
is nondecreasing and unbounded. We have seen that tw(G) ≥ q k k − 1. Thus
where the second inequality follows from the definition of s. Thus the total running time is h 3 (G) I 1 o(tw(G)) , violating Conjecture 3.
Separation of Bounded Fractional Hypertree Width and Bounded Adaptive Width
We show that the class of sets of hypergraphs with bounded adaptive width strictly includes the class of sets with bounded fractional hypertree width. First, fractional hypertree width is an upper bound for adaptive width. 
Proposition 15 For every hypergraph H , adw(H ) ≤ fhw(H ).
Proof Let (T , B t∈V (T ) ) be a tree decomposition of H whose ρ * H -width is fhw(H ). If φ is a fractional independent set, then φ(B t ) ≤ ρ * H (B t ) ≤ fhw(H ) for every bag B t of the decomposition, i.e., φ-width(H ) ≤ fhw(H ). This is true for every fractional independent set φ, hence adw(H ) ≤ fhw(H ).
This implies that if a set of hypergraphs has bounded fractional hypertree width, then it has bounded adaptive width as well. The converse is not true: the main result of this section is a set of hypergraphs with bounded adaptive width (Corollary 25) that has unbounded fractional hypertree width (Corollary 22).
Definition 16 The hypergraph H (d, c) has 2
) and the following edges:
We can imagine the vertices of H (d, c) as nodes of a complete binary tree on d + 1 levels. For each leaf v d,j of the tree, the large edge E χ(v d,j ) contains the path from the leaf to the root v 0,0 (see Fig. 1 ). The small edges connect some vertices on the same level. The χ -value of a vertex is the horizontal coordinate of the node in the figure.
The precise value of the parameter c is not very important to achieve the main result of the section: everything will work if we replace c with the constant 5. 
Proposition 18 If v i,j is an ancestor of
v i ,j , then χ(v i,j ) ≤ χ(v i ,j ) < χ(v i,j ) + 2 d−i . Proof The unique ancestor of v i ,j on level i is v i, j /2 i −i . Therefore, χ(v i,j ) = j /2 i −i · 2 d−i ≤ j · 2 d−i = χ(v i ,j ) and χ(v i,j ) = j /2 i −i · 2 d−i > (j /2 i −i − 1) · 2 d−i = j · 2 d−i − 2 d−i = χ(v i ,j ) − 2 d−i .
Lower Bound on Fractional Hypertree Width
Fractional hypertree width has various other characterizations that are equivalent up to a constant factor [14] . Here we use the characterization by balanced separators to prove a lower bound on the fractional hypertree width of H (d, c) .
, where E W is the set of all edges intersecting W . For λ > 0, a set S ⊆ V (H ) is a λ-balanced separator for γ if weight(γ |C) ≤ λ · weight(γ ) for every component C of H \ S.
Theorem 19 [14] Let H be a hypergraph and γ : E(H )
Theorem 19 can be generalized to obtain λ-balanced separators with arbitrary λ > 0:
Corollary 20 Let H be a hypergraph and γ : E(H )
Proof For λ ≥ 1, there is nothing to prove. We show that if the statement is true for 2λ, then it is also true for λ; this implies the validity of the statement for every λ > 0. Let H be a hypergraph and γ : E(H ) → R + . If the statement is true for 2λ, then there is a 2λ-balanced separator S with fractional cover number at most 2 fhw (H )/(2λ). Let C 1 , . . . , C t be the components of H \ S with weight(γ |C i ) > λ · weight(γ ); the weights imply that t < 1/λ. By Theorem 19, for each i, there is a
Thus S ∪ S 1 ∪ · · · ∪ S t is a λ-balanced separator of H for γ with fractional cover number at most
We prove the lower bound on the fractional hypertree width of H (d, c) by presenting a function γ having no suitable λ-separator. (H (d, c) 
Proposition 21
Proof Let γ be a weight function on the edges that assigns 1 to each large edge and 0 to the small edges. We show that every 
Upper Bound on Adaptive Width
To show that H (d, c) has small adaptive width, we have to show that it has small φ-width for every fractional independent set φ. The following lemma gives an upper bound on the f -width if certain balanced separators exist.
Lemma 23
Let H be a hypergraph, 0 < λ < 1, w > 0 constants, and f :
Assume that for every subset W ⊆ V (H ) there is a subset S ⊆ V (H ) with f (S) ≤ w such that every component C of H \ S has f (C ∩ W ) ≤ λf (W ). Then the f -width of
Proof We prove that if H and f satisfy the requirements, then H has a tree decomposition of f -width at most 2w(1 − λ) + w. More precisely, we prove the following stronger statement:
For every subset X ⊆ V (H ) with f (X) ≤ 2w/(1 − λ), the hypergraph H has a tree decomposition T of f -width at most 2w/(1 − λ) + w where X ⊆ B t for some bag B t of T .
The proof is by induction on |V (H )|. Assume that the statement is true for every hypergraph with fewer vertices than H . If f (V (H )) ≤ 2w/(1 − λ) + w, then we are done, as a tree composition consisting of a single bag B = V (H ) satisfies the requirements. The requirements on H and f imply that f (v) ≤ w for every v ∈ V (H ) (consider the set W := {v}). Therefore, by adding new vertices to X one by one, we can obtain a superset X ⊇ X with 2w/(1 − λ) < f (X ) ≤ 2w/(1 − λ) + w (here we are using both monotonicity and subadditivity). By assumption, there is a set S ⊆ V (H ) with f (S) ≤ w such that if C 1 , . . . , C d are the components of 
To obtain the upper bound on adaptive width using Lemma 23, we have to show that the required separator S exists for every fractional independent set. We say that a set S is closed if the set S contains every ancestor of every vertex of S, i.e., A(S) ⊆ S. For future use, we show that even a closed separator exists for H (d, c) . This will imply that the proof of Lemma 23 can actually give a tree decomposition with the additional property that each bag is closed (Corollary 26).
Lemma 24 Let φ be a fractional independent set of H (d, c) and let W be a subset of vertices. Then there is a closed set S with φ(S)
Proof Let M(a, b) be the set of vertices v i,j with a ≤ χ(v i,j ) < b. Our strategy is to find appropriate values t 1 , t 2 such that separating M(t 1 , t 2 ) from the rest of the hypergraph gives a balanced separator. We need to show that M(t 1 , t 2 ) can be separated by a set S such that φ(S) is small and φ(M(t 1 , t 2 ) ∩ W ) is between φ(W )/4 and 3φ(W )/4. The values t 1 and t 2 are found by an averaging argument: we argue that there have to be values where it is cheap to cut the hypergraph. An additional complication is that we have to treat the first few levels in a different way: roughly speaking, we can apply the averaging argument only if the neighborhood reachable by the small edges is small compared to the set of vertices we want to separate. We show that every vertex of S 1 (t) has a descendant in X. This means that if we cover the c + 1 vertices in X with c + 1 large edges, then every vertex of S 1 (t) is covered. As φ(E k ) ≤ 1 for every large edge (since φ is a fractional independent set), φ(S 1 (t)) ≤ c + 1 follows.
To show that every vertex v i ,j ∈ S 1 (t) has a descendant in X, we need to consider two cases. Suppose first that v i ,j itself has a descendant in u ∈ A(t). By Proposition 18, the ancestor of u on level d 0 has χ -value greater than t − 
Thus we showed that every vertex of S 1 (t) has a descendant in X and φ(S 1 (t)) ≤ c + 1 is proved. We cannot bound φ(S 2 (t)) uniformly for every value of t, but we show that it is small on average. We claim that at most c times more to the first sum than to the second, which is taken care by the factor c before the second sum. The second inequality follows from the fact that φ is a fractional independent set, i.e, φ(E t ) ≤ 1. The last inequality follows from the definition of d 0 .
Similarly, we can show that there is a value x + y ≤ t 2 < x + 2y such that φ(S 2 (t 2 )) ≤ 2c 2 + 4c + 1. Denote by T (t 1 , t 2 ) the vertices of M(t 1 , t 2 ) on levels less than d 0 . We claim that φ(T (t 1 , t 2 )) ≤ 3 (if d 0 = 0, then there is nothing to show). First, T (t 1 , t 2 ) can contain at most 3 vertices on each level: if v i,j , v i,j ∈ T (t 1 , t 2 ) and j ≥ j + 3, then |χ(v i,j ) − χ(v i,j )| ≥ 3 · 2 d−i > 3 · 2 d−d 0 ≥ 3y ≥ t 2 − t 1 , contradicting the assumption on the χ -values. Every v i,j ∈ T (t 1 , t 2 ) has a descendant v i ,j ∈ T (t 1 , t 2 ) for every i ≤ i < d 0 , namely v i ,j with j = j 2 i −i . In particular, this means that every vertex of T (t 1 , t 2 ) is an ancestor of one of the at most 3 vertices of T (t 1 , t 2 ) on level d 0 − 1. Therefore, if we cover these vertices on level d 0 − 1 with at most 3 large edges, then the whole set T (t 1 , t 2 ) is covered. As φ(E t ) ≤ 1 for every large edge E t , it follows that φ(T (t 1 , t 2 )) ≤ 3.
We obtain the set S required by lemma by setting S := S(t 1 ) ∪ S(t 2 ) ∪ T (t 1 , t 2 ) ∪ E x+y .
Clearly, φ(S) ≤ 2(2c 2 + 4c + 1) + 3 + 1 = 4c 2 + 8c + 6, as required by the lemma. We show that S separates M(t 1 , t 2 ) from the rest of the vertices. Suppose that v i,j , v i ,j ∈ S are adjacent vertices such that v i,j ∈ M(t 1 , t 2 ) and v i ,j ∈ M(t 1 , t 2 ). By Lemma 24, the requirements of Lemma 23 hold for H (d, c) with w := 4c 2 + 8c + 6 and λ := 3/4, hence adw (H (d, c) ) ≤ 9w = 36c 2 + 72c + 54, i.e., it can be bounded by a constant depending only on c, but not on d.
Corollary 25
The class H c has bounded adaptive width for every fixed c ≥ 1.
For future use, we argue that the width 36c 2 + 72c + 54 can be reached with a tree decomposition where each bag is closed. H (d, c) has a tree decomposition with φ-width at most 36c 2 + 54c + 72 such that every bag is closed.
Corollary 26 For every fractional independent set φ of H (d, c), the hypergraph
Proof Let us go through the proof of Lemma 23 and show what further arguments are needed to claim that every bag is closed in the resulting tree decomposition. We change the induction statement to
