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Some dolphin and bat species have developed highly sophisticated écholocation 
systems. These systems allow the species to navigate and hunt very effectively. They 
are able to do so because their écholocation systems extract extensive information from 
sonar echoes. Man made sonar systems gather very limited information (usually range 
only) from sonar echoes. This project investigates extracting much more information 
than just range from the echo of signals produced by a Polaroid transducer. To carry 
out this investigation, software and hardware were constructed to generate and capture 
ultrasonic signals. As well, software tools were written to aid in the analysis of 
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“Acoustics” refers to the science that deals with the generation, control, transmission, 
reception and effects of sound passing through gases, liquids and solids. We are 
particularly interested in the acoustics of sound passing through air and the effects on 
sound of obstacles that create echoes. Echoes are sound waves that have been 
reflected, refracted or diffracted from an obstacle.
An “acoustic feature” is a feature of an echo that indicates some physical or geometric 
property of the obstacle that created the echo. Human's can identify acoustic features in 
echoes. For instance, we sense the size of a room, concert hall, cave or abyss by the 
ring of an echo.
Ultrasonic sound is at a frequency above 15,000 Hertz which is beyond the hearing of 
human beings. Some animals use ultrasonic sound as a means of navigation. This is 
referred to as écholocation. Animals that use écholocation can perceive the size, shape, 
direction, distance and velocity of objects by using acoustic images as a substitute for 
vision. Acoustic information in echoes represents various target features to the animal.
In the animal world, dolphins and bats are two animals that have evolved highly 
sophisticated écholocation systems which they rely on as the primary means for 
navigating and locating prey. Dolphins also have reasonable eyesight, but due to the 
often poor visibility in water (particularly at night) and the very good sound 
propagation in water, the dolphin often relies more on écholocation than eyesight.
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1. Introduction
Bats are of particular interest because they employ their echolocation systems in air, 
which is the medium we are interested in. Different species of bats have evolved 
specialised echolocating systems for the collection of relevant information and the 
suppression of unwanted noise.
The insectivorous bats use such a sophisticated system of echolocation that they can 
pluck flying insects out of the air in total darkness [Downer88]. The sounds they 
produce in their larynx may reach 200 kHz, allowing them to detect objects as tiny as a 
mosquito 20 metres away.
Other bats catch fish rather than insects [Downer88]. They use their echolocation 
system to sweep the water. Although their pulses cannot penetrate the surface of the 
water, they reveal the tell-tale ripples of swimming fish. The bats can distinguish 
ripples created by leaves and twigs, and those of prey, and swoop down to snatch fish 
out of the water with the large claws on their feet.
Ultrasonic sensors have been developed for application in robotics, medical diagnosis, 
non destructive material testing, liquid level measurement, auto focus cameras and as a 
pointing device or mouse for a computer. The state of the art in medical systems 
allows the previewing of the human foetus in enough detail to determine the sex. The 
3-D mouse [Welch91] uses three ultrasonic sensors on the mouse to position itself with 
respect to a receiver. It is designed for computer aided design, virtual reality, 
presentation pan/zoom, animation and robotics control applications.
Most of these applications use time-of-flight range measurements to a target as their 
means of operation. Electronic instrumentation capable of measuring the transit time of 
an ultrasonic signal is neither specialised or expensive [Jarvis88]. Both the sensors and 
the electronic components can be packaged into a small and robust package.
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1. Introduction
Current applications of ultrasonic transducers utilise only the first small fraction of an 
echo, i.e., the first cycle detectable over noise. The remainder of the echo and the 
information it may contain is ignored.
Sonar and radar systems gather more information from their respective signals. 
However, the correlation between acoustic feature and environmental feature is a 
template matching exercise. An operator sees a computer generated visualisation of the 
signal and matches it with a known signal, perhaps stored in a database. These signal 
templates allow the operator to identify the target. Newer computer systems can 
perform this signal matching exercise to some extent. But, these systems are inherently 
limited to the range of templates stored in the database.
An alternative to template matching is to determine the physical attributes of the target 
from the information imprinted in the received echo. To achieve this it is necessary to 
build a mathematical model that can predict the features of a target from its echoes. 
This is a large and difficult task due to the many unknown factors. The first step is to 
understand how echoes are created.
1.2 . Is This Information Important?
Current applications of ultrasonics are restricted to time-of-flight ranging applications 
and thus only utilise the first few cycles of an echo. It should be possible to greatly 
enhance the abilities of current ultrasonic applications. This can be achieved with the 
addition of cheap Digital Signal Processing (DSP) hardware and appropriate software.
The immediate result of this thesis will be used to improve the quantity and quality of 
information available to autonomous robots. Autonomous robots need as much 
information as possible about their environment [Zelinsky88]. This information is used 
to enhance the navigational abilities of the robot.
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Cheap, robust sensors that provide a wide range of information can find application in 
many areas including - robotics (e.g., environment sensing), medicine, range 
detection, level detection (e.g., storage bin level) and automated manufacturing systems 
(e.g., part recognition).
With enhanced ultrasonic sensing equipment new applications are possible. These 
could possibly be in areas such as current X-ray applications where the harmful effects 
of X-rays could be avoided. Other areas of application could be to replace a sensor 
consisting of moving parts with an ultrasonic sensor. An ultrasonic sensor uses many 
fewer moving parts and therefore requires less maintenance.
Nature has shown that it is possible to achieve quite amazing skills using echolocation. 
This suggests it should be possible to extract more than just range from ultrasonic 
echoes.
This thesis will enhance our understanding of echo signal analysis and make possible 
further progress in the identification of an object from an analysis of its echoes. It will 
also aid in verifying mathematical models of echo creation.
1.3. Goals
A robotics group at the University of Wollongong is researching the ability to build 
detailed 3D maps of an environment using cheap ultrasonic sensors. Mapping is 
achieved given no a priori knowledge of the environment. This thesis is an integral part 
of that research.
There is information describing the environment imprinted on ultrasonic echoes. The 
primary goal of this thesis is to determine the type of information available in ultrasonic 
echoes and if it is discernible using simple ultrasonic transducers and electronics.
10
1. Introduction
I will investigate the existence and quality of the following environmental features 







Further, I will investigate the abilities of the Polaroid transducer, ranging system and its 
application on the Macintosh.
It will be the goal of further work to take this information and expand it to build a 
general purpose model of echo creation. This model would be used to predict the 
above parameters, and possibly more, from ultrasonic echoes.
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2. Basic Ultrasonic Technology
2.1 . Sound Waves
Sound waves are longitudinal mechanical waves [Halliday66]. Ultrasonic sound 
waves have a frequency above the audible range (>15 kHz) and usually well below 600 
MHz.
Huygen’s principle is the basis of analysis of sound waves. It states that any source 
may be considered to consist of a series of sources, small with respect to wavelength, 
all of which radiate uniformly in all directions. The field from any extended source, at 
some point in space, may then be determined by considering the phase and intensity of 
these incremental sources. Although the wave front is spherical in nature at distances r 
» d , where d is the diameter of the source, the wave front may be considered to be a 
plane for small distances (~ wavelength) along the wave front.
2.1.1. The Superposition Principle
Sound waves in air generally obey the superposition principle. The superposition 
principle fails when the equations governing wave motion are not linear (for instance, 
sound waves from a violent explosion). Two or more sound waves can traverse the 
same space independently of one another. The fact that waves act independently of one 
another means that the displacement of any particle at a given time is simply the sum of 
the displacements that the individual waves alone would give.
For instance, if two waves are travelling to the right and have the same frequency, 
wavelength and amplitude but differ in phase, we can express their individual wave 
functions as
12
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yi = A0 sin (kx - cot) and 2.1
y2 = A0 sin (kx - cot - 0) 2.2
where A0 is constant amplitude, k is the wave number, co is the angular frequency, t 
is the time and 0 the phase. The resultant wave function is given by
y = yi + y2 2.3
y = A0 [sin(&x - cot) + sin(kx - cot- 0) ] 2.4
[Serway86] simplifies this expression to
y = ^2A0 c o s ^ js in ^ x  - cot - ^  2.5
and makes the following observations - “The resultant wave function y is harmonic and 
has the same wave frequency and wavelength as the individual waves. The amplitude 
of the resultant wave is 2A0 cos(0/2) and its phase is equal to §¡2. If the phase constant 
(¡>/2 equals 0, then cos(0/2) = cos 0 = 1  and the amplitude of the resultant wave is 2A0. 
In other words, the amplitude of the resultant wave is twice as large as either individual 
wave. In this case the waves are said to be everywhere in phase and thus interfere 
constructively... On the other hand, if 0/2 equals n radians, then cos(0/2) = cos(7i/2) = 
0 and the resultant wave has zero amplitude everywhere. In this case, the waves 
interfere destructively... Finally, when the phase constant has an arbitrary value 
between 0 and n , the resultant wave has an amplitude has some value between 0 and 
2A0.”
This process of vector addition of the displacements of a particle is called 
superposition. The principle of superposition means we can listen to notes played by 
individual instruments in an orchestra, even though the sound wave reaching our ears 
from the full orchestra is very complex.
13
2. Basic Ultrasonic Technology
When sound reflects off a shape an echo is created. Reflections from different parts of 
a complex shape will superimpose and produce the sound heard by an observer. It 
should be possible to decipher an echo into simpler echoes produced by each part of the 
complex shape.
2.1.2. Speed of Sound
Ultrasonic waves, if unimpeded, will spread out in all directions from a source at the 
speed of sound. The speed of sound c is related to the properties of the material 




where E is the bulk modulus of elasticity and p is the density. It can be shown that for 
air when treated as a perfect gas
_ VdP 
“  dV vP 2.7
and
2.8
where P is the absolute pressure, V the volume, T the absolute temperature (°Kelvin), y 
the ratio of specific heats and R the gas constant for one kilogram-mol. Therefore 
equation 2.6 for sound waves in air becomes
c = a/ yRT 2.9
Equation 2.9 can be rearranged into a more convenient equation for calculating the 
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a complex shape will superimpose and produce the sound heard by an observer. It 
should be possible to decipher an echo into simpler echoes produced by each part o f the 
complex shape.
2.1.2. Speed of Sound
Ultrasonic waves, if unimpeded, will spread out in all directions from a source at the 
speed of sound. The speed of sound c is related to the properties of the material 
[Porges77] by the expression
c = 2.6
where E is the bulk modulus of elasticity and p is the density. It can be shown that for 
air when treated as a perfect gas
VdP 
"  dV = yP 2.7
and
2.8
where P is the absolute pressure, V the volume, T the absolute temperature (°Kelvin), y 
the ratio of specific heats and R the gas constant for one kilogram-mol. Therefore 
equation 2.6 for sound waves in air becomes
c = V tRT 2.9
Equation 2.9 can be rearranged into a more convenient equation for calculating the 
speed of sound [Kinsler62]
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c = 331.6 2.10
For instance, the speed of sound in air at 25° C is 346 ms-1. The wavelength of a 
sound wave is related to its frequency by
X,= | 2.11
where X = wavelength and f = frequency.
Since P/p = RT (from 2.8), equation 2.9 becomes
c = Y Po 
Po
2.12
In the kilohertz frequency range, the speed of sound varies mainly with temperature 
[McKerrow90][Lamancusa88] (see equation 2.10). A change in temperature of 6°C 
will cause a 1% change in the speed of sound. Figure 2.1. shows a graph of speed of 
sound versus temperature.
15
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Figure 2.1. Temperature versus the speed of sound in air [Hansson73].
Density and pressure changes have negligible effects on the speed of sound as their 
effects tend to cancel, see equation 2.12. The speed of sound varies only slightly with 
humidity (a maximum of 0.35% at 20°C). Variation with frequency is negligible.
2.1.3. Reflection. Refraction and Diffraction
Sound waves act in much the same way as light waves in optics. If a sound wave is 
incident on a plane surface, then part of the wave will be reflected and part will be 
refracted (see Figure 2.2.). The angle of reflection 8r is equal to the incident angle 8i 
and the angle of refraction 8t is related to the incident angle by Snell's law
iilL A  = £1 2.13
sin 5i °2
where c\/c2 is the index of refraction.
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The proportion of incident wave intensity reflected at the surface depends on the 
difference in acoustic impedance of the two media. For ultrasonic waves, in air, 
incident on a solid specular surface, all energy can be assumed to be reflected.
Diffraction is the bending of a wave around an object such as the edge of a slit. For 
instance, we can often hear a person approaching from around a comer.
2.1.4. Attenuation of Ultrasonic Waves
The intensity of an ultrasonic wave in air is reduced as a function of distance by a 
number of factors. These include beam spreading, attenuation in air, scatter off 
particles suspended in air and attenuation by scattering at reflecting surfaces.
The ultrasonic wave front is spherical in nature so that the intensity falls off with the 
square of the distance d (the radius of the sphere)
I ------—  2.14
47td2
17
2. Basic Ultrasonic Technology
Attenuation of sound energy in air is due to the conversion of the sound energy into 
heat. There are two conversion mechanisms. Firstly, viscous friction between parts of 
the gas which move relative to each other during the successive compression’s and 
rarefaction’s. Secondly, there are thermal effects due to the dissipation of heat from 
regions that have been insonified, to cooler areas. These effects result in a decrease in 
intensity with time of
I(t) = Ie-md 2.15






After reflection off a specular surface where part of the beam is reflected directly back at 
the receiver, the intensity becomes
Tp-2md
KO = 2 - 1 7
However, many objects will scatter the wave randomly on reflection and the energy is 
further reduced by 1/d2 giving
]>-2md
KO = ^ 4 -  2.18
The two attenuation mechanisms of viscosity and thermal conductivity described above 
do not provide a means of predicting either the values of viscosity and heat conduction 
coefficients or their temperature dependence. The most successful theory for dealing 
with these problems is that of molecular thermal relaxation [Kinsler82J.
18
2. Basic Ultrasonic Technology
In the theory of molecular thermal relaxation the time necessary for energy to be 
transferred from translational motion of the molecules into internal states compared to 
the period of the acoustic process determines how much acoustic energy will be 
converted to thermal energy. If the relaxation time is long compared to the period of the 
acoustic process then there will be no absorption. The absorption coefficients in air 
change with frequency and relative humidity as shown in Figures 2.3. and 2.4. 
respectively.
Figure 2.3. Absorption of sound in air at 20° C as a function of frequency 
and relative humidity.
19
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There are further minimal intensity losses due to wave scatter and attenuation by 
particles such as fog, smoke and rain that are suspended in the air.
Relative Humidity %
Figure 2.4. Absorption of sound in air at 20° C as a function of relative 
humidity and frequency.
2.2 . Echo Formation
Most echoes are formed when ultrasonic sound reflects off a target. Echoes formed 
when sound refracts and diffracts off a target are not investigated here. Reflection is 
the dominant source of echoes. See Figure 2.5.
20
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The intensity of an echo also depends on target features such as size, shape and surface 
texture. The smaller the surface area the lower the intensity. I will show that it is 
possible to detect targets with a transverse dimension less than the wavelength of the 
incident wave. The limiting factor being the sensitivity of the receiver.
The shape of a surface may result in the echo being reflected away from the receiver 
and thus its intensity is reduced.
The effect of surface texture on echo intensity is discussed in section 2.2.3.
2.2.1. Specular Reflection
A surface is specular if irregularities on the surface are small compared to the 
wavelength of the incident beam. A surface that is specular to ultrasonic frequencies 
will reflect these frequencies.
The simplest echo is reflection off a stationary specular plane normal to the incident 
pulse. See Figure 2.6. The echo is a result of simple reflection. Properties such as 
frequency and phase will be the same in pulse and echo. The amplitude will be reduced 
due attenuation factors discussed later in this section.
21
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Figure 2.6. Specular reflection of a pulse off a plane normal to the incident 
wave direction.
The amplitude envelope of a pulse or echo is the area bounded by the maximum and 
minimum amplitudes of each cycle that make up the wave. See Figure 2.7. The shape 
of the amplitude envelope can be used to characterise an echo.
Echo
Echo Amplitude Envelope
Figure 2.7. The amplitude envelope is the area bounded by the maximum 
and minimum amplitudes.
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Many man made surfaces act specularly when isonified by an ultrasonic wave. This is 
due to the relatively long wavelength of ultrasonic waves (7 mm for a 50 kHz wave). 
Specular reflection can cause problems with ultrasonic transducers [Jarvis88] because 
they usually act as transmitter and receiver and generally have a beam angle (to -3 dB) 
of approximately 15° or less depending on the transducer. If the angle between 
transducer and specular surface is much greater than the beam angle the reflected beam 
will not be received by the transducer. See Figure 2.8. Thus a nearby surface can be 
invisible to a transducer.
Figure 2.8. Once the angle of an incident beam is greater than the beam 
angle the echo is reflected away from the receiver.
23
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2.2.2. Multiple Reflection
The formation of echoes can be a very complex process due to the complex geometry of 
most targets. Take for instance another simple shape often encountered in a real 
environment, the corner, this is where two specular planes meet. A transducer 
isonifying a corner may receive echoes, but it is quite possible the echoes will have 
been reflected multiple times. See Figure 2.9. Multiple reflection can cause errors in 
range and other calculations if not detected. In the case of the corner the multiple 
reflection causes the comer to look like a wall normal to the axis of the transducer 
located at the corner.
Figure 2.9. Situations for multiple reflection are a common occurrence in 
man made environments. A corner is an obvious example. Multiple 
reflection can cause errors in range calculations if not detected.
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2.2.3, Texture
A surface has texture if irregularities on the surface are of the same order or larger than 
the wavelength of the incident beam.
A textured surface causes attenuation by scattering and interference. An incident wave 
is scattered in many directions by irregularities in the textured surface, thus reducing the 
intensity of the echo. See Figure 2.10. In optics, this effect is referred to as diffuse 
reflection.
Figure 2.10. A textured surface can reflect echoes in many directions 
including away from the receiver. This causes attenuation of the pulse.
25
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Particular frequencies can be attenuated by echo interference from the textured surface. 
This is analogous to colour in the optical world since both effects are due to reflection 
of particular frequencies [McKerrow90]. If the texture depth is roughly one quarter of 
the wavelength, then the echoes from the texture top and texture bottom will have a 
phase difference of 180°. From equation 2.1 when 0 = 180°, cos0/2 = 0 and y = 0, the 
resultant echo amplitude will be zero. Thus destructive interference will reduce the 
intensity of an echo. See Figure 2.11.
Incident wave
Figure 2.11. Reflections off a textured surface can interfere and contribute 
to the attenuation of an echo. The reflected waves interfere destructively.
A textured surface will produce an echo. However the intensity of the echo may be 
attenuated by scatter and interference. This can make detection of the echo more 
difficult. On the other hand, with a sensitive receiver, scattered echoes may be detected 
from a textured surface at wider angles than from a specular surface.
2.2.4. Interference
A complex shape will reflect echoes from many different parts of its structure. The 
echoes from different parts of the shape may interfere destructively hiding its presence.
U
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The Polaroid SX-70 camera [Biber80] relies on accurate range measurements for its 
function. It overcame the problem of interference hiding a target by using a multiple 
frequency pulse. Four frequencies were chosen, 60 kHz, 57 kHz, 53 kHz and 49.7 
kHz. If an echo was weak in one frequency due to interference effects, it would be 
strong in the other frequencies.
2 .3 . Ultrasonic Transducers
Transducers convert sound energy into electrical energy and vice versa. There are 
many types of transducer. Two of the more popular types of transducer rely on the 
piezoelectric and electrostatic effects respectively for their action. These transducers 
can act as both transmitter and receiver.
If a static mechanical pressure is applied to crystalline substances such as quartz, 
tourmaline and Rochelle salt, a DC voltage is generated. Likewise, if a vibrating 
mechanical pressure is applied, an AC voltage is generated. Conversely, if an AC 
voltage is applied across the crystal, the crystal undergoes a physical change, resulting 
in mechanical vibrations which can produce sound. This relationship between electrical 
and mechanical effects is known as the piezoelectric effect.
Electrostatic transducers use electrostatic forces to convert sound energy into electrical 
energy and vice versa. An insulated conductor is suspended in an electric field. The 
conductor is moved by varying the potential of the electric field. Thus transferring 
electrical energy into vibrations of the insulated conductor. This in turn produces 
sound waves. Conversely, a sound wave incident on the insulated conductor will 
cause it to move in the electric field, thus changing the potential of the electric field.
27
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Most transducers are cylindrical or piston shaped. The wave front emitted is spherical 
just like a point source. However, the intensity along the wave front is not uniform. 
The intensity of the sound waves produced by vibration of these transducers is that of 
an extended surface.
The radiation pattern for transducers consists of lobes. The size and number of lobes is 
due to interference effects, which are brought on by the physical dimensions of the 
system. Specifically, the radius of the transducer and the wavelength of the sound 
wave.
If the radius of the transducer is large compared to the wavelength, the radiation pattern 
has many side lobes and the angular width of the main lobe is small. Conversely, if the 
wavelength is much greater than the radius, then only one major lobe will be present. 
This is expected since the dimensions are approaching a simple source. The radiation 
pattern or polar intensity graph for several different wavelengths is shown in Figure 
2 . 12.
The radiation intensity changes with angle due to interference effects of waves from 
different parts of the transducer. Normal to the transducer the waves all have travelled 
the same distance and are therefore all in phase and create an intensity maximum. As 
the wave angle moves away from the normal, waves travelling in the same direction 
will have travelled increasingly different distances. Eventually an angle will be reached 
that causes half the waves to be 180° out of phase with the other half of the waves. 
This results in destructive interference and an intensity minimum.
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Most transducers are cylindrical or piston shaped. The wave front emitted is spherical 
just like a point source. However, the intensity along the wave front is not uniform. 
The intensity of the sound waves produced by vibration of these transducers is that of 
an extended surface.
The radiation pattern for transducers consists of lobes. The size and number of lobes is 
due to interference effects, which are brought on by the physical dimensions of the 
system. Specifically, the radius of the transducer and the wavelength of the sound 
wave.
If the radius of the transducer is large compared to the wavelength, the radiation pattern 
has many side lobes and the angular width of the main lobe is small. Conversely, if the 
wavelength is much greater than the radius, then only one major lobe will be present. 
This is expected since the dimensions are approaching a simple source. The radiation 
pattern or polar intensity graph for several different wavelengths is shown in Figure 
2 . 12.
The radiation intensity changes with angle due to interference effects of waves from 
different parts of the transducer. Normal to the transducer the waves all have travelled 
the same distance and are therefore all in phase and create an intensity maxima. As the 
wave angle moves away from the normal, waves travelling in the same direction will 
have travelled increasingly different distances. Eventually an angle will be reached that 
causes half the waves to be 180° out of phase with the other half of the waves. This 
results in destructive interference and an intensity minima.
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0o 10°
Figure 2.12. Polar radiation patterns of a flat piston as plotted for three 
different frequencies - (a) X = 4 d, (b ) X - d  and (c) X =  d/4. Where d is the 
diameter of the piston.
Figure 2.13. Interference produces the intensity maxima and minima that 
form the lobes for waves from a plane piston source.
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The first minima will occur at an angle of about V d where d is the diameter of the 
transducer. See Figure 2.13. This approximately defines the beam angle of the main 
lobe.
2.14
It is helpful to have a standard value of intensity for defining the angle that marks the 
extremity of a sound beam. The intensity levels used by various authors range from a 
maximum of 0.5 (down 3 dB), through 0.25 (down 6 dB), to a minimum of 0.1 (down 
10 dB). The down 3 dB value is gaining prominence and is used in this thesis.
2 .4 . The Polaroid Transducer
The Polaroid transducer is used for all experiments. It is an electrostatic transducer 
which consists of a thin vibrating foil stretched over a metallic back plate [Biber80]. 
See Figure 2.14. The foil is plastic (Kapton) with a conductive gold coating on the 
front surface. Back plate and foil represent an electrical capacitor. When charged, an 
electrostatic force is exerted on the foil. An AC voltage of given frequency moves the 
foil at the same frequency, thus vibrating the foil and emitting sound waves.
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t
300 Volts
Figure 2.14. Assembly diagram of the Polaroid transducer.
The Polaroid transducer operates at a frequency of 49.41 kHz and transmits 56 cycles 
in each pulse. Pulses are triggered at a maximum of 5 Hz (every 200 ms). See Figure 
2.15
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56 cycles « 1 ms 
1 pulse
A A A  I l  I I  I II l  I I  II I l  I I  I II l  I I  II
I l  I I  II I l  II  III l  I I  I I
200 ms
A A AI l  I I  I II l  II  II
I l  II  III l  I I  I I  W W W
Figure 2.15. Timing relationships of the Polaroid ranging system.
The intensity of the sound wave produced by the Polaroid transducer varies as shown 
in Figure 2.16 The beam angle to -3 dB is approximately 12.5°.
o°
Figure 2.16. Typical polar radiation pattern for the Polaroid transducer at 50 
kHz. Note: dB normalised to on-axis response.
The gain of the Polaroid echo detection circuitry varies with time. This enhances the 
operating range of the transducer in its application as a range detector. The gain of the 
amplifier is varied with time to take into account the following factors
• intensity attenuation factors such as distance and absorption (discussed 
earlier).
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• a drop in the receiver bias voltage. When the transducer is receiving an echo, 
the receiver bias voltage leaks with time. This reduces the range of the 
transducer.
The Polaroid echo detection circuitry amplifies the signal as a function of time 
[Biber80] (see Figure 2.17.). As a result, the amplitude of a detected echo is often 
saturated or over gained. This is quite desirable for the Polaroid system which is only 
interested in detecting an echo. However, for experiments in this thesis the change in 
gain complicates the analysis of echoes. To avoid this all experiments are carried out at 
a distance where the received echo is at a constant gain.
Figure 2.17. The gain of the Polaroid ranging system amplifier increases 
with time. Values for time and distance corresponding to the graph are shown 
in Figure 2.18.
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Figure 2.18. Time and distance measurements associated with the gain steps 
shown in Figure 2.17.
The transducer output rings for several (—18) cycles after completion of a pulse. See 
Figure 2.19. This is partly due to the fact that the transducer and transformer form a 
tuned circuit and partly due to the transducer having more than one mode of vibration.
Ringing has not been a problem in experiments carried out to date. However, when 
greater control of the transmitted pulse is possible, ringing may limit the minimum 
distance to a target that is able to be analysed.
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Information describing the environment is imprinted on echoes by the structures that 
create the echo. An ultrasonic transducer isonifying a target will create echoes that can 
be analysed in search of information describing the target.
Target features that can be discerned from an echo include:
• range
• velocity






3 .1 . Range
Most ultrasonic ranging systems are based on time-of-flight measurement. A 
transmitter emits a pulse of ultrasound and simultaneously starts a timer. The timer is 
stopped on receipt of an echo. Since the speed of sound is known for the current 
temperature, the elapsed time is used to calculate the distance to the nearest object. See 





where r = range to target, t = time-of-flight and c = speed of sound.
£
Transm itter
Receiver Object to be ranged
Figure 3.1. The same transducer is used for transmitter and receiver.
Time of flight ranging is dependent on properties of the environment such as 
temperature and air currents. It is also dependent on the precision with which it is 
possible to detect the exact time of flight.
Range measurements fluctuate with temperature. Therefore care must be taken in 
calibrating equipment for the current temperature. Other assumptions usually made 
about the air for indoor environments are
• constant homogeneous temperature
• stationary
• homogeneous composition
Since sound is a vibration in air, the speed of sound, which depends on the properties 
of the air, is a velocity relative to the air. In the presence of wind the wind velocity 
must be added to the speed of sound to obtain a velocity relative to the ground. Even in 
a gale, the wind velocity is only about one tenth of the velocity of sound, so this effect 
alone would not make a great difference in normal situations.
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The short wavelength of ultrasonic sound and an often weak signal due to attenuation 
can cause precise detection of an echo to be difficult. The period of a 50 kHz wave is 
20 jlis. Discerning the initial pulse in 20 jlls of a weak echo from background noise 
requires special detection circuitry. For instance, the Polaroid ranging system 
electronics requires 3 cycles above a threshold value before an echo is detected. 
[Figueroa92] proposes a method of range detection which combines envelope peak 
detection and phase measurement to determine absolute distances to an accuracy of ± 
0.150 mm.
Range is determined from time-of-flight information. The range to a target is given by 
equation 3.1. All current time-of-flight ranging systems detect range to the closest 
target. See Figure 3.2. For simple shapes like flat walls and simple solids like cubes 







Figure 3.2. The range is detected only to the first target. Information about 
the second target is ignored.
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Specular reflection can affect detection of targets as mentioned in section 2.2.1. 
Ultrasonic transducers have low spatial resolution [Jarvis88]. A stationary Polaroid 
transducer, with a beam angle to -3 dB of approximately 12.5°, does not have good 
accuracy in the plane parallel to the transducer. See Figure 3.3. So even though the 
target range is known quite accurately, its lateral position may not. Methods to 






Figure 3.3. The lateral position of the target is unknown. It could anywhere 
within the span of the beam.
3.1.1. Range Discrimination of Two Targets
Range discrimination of two targets in the same direction can be achieved using a 
number of techniques.
The first technique detects separate echoes from the both targets. Thus the 
discrimination is a function of the pulse duration At. Echoes from two such targets






The pulse duration of the Polaroid ranging system is approximately 1 ms. This gives a 
poor range discrimination of 180 mm. See Figure 3.4. Note, most systems do not 
even attempt to detect the location of a second target.
Echo signal ii ii ii ii ii it ii ii ii n n ii
ii ii ii n ii ii ii ii ii ii ii ii
180 mm
V  V  V  V  V  V
Figure 3.4. Since the targets are greater then 180 mm apart it is possible to 
detect them as two separate targets.
The second method of range discrimination is to use changes in amplitude. When a 
long pulse is reflected by two different objects, the amplitude will change when the 
second object is detected. See Figure 3.5. It may increase or decrease depending on 
the type of interference between the echo from each surface. These interference effects 
are discussed in detail in section 3.4.
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Echo signal
Range to first target
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Range to second target
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Figure 3.5. The range to both targets can be detected by a change in 
amplitude.
To detect a change in amplitude we need to measure the amplitude for at least one 
wavelength. Thus, echoes from two targets may be distinguished provided their 
difference in range Ad is
Ad > j  3.3
For the Polaroid system with frequency of approximately 50 kHz at 20 °C, the 
minimum difference in range that can be detected is approximately 7 mm.
The third method of range discrimination is by using a frequency modulated (FM) 
pulse. The difference in range to the targets can be detected by changes in echo 




Figure 3.6. The range to different targets may be distinguished using a FM 
pulse. A change in frequency signifies the range to the second target.
3.1.2. Range Resolution
Range resolution is the accuracy to which the range to a target can be measured. A 
measure used in radar for range resolution is
Ar ~ c_2f
3.4
For a frequency of 50 kHz at 20° C, equation 3.4 gives a range resolution of 3.4 mm.
This is a conservative method of determining range resolution. The resolution of an 
ultrasonic ranging system is determined by the bandwidth of the transducer and its 
electronics and the bandwidth of the signal processing system.
In a digital system a more realistic resolution is determined using the wavelength of the 
signal sampling rate. Resolution finer than the wavelength requires a very high 
sampling rate and a very sensitive detector.
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A r ~ j  3.5
For a system digitising the echo at 750 kHz (average rate for DSPBat) this gives a 
maximum resolution of approximately 0.5 mm.
The actual detection of the echo from the digital signal is another factor that must be 
taken into account. The accuracy of echo detection is determined by the echo signal 
strength and the algorithm used to detect the echo in the signal. Detection of echoes 
will be more reliable and accurate the stronger the echo signal.
The accuracy of detecting an echo is dependent on the algorithm used to detect the echo. 
The Polaroid electronics determine range when 3 cycles with intensity above a 
threshold value are detected.
Range resolution can be improved by varying the frequency so that the range to the 
target is a multiple of the wavelength. The pulse and echo signals will be coherent. 
When coherency occurs the intensity of the echo will be at a maximum. This could be 
used to fine tune the range to a target.
A short (few cycles) FM pulse will be most reliable for detecting position. The pulse 
should be short to increase range discrimination and contain more than one frequency to 
avoid interference effects hiding a target.
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3 .2 . Velocity
The relative velocity of a target is determined by detecting the Doppler shift in the echo. 
When source and target are stationary, pulse and echo will have the same frequency / .  
If receiver (transducer) and target are moving with velocity u and v respectively, the 
received echo will have a frequency f  where
f  c + u ^




where the upper signs hold for motion towards the target and the lower for motion 
away from the target. Therefore, the frequency of a target with respect to a stationery 
receiver becomes







and the velocity of a target v moving towards a stationary receiver is
v = c 1 L
r
3.8
and the velocity of a target v away from a stationary receiver is
v = c L
r
3.9
The frequency components of an echo can be easily obtained using spectral analysis 
techniques. These techniques utilise the Fast Fourier Transform (FFT) algorithm to 
accurately determine frequency from a digitised signal.
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The velocity accuracy depends on the frequency measurement (see equation 3.8 and 
3.9). This in turn depends on the digital sampling rate and the number of samples used 
in the FFT calculation.
3 .3 . Lateral Position
Polaroid transducers have low lateral resolution due to their wide beam angle (see 
section 3.1 and Figure 3.3.). To overcome this problem it is necessary to introduce 
movement into the system. Since we have no control over targets, we must move the 
transducer.
The most common modes of transducer motion are translation, rotation or a 
combination of translation and rotation in a plane. The accuracy of the lateral position 
can be increased using translation.
To determine the lateral position of a simple single target it is necessary to scan the 
object, taking ultrasonic readings as you go. The position is deduced from the 
amplitude of echoes.
Translation along a scan line is shown in Figure 3.7. The transducer is stepped along 
the scan line, taking a reading at each step. At the initial position, to the left of the 
target, there is no echo. As the transducer is stepped along the scan line, echoes begin 
to be detected. The amplitude of the echoes increases as a larger area of beam and 
target intersect. Maximum amplitude is reached when the beam completely isonifies the 
target. The amplitude will stay at a maximum whilst ever the transducer is completely 
isonifying the target. Once the transducer moves slightly past the target, the echo 




Figure 3.7. As a transducer is stepped along a scan line the echoes of a target 
can provide information on the lateral position of the target.
Figure 3.8. Simplified graph of position versus amplitude for echoes taken 
when stepping along the scan line shown in Figure 3.7.
46
3. Feature Identification
From a graph of position versus amplitude (see Figure 3.8.) it is possible to calculate 
the lateral position of the target. The lateral position corresponds to the position at 
which an echo amplitude is detected. See Figure 3.9. The target width w is
w = d - 2 r t a n ( 0 )  3.10.
Target
Figure 3.9. The position of a target may be determined using echo 
amplitude information.
However, the sensitivity of the transducer will determine the effective beam angle to 
which a target may be detected. In the least sensitive transducer scenario, the target 
width w is given by equation 3.11. In equation 3.11, lmax is the length the amplitude 
remains constant at a maximum. See Figure 3.10.
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From a graph of position versus amplitude (see Figure 3.8.) it is possible to calculate 
the lateral position of the target. The lateral position corresponds to the position at 
which an echo amplitude is detected. See Figure 3.9. The target width w is
w = d - 2 r t a n ( 0 )  3.10.
Target
Figure 3.9. The position of a target may be determined using echo 
amplitude information.
However, the sensitivity of the transducer will determine the effective beam angle to 
which a target may be detected. In the least sensitive transducer scenario, the target 
width w is given by equation 3.11. Where lmax is the length the amplitude remains 
constant at a maximum. See Figure 3.10.
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W — lmax di am e ter transducer 3 . 1 1 .
Amplitude















Figure 3.11 shows the opposite scenario of detecting a hole in a plane surface. This is 
useful for detecting many structures, for instance, doorways.
The accuracy of this method depends on several factors including the size of steps 
between pulses, the distance to the target and the shape of the target. Accuracy 
increases with smaller step sizes. As distance to target increases, the intensity of the 
echo will diminish and the cross sectional area of the beam increases. These factors 
make it more difficult to accurately detect the existence and amplitude of an echo.
The shape of the target also contributes to the ease with which it can be detected. 
Rounded edges create strong echoes that may be interpreted as echoes from another 
target or lead to the belief that the target is larger than it really is. Very sharp edges 
when pointed directly at the transducer can go undetected because they produce very 
weak echoes.
A rotating transducer can also be used to scan a target. The transducer is rotated past 
the target. See Figure 3.12. Rotation can also be used to improve lateral resolution.
Echo Amplitude Envelope
Figure 3.12. A rotating transducer can also be used to refine the lateral 
position of a target.
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The opposite scenario of detecting a hole in a plane surface is also very useful. See 
Figure 3.11. For instance when detecting a doorway.
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The shape of the target also contributes to the ease with which it can be detected. 
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when pointed directly at the transducer can go undetected because they produce very 
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Echo Amplitude Envelope
Figure 3.12. A rotating transducer can also be used to refine the lateral 
position of a target.
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If we rotate the transducer past the target and note the angles at which the target is 
detected we can narrow down the possible location of the target. See Figure 3.13. As 
the transducer sweeps past the target the amplitude of the echo will increase to a 
maximum and then decrease. The maximum will correspond to the direction of the 
target.
The amplitude maximum also occurs when the greatest target area is parallel to the 
transducer. Thus the orientation of the reflecting surface can be deduced. This 




Figure 3.13. The transducer sweeps the target. Echoes will start when the 
leading edge of the beam is reflected. Echoes cease once the trailing edge of 




Lateral resolution using transducers is poor compared to longitudinal resolution due to 
the wide beam angle and large diameter of the transducer. As explained above it is 
possible to detect the lateral position of a target by moving the transducer to gain more 
information. The same strategy can also be used to improve lateral resolution.
However, the lateral resolution still decreases sharply with distance from the 
transducer. As noted earlier the pulse radiates as a spherical wave. Thus, the cross 
sectional area of the beam becomes large quickly. Therefore, the ability to detect 
distinct targets from a change in amplitude decreases because the beam may isonify 
several targets at the same time resulting in only minor changes in amplitude. See 
Figure 3.14.
When more than one target is involved, the range resolution strategies described in 
section 3.1 can also be to help distinguish targets. For instance, if the two targets to be 
distinguished in the lateral direction are at different ranges, then the echoes at different 
ranges will help identify an echo as from a particular target.
The importance of this problem will depend on the application. In general you do not 
need high resolution at long distances. It is only when the target gets close that you 
need to know detailed position information.
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Figure 3.14. Movement can enhance lateral resolution but this degrades 
sharply with distance from target.
A FM pulse from a transducer with a narrow beam angle will be most reliable for 
detecting lateral position. The pulse should be FM to avoid interference effects hiding a 
target. The beam angle should be narrow to improve detection by amplitude changes.
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3 .4 . Shape
When determining the position of an object we also roughly define the boundary of the 
target. This is rudimentary shape information. As is the case for position, determining 
the shape suffers from poor lateral resolution. However, the strategies used to improve 
lateral resolution can also be used to improve shape information.
Suga [Suga90] from his study of bat echolocation systems proposes that the relative 
size of a target may be determined from the range and amplitude measurements. 
However, this is not a simple relationship since wave attenuation factors must be taken 
into account. These include attenuation in air and attenuation due to target surface 
texture. In a real environment these factors vary widely so we cannot make 
assumptions on their value. However, for small range changes (< 1 metre) we can 
neglect the effect of attenuation.
Rudimentary shape information can be gathered from changes in amplitude and range 
information. Echoes off simple shapes will tend to have a constant amplitude. More 
complex shapes will display variations in echo amplitude due to the reflections off 
different parts of a structure.
For instance, take a shape made up from two boxes as shown in Figure 3.15. The 
resultant echo will be the superposition of the echo from the first box and the echo from 
the second box. The amplitude from the first box should be less than the echo from the 





Figure 3.15. Complex shapes will produce amplitude changes in echoes.
Using the principle of superposition in reverse it should be possible to decompose a 
complex echo into simpler component echoes, each component echo being the result of 
reflection from a structural component of the target.
However, this analysis is not simple. It is complicated by interference effects between 
the component echoes. For instance, if the dimensions of the protruding box in Figure 
3.15. are changed slightly, destructive interference can cause the amplitude from the 
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Figure 3.16. Destructive interference can cause unexpected changes in 
amplitude. Compare with Figure 3.15.
The method described so far utilises amplitude changes within a fairly long pulse. 
Short pulses can also be used to detect shape. Using short pulses reduces some 
interference problems as echoes return at different times. See Figure 3.17. This will 
depend on the dimensions of the shape and the length of the pulse.
Transmitter 
& Receiver
Figure 3.17. A short pulse can reduce problems caused by interference 
between returning echoes of the same pulse.
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Moving the transducer can also improve shape definition for the reasons outlined in 
section 3.3. For instance, scanning along two axis in a plane will yield further shape 
information. See Figure 3.18.
Scan Line
Figure 3.18. By scanning along two axis additional shape information is 
discovered.
3 .5 . Texture
If the surface area of a target and attenuation due to other factors such as distance are 
known, then the surface texture may be calculated from the amplitude of the echo. 
However this is an error prone method of determining texture due to uncertainty in the 
value of other factors that reduce the amplitude.
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A much more effective method of detecting target texture would be to isonify the target 
with a frequency sweep. Then, detect which frequencies are absent from the echo. 
The wavelength of any absent frequency can be used to calculate the coarseness of the 
texture since the wavelength of the frequency absorbed will be approximately one 
quarter the texture depth (as discussed in section 2.2.3).
This could be easily implemented using FFT calculations to determine the spectrum of 
the echo. The spectrum of the pulse can be compared with the spectrum of the echo to 
detect missing frequencies. These frequencies identify a particular texture depth.
The magnitude o f the missing frequency and nearby frequencies indicate how uniform 
the texture is. I f  one frequency is completely missing then the texture o f the surface is 
uniform. I f  several frequencies have relatively low magnitudes then the texture o f the 
surface is dissimilar.
Textured surfaces do not just cause attenuation by interference. They also cause 
attenuation by scattering echoes in many directions (diffuse reflection). This property 
may make it possible to detect the surface at greater angles to the transducer. It was 
noted earlier that one of the problems of the ultrasonic ranging is specular reflection 
where surfaces at an angle greater than the beam angle to the transducer are not 
detected. This is because the reflection does not intercept the transducer. Textured 
surfaces may cause scattering of echoes to the transducer at angles greater than the 
beam angle. See Figure 3.19. However, the scattered echoes may be so weak they 
require a highly sensitive receiver.
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Figure 3.19. Texture can cause scattering of echoes over a greater arc than 
the beam angle. The original beam angle was not detected by the transducer. 
Scattered echoes may be detected by the transducer.
3 .6 . Local Target Motion
Many live targets that must be detected may exhibit motion in various parts of their 
body. For instance, bats can detect the flutter of a moths wings and use it to zero in on 
the moth. Animals breath, which causes their chest to rise and fall. Inanimate objects 
such as fans having moving parts that may be detected.
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It may be possible to detect this movement in a target. It could be detected by periodic 
changes in range or velocity. Wings beating or a fan may be detected by a change in 
echo frequency called beats.
3 .7 . Rigidity
An elastic or flexible surface will cause damping of the echo, as energy is transferred 
from the sound wave to the surface. Therefore, the intensity of the echo is reduced. 
This effect may be negligible in most materials since their rigidity as compared to air 
will be very great and the sound wave will simply reflect.
However, the rigidity of a material may be able to be detected by the side effect of 
forcing the material to vibrate or flex. The movement of the material as it vibrates could 
be detected in several ways
• a change in range measurement
• a Doppler shift
• interference effects may cause intermittent variations in echo amplitude
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3 .8 . The Basic Characteristics
From the above discussion we can see that for each of the wave features identified there 
may be several physical features that contribute to its creation. For instance, changes in 
amplitude can be due to target range, target size, target shape, target surface texture etc. 
Therefore, to make any sense of this information we must use a strategy whereby the 
most basic, unambiguous features are found first. In this way, a valid picture of the 
target can be gradually built.
The strategy used to identify a feature may be optimised for a particular scenario. There 
is a lot to be learnt from the way bats use their echolocation abilities. When the bat 
hunts, it emits a string of pulses at a rate of about 10 Hz. If it detects an object, it 
improves definition by increasing the pulse rate to 25-50 Hz, and as it swoops for the 
kill, the rate can reach 200 Hz.
Many bats improve their sound picture by using different frequencies. Each pulse 
sweeps through a range of frequencies like an ultrasonic siren, for example, starting at 
80 kHz and ending at 40 kHz. The lower frequencies have a wider beam angle and 
penetrate further, scanning a wider area, while the higher frequencies bounce off very 
small objects. Using a range of frequencies also has the advantage that the different 
wavelengths reflect off different parts of an object, revealing fine detail.
The moustached bat [Suga90] hunts for insects in amongst vegetation such as trees and 
shrubs. Its pulse consists of a long constant frequency (CF) component followed by a 
short, FM component. Each pulse contains four harmonics. When closing in on a 
target, the bat emits shorter pulses at a higher rate, while keeping the same tones. 
Whereas, the little brown bat hunts for insects in the open air. It emits only FM pulses. 
When nearing a target, it emits shorter, higher pulses at a faster rate. Each species 
emits pulses suited to its behaviour.
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Proposing a general strategy for characterising an object at this stage is premature, since 
many of the proposals put forward so far are untested. However, a first step is to 
identify some basic characteristics that do not rely on any other information.
1. Calibrate the system by measuring the range to a known target. This can be 
used to verify the current temperature, speed of sound and calculate the 
attenuation factors of the atmosphere.
2. Determine the range to the nearest target or primary surface. Use a short 
pulse containing a few frequencies (to avoid interference problems).
3. Look for texture in the nearest surface. Use a multiple frequency pulse to 
detect missing frequencies. The scatter losses due to surface texture can be 
calculated.
4. Scan the area using translation (and rotation if possible) taking note of the 
amplitude to detect position and size. Use a short multiple frequency pulse 
and keep the step size to a minimum.
5. Do some shape tests. Long constant frequency pulses at several stepped 
frequencies, looking for secondary surfaces. Since the attenuation factors are 
known, the surface area can be calculated.
6. More shape tests. High frequency very short pulses directed at vicinity of 
target to refine shape information.




A range of experiments were carried out to test, where possible, propositions put 
forward in the preceding section. The hardware and software used to accomplish the 
tests are described in this section.
4 .1 . Hardware
The hardware used to emit and capture ultrasonic signals includes
• MacADIOS™ card fitted to a Nubus™ slot of a Macintosh™  II 
microcomputer.
• Polaroid™ Ultrasonic ranging system connected to the MacADIOS card.
A diagram of the hardware is shown in Figure 4.1. The MacADIOS card contains a 
range of electronics for the generation, capture and conversion of signals including AD 
and DA converters and several timers. These electronics can all be controlled via 
software running on the Macintosh II. The MacADIOS card is also fitted with an 
optional AD converter daughterboard. The AD converter on the daughterboard is rated 
at a conversion rate of 833 kHz. Since the digitised signal is to be used in signal 
analysis techniques such as Fast Fourier Transforms (FFTs) it is important the 
sampling rate meet Shannon's famous Sampling Theorem [Lynn89]. This theorem 
states that
An analogue signal containing components up to some maximum frequency f  H z 
may be completely represented by regularly-spaced samples, provided the sampling 
rate is at least 2f  samples per second.
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The maximum frequency produced by the Polaroid ranging system is approximately 50 
kHz. The frequency of an echo may be slightly greater than this due to the Doppler 
effect. However, the sampling rate of the AD converter at 833 kHz is well above the 
100 kHz (2 x 50 kHz) required by the Sampling Theorem.
A Polaroid Ultrasonic ranging system is used to transmit and receive the ultrasonic 
signal. The ranging system consists of the Polaroid transducer and the ranging system 
electronics. The Polaroid transducer is an electrostatic transducer and is described in 
detail in section 2.4.
The ranging system electronics control the Polaroid transducer. The electronics control 
initiation and generation of the ultrasonic pulse, and reception and amplification of the 
echo. Pulses are triggered at a maximum of 5 Hz (every 200 ms). The ranging system 
electronics are connected to the 833 kHz, 12 bit, AD converter on the MacADIOS 
board.
The pulse transmitted by the ranging system consists of 56 cycles at 49.41 kHz. The 
pulse lasts for a period of 1133 microseconds. At 20°C, the speed of sound is 
343.6m/s, the wavelength 6.95 mm and pulse length of 56 x 6.954 = 389.4 mm. See 
Figure 2.15.
Macintosh II containing Polaroid ranging Polaroid transducer
MacADIOS card electronics
Figure 4.1. Overview of hardware involved in generating and receiving 
signals. The Polaroid transducer acts as both transmitter and receiver.
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The layout of the test bed is shown in Figure 4.2. The transducer is mounted on a 
calibrated (to 1°), rotating base to aid in directing the ultrasonic beam. The test shapes 
are mounted on a frame which juts out towards the transducer. This is to reduce the 
chance of detecting stray echoes from the frame. Targets can be moved along a 
calibrated (to 1 mm) base plate within the frame.
Side View
Calibrated sliding scale
Calibrated rotating scale p |an v ie w  on base *3late ^mrT̂
• < ............................................................................................ > •
i = 2.5 m
Figure 4.2. The layout of the test bed used in all experiments.
The target object was interchangeable and consisted of one of the shapes shown in 
Figure 4.3. They range from simple shapes such as boxes and cylinders to complex 






Figure 4.3. The simple and complex shapes used as targets. The edges of all 
shapes are rounded with a radius of approximately 1 mm. Note, the incident 
pulse direction is shown here, particularly for the cylinder.
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4 .2 . Software
The application written as part of this thesis is called DSPBat. This section describes 
the functionality of DSPBat. The development and design of DSPBat is described in 
section 4.3. The software development environment is described in Appendix A.
The functionality of DSPBat can be divided into two main areas. The first function is 




The Polaroid electronics sends a trigger signal just before a pulse is emitted. DSPBat 
watches for this trigger and when the trigger is detected DSPBat starts sampling the AD 
converter. Sampling is stopped after a user specified number of samples are read.
There is a problem in the current system where a noise spike regularly precedes the real 
trigger signal by a constant interval. DSPBat sees this false trigger and starts sampling 
too early. To overcome this problem DSPBat has a user configurable delay built in to 
delay sampling by a set amount after the false trigger signal is received.
4.2.1.2. New Hardware Required
Unfortunately, the pulse generation facilities of the Polaroid ranging system electronics 
are not configurable. This is a major drawback to further investigation since control of 
the pulse is vital when trying to detect a wide range of features in echoes.





• cycles per pulse
• pulse rate
Pulse generation software should also allow the user to specify how the above criteria 
change with time. Thus the user can indicate criteria such as
• amplitude envelope
• frequency sweep
New pulse generation hardware is being designed and built at the University of 
Wollongong. It will allow all the above pulse criteria to be defined. The user will 
design the pulse via a graphical user interface. The pulse will then be created in the 
FIFO memory of the new hardware. The pulse is then clocked out to a DA converter 
and the analogue signal sent to the Polaroid transducer.
4.2.2. Echo Capture
The signal must be captured at the highest possible sampling rate to ensure no 
information is lost. To capture the signal at the highest possible rate requires code to 
control an AM9513A timer located on the MacADIOS board. This timer controls the 
AD conversion rate on the daughterboard. A 68020 assem bler routine 
( R e a d A D F a s t  (...)) samples the AD converter as quickly as possible. This routine 
has been highly optimised for speed and is documented in Appendix C.
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After the user initiates capture, the application sets up the timers and the MacADIOS 
board and then waits for a trigger signal from the Polaroid system to indicate a pulse is 
being generated. When the trigger signal is received it starts capturing data (usually 
after a short delay - see section 4.2.1.1). The data is captured in RAM and may be 
saved to disk once capture is completed.
The MacADIOS board was supplied with a library of routines for capturing and 
analysing data. However, these routines were written in the early days of the 
Macintosh and are not compatible with more recent development environments 
including MPW.
Also, during investigation of the MacADIOS library routines it was found that the 
algorithms used would fail if used with a faster processor (e.g., 68030). Since 
software to control the MacADIOS board has been written as part of this thesis it is 
possible to modify it for faster processors.
R e a d A D F a s t  () captures data from the MacADIOS board at a comparable or better 
rate than the f a s t i o  (...) software library routine supplied with the MacADIOS 
system. However, calculations on the sampling rate indicate the advertised sampling 
rate of 833 kHz is not being met. Sampling rates of approximately 750 kHz are 
currently achieved.
The sampling rate is less than the stated rate due to interrupt latency periods on the 
Macintosh. The Macintosh is not a true real-time machine, and does not support DMA. 
There are many variables in the Macintosh that make it impossible to deterministically 
figure out exactly when things are going to happen. All processor interrupts and slot 
interrupts may be held off for various amounts of time by different parts of the system 
[Birse89]. Buffering of data on the MacADIOS card would overcome this problem.
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The MacADIOS board and timer are set-up automatically by DSPBat. DSPBat also 
provides complete manual control of the MacADIOS board and timers. The user can 
change any software alterable setting on the MacADIOS board and timers via the dialog 
boxes shown in Figures 4.4. and 4.5.
MacñDIOS board mode parameters
Interrupt Enable 
I I Board A/D On
— Gain -------
® x l
0 x 1 0




Cancel c OK i
Figure 4.4. DSPBat dialog to control settings on the MacADIOS card. The 
default settings are shown. Details of these settings are given in Appendix D.
The Sample Method cluster in Figure 4.4. is a software setting whereas all the others 
are hardware settings. The Sample method cluster allows the user to choose whether 
sampling will be carried out at the fastest possible rate or at a safe but slower rate. At 
the fast setting the sample rate is not constant due to factors discussed in section 5.1. 
However, the fast sampling rate gives the best definition to wave shapes. The safe 






— Timer 4 — — Timer 5 — --------------- 1
Gating Gating 5
Source Edge 0 Source Edge 0
Count Source 11 Count Source 11
Count Control 6 Count Control 6
Count Down 0 Count Down 0
Output Control 2 Output Control 2
Load 1710 Load 2
Hold 2 Hold 2
_________ 1
OK i
Figure 4.5. DSPBat dialog box to control the settings of the timers on the 
MacADIOS card. The default settings are shown. Details of these settings are 
given in Appendix D.
The current air temperature is an important consideration in calculations on the captured 
data. The temperature is manually entered and displayed via the simple dialog box 
shown in Figure 4.6. In future, the temperature will be read from an air temperature 
sensor. The temperature is stored as part of the information describing an echo.
Enter the current temperature in °Celsius
25
Cancel
 ̂ ..............................— --------->
OK 1— J





Echo analysis is a major aim of this software. DSPBat provides various functions to 
aid in the visualisation and analysis of echoes. After the signal has been captured it is 
displayed as a graph in the time wave window. The graph displays the amplitude of the 
echo verses time on the horizontal scale. See Figure 4.7
Figure 4.7. The time wave window of DSPBat with microseconds on the x 
axis and amplitude on the y axis.
There are several other windows that can be displayed showing different aspects of the 
echo. These are discussed later. Certain display functions are common to all 
windows. The windows conform to the Macintosh User Interface Guidelines and 
zoom, resize, and scroll. The captured data along with all the software and hardware 
settings for the capture can be saved to disk and read back in later.
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Along the top of the window there are several controls for changing display parameters. 
The popup menus labelled “X” and “Y” control the units displayed on the particular 
axis. In the time wave window, the X axis can display number samples, millimetres or 
milliseconds. This can be quite useful when trying to correlate environmental features 
with features of the graph.
The “Zoom” and arrow buttons change the scale of graph. When “Zoom” is pressed 
the scale of the X axis is changed so that an overview of the full graph is displayed. 
See Figure 4.8. If it is pressed again it changes the scale (X axis) to one sample per 
pixel. The arrow buttons change the scale of the currently selected axis. Either axis 
can be selected by clicking on it. The arrows are dimmed when neither axis are 
selected.
The “Redo” button redraws the graph off screen. This graph is then copied on screen. 
When the scale of the graph is changed, the off screen graph is not redrawn, the graph 
is scaled as it is drawn to the screen. This provides fast scaling and redrawing. If the 
graph’s scale is changed considerably, the on screen graph will appear blocky or jaggy. 
The “Redo” button causes the off screen graph to be redrawn at the current scale and 
thereby removes any blocky features. However, since the whole graph is redrawn off 
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Figure 4.8. An overview of a pulse an echo. This view can show trends not 
visible at higher magnifications.
There are several analysis functions that may be carried out on the graph displayed in 
the time wave window. These are described in the next few sections.
4.2.3.1. Filtering the Echo
A low pass filter is available. The filter is a simple moving average filter. For a 5 point 
moving average filter, the impulse response or weighting function of the filter is
h[n] = 0.2{5[n-2] + 8[n-l] + 5[n] + 8[n+l] + 5[n+2]} 4.1
The corresponding frequency response [Lynn89] is
H(Q) = 0.2(1 + 2 cosQ + 2 cos2£2) 4.2
where is a real constant times frequency.
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It displays simple low pass properties because it transmits low frequencies strongly. 
This filter is zero phase. H(Q) is real denoting no phase shift at any frequency. This 
occurs because h[n] is an even function of n, and the filter is noncausal. This is an 
advantage since no phase side effects will disturb the results.
The moving average filter has a smoothing effect on the time wave and reduces the 
amplitude. See Figure 4.9
Amplitude ▼  H: Microseco... ▼ Zoomili!_̂_____- v./ Redo]
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Figure 4.9. This time wave has been filtered by a low pass 5 point moving 
average filter. The unfiltered wave is shown in Figure 4.7. An area of the 
graph has been highlighted using the mouse. This region can be used in 




4.2.3.2. Echo Frequency Spectrum
The frequency representation of selected portions of the time wave can be displayed. 
The user simply highlights the area of interest using the mouse. Then chooses 
Calculate FFT from the Analysis menu. The frequency spectrum of the highlighted 
area is displayed in an FFT window. See Figure 4.10. The data may be saved to disk 
for later examination.
Figure 4.10. The frequency spectrum of the highlighted area of the time 
wave shown in Figure 4.9.
The FFT algorithm used is the symmetric Cooley-Tukey algorithm [Cooley75] based 
on time decomposition and with input bit reversal. The computation is done in place 
and is a radix 2 algorithm. When the user highlights an area for FFT calculation, the 
sample space is made up to a power of 2 by zero filling [Steams88][Lynn89].
The user can display the phase for the same selected area by pressing the “Phase” 
button. Pressing this button again will toggle back to the frequency spectrum.
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4.2 .3 .3 . Standard Deviation
The amplitude envelope of an echo conveys information about the shape and position of 
a target. To get a reasonable representation of the amplitude changes in an echo the 
standard deviation function is used. The sample standard deviation, denoted by S, is 
defined to be the positive square root of the sample variance [Walpole78]
S =
< =1X? - (  
n(n-l) 4.3
The standard deviation function clearly indicates how the amplitude varies with time. 
See Figure 4.11.
Figure 4.11. The standard deviation function can be used to show amplitude 




The standard deviation for a selected portion of the time wave can be displayed. The 
user simply highlights the area of interest using the mouse. Then chooses Standard 
Deviation from the Analysis menu. The user is then presented with a dialog. This 
dialog allows the user to set parameters for the standard deviation calculation such as 
the window size and step size. The window size is the number of samples to be 
included in each standard deviation calculation. The step size is how many samples to 
step on after each standard deviation calculation. See Figure 4.12. The data may be 
saved to disk for later examination.
Amplitude
Time
Standard Deviation calculation carried 
out on the data within each window
Window size
Step Size
Figure 4.12. The method used to build a standard deviation graph.
The default parameters are used for all graphs produced by this function throughout this 




4.2 .3 .4 . Find Next Echo
This is a simple function to determine the start of an echo. The function steps from the 
current selection checking the amplitude of the next point against the average of the last 
few points. If the value of the next point deviates from the average of the last few 
points by more than a specified percentage, an echo is assumed detected. See Figure 
4.13.
Figure 4.13. An echo is detected when the next value differs from the 




The Find Next Echo function is selected from the Analysis menu. The user is then 
presented with a dialog box where they may choose the parameters to find the echo. 
The parameters include window size, step size, percent deviation and highlight width. 
The window size is the number of samples to be averaged. The step size is how many 
samples to step after each calculation. The percent deviation is the threshold value for 
detecting an echo. The highlight width is the width (in mm) to highlight once the echo 
is found. The default values are 20 for the window size, 5 for the step size, 5 percent 
for the deviation and 0 mm highlight width.
Echoes gradually increase to a particular amplitude at different rates. The method used 
in the Find Next Echo function has the disadvantage that when the rate of increase is 
low the echo will be detected well after it has really started. Compare Figures 5.18. 
and 5.20. which are the echoes off the large box and the cylinder. The echo from the 
large box is detected just after the start of the time wave. However, the echo off the 
cylinder is not detected until over 1 period into the echo.
4 .2 .3 .5 . Distance Test
DSPBat can continuously run a distance test. It will continuously record the range to a 
target. The user specifies the number of range measurements via a dialog when the test 
is initiated. Standard statistical measures such as mean and standard deviation are 
calculated from the results to determine the accuracy of the ranging hardware and 
software.
To calculate the range, the Find Next Echo function is used to determine the start of the 
pulse and the start of the echo. From a knowledge of the sampling rate and the index of 




Figure 4.14. To calculate the distance to target the index of the pulse start 
and echo start are found using the Find Next Echo function.
Assuming a constant sampling rate, the distance to the target can be found from
distance = speed of sound x 4.4
4.2 .3 .6 . Show Test Statistics
This is a simple utility function which displays pertinent information about the time 
wave in the current window. It lists the number of samples, sampling rate, speed of 
sound and temperature.
4 .2 .3 .7 . Show Selected Statistics
This is a simple utility function which displays information about the selected part of 
the graph in the current window. It lists the number of samples, and if appropriate the 
mean and standard deviation.
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4 .3 . Software Development
The goal of the software development was to provide a tool with which I could capture 
and analyse echoes. The basic requirement being to capture an echo and display a time 
wave graph of the echo. It was imperative that the sampling rate be as high as possible 
so that no detail was lost from the echo. I also wanted to further my knowledge in 
Object-Oriented (OO) analysis, design and application frameworks.
OO analysis and design is a subject I have been interested in since first hearing about it 
during lectures in 1986. The software developed for this thesis is written using OO 
ideas I have learned over the last few years. Learning these new ideas has proven a 
challenging task but I believe that DSPBat is a better application because of its object- 
oriented background.
The OO paradigm simplified the design and programming of DSPBat. A major portion 
of DSPBat involves interaction with the user via a graphical user interface. The OO 
paradigm has a definite advantage in solving this type of problem because the design of 
the system can be simpler since objects in the system are usually easy to identify.
The OO paradigm advantages of modularity, data abstraction, inheritance, overloading 
and polymorphism are realised in DSPBat. Examples of these advantages are described 
in the proceeding sections.
4.3.1. Analysis
As mentioned above, the basic requirement of DSPBat is to capture and display an 




DSPBat must control the MacADIOS hardware to capture an echo. In future there will 
be other equipment to control such as pulse generation and temperature measurement 
hardware.
DSPBat should provide analysis tools to help in the analysis of echoes. This includes 
tools to calculate amplitude, frequency and phase of echoes. It should also be able to 
do this over user specified regions of the echo.
DSPBat should also provide automated testing tools for distance measurement and in 
the future frequency measurement.
The major functions that DSPBat provides must be very modular in nature so that it is 
easy to modify DSPBat to incorporate new high level automated testing tools. This can 
be done by calling the major function as required by the test.
4.3.2. Design
I developed DSPBat using object-oriented design ideas from many authors. This was a 
difficult task as most authors of the time had no real method for finding the classes and 
objects during analysis and design. [Meyer88] states that “the objects are just there for 
the picking! The software objects will simply reflect these external objects.” More 
recently authors have realised that it is not that simple. Goldstein and Alger 
[Goldstein92] have described the problem of finding the objects in their “sheer c liff’ 
principle. “Problems (in OO design) tend to be either as simple as a stroll in a meadow, 
or as difficult as a sheer cliff, but are seldom in between.”
The high level architecture of DSPBat is based on the Smalltalk Model/View/Controller 
(MVC) architecture. This architecture originated at Xerox PARC in Smalltalk-80. Not 
a lot is written about MVC by the originators but it is mentioned in most OO analysis 
and design texts [Cox91], [Rumbaugh91], [Booch91].
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The MVC program architecture defines the separation of: the event management of a 
program (the control layer), the presentation of the application data to the user (the view 
layer), and the modelling of the actual data and processes (the model layer). A user 
interface is divided into an underlying application defined model, any number of 
different views of the model, and controllers that synchronise changes to the model and 
the views. MVC makes it possible to concentrate on the essentials of an application 
(the model) and add the user-interface (the Views and Controllers) independently.
The first step in the 0 0  design process was to identify the major components of 
DSPBat within the MVC architecture. These objects are the main “things” used in and 
by the application.
The high level architecture of DSPBat, broken down into its MVC components is 
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Figure 4.15. DSPBat high level architecture. The boxes represent classes. 
The main responsibility of each group of classes is shown.
The next step in the design process was to evaluate the application framework to see 




The MacApp version 3 class libraries are used to implement the standard Macintosh 
user interface. The basic view and controller layers are implemented by MacApp and 
available as base classes for DSPBat.
I implemented a DSPBat specific model layer for managing the echo data. MacApp 
provided some model functionality, such as filing, which I utilised by collaborating 
with MacApp TDocument and TFile classes. With the echo data encapsulated within an 
object I was able to pass echo information around the application quite simply. The 
echo model classes provided a wide range of access and statistical information 
functions as part of their public interface.
The process of finding the actual classes and objects was an iterative one of proposing 
objects, prototyping them, then either scrapping or keeping them depending on their 
merits.
Usually the first try at a class will reflect an object from the real world. Next, 
responsibilities and collaborations are assigned to the class. It is then tested to see how 
it fits in with the rest of the overall architecture. When evaluating the quality of the new 
class the following type of questions were asked - is the class modular? Is it self 
contained? Does it have too many collaborations? Does it have a sole purpose? Does it 
fit into the overall architecture? If the class survives these questions and others, then it 
is implemented. If it does not survive, then the questioning process has probably given 
rise to new ideas for classes, so these new classes can now be tried.
During the implementation of a class problems can arise which may force changes to 




Section 4.3.3. describes the inheritance structure of the classes and gives a brief 
description of the main responsibilities of each class. Section 4.3.4. describes how the 
main classes collaborate.
4.3.3. Class Inheritance Structure
The classes have been divided into their MVC layers.
4 .3 .3 .1 . View Layer
Classes from the view layer display the data stored by the model layer. The view layer 
implements at major portion of the user interface. The main view classes of DSPBat 
are shown in Figure 4.16.
TView is a MacApp class. It defines a drawing area that can be encapsulated within 
another window or view. TGrapherView is an abstract class which implements all the 
common behaviour for DSPBat views. This includes drawing and the magnification of 



















































Figure 4.16. The view classes display views of the data for each of the 




Each of the classes derived from TGrapherView is associated with a particular window 
described earlier. For instance, TTimeWaveView is the view for drawing echoes in the 
time wave window and TFFTView is the view for drawing frequency spectrums in the 
FFT window.
Note that the functionality of the derived classes is minimal. Their main responsibility 
is setting up the window during initialisation (Initialize() and DoPostCreate() methods).
The derived views also keep the menus up to date when their window is active (i.e., 
enabling and disabling menu items as appropriate to their functionality). This is more a 
controller role but is included in these classes because the MacApp View class has this 
responsibility.
All graphs drawn in TGrapherViews are buffered off screen and copied on screen as 
required. This provides a much faster and responsive user interface. The off screen 
drawing is usually at the highest magnification to show fine detail. When the graph is 
copied on screen it is scaled to the current scale of the window. TGrapherView 
maintains a reference to a TOffScreen object that handles all off screen drawing and 





































Figure 4.17. TOffScreen handles drawing in an off screen bit map. 
TGrapherOffScreen collaborates with TGrapherView to handle drawing into a 
TGrapherView.
The number of samples in a time wave can be tens of thousands. The drawing of a 
time wave graph in the off screen buffer can take a long time (10000 samples take 
approximately 20 seconds on a Mac II). The user is not inconvenienced by having to 
wait while this takes place because drawing to the off screen buffer takes place during 
idle time. The user can carry on working. However, while drawing is taking place to 
the off screen buffer the responsive of DSPBat is slightly reduced.
Using off screen buffers for drawing has the disadvantage of being memory hungry. 
For instance, a 12,000 sample time wave graph drawn off screen using 1 bit per pixel 
(monochrome), requires 375 kBytes of RAM. Drawing in colour requires from 4 to 24 
bits per pixel and thus more memory.
88
4. Experiment Equipment
The drawing of the horizontal scale is also buffered off screen since it extends the 
length of the graph. The vertical scale is not buffered because it is rarely larger than the 







































TScaleView implements basic scale drawing. It contains a reference to a TTickScale 
object. The TTickScale class handles all calculations such as where to place short and 
long ticks and the value to be drawn under the tick. TTickScale also handles drawing 
the ticks. The algorithm used by TTickScale places major ticks at regular intervals so 
that the major tick labels do not overlap. This algorithm is not particularly user friendly 
as the major ticks are often placed at intervals where interpolation is very difficult. An 
enhancement to this class will place major ticks at multiples of an easily divisible 
number such as 10, 20 or 100. This will make it much easier for users to read the 
graph.
TGrapherScaleOS Views are buffered off screen and contain a reference (fOffScreen) to 
a TOffScreen object to handle off screen drawing.
TGrapherView contains a reference to a TGrapherModel object. TGrapherView asks 
the TGrapherModel for the data values to display. The TGrapherModel class hierarchy 
is shown in Figure 4.19.
4 .3 .3 .2 . Model Layer
The model classes are responsible for the graph data. See Figure 4.19. The data is 
stored in RAM and can be read from and written to disk. TModel is an abstract class 
that provides the basic reading from and writing functionality. TModel accomplishes 
this in conjunction with the MacApp TFile class. TGrapherModel contains a handle 
(pointer to a pointer to the data) where all data is stored. TGrapherModel provides 
access functions to this data. It also provides access functions to other data describing 





















































































Figure 4.19. The class hierarchy of the model classes.
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The classes derived from TGrapherModel provide specialised access functions to data 
specific to their class. They also provide specialised functionality appropriate to then- 
class. For instance, the TFFTModel can calculate a FFT. These classes also override 
the DoRead and DoWrite methods so that their data is read and written to disk.
DSPBat was originally based on the MacApp version 2.0 class libraries. In MacApp 
version 2 the TDocument class had several roles - view manager, data manager and 
filing manager. The model architecture is used to simplify this problem.
DSPBat has since been ported to work with MacApp version 3. In version 3, 
TDocument still has these roles but they have been split between TFileBasedDocument 
and TDocument. Some of the responsibilities of my TModel and TFileBasedDocument 
overlap, particularly the file handling sections. The file handling capabilities of 
TFileBasedDocument are utilised by TModelDocument and are passed on to 

































































































TModelDocument knows about the model based classes and is responsible for creating 
them during document creation.
DSPBat also has classes to manage hardware such as the MacADIOS card and its 
timers. See Figure 4.21. TAdiosBoard knows about the MacADIOS card and 
provides access functions to control this hardware. TTimeWaveModel contains a 
reference to a TAdiosBoard object which it uses when the user requests information 
about the MacADIOS board.
DSPBat uses two timers on the MacADIOS card. The TAdiosBoard object manages 
the main functions of the MacADIOS card apart from the times. The TAdiosBoard 
object contains references to two TTimerCounter objects, one for timer 4 and one for 
timer 5. Each TTimerCounter object manages a timer on the MacADIOS card.
TWaveVelocity is a class that calculates the speed of sound from the current 
temperature. In the current implementation the temperature is entered by the user. In 
the future this class will read the temperature from an air temperature sensor.
4.3.3.3. Control Layer
MacApp tends to mix the responsibilities of view and controller in some of its user 
interface classes. The classes in Figure 4.22. handle the control and display of the 





















Figure 4.22. These classes implement the various controls drawn in the 
control bar at the top of DSPBat windows.
TMagnificationController is a controller class that manages events from all the buttons 
in the control bar. The other classes handle the drawing and the enabled/disabled state 
of the button. TMagnificationButton handles the Redo button. TToggleButton handles 
the Zoom button. TPhaseButton handles the phase button in the FFT window. 
TArrowButton handles the up and down arrows that are used to change the 
magnification of the graph.
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MacApp's control architecture utilises command objects. Command objects are created 
by many objects in response to an event. Events can be generated by the user, the 
system or the application. The purpose of command objects is to initiate or carry out 
the handling of a command. DSPBat utilises command objects to carry out many of its 










Figure 4.23. The command objects used by DSPBat.
For instance, TDisplayFFTCommand creates a FFT window when the user selects an 
area in a time wave window and the selects the FFT command from the analysis menu. 
TLowPassFilterCommand initiates the filtering of a time wave. TZoomCommand 
handles zooming the graph when the Zoom button is pressed.
4.3.3.4. Miscellaneous Classes
TMenuedWindow and TMenuedWindowBehaviour extend TWindow and TBehaviour 
respectively to implement the “Windows” menu. The user can show any open window 



















Figure 4.24. These classes implement the functionality of the window menu.
Many of the functions of DSPBat interface to the user via dialog boxes. The classes 












Figure 4.25. TDialogView implements views that have the behaviour of a 
dialog box. The derived classes implement the DSPBat dialog boxes.
97
4. Experiment Equipment
The TApplication class is the MacApp class which implements the application shell for 
a Macintosh application. TDSPBatApplication derives from TApplication and overrides 
particular methods so that they work specifically with DSPBat. See Figure 4.26. It 
also provides methods to handle preferences used by the DSPBat. Some preferences 
that are used by DSPBat are the default values for the hardware settings of the 
















Figure 4.26. The application class for DSPBat.
4.3.4. Class Collaborations
In an OO design one of the criteria for good design is that classes are self contained and 
do not rely on a knowledge of other classes. This makes the design simpler and more 
modular. Figure 4.27. shows the main collaborations between the classes of DSPBat. 
Since DSPBat is built upon the MacApp application framework, most of the 
collaborations are inherited from MacApp apart from my model layer extensions. Note 
that the model layer classes are modular and self contained.
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Figure 4.27. The general collaboration diagram for DSPBat. The arrows 
indicate a “knows about” or “collaborates with” relationship.
The collaboration diagram for the main classes that make up the functionality of the time 
wave window are shown in Figure 4.28. Note that there are very few relationships 
where classes know about each other. The only one being between views and 
documents, which is inherited from MacApp. Thus the classes are modular and self 
contained.





DSPBat is implemented in C++, an object-oriented Programming (OOP) language. 
C++ is an extension of the C language. The C++ extensions to C add OO support. 
They also correct some of the weaknesses of C. C++ adds such features as strong type 
checking and function prototyping.
C++ is a hybrid language in that some entities are objects and others are not. It 
contains facilities for inheritance, polymorphism and specifying access to attributes and 
operations of a class. The Macintosh version of C++ does not support multiple 
inheritance. The run-time method resolution is efficient. Classes can have multiple 
constructor and conversion routines for creating objects. Macintosh C++ supports two 
types of memory allocation - stack and heap based objects.
MacApp was originally written in Object Pascal. MacApp version 3 (written in C++) 
maintains compatibility with Object Pascal. This restricts the use of C++ in MacApp 3. 
For instance, class access is all public and there are no constructors and destructors 
used.
4.3.6. Lessons Learned
OO design is not as easy as early authors predicted. Even for a small to medium sized 
application like DSPBat there would be an advantage in using a proper OO analysis and 
design methodology.
MacApp is now a large application framework. You need a very powerful Macintosh 
(IIFX or better) and a lot of RAM (8 MByte minimum) and disk space to achieve a 
reasonable compileAink turn around time. I think minimising turn around is vitally 










Section 3. discusses the echo characteristics that may allow me to identify these 
features. The aim of the experiments is to verify some of the proposals discussed in 
section 3. Most other proposals from section 3 cannot be tested due to limitations of 
the current test equipment.
A typical experiment consists of locating the Polaroid transducer and target as required 
by the experiment (a combination of translation and rotation). Then, running DSPBat 
to record the echo from the target. Normally 4 echoes are recorded and any values (for 
instance amplitude) derived from the echo are averaged over the 4 echoes.
The transducer was rotated a range of 30° and the target translated a range of 270 mm. 
The test set-up of the transducer and target are shown in Figure 4.2. The transducer 
was rotated since it has a calibrated rotating base and the target translated since it is 
mounted on a sliding calibrated base.
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Most experiments involved measuring the amplitude of the first section of the echo 
corresponding to the depth of the target. To obtain impartial amplitude information the 
Find Next Echo function was used to determine the start of the echo. Then, standard 
deviation calculations were carried out on the length of the echo corresponding to the 
depth of the shape. The standard deviation is used as a measure of the amplitude for 
that part of the echo.
The raw results for all tests are listed in Appendix B.
5.1 . Range
Range is calculated from time of flight information as discussed in section 3.1. Tests 
were run to determine the accuracy of calculating range in software from the echo 
recorded by DSPBat.
5.1.1. Results
DSPBat can be set to continuously calculate the range to a target - Distance Test. It is 
initiated by selecting Distance Test from the Analysis menu. This feature was used to 
calculate the range to the large box situated directly in front of the transducer. 1000 
echoes were analysed. A graph of the results are shown in Figure 5.1. Further test 
details are shown in Figure 5.2.
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Figure 5.1. The distance test results. Distance on the y axis (mm) versus 
sample number on the x axis.
-----------------------------------— — — ^
S ta tis tic  ! V alue
Actual Distance (mm) i 1035
Number samples 1000
Number good samples 964 (96%)
; Mean Distance (mm) 1054
i Standard Deviation (mm) 9 .......
Range (mm) 1010-1108 ....
Figure 5.2. The statistics for the distance test. Good samples are those within 
100 mm of the actual value. The mean and standard deviation statistics are 






The poor range accuracy is mainly due to deficiencies in the MacADIOS card. The 
MacADIOS card does not buffer data from the AD converter. The results of AD 
conversions must be read, one at a time, by software running on the Macintosh. This 
software is subject to the constraints of the Macintosh operating system. This includes 
no real time response to interrupts and non-deterministic sharing of CPU time.
ReadADFast(...) (described in Appendix C) captures the echo as fast as possible. 
While it is capturing the data it can be interrupted at any time by the Macintosh 
operating system. Since it can be interrupted, data is lost while the interrupt is handled. 
Equation 4.4, used to calculate the range, assumes a constant sampling rate. Since the 
sampling actually stops and starts the range calculation will be inaccurate. See Figure
5.3. A graph displaying where samples have obviously been lost is shown in Figure
5.4. Calculations based on a particular sample index will be in error. For instance, if 
the range was calculated using the third sample in Figure 5.3. then the range error will 
be large.
Figure 5.3. Sampling occurs on the high to low transition. Because the 




Figure 5.4. Samples have been lost at the start of this echo. Normally the 
echo gradually builds up to a constant amplitude.
Interrupts can be disabled on the Motorola 68020 processor. However, 
ReadADFast(...) relies on a level 2 interrupt to stop the sampling process. Interrupts 
can be disabled up to level 1, unfortunately this does not stop all interrupts to the 
sampling process.
It is possible to isolate or remove all hardware and software that can cause interrupts. 
This involves disconnecting the Macintosh from all networks, peripherals and 
removing all System Extensions. However, you are still not guaranteed the 
Macintosh’s normal processing will not interrupt data capture. This is not a preferred 
option on a machine that must be shared amongst many users.
The routine ReadADFast(...) is heavily optimised for speed (see discussion in 
Appendix C). To achieve greater range accuracy some of these optimisations could be 
removed and handshaking with the AD converter implemented. Obviously, this will 
result in a lower sampling rate. An algorithm for more accurate range measurements is
1. set up timers
2. disable all interrupts
3. set loopCounter





6. while loopCounter < samples required
6.1 while AD converter done flag not set
6.2 do nothing
6.3 end while
6.4 read AD converter
6.5 save reading in RAM
6.6 increment loopCounter
7. end while
8. enable interrupts 
8. exit
This routine does not rely on an interrupt from timer 4 to stop sampling. Therefore 
interrupts can be disabled to ensure nothing interrupts the sampling process. Thus we 
achieve a constant sampling rate and can use this data to calculate the range in software.
As mentioned earlier, the other alternative is to buffer data on the MacADIOS board. 
Buffered data can be transferred, at high speed, to the Macintosh even as more data is 
buffered. This is the preferred solution since it provides the highest possible sampling 
rate.
5.1.3. Conclusion
Detecting the range in software is inaccurate in the current implementation due to 
problems with data loss between the Macintosh and the MacADIOS board. These 
problems will be overcome with hardware modifications that are currently in progress 
at the University of Wollongong. Once these problems are overcome the range 




5 .2 . Lateral Position
In section 3.3 I proposed that the lateral position of a target can be deduced from the 
amplitude of echoes from a scan past the target. This set of experiments analyses the 
echoes obtained when scanning past a target.
5.2.1. Translation
Two experiments were completed. Both tests involved scanning past the large simple 
block. See Figure 5.5
Transducer 
at 0°
Target moves along 
scan line
Figure 5.5. Layout of the test bed for the translation tests.
5 .2.1.1. Results 1
In the first test the target was stepped from a position directly in front of the transducer 
to 275 mm off to one side of the transducer. The step size was 25 mm and the 
transducer was always pointing directly ahead. The results are shown in Figure 5.6
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Figure 5.6. Amplitude versus Position for the large simple block. The 
amplitude is the standard deviation for the first 30 mm. Position is the 
distance off centre (mm) of the target. The transducer is pointing straight 
ahead (i.e., at 0° rotation).
5 .2.1.2. Results 2
In the second test the target was stepped from a position to the left of the transducer to a 
position to the right of the transducer. See Figure 5.5. Step size was 5 mm. The 
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Figure 5.7. Amplitude versus Position for the large simple block. The 
amplitude is the standard deviation for the first 30 mm. Position is measured 
as the distance (mm) along a scan line running parallel to the target. The 
transducer is pointing straight ahead (i.e., at 0° rotation).
5 .2.1.3. Discussion
In Figure 5.6 as the target moves further off centre the amplitude decreases. The 
amplitude is at a maximum when transducer and target are directly opposite. Thus 
amplitude changes when moving along a scan line can indicate lateral position (as 
discussed in section 3.2).
In Figure 5.6. the main peak of the graph is due to reflection off the main surface of the 
shape. As the target moves off centre, the amplitude decreases as less and less echo is 
detected from the main surface. There is a minimum in the graph at approximately 100 
mm off centre. The amplitude then increases slightly as echoes from an edge of the 




The minimum at 100 mm off centre is due to either the shape of the target surface edges 
causing a minimum or the shape causing destructive interference to occur between 
echoes from the main surface and echoes from the edge. See Figure 5.8.
Pulses
Figure 5.8. The minimum observed at 100 mm off centre in Figure 5.6 may 
be due to destructive interference between echoes from the main surface and 
echoes from the edge.
The aim of this test was to verify equation 3.10. From Figure 5.6 the target detected 
distance is 2 times 275 mm, r = 2400 mm and the beam angle for this transducer is 
12.5°. From equation 3.10. we get
w = 550 - 2 x 2400 tan(12.5)
= -514 mm
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which is obviously inaccurate. The problem with this approach is that as distance to 
target r increases, the effective beam angle of the transducer decreases. It decreases 
because of echo attenuation.
Equation 3.10. could be used to determine the width of a target if the value for the 
effective beam angle were known. The effective beam angle will vary with both 
distance to target and target size. This limits the use of this method in an unknown 
environment.
The aim of the second test was to detect the width of the target (60 mm) using 
amplitude changes along a scan line and equation 3.11. Equation 3.11. is equation 
3.10. with beam angle equal to zero and allowance for the width of the transducer. 
From Figure 5.7. and equation 3.11. the width of the target can be calculated as
w = 30  + 25
= 55 mm
lmax (30 mm) is determined by thresholding the amplitude at a particular level. In this 
case approximately 415. Since a threshold level exists which produces a result close to 
the actual width, the method has proven successful. However, determining the 
threshold level will be difficult if all results are as irregular as those graphed in Figure
5.7. The irregularities in this graph are possibly due to changes in the amplifier gain of 
the Polaroid electronics.
The threshold level should correspond to a sharp decrease in amplitude and should be 
easier to detect once the irregularities on Figure 5.7. are sorted out. This second 




5.2.2. Translation and Rotation 
5.2.2.1. Results
This set of tests investigates the echoes received when transducer and target are 
translated and rotated relative to each other. The rotation steps are shown in Figure 5.9 
The translation steps are shown in Figure 5.10 A diagram of the test bed is shown in 
Figure 5.11.
R un N um ber T ran sd u cer A ngle  
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! 2 -12 :
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Figure 5.9. Positive angles are to the right when looking from behind the 
transducer in the direction of the target. Figure 4.2 shows the layout of the 
test bed showing the orientation of transducer and target.
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Figure 5.10. The target was shifted to the right when looking from behind 
the transducer in the direction of the target.
Transducer
Target moves along 
scan line
Figure 5.11. The layout of the test bed for the translation plus rotation tests.
The steps involved in carrying out this experiment are 
For each translation shown in Figure 5.10.
For run 1 to 4
For each rotation shown in Figure 5.9.
Read an echo into DSPBat






The target was the large simple shape (see Figure 4.3.). The average amplitude was 
calculated for the four runs.
Tests were conducted by moving to only one side of the target since results when 
moving to the other side would be the same though mirrored. The results are graphed 
in several ways to highlight different features in the next section.
5.2.2.2. Discussion
Amplitude decreases with position off centre and with rotation angle away from the 
target. See Figure 5.12
Rotation (Degrees
Figure 5.12. Rotation and translation effects on amplitude.
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Some trends are obscured in Figure 5.12. These trends are shown better in Figure 
5.13. and 5.14. As well as the main maximum from echoes off the surface these is 
another smaller maximum when echoes from an edge of the target are detected. Notice 
that when the transducer is at 12° the main surface is not detected at all.
When the target is directly opposite the transducer (0 mm) the maximum amplitude 
occurs at 0° rotation. As the target is translated away from this position, the angle of 
the maximum amplitude moves from 0° to +4° rotation (from approximately 100 mm off 
centre). See Figure 5.15. This is because the transducer is now isonifying the near 
edge of the target. Thus the echo is mainly due to reflection from the near edge.
As expected from the geometry of the set-up the curves for the positive rotation angles 
are steep where as the curves for the negative angles fade away slowly.





Figure 5.14. Distance off centre (mm) versus amplitude for different 
transducer rotations.
------- ■— 0 mm
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--------0— 75 mm
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Amplitude measurement combined with translation is a powerful tool in locating the 
lateral position of a target. Rotation provides useful verification.
5 .3 . Shape
I proposed in section 3.4 that information describing the shape of a target can be 
deduced from the amplitude of the target echo.
To verify this the following experiment was carried out.
For each shape listed in Figure 5.16.
For run 1 to 4
For each rotation shown in Figure 5.9.
Read an echo into DSPBat 




The shapes tested are pictured in Figure 4.3. The surface isonified by the pulse is also 
shown in Figure 4.3. The layout of the test bed with the orientation of the target and 
transducer marked is shown in Figure 4.2. The tests are divided into those on simple 




Sim ple Shape Com plex Shape
Large Box Long Complex Box
Small Box Short Complex Box
Cylinder
Figure 5.16. The shapes tested.
5.3.1. Simple Shapes
5.3.1.1. Results
The amplitudes of the echoes from the simple shapes are shown in Figure 5.17. The 
graphs are restricted to plus or minus twelve degrees even though the actual tests were 
carried out to plus or minus 15°. The values outside 12° were mostly zero. This is to 




Figure 5.17. Amplitude versus transducer angle (°) for the simple shapes. 




Echoes from three shapes at 0° are shown in the Figures 5.18., 5.19. and 5.20. Note 
that after the initial ramp up to a particular amplitude the echoes remain constant. This 
is because there are no other echoes from other parts of the target to cause changes in 
amplitude. Thus the shape of the amplitude envelope can be used to investigate shape. 
A rectangular envelope indicating the shape being isonified is simple in structure, i.e., 
one surface is creating the echo and no other surfaces are present.
First 30 mm
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Figure 5.18. The echo off the large box at 0° to the transducer.
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Figure 5.20. The echo off the cylinder at 0° to the transducer.
The amplitude varies with transducer angle in a similar manner for all targets. The 
amplitude decreases sharply at target angles moving away from normal to the 
transducer. This is due to several factors including
• reduced intensity of the pulse at angles away from the normal. This can be 
seen from the polar intensity graph for the transducer shown in Figure 2.16. 
Therefore the echo will be of lower intensity.
• the echo strikes the transducer at an angle and is therefore detected at a lower 
intensity
• the pulse is reflected away from the receiver at angles further from the normal
The shape of the cylinders rotation angle versus amplitude graph in Figure 5.17. is 
slightly different to the other simple shapes. The curve is more flattened in the centre, 
whereas the others have a definite peak. This is because the area of the cylinder 
contributing to the echo is small (a thin trip along the length of the cylinder). Therefore 
slight changes in rotation close to the normal have minor effect on the echo.
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5.3 .1 .2 . Conclusion
The shape of the echo amplitude envelope can be used to determine simple shapes. A 
rectangular envelope (i.e. constant amplitude in the echo) indicates a simple shape. 
When attempting to detect this in a target the pulse should include several different 
frequencies to ensure interference effects are not confusing results.
5.3.2. Complex Shapes
To gather information about complex shapes, it is necessary to analyse a longer section 
of the echo. Reflections from different parts of the target all appear in the returned 
echo. Reflections from target features further from the transducer will appear later in 
the echo. The reflections are all combined as described by the superposition principle.
Figure 5.21. Average amplitude versus transducer angle ( °) for the short 
complex shape. Amplitudes for the first surface indicates the average 
amplitude for the first 30 mm of the echo. Amplitudes for both surfaces 
indicate the average amplitude for the echo from 30 to 60 mm.
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5.3 .2 .1 . Results
Experiments were conducted with the two compound shapes shown in Figure 4.3. 
Results for the short complex shape are shown in Figures 5.21. Results for the long 
complex shape are shown in Figure 5.22.
Figure 5.22. Average amplitude versus transducer angle ( °) for the long 
complex shape. Amplitudes for the first surface indicates the average 
amplitude for the first 60 mm of the echo. Amplitudes for both surfaces 
indicate the average amplitude for the echo from 60 to 90 mm.
The trends in amplitude for both complex shapes are the same. The smaller area of the 
first surface produces lower amplitudes than the sum of the echoes from the first and 
second surface. The second surface has 3 times the isonified area of the first surface. 
The echo corresponding to the start of the second surface is the sum (from the 
superposition principle) of the echoes from the first and second surface.
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Another trend is that at angles close to the normal the difference in amplitude is more 
pronounced. This is because the amplitude from both blocks decreases sharply at 
angles away from the normal. Thus the curves approach.
The following figures show echoes at 0° for both shapes. All the echoes display a 
change in amplitude corresponding to the change from the first to the second surface.
First surface Both surfaces
Figure 5.23. The echo at 0° to the transducer from the short complex shape.
First surface Both surfaces
Figure 5.24. The echo at 0° to the transducer from the long complex shape.
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The amplitude envelope of the long complex shape shown in Figure 5.21 is interesting 
because the wave has an obvious discontinuity at around 2440 mm. This corresponds 
to where the first and second box meet. The discontinuity is due to interference 
between the echo from the first box and the start of the echo from the second box. The 
change in amplitude can be seen more clearly in Figure 5.25. This diagram was 
produced using the “Standard Deviation” command from DSPBat.
Figure 5.25. Amplitude (standard deviation) versus distance for an echo 
from the long complex shape with the transducer at 0°. Interference at 
approximately 60 mm causes an obvious dip in the graph.
Further evidence of the effect of interference can be seen in Figure 5.26. This is an 
echo from the short complex shape. However, the distance from the first surface to the 
second surface has changed. Here the amplitude of the echo from “next 30 mm” is 
actually less than from the first surface even though the visible area of the second 
surface is three times greater.
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Figure 5.26. The echo at 0° off the short complex shape with changed 
distance from first to second surface. The echo from the “next 30 mm” is 
reduced due to destructive interference between reflections from the first and 
second surfaces.
5.3.2 .2 . Conclusion
The above results show that it is feasible to use amplitude measurements to detect a 
secondary surface. The secondary surfaces exist at distances relative to the first surface 
and can be detected by changes in amplitude.
The effects of interference are so noticeable that they should be used to detect secondary 
surfaces. To detect the distance to a secondary surface, vary the frequency to cause, 
first constructive and then destructive interference. Constructive interference causing 
an increase in amplitude and destructive interference causing a decrease in amplitude. 
Changing the frequency to find the maximum and minimum amplitude will detect 
secondary surfaces.
5.3.3. Smallest Size
Tests were carried out to try and determine the smallest size detectable by the Polaroid 




5.3 .3 .1 . Results
Shapes of smaller and smaller size were insonified. The shapes were located directly in 
front of the transducer and 500 mm distance. The wavelength of the pulse is 
approximately 7 mm. Tests on 4 and 6 mm squares revealed a definite echo as shown 
in Figure 5.27.
Flat Specular Surface
Figure 5.27. From top to bottom, echoes from a flat surface, 4 mm square 
and 6 mm square. The general structure is shown at the bottom.
Squares with a side length down to approximately 1.5 mm were detected. Although, 




Shapes of smaller and smaller size were isonified. The shapes were located directly in 
front of the transducer and 500 mm distance. The wavelength of the pulse is 
approximately 7 mm. Tests on shapes with a surface area of 4 and 6 square mm 
revealed a definite echo as shown in Figure 5.27.
Flat Specular Surface
Figure 5.27. From top to bottom, echoes from a flat surface, 4 and 6 mm 
square shapes mounted on a flat surface. The general structure is shown at 
the bottom.
Shapes with a surface area down to approximately 1.5 mm square surface were 





The smallest size detectable is less than the wavelength of the pulse. The limiting factor 
is more likely the sensitivity of the transducer.
5 .4 . Texture
Surface texture affects the intensity of echoes. The reasons for this have been 
discussed in section 3.5.
5.4.1. Results
A range of experiments were carried out to investigate the features of echoes from 
textured surfaces. Two textured surfaces and a specular surface were compared. The 
depth of texture for the surfaces are shown in Figure 5.28.
N am e Depth of tex ture
(m m ) .....
, Specular 0
Fine 0.5
! Coarse 1.0- 1.5
Figure 5.28. Depth of texture for the surfaces tested.
Tests with each textured surface were run on the two simple boxes. The results are 
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The results, particularly from the large simple box indicate texture does effect the 
amplitude. The deeper the texture, the more the echo is scattered, and thus the more the 
amplitude is reduced.
5.4.2. Conclusion
These tests show that texture does cause a decrease in amplitude. Further tests are 
needed to quantify this relationship.
There is no distinguishing amplitude feature to indicate that a surface is textured. The 
decrease in amplitude displayed by a textured surface could be interpreted as due to 
reduced surface area or some other attenuation factor.
The preferred method of testing for a textured surface is to check for attenuation of 
particular frequencies as discussed in the section 3.5. The frequency required to detect 
the texture of the surfaces tested are shown in Figure 5.31.







Figure 5.31. Attenuation frequency for the textures surfaces used in 
experiments.
The frequency of the pulse used is approximately 50 kHz. This corresponds to a 
texture depth of 1.72mm.
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The pulse generation facilities of the Polaroid ranging electronics are limited to a fixed 





There is information describing the environment imprinted on ultrasonic echoes. This 
thesis has shown that much more information than just range can be discerned from 
ultrasonic echoes. Extracting information from echoes can be accomplished using 
simple ultrasonic transducers, simple electronics and the appropriate software. 
Improving the electronics to enable pulse control will increase the amount of 
information able to be gathered.






• local target motion
• rigidity
This investigation has been followed up where possible with experiments. Results 
from these experiments indicate
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• Range - detecting the range in software is inaccurate in the current 
implementation due to problems in acquiring an even sampling rate. These 
problems can be overcome with hardware modifications that are currently in 
progress at the University of Wollongong. Once these problems are 
overcome the range accuracy should approach the wavelength of the sampling 
rate (at 750 kHz this is 0.5 mm).
• Lateral position - the lateral position of a target can be found by introducing 
movement into the system. Using translation and rotation and analysing 
changes in amplitude in echoes indicates the lateral position of a target.
• Shape - the amplitude envelope of an echo can be used to detect shape. For 
instance, a rectangular echo amplitude envelope can indicate a simple shape. 
Changes in amplitude indicate the existence of secondary surfaces in complex 
shapes. Interference effects between echoes from different components of a 
structure are so prominent they should be further investigated.
• Smallest size detectable - is less than the wavelength of the pulse. It is more a 
function of the sensitivity of the transducer.
• Texture - causes a decrease in echo amplitude. More work is required to 
quantify this relationship. A decrease in amplitude due to texture is very 
similar to changes due to other attenuation factors, for instance distance. 
Texture should be detected by isonifying the target with a frequency sweep 
and analysing the echo frequency spectrum for missing frequencies.
The Polaroid transducer has proven a reliable component. The Polaroid ranging system 
introduces complications in echo analysis due to features such as variable gain. Use of 
the ranging system is restricted because it does not allow configuration of pulse 
parameters. This is a necessity for future work.
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The MacADIOS card cannot be used to its rated potential in analogue to digital 
conversions because it does not provide buffering of data on the card. Data is lost 
between the Macintosh and the MacADIOS card. This problem is currently being 





This thesis is part of ongoing work at the University of Wollongong into utilising 
ultrasonic sensors for robot navigation. This work can be extended in the following 
areas
• Investigate the abilities of the system when the pulse parameters are 
configurable.
• Investigate the use of frequency to enable velocity detection.
• Investigate the use of frequency and phase to enhance shape and position 
information.
• Investigate hardware modifications to enhance directionality of the ultrasonic 
pulse and thereby improve lateral resolution.
• The analysis tools proved by DSPBat can be extended to include sonograms, 
spectrograms and radar and ultrasound type images.
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Appendix A. Development Environment
A .l .  Software
The software development environment used for this thesis was the Macintosh 
Programmers Workshop version 3.2 from Apple Computer Inc.. Most of the software 
was written in MPW C++. Small sections of code were written in MPW Assembler, 
MPW C and MPW Pascal.
The application DSPBat is based on the MacApp (versions 3.0) application framework 
and class libraries.
A .2. Thesis Report
Word Processor - Microsoft Word 5.0 
Graphics - SuperPaint by Silicon Beach Software 
Graphs - Microsoft Excel 3.0
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Appendix B. Results
B .l .  Range Test
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i ........  1 0 5 7  : ...................... 10 3 5  i ! 8 9 7  !
i 1 0 4 1  ! 1061  ; i 1 0 5 1  i i
i 1 0 4 4  j 1 0 3 6  i 1 0 3 9  i
i ...................... 1 0 4 1  i 1 0 4 9  j 1 0 7 4  j i
: 1 0 4 4  i 1 0 4 4  j 1 0 3 6  i
i i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0 4 4  ! ........................1 0 6 0  ! 1 0 4 8  i
i 1 0 5 8  ! 1 0 4 7  1 1 0 5 6  i
i v v v v v v M V V V V v v v v w w v v m v w v v m w v v v v v m v i i v v v v v v v v v v i
:...................... 1 0 5 9  1 1 0 4 4  i 1061
i i  1 0 3 4 1031 1 0 4 3  !
i ....  1 0 2 7 . . . . . . . . . . . . . . . . . . .  10 4 8 1 0 4 7  i
i i  1 0 5 7 1 0 5 7 1 0 5 8  !
: . . . . . . . . . .  1 0 4 6 . . . . . . . . . . . . . . . .  1051  .... 1 0 5 4  i
i  1 1 0 8 ! 1 0 6 3  ..... 1 0 4 2  i i
i  1 0 5 3 !. . . . . . . . . .  10 4 9 1 0 5 4  !
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 0 5 3 i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1071 1 0 4 2  i
i 1 0 4 4 !" 1 0 5 2 1 0 4 9  i i
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
i 1 0 4 2 !. . . . . . . . . . . . . . . . . . . .  1041 1 0 5 9
i r - r L a n j - r n n ^ n r . . . . . . . . . .  . . .  . . . . . . . . . . . . . . . . . . . . . . . . .
: 1 0 6 2 ; 10 6 3 1 0 5 4
i i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 0 4 8 i . . . . . . . . . . . . . . . . . .  1 0 4 6  ...... 1 0 6 0  . . . . . . . . . . . . . . . . . . . . . . . . .
r  T o  62 r  1 0 4 9 10 4 8
............  1 0 6 2 i  1 0 3 6 6 7 0  :
i  0 6 0 i  1061 1051  iV V V W V V V V W W V V V V V V V W V W W W W V V V V V V W V V V V W V V W V W V V W V V W V V N  \
i . . . .  1 0 5 3 i . . . . . . . . . . . . .  1043 _ _ _ _ _ _ _ _ _ _ _ _ i s g - - - - - - - - - - - - - - - - - !
i  1 0 4 4 H  6 4 9 ____________ 1 0 6 2  j
i ....  1 0 2 9 ; . . . . . . . . . .  1 0 6 0
1 0 4 4  i i
i 1 0 5 6 !  1 0 4 6 1 0 6 9  ........
i 1 0 5 3 !  1 0 4 8 i  1 0 4 9; . . . . . . . .  . .  r m r o r m w  ■  ■  . . . . . . . . . . . . . . . . . . . . . . . . !
i i . . . . . . . . . . . . . . . . . . . . .  1 0 5 2 : j  1 0 4  i
j  1 0 4 8  ;
! 10 4 1 i  10 4 9
j  1 0 4 2  i
' . . . . . . . . . . . . . u  u - u - -  - _ _ _  .  . j j ,  ,  y »  ,  ,  » ■ » ■ T i - r r  -  ■  f-rmr*
i . . . . . . . . . . . . .  1 0 4 6 i . . . . . . . . . . . . . . . .  1 0 4 7  ........
i 1 0 6 0  . . . . . . . . . . . . . . . . . . . . . i
i  1 0 5 3 T  1 0 5 4
:  1 0 4 9
'  u  u J  J W > 1 - J W W . - L V I I W L V I I , V W » V ' ‘ ' ‘  *  "  « W . V V I I 1 I Y
i . . . . . . . . . . . . . .  1 0 1 9 ; . . . . . . . . . . . . .  1 0 4 6  .....
j  1 0 5 0  .......... ;
i  1 0 5 3 i  1 0 5 4
i 2 5 6
i i  ”1 0 4 2 i ......... 1043
j  Ï 0 4 8j  ■  « , ■ ■ » . »  ■ ■ ■  > ■ » < » “ “  * ■ * • *  *  *  *  * • * ■ *  *  *  ‘ * M | *  *  *  " > > A *
; 1 0 4 9
<
i  1Ö6Ö j  1 0 4 4  i
i f “  6 6 8 \ " "  1 0 5 0
i 1 0 6 4  i
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1043; ] 1 0 5 5  ! 1061
1 0 6 0  j . . . . . . . . . . . . . . . . . . . . . . . . — ......... 1 0 4 9  "i
1 0 7 0  | 1051  j 1061
j 1 0 5 1  1 1051  j 1051
1 0 2 1  j Í 0 5 5  ; i  0 4 9
1 0 5 3  j 1 0 4 8  | 1 0 6 4
1 0 5 6  i 1 0 4 3  i 1 0 5 0  i
1 0 4 2  ] 1 0 6 4  j " i  0 6 0  ' ........... !
1 0 6 3  ! .....................1Ó8Ó.......................! ......................1 0 6 0 .......................
1 0 5 0  j 1 0 6 2  i 10 6 3
1 0 5 0  | .......................1 0 4 8 ...................... ; ....................... 2 4 2 ........................ i
1 0 5 1  ; 1 0 7 3 9 0 4
;  i o 5 9  1 ...................... 1 0 5 5 ....................... ......................1 0 4 9 .......................
j 1 0 5 1 1 0 2 5 1 0 5 7
1 0 5 6 1051 1 0 5 0
1 0 5 3  J 1 0 4 5 i  0 5  8 :
1 0 4 4 1051 1 0 5 6
Í 0 4 8 1 0 6 4 1 0 6 4
: 1 0 5 0 1 0 5 0 10 4 3
! 1 0 6 3 10 4 8 10 5 5
1 0 6 5 10 5 8 1 0 4 7
....................... 1 0 5 0 ...................... .......................1 0 5 6  ^ 1 0 5 9
; 1 0 4 7 1043 1 0 5 6
!...................... 1 0 6 1 ....................... ....................... 1051 1051
1 0 5 5 1 0 5 6 1 0 4 4
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0 4 7 ............ 1 0 5 0
i  1 0 5 3 ! 1 0 5 4 1 0 4 7
: j . . . . . . . . . . . . . . . . . . . . . . . .  1 0 1 6  r :  1 0 6 4 1 0 5 0
1 0 4 7 1 0 7 0 1 0 6 2
i . . . . . . . . . . . . . . . . . . . . .. 1051 ;  1045
i j  1 0 5 6 Í 0 4 3  ' i  Ó 60
f  1 0 6 0 1051 1 0 5 5
1 0 5 1 .......  1048 1 0 4 8
1 0 5 9 1 0 5 6 i  0 6 2
i j . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0 4 9 . . . . . . . . . . . . . . . . . .  ™  " i .....................1 0 3 7 1061
1 0 7 2 i  1 0 4 6 1 0 4 7
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0 5 2 .......................1 0 4 7 1 0 6 0
Í 1 0 4 3 ! 1 0 4 9 i  0 4 6
:  1 0 6 2 [ 1 0 5 6 1051
1 0 6 0 ;  1 0 4 4 1 0 5 9
1 0 5 0 1 0 5 7  ............ 1 0 7 4
:  1 0 5 0 i  i  05  i i  Ó 64  j
1 0 4 7 i L  1 0 5 4 1 0 4 4
Í 1 0 5 0 1 0 4 7 1051
i j  1 0 7 2 i  1 0 5 0 1043
i i ....................  1051 j . . . . . . . . . . . . . . . . . . . . . .  1 0 4 9 1 0 7 4
1 0 5 7 !  1 0 7 0 1 0 6 4  i
i  1 0 6 9 ! . . . . . . . . . . . . . . . .  1063 1 0 5 6
i  1 0 5 7 !  1055 105 i
i : .....................1 0 4 3 ; ................ 1 0 4 2 1061
:  1 0 5 0 ;  1051 1 0 5 5
! .......  1 0 5 7 ! ..........  1 0 5 4 1 0 4 4
¡  1 0 5 6 j 1 0 6 4 1 0 4 6
Í ........  1 0 4 5 : .........  1 0 5 0 1 0 4 3
¡  1 0 4 4 i 1 0 5 2 1 0 5 6
1 0 6 7 j ............ 1 0 5 9 1 0 4 8
:  1 0 5 6 | 1 0 4 9  . 1 0 6 6
:  1 0 5 9 ;  1 0 5 8 1 0 5 8
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1 0 5 6  ¡ 1 0 5 2 1 0 6 0
...........  1 0 4 5 ................. 1Ö4 9 ....... . 2 4 0
1 0 5 1  i 1 0 6 9 1 0 6 3
i  1 0 6 5  1 ..................... 1 0 5 4 ....................... 10 6 5
1 0 6 3  j 1 0 5 5 ¿ 0 6 6
: 1 0 6 5  i 1 0 5 6  ................... ............ 1051
| i 0 6 0  j 1 0 4 6 1051
í  0 4 7  i 1 0 6 7 1 0 5 0 ............. a'
! 1 0 6 5  ! ...............1 0 5 6 .......................
i  1 0 6 7  | 1051 1 0 6 5
1 0 5 6  i ........................1 0 5 0 ...................... ....................... 1 0 5 1 ....................
1 0 5 7  ; i  03 1 1051
! 1 0 5 0 .................1 0 6 4 ....................... .......................1 0 5 0 .......................
1 0 4 3 1 0 7 4 1Ö5Ö
....................... 1 0 6 4 ' 1 0 5 6 8 4 6
i 1 0 4 7 * i  Ö56 ¿ 0 4 6
1 0 5 2 1 0 4 9 1 0 4 7
i i  0 4 2 2 4 1 1 0 6 6
I 1 0 5 0 1051 1 0 5 6
1 0 5 7 1 0 4 9 1051
1 0 4 5 1 0 6 9 1 0 5 2
....................... 1 0 4 8 ...................... .......................1 0 6 9 ............... 1051
i !  1 0 5 5 i 1 0 5 6  | 1051
j!...................... 1 0 5 6  .................... [......................1 0 5 7 ...................... 1 0 5 0
¡ 1 0 4 9 ! 10 5 3 1 0 4 7
f .....^  1 0 5 9 .......................1 0 5 6 1061
i  1 0 5 6 i  ¿ 0 4 8 ¿ 0 5 8
i....................... 1 0 5 0 ........ i  1065 1 0 5 2
1 0 4 9 | 1 0 5 4 1 0 4 6
...........  2 4 0 i  1 0 5 0 1 0 1 0
í 1Ö56 i ¿ 0 5 7 ¿ 0 6 0
f " ™  Í 0 5 3 | 1051 1 06  í  i
i....................... 1 0 5 0 .................... .. i....................... 1051 1 0 5 7
: 2 3 9 i 1 0 4 6 1 0 5 6
!...................... 1 0 5 5 .............. ! 1 0 5 6 1065
i  1 0 4 8 i 1 0 5 7 10 5 7
; 1 0 4 5 i....  1 0 5 0 1055
: 1 0 9 4 ! ¿045 ¿ 0 5 6
;................. 1 0 4 9 i 1051 1 0 6 3  :
í 2 3 9 i  i  0 4 0 1 0 4 6  j
i............ 1 0 6 4 1 0 6 5 10 5 8
1 0 5 6 j ¿ 0 5 7 ¿ 0 6 0  i
:............... 1 0 5 0 i 1 0 5 0 1 0 5 9
¡ 1051 ; 1045 10 5 8
¡ 1 0 4 3 I 1063 ¿ 0 5 4  i
i 1 0 6 2 r  i o 6 o 1 0 5 4  1
1 0 5 0 i 1 0 6 0 1 0 5 7
:....................... 1 0 5 2 10 6 3  ............. 1 0 6 5
í  1 0 4 3 ; 1055 1Ö56
r............  1 0 7 5 i ......  1 0 6 4 1 0 5 1 ...................... i
í 1 0 5 5 ; 2 4 2 1 0 4 9  :---------------------------------------------------------------------------------------- i
......  1 0 5 5 1 0 5 0  ... 1051
1 0 5 5 ; 10 4 7 ¿ 0 6 0
¡......... 1051 1 0 7 4 1 0 5 5
1 0 4 3 i 1 0 7 4 1 0 4 2
i......  1 0 5 0 I 1073 1 0 6 4
f..........  1 0 8 6 r .....  10 6 5  ........ 1 0 6 5  :
1 0 5 0 ! 1 0 5 0 1 0 6 8
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. 1 0 7 6  ! 1061 1 0 4 6
; l U D b 10 5 3 1 0 5 3
1 0 5 6 10 5 5 1 0 4 7
i........ 1 0 5 5 1 0 5 2 ..................... 1 0 5 2
1 0 6 4  j 1 0 5 6 10 6  i1 Q 6 4  ^
1 0 6 6 ....................... 1 0 5 0 .......
1 0 4 9 1 0 6 6 1 0 6 5
i  2 3 7 = 106“ "  ^ 1 0 4 6  i
: 1 0 6 2  ' ............ 1 0 5 7 ....................... ........... ...........1 0 5 2 .......................
1 10 6 1 10 4 3 10 5 3
1051 :......................1 0 6 4 ...................... ..........1 0 5 9 ...................... ;
; 1 0 5 4 1 0 4 9 2 3 7
! 1051 ! ¿ 0 4 9 .......................1 0 6 3 .......................
1 0 6 0 1 0 6 6 1101
1 0 4 5 : 1 0 8 9  ............ 1 0 7 2 .............. .......i
1 0 6 0 ¿ 0 6 0 1 0 5 0
1 0 5 2 1061 1 0 7 9
1 0 4 8 : 1 0 4 4 1 0 5 9
! 1 0 5 5 i 1 0 8 0 1 0 5 5  ...................
; 1 0 5 9 ! 1 0 8 6 1 0 4 9
! 1 0 4 6 j  1 0 4 7 1 0 4 5
1 0 7 2  ' ' ....................... 1 0 4 6 ......................
i 1 0 4 9 [ 1 0 6 4 1 0 4 6  I
1 0 5 0  ................... !......................1 0 4 6 ....................... . . . . . . . . . . . . . . . . . . . . . . 1 0 6 5 . . . . . . . . . . . . . . . . . . . . . . .
1 0 5 5 ! 1 0 7 2 1 0 5 9
:  1 0 5 5 . . . . ;  1 0 6 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9 3 2  "  ' '
1 0 5 4 i  1 0 6 0 i 0 5 5  !
j  1 0 6 5 1 0 4 7
| 1 0 4 5 i 1051 1061  i
. . . . . . . . . . . . . . . . . . .  1 0 4 9 i  1043 1 0 4 7
! 2 3 9 !  1041 i 0 4 4
| w 1 0 5 0 i 1061 1 0 4 2  i
i i . . . . . . . . . . . . . . . . . . . . . . . 1 0 5 6 . . . . . . . . . . . . . . . . . . . . . . i. . . . . . . . . . . . . . . . . . . . . . . 1 0 6 3 . . . . . . . . 1 0 4 9
i  1 0 5 7 !  1061 9 0 0
1 0 5 0 ! . . . . . . . . . . . . . . . . . . . . . . 1 0 6 8 10 6 5
i  1 0 5 4 i 1 0 4 4 1051
i . . . . . . . . . . . . . . . . . . . . . . . 1 0 6 6 . . . . . . . . . . . . . . . . " i. . . . . . . . . . . . . . . .  1 0 6 0 1 0 6 3
1 0 6 5 [  i 0 4 5 ¿ 0 7 4
f . . . . . . . . . 1051 i  1 0 5 2 1 0 4 7
i i  i  0 5 1 |  1 0 4 9 1051
i i . . . . . . . . . . . . . . . . . . . . . . 1 0 5 0 1 0 7 8 1 0 5 8
i i  1 0 5 2 j  1045 6 7 6
i . . . . . . . . .  1 0 5 6 |  1065 1 0 6 5
i !  1051 i 1 0 4 2 1 0 7 4
: 1 0 5 6 :  1 0 7 4
1 0 5 6 1 1 0 5 2  “
1 0 6 6 ;  1061
....................... 1 0 6 0 1041
: 1 0 5 2 ;  1051
i i ...................... 1 0 5 0 [  1061
: 1 0 5 0 i  1 0 4 7
j ..........  1 0 5 0 i  1065
! 1051 !  1 0 5 9
................. 1 0 5 0 !  94 1
1 0 6 0 1051
i . . . . . . . . . . . . . .  1 0 4 6 !  1 0 5 0
. . . . . . . . . . . . . . . . . . . . .  1 0 2 3 \ 106T
I 1 0 7 2 ! 1 0 4 7
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B .2. Lateral Position Tests
B .2. L Translation Results 1
The raw data values are included in the tables for translation and rotation in section 
B.2.3. These are the average values for 0° rotation.
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B.2.2. Translation Results 2
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B .2.3. Translation and Rotation
e block, 0 mm off centre.
25 mm off centre.
Angle
(°)




- Ï 5 Ô 0 6 0 0 0 i
- 1 2 Ô 0 Ô Ô 0 0 !
! - Ï 6 63 59 61 74 §4 ! 7 !
!... - 8 137 148 142 142 142 5 !i
- 6 '234 233 220 235 23 Ï 7 i!
I...... -^4..... ...... 309 ..... 297 300 312 305 7 !|
- 2 35 Ï 348 358 352 4 !
.......0 ......362 1 ...... 352 ! 362 362 360 5
2 362 363 i 365 360 363 2 !
1.......4 333 ...... 336 1 333 354 339 10 i
6 250 277 ! 275 267 267 12
! 8 169 174 ! 175 174 173 ____ l ____ !
!..... 1 b 93 ........84
' " " " ' " ' " " ' z j " " "  '
'83 84 7
Ï 2 6 Ô i Ô 6 0 !
....  1 5 ... ..  0 0 ! 0................... 0 1 o ........ o ........ j
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50 mm off centre.
Angle |
(°> i




! - 1 5  | Ò ! 0 0 0 0 Ô !
- 1 2 ........ o........ .....0 ......... 0 !........ 0........ 0 0 !
- 1 0 40 34 35 37 37 3 !
- 8 I....... 80....... 82 gg ....... 82....... .....  83 3 !
- 6 146 Ï50 Ï42 136 144 6 !
- 4 183 203 20Ï 532 1 Ï95 9 1
- 2 256 261 i 250 260 257 5 !
0 278 279 257 270 271 10 !
!------ 2 268 265 ! 278 271 ! 271 6 !
4 252 25 Ï i 248 249 I 250 2
I........6” ... .......193.... ..... 184..... !.... 185...... 196 ; 190 6
8 124 145 i 144 Ï38 ! Ï38 10
... 1 0 ........61 ........68 ! 68 69 ! 67 4
1 2 Ò Ô ! Ò Ô o
1 5 ..  0........ ........ 0 Ô L _ J 2 ____
75 mm off centre.
Angle
h
Run 1 Run 2
ooooooocioffi'xyiooootaorxwooooooocs
Run 3 Run 4





: - 1 5 0 ...  Ò 0 !........p____ 0 ! 0 !
- Ï 2 0 0 0 ! 0 Ó 0 !
.... - 1 0 ... 0 ..... Ò 0 ! 0 47 2 1!
- 8 43 48 47 48 47 2 !
!..... - 6 ..... 79 89 57 85 78 14 !
- 4 119 ÏÏ9 Ï25 126 Ï22 4 !
!...... - 2 ....... ...... 154 ...... 150 ...... 158 155 154 3 j!
Ô 178 17 Ï jgg
_  | 168 9 !
2 ...... 161 169 : i6 i 1 165 164 4
4 135 138 154 147 144 9
........6.... ... 115 .......114 ...... 118 110 [ 114 -------~-------!
8 70 68 ! 64 69 i 68■  ■ «'«wnnnnnnnnn̂ 1 !
1 0 38 39 1 36 36 ! 37 ...... 2 ....
..... 1 2 0 ...... Ó ! Ò Ò ! Ò......... ........ *** o
1 5 0 Ò i Ò Ô ! 0 0
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100 mm off centre.
Angle | 
(°> 1




- 1 5 0 1 0 0 j 6 0 0
- 1 2 0 0 0 0 0 ..Q........1
- 1 0 0 0 0 0 6 0
'......- 8 ....... 0 ........ ....... 0 ....... 0....... 0 0 0
- 6 58
™  j 52 56 3
- 4 88 89 87 91 ‘ 89 2
- 2 123 126 124 120 123 3
o 142 142 ! 136 139 140 3 !
2 144 144 ! 149 140 j 144 4 j
4 i34 132 ! 130 128 i 131 3 j
....... 6 ......106 ...... 102...... !...... 108 97 f 103 5
8 68 66 i 63 67 ! 66 2
......1 o ..... .......38...... .......39 i...... 36 36 ! 37 2
1 2 0 6 ! 0 0 [ 0 _ _ o ____!
1...... 1 5..... 0 0 !...... 0 0 I....... o........ _ _ 0 ____;
Angle
(°)




- 1 5 0 !......0 0 0 d ! o i
- 1 2 6 0 0 0 o ! o
! -1 o .... 0 .. 0 0 0 0 i o
- 8 0 0 0 0.....~ o o
.... - 6 54 58 50 55 54 3
: - 4 96 93 95 97 4
......- 2 ...... 147 ...... 147 ......145 149_  i 147 2
o 111 179 176 178 2 !wyrww-wvrnri'i'i'irir» »ivrr» 
2 ...... 196 ......196 !.... 188 186 192 ^ 5 i
4 184 198 198 193 : 193 7
...... 6 181 174 181 182 [ 180 4
f..... 8 ...  134 142 : 147 137 ! 140 6
1 0 90 94 ! 90 96 | 93 3
!... 1 2 47 41 [ 47 50 j 46 4
1 5 0 i o I 6 0 ! 0 0
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150 mm off centre.
l i ' v ......... .....
Angle j
(°) 1




■  1 5 Ô ! 6 0 Ô Ô Ô !
- 1 2 ..... 0 ................!....... 0 ....... o ...... 0 0 0
- 1 0 0 Ô Ô 0 Ô Ô
[...................- 8 ...... 0 0 ....... 0 ....... 0 ... ....... 0 Ô
- 6 46 48 41 43 45 3
■ 4 85 87 86 83 85 2
- 2 132 137 ! 124 133 132 5 !
Ô 174 Î7Ï ! 168 Ï35 Ï62 Ï8 !
2 192 197 ! 192 193 194 ____2_____________ !
4 196 20Ï ! 197 187 ; Ï95 6 .... 1
........6 ....................... 186.................... .........193................... !.................186....................... 186 ! 188 4
! 8 159 149 ! 150 146 ! Ï5Ï 6
1 0 ... 114 ......114 !..... 115 114 ! 114 ______________ !______________!
1 2 61 57 ! 63 65 ! 62 3
l.................1 1 ....................... .........................Q........................... .......0 !....... O'" Ô ! 0 0
175 mm off centre.
Angle
(°)






- 1 5 ------Ô : g 0 i Ô 0 0
- Ï 2 0 0 0 Ô 0 0
- 1 0 ..  0 0 Ô 0 0 0
- 8 0 Ô Ô 0 0 Ô
!.....- 6 ...  Ô 0 0 Ô 0 0
- 4 63 6Ï 56 54 59 4.̂... .....
- 2 ...... 100 .... 104 i0'5 104 3
ï o 143 142 128 Ï38 138 7 !
!.......2 ...... 166 ......160 ! 160 171 164 5
4 176 172 174 169 ; 173 3
6 ......161 ...... 165 168 166 ! 165 3
....  8 .. 138 * 146 ! 135 Ï35 ! 139 5
1 0 109 107 114 Ï13 ! I l l 3
1 2 ..  60 ..... 59 ! 67 64 i 63 4
! 1 5 6 0 ! 0 0 1 o 0
147
Appendix B - Results
200 mm off centre.mvm iwww » ̂
Angle
(°)




- 1 5 Ò ! 0 Ô Ò Ò Ò
- 1 2 0 0 0 0 :....... o ......... 0
- 1 Ò Ò Ò Ô 0 Ò 0
- 8 0 o ....... ........0........ g ....0.......... 0
- 6 0 0 Ò Ó Ó 0
■ 4 44 45 48 45 ! 46 2
- 2 92 88 79 91 88 6
Ò ÏÏ8 107 [ Ï 16 ÏÏ8 ÌÌ5 5
2 155 137 ! 141 149 146 8
4 156 r Ï58 ! Ï62 162 ' Ì 60 3
i ........6 144....... ‘...  149...... r ... i4 4 ...... .... 140 !"' 144 4
8 Ï24 1Ï9 i 141 Ilo : 124 Ï3
......1 o....... 101 104 ! Ï02 97 ! Î0Î ^ 3
1 2 70 52 ! 63 58 ! 61 8
i 1 5 0 ....... 0 !....... 0........ ....... 0 :....... 0 Ó




















-12° o 0 0 0 0 0 I 0 0 0
oO
99 64 37 47 0 0 ! o 0 o 1
-8° 202 142 83 47.... o o 1 o 1 0 o
-6° 303 231 144 78 56 54 45 | 0 o 1
-4° 378 305 195 122 89 97 85 58 46
-2° 394 352 257 154 123 147 132 104 88
0° 408 360 271 168 140 178 162 138 115
2° 385 363 271 164 144 192 194 164 | 146
4° 364 339 250 144 131 193 195 173 160
6° 282 267 190 114 1 103 180 188 165 ! 144
8° 210 173 138 68 ! 66 140 151 139 | 124
10° 75 84 67 37 37..... 1 93 114 , 111 i 102
12° 0 0 0 n - « 46 62 63 61
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B .3. Shape Tests
B.3.1. Simple Shapes
B .3.1.1. Large Box
Angle
(°)




■ Ï 5 Ö Ö Ö Ö Ö 0
- 1 2 47 .......6 6 ..... . 62 .......58 ri 58....... 11 11 8.......
- 1 Ö 172 168 165 155 165 7
- 8 295 ..... 261....... ......289...... 245 ....273...... ....... 24.......
- 6 372 350 368 346 359 13
- 4 3 9 2 ..... ......392...... ......404...... ......402...... 398 H H Z
- 2 426 415 ...... 433 435 427 9
0 426 440 416 431 428 10
2 424 413 413 416 417 ........ 5.........
4 379 367 ! 374 363 37 Ï 7
6 289 281 284 275 282 6
8 185 177 : Ï83 Î 7Ö Ï79 7
1 o 73 76 ! 73 84 77 5
Ï 2 Ö Ö ! Ö Ö Ö Ö








- 1 5 ..  0 ... 0 Ö Ö 0 0
- Ï 2 Ö Ö * Ö Ö Ö Ô
!.... - 1 0 ........Ö ........ 0 Ö Ô 0 Ö
- 8 64 64 6i 56 6Ï 4
!......- 6...... .......117.. 118 108 113 6
- 4 158 165 159 140 156 n
......- 2 .......192 ......191 ! 189 191 191 î
Ö 214 204 2Ö3 204 206 5
2 175 191 200 198 191 11
4 175 ......174 163 168 170 6
6 126 135 ! Ï 16 Ï24 Ï25 1 '8
.....  8 84 " 76 75 83 80 5
Ï 0 0 Ö Ö Ö 0 Ö
.....1 2 0 ..  0 0 0 0 0
Î 1 5 Ö Ö ! Ö 0 Ö Ö
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B .3.1.3. Cylinder
A n g le
n




■ 1 5 Ò ! Ò 0 0 : o 1 0
- 1 2 Ò Ò 0 0 0 0
- ì  Ò 0 Ò 0 0 0 Ò
- 8 Ò 0 0 0 0 0
- 6 Ò 66 1 61 Ò 32 37
; - 4 98....... 92 !------ 90 85 !....... 91 5
- 2 114 109 102 99
l _
7
........ o .......... 117 .......112....... 1......108 ....... 109....... ! 115 1.........4 ......... .
2 110 114 ! 98 107 ! 107 7
........ 4 .......... ........9 3 ........ ....... 96 j........ 86........ ........95......... !....... 93 5
6 Ò 65 ! Ò 0 i rs 33
! 8 Ò Ò ! 0 0 0 Ò
1 0 Ò 0 ! 0 0 Ò 0
1 2 Ò ! 0 Ò ! Ò 6
1 5 0 0 ! 0 0 ! 0 ____ 0_____
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B.3.2. Complex Shapes
B .3.2.1. Short Complex Shape
First column is the amplitude from 0 to 30 mm. Second column is the amplitude from
30 to 60 mm.
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B . 3.2.2. Long Complex Shape
First column is the amplitude from 0 to 60 mm. Second column is the amplitude from
60 to 90 mm.
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B .4. Texture Tests
B .4. 1. Large Simple Shape
B .4.1.1. Fine Texture
Angle
(°)
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B . 4.1.2. Coarse Texture
Angle Run 1 Run 2 Run 3 Run 4 Average Standard
(°) Amplitude Deviation
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B .4.2. Small Simple Shape 
B . 4.2.1. Fine Texture
Angle
(°)
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Appendix C. ReadADFast(...)
ReadADFast() is an assembler routine that reads the AD converter on the MacADIOS
card. It is heavily optimised for speed.
The algorithm is
set load register of timer 4 to take into account false trigger signal 
set hold register of timer 4 for duration of sampling period 
set load and hold registers of timer 5 to regulate AD conversion rate, 
while no trigger signal 
wait 
do
read AD converter and write it to RAM 
read AD converter and write it to RAM 
read AD converter and write it to RAM 
read AD converter and write it to RAM 
read AD converter and write it to RAM 
until interrupt received from timer 4 hold register 
tidy up 
exit
The assembler code is
r ————————————







; set up a stack frame
; and space fo r  local va riab les (bytes) 





; move the data handle parameter A2 
; move handle parameter in to  AO 
; lock i t  down
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LEA IN T R P T ,A4 ; save po in te r to in te r ru p t  handler
WITH Slo t ln tQ E lem e nt
MOVEQ #sqHDSize,DO f allocate a s lo t  queue element
NewPtr t SYS, CLEAR d id n ' t  work here 11111
BNE E X I T l
MOVE. W #sIQType,sqType(AO) t set up queue id
MOVE. L A 4 ,sqAddr(AO) t i n t  ro u t ine  address
MOVE. W #$0, sqPrio(AO) r i n t  p r i o r i t y
MOVE. L A5, sqParm(AO) / save our A5 world
C LR .L DO
MOVEQ # $D, DO r s lo t  #5 or $D
_ S I n t I n s t a l l
BNE E X I T l
MOVE. L AO,-$4(A6) ; save i t  fo r  la te r
ENDWITH
MOVEA.L (A2) , Al f dereference handle
MOVEA. L A l,  A2 / keep the dereferenced handle in  A2
MOVEA.L gMode, AO
MOVE. W gModeMask,(AO) f set the adios board mode
MOVEA.L gADRead,A4 '• A4 - periphera l address
LEA ENDL,AO ; i n s t a l l  the branch
MOVE. W # $ 60F4, (AO) ; BRA.S *-$a
MOVE. L gClearNMRQ,AO ; Clear in te r ru p t  low
CLR.W (AO)
MOVE. W #$0001,DO ; enable cache
MOVEC DO,CACR
ORI #$0100,SR '* up the in te r ru p t  mask
MOVEA. L g9513Command,A0 ;
MOVE. W #$FF38,(A0) ; Arm Counters 4 & 5
r wait fo r  counter 4 to go low
MOVEA. L g9513Command,A0 t
MOVE. W (A0), DO f read the s ta tu s  re g is te r
ANDI . W #$10 ,DO
BNE .B LP r t r y  again i f  Z not set
MOVE. W (A4) , (A2) + f read the data in to  memory
MOVE. W (A4) ,  (A2) + f read the data in to  memory
MOVE. W (A4) ,  (A2) + ; read the data in to  memory
MOVE. W (A4) ,  (A2) + ; read the data in to  memory
MOVE. W (A4) ,  (A2) + f read the data in to  memory
BRA.S LOOP
BRA.S EX IT ; a l l  f in ish e d
; in te r ru p t  handler
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IN T R P T :
MOVE. W #$0008,DO ; clear and disable cache
MOVEC DO,CACR
MOVE. L A 5 ,- <A7) ; save the current A5
MOVEA.L A l,  A5 ; re s to re  our A5
LEA ENDL,A1 ; Replace the branch w ith  a NOP
MOVE. W #$4E71,(A l)
MOVEA. L g9513Command, Al ;
MOVE. W #$FFD8,(A l) ; DisArm Counters 4 & 5
MOVEA.L g9513Command, Al ;
MOVE. W #$FFE4 ,(A l) ; Clear 4
MOVEA.L g9513Command, Al ;
MOVE. W #$FFE5 ,(A l) ; Clear 5
MOVE. L gClearNMRQ,A] ; Clear the in te r ru p t
CLR.W (Al)
MOVE. L ( A l )  +, A5 ; re s to re  A5
MOVE. W #$0001,DO ; enable cache
MOVEC DO,CACR
C LR .L DO
MOVEQ #1, DO ; s igna l that the in te r ru p t  was handled
RTS
E X IT  :
MOVEA.L gMode, A0
MOVE. W #$FF3C,(A0) ; tu rn  o f f  in te r ru p ts  - adios board
MOVE. L -$ 4 (A6), A0 ; remove the in t  handler
SIntRemove
AND I #$F8FF,SR ; enable a l l  in te r ru p ts
MOVEA.L $0008(A6) , A0 ; move the data handle parameter A0
HUnlock ; unlock the handle
E X I T l :
MOVEM.L (SP) + , D2/A2-A4 ; re s to re  re g is te r ( s )
UNLK A6 ; re s to re  frame po in te r
MOVE. L (SP )+ ,Al ; save re tu rn  address




The code to read the results of the AD conversion is very fast since it consists of five
reads followed by a branch instruction to the top of the loop. The execution time of the
branch instruction is negligible. Thus the code continually reads the data as fast as it
can.
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When an interrupt occurs, the branch instruction is changed to a NOP (no operation) 
instruction so that on return from interrupt handling execution will run out the bottom 
of the loop. This code is self modifying and suffers all the problems of self modifying 
code such as poor portability and maintainability. However, these problems were 
considered and the need for the best possible sampling rate was more important.
Since this source code is available and the problems with it documented, it is a simple 
matter to make changes when the application is moved to a more powerful processor.
C .l .  Optimisations for Speed
ReadADFast(...) is optimised for speed so that information contained in echoes will not 
be lost. Since we are unsure of the sampling rate required to obtain the features we 
need from echoes, a high sampling rate should ensure echo features are not lost in the 
AD conversion.
The speed optimisations are all concerned with the loop that samples the AD converter. 
The original algorithm for this loop was
Set loopCounter = 0 
Set numberSamples 
while loopCounter < numberSamples 
while AD conversion not complete 
wait
Read AD converter 
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The AD converter is rated at 833 kHz. With the current hardware it was found that the 
loop to wait for the AD converter to do a conversion never had to wait. On a faster 
processor or with faster Nubus access it will be necessary to put this check in to avoid 
over sampling. The wait loop for the AD converter was removed.
After every read of the AD converter a lot of code is executed. Code to increment a 
counter and the loop completion testing code. The best way to increase the sampling 
rate is to cut down on the amount of code executed between reads of the converter. To 
implement this two steps were taken, first multiple reads of the converter were carried 
out within each loop. Multiple reads of the converter during each loop increased the 
sampling rate but made the sampling rate uneven. The algorithm becomes
Set loopCounter = 0 
Set numbersamples 
while loopCounter < numbers amples
Read AD converter and write to RAM 
Read AD converter and write to RAM 
Read AD converter and write to RAM 
Read AD converter and write to RAM 
Read AD converter and write to RAM 
Increment loopCounter by 5 
end loop
The converter is sampled quickly within the loop, but there is a time when it is not 
sampled as the code to increment the counter and test the loop counter are executed.
To overcome this problem, timer 4 on the MacADIOS board is used to time the total 
sampling process. When it times out, an interrupt is generated and sampling is 
stopped. Thus we achieve the final algorithm
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write to RAM 
write to RAM 
write to RAM 
write to RAM 
write to RAM
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Appendix D. MacADIOS Card and Timer
The MacADIOS card and timer dialogs allow the user to manually control these 
components via the dialog boxes shown in Figures 4.4. and 4.5. respectively. The 
labels for the fields in each of the dialogs is set out in the tables below.
Field Label Description
j Interrupt Enable When this bit is set the MacADIOS card can send 
interrupts to the processor.
Board A/D On When this bit is set the on board A/D converter is 
enabled.
Gain This setting controls the gain of the instrumentation 
amplifier which precedes the board A/D converter.
Sample method When the Fast option is chosen, the software samples 
the A/D converter as fast possible. The disadvantage is 
samples may be missed and thus the sample rate is not 
constant.
When the Safe option is chosen the software ensures a 
constant sample rate. The disadvantage is the sample 
rate is low.
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Figure D .l. Figure 4.4. shows a dialog box for the MacADIOS card. The 
fields of the dialog box are explained in this table. For a full description of 
these fields see [MacADIOS86].
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!...... Field Label Hardware Description
Gating Specifies the hardware gating options. (6 = active high 
edge gate, 5 = active low level gate)
Source Edge 0 = count on rising edge
Count Source Specifies the source used as input to the counter
Count Control These 4 bits specify the enable/disable special gate, 
reload options, count once or repetitively and binary or 
BCD count.
Count Down 0 = count down.
Output Control These 3 bits specify the output control configuration. 2 
= terminal count toggled
Load Load register count value
Hold Hold register count value ....
Figure D.2. Figure 4.5. shows a dialog box for the timers 4 and 5 on the 
MacADIOS card. The fields of the dialog box are explained in this table. 
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