In this paper we study some questions regarding the effect that shrinkage of filtration has on a special semimartingale.
Introduction
We consider a complete probability space (Ω, F , P), which is endowed with two filtrations, G and F, assumed to satisfy the usual conditions and such that F ⊂ G. On this probability space we consider a real valued special G-semimartingale X. The results can be generalized to the case of R n valued special semimartingales, in a straightforward manner.We fix a truncation function with respect to which the semimartingale characteristics are computed.
The purpose of this work is to study the following two problems:
A. Given that X is F-adapted, compute the F-semimartingale characteristics of X in terms of the G-semimartingale characteristics of X.
B. Given that the F-optional projection of X is a special semimartingale, compute the F-semimartingale characteristics of F-optional projection of X.
So, in a sense, we study problems, which are complementary to problems that arise when one studies what happens to a semimartingale under enlargement of filtration. The literature regarding enlargement of filtrations is quite abundant (see e.g. the recent monograph [AJ17] and the references therein). On the contrary, the literature regarding the shrinkage of filtration and its effect on the properties of a semimartingale is essentially non-existent. Two notable exceptions are Section II §6 in [LS89] and Section IX.2 in [Jac79] , that feature partial versions of our results. Related study is also done in [BY78] where, however, a different, from our special semimartingales, class of processes was investigated (called semimartingales there); interestingly enough, our formula (4.18) can be obtained from Proposition 4 in [BY78] . So, to the great extent our work provides an original contribution indeed.
Also, contrary to the theory of the enlargement of the filtrations, where only initial and progressive enlargements are studied, here we do not make any specific restrictions regarding relation between the filtrations G and F, except for the inclusion condition F ⊂ G, and, additionally the immersion condition in Section 4.
In the paper the natural filtration of a process Y is denoted by F Y . The paper is organized as follows. In Section 2 we formulate the mathematical set-up for our study and we recall some useful concepts and results. In Section 3 we study problem A. In Section 4 we study problem B. In Section 5 we provide several examples illustrating and complementing our theoretical developments. Finally, in Section 6 we formulate some open problems.
Preliminaries
We assume that X has jumps with absolute value bounded by some constant a > 0. Without loss of generality we take a = 1.
The (special) G-semimartingale X admits the unique canonical decomposition of the form X t = X 0 + M is the continuous G-martingale part, µ is the jump measure of X as defined in Proposition II.1.16 in [JS03] , and ν G is the G-compensator of µ. The above representation is the consequence of the Corollary II 2.38 in [JS03] .
In what follows, we will use the standard truncation function h(x) = x½ |x|≤1 , and all the semimartingale characteristics will be considered with respect to this function. For X as above, i.e. with jumps bounded by 1, the G-semimartingale characteristics are 
is an R-valued and G-predictable process.
ii. c G is an R + -valued and G-predictable process.
iii. K G t (ω, dx) is a transition kernel from (Ω × R + , P G ) to (R, B(R)), satisfying condition analogous to condition II.2.11 in [JS03] , and where P G is the G-optional σ -field on Ω × R + , and where · denotes the stochastic or Stieltjes integral, wherever appropriate.
We will assume that
where a G is a G-progressively measurable process. This assumption will be satisfied in examples studied in Section 5.
In what follows we use the following notions and notation:
1. For a given process Z we denote by o,F (Z) the optional projection of Z on F defined in the sense of He et al. [HWY92] , i.e., the unique F-optional, finite valued process o,F (Z) such that for every F-stopping time τ we have
Note that by Theorem 5.1 in [HWY92] this optional projection exists if Z is a measurable process such that Z τ ½ τ <∞ is σ-integrable with respect to F τ for every F-stopping time τ . That is, there exists a sequence of sets (A n )
2. We will also need a notion of F-optional and F-predictable projections for any function W : Ω → R, which is measurable with respect to F, where
The F-optional, resp. F-predictable, projection of such a function W will then be defined as the function o,F W , resp. p,F W , on Ω × R + × R, which is, for all x ∈ R, the F-optional, resp. F-predictable, projection of the process W (·, x).
3. We denote by O F (resp. P F ), the F-optional (resp. the F-predictable) sigma-field on Ω × R + generated by F-adapted càdlàg (resp. continuous) processes. Analogously we introduce the sigma fields O F and P F on Ω defined by
4. A random measure π on B(R + ) ⊗ B(R) is F-optional (resp. F-predictable) if for any O F measurable (resp. P F measurable) positive real function W , the real valued process
is F-optional (resp. F-predictable); equivalently if for any positive real, measurable function
where q = o (resp. q = p).
5. We say that a random measure π on B(R + )⊗B(R) is F-optionally, resp. F-predictably, σ-integrable if the measure M π on F defined by
restricted to O F , resp. to P F , is a σ-finite measure. In other words π is F-optionally, resp. F-predictable, σ-integrable if there exist a sequence of sets
6. For a random measure π on B(R + ) ⊗ B(R) we denote by π o,F the F-dual optional projection of π on F, i.e. the unique F-optional measure on B(R + ) ⊗ B(R) such that it is F-optionally σ-integrable and for every positive O F -measurable function W on Ω, we have
The F-dual predictable projection of π on F, denoted by π p,F
, is defined analogously, as the unique F-predictable measure on B(R + ) ⊗ B(R) such that it is F-predictably σ-integrable and for every positive P F -measurable function W on Ω, we have
We note that existence and uniqueness of π o,F , resp. π p,F (dt, dx) holds under assumption that π is F-optionally, resp. F-predictably, σ-integrable (see e.g. [HWY92, Theorem 11.8]).
7. For any process A and any (stopping) time T , we denote by A T the process A stopped at T .
In the rest of the paper we shall study the F-characteristics of X in the case when X is F-adapted, and the F-characteristics of the optional projection of X on F in the case when X is not F-adapted, assuming that such optional projection exists.
3 Study of Problem A: The Case of X adapted to F In this section, we consider the case where X is F-adapted. Then, according to [Str77] X is a special F-semimartingale and it can be decomposed as
As before, we have that in view of Proposition II.2.9 in [JS03] , there exists an Fpredictable, locally integrable increasing process, say A F , such that
We make the following assumptions: A1. For every T ≥ 0 we have 
is an F-martingale.
Proof. Since, by assumption A1, the process B 
Then, invoking A1, A2 and applying Lemma 3.1 with A t = t we conclude that o,F (L·A) and o,F (L)·A exist and the process
Using definition of L and applying again [HWY92,
Using (3.3) and (3.4) we see that the martingale N defined by (3.2) can be written on [0, T ] as
Since T was arbitrary, this proves that process given by (3.1) is an F-martingale.
Remark 3.3. If F is immersed in G then the martingale given by (3.1) is a null process. This follows from the fact that for any t ≥ 0 we have
for any process U, which is G adapted and such that expressions on both sides of the above equality are well defined. To see that (3.5) holds, we first observe that for any integrable F t ∈ F t and for s ≤ t one has
where the second equality comes from immersion Theorem 3.2(b) in [AJ17] , and the last equality follows from the definition of conditional expectation. Consequently, for any integrable F t ∈ F t we have
which implies (3.5).
The next theorem is the main result in this section.
Theorem 3.4. Assume A1-A3. Then, the F-characteristic triple of X is given as
Proof. We first note that X is a cádlág semimartingale which is F-adapted so it is Fprogressive. Hence by Remark following Theorem 5.1 in [HWY92] (page 136), o,F (X) exists and we have o,F (X) = X. Now, since the optional projection is linear using Lemma 3.2 we see that the optional projection of M G exists, and
Thus, since the process
, and since, in view of A3, the process o,F M G is an F-martingale, we see that
Thus, by uniqueness of the decomposition of the special F-semimartingale X, we conclude that
The second formula, C F = C G , follows from [Jac79, Remark 9.20, p.288].
It remains to derive a formula for ν F . Towards this end, we recall that
Since M µ is σ-finite on P F (see the proof of Theorem 11.15 [HWY92] , with P there replaced by P F ), the above implies that
which is characterized by
This and (3.6) implies that
So, by the uniqueness of dual predictable projections we have (ν
The proof is complete.
Remark 3.5. Let us note that we also have
Indeed, by analogous reasoning as in the proof of [HWY92, Theorem 11.8] we can prove that the random measure ν G has F-dual optional projection if and only if it is F-optionally σ-integrable. Now, recall that M ν G is σ-finite on P F . This and the fact that
-the F-dual optional projection of ν G , i.e., the unique F-optional measure which is F-optionally σ-integrable such that
Hence we have 
From the latter equality and from (3.6) and (3.8) we deduce that
By uniqueness of the F-dual predictable projection of µ we finally obtain ν
The case of immersion between F and G
We briefly discuss here the case when F is immersed in G, i.e., any F-local martingale is a G-local martingale. In this case we may relax our assumptions regarding the semimartingale X. In particular, we do assume that X is a G-semimartingale with G-characteristic triple (B G , C G , ν G ), but we do not assume that X is a special G-semimartingale. As before, we see that X is an F-semimartingale and we denote its F-characteristic triple as (B
. Towards this end let us consider the processX defined byX
Clearly, the processX has bounded jumps and is both G-adapted and F-adapted. Thus, it is a special semimartingale in both filtrations, and hence it has canonical decompositions
Since, by immersion, M Finally, we verify that ν G = ν A4. There exists a square integrable F-martingale Z such that the predictable representation property holds for (F, Z).
A5. The F-martingale Z is a G-martingale. A6. G 0 is trivial (so F 0 is also trivial).
Note that, from A4 and A5, immersion holds between F and G. Here we consider the case where X is a G-special semimartingale, but it is not necessarily adapted to F. We additionally assume that o,F X exists and that it is an F-special semimartingale.
Remark 4.1. It is well known that the F-optional projection of X exists and is an F-special semimartingale under the strong condition that EX * X is an F-semimartingale then it is special.
We have the following canonical decompositions of X and o,F X:
The following theorem presents computation of the first two F-characteristics of o,F X. The computation of the third F-characteristic of o,F X will be discussed later, on the case by case basis. 
M
G is a square integrable martingale.
Then the first two F-characteristics o,F X are
where
Proof. In view of assumption 3 we know that the process M G admits a Kunita-Watanabe decomposition of the form
where M ⊥ is a square integrable G-martingale orthogonal to Z, satisfying M ⊥ 0 = 0, and H is a G-predictable process such that t 0 H s dZ s is a square integrable G-martingale (see e.g. [Sch01] ). In particular, since Z is assumed to be square integrable, then we have
We will show that E(M ⊥ t |F t ) = 0 for every t ≥ 0. Fix t ≥ 0, note that the equality E(M ⊥ t |F t ) = 0 is equivalent to E(M ⊥ t η) = 0 for any bounded random variable η ∈ F t . Let η s = E(η|F s ).
The fact that M ⊥ is orthogonal to the martingale (η s , s ≥ 0), due to A4 and A5, implies that E(M ⊥ t η t ) = M ⊥ 0 E(η 0 ) = 0. Thus, since η t = η, we obtain E(M ⊥ t η) = 0. By linearity of F-optional projections we may write
2). Invoking assumption A5, which, in fact, postulates the immersion between F and G, and recalling Remark 3.3 we see that this process is null. Hence, by uniqueness of canonical decomposition of 
We will now compute h. Towards this end, we fix t ≥ 0 and we observe using (4.6) that for any bounded γ ∈ F t we have
By using integration by parts formula we may write the left-hand side of (4.7) as 
Now, let us note that from the above representation of γ as stochastic integral with respect to Z and from (4.4) we may write
Using this we obtain from (4.13)
Now we prove that stochastic integrals 
(4.12)
Using Kunita-Watanabe's inequality and the Cauchy-Schwartz's inequality we obtain that
So the process given by (4.12) is a martingale. Consequently, since the processes
, the left hand side of (4.7) takes the form
(4.13)
Now we consider the right-hand side of (4.7). By using integration by parts formula, analogously, we may write the right-hand side of (4.7) as
Now, let us note that by (4.9) we obtain
Using this we obtain from (4.14)
Next, applying reasoning analogous to the one that led to (4.13), and invoking (4.1), we conclude that
Putting together (4.7), (4.13) and (4.16), we conclude that (4.7) is equivalent to
for any k, such that t 0 k s dZ s is bounded. We will now show that (4.17) extends to any k bounded, the results that we will need in what follows. Towards this end let us take an arbitrary predictable and bounded k and define a square integrable random variable ψ by
The random variable ψ is a (point-wise) limit of the sequence ψ n := ψ ∧ n of bounded random variables and hence Eψ n → Eψ = 0. Moreover, for each n we have the predictable representation ψ n = Eψ n + t 0 k n s dZ s , and thus
Using this and the Kunita-Watanabe inequality we obtain
Using these two facts and (4.17) for k n , we can pass to the limit in (4.17) and obtain that (4.17) holds for any bounded k. Thus, using [HWY92, Theorem 5.16], we have
for any bounded k. Hence taking
This, together with formula (4.5) gives (4.3).
Examples
Examples 5.1-5.4 below illustrate the results in the case when X is F-adapted. We assume that, under P, the probability distribution of (T 1 , T 2 ) admits a density function f (u, v) which is continuous in both variables.
Clearly, X is a special G-semimartingale and a special F-semimartingale on (Ω, F , P) .
The G-characteristics of X are (B G , 0, ν G ), where
δ 1 is the Dirac measure at 1, and κ is given by (this result follows, for example, by application of [LB95, Theorem 4.1.11])
Thus, according to Theorem 3.4, the F-characteristics of X are (B F , 0, ν F ), where
Now, we will provide explicit formulae for B ; for the latter, we only need to compute ν F (dt, {1}). It can be easily shown that these computations boil down to computing the Foptional projection of the process κ. Indeed, for an arbitrary F-predictable, bounded function W on Ω × R we have
where p,F (κ) denotes the F-predictable projection of κ. Next, we note that the measure ρ defined as
is F-predictable, and thus, due to uniqueness of the dual predictable projections, we have
, and so ν F = δ 1 (dx) p,F (κ). Finally, we note that, in view of the continuity assumptions on f and that fact that κ admits two jumps only, we have 
We note that the last result agrees with the classical computation of intensity of T 1 in its own filtration, which is given as λ
Example 5.2. Let X be a real-valued process on (Ω, F , P) satisfying 
are true G-martingales, then X is a special semimartingale in G and thus in F.
The G-characteristics of X are
Now, in view of Theorem 3.4, we conclude that the F-characteristics of X are See for instance discussion in [BJVV08] . Let G = F N , and let ν denote the G-dual predictable projection of µ. The measure ν is a measure on a finite set, so it is uniquely determined by its values on the atoms in E. Therefore the Poisson process N = (N 1 , N 2 ) is uniquely determined by
for some positive constants λ 10 , λ 01 and λ 11 . Clearly, the Poisson process N = (N 1 , N 2 ) is a G-special semimartingale, and the G-characteristic triple of N is (B, 0, ν), where
. Then, X is a G-special semimartingale, and the G-characteristic triple of X is (B G , 0, ν G ), where
and B G t = (λ 10 + λ 00 )t. Now, let F = F X . Since the G-characteristics of X are deterministic, then the Fcharacteristics of X are the same as its G-characteristics, that is
⊤ be given as a strong solution to the SDE
⊤ is a two dimensional SBM process on (Ω, F , P), and where
Process Y is a special G-semimartingale, and the Gcharacteristic triple of Y is (B, C, 0), where
. Process X is a special G-semimartingale as well as a special F-semimartingale. Suppose that function Σ satisfies the following condition
for some functions σ 1 , σ 2 , and suppose that function m satisfies
Then, X has the G-characteristic triple given as (B G , C G , 0), where
The remaining examples refer to the case when X is not F-adapted. As discussed in Section 4, the Theorem 4.2 addresses computation of the first two characteristics of X in the filtration F. As of now, we do not have a generic formula that would allow for the computation of the third characteristic, that is the computation of ν F . This needs to be done on the case by case basis.
Example 5.5. Consider a Poisson process N with intensity λ and a independent standard Brownian motion W . Take X = N, G = F X ∨F W . Clearly, X is a special G-semimartingale, and we have
In particular, b G t = λ and a 5) ). Thus, in view of (4.18) we conclude that h = 0. Consequently, using Theorem 4.2, we obtain
In order to compute the third F-characteristic of 
The optional projection of X on F exists and is given as o,F X t = X n , t ∈ [n, n + 1), n = 0, 1, 2, . . .
In order to compute the F-characteristic of o,F
X we first observe that the canonical semimartingale representation of o,F X, with respect to the standard truncation function, is given Example 5.7. Let us consider the case where F is a Brownian filtration, G its progressive enlargement with a strictly positive random time τ . Taking X t = 1 1 {τ ≤t} , t ≥ 0 we have (cf.
where F▽F X is the smallest right-continuous filtration which contains F and F
X
. Now, we define the Azéma supermartingale A by
and we write its Doob-Meyer decomposition as
where m is an F-martingale, and b is an F-predictable, increasing process which is the Fdual predictable projection of X. We assume that τ satisfies the following Jacod's absolute continuity assumption P(τ > s|F t ) = Note that in the above set-up, the process A is continuous. The process X is a special G-semimartingale and we know (cf. Corollary 5.27 in [AJ17] ) that its canonical decomposition is given as
and its G-characteristics are (B G , 0, ν G ), where
(1 − X s )α s (s) A s ds, t ≥ 0 and ν G (dt, dx) = δ 1 (dx) (1 − X t )α t (t) A t dt.
In particular, note that here we have b Next, recalling that A is a continuous process, and observing that o,F X = 1 − A we conclude that ν F = 0. Moreover, we see that C F = m . This completes the computation of the F-characteristics of o,F X which are (B F , m , 0).
Example 5.8. Let F be a Brownian filtration and G its progressive enlargement with a strictly positive random time τ ∈ F ∞ satisfying Jacod's absolute continuity assumption (5.6) with some density α t (u), t, u ≥ 0. Such a random time can be constructed as follows: Define τ := ψ( ∞ 0 f (t)dB t ), where ψ is a differentiable, positive and strictly increasing function, and B is a real valued standard F-Brownian motion (see [EKJJZ14] ). Let X be the compensated martingale
We see that its G-characteristic triple is (0, 0, ν G ). The F-optional projection of X, say υ t = E(X t |F t ), is a continuous martingale. We will show that υ is not constant. Towards this end, note that if υ were constant then υ ∞ = υ 0 = 0. Given that, one has X ∞ = 1 − τ 0 αs(s) As ds ∈ F ∞ and υ ∞ = X ∞ . But since υ ∞ = 0, then X ∞ = 0, and X being a martingale would be null, which it is not. A contradiction, showing that υ is not constant. Consequently, its F characteristic triple is (0, C F , 0), with C F = 0.
Conclusion and future work
The results presented in this paper require several non-trivial assumptions. A natural directive for continuation of the present work will be to try to eliminate some of these assumptions. It would be good to compute h showing in (4.2) in terms of c 
