INTRODUCTION AND STATEMENT OF THE RESULTS
In this paper, the term "Goppa code" means a "classical Goppa code" in the sense of [3] , see also [S, Chap. 8, or 6, Chap. 121. The "algebraicogeometric codes" introduced by Goppa in [4] will be called "geometric Goppa codes."
Only very few Goppa codes are cyclic. However, Berlekamp and Moreno [ 11 observed that certain extended binary Goppa codes are cyclic. Subsequently, other examples of this phenomenon were found by Tzeng and Zimmermann [ll] , Tzeng and Yu [lo], Vishnevetskii [13] , Thiong-Ly [9] , and Feng and Tzeng [a] . MacWilIiams and Sloane stated the problem (A) Which extended Goppa codes are cyclic? [6, Research problem 12. 31.
In the present paper we want to give a partial solution of this problem.
We introduce some notations. GF(q") (resp. GF(q)) is the finite field with qm (resp. q) elements, p is the characteristic of GF(q) (i.e., p is a prime, and GJ'(p) c GF(q) c GP(q")). Let n 3 2 and L = (aI, . . . . a,} c GFfqm) with oli # olj for i # j. We consider a polynomial g(z) E GF(q") [z] such that 16 deg( g(z)) d n -1 and g(a,) z 0 (i = 1, . . . . n), and we consider the code By definition, T(L, g(z)) is the Goppa code with location set L and Goppa polynomial g(z). It is a code over the field GE'(q). Extending T(L, g(z)) by an additional parity check we obtain the extended code %C g(z))= (cl, . . . . c,+dEGJ'(q)n+l (~1, . . . . c,)EW, g(z)) and "il ,1=0). 
. 4 E C(L, g(z))
and ni1 ci=O).
i=l
These are codes over GF(q") and, by definition, QL, g(z)) = CW, g(z)) n Gl"(q)", 1 1 W, g(z)) = C(L, g(z)) n GJ'(q)"+ ' ;
i.e., UL, g(z)) (rev. fV, g(z))) are the subfield subcodes of C(L, g(z)) (resp. c(L, g(z))). Of course, every automorphism of C(L, g(z)) (resp. e(L, g(z))) is an automorphism of T(L, g(z)) (resp. f(L, g(z))), too. In particular, the extended Goppa code f(L, g(z)) is cyclic if e(L, g(z)) is cyclic. Thus we are led to the following problem:
Of course, the correct formulation of problem (B) (and problem (A)) is as follows: Is there an ordering of the set L such that c(L, g(z)) (resp. f(L, g(z))) is cyclic with respect to this ordering of the coordinates? Problem (B) will be completely solved in this paper. Observe, however, that in some cases p("(L, g(z)) is cyclic but &(L, g(z)) not. This is the reason why we believe that the original problem (A) of MacWilliams and Sloane cannot be answered in a satisfactory way. We shall give two examples in Section 4.
The projective linear group PGL(2, qm) is an important tool for the analysis of automorphisms of C?(L, g(z)). We interpret PGL(2, q") as the group of (field-) automorphisms of the rational function field GF(q")(z) over GF( q") :
As usual, PGL(2, q") acts on the projective line p'(GF(q")) = GF(q") u ( cc > ; explicitly, this action is given as follows :
(i) For aEGF(q") and z~l'GL(2,q") write z(z--ct)=(rz+s)/ (UZ + U) with r, S, U, v E GF(q"). Then and g(z)E GF(q")[zJ as before we shall label the y1+ 1 coordinates of the extended code e(L, g(z)) by the elements a1 > ***, cc E pl(GF(q")). Now, if c~ PGL (2, qm) has the property cr(L"~Z+L"{oo) one may expect that under certain additional conditions the associated permutation of the coordinates of e(L, g(z)) is an automorphism of the code. In that situation we say that the automorphism of f?(L, g(z)) is induced by a projective transformation.
Following a suggestion of the referee we now give a survey of the hitherto known results concerning problems (A) and (B): Then f(L, g(z)) is cyclic. (a partial converse of (cZ)). Assume that c(L, g(z)) is cyclic where g(z) = z-j and n + 11 qm -1. Then there is 0 # x E GF(q") and a primitive (n + 1)th root of unity y such that (after rearranging the q's)
We remark that the assertions (cl) and (c~) are stated in [lo] under the weaker assumption that f(L, g(z)) is cyclic; the proofs, however, use implicitly that c(L, g(z)) should be cyclic. Observe that the condition in (cJ (resp. (q)) can be reformulated as follows : There is cr E PGL(2, qm) of order n + 1 such that o(p) = /? and cli = a'(co)
.
(d) (Vishnevetskii [13] ) The following condition for L is introduced:
(*) There is 8 E PGL(2, q") of order n + 1 such that L u {co} is the orbit of co under 8. (d,) In addition to (*), assume that g(z) has at most two distinct roots pl, /?Z (in an algebraic closure of GF(q")) and &pi) = pi
is cyclic (here p is the characteristic of GF(q)).
It is obvious that (d,) and its corollaries contain all the (sufficient) results of (a), (b), and (c) as special cases. Moreover, the following (necessary) result is stated in [ 131:
(d5) Assume that (a) holds and f(1(L, g(z)) is cyclic. Then g(z) has at most two distint roots fit, /3z in an algebraic closure of GF(q"), and for these 6(/?,) = pi (i= 1,2). (d6) Corollary. If n = qm-2 and f(,5, g(z)) is cyclic then I, and g(z) are as in (d2).
The proof of (d5) (hence of (d,)-(d,)) in [13] is not quite correct. First, it is implicitly assumed that a cyclic automorphism of f(L, g(z)) is induced by that 8 E PGL(2, qm) which occurs in condition (*). Second, the proof works only if cyclic&y of c(L, g(z)) is assumed (not only cyclicity of p((L, g(z))). Without this stronger assumption (d,) is not always true, cf. Example 4.1 below.
(e) (Feng and Tzeng [2] ) Among other things, the following assertion is stated: If L = GF(q") and f(L, g(z)) is cyclic then g(z) is a power of some irreducible polynomial of degree two.
In the proof it is tacitly assumed, however, that g(z) is a power of some irreducible polynomial.
But even under this additional assumption the proof seems to be incomplete.
(f) (Thiong-Ly [9] ) Some special cases of (d,) are discussed. Now we describe the results of this paper. It is convenient to introduce the following subgroups of PGL( 2, qm) :
be the isotropy group of a in PGL(2,q").
(
be an irreducible polynomial of degree k> 1. Then the isotropy group of h(z) is defined as V az+b z E PGL(2, qm) r(z) = z+ and
We have the following lemmas whose proof is given in Section 2:
and a#/?. Then V, n V, is a cyclic group of order qm -1.
is an irreducible polynomial of degree two then Vt+) is a group of order 2(qm + 1). For any N 2 3 such that N 1 q" + 1
there is a unique cyclic subgroup of Vt+, of order N. In Section 3 we shall prove our main theorems. We always write with l<a+b<N-2 is cyclic.
(2) Let NI qm + 1 and h(z) and L be as in Lemma 2 (2) . Then the code e(L, h(z)") with 1 <s< N/2-1 is cyclic. Observe that Theorem 1 is essentially the same result as (d,). qf degree two, and L is the set described in Lemma 2 (2).
(3) N= p, g(z) = (z-a)' for some ORE GF(q"), and L is the set described in Lemma 2 (3) (with an appropriate c E GF(q")).
Remark. The condition that g(z) is manic is not essential since C( L, g(z)) = C( L, c . g(z)) for 0 # c E GP(q"). Likewise, the assumption about the degree of g(z) is not substantial, since for deg(g(z)) = n -1 the code @L, g(z)) is l-dimensional.
In that case it is easy to decide whether the code is cyclic (by inspection).
) is cyclic where IL1 = n > 2 and 1 < deg(g(z)) d n -2. Then n f 1 is a divisor of qm -1 or q" + 1, or n + 1 = p = char(GF(q)). THEOREM 3. Assume that e(L, g(z)) is cyclic and N# p (the characteristic ofGF(q)). Then f(L, g(z)) is a BCH code.
As usual, two codes C,, Cz E GF(q")k are called equivalent if there is a permutation rc of the coordinates such that C2 = rc(C,), i.e., c,= kT(l), ...? c,(/c))l(cl, .**, ck) E C,}. In this case we write C1 w CZ. THEOREM 4. (1) LetNIq"-l,cc,,p,,a,,p,EGl;(q")witha!#B,and !x? #f$, L,(resp. L2) the sets described in Lemma 2 (1) (with respect to a,,fil (resp. cc,,p2)), and l<a+b<N-2. (3) n+l=p (=char(GF(q))), g(z)=z",L={1,2 ,..., p-l}.
REPRESENTATION OF e(L, g(z))~~ GEOMETRIC GOPPA CODE
It is convenient to represent the codes c(L, g(z)) as geometric Goppa codes. This class of codes was introduced by Goppa [4] ; here we use the notations of [7] . Let us very briefly recall the concept of a geometric Goppa code in the case of a rational function held (in this paper we do not need function fields of higher genus).
For abbreviation, we denote by K the field GF(q"), and F= K(z) is the rational function held of one variable over K. The places P of F/K of degree one are in l-l correspondence with the points of the projective line P'(K); hence we write for CI E P"(K), P,= i zero ofz-a if UEK pole of z if a=co.
For 0 # XE F, the zero (resp. pole) divisor of x is denoted by (x)~ (rev. (XL 1, and (xl = (xh -(XL is the principal divisor of x. For a divisor A of F/K let deg(A) be its degree and L(A) = (x E FJ (x) > -A}. If P is a place of F/K of degree one which is not a pole of x, x(P) E K denotes the value of x at P. In particular, if we write P = P, with some c1 E p'(K) then x(P,) =x(a) ,,) , .-., x(P,,))~KNlx~ L(G)}.
The main properties of C(G, D) (dimension, minimum distance, etc.) can be found in [7] .
M. Wirtz [L14] remarked that the extended codes C(L, g(z)) which we considered in the Introduction
can be represented as the dual codes of appropriate geometric Goppa codes : PROPOSITION ProoJ: We have to show that a generator matrix of C(G, , 8) (with the above choice of GO and 4) is a parity check matrix of c(L, g(z)). First we observe that the elements
constitute a basis of the K-vector space L(G,). This is obvious since L(G,) has dimension deg(G,) f 1 = t + 1 by the Riemann-Roth theorem, and the above t -f-1 elements in L(G,) are linearly independent over K. Evaluating these elements at the places P,,,,., P,,, P, we obtain the following generator matrix for the code C(CO, D): The automorphism group of a code C will be denoted by Aut(C). Since C has the same automorphisms as its dual code, the following is an immediate consequence of Proposition 1.1. 
ISOTROPY GROUPS AND RAMIFICATION
We retain the notations of Section 1: F= K(z) is the rational function field over the field K= GF(q"). By Proposition 1.3 we are interested in the cyclic subgroups of PGL(2,q"') and their action on the places of F/K, To this end we summarize some well-known facts from ramification theory [ 15, Chap. V] :
Let v/c PGL(2, qm) be a subgroup and Fv be the fixed field of V. The field extension F/F' is Galois with V as its Galois group. For a place P of F let p be the restriction of P to Fv (we then call P an extension of p to F). The Galois group V acts transitively on the set of extensions of p to F, and we have the important relation e(p) .f(~). g(p) = ord(J9 Here g(p) denotes the number of extensions of p to F, f(p) the relative degree of P over p, and e(p) the ramification order of P over p (these numbers depend only on p, not on the special extension P of p). We have dedp) = f(p 1. deg(p 1.
The place p (or P) is called ramified (resp. unramified) in F/F" if e(p) > 1 (resp. e(p) = 1). It is called fully ramified in the case e(p) = ord( V). The subgroup V,(P) = (o E VJ a(P) = P} is called the decomposition group of P over p; its order is e(p) -f(p). It contains a subgroup V,(P) (the inertia group) of order e(p), which can be characterized as follows:
CJ E V,(P) o P is fully ramified in F/F <a> (( CJ) is the subgroup of Y generated by 0). If e(p) and 9 are relatively prime then F',(P) is cyclic.
In the paper [12, Section l] Valentini and Madan analyzed the behaviour of the places of Fv in F/Fv for the various subgroups T/E PGL(2,q"). We quote their results in Lemmas 2.1 and 2.2. (ii) Let P and P' be places of F of degree one, Q and Q' places of degree two. Then there is a aE PGL(2, q") such that a(P) = P' and a(Q) = Q'.
Proof: We only prove (ii) since part (i) is well known and can be proved in a similar manner (or elementary). Lemma 2.1 shows that all places of F of degree 2 lie over the same place of FV (here I'= PGL(2, q")). Hence there is a p E PGL(2, q") with p(Q) = Q'.
The inertia group H= V,(Q') is cyclic of order qm + 1 (Lemma 2.1), and in F/FH only Q' ramifies (Lemma 2.2). So the qm + 1 places of F of degree 1 are conjugate under H, and we can find a z E H such that z(p(P)) = P'. Then for (r = zp we have o(P) = P' and c(Q) = Q'. 1
Now we are in a position to prove Lemmas 1 and 2 from the Introduction.
Proof of Lemma 1. (i) By definition, V, = V,(P,) for CI E p'(K) and I'= PGL(2,q").
Hence V, n V, is cyclic of order q" -1 by Lemma 2. Proof of Theorem 2 and Its Corollary. We put L = (a,, . . . . ct,> with C~,E GF(q") and G, = (g(~))~ as in Section 1. By Proposition 1.3 we know that there is g E PGL(2,q"') of order N = II + 1 such that o(G,) = GO and L = { a'( co ) Il< j < n }. Let P be a place occurring in the divisor GO and p the restriction of P to PC">. If P(I) = P, Pc2), . . . . Peg) are the distinct exten-sions of p to F then PC')+-... + Peg) < G,, (since o(G,) = GO and (a) acts transitively on (P(l), . . . . Ptg)}). In particular, deg(P(') + . . . + Ptg)) c N. If p were unramified in F/F'"> we would have deg(P") $ . . . + Ptg)) = N (from the equation e(p) .f(p) .f(p) = N), a contradiction. Hence GO contains only such places which are ramified in F/F<">. Moreover, Lemma 2.2 shows that N is a divisor of qm -1 or qm + 1 or N = p. These three cases have to be discussed separately. We only treat the case NJ qm -1, the others are quite similar. By Lemma 2.2 (1) exactly two places P,, P, of P; of degree 1 ramify in F/F<"> (with CI, BE GF(q"), since o(P,) #P,). But this is obvious, since cr E PGL(2, qm) BZ = Again we omit the proof of (2) and (3). 1
Remark. We have investigated the question of which codes of the form e(L, g(z)) are cyclic. The same question for the nonextended code C(L, g(z)) can be treated with the same methods, since this code is again the dual of a geometric Goppa code over the rational function field over GF(q"). This case turns out to be simpler than the "extended" case; the condition for cyclicity of C(G, D) is the following : There is an element r~ E PGL(2, qm) of order IZ such that dG,) = Go, 4Poo)=P,, and L is the orbit of an element CI E L under the action of (T. 4 . Two EXAMPLES Finally, we give two examples, where f(L, g(z)) is cyclic but c(L, g(z)) is not cyclic. 1 ). An easy calculation shows that f(L, g(z)) = (O}, 'which is trivially cyclic. But Theorem 2 says that c(L, g(z)) is not cyclic.
