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Re´sume´
De´veloppement et maintenance de codes nume´riques performants requie`rent
ge´ne´ralement des optimisations manuelles, au de´triment de la maintenabilite´.
Les compilateurs source a` source offrent une solution inte´ressante a` ce pro-
ble`me en se´parant le code me´tier des optimisations. Reste que la recherche des
bonnes transformations parmi l’ensemble disponible, la se´lection de leur ordre
et point d’application exigent l’exploration d’un domaine trop vaste pour es-
pe´rer obtenir un re´sultat optimal a` partir de modifications manuelles.
Cet article propose un environnement adaptatif qui automatise l’exploration
des combinaisons de transformations possibles en couplant un compilateur
source a` source et un algorithme ge´ne´tique. Une validation expe´rimentale don-
nant des re´sultats particulie`rement encourageants est propose´e en fin d’article.
1. Introduction
Tout programmeur d’application scientifique est confronte´ a` un proble`me crucial :
garder un code clair et maintenable tout en garantissant une exe´cution efficace sur
les machines cibles. Deux aspects bien souvent antagonistes ! Un code propre e´vite
la redondance, se´pare les concepts par unite´s de compilation et reste inde´pendant de
l’architecture cible ; au contraire la recherche de performance ne´cessite des transfor-
mations complexes qui obscurcissent le code source (de´roulement de boucle, expan-
sion de proce´dure, instructions spe´cifiques . . .) et de´pendent de la cible. Ide´alement,
cette phase d’optimisation est entie`rement de´le´gue´e a` un compilateur.
Le parame´trage des transformations et leur ordre d’application reste ne´anmoins un
proble`me complexe non re´solu par les compilateurs actuels, au profit d’un ordre
d’application statique et de de´cisions base´es sur des heuristiques donnant de bons
re´sultats dans la plupart des cas. La solution consiste alors a` tester manuellement
un ensemble de transformations que l’on estime rentable. Commence alors un travail
d’optimisation manuel qui conduira a` un code ge´ne´ralement plus performant, rare-
ment optimal et souvent illisible. On peut utiliser un compilateur source a` source
afin de se´parer cette phase d’optimisation du code initial : on fournit un ensemble
de fichiers sources et une se´rie de transformations a` appliquer en diffe´rents points, et
un nouvel ensemble de sources est ge´ne´re´. On peut ensuite le traiter de fac¸on stan-
dard. L’exploration manuelle de la totalite´ de l’espace des transformations e´tant
impossible, on proce`de ge´ne´ralement a` taˆtons, ou par expe´rience.
C’est dans ce contexte que cet article propose une approche adaptative et automa-
tique de cette phase exploratoire en vue de ge´ne´rer un code optimise´ pour une cible
donne´e. Nous commencerons par fournir des pointeurs sur les transformations de
code les plus courantes, puis nous ve´rifierons les limitations de l’approche des com-
pilateurs actuels, justifiant ainsi une approche plus fine (§3). L’une des contributions
de cet article est de de´tailler au §4 un algorithme ge´ne´tique qui e´tend une approche
ante´rieure et permet d’optimiser les performances de l’exe´cution d’un code compile´
par le biais de manipulations du code source. La section 5 revient sur l’imple´menta-
tion de cette approche tandis que le §6 de´crit les diverses expe´riences mene´es pour
la valider. Cette e´tude se conclura au §7 avec une ouverture sur les perspectives
offertes par cet article.
2. Contexte & Motivations
Depuis l’ave`nement des langages de programmation de haut niveau, les recherches
dans le domaine de la compilation n’ont cesse´ de trouver des optimisations ame´-
liorant les performances du code compile´. De nombreuses e´tudes ont ainsi permis
d’identifier un grand nombre des transformations applicables. L’ensemble de ces
ope´rations, leurs effets ainsi que leurs contextes d’application sont notamment re´su-
me´s dans [2]. De´terminer les se´quences de transformations optimales qui minimisent
le temps d’exe´cution pour un programme donne´ est un proble`me NP-complet [11].
De fait, les compilateurs actuels disposent d’un ordre d’application statique : les
de´cisions sont base´es sur des heuristiques qui donnent de bons re´sultats dans la
plupart des cas, mais sans garantie d’optimalite´. A` ce niveau, le fonctionnement et
les choix du compilateur GNU gcc sont bien documente´s [12][13].
Ame´liorer les performances des compilateurs ne´cessite donc soit des connaissances
inge´nieurs pointues pour manuellement ope´rer les restructurations de code ame-
nant de meilleurs re´sultats, soit le de´veloppement d’outils d’analyse automatique.
Dans cette optique, plusieurs approches s’appuyant sur des algorithmes e´volution-
nistes ont vu le jour. Les algorithmes e´volutionnistes (Evolutionary Algorithm – EA
en anglais) sont des heuristiques base´es sur la the´orie de l’e´volution de Darwin.Ils
de´finissent une approche dynamique et adaptative permettant d’explorer une po-
pulation de solutions (et non une seule). Une solutions possible i.e. un membre
de la population est appele´ individu. Chaque ite´ration d’un EA implique une se´-
lection compe´titive qui exclut progressivement les “mauvaises” solutions a` travers
l’e´valuation d’une valeur de fitness qui indique la qualite´ d’un individu en tant que
solution du proble`me. Par ailleurs, un ensemble d’ope´rateur ge´ne´tiques (mutation et
recombinaison i.e. cross-over typiquement) sont applique´s a` chaque ge´ne´ration pour
cre´er de nouveaux individus qui viendront remplacer toute ou partie de la popu-
lation. Il existe plusieurs mode`les d’algorithmes e´volutionnistes, les plus populaires
e´tant les algorithmes ge´ne´tiques (AG) [4].
Dans le domaine de la compilation, on retrouve les approches ge´ne´tiques dans l’op-
timisation de la taille des binaires ge´ne´re´s [3] ou dans la recherche automatique
des meilleurs options de compilation. Ce dernier cas de figure est traite´ par l’en-
vironnement Acovea [10] pour gcc ou Cole [6] dans un cadre plus ge´ne´rique. Sur
l’optimisation des se´quences de transformation a` appliquer a` un code donne´[8], une
approche e´volutionniste est propose´e dans [9, 5]. Nous aurons l’occasion d’y revenir
au §4 et d’expliquer la contribution de cet article dans ce domaine.
3. Limitations de l’approche statique
3.1. Comparaison des approches statiques & dynamiques
Pour montrer les limitations des compilateurs actuels et l’inte´reˆt d’utiliser des trans-
formations de code en amont du compilateur, nous avons chercher a` vectoriser (ge´-
ne´ration d’instructions vectorielles) des cas tests d’apre`s ce protocole :
1. se´lection d’un ensemble repre´sentatif de transformations connues ;
2. pour chacune d’elles, se´lection d’un cas ou` elle s’applique avec profit ;
3. compilation du source non transforme´ et observation de la vectorisation ;
4. compilation du source transforme´ et observation de la vectorisation.
Les compilateurs Intel icc version 11.0 et GNU gcc version 4.3.2 ont e´te´ examine´s.
Le lecteur pourra se re´fe´rer a` https://freia.enstb.org/resources-related-projects
pour obtenir les sources de l’expe´rience.
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Fig. 1: Effets des transformations sur la vectorisation des codes.
Les re´sultats (vectorisation ou non) sur une quinzaine de transformations sont don-
ne´s dans le tableau 1 ou` l’on remarque que :
– le compilateur Intel est plus avance´ que celui de GNU concernant la vectorisation ;
– les transformations applique´es judicieusement (ici sur de´cision du de´veloppeur)
peuvent permettre au compilateur de prendre de meilleures de´cisions ;
– certaines transformations pe´nalisent le compilateur.
Plus exactement, les transformations lie´es a` des de´roulements de boucle rendent la
vectorisation plus difficile tandis que d’autres transformations de boucles facilitent
l’analyse des de´pendances. Enfin, certaines transformations sont visiblement de´ja`
applique´es par les compilateurs et n’ont pas d’effet visible dans notre cas.
3.2. Complexite´ de l’approche dynamique
Pour illustrer la difficulte´ du choix de transformations de code, et donc de l’auto-
matisation de ce choix, nous utilisons un code factice qui ne´cessite plusieurs trans-
formations pour eˆtre vectorisable par gcc.
void foo(double A[SIZE], double B[SIZE][SIZE]) {
int i,j;
l0: for(i=0;i<SIZE;i++)
l1: for(j=0;j<SIZE;j++)
A[i] = B[j][i] + get(A,i);
}
Les labels l0,l1 ont e´te´ ajoute´s pour identifier les boucles par la suite. La fonction
get est de´finie dans un source a` part et a un corps tre`s simple :
double get(double f[SIZE],int i) { return f[i]; }
L’optimisation de foo ne´cessite un inlining inter-proce´dural, une de´tection de re´-
duction, de la scalarisation et de l’e´change de boucles et est donc relativement
complexe : la lisibilite´ du code y est privile´gie´e a` l’efficacite´.
Si l’utilisateur fournit un ensemble T de transformations avec leur jeu de para-
me`tres, et sous l’hypothe`se que l’ordre d’application de ces transformations importe,
l’ordre de grandeur du couˆt de parcours de l’ensemble des solutions possibles est de
|Search Domain| ≃ |T |!. Une premie`re ame´lioration serait de ne garder a` chaque
ite´ration que les K meilleurs e´le´ments de l’ite´ration pre´ce´dente, conduisant alors a`
|Search Domain| ≃ (K) ∗ |T |2 Cette approche permet de limiter l’explosion com-
binatoire, mais en proce´dant ainsi on suit des solutions locales qui pourraient nous
e´carter des solutions globales. Pour re´soudre ce proble`me, on propose d’utiliser un
algorithme ge´ne´tique.
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Fig. 2: Illustration de l’AG stationnaire propose´ pour l’optimisation dynamique
d’un code source.
4. Approche dynamique : Optimisation des performances par algorithme
ge´ne´tique
On s’inte´resse dans cet article aux algorithmes ge´ne´tiques (AG) non-structure´s dits
stationnaires1 [1] dont le pseudo code est fournit dans l’algorithme 1.
Algorithme 1 : Pseudo-code d’un algorithme ge´ne´tique stationnaire.
Entre´es : pc : probabilite´ d’appliquer le cross-over
pm : probablite´ d’appliquer la mutation
Sortie : meilleur individu issu du processus ge´ne´tique
pop← Generate_Initial_Population() ;
Evaluate(Pop) ; //E´valuation de la valeur de fitness de chaque individu
while ! StopCondition() do
parents← SelectionFrom(pop) ; //Typiquement par tournoi binaire
offspring← Recombine(parents, pc) ; //Cross-over
offspring← Mutate(offspring, pm) ; //Mutation
Evaluate(offspring) ;
//Remplacement des pires individus de pop par ceux de offspring
InsertionInto(pop, offspring) ;
end
return BestIndividualIn(pop) ;
Dans le cadre de l’optimisation de codes et pour pallier aux limites de l’approche
statique e´voque´es au §3, une alternative dynamique propose´e dans la litte´rature
consiste a` utiliser un algorithme ge´ne´tique [11, 9]. Dans [11], l’auteur cherche a`
optimiser le temps d’exe´cution d’un code paralle`le Fortran en trouvant l’ordre d’ap-
plication de cinq transformations de restructuration. Cette approche est reprise dans
[9] pour proposer un environnement interactif de compilation et d’ame´lioration de
code appele´ VISTA. Ce syste`me offre un profiler d’exe´cution, restreint au nombre
d’instructions ope´re´es, et surtout la recherche des se´quence de transformations glo-
bales optimisant le code exe´cute´. Chacune d’entre elles correspond a` un ge`ne pour
les individus de l’algorithme ge´ne´tique qui ont tous une taille fixe (14 dans [9]).
Les ge´ne´rations successives permettent ainsi de trouver la se´quence optimale de
transformations a` appliquer.
Parmi les proble`mes ouverts qui concluaient l’e´tude [9], les auteurs s’interrogeaient
sur la possibilite´ d’optimiser directement les blocs qui composent un programme.
C’est pre´cise´ment l’une des contributions de cet article. En effet, notre approche se
concentre sur un code source et cherche a` optimiser les modules i.e. les fonctions qui
1
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le composent au lieu de rechercher une se´quence valide de transformations globales
a` appliquer. Un ensemble beaucoup plus he´te´roge`ne de transformations est ainsi
possible. L’AG stationnaire utilise´ pour ces travaux est illustre´ dans la figure 2 et
suit l’algorithme 1. Il est spe´cifie´ par ses e´le´ments de base :
Individu : un individu I est un code source compose´ de modules2, correspondant
a` la de´finition d’une fonction identifie´e par son prototype. Dans la suite, nous
faisons l’hypothe`se H1 que l’ensemble des modules est de´fini statiquement
pour l’ensemble des individus des populations conside´re´es. Si cela n’empeˆche
pas les modifications internes a` chaque module3, cette hypothe`se permet de
garantir la cohe´rence des ope´rations de recombinaison de´taille´es par la suite.
Ne´anmoins une telle mode´lisation des individus et donc d’un code source va
classiquement au-dela` des modules. Nous conside´rons donc e´galement des sous-
modules de´finis comme des blocs d’instructions (une boucle for ou while, un
bloc if...else etc.). Enfin, la granularite´ la plus fine est obtenue au niveau
des instructions de haut niveau qui composent chaque sous-module. Cette
classification hie´rarchique sera utilise´e dans la suite de cet article.
Population : un ensemble de n individus.
Initialisation de la population : processus de ge´ne´ration de´finissant les n pre-
miers individus qui serviront a` alimenter la premie`re ge´ne´ration de l’algo-
rithme. Dans le cadre de cet article, le source a` optimiser est analyse´ pour en
extraire les modules qui le composent. Cette de´composition fournit un indi-
vidu re´fe´rence Iref qui est ensuite de´rive´ en n individus par l’application de
mutations ale´atoires sur Iref de sorte que l’hypothe`se (H1) est respecte´e.
E´valuation des individus / fitness : caracte´risation de la qualite´ d’un individu.
Dans le cadre de l’optimisation de code e´tudie´e ici, on s’inte´resse au temps
d’exe´cution du code compile´ sur la machine cible.
Se´lection : se´lection des individus qui serviront de parents aux ope´rateurs ge´ne´-
tiques (recombinaison et mutation). Plusieurs approches sont possibles (rou-
lette, tournoi etc). Dans cet article, un tournoi binaire4 est utilise´ pour la
se´lection d’un parent. Il s’agit de tirer au hasard deux individus dans la po-
pulation et de choisir le gagnant d’un tournoi base´ sur la valeur de fitness.
Recombinaison / Cross-over : ope´rateur ge´ne´tique assurant la cre´ation d’un
individu I “nouveau-ne´” a` partir des parents I1 et I2. Bien que l’imple´men-
tation de chaque module puisse diffe´rer, les types de modules sont communs
aux deux parents par l’hypothe`se (H1). L’ide´e consiste alors de composer I de
sorte que pour chaque module, un tirage ale´atoire et uniforme de´termine celui
de I1 et I2 qui sera choisi.
Mutation : l’ope´rateur ge´ne´tique le plus important puisqu’il consiste a` ge´ne´rer un
nouvel individu I∗ de´rivant de I par l’application des transformations de code
mentionne´es §2. De fait, ces modifications s’effectuent a` diffe´rentes granularite´s
(modules ou sous-modules, instruction). A` chaque niveau et sous re´serve que
cela soit possible, une transformation est choisie ale´atoirement et est applique´e
a` un e´le´ment ale´atoire de l’individu.
5. Imple´mentation de l’approche dynamique avec compilateur source a`
source
Afin de valider l’approche ge´ne´tique pour l’optimisation hors ligne d’un programme,
il est ne´cessaire de pouvoir manipuler l’ensemble des codes sources pour en de´river
2
les chromosomes dans la terminologie des algorithmes e´volutionnistes.
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L’objectif de l’AG est e´videmment de faire e´voluer le code source et d’analyser l’impact des
modifications d’imple´mentation de chaque module.
4
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Fig. 3: Chaˆıne de compilation e´tendue.
de nouveaux sources suite a` des se´ries de transformation idempotentes. Le com-
pilateur source a` source PIPS [7], de´veloppe´ aux mines de Paris, permet de cre´er
plusieurs ge´ne´rations de sources diffe´rents, en modifiant simplement un fichier de
configuration de´taillant la nature, l’ordre et la localisation de ces transformations.
La figure 5 de´taille le mode ope´ratoire choisi : l’algorithme ge´ne´tique s’appuie sur les
donne´es (transformations et cas tests) fournies par l’utilisateur pour cre´er diffe´rentes
configurations et finalement en choisir une qui peut alors alimenter le compilateur
source a` source.
Chaque individu est repre´sente´ par un ensemble de fichiers sources et par un en-
semble de transformations qui lui sont applique´es. A` chaque ge´ne´ration, on fait
e´voluer les individus et on en cre´e de nouveaux en manipulant leur ensemble de
transformations, et les appels au compilateur PIPS se chargent des transformations
de code permettant ensuite une e´valuation des individus pour l’e´tape de se´lection.
Une originalite´ de l’approche source a` source est que le re´sultat de l’exploration n’est
pas un binaire, mais un ensemble de transformations sous forme de fichier de confi-
guration. L’investissement en temps d’exploration est donc vite rentabilise´ puisque
l’on peut re´utiliser ce jeu de transformation pour les compilations futures, ou comme
base pour un nouveau processus d’exploration. La granularite´ des transformations
applique´es – le bloc d’instruction – permet de pousser la finesse de l’analyse plus
loin que les approches classiques. Un port python de PIPS a e´te´ re´alise´, ce qui a
permis un prototypage rapide de l’algorithme et plusieurs expe´riences, de´taille´es
dans la section suivante, ont e´te´ conduites.
6. Expe´riences & Validation
Pour notre imple´mentation, nous avons repris l’exemple de la section 3.2. La me´-
trique utilise´e est le nombres de cycles CPU moyen pour une exe´cution sur un jeu
de donne´es ale´atoires. On notera les limites de cette me´trique : une optimisation
bonne sur des donne´es irre´gulie`res ne le sera pas toujours sur des donne´es re´gulie`res.
Pour valider le prototype, on utilise les transformations caracte´ristiques suivantes :
de´roulement de boucle, expansion de proce´dure, de´coupage d’indice et e´change de
boucle. Cette liste gagnerait a` eˆtre enrichie par la scalarisation et la distribution
de boucles, ope´rations non disponibles lors de la re´alisation des expe´riences. Les
expe´riences sont conduites sur processeur Intel Pentium 4 cadence´ a` 3 GHz. Le
score de fitness est obtenu par une moyenne sur 100 exe´cutions et le nombre de
cycle est observe´ sur le Time Stamp Counter. §6.1, §6.2 et §6.3 de´taillent chaque
se´rie d’expe´rience et un re´sume´ des re´sultats est fournit au §6.4
6.1. Parcours complet
Cette premie`re expe´rience ne´cessite la ge´ne´ration de l’ensemble des combinaisons de
transformations possibles a` partir d’un ensemble parame´tre´ fourni par l’utilisateur.
Chaque se´rie de transformation est applique´e au code source original, qui est ensuite
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Fig. 4: E´volutions de l’approche ge´ne´tique.
compile´ et e´value´. Au terme de l’exe´cution, on trie les diffe´rents individus pour
exhiber le meilleur e´le´ment, et la se´rie de transformations associe´es.
6.2. Parcours glouton
Cette expe´rience reprend le meˆme jeu de donne´es que l’expe´rience pre´ce´dente, ef-
fectue le meˆme nombre d’ite´rations mais ne conserve a` chaque ite´ration que les K
meilleurs e´le´ments de l’ite´ration pre´ce´dente. Cette me´thode ne conduit pas a` un
re´sultat optimal : le de´roulement de boucle s’ave`re be´ne´fique de`s le de´but et est
donc se´lectionne´ au de´triment des autres transformations de boucle qui ne sont plus
applicables par la suite. On reste donc sur un re´sultat optimal localement dont on
ne s’e´chappe pas, ce qui justifie l’approche ge´ne´tique.
6.3. Parcours par algorithme ge´ne´tique
Dans cette expe´rience, on reproduit l’expe´rience pre´ce´dente en se basant sur le
me´canisme de´crit au §4. Cette approche permet d’arriver au meˆme re´sultat que
6.1 en un temps moindre, modulo le parame´trage d’une borne sur le nombre de
ge´ne´rations
6.4. Re´sultats
Le tableau suivant re´sume les re´sultats obtenus :
Parcours Complet Glouton Ge´ne´tique
Temps de parcours (s) 160 55 14 ≤ . . . ≤ 59
Acce´le´ration / -O3 6.9 2.2 6.8 ≥ . . . ≥ 2.3
L’algorithme glouton se´lectionne les 3 meilleurs e´le´ments a` chaque passe et effec-
tue autant de passes que de transformations. Ses performances sont honorables et
illustrent bien qu’en limitant na¨ıvement l’explosion combinatoire, on obtient des
re´sultats en un temps raisonnable, mais potentiellement e´loigne´ de l’optimum. L’al-
gorithme ge´ne´tique effectue 10 passes. C’est un choix de´libe´re´ afin de limiter le temps
de calcul ne´anmoins cette de´cision est entie`rement parame´trable par l’utilisateur.
Un intervalle est donne´ a` cause de la nature ale´atoire de l’algorithme. La figure 4
montre l’e´volution du meilleur individu trouve´ ge´ne´tiquement a` chaque passe par
rapport au meilleur individu final de l’algorithme glouton.
7. Conclusion & Perspectives
Dans cet article, nous avons montre´ comment la combinaison d’un algorithme ge´ne´-
tique (AG) et d’un compilateur source a` source permettait d’explorer avantageuse-
ment et automatiquement l’espace des transformations de code possibles : l’approche
source a` source offre une bonne flexibilite´ tandis que l’algorithme ge´ne´tique limite
l’explosion combinatoire. En ce sens, ce travail e´tend plusieurs approches ante´rieures
proposant l’exploitation d’AG pour l’optimisation de codes en offrant notamment
un controˆle plus fin des transformations applicables.
Un premier prototype a permis de valider cette approche sur un cas d’e´cole. Ce
test montre de´ja` des facteurs d’acce´le´rations inte´ressants par rapport a` une compi-
lation classique. Il s’agit maintenant de valider le prototype sur des cas re´els plus
conse´quents, ce qui nous ame`nera a` conside´rer l’augmentation du nombre de trans-
formations applicables et la paralle´lisation de l’exploration.
Ces travaux pre´liminaires peuvent s’e´tendre a` d’autres domaines connexes. On peut
notamment espe´rer obtenir des re´sultats tre`s inte´ressants en appliquant les ide´es
de´veloppe´es dans l’article aux cas plus spe´cifiques que sont les noyaux de calculs
des GPGPU, les codes destine´s a` eˆtre traduit en VHDL ou vers des assembleurs
spe´cifiques comme celui du Terapix de Thale`s.
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