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ABSTRACT
High frequency (8-15 KHz) seismic waves that travel
between two boreholes are used to probe the detailed
structure of rock in the Los Alamos Scientific Labora-
:ory Fenton Hill geothermal energy reservoir. Because
of the unique ability to control fluid pressure in the
reservoir, we can make in situ seismic measurements
at different fluid pressures and apply the results of
pertinent laboratory measurements and theoretical
models of rock containing cracks to the velocity and
attenuation data obtained.
Two theoretical problems involving the interaction
of seismic waves with a fluid-filled crack are
studied. First the reflection and transmission of
plane P and S waves incident on a fluid layer imbedded
between two elastic half spaces are studied as a
function of fluid layer thickness, fluid viscosity, elas-
tic properties of fluid and solid as well as angle of
incident wave. It is found that a water layer as thin
as 1 mm can have a strong effect on seismic waves in
the kilohertz frequency range. Transmission is freauen-
cy dependent in the range 8-15 KHz if layer thickness
is greater than 1 mm. Secondly diffraction of plane
P and S waves by finite two dimensional empty and
fluid-filled (zero viscosity) cracks as a function of
wavelength and direction of incident wave is studied.
Wavelengths on the scale of the crack length are consid-
ered.
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Laboratory measurements of velocity on dry cores
removed from the geothermal well at the time of
drilling are modeled using techniques developed by
Cheng (1978) to determine the pore aspect ratio spec-
trum. Then, velocity vs. effective pressure for
water-saturated core samples is predicted using the
pore aspect ratio spectrum.
A total of 16,800 seismograms from two dual well
seismic experiments, separated in time by one year,
are studied. Each experiment was broken into steps
where receiver was stationary in one borehole and
source traversed a section of the other borehole
firing at equal intervals of time. Arrival times
of direct P waves traveling between two boreholes
are picked by a computer algorithm developed to
handle the large quantity of data available. Travel
time variations due to changes in fluid pressure vary
with location of source along the borehole. The
variation is smooth in the periphery and becomes rough,
with scale length as short as three meters, in the
middle of the heat extraction region. Travel time
data are inverted to find in situ velocity at two
different pressure conditions. Velocity is found to
be lower than predicted from estimations for core
samples and is interpreted to be due to increase in
porosity of microcracks due to heat extraction.
Velocity decreases linearly with change in in situ
temperature at a rate of 1.07 (km/sec)/1000 C. The
linear decrease in velocity leads to the important
conclusion that P wave velocity can be used as an
effective measure of change in temperature during
operation of the geothermal system. In situ pore
aspect ratio spectra are estimated from measurements
of velocity at two effective pressures using Cheng's
technique. Attenuation is predicted using results
of O'Connell and Budiansky (1977). Microcrack
compressibility is computed from pore aspect ratio
spectrum and found to be too large to be consistent
with the time dependence of fluid flow between the
two boreholes and is interpreted to mean that some
flow occurs along large fractures whose volumes do
not change at the low fluid pressures used during
flow experiments.
Spectral amplitudes of individual seismograms
show little correlation even for differences in
source spacing as small as 20 cm, but show a smooth
decay in envelope of amplitude when averaged over
many seismograms. A single scattering approach explains
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well the observed change in amplitude spectrum vs.
time for signals recorded, when no artificial fluid
pressure is applied, in a region removed from the
center of heat extraction. For signals traversing
the low velocity medium in the heat extraction region
a diffusion model of energy propagation adequately
models the data and is used to estimate Q of seismic
waves. A jump in average spectral amplitude is found
for waves traversing a region on the periphery of the
reservoir. The jump is interpreted as energy reflected
off some inhomogeneity but the inhomogeneity cannot
be located precisely because these arrivals are not
coherent enough for an effective stacking.
Loss of high frequency content of direct arriving
P waves during the second dual well seismic experiment
is compared with observed Q found from the coda part
and also with the theoretical results on frequency
dependence of transmission through a water-filled
fracture to determine the minimum number of large
fractures in the system. Two to four fractures with
thickness about 4 mm and vertical extent of as much
as 200 meters are required to explain observations
during the second experiment. Effective transmission
of high frequencies observed during the first experi-
ment is interpreted as meaning that fracture thickness
was less than 1 mm at that time. Increased fracture
thickness during the second experiment is probably
due to a 75 day period of heat extraction during which
in situ temperature dropped by as much as 100 0C
below the virgin temperature. Since coefficient of
linear thermal expansion for granite is approximately
10- 5/C, a decrease in temperature of 1001C in a
region on the order of one meter around the fracture
is required to explain the increased fracture thickness.
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CHAPTER I
INTRODUCTION
The concept of a Hot Dry Rock geothermal system
provides the possibility of extracting energy virtually
from anywhere a hole can be drilled into the ground
(Cummings, Morris, Tester, Bivins, 1979). Figure 1
shows a conceptual diagram of a Hot Dry Rock geothermal
system. Two holes are drilled into low permeability
crystalline basement rock to a depth where the desired
temperature of rock is found. In order to create a
large surface area for heat transfer from the rock to
circulating fluid, a hydrofracture is created from
one of the boreholes. Once the position of the hydro-
fracture is determined, the second hole is direction-
ally drilled to intersect the fracture. With both
holes connected to the fracture, a circulation loop
may be set up where cold water is pumped down one
borehole into the fracture where the water is heated
and then out the second borehole to the surface. Such
a system is currently being developed at the Los Alamos
Scientific Laboratory (LASL).
One of the biggest problems encountered by workers
at LASL is determining the location of a hydrofracture
with sufficient accuracy that a second hole may be drilled
to intersect it. In addition, knowledge of mechanical
12
properties of rock in the vicinity of the hydrofracture
would be of great help in understanding flow of fluid
and heat, exchange in the system. Of all non-destructive
methods available for finding information about loca-
tion of a hydrofracture as well as mechanical proper-
ties of the rock that contains the fracture, the seismic
technique seems to be the most appropriate. For this
reason, LASL has devoted a great deal of effort to
developing seismology as a tool to solve their prob-
lems. It was initially speculated that surface sources
and receivers could be used to locate an artificially
induced hydrofracture. Unfortunately the short wave-
length waves necessary to delineate these features
were so -severely attenuated when they propagated through
the low Q rock near the surface that little information
could be obrained from them. It took some time to
develop seismic sources and receivers that could oper-
ate at the high temperatures encountered in a geo-
thermal environment for a sufficient length of time
to allow collection of enough high quality seismic data
to justify extensive analysis. An important improve-
ment in the acquisition of seismic data for study of
Hot Dry Rock reservoirs was the development of a piezo-
electric source-receiver combination by Dresser Atlas
Company that could operate at temperatures up to 200 0 C.
This equipment facilitated collection of large quantities
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of seismic data.
The LASL geothermal test site is located just
west of the Valles Caldera in northern New Mexico.
Figure 2a shows the location of the Caldera in New
Mexico as well as some of the structural features
in the vicinity of the caldera. Figure 2b is a
more detailed diagram of the caldera. The Hot Dry
Rock site is labeled Fenton Hill in this figure.
The Valles Caldera is a region of high heat flow
that is related to recent (< .1 m.y.) volcanic activ-
ity (Laughlin and Eddy, 1977). The high heat flow
makes the region a prime candidate for the develop-
ment of geothermal energy. In fact, Union Oil Company
is presently installing a hydrothermal geothermal
system inside the Valles Caldera (see Figure 2b).
LASL currently has two holes drilled into Pre-
cambrian crystalline basement beneath Fenton Hill.
Both holes extend to a depth of about 3 km (10,000 ft)
below the surface. Figure 3 (from Pettitt, 1978) shows
a plan view section of the two boreholes. Hole named
EE-1 was drilled to a depth of 3.048 km (10,000 feet)
below the surface and is the hole from which the
hydrofracture originates. Hole GT-2 was originally
drilled to a depth of about 9500 feet. In 1977 a new
section of GT-2, labeled GT-2A in Figure 3, was
drilled beginning at about 8100 feet below the surface
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in GT-2. This redrilling was done in an attempt to
intersect the fracture that originated from EE-1.
GT-2A apparently passed over the top of the fracture
so another attempt, GT-2B, was made to intersect the
fracture. Hole GT-2B was successful in that flow
properties of the system were greatly improved over
flow properties of the original GT-2/EE-1 system.
Throughout this thesis, reference to hole GT-2 at
depths below about 8100 feet (2.5 km) refers to
GT-2B in Figure 3 as this is the only section of
borehole below this depth that is currently accessible.
The dual wellbore system created at Fenton Hill
provides an excellent in situ laboratory for the study
of rock properties. The use of high frequency (5-15Khz)
signals generated by the Dresser Atlas source enables
detailed structure of the rock between the boreholes
to be probed.
Workers at LASL have performed many seismic experi-
ments at Fenton Hill. Most of their experiments and
results are described in their annual reports (Blair
et al., 1976; LASL HDR staff, 1978). A discussion of
some of their findings during the first seismic experi-
ment using Dresser Atlas equipment may be found in
Albright et al.(1978). Their results also are discussed
briefly in Chapter 4.
This thesis is concerned with both theoretical and
experimental aspects of the application of seismology
to problems in a Hot Dry Rock geothermal system. In
Chapter 2, two theoretical problems are discussed.
The first problem is the interaction of high frequency
seismic waves with a fluid layer of finite viscosity.
A hydrofracture is considered to be a plane layer of
water of finite thickness but infinite extent. Ampli-
tudes of transmitted and reflected waves are found as
a function of fluid layer thickness, fluid viscosity
and bulk modulus, elastic properties of the solid
surrounding the fluid as well as frequency, angle of
incidence and type of incident wave. In the second
part of Chapter 2, the effects of the finite size of
the hydrofracture are considered. The fracture is
modeled as a crack in an infinite, isotropic elastic
medium. Inside of the crack may be empty or filled
with a zero viscosity fluid. Interaction of waves of
wavelength on the scale of the crack length are
studied using a finite difference scheme.
Chapter 3 contains a review of experimental and
theoretical studies on mechanical properties of rock
with emphasis on results relevant to Hot Dry Rock geo-
thermal energy. Various models of mechanical properties
are discussed. The method of Cheng (1978) is used to
predict seismic velocities of fluid saturated rocks as
a function of effective pressure using laboratory measure-
ments of velocity of samples from the LASL geothermal
test site (Trice and Warren, 1977). Seismic attenuation
as a function of frequency and effective pressure is
predicted using results of O'Ccnnell and Budiansky (1977).
Data obtained using Dresser Atlas logging tools in
a dual wellbore configuration at the LASL Hot Dry Rock
test site is presented in Chapter 4. Two nearly identi-
cal experiments, separated in time by one year, were
performed. In situ conditions at the time of the experi-
ments are described. A method to pick P arrival times
on the large number of seismograms available from each
experiment is developed. Using the large number of
arrival times enables very accurate determination of
in situ P wave velocity. Velocities are determined at
different locations in the geothermal reservoir and
for two values of fluid pressure. In one case pressure
is due only to the weight of the column of water in
the borehole. In the other, fluid pressure in one
borehole is artificially increased by 100 bars. Changes
in rock velocity resulting from removing heat from rock
during the one year interval between the two experiments
are found. Spectral analysis of direct P waves recorded
for two effective pressures enables some constraints to
be put on amount of attenuation of waves by the rock.
Values of Q are found by computing the rate of decay
of a given spectral component of the signal with time.
17
Seismograms are stacked in an attempt to find loca-
tions of scatterers that reflect coherent energy.
In Chapter 5 data is discussed in terms of its
meaning about the properties in situ at the LASL geo-
thermal test site. The seismic data collected at
Fenton Hill will be discussed from three different
viewpoints. First, some character of the seismograms
is attributed to scattering by heterogeneities with
scale length comparable to wavelength (%50 cm).
Secondly, the seismic velocity and attenuation data
will be interpreted in terms of microcracks with size
much smaller than the wavelength. Using Cheng's (1978)
technique the pore aspect ratio spectra of rocks will
be estimated from the in situ velocity measurements.
Finally, we trace the evolution of the model of the Hot
Dry Rock geothermal reservoir from a single hydrofrac-
ture with dimension of up to 1 kilometer in otherwise
impermeable rock to a system of two or more hydrofrac-
tures in heterogeneous rock whose microcrack porosity
and permeability increases as heat is extracted. Major
conclusions of the thesis are then summarized and
proposals made for experiments that would aid in further
understanding the complex structure now present in the
Fenton Hill geothermal reservoir.
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Figure Captions
Figure 1. Conceptual diagram of a manmade Hot Dry
Rock geothermal system (from Pettitt, 1976).
Figure 2. (a) Major structural features in the
vicinity of the Los Alamos Scientific Laboratory
Hot Dry Rock site near the Valles Caldera,
New Mexico (from Pettitt, 1978).
(b) Simplified map of Valles Caldera
showing some major geologic features. Geothermal
site is located at Fenton Hill (from Pettitt, 1976).
Figure 3. Plan view of lower section of EE-1 and
GT-2 wellbores. Section labeled GT-2B is only
section of borehole GT-2 that is currently
accessible (from Pettitt, 1978).
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CHAPTER 2
DIRECT DETECTION OF HYDROFRACTURES USING ACTIVE
SEISMIC TECHNIQUES
Use of active seismic techniques provides the oppor-
tunity to carefully plan and execute an experiment so
that data can be collected that is most easily interpreted.
Seismic signals generated by artifical sources have been
studied to obtain much information about the shallow struc-
ture of the earth's crust. Traditional applications of
active techniques include reflection and refraction studies
to determine crustal structure as well as for finding oil
and gas. Well logging using artifical seismic sources is
often used to map the fine scale structure of a formation
that is cut by a borehole.
Two techniques using active seismology that have been
proposed to locate hydrofractures will be discussed in this
chapter. Both techniques involve studying the direct effect
of a hydrofracture on the amplitude or phase of a wave.
If the two opposite surfaces of a hydrofracture are con-
sidered to be completely out of contact with each other,
the fracture represents a local discontinuity in elastic
properties of the medium that contains the fracture. The
magnitude of effect of this local change in elastic prop-
erties on seismic waves will depend on the length and thick-
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ness of the hydrofracture, physical properties of the fluid
filling the fracture, wavelength and type of waves (P or
S) incident as well as the angle that the incident wave
makes with the plane of the fracture. Incident waves are
considered to be monochromatic plane waves. Once a solu-
tion for plane waves is obtained, the solution for an in-
cident wave consisting of many frequencies or a curved
wavefront can in principle be found by superposing plane
wave solutions using Fourier Transforms and techniques
for representing curved wavefronts as superpositions of
plane waves.
The first approach that will be discussed is to con-
sider the fracture as a planar layer of viscous fluid of
infinite extent in two dimensions that is sandwiched be-
tween two homogeneous isotropic elastic half spaces.
Waves are incident from one side of the layer and ampli-
tudes of waves traveling away from the layer are computed.
See Figure 1. The effects of the finite length of the
fracture are ignored. If the wavelength of the incident
wave is small compared to the length of the fracture and
if measurements are made well away from the edges of the
fracture, the effects of the edges are small and can be
ignored. The problem described can be solved using
analytic methods up to a point where a matrix inversion
is required. The matrix equation is solved on a computer.
When the wavelength of an incident wave is of the
i. 24
same scale as the length of the fracture, the finite size
of the crack must be considered when computing the inter-
action of the wave with the fracture. The case of incident
waves of wavelength on the order of the cracklength has
been studied using a finite difference solution of the
wave equation. Diffraction of waves by an empty two-
dimensional crack are studied. In addition, an approxi-
mate solution is obtained when the crack is fluid-filled
in order to study the effects of the finite compressibility
of the fluid in the hydrofracture.
2.1 Interaction of Waves with a Viscous Liquid Layer of
Infinite Extent
In this section a hydrofracture is assumed to be a
planar layer of viscous fluid that has constant but finite
thickness in one dimension and is infinite in the other
two directions. This model is an approximation to a true
hydrofracture that is valid so long as the wavelength of
the incident wave is small compared to the crack size and
the point of observation is well away from the edges of
the crack. Experiments where the above conditions are met
will be referred to as shadowing or reflection-transmission
experiments because certain types of waves will be unable
to be transmitted through the fracture, or shadowed by the
fracture.
The method of solving for transmitted and reflected
-~-. ~
waves resulting when a wave is incident on an interface
is well known (Ewing, Jardetzky and Press, 1957; Brekov-
skikh, 1960). The extension to layered media was first
done by Thomson (1950) and the method was used to compute
surface wave dispersion by Haskell in 1953. Improvements
in the accuracy of the matrix propagator method for high
frequency waves were made by Dunkin (1965), Knopoff (1964)
and more recently by Abo-Zena (1978). A study of the
transmission of plane waves through layered viscoelastic
material was made by Shaw and Bugl in 1968. They pose
the problem in terms of stress and displacements-rather
than potentials and study the conditions for the existence
of interface waves. Biswas (1967) studied the transmission
of SH waves through a viscoelastic layer imbedded between
two elastic half spaces and concluded that the effect of
the imaginary components of elastic properties on the
transmission of waves increases as the frequency increases.
Borcherdt (1973) made a general study of plane waves in
a linear viscoelastic media and discussed the types of
plane waves that can propogate in such media. He derived
an energy balance equation for these waves. In this study,
the fluid is viscous rather than viscoelastic. By this
it is meant that the fluid is characterized by a bulk modu-
lus which is a real quantity and a viscosity that describes
how the fluid will respond in shear. The elastic shear
modulus of the fluid is set equal to zero.
Figure 1 shows the geometry of the problem that will
be solved. In this case a plane P wave of amplitude Pinc
is incident on the fluid from the solid at angle y from
the plane of the fluid. At each fluid-solid contact both
reflected and transmitted waves are generated. A reflec-
ted P wave of amplitude Pref travels away from the fluid
at angle y . A reflected S wave of amplitude Sref travels
away from the fluid at an angle 0 given by Snell's law.
The fluid is considered to have a finite viscosity so
there will be both P and S waves in the fluid. These
waves can be expressed as upgoing (traveling in -Z
direction) and downgoing (traveling in +Z direction) waves.
P and S waves leave the fluid traveling in the -Z direc-
tion. These are labeled Ptrans and Strans respectively.
Physical properties of the solid are given by X, p, p
where X and U are Lame's parameters (- = rigidity) and
p is rock density. The fluid is described by n, the
viscosity, K, the bulk modulus, and p', the fluid density.
2.1.1 Plane Waves in Elastic Media
Figure 2 shows the three types of plane waves that
will be discussed. A P wave is a longitudinal wave with
particle motion parallel to the direction the wave propa-
gates. Shear or S waves are those in which particle mo-
tion is perpendicular to the direction of travel. Since
the perpendicular to the direction of travel defines a
I27
plane, study of the interaction of waves with plane
boundaries is made easier if S waves are further classi-
fied by the vector components of the associated particle
motion. The directions of the vectors are chosen according
to the direction of the boundary to be studied. An SH
wave is one whose particle motion is parallel to the
interface under study. SH stands for horizontally polarized
shear. The name clearly applies if the boundary under
study is horizontal, e.g., the surface of the earth. A
SV wave (vertically polarized shear) is one whose particle
motion is perpendicular to the SH particle motion and to
the direction of wave propagation. Generally a shear wave
is a combination of SH and SV waves. The advantage of
the classification of S waves when studying plane bounda-
ries lies in the fact that a SH wave interacts with the
boundary to produce only SH waves--no P or SV waves are
generated. This is because the SH wave particle motion
is in a direction unique to the P and SV waves so that
no coupling of motion to these waves can occur. P and
SV waves can couple so that study of their interactions
with boundaries is generally more complicated than if only
SH waves are present. In this study, SV and SH waves
will be defined as if the fluid layer were horizontal
in the earth, regardless of whether or not the hydro-
fracture is or is not horizontal.
The elastic wave equation for displacements in three
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dimensions can be broken into four second order differential
equations if displacements are defined in terms of poten-
tial functions
U = V + VxY (1)
where U is the displacement vector, 4 is a scalar poten-
tial that describes P waves and 7 is a vector potential
that describes S waves. The equations that 4 and Ti must
satisfy are
pa- = (X+2p) V 2p (2)
at 2
a 2 '
_-._---
2  (3)
at 2
where p = density, y = rigidity and X is a Lame parameter.
For the case of P or SV waves incident with the coordinate
system shown in Figure 1 displacements are only in the X
and Z directions so that TI =T3 = 0. For the case of SH
wave incident there is motion only in the Y direction so
that 2 = 0.
Plane wave solutions to equations (2) and (3) are of
the form
,T = F(wt - i~*) = Aexp{iwt - ikx cos6- ikz sin6} (4)
where A is the amplitude of the wave, k is the wavenumber
equal to 27/wavelength and 6 is the angle the propagation
L. -
vector makes with the X axis and w is angular frequency.
2.1.2 Plane Waves in Viscous Media
To obtain the appropriate equations that must be satis-
fied in a viscous medium first replace X by K-2/3p where K
is the bulk modulus of the fluid. Using the correspondence
principle (Ewing, Jardetsky and Press, 1957) the effect
of the viscosity of the fluid is accounted for by replacing
a
p by the operator n where n is the fluid viscosity.
The equation for wave propagation in a viscous medium is
p' - = KV 2  + 4/3l a V2 (5)
Ptz
p t2 t 6
where p' is the fluid density.
Waves in a viscous medium attenuate because of the
finite value of viscosity. This attenuation must be in-
corporated into expressions for p and Y . The amplitude
of the wave must decrease along the direction of travel
of the wave and be constant parallel to the wave front.
One further criterion that must be met by p and Ti in
order to specify and satisfy boundary conditions at each
interface is that there be a wavelength in the X direction
which is the same for both P and S waves in both fluid
and solid. This requirement can be shown to yield Snell's
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Law. This ensures that peaks and troughs of waves
coincide at the interface so that continuity at the
boundary is possible. In order to satisfy the above two
conditions, the solutions of (5) and (6) are forced to
be of the form
,jP Aexp{iwt - ikxX±igZ}
(7)
where k = kcos6
x
g = k + im
Substituting (7) into (5) for the scalar potential,
expressions for Z and m are found to be
mdl = -b + b - 4ae (8)
IZdI =(4/3)C1 md + 16/9)Czm d - (kx2d2 - m 2d)+ C2
where d = fluid layer thickness
a = 64 C1 4/9 + 8C 12 + 9/4
b = -k 2d2a + 9C 2/4 + 4C2 2C1
x 2 2 1
e = -C24C 1 2
C1 = JW/K
C 2 = p'W 2 d2 /K
A similar procedure for the vector potential yields
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Ik 2d2 + k 4d4 + y4d4
2 (9)
k 2d 2 + k 4d4 + y4 d4
Imdl x x
where
2.1.3 Incident SH Waves
Since no conversions from SH to other types of
waves can occur at an interface, the problem of SH waves
incident on a fluid layer is very easy to solve analytically.
In this section, the solution of the problem of SH waves
incident on a viscous fluid layer will be found and the
results and implications of this solution will be discussed.-
The simple case of SH waves normally incident on a
fluid layer will be discussed first. The SH problem can
be solved using displacements rather than potentials.
This follows from (1) and (2) since
USH a 3 a
p p--- = - V V2U (10)
at 2  X at2 3 SH
In the medium below the fluid layer (Z> d/2) the displace-
ment can be written as the sum of up and downgoing waves
ikz -ikz iwt Z> d/2 ()V(Z) = (Se + SRe ) e d/2 (11)
The shear stress is
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Sikz -ikz iwtT() = V z) = ik(s.e - Se ) e z>d/2 (12)
xz a z I R
In the medium above the fluid layer there is only an
outgoing wave
iwt+ikzV(z) = STe
z<d/2 (13)
Tx(z) = PikSTeiwt+ikz
Inside the fluid, the displacement is obtained from (7)
and (9) by setting kx equal to 0
V(z) = (Su e l / Z ( Y + i y ) z + Sde-1//2(y+iy)z)e iz t  (14)
The shear stress in the fluid is
a2 V (y+iy) 1/(Y+iy)z -I//(Y+iY)zetTxz(Z) = nzat - i 2 u Sde e
(15)
-y r
Since wave amplitude in the fluid decreases as e 2 where
r is the travel distance, the parameter yr is a measure
of the amount of attenuation that occurs in the fluid.
Boundary conditions at each fluid-solid boundary are
that the displacement, V, and shear stress, Txz, be
continuous. Continuity of two properties at each of two
interfaces gives four equations which can be solved to
find the four coefficients ST , SR , Su and S d in terms of
the incident wave amplitude, S.. The quantities of inter-1
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est are the reflected wave amplitude, SR , and the trans-
mitted wave amplitude, ST. Interestingly, the expressions
for transmitted and reflected wave amplitudes can be
written entirely in terms of dimensionless parameters.
One of these parameters, yd, will be called the shear
attenuation parameter because it is a measure of the
decrease in amplitude of a wave that travels through
the fluid layer of thickness d. The other parameter is
I . The acoustic impedance of the solid is V/7.
f is considered to be the impedance of the fluid,
the dimensionless quantity I can be thought of as the
ratio of the fluid to solid impedance. The transmitted
and reflected wave amplitudes, in terms of yd and I
are
ST = 4GI(l+i)
S.
SR
R (1-I (I+i) 2 (e(y+iy)d//Y 
-e-(y+iy)d//) G (16)
S.
where
G eiwd/8/[(I(l+i) + 1)2 e (y+iy)d/ - (I(l+i)-1)2
e- (y+iy)d// ]  (17)
S
Figure 3 shows schematically values of I = T and
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S
.jI = R on a yd-I plane. Regions where R = 1 and T = 1S.
are marked. Region labeled E = 1 is that part of the
plane where T 3 1 and R 1 but where T2 + R2 = 1 which
means that all energy incident on the fluid layer is either
reflected or transmitted. The region E< 1 is that region
where T2 + R2 <1 which means that some energy is lost
due to viscous dissipation in the fluid.
Figure 4 is a contour plot of T and R. When I is
near 1 and small there is perfect transmission of waves
by the fluid layer. As yd increases energy is lost in
the fluid and the transmission coefficient decreases.
If frequency is small, both yd and I are small. When
frequency is large the two parameters are large. At
both extremes in frequency SH waves are perfectly reflec-
ted. When viscosity is high, I is large and yd is small.
When viscosity is low, I is small and yd large. At both
of these extremes the SH waves are perfectly reflected.
Figures 3 and 4 show that amplitudes of transmitted
and reflected waves as well as the sum of energy of the
two waves are not quite symmetric about the horizontal
line I = 1. This departure from symmetry can be better
understood by considering the energy transmitted into a
fluid half-space when a wave is incident from a solid
half-space. For a nomally incident wave, the kinetic
energy flux through an area A parallel to the interface is
S35
E = 1/2p U* AC (18)
where C is the velocity of propagation of the wave and U
is the particle velocity. Conservation of energy requires
that the sum of the energies of the reflected and trans-
mitted waves at the interface must equal the energy of
the incident wave. For a SH wave incident from a solid
half space onto a fluid half space, the ratio of energy
transmitted into the fluid to energy incident on the
interface is
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E. 1 + 21 + 212 (19)
where I is the ratio of fluid to solid impedance discussed
above. The maximum energy is transmitted into the fluid
half space and the minimum reflected back into the solid
when I = 1//2. The function representing the amount of
energy reflected from the solid-fluid interface as well
as the function representing the amount of energy trans-
mitted into the fluid can be shown to be symmetric in
log(I) about the point I = 1//-. This symmetry is appar-
ent in Figure 3 by the near symmetry through I = 1//2
of the two regions for small and large I where reflection
from the fluid layer is perfect. If no energy is lost
in the fluid, both reflection from and transmission through
the fluid layer would exhibit symmetry through I = 1//2.
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The line I = yd represents a line which may be com-
pletely parameterized by frequency. If n, p', p and p
are held fixed and only frequency varied, values of I
and yd will fall along a line parallel to the line I = yd.
Points A and B labeled in Figure 3 represent values of
I and yd that hold for downhole Fenton Hill for cases
of frequency equal to 104 and 102 Hertz, respectively
if fluid thickness is .1 mm. The locations of these
points in the figure imply that SH waves at normal in-
cidence will be perfectly reflected by the crack in the
frequency range 102-104 Hertz.
Computing amplitudes of transmitted and reflected
waves resulting when the incident SH wave is incident
at non-normal incidence requires a great deal more
algebra than the computation for normal incidence.
The complexity is increased for arbitrary incidence be-
cause the expressions for Z and m defined in equations
(9) are not simple. For an SH wave incident at angle e
from the plane of the fluid layer the transmitted and
reflected wave amplitudes are
SS 4pksinnw (it-m) H (20)S.
S- = [ 2k2 sin28 
- n 2W2 (iZ-m)2 ] [e (im)d 
- e (im)d]H (21)
S1
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H = eikdsine/[(Tn(iZ-m) + Iksine)
2 e(ip-m)d
(nf(i2-m) - pksin) 2e-(it-m)d
These expressions can be reduced to a form identical
to equation (11) for normal incidence if k = wave number
<<y. Redefining I by
I,= I/sine (22)
equations (20)and (21) become (16) and (17) if eiWd/B
is replaced by ei d/Ssin8 . Under these conditions the
plot in Figure 4 is also valid for SH waves at non-
normal incidence.
2.1.4 P Waves at Normal Incidence
An analytic solution for the amplitudes of trans-
mitted and reflected waves resulting when a P wave is
normally incident on a fluid layer will now be obtained.
For P waves at normal incidence on an interface there
are no conversions of P to SV waves. The absence of
conversions reduces the complexity of the reflection-
transmission problem. The solution for wave amplitudes
when P waves are normally incident on a fluid layer can
be expressed in terms of three independent dimensionless
parameters. The first parameter, yd, has already been
discussed. Another parameter, called R, is the ratio of
bulk modulus to shear modulus of the fluid (K/-n). The
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third dimensionless parameter is the ratio of elastic im-
pedance of the solid to shear impedance of the fluid.
Since there are three independent dimensionless parameters
in the solution to the normally incident P wave problem,
a single plot cannot be made to show the reflection and
transmission properties of the fluid layer. Some phys-
ical insight can be obtained by studying the problem.
Since only one component of displacement is non-
zero for a vertically traveling P wave, the work in
this section can be done using displacements rather than
potentials. The displacement and stress in the region
below the fluid layer can be expressed as the sum of
upgoing and downgoing waves
iwt+ikz iwt-ikz
W(z) = Pi e + PRe z>d/2
(23)
T +2 w iwt+ikz iwt-ikz
z = (i+2) ik(X+2a) (P.e - Pezz az 1 R
Displacements and stress in the fluid are
W = P e i wt+igz + Pe iwt-i gz  Izl< d/2u d
(24)
a W . it+igz iPdei t- gzT = (K + 4/3 -t) = ig(K + 4/3ni) (Pu e Pdezz at au
where g = Z + im
with k and m as defined in equations (8). The signs
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of Z and m are chosen such that the component of dis-
placement that has amplitude Pu is an upgoing wave, i.e.,
it travels in the negative Z direction and attenuates
along its propagation path. These conditions require
that k be greater than zero and m be less than zero.
The decrease in amplitude that a P wave suffers in
-md.passing through the fluid layer one time is e It is
interesting that the quantity md/yd, which is a dimension-
less parameter that is the ratio of P to S attenuation
in the fluid, can be written entirely in terms of the
dimensionless quantity R = KAW.
m/y =-b+2a
a = 9R4/4 + 8R2 + 64/9 (25)
b = 9R3/4 + 4R
The ratio of P to S attenuation computed using (25)
is shown in Figure 5. For small values of R, attenuation
of P and S waves are nearly equal. As R increases beyond
a value of 1, the amount of P wave attenuation decreases
in relation to the S wave attenuation. The frequency
where R is 1 was described by Walsh (1968) as a critical
frequency. For frequencies greater than critical, the
viscous losses for all waves are dominated by the shear
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rather than the hydrostatic component of stress.
Displacement and stress above the fluid layer are
iwt+ikzW= PT e
z<d/2 (26)
iot+ikzT = ik(X+2p)PTe
yy T
Boundary conditions at each solid-fluid interface
are that the normal stress, T zz, and normal displace-
ment, W, are constant. Using these boundary conditions,
the reflected and transmitted wave amplitudes are found
to be
R J - g'(R+4i/3)e/e ikd (27)Pi J + g'(R+4i/3)P/8
T R -ikd ' (R+4i/3) + J igd/2P (1 + ) e (1 + )e (28)Pi g'(R-4i/3) 
- J
where
(A+2p ) pJ
= e-igd/ 2 g ' (R+4i/3) + J 2 igd 1] e +2e i g d / 2
g' (R-4i/3.) - J
, +im
' = 
g/y -
Y
An example of the interaction of normally incident P
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waves with a fluid layer is shown in Figure 6. Curves
labeled reflection and transmission show the ampli-
tude, normalized by incident wave amplitude, of waves
reflected and transmitted through the fluid layer.
Curve labeled energy is the total energy contained
in the sum of transmitted and reflected waves. If
the value of the energy is less than 1, energy has
been absorbed in the fluid by viscous heating. Curve
labeled attenuation is a plot of the value of the
dimensionless parameter md which is a measure of the
decrease in amplitude of a wave that passes through the
fluid. Values of physical properties used to generate
the curves in Figure 6 are K = 109 gm/cm sec 2  p =
p = 2.5 gm/cm3 , = = 2.5 x 1010 gm/cm sec , frequency =
10 Hz, and d = 10 meters.
Figure 6 shows that when conditions are such that
the value of R is not near 1 the reflection and trans-
mission coefficients are independent of viscosity,
attenuation is small and no energy is lost in the fluid.
In fact, the values of reflected and transmitted wave
amplitudes computed using a viscosity of 1 0 Poise are
equal to the values computed using a formulation of the
same problem assuning a zero viscosity fluid. For the
case of P waves in a fluid the value of R is a good
indicator of the importance of viscosity on the propa-
gation of compressional waves. For R much greater than
1, viscosity can be considered to be zero.
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2.1.5 P and SV waves at Arbitrary Angle of Incidence
When a P or SV wave is incident on a fluid layer,
transmitted and reflected P and SV waves will result.
In this section, the method of computing amplitudes
of transmitted and reflected waves will be discussed.
Computations for a case thought to be appropriate to
the Fenton Hill geothermal system will be presented.
Computations for arbitrary angle of incidence
are best done using potentials rather than displace-
ments and stresses. This allows easy representation
of wave fields in terms of up and downgoing P and SV
waves. Displacements associated with P and SV waves
are easily computed once potentials are known.
The form of potentials in the region below the
fluid are
= Piexp{iwt-ik cosyx + ik sinyz} + PRexp{iwt-ik cosyx
- ik sinyz}
T = S exp{iwt-ik cosex + ik sinez} + SRexp{iwt-ik cosex
- ik sin6z} (29)
where # and T are the dilitational and rotational poten-
tials respectively, k is the wavenumber of the P wave
in the solid, k5 is the wavenumber of the S wave in the
solid,y and e are respectively the angle of propagation
measured from the plane of the fluid layer of the P and
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S waves and Pi, Si' P R SR are the amplitudes of poten-
tials associated with incident, i, and reflected,
R, P and SV waves. Snell's law requires that the
wavenumbers measured parallel to the fluid-solid
interface be a conserved quantity which will be
called k . This gives a relation between k , k ,
ks, 0 and y
kacosy = k coseO k x  (30)
Displacements and stresses in the region below
the fluid are calculated from
u =! D W = _ D_
ax az az ax
T = X(~ + a2.) + 2 ( a2 + a~) (31)
zz ax2  az2  axaz az 2
T = 1 (2 2L + a2 _ 32-)
xz axaz ax2 z2
Potentials in the fluid are
= P exp{iwt-ikxx+ig z} + Pdexp{iwt-ikxx-ig z}
(32)
= Suexp{iwt-ikxx+ig z} + Sdexp{iwt-ikxx-ig z}
where ga and g are defined in equations (8) and (9),
respectively. Displacements U and W in the fluid are
calculated as in (31). Stresses in the fluid are
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Tzz = (K-2/3n- t) (2 + 2) + 2r-(x't 2)
z  ax a at axat z 
T a a2  a2 a2T) (33)
z at axaz ax az2
Potentials in the region above the fluid are
= PTexp{iwt-ikxx + ikasinyz}
(34)
= S Texp{iwt-ikxx + ik sinez}
Displacements and stresses above the fluid are computed
by using (34) and (31).
If viscosity is non-zero, there are four boun-
dary conditions at each fluid-solid interface. These
four conditions are that the two components of stress,
Tzz and xz, and two components of displacement, U
and W, be continuous functions across each interface.
Four conditions at each of two interfaces yields
eight equations which may be solved to find the eight
unknowns: PR, SR' Pu' Pd Su' Sd' PT' and ST in terms
of the amplitude of the potential associated with the
incident P or S wave.
If viscosity of the fluid is zero, or can be
assumed to be zero, then there can be no S wave in
the fluid since the fluid cannot support shear.
Equations (32) and (33) are adjusted by setting n,
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Su and Sd equal to zero. The stress in the solid must
vanish at the point of contact with the fluid. The
solid can slip parallel to the fluid-solid interface
so there is no condition on the displacement U. The
boundary value problem reduces to six equations in
six unknowns when viscosity is zero.
It should be emphasized that each of the eight
or six, equations is a complex equation and each
coefficient PT' etc., is a complex number. The
modulus of each coefficient is related to the ampli-
tude of the transmitted or reflected wave and the phase
gives the phase shift of the wave relative to the
incident wave.
As a check on the validity of the solution to
the boundary value problem, kinetic energy flux of
transmitted and reflected waves can be computed at
each interface. If the solution is correct, the
sum of the kinetic energy flux of all waves traveling
towards the interface must equal the sum of the kinetic
energy flux of all waves leaving the interface.
For waves traveling with velocity C at angle 5 to
the interface, the kinetic energy flux through area
A is
KE = 1/2p~5d*sin6AC (35)
L _
When viscosity is non-zero energy is dissipated in
the fluid so the sum of the'energy of all waves leaving
the fluid will not equal the energy of the incident
wave. If viscosity is zero, all the energy incident
on the fluid must leave the fluid.
Once amplitudes of potentials associated with
P or SV waves leaving the fluid have been computed
it is desired to convert the results into the ampli-
udes of displacements of waves for comparison with
field measurements. Displacements in the solid are
found from potentials by using equations (31). In
the region above the fluid, equations (34) and (31) give
Sl x + z = -ikacosypx + ik sinyz
p ax az a
(36)
s = - T-xz + -z = -ik cosTx - ik sine7z
amplitudes of P and S waves are
I' p = k a1j = kaP TI
(37)
Is = kjslT = kS IST
For P wave incident the ratio of transmitted P wave
amplitude to incident P wave amplitude is simply ob-
tained by dividing k IPTI by ka IPJ to get IPTI/IPil'
Ratio of transmitted S wave amplitude normalized by
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incident P wave amplitude is kIST 1/k aPi. Similar
expressions can be found for reflected wave ampli-
tudes and for the case where S waves are incident.
When S waves are incident at angle 8 less than
-l
cos-1 /a the value of cosy given by (30) must be
-I
greater than 1. The angle cos-1 8/ is called the
critical angle. When 6 is less than the critical
angle, then y is complex so P waves no longer prop-
agate as plane waves. Instead P waves travel parallel
to the fluid-solid boundary and decrease in ampli-
tude away from the boundary. These waves are
called inhomogeneous waves.
Computations of amplitudes of transmitted and
reflected waves as a function of incidence angle of
P or SV waves have been carried out using physical
properties and dimensions considered appropriate for
conditions in situ at the Fenton Hill geothermal
test site. Physical properties used in the calcu-
lations are listed in Table 1. For frequency of
10KHz. The values of dimensionless parameters Yd
and I listed in Table 1 correspond to point marked
A in Figure 3 which means that SH waves are perfectly
reflected by the fluid layer. The viscous impedance
of the fluid, /VTp', is so small that S waves cannot
enter the fluid. The large value of R means that P
waves are unaffected by the viscosity of the fluid.
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The viscosity of the fluid is so small that it can
be neglected even for frequencies as large as 10 KHz.
Results obtained when viscosity is assumed to be zero
and results obtained when viscosity is non-zero are
in agreement which confirms the lack of importance
of viscosity in the present calculation.
Figures 7 and 8 show amplitudes of reflected
P and S waves respectively when a P wave is incident.
Amplitudes are plotted for three frequencies. In
addition, amplitudes of waves reflected when a P
wave is incident from an elastic half space on a
fluid half space are plotted. Figures 9 and 10 show
transmitted P and SV waves for incident P wave.
Figures 11-14 show reflected and transmitted P and
SV waves resulting when SV wave is incident on a
fluid layer. Critical angle for the case under
study is 54.30. For angles less than this value, P
wave amplitudes represent the amplitude of the wave
at z = 0. Amplitude of P waves away from the fluid
layer are diminished by a factor
-1
A(z), e-k Izisinh(cosh (a/ /cosO)) (38)
Figures 7-14 will be useful in interpreting results
of experiments performed at the LASL Fenton Hill geo-
thermal test site.
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2.2 Interaction of Waves with a Finite Crack
When the wavelength of a wave is of the same scale
as the lateral extent of the fracture, the effects
of the finite size of the crack must be taken into
account when computing the effect of the interaction
of the wave with the fracture. In this section the
interaction of empty and fluid-filled cracks with
plane P and S waves at various angles of incidence
will be investigated. The geometry of the problem
is two dimensional as shown in Figure 15. The crack
is of finite extent in the X-Y plane, having length
L, and extends to infinity in a direction perpen-
dicular to the plane of the figure. An empty crack
represents a cut in an otherwise homogeneous and iso-
tropic elastic medium and its surfaces are traction-
free. At the surface of a fluid-filled crack, a
normal stress exists but the shear stress vanishes
neglecting the viscosity of the fluid.
A problem similar to diffraction by an empty
crack is found in optics when an opaque screen is
placed in the path of a parallel beam of rays
(Sommerfeld, 1949). The optics problem, however,
is different from the one discussed here in that only
transversely polarized waves are present in an electro-
magnetic field where as both transverse and longi-
tudinal waves must be dealt with in the elastic prob-
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lem. The other difference is one of scale: in optics
the wavelength is small compared with the size of the
diffractor and diffraction effects are computed at
distances of many wavelengths from the diffractor.
In this section, diffracted fields will be computed
in the near-field of the diffractor and discussion
will be limited to cases where the wavelength is
comparable to size of diffractor and the distance
from the crack is less than two cracklengths.
Diffraction of elastic waves by a finite empty
two dimensional crack is a difficult problem to solve
analytically. Ang and Knopoff (1964 a,b) found a
solution which is valid for wavelength X much longer
than the diffraCtor size L and at distance8 much
greater than L from the crack. Loeber and Sih (1968,
1969) reduce the problem to an integral equation which
can be solved numerically to find the displacement
field on the crack surface for an arbitrary wavelength
and incident angle. The same problem has been studied
in the time domain by Thau and Lu (1970, 1971) for
short time intervals, using the Wiener-Hopf technique.
Their procedure requires a new equation to be solved
each time a diffracted P or S wave strikes the tip of
the crack and the equations become intractable when
multiple reflections occur at the crack tips.
Recently Achenbach et al. (1978) obtained a high
frequency solution to diffraction of waves from a point
V -
source by a circular crack in a three dimensional medium.
Their approach is to use the solution of a canonical
problem, which is the diffraction of waves by a semi-
infinite crack (Achenbach and Gautessen, 1977), to
construct the wave field resulting from waves incident
on the curved edge of a fracture. Diffractions of
direct rays as well as surface, P and S waves that
travel along the surface of the fracture are used in
the construction. Geometrical ray theory is used to
choose the rays that will eventually reach a given
point of observation. The conditions for the validity
of the diffracted wave solution are kr>>l and ka>>l
where r is the distance between a diffracting edge
and a point of observation and a is the crack radius.
The theory developed using geometrical ray theory
provides a powerful tool for studying diffraction by
complicated shaped cracks. Unfortunately, the region
of validity of the solution obtained does not overlap
the region of validity of the solution to be presented
in this section.
In view of the recent success at modeling dynamic
crack propagation problems by numerical schemes
(Burridge, 1969; Madariaga, 1976; Das and Aki, 1977)
it seems reasonable to attempt a numerical solution to
the diffraction problem. In this study, the diffraction
problem is solved using the explicit leap frog finite
difference scheme developed by Madariaga (1976) to
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study dynamic crack propagation problems. The time
domain solution for incident step function tensile
stress wave at an arbitrary angle of incidence is
computed and the solution in the frequency domain is
found by Fourier Transforms.
2.2.1 Diffraction by an Empty Crack: Boundary Conditions
The crack is assumed to represent a cut in an
otherwise infinite, isotropic and homogeneous medium.
Each surface of an empty crack is a free surface, at
which both the normal and shear stresses vanish. It
is assumed that the crack surfaces, though considered
flat to first order, are held apart by some static
stress field. If the two crack surfaces were to come
in contact they would no longer satisfy stress free
boundary conditions and the problem would be very com-
plicated to solve.
The diffracted wave field, denoted with super-
script d, is the field that must be added to the inci-
dent field, denoted superscript i, to yield the approp-
riate boundary conditions on the crack surface. This
can be expressed as
i di + T = 0
xy xy
on the crack surface (39)
Ti + Td  0
yy yy
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The problem is to find the stress field on the crack
surface due to the incident wave and then find a
diffracted wave, which satisfies the wave equation
as well as equation (39). The problem stated in
equation (39) is divided into two mixed boundary
value problems in a half space. The boundary
conditions for these two problems are
dl - in y = 0 for IxI<L/2
yy yy
d = 0 in y = 0 for all x (40)
Txy
Vd i = 0 on y = 0 for IxI>L/2
d2 = - on y = 0 for IxI<L/2
xy xy
d = 0 on y = 0 for all x (41)
yy
Ud = 0 on y = 0 for jxl>L/2
The solution to the diffraction problem is the super-
position of the solutions to the two problems defined
by (40) and (41). This assertion will now be justified.
Consider an incident P wave. The scalar potential
associated with this wave, denoted 4 , can be broken
into two parts, one even in y and one odd in y.
_
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i (xyt) = e (x,y,t) + i(x,y,t) = 1/2( (x,y,t) +0 (42)
i(x,-y,t)) + 1/2(i (x,y,t) 
- gi(x,-y,t))
Then
i
2i 
+)e XV2i
XV= +p2 (V 2q + 2p- )
yy i 3y2 e ay2
;2 i121
ay2
(43)
a2e o 2221 a qJ02a = 211  + 2 -0
Txy Dxyy 3xay x3y
On the plane y = 0,the plane of the crack, equation
(43) can be simplified because odd continuous functions
must vanish in this plane.
32 i
T i = XV2 + 2y1
yy* e ay2
2 p on y = 0 (44)
T = 2 
_xy axay
The problem of matching boundary conditions (39)
i
can now be broken into two problems, one for 4e and one
i i dfor . For e the normal stress, T associated with0 e yy
the diffracted field is symmetric in y and the shear
stress Txy , is antisymmetric. Requiring that displace-
ment and shear stress parallel to the crack surface be
continuous across the crack it can be shown that the
F:-
displacement perpendicular to the crack surface must
be antisymmetric. Functions antisymmetric in y must
vanish on y = 0 except where they are discontinuous.
The only discontinuity is the displacement between
dl
the two crack faces. Thus T vanishes everywhere
xy
on y = 0 and Vdl vanishes on y = 0 outside the crack
area. A complete set of boundary conditions is ob-
tained for the problem involving e. They are dis-
played in equation (40).
Boundary conditions given in equation (41)
correspond to satisfying equation (39) for the odd
i i i
part of p . In this case, Txy is symmetric and T
xy yy
is antisymmetric. Thus T d must vanish on y = 0
yy
and the displacement in the x-direction is anti-
symmetric and must therefore vanish on y = 0 except
where it is discontinuous -- i.e., on the surface
of the crack. The displacement in the y direction is
symmetric in this problem. Equations (41) are thus
justified.
A complete set of symmetry relations for the two
problems appears in Table 2. Using this table a
solution in the entire X-Y plane may be obtained after
solving each of the problems described above in a half
plane.
2.2.2 Boundary Conditions for a Fluid-Filled (zero
viscosity) Crack
To obtain approximate boundary conditions for a
thin fluid filled crack first consider plane P waves
incident from below on a plane fluid layer imbedded
in an otherwise infinite, isotropic elastic medium
(see Figure 1). The amplitude of the P wave poten-
tial of the incident wave is Pi. Potentials of
reflected and transmitted P and SV waves have ampli-
tudes as shown in the figure. An approximate relation-
ship between the stress and displacement at the fluid
boundary is desired. This relation will be used as
a boundary condition so that stress can be computed at
the crack surface without explicit knowledge of the
displacement inside the fluid. To find the relation-
ship between stress and displacement at the surface
of the fluid layer only the wave field inside the
layer need be considered. Since the fluid has zero
viscosity there are no S waves present in the layer.
The potential associated with the P wave in the fluid
is of the form
S= [Mexp{ikfzsin6} + Dexp(-ikfzsin6)]eS
where S = ik fxcos6 + it
kf is the wavenumber in the fluid
6 is the angle in the fluid
Then displacement normal to the fluid layer is
V = -ik eSsin 6 [Meikfzsin 6 - De-ikf z s i n ]
AV(d/2) = V(d/2) V(-d/2) = keSsin6(M+D)sin(kfd/2sin6)
- k eSdsin6(M+D) + O(k d2 ) (46)
where O(k 3 d2 ) indicates that terms of order k3 d2 andf f
higher in k d are not explicitly shown. These higher
order terms are negligibly small if kfd is small. The
normal stress, Tzz, in the fluid layer is
T = -Kke S(Meikfzsin+ De ikfzsin
zz f (47)
where K is the bulk modulus of the fluid. The average
stress at the boundary of the fluid layer is
Tav (d/2) =
zz
T (d/2) +T (-d/2)
-Zk 2e ZM+)+Z~~ = -Kke S (M+D)cos (kfd/2sin)
(48)
-Kk e S ( M+ D ) + O(k d )fComparing (46) with (48) it can be shown that if sin
Comparing (46) with (48) it can be shown that if sin 2 6= 1
(k/d)AV(d/2) = Ta v(d/2) + O(k d 2 ) (49)
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and
(45)
Assuming that the P wave velocity of the fluid is much
less than that of the rock then (see equation (30))
2
af 2
sin26 = 1 - cos2  l
m
where af and am are P wave velocities of fluid and
rock respectively. Since Tav is the part of T
zz zz
that is symmetric in z and AV the antisymmetric
part of V equation (40) is modified to
i + d = K/d AV y = 0, xl < L/2 (50)
yy yy
For an empty crack, K = 0, and the above equation reduces
to (40). Using equation (47) it is easy to show that
to order k d there is no change in the boundary condi-f
tions defined by equation (41).
For a useful presentation of numerical results
non-dimensional stress and displacement are used. Unit
stress is chosen to be Tro so that Tyy = To'yy where
prime indicates a dimensionless stress. Dimensionless
displacement is defined by V = ToLV'/ where L is
the crack length. Inserting these quantities into (50)
gives
i' d'
T + T K/= L/d Vd' (51)
yy yy
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The quantity K/I L/d = C = crack stiffness factor is
a dimensionless quantity which determines the effect
of the fluid in the crack.
Achenbach et al. (1978) proposed that boundary
conditions for a fluid filled crack be that shear
stress vanish on the crack surfaces and there be no
discontinuity in normal displacement across the crack.
If these conditions are used, the problem defined in
equations (40) does not need to be solved and the
solution to equation (41) completely describes the
diffracted wave field. Using these boundary conditions
there will be no diffracted wave field generated
when P waves are normally incident. This follows
because the shear stress, Txy, associated with a
normally incident P wave vanishes everywhere. When
the fluid bulk modulus differs significantly from
the bulk modulus of the solid it seems unlikely that
the conditions used by Achenbach et al. (1978) are
appropriate.
2.2.3 Method of Solution
Boundary conditions on the surface of an empty
crack are given in equations (40) and (41). The
modification to equations (40) for the case when a
zero viscosity fluid fills the crack is given in
equation (50). In all cases, radiation conditions
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supply boundary conditions at y = m. The total diffracted
field is formed by superposing the results of the two
problems defined in (40) and (41) (see Table 2) as
U d(x,y,t) = U d(x,y,t) + Ud2(x,y,t)
(52)
d di d
Vd (x,y,t) = V(x,y,t) + V (x,y,t)
Once the diffracted field resulting from plane
transient P or S wave with 6-function or step function
time dependence has been calculated, the diffracted
field resulting from any incident longitudinal or
shear plane wave may be found by convolution. Choose
the incident plane wave to be a step function in stress
in which the jump in normal stress at the wavefront
is T . Then for P wave incidence, the incident wave
stress components working on the plane parallel to the
crack plane are
i ( ,y,t) =(1-2/3sin2y)T H(a/L(t + xsiny/ -
yy 0
y cosy/a))
(53)
T (x,y,t) = -1/3T sin2y H(a/L(t + xsiny/a -
xy o
y cosy/a))
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where y is the incidence angle and a is the compres-
sional velocity of the solid. For S waves incident
at angle y', the stress components acting on the
plane parallel to y = 0 are
i
T (x,y,t) = T cos 2y' H( /L(t + x/ siny' - y/ocosy'))
xy o
(54)
i
T (x,y,t) = T sin 2y' H(8/L(t + x/ siny' - y/8cosy'))
yy o
These expressions, along with equations (40) and (41)
define the two mixed boundary value problems that
must be solved to obtain the diffracted field.
The incident stress fields in (53) and (54)
propagate along the x-direction on the plane of the
crack (y = 0) with phase velocities a/siny and
8/siny' respectively. If siny' = 8/asiny the expres-
sion for incident wave stresses on y = 0 in (53)
are equal, to within multiplicative constants, to
the expressions for incident wave stresses on y = 0
given in (54). Thus by taking the appropriate linear
combination of solutions to (40) and (41), numerical
solution of the diffraction of P waves incident at
angle y can be used to compute the solution for S
waves incident at angle y'.
The solutions to (41) and (42) are found using
the finite difference scheme of Madariaga (1976)
as discussed briefly in Appendix A. The direct
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output of the finite difference calculation is the
particle velocity associated with the diffracted
wave at each grid point. In order to study the
diffracted field as a function of wavelength, the
particle velocity at each grid point is numerically
Fourier Transformed in time.
As a check on the validity of the numerical
solution, displacements computed by numerical inte-
gration of particle velocities are compared in
Figure 16 with the displacements obtained by Thau
and Lu (1971) for P wave normally incident on an
empty crack. The two solutions agree well except
for a small discrepancy at the early part where there
is a sudden jump in the particle velocity. As
another check, the y-component amplitude, Vd of
the diffracted wave field on the surface of an
empty crack normalized to the amplitude of the in-
cident wave, Vi , is compared in Figure 17 with the
result of Sih and Loeber (1968) for various wave-
lengths of normally incident P wave. The static
solution shown in the figure corresponds to infinite
period or a crack under static stress. The infinite
period solution can be obtained from the calculation
of the diffracted wave for a finite period of time
because the particle velocity due to the diffracted
wave dies out quickly with increasing time, and the
displacement approaches that of a static solution.
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This provides a criterion for determining if the
transient solution has been calculated for a sufficient
amount of time to yield a complete record and also
provides a convenient check on the results of the
numerical computation since the static solution can
be easily computed analytically. Figure 17 shows
good agreement between results obtained by the two
methods.
To check the validity of the approximate boundary
condition for a fluid filled crack, the simple case
of P waves normally incident on a fluid layer im-
bedded between two solid half spaces was tested.
The time domain solution for transient stress wave
incident was computed using the numerical scheme and
the approximate boundary conditions. The time domain
solution was transformed into the frequency domain
and the amplitudes of transmitted waves were compared
with amplitudes of incident waves. The results ob-
tained using the finite difference approach were
compared with the transmitted wave amplitudes calcu-
lated for P waves normally incident on a zero viscosity
fluid layer (equation (28)). Figure 18 shows a compar-
ison of transmission coefficients computed using the
two methods. Real and imaginary parts of the co-
efficients are shown. Crack stiffness factor in
the numerical scheme was chosen to be 2. Length scale
in the finite difference scheme is L which is arbitrarily
set'equal to ten grid spacings. Analytic solution
was calculated for the following conditions
K</ = .04
L/d = 50
p = pI
Specific values of physical properties are needed
to compute coefficients using the analytic solution
because there is no approximation involved in this
case. For small values of K/, transmission coefficients
depend very little on the ratio of fluid density to
solid density. Agreement between analytic and numeric
solutions is very good provided that L/d is large and
K/L small.
The incident wave must be added to the diffracted
wave to obtain the total motion for comparison with
observations. The particle velocities associated with
the incident P wave of equation (53) are given by
0 (x,y,t) = (arosiny/3p)H(a/L(t + xsiny/a - ycosy/a))
(55)
V (x,y,t) =-(aTocosy/31)H(a/L(t + xsiny/a - ycosy/a))
and those for the incident wave of equation (54) are
U(x,y,t) = -(ST cosy'/P)H(S/L(t + xsiny'/8 - ycosy'/8))
(56)
V (x,y,t) = -(T roiny'/U)H(8/L(t + xsiny'/8 - ycosy'/B))
Their Fourier Transforms are
U (x,y,w) = -(iao siny/3iw)exp{iw(xsiny/a - ycosy/a)}
(57)
V(x,y,) = (iTr cosy/3uw)exp{iw(xsiny/a - ycosy/a)}
for equation (55) and
U(x,y,w) = (isTocosy'/wp)exp{iw(xsiny'/8 - ycosy'/8)}
(58)
V (x,y,w) = (i-o siny'/wP)exp{iw(xsiny'/S - ycosy'/B)}
for equation (56). Values calculated from (57) and
(58) are added to the corresponding Fourier Transforms
of the diffracted waves obtained by the numerical method.
The particle velocity at a point associated with one
frequency can be described by the absolute value, IV(w) ,
of Fourier Transform and the phase delay, e(w).
6(t) = I01 cos(wt -e)
(59)(t) = V cos(at - )
L'
The particle motion described by (59)is generally ellip-
tical where the shape is defined by the equation
-- + cos(e-5) = sin2(6- ) (60)
This equation shows that the shape is indistinguishable
between 5-8 and 8- , that is between clockwise and
counterclockwise sense of motion.
2.2.4 Results of the Calculation
Diffraction effects for P waves normally inci-
dent on a crack for cases where the crack stiffness
factor is 0, 2, and 10 have been computed. Results
for S waves at normal incidence and P waves incident
at an angle of 450 on an empty crack have been obtained.
Results for all these cases for various wavelengths
appear in Figures 19-28. These results will now be
discussed.
For a wavelength much longer than the cracklength
L it is expected that the crack will have little
effect on the wave motion. This is demonstrated clearly
in Figure 19 which shows the result for P wave of wave-
length 11.64L normally incident on an empty crack.
The vertical line on the right hand of the figure
directly above the figure label shows the incident wave
motion, i.e., the motion observed in the absence of
the crack. The incident wave arrives from below in
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the figure. The crack is located between the two crosses
marked on the horizontal line that bisects the figure.
Each ellipse represents the particle motion at the
center of the ellipse, marked by a cross. The points
where ellipses are plotted are not symmetric through
the center of the crack. This was done on purpose
so that more details of the wave motion could be
represented. The pattern of wave motion has symmetry
through a vertical line cutting the center of the
crack so that each ellipse could have a mirror image
through this line. The amplitude of the motion along
the center line at a point is represented by a straight
line at that point. By symmetry there is no component
of motion parallel to the plane of the crack at points
along the center line if P wave is normally incident.
Most of the particle motion ellipses in this figure
appear to be nearly straight lines of length equal
to the line representing the incident wave, showing
that there is little departure from the incident wave
motion in this case.
Figures 20 and 21 show results for wavelength
4.65L. Figure 20 shows the result for P wave normally
incident on an empty crack and Figure 21 shows the
result for P waves normally incident on a fluid-filled
crack with stiffness factor, C, of 2. At this rela-
tively long wavelength there is a surprisingly strong
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diffraction effect when the crack is empty, as shown
by the generally elliptical motion and the variations
in orientation of the ellipses. When the crack is
fluid filled (Figure 21) the effect of the crack on
the particle motion is weak and there is little devi-
ation in particle motion from the incident waves for
waves of this wavelength.
The complicated pattern represented in Figure 22
shows the result for P waves with wavelength of 1.33L
normally incident on an empty crack. Immediately
above the crack there is a shadow zone where the ampli-
tude of the wave motion is considerably less than
that of the incident wave. There is a very rapid
change of phase of particle mot'ion as a function
of position inside the shadow zone as shown by the
orientation of the ellipses in this region. Below
the crack, the strong amplitude modulation as a
function of distance from the crack is caused by the
interference between incident waves and waves reflected
from the crack. The interval between maximum ampli-
tudes is 1/2 wavelength, as expected for the case of
waves normally incident on the free surface of an
elastic half-space.
Figures 23 and 24 show results for P waves of
wavelength 1.33L normally incident on cracks where the
stiffness factors are 2 and 10, respectively.
U-
When the stiffness factor is 2 (Fig. 23) the results
look very similar to the case shown in Figure 22 for
an empty crack. For larger values of the stiffness
factor the effect of the crack on the particle motion
decreases. The shadow zone is not present when the
stiffness factor is 10 but there is still a noticeable
effect on the wave motion. Apparently the finite
compressibility of fluid in the crack makes it
more transparent for the normal incidence of P waves.
General features of the solutions for P waves
incident at 450 on an empty crack will now be discussed.
The numerical solution of this problem requires more
computer time than the solution for the case of
normal incidence because there is no symmetry about
the perpendicular axis through the center of the
crack. Also, for P waves at normal incidence, equation
i(55) yields r = 0 so that the second problem described
xy
by equation (41) does not have to be solved.
Figure 25 shows the result for P wave of wave-
length 3.46L incident at 450 from the plane of the
crack. The wave travels from the lower right corner
to the upper left corner of the figure. The ampli-
tude and direction of particle motion due to the inci-
dent wave are represented by the straight line drawn
in the center right of the figure above the figure
label. The shadow zone for this wavelength is not
very well defined. Immediately behind the crack, the
pattern of particle motion changes drastically
from point to point.
Some evidence of a shadow zone behind the crack
is seen in Figure 26 which shows the result for P
wave of wavelength 1.69L incident at 450 upon the
crack. On'the side of the crack facing the incident
wave, a strong amplitude modulation due to the inter-
ference between incident and reflected waves is again
found. Additional ellipses are plotted in this figure
in order to make the change in motion with position
more apparent.
Figures 27 and 28 show results for S waves of
respective wavelengths 2.69L and 1.34L normally inci-
dent on an empty crack. For normally incident S waves
the normal stress, Tyy, vanishes everywhere (see
equation 53) The displacement in the y direction, Vd
excited by the incident stress field is a symmetric
function of y (see Table 2). The incident stress
field does not excite any displacement in the y
direction that is antisymmetric in y.This means that
the right hand side of equations (40) vanish completely
so that the diffracted field generated by a normally
incident S wave is totally defined by the solutions
to equations (41). Since the crack stiffness factor
does not enter into equations (41) the results for the
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case of normally incident S waves are independent
of this parameter. In the figures, the incident S
wave arrives from below with particle motion perpen-
dicular to the direction of propagation as shown
by the horizontal line on the right hand of the
figure above the label. For the wavelength of 2.69L
(Figure 27) the crack has little effect on the particle
motion, except at a few points showing a rather large
component of motion perpendicular to the particle
motion of the incident wave. For the case where the
wavelength is 1.33L (Figure 27) the pattern of pre-
dicted motion differs considerably from the incident
wave motion but the differences are qualitatively
similar to that found for P waves of the same wave-
length normally incident on an empty crack.
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Water at 200 0 C
Viscosity
density
bulk modulus
.0014 poise
1.0 gm/cm3
1.19 x 1010 gm/(cm sec2 )
Rock
density 2.69 gm/cm 3
shear modulus 3.3 x 1011 gm/(cm sec2 )
x 3.1 x 1011 gm/(cm sec 2 )
Fluid layer thickness .1 cm
Dimensionless parameters (use F=1OKHz)
R = K</
I = rn~' p'/ 2 Pjp
yd = /Jp'iT/ d
J = /(X+2) )p/Twp'
1.14 x 107
7.30 x 10 "6
6.70 x 102
1.72 x 10s
Table 1. Physical properties used to compute trans-
mitted and reflected wave amplitudes shown
in Figures 7-14.
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Table 2: Symmetry relations between stress and dis--
placements for the two boundary value problems.
Solution of A2 Solution of A3
T (x,y,t)
xy
T (x,y,t)YY
u d' (x,y,t)
u (x,y,t)
v (x,y,t)
= -T (x,-y,t)
xy
d
= T (x,-y,t)
YY
d
= T (x,-y,t)xx
d;
= u (x,-y,t)
=-v (x,-y,t)
d 2
T (x,y,t)
xy
d2
T (x,y,t)
d2
T (x,y,t)
xx
d2
u (x,y,t)
v (x,y,t)
d2
= T (x,-y,t)
xy
d2
=-T d (x,-y,t)
YY
d2
=-T (x,-y,t)
xx
d2
=-u (x,-y,t)
d (x-yt)v (x,-yt)
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Figure Captions
Figure 1. Geometry of fluid layer imbedded between
solid half spaces. Incident P wave is labeled Pinc
Reflected and transmitted P and S waves are labeled.
Relation between y and e is given by Snell's law.
Figure 2. Particle motions of P, SV, and SH waves.
Figure 3. Schematic of reflection and transmission
coefficients for SH waves at normal incidence on a
fluid layer. R = reflection coefficient, T = trans-
mission coefficient, E = sum of energy of reflected
and transmitted waves.
Figure 4. Reflection coefficients for SH waves at
normal incidence.
Figure 5. Ratio of P to S wave attenuation in a viscous
fluid.
Figure 6. Amplitudes as a function of viscosity of P
waves reflected and transmitted by a viscous layer
when P waves are normally incident. Total energy of
waves leaving the fluid normalized by energy incident
on the fluid is also shown as well as the attenuation,
I. -
md, as discussed in the text. Physical properties of
fluid and solid used to generate figure are given in
text.
Figure 7. Amplitude of reflected P wave, normalized
by incident P amplitude vs. incident P angle. Fluid
thickness is 1 mm.
Figure 8. Amplitude of reflected SV wave normalized
by incident P amplitude vs. incident P angle.
Figure 9. Amplitude of transmitted P wave normalized
by incident P wave amplitude vs. incident P angle.
Figure 10. Amplitude of transmitted SV wave normalized
by incident P wave angle vs. incident P angle.
Figure 11.
Figure 12.
Figure 13.
Same as Figure 7,
Same as Figure 8,
Same as Figure 9,
SV wave is
SV wave is
SV wave is
incident.
incident.
incident.
Figure 14.
Figure 15.
Same as Figure 10, SV wave is incident.
Geometry of the diffraction problem. Inci-
dent wave comes from lower right corner of figure.
r 7
Angle of incidence is y. Normal incidence occurs
when y = 0.
Figure 16. Comparison of numerical solution with that
of Thau and Lu (1971). Solutions represent y-component
of diffracted wave as a function of time at a point
.2L from crack tip for step function tensile stress
normally incident on an empty crack.
Figure 17. Comparison of numerical solution with that
of Sih and Loeber. Solutions represent amplitude of
displacement of diffracted wave normalized by displace-
ment of incident wave as a funciton of position on
the crack surface. Solutions for y-component of motion
are shown for various incident wave wavelengths.
Figure 18. Real and imaginary parts of transmission co-
efficient for P waves incident on a fluid layer.
Numerical solution was obtained using approximate boun-
dary conditions for a fluid-filled crack with crack
stiffness factor of 2.
Figure 19. Particle Motion diagram representing total
particle motion resulting when P wave of wavelength
11.64L is normally incident on an empty crack. Crack
is located between two crosses in horizontal line that
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bisects the figure. Incident wave comes from below
and has amplitude equal to line drawn above the
figure label.
Figure 20. Same as Figure 19, wavelength = 4.65L.
Figure 21. Same as Figure 20 except that crack is
fluid filled and has stiffness factor of 2. Incident
wave wavelength is 4.65L.
Figure 22. Same as Figure 20, stiffness factor = 0,
wavelength = 1.33L.
Figure 23. Same as Figure 20, stiffness factor = 2,
wavelength = 1.33L.
Figure 24. Same as Figure 20, stiffness factor = 10,
Figure 25. Particle motion diagram representing total
particle motion resulting when P-wave of wavelength
3.46L is incident at 450 on an empty crack. Incident
wave comes from bottom right. Amplitude and direction
of particle motion of incident wave is represented
by the 450 line drawn above the figure caption.
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Figure 26. Same as Figure 25, wavelength = 1.69L.
Figure 27. Particle motion diagram represents total
particle motion resulting when S wave of wavelength
2.69L is normally incident on a crack. Incident
wave travels from bottom to top in the figure.
Particle motion for the incident shear wave is in the
plane of the figure but normal to the direction in
which the wave travels. The amplitude and direction
of this particle motion is represented by the line
drawn above the figure caption.
Figure 28. Same as Figure 27, wavelength = 1.34L.
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/CHAPTER 3
PHYSICAL PROPERTIES OF ROCKS: DATA
AND THEORY RELEVANT TO A HOT DRY ROCK GEOTHERMAL SYSTEM
Determination of seismic properties of a rock is
often done with the intention of interpreting results
to obtain other information about the rock. In Hot
Dry Rock geothermal energy applications, it is
desired to know the permeability of the rock, the
porosity of the rock as well as to monitor the
volume of rock from which heat is being extracted.
To accomplish these goals using seismic techniques,
a thorough knowledge of the relation between seismic
and other physical properties of rocks is necessary.
Unfortunately much of this knowledge does not yet
exist. In other cases there is a nonunique relation-
ship between physical properties which leads to
nonuniqueness in the interpretation of seismic data.
This chapter presents a review of work on the
relationship between physical properties of rocks and
factors that control them. Since the most important
factor influencing physical properties is the micro-
crack content of the rock, most discussion will center
on the effects of cracks and how the crack content can
be changed through application of pressure or heat. When-
ever possible, that data presented will be that obtained
i0 8
on samples collected at the Fenton Hill geothermal test
site. The last section of this chapter contains a brief
review of laboratory measurements made on Fenton Hill
samples. Finally, theoretical models will be used
along with laboratory data to predict velocity and
attenuation under in situ conditions at Fenton Hill.
3.1 Effects of Microcracks on Elastic Properties of a
Rock
It is now well established that the velocities of
seismic waves in porous rock are strongly dependent on
saturation conditions and quantity and shape of pores
(Birch, 1961; Nur and Simmons, 1969; Kuster and Toks6z,
1974; Toks8z, Cheng and Timur, 1976; O'Connell and
Budiansky, 1974; Mavko and Nur, 1978). For a dry
rock containing less than one percent of its volume
as pores, Kuster and Toks8z(1974) showed that the velo-
city can be as much as 10 percent lower than that of
a rock of equivalent composition but containing no
pores. The existence of microcracks in rocks has been
confirmed visually using both petrographic and scanning
electron microscopes (Simmons and Richter, 1976; Hadley,
1976).
3.1.1 Effects of Microcracks on Compressibility
Figure 1 shows volumetric strain vs. pressure
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measured by Trice and Warren (1977) on a piece of
dry granodiorite taken from a depth of 2615 meters
(8581 feet) below the surface in borehole GT-2 at
Fenton Hill. At pressures below 1000 bars, the
volumetric strain is not a linear function of
pressure as would be expected for a perfectly
elastic material. The slope of the curve decreases
as pressure increases which means that the rock
becomes less compressible under pressure. This
decrease in compressibility with increasing pressure
is attributed to the closing of very narrow (small
aspect ratio) cracks. Walsh (1965) studied the effects
of microcracks on the compressibility of rocks and
showed that the effective compressibility is equal
to the compressibility of the solid material minus
the change in porosity with pressure,
ac (1)
p s  ap
where Bs and p are the compressibilities of the solid,
uncracked material and the porous medium respectively
and c is porosity or ratio of pore volume to total
rock volume. In order to compute the change in poros-
ity with pressure, some sort of pore model must be
chosen. One model considered by Walsh (1965) is the
so called penny shaped crack where pore space is
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assumed to consist of very narrow, low aspect ratio,
cracks. Aspect ratio is the ratio of width to length
of a crack. For a material with penny shaped cracks,
strain is a linear function of pressure up to the
point where cracks close. The pressure at which a
crack closes is given by
Pc = faE/4(1-v 2 ) (2)
where E is Young's modulus, v Poisson's ratio and a
the crack aspect ratio. Equation 2 shows that higher
aspect ratio cracks close at higher pressures. For
a granite with Young's modulus of .5Mbar and Roisson's
ratio of .25, cracks that close at pressures of about
-4
100 bars have aspect ratios on the order of 10-4. The
penny shaped crack model of Walsh predicts that the
strain of a given material will be linear over a pressure
range for which no cracks close completely and will
have a change in slope at pressure Pc where a given
crack or set of cracks close. In order to model a
stress-strain curve as a function that has a continuous
first derivative, a continuous spectrum of aspect
ratios is required. Simmons, Siegfried and Feves
(1974) and Siegfried and Simmons (1978) recognized
this and found a relation between the porosity of
cracks that close at a given pressure and the second
1 li
derivative of the stress-strain curve. Their method,
called differential strain analysis, is based only
in the assumption that strain is linear over any
pressure range for which no cracks close completely.
Mavko and Nur (1978) considered the effects of
non-elliptical cracks on the compressibility of
rocks. These cracks have non-blunted tips which
means that there are no stress singularities at the
crack tips as is the case for the elliptical cracks
considered by Walsh (1965) and others. When non-
elliptical cracks are present, Mavko and Nur find
that strain can be a non-linear function of pressure
even at pressures where no cracks close completely.
This non-linearity means that a given strain-
stress curve can be modeled by considering non-
elliptical cracks of only one aspect ratio. In
addition, many different crack geometries can be
used to match the curve which means that modelling
of a stress-strain curve is a very non-unique process.
Toks6z, Cheng and Timur (1977) computed the
rate of closing of an ellipsoidal crack of arbitrary
aspect ratio. Their result gives equation (2) if
aspect ratio is small. Using their formulation,
the aspect ratio spectrum at any pressure can be
computed once the spectrum at zero pressure is known.
Figure 2, reproduced from Toksiz et al. (1977), shows
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how the aspect ratio spectrum of a sandstone changes
with pressure. A wide spectrum of aspect ratios
ranging from 1 to 10-4 is present. As pressure in-
creases, small aspect ratio cracks close and larger
aspect ratio cracks become thinner and thus have
smaller aspect ratios. Cracks with aspect ratios
near 1 (spherical pores) will change very little in
geometry when pressure is applied even though their
volume decreases. Such cracks are very stiff and
close completely only under very high pressure.
At pressures greater than 1000 bars, strain is
nearly a linear function of pressure in most rocks
(Figure 1) which means that most microcracks have
closed. The slope of the strain-stress curve above
1000 bars gives the compressibility of the combin-
ation of the rock matrix plus pores of aspect
ratio near 1. Walsh (1965) showed that the crack
porosity of a rock at 0 pressure may be found by
finding the zero pressure intercept of the linear
(high pressure) portion of the strain curve.
3.1.2 Effects of Microcracks on velocity of Seismic
Waves in a Rock
Figure 3 shows P and S wave velocities as a
function of pressure that were measured in the labora-
tory on a dry rock sample taken from a depth of 2615 meters
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in GT-2 (Trice and Warren, 1977). The low velocity
(5.1 km/sec) measured at zero pressure and gradual
increase in velocity as confining pressure increases
is typical of granites (Nur and Simmons, 1969). The
change in velocity with increasing pressure is due
to the closing of microcracks.
Figure 4 (from Toksoz, Cheng and Timur, 1977)
illustrates the effects of cracks of different aspect
ratios on velocity. For a material containing cracks
of only one aspect ratio, P and S wave velocities as
a function of crack porosity are plotted. For cracks
of aspect ratio .01 it can be seen that for a porosity
of 1% velocity is almost 20% lower than the velocity
of the uncracked solid. A 1% porosity of cracks of
aspect ratio 1 causes less than 1% change in medium
velocity. Figure 4 shows that for equal porosities
low aspect ratio cracks have a larger effect on the
velocity of a rock than high aspect ratio cracks.
Intuitively this can be understood since lower aspect
ratio cracks are more compressible and thus decrease
the effective modulus of a material more than will
larger aspect ratio cracks. Also cracks of small
aspect ratio will tend to have a smaller volume than
large aspect ratio cracks which means that more narrow
cracks than wider cracks will be present for a given
porosity.
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The effect of fluid saturation on the velocity of
porous media is also shown in Figure 4. For fluid of
very low viscosity, such as water, the finite bulk
modulus of the fluid in cracks decreases the compressi-
bility of the material and increases the P wave velocity.
The water-filled cracks respond to shear as if the fluid
were not present and there is less difference in S wave
velocity between saturated and unsaturated conditions.
The results shown in Figure 4 were computed using
the scattering theory of Kuster and Toksoz (1974). In
this model cracks are considered as weak scatterers of
elastic waves. Effective properties of a cracked ma-
terial are computed by summing incident and scattered
wave fields and considering the resultant field to be
due to a homogeneous material with effective elastic
properties. Their formulation is valid so long as the
ratio of crack concentration to aspect ratio, c/c, is
smaller than one. O'Connell and Budiansky (1974) and
Budiansky and O'Connell (1976) formulated a theory
using the self-consistent method that they claim is
valid for higher crack porosity but small aspect
ratios. They consider the effect of cracks on the
static moduli of a rock and compute wave velocities
from these moduli. Their theory reduces to that of
Kuster and Toksoz to first order in c/a as do most
of the theories that predict rock compressibility or
velocity of cracked material (Cheng, 1978). Cheng
(1978) compared the predictions of the two theories
for laboratory data on synthetic materials and found
that the scattering theory gave better predictions
than the self-consistent theory. The self-consistent
theory gave results that were too soft, i.e., they
overestimated the effects of pore space on the elastic
properties of the media. Brunner (1976) pointed out
this problem and presented a method to reformulate
the self-consistent method.
Most theories show that to first order the most
important parameter that is necessary to predict
elastic properties for a dry cracked rock is the
crack density parameter (Budiansky and O'Connell,
1976) which for spheroidal pores can be written as
_ 3 c (3)
where c. is the concentration of cracks:of aspect
ratio a.. Figure 4 illustrates the importance of E.
A .5% concentration of cracks of aspect ratio .01
produces the same effect as a 5% concentration of
cracks of aspect ratio .1. In both cases the value
of 6 is .119. Hadley (1975) estimated values of E
for Westerly granite by measuring crack aspect ratios
4sing a scanning electron microscope and used the
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values to test the self-consistent and scattering theo-
ries. In view of the difficulty of trying to estimate
aspect ratios for the jagged, irregular cracks observed
in real rocks, her results were surprisingly good although
she was not able to distinguish differences between the
two theories.
Simmons and Nur (1968) compared laboratory measure-
ments of velocities on granitic rock with borehole
measurements of velocity of the same rock. They found
that laboratory measurements yielded lower velocities than
were measured in situ. They attributed this difference to
two mechanisms: (1) the effects of fluid saturation of
the rock in situ which increases rock velocity, (2) the
introduction of cracks in a rock during the process of
removing the sample from the borehole. Both of these
effects are very important and should be kept in mind
when comparing the laboratory data on GT-2 samples
with in situ measurements.
3.2 Attenuation of Seismic Waves in Cracked Solids
The mechanism of attenuation in rocks has been a
subject of great controversy for many years. Recently
much effort has gone into laboratory experiments to
measure the amount of attenuation of rocks under
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different conditions of temperature and pressure. Hope-
fully these measurements will soon help to clarify
what is the dominant attenuation mechanism under various
conditions.
The decrease in amplitude due to attenuation of
a seismic wave is generally written as
A n e-a(f)x
where a(f) is the frequency dependent attenuation coeffi-
cient and x is the travel distance. The dimensionless
quantity Q is related to a(f) by
Q = rf/aV
Attenuation in rocks has been found to be depen-
dent on the wave amplitude, type of fluid filling the
pores, temperature of the rock, presence of gas in
the pores, amount of stress applied to the rock as well
as the pore aspect ratio spectrum (Johnston, 1978;
Winkler and Nur, 1979; Gordon and Davis, 1968; Knopoff,
1964a). Briefly, the following effects have been ob-
served and reported in one or more of the following
papers: Johnston (1978), Winkler and Nur (1979),
Winkler, Nur and Gladwin (1979). Attenuation has been
found to be independent of strain amplitude for strains
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less than 106 but increases when strain amplitude
is above that value. Attenuation increases as degree
of saturation of the rock increases although Winkler
and Nur (1979) observe a decrease in P wave attenuation
as saturation increases between 95 and 100 percent.
The addition of a small amount of gas to the liquid in
the pores of a rock increases the attenuation of P
waves and lowers the P velocities but does not affect
S waves. Attenuation decreases as confining pressure
increases.
Seismic attenuation is generally considered to
increase linearly with frequency which means that Q
is frequency independent (Knopoff, 1964a). It is
difficult to produce a physical model to explain atten-
uation that predicts Q to be frequency independent.
Frictional dissipation of energy on sliding crack
surfaces has been proposed as one mechanism of
attenuation and yields Q to be frequency ifideperident
(Walsh, 1966; Knopoff and MacDonald, 1960). Savage
and Hasegawa (1967) point out that these frictional
models are non-linear which means that superposition
does not apply. They argue that the lack of the
principle of superposition in the friction model of
attenuation predicts results which are not observed.
This argument is disputed by Gordon and Davis (1969)
in reply to criticism by Savage (1969) of their con-
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clusion that friction is an important mechanism
(Gordon and Davis, 1968).
Relaxation mechanisms for attenuation predict
frequency dependent Q with peaks in attenuation at
frequencies dependent on fluid and solid elastic
parameters, fluid viscosity and density as well as
pore geometry and aspect ratio. Frequency independent
Q can be obtained by summing relaxation mechanisms.
This technique preserves linearity and the principle
of superposition does apply (Zener, 1948).
Johnston, Toks8z and Timur (1979) review atten-
uation mechanisms and conclude that friction is the
dominant attenuation mechanism at shallow depths in
the earth's crust. Direct effects o'f fluids such as
relative motion between fluid and solid (inertial
flow), shear relaxation in the fluid and flow between
adjacent interacting cracks (squirt flow) are also
discussed briefly by Johnston et al., (1978). O'Connell
and Budiansky (1977) analyzed squirt flow in detail
and find that the maximum attenuation occurs at frequency
Wl = (K/n)a3 (4)
where K is the bulk modulus of the solid and n the
viscosity of the fluid. For viscous relaxation they
find the characteristic frequency to be a linear
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function of crack aspect ratio,
W2 = (p/) a (5)
where p is the rigidity of the matrix material. For
11 * -2
a typical case, K = 10 gm/cm sec , r = 10 poise,
11 2  -3
S= 1011 gm/cm sec , = 10 , the shear relaxation
frequency is 1010 rad/sec and is much higher than
the squirt flow characteristic frequency which is
103 rad/sec. Two regimes of squirt flow are possi-
ble. In the low frequency limit,w<< 1 and w<<w2
flow between cracks is possible and pore pressure
in all cracks is constant. This case is called
isobaric. In the case w>>wi and w<<w2 there are
pressure differences between cracks. In the high
frequency limit,w>>l and w>> 2, shear relaxation
occurs in the fluid. Since the model of O'Connell
and Budiansky is formulated in a way that values of
Q can be calculated from knowledge of the crack
aspect ratio spectrum (porosity vs. aspect ratio)
their model will be used in a later section to esti-
mate Q at Fenton Hill.
Mavko and Nur (1979) discuss the effects of
partial saturation on attenuation. In their model,
fluid is allowed to move freely in pore space because
of the presence of gas bubbles. Characteristic fre-
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quency in this model is
S 2n
s Pfa 2
where a is the crack thickness and pf is fluid density.
For crack thickness of .1 pm (Hadley, 1975) the char-
acteristic frequency is on the order of 108 rad/sec.
Their model, which will be discussed again later, is
found to yield very high values of Q if the fluid con-
tains less than 10% gas.
Thermoelasticity, a change in temperature that
accompanies an adiabatic change in stress of a material,
was proposed by Zener (1948) as an attenuation mechan-
ism in metals. If the material is non-homogeneous
the change in temperature will be non-uniform and
flow of heat occurs. Mechanical energy is converted
to heat and temperature increases. Savage (1966)
studied the effect of cracks on thermoelasticity and
found Q of about 200 for crustal rocks. Characteristic
frequency in this model is
w = D/a 2
where D is thermal diffusivity of the rock and 2a is
the crack length. For D = 10-2 cm2/sec and a = 25m
the crack length. For D = 10 cm 2/sec and a =2~
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(Hadley, 1976) the characteristic frequency is 1600 rad/sec.
His model predicts that attenuation increases linearly
with temperature which means that thermoelasticity may
be an important attenuation mechanism in cracked rocks
at shallow depths in geothermal reservoirs.
The dominant attenuation mechanism in any partic-
ular rock is a function of many parameters describing
the rock and conditions under which the attenuation is
measured. Johnston, Toks8z and Timur (1979) argue
that friction is the dominant mechanism for rocks
under crustal conditions while Winkler, Nur and Gladwin
(1979) argue that friction is not important and pro-
pose that fluid effects are the dominating influence.
Since modeling of attenuation mechanisms is at an
early stage in development and there is little data
to support the current theories it is difficult to
choose between the proposed mechanisms of attenuation.
3.3 Pore Pressure Effects on Mechanical Properties
of Rocks
It has already been mentioned that increasing
the confining pressure applied to a dry rock causes
the velocity of the rock to increase and attenuation
to decrease. These effects are explained by the
closing of microcracks under pressure. When pore
fluids are present, different results are observed.
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Figure 5, from Nur and Simmons (1969), shows veloci-
ties of seismic waves measured on a granite from
Casco, Maine under three conditions. In one case
there is no fluid in the pores, in another the pores
are saturated but the saturating fluid is open to
atmospheric pressure so pore pressure is one bar.
When the pore pressure equals the confining pressure,
the third case, there is very little change in P or
S wave velocity with pressure. This lack of change
is generally considered to result because the pore
pressure prevents cracks from closing (Brace, 1972).
In fact, many physical properties have been found
to be dependent on the difference between confining
pressure and pore pressure which is known as effective
pressure. Terazaghi (1923) introduced this concept
in soil mechanics. Among the rock properties found
to depend on effective pressure are velocity, attenu-
ation (Johnston, 1978) and permeability (Potter, 1978).
Since pores in rock in situ are often fluid
filled, laboratory data at the effective in situ
pressure must be used to compare with field data.
Generally confining pressure is considered to be equal
to the lithostatic load, pgz, where p is rock density,
g is the acceleration due to gravity and z is the
depth of burial. Pore pressure is often assumed to be
due to a column of water of depth z and is thus some
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fraction of the lithostatic load since the density of
water is less than that of rock.
Simmons and Cooper (1976) used the technique of
differential strain analysis (DSA) to measure porosity
of rock samples obtained from GT-2. Using DSA they
were able to compute the spectrum of crack porosity
as a function of closure poressure (Simmons et al.,
1974). They find that there are cracks with very
low closure pressure, some as low as 150 bars, and
argue that many of these cracks are closed in situ
because of the effects of the load of the overburden.
Blair et al. (1976) give the results of stress measure-
ments made during hydraulic fracturing experiments in
the GT-2 and EE-1 wellbores. Their results are listed
in Table 1. Pore pressure is computed assuming that
the head of water is at a depth of 610 meters. Verti-
cal earth stress, Si , is computed from the weight
of the overburden. Table 1 shows that there is no
consistent pattern of minimum stress, 03, with depth.
Choosing some arbitrary procedure to find in situ
properties from laboratory data is likely to give mis-
leading results because stress is not isotropic and
pore pressure must be taken into account. Both of these
quantities are poorly constrained.
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3.4 Effects of Changes in Temperature on Physical
Properties of Rocks
In order to extend the life of a Hot Dry Rock
geothermal system it is hoped that the size of the
reservoir will increase in time through the process
of thermal stress cracking so that the heat source
region expands (Harlow and Pracht, 1972). While it
is still not proven that thermal stress cracking
will occur on a scale large enough to expand the
reservoir, it is likely that the microcrack porosity
of the rock will increase as heat is removed from
it. The mechanisms that increase porosity as heat
is removed include bulk volume changes that accompany
the extraction of heat from the rock, stress intro-
duced on a microscopic scale in the rock as a result
of differences in volume thermal expansion of minerals
as well as stress gradients that result from thermal
gradients when heat is removed from a region near the
fracture. These effects have been discussed by Nur
and Simmons (1970).
One of the goals of seismic mapping of a geo-
thermal system is to try to define the volume of
rock from which heat is being extracted. While no
successful experiments have been carried out in the
laboratory to simulate the effects of heat extraction
on physical properties of rocks under in situ condi-
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tions, the effects of heating a rock in the laboratory
have been investigated. Two regimes, fast and slow
heating have been studied. Thermal gradients are
kept low during slow heating so that no cracking
results from the stresses induced by thermal gradients.
Microcracks are introduced by the inhomogeneity in
strain that occurs because of the non-uniform coeffi-
cients of thermal expansion of minerals. These cracks
are called thermal cycling cracks by Simmons and
Cooper (1977) who investigated the effects of heating
rocks at rates of less than 10C/min. They found that
for Westerly granite crack porosity increases exponen-
tially with temperature
-3
c = 10
- 3
.75+(2.24xl0 )Tm (6)
where Tm is the maximum temperature in degrees Celsius.
The crack porosity doubles for each 1400 increment
in Tm. Using DSA they found that most of the cracks
formed by thermal cycling are low closure pressure
cracks. According to equation (2), low closure pressure
cracks have low aspect ratios and are the cracks that
have the greatest influence on the elastic properties
of the rocks. Simmons and Cooper (1977) argue that
thermal cycling cracks in granitic rock should occur
near grain boundaries of quartz and other minerals.
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that compose a granite. Sprunt and Brace (1974)
observed thermal cycling cracks in Westerly granite
using a scanning electron microscope and reported
that most of the new cracks occurred around grain
boundaries. Laughlin and Eddy (1977) found that
samples from GT-2 contained as much as 30% quartz;
Simmons and Cooper found that Westerly granite con-
tains 22% quartz. The high quartz content would
imply that there should be a larger increase in
crack porosity in a thermally cycled GT-2 rock than
in Westerly granite.
Johnston (1978) investigated the effect of
thermal cycling on both Q and velocity of rocks. He
found that thermal cycling a rock such as Westerly
granite to temperatures less than 4000 C caused
the rock velocity to decrease while Q increased.
This astonishing result is difficult to explain.
Johnston argues that while heating increased the
total porosity, the porosity of very small aspect
ratio cracks has decreased due to widening of narrow
cracks. These narrow cracks are responsible for
the largest attenuation in the friction model of
attenuation proposed by Johnston. It is difficult
to see how the data of Simmons and Cooper (1978)
support his conclusion since their data shows an
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increase in porosity of low aspect ratio cracks for
thermally cycled Westerly granite.
Potter (1978) reported that permeability of
rock taken from GT-2 decreased as temperature
increased from 200C to the in situ temperature at
the depth from which the sample was cored. He
attributed this decrease to the narrowing of cracks
as the rock was heated to its in situ temperature.
This explanation is in disagreement with the model
proposed by Johnston to explain Q data. The decrease
in permeability may have been caused by the closing
off of a fraction of the flow paths due to adjust-
ments in the volume of the minerals. There could
still be a widening of a large portion of the cracks
which would decrease attenuation.
3.5 Permeability
In an idealized Hot Dry Rock system, water con-
tacts the heat source as it flows through an arti-
ficially created hydrofracture as well as when it flows
through the pores of the rock. Permeability is a
measure of the ratio of the rate of flow of a fluid
to the pressure gradient across a rock. For isotropic
materials, Darcy's law gives
k QAVp
AVp
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where k is permeability, Q is flow rate, n viscosity,
A cross section area and VP fluid pressure gradient.
Permeability is strongly related to porosity but there
is no simple relationship between permeability and
porosity. This is because the permeability of a
given set of fractures is affected by the width of
the cracks, the number of pores that are interconnected
as well as any anisotropy in the orientation of the
pores. Large throughgoing microcracks as well as
joints have a profound effect on the permeability of
a given rock. Batzle (1978) found that a core sample
containing one large partially sealed fracture had
a permeability of six orders of magnitude larger than
that of a sample of the same material without the
fracture. Pratt et al. (1977) measured permeability
along joints in a block of granite and found values
parallel to the joints to be about 18 times those
measured on small laboratory samples of the same
material.
The in situ permeability of a geothermal heat
source region cannot be measured directly unless
fracture area and change in porosity with pressure,
c/3p, are known (LASL HDR Staff, 1978). Knowledge
of these values is important to the development of
a flow model of the geothermal system.
There is currently no model to relate changes in
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microcrack porosity to changes in permeability. A geometric
mean model relating permeability and electrical conduc-
tivity to fracture length, width, porosity and viscosity
of the fluid is discussed by Batzle (1978). He
considers fractures to be parallel plates and finds
a relationship between permeability and the geometric
properties of the plates. He finds that permeability
is proportional to the square of the crack thickness.
By making certain assumptions, he is able to match
laboratory permeability and conductivity values as
a function of confining pressure with his theory
using geometrical information on cracks obtained
from differential strain analysis.
Trice and Warren (1977) attempted to find a
relationship between permeability and elastic proper-
ties of rocks as a function of pressure. By making
assumptions about flow through a rock and crack
strain vs. pressure they find that compressional
modulus, pV2 , at pressure P and permeability are
p
related to pressure as
pV P(- ) %(1 - ) (7)
0
PoVp op
k %(1 ) (8)P
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where po and Vop refer to values for the uncracked
matrix and Po is a reference pressure. They plot
Pv2
values of k and ( -V - 1)3 measured in the laboratory
op
on Fenton Hill samples as well as on Westerly granite.
Figure 6 is an example of their results for a sample
from a depth of 2902 meters (9522 feet) in GT-2.
The figure shows some correlation between elastic
properties and permeability but further work is required
to gain more insight into this relationship.
3.6 Laboratory Data on Rocks from the Fenton Hill
Geothermal System
Laboratory measurements on rock samples collected
from various depths in the FentonHill geothermal sys-
tem have been made to obtain values of many physical
properties under various conditions of temperature and
pressure. Some of this data will now be reviewed.
In addition, the P and S wave velocities as a function
of pressure measured on a dry sample from 2615 meters
(8581 feet) by Trice and Warren (1977) will be modeled
using the technique of Cheng (1978) to find a pore
aspect ratio spectrum. Once the spectrum is known,
predictions of velocities under saturated conditions
can be made for various values of effective pressure.
In addition, values of Q for P and S waves will be
computed using the technique of O'Connell and Budiansky
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(1977) and the pore aspect ratio spectrum at various
pressures obtained using Cheng's technique.
An extensive study of the petrography of cores
obtained from GT-2 and EE-1 is contained in Laughlin
and Eddy (1977). They present petrographic data on
37 samples obtained from various sections of the well-
bore ranging in depth between 2070 and 2980 meters.
Table 2 lists modal analysis for five samples taken
from depths between 2413 and 2905 meters. This is
the depth range for which seismic data will be dis-
cussed in the next chapter. Figure 7 is a generalized
lithologic log of the wellbore from Blair et al. (1976).
Potter (1978) studied permeability as a function
of temperature and pressure on samples from depths of
2615 and 2902 meters in GT-2. He found that permeabili-
ty decreases as temperature increases up to a certain
critical temperature and then increases beyond that
temperature. Figure 8, from his thesis, shows perme-
ability as a function of temperature for a sample
from 2615 meters (8580 feet). The minimum permeability
occurred at about 1300C which is lower than the 180 0 C
virgin in situ temperature at 2615 meters. Potter
argues that the permeability minimum represents an
upper bound on the in situ permeability. He asserts
that the effect of coring a sample and bringing it to
the surface is a net contraction of the minerals in
133
the rock due to the decrease in temperature which
provides a decrease in volume that is greater than
the increase in volume brought about by the decrease
in pressure. This net decrease in volume produces
new cracks as well as causing existing cracks to
widen and extend. Differences in thermal expansion
and compressibility between minerals is especially
important in this model since these differences will
cause changes in the sizes of cracks that separate
two minerals with widely differing properties. Potter
finds that the permeability change with temperature
measured in the laboratory shows no hysteresis as long
as the temperature is maintained below the critical
temperature. If temperature increases beyond the
point of the permeability minimum, permanent damage
occurs in the form of new cracks being introduced.
Upon cooling the damaged sample, permeability is
found to be higher at a given temperature than it
was when the sample was being heated. Visual con-
firmation of the existence of new cracks in the
heated sample is obtained by observing heated and
unheated samples at high magnification using the
scanning electron microscope.
Potter (1978) also reports that permeability in-
creased by a factor of two to three after water at
200 0C had been circulated through a sample for 120 hours.
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This increase was attributed to the dissolution of
quartz as hot water passed through the rock. Another
mechanism to change the permeability during a period
of long flow at high temperature is the formation of
clays and alteration products along the flow channels.
This has been observed in granites by Summers et al.
(1975) who found that permeability decreased with time
and in some cases flow stopped altogether.
Trice and Warren (1977) measured P and S velo-
cities as a function of confining pressure on dry
samples from depths of 2615 and 2902 meters below
the surface in GT-2. They measured crack porosity
by finding the zero pressure intercept of the linear,
high pressure, portion of the volumetric strain vs.
pressure curve (Walsh, 1965). Total connected porosity
was measured using immersion techniques. Figure 1
shows the volumetric strain vs. pressure data for
sample 8581 (2615 meters) and Figure 3 shows P and
S wave velocities measured to six kilobars on a
sample from the same depth.
3.6.1 Modeling Laboratory Velocity Data to Obtain
Pore Aspect Ratio Spectrum
In order to compare laboratory data with in situ
measurements of velocity, values of velocities in
water saturated samples are needed. As discussed
earlier, the P wave velocity of a fluid saturated
cracked rock is larger than the velocity of the same
dry rock and is also much less pressure dependent.
Using a theoretical model of elastic properties of
rocks, the water saturated velocities as a function
of effective pressure can be predicted from labora-
tory measurements on dry rocks. Theoretical modeling
of laboratory measured velocities on a dry sample
from 2615 meters was undertaken using the integral
formulation of velocity of a two phase medium of
Cheng (1978). His method follows the idea of
Brunner (1976) to take account of crack interactions
in a modified self-consistent fashion. Cheng uses
the scattering model of Kuster and Toksoz,(1974)
to account for the effect of a single crack. Crack
closure under pressure is computed as in Toksoz et al.
(1976). Cracks are modeled as oblate spheroids.
Values of P and S wave velocities as a function
of pressure to 1500 bars were taken from tables given
in Trice and Warren (1977). The values used are listed
in Table 3. A set of aspect ratios for cracks were
chosen such that most cracks would close between 0 and
1500 bars. Values of uncracked matrix moduli are also
needed. Since no values of these moduli were available,
values were chosen and modified until the best fit
to the data was found. The inversion scheme of Cheng
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(1978) was used to invert velocity vs. pressure data
to find the porosity of cracks as a function of
aspect ratio that gave the best predictions of dry
velocities according to his model. Once this aspect
ratio spectrum was found, the velocities as a function
of effective pressure could be computed for a rock
saturated with water. Bulk modulus of water was
chosen to be that of water at 200 0C and 100 bars
pressure. Figure 9 shows the laboratory velocities
of the dry sample as well as the velocities computed
using the crack aspect ratio spectrum that resulted
from the inversion. The predicted velocities of
water saturated rock are also shown. The fit to the
data are very good and, as expected, velocities in
the water saturated case are larger and P wave velo-
cities are less pressure dependent than are the dry
velocities. Table 4 lists the crack aspect ratio
spectrum that gives the best fit to the velocity
data. The values of the matrix moduli that gave the
best fit are also given. These results will be
useful when making comparisons with in situ measure-
ments of velocity.
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3.6.2 Prediction of Attenuation from the Pore Aspect
Ratio Spectrum
Very few theoretical models of attenuation are
available than can be used to predict Q values using
information obtained from other measurements on a
sample. The models of Johnston (1978) are formulated
to predict pressure and frequency dependence of Q so
that the relative importance of attenuation mechanisms
can be obtained from measurements of Q under various
conditions. Savage's model of thermoelastic attenu-
ation of waves by cracks requires knowledge of crack
length distribution in order to compute Q. The models
of O'Connell and Budiansky (1977) and Mavko and Nur
(1979) are both formulated so that Q values can be
computed from the pore aspect ratio spectrum. Both
of these models consider the mechanism of attenuation
to be the flow of fluid in and between cracks due to
change in fluid pressure as a wave passes. O'Connell
and Budiansky consider the cracks to be completely
saturated with fluid while Mavko and Nur consider the
effects of small bubbles in the fluid that act to
allow easy movement of fluid due to the high compressi-
bility of the gas in the bubbles.
In the model of Mavko and Nur, Q can be calculated
if the following quantitites are known or assumed;
crack aspect ratio, i.; porosity of each set of cracks
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of a given aspect ratio, ci; volume concentration of
gas in the rock, g; rigidity of the rock matrix, p;
kinematic viscosity of the fluid, y= n/pf and bubble
aspect ratio, af. In the low frequency limit, Mavko
and Nur give
Q = 16p1ct2 2 (+9ci/4ai) (9)
ywg
where w is angular frequency. Values of a, c and
y are known for sample 8581 from the results of the
previous section. Unfortunately, the gas concentration
and gas bubble geometry are not known and since the
values of Q obtained from the above formula depend
strongly on these values, Q cannot be reliably pre-
dicted from the above formula. As an example, for
-4 -5
a=10-4 , c=4 x 10 , = .0014 poise and choosing
af = a//g the Q value obtained for f = 10 Hz is
107 if the liquid contains .1% gas and 105 for 1%
gas. Both of these Q values are very high. Differ-
ent relations between a and af will yield widely
varying values for Q.
The model of O'Connell and Budiansky (1977) shows
more hope of yielding well constrained values of Q.
In their model, attenuation is due to the flow of
fluid resulting from changes of fluid pressure that
accompanies passage of a seismic wave. Two limiting
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cases will be considered, saturated isolated and
saturated isobaric as previously discussed. The
transition frequency between the two cases is given
by w1 in equation (4) if cracks are considered as
parallel plates and fluid is incompressible. At
low frequency the saturated isobaric condition applies
and at high frequency cracks appear as isolated.
O'Connell and Budiansky compute the complex moduli
of a saturated rock where fluid flow is possible.
Their self-consistent approximation yields the
following nonlinear equations that must be solved
to find the complex modulus.
7/K = 1
5/ = 1 - 4 (2 ' )[(2-v')D + 3]E
(10)
16 1-V '2V' = V + 16( ) [2(1-2v)c - (2 -v') (1+3v)D]E45 2-v'
-idw /w
D = 1
1 - idw
d=9 16 (1-V P(1 ,')
where T and 1 are effective moduli of the cracked
solid, v, K, y are respectively Poisson's ratio, bulk
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modulus and rigidity of the matrix material and w
is angular frequency which is assumed to be much
less than the frequency of shear relaxation in the
fluid which is given by (5). The quantity E is the
crack density parameter which is given by (3).
Equations in (10) are only valid when
K > K > K c/ (11)
where -K is the fluid bulk modulus.
When a distribution of aspect ratios are present,
O'Connell and Budiansky give that the following modifi-
cations to (10) are required.
V
c -iw l()d/w
D = n (1l)dl (12)
0 1 - i 1(a)d/w
where the distribution function pl satisfies
Inl(wl)dl =  1 (13)
and
porosity = c = 4 / al(a)da (14)
0
For a set of cracks of discrete aspect ratios, the
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distribution function, nl, was set equal to a sum of
delta functions
N C.
l(w1) = c 6( - Wlj) (15)j=l
where c. is the concentration of cracks of aspect
ratio aj. The equations (12) - (15) can be solved
along with (10) to obtain / for a given crack
aspect ratio spectrum. The nonlinear equations
were solved using the Newton-Raphson procedure
(Hildebrand, 1956). The effective Poisson's ratio
of the cracked material is obtained from
= (l+v)/K - (1-2v) / (16)
2(1+v) /K + (1-2v) p /p
and complex velocities from V_ = (G/G) 1/2Vs
V P 1/2and complex velocities from =(i
S (1-FV) (1-v) K 1
VR
RQ = (18)2V
where VR and V a re the real and imaginary parts of the
:1
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complex velocity.
When computing values of Q using the formulation
just described, cracks with aspect ratios greater than
-2
or equal to 10-2 were not considered. This was
necessary in order for the formulation of O'Connell
and Budiansky (1977) to be valid. Since the value of
6 is small for high aspect ratio cracks, the effect
of neglecting these cracks should be small. As an
example, Figure 10 shows Q vs. frequency for a rock
with only one set of cracks of aspect ratio 2.39 x 10-3
-3
and one with aspect ratio 1.19 x 10-3. Porosity in
both cases is .001 which gives values of 6 of .1 in
the first case and .2 in the second. The figure shows
that the attenuation changes by over an order of magni-
tude for a change in the value of a by a factor of 2.
This change in Q is the result of the change in the
value of E as well as the change in the value of el1
For the smaller aspect ratio crack, el is smaller and
e larger. The value of wl is on the order of 8 x 105
rad/sec for a = 1.19 x 10-3 and is 6 x 106 rad/sec
-3for a = 2.38 x 10 . The lower value of w, for the
3
smaller aspect ratio cracks is nearer the 10 to
20 x 103 Hz range of frequencies over which Q values
will be computed for comparison with in situ measure-
ments. Characteristic frequency of high aspect
ratio cracks is very high which means that they contri-
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bute little to attenuation at frequencies as high as
10 KHz.
Figure 11 shows values of Q computed using pore
aspect ratio spectra obtained by inverting velocity
data in the preceding section. Q values at three
pressures are plotted: 0, 100 and 200 bars. Crack
aspect ratio spectra at non-zero pressures were
computed from the zero pressure spectrum using the
technique of Toks5z et al. (1976). Pore aspect ratio
spectra at 100 and 200 bars are listed in Table 5.
The characteristic frequency, w1, for each aspect
ratio is also listed. The Q values in the frequency
range shown are within the range of 100 to 1000 that
would be expected for virgin granitic rock. The
figure clearly shows that Q is frequency dependent
in the frequency range considered.
The model of O'Connell and Budiansky (1977)
has been shown to give reasonable values of Q for
a virgin granite. This does not mean that the
mechanism proposed by them is the dominant mechanism
of attenuation under in situ conditions. Many
assumptions were made in the construction and use
of the theory in order to compute Q. Many measure-
ments of attenuation under varying conditions of
frequency and pressure would be necessary to con-
firm that fluid flow is the dominant source of
attenuation.
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Table 1 Earth Stress Measurements in GT-2 and EE-1,
(from Aamodt et al. (1976)).
Pore Pressure
(bars)
15
135
227
Earth Stress
(bars)
sl s22,
180
504
753
147
333
367
Effective Stress
(bars)
165
369
526
132
198
140
145
Depth
(meters)
765
1990
2930
Table 2 Modal Analysis of Selected Precambrian Rocks
from GT-2
depth in feet 7918 8578 9519 9521 9531
depth in meters 2413 2615 2901 2902 2905
Quartz 42 29 25 32 23
Potassium Feldspar 30 21 15 29 20
Plagioclase Feldspar 24 34 38 34 37
Biotite <1 11 13 .5 13
Others 3 5 0 4 7
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Table 3 P and S wave velocities on a dry sample from
depth of 2615 in GT-2 used in inversion to obtain
crack aspect ratio spectra. Data is averaged from
results reported in Trice and Warren (1977).
Pressure
(bars)
0
50
100
200
300
500
700
1000
1500
P Velocity
(km/sec )
5.09
5.24
5.32
5.50
5.67
5.95
6.05
6.15
6.24
S Velocity
(km/sec)
3.12
3.18
3.24
3.33
3.40
3.50
3.54
3.57
3.60
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Table 4 Results of inversion of velocity data
ConcentrationAspect Ratio
1.0
.01
.0022
.0017
.0013
.0009
.0005
.00025
.0001
1.78
9.80
7.95
4.77
4.52
1.70
1.08
4.16
2.21
x 10-2l
x 10-4
x l0-5
x 10-x 10-5
x l0-510-
-4x i0
x 10-4
x 10-5
x 10- 5
Matrix properties:
Fluid
K= .650 x 1012 dynes/cm2
= .360 x 1012 dynes/cm2
S1.19 x 110 dynes/cm
2
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Table 5. Pore Aspect Ratio spectrum used to find Q at
100 and 200 bars effective pressure.
p = 100 bars
Porosity
7.17 x 10-5
4.17 x 10-5
-5
3.77 x 10-
-4
1.32 x 10
6.57 x 10 - 5
8.00 x 10-68.00 x I0
w (radians/sec)
1
3.6 x 106
1.5 x 106
5.9 x 105
1.6 x 10 5
1.3 x 10 4
5.2 x 10
p = 200 bars
-56.48 x 10-
3.62 x 10-5
3.10 x 10 - 5
-5
9.85 x 10-
2.71 x 10-5
2.7 x 106
9.0 x 106
3.3 x 10 5
6.6 x 10 4
9.2 x 102
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Aspect
1.99 x
1.48 x
1.09 x
7.00 x
3.03 x
4.81 x
Ratio
10-3
10-310
10-3
10-4
10-4
10-5
1.79 x
1.29 x
8.91 x
5.21 x
1.26 x
Figure Captions
Figure 1. Volumetric strain vs. pressure measured
on sample from 2615 meters in GT-2. Data from Trice
and Warren (1977).
Figure 2. Aspect ratio spectrum at three pressures
for a sandstone. From Toks6z, Cheng and Timur (1976).
Figure 3. P and S wave velocities as a function of
pressure for a dry sample from 2615 meters in GT-2.
From Trice and Warren (1977).
Figure 4. Normalized velocity as a function of porosity
for rock containing cracks of a single aspect ratio.
P and S wave velocities are shown for dry and water
saturated conditions. From Toksiz, Cheng and Timur (1976).
Figure 5. Velocity vs. confining pressure measured
by Nur and Simmons (1969) on a sample of Casco granite.
Figure 6. Relationship between permeability and
elastic properties as a function of pressure for sample
from depth of 2902 meters in GT-2. From Trice and
Warren (1977).
Figure 7. Lithologic log for GT-2 wellbore. From Blair
et al. (1976).
F 150
Figure 8. Permeability vs. temperature measured by
Potter (1978) on a sample from depth of 2615 meters
in GT-2.
Figure 9. Velocity vs. pressure for sample from
depth of 2615 meters in GT-2. Laboratory measure-
ments of Trice and Warren (1977) are shown. Values
predicted using crack aspect ratio spectrum result-
ing from inversion of velocity data using technique
of Cheng (1978) are shown for dry and fluid saturated
conditions.
Figure 10. Q vs. frequency predicted by theory of
O'Connel and Budiansky (1977) for material containing
cracks of one aspect ratio. Results are shown for
two different aspect ratios. Porosity in each case
is .001.
Figure 11. Q vs. frequency predicted by using crack
aspect ratio spectrum given in Table 4 for 0 pressure
and spectra in Table 5 for 100 and 200 bars pressure.
Q values are those predicted by theory of O'Connell
and Budiansky (1977).
151
14
13 GT-2-8 5 81
12 V
S.9
A v
v 1
Sa,/ 0 down
, /:
L" 
/C
P (bars]
Figure 1
I I
BOISE SANDSTONE
F STARTING MODEL
E Pd = 0.2 KB
d = 0.5 KB
10-1
10-2
10-1 10- 2 10-
ASPECT RATIO
Figure 2
153
0000000000000000000001
00000
_IA_
.ri~Rd - - A .1m I. - I - i
10-3
10-5
II
0 dw
0f **
'I'
6.4
6.2
6.0
5.8
VP
5.6
6.4
5.2
5.0
C
4.0
3.8
3.6
3.4
3.2
3.0.
4 5 6
Figure 3
154
P (2 3b)
P (kb)
1 2 3 4 5 0 1 2 3
POROSITY (%) POROSITY (%)
Figure 4
0
1.0 E
0.95
0.9
0.85
6 /
-r
SAT.. Ppore = Pext.
5 -
CASCO GRANITE
4 +DRY Ppore = O
Vs
SSATURATED
3
Ppore = Pext
P(Kb)
2
0 1 2 3 4
Figure 5
156
o---4 Measured Permeability on 9522 (Potter)
X10 / C (P) -1 for 9519, no absolute scale
SC = 107. 5599kb (Trice & Warren)
7 ! I I t ,! I10
0 2000 4000 6000
P (p.s.i.)
,Figure 6
, 157
Depth
(m)
0
Bandlier Tuff
Depth
(f 1)
0
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
2400
2600
2800
3000
3200
3400
3600
3800
4000
4200
4400
4GOO
Magdalena
Group
PRECAMBRIAN
Gneiss
500
1000
780
800
820
840
860
880
900
920
940
960Figure 7
0
0
" Gneiss
0-- ec-r -- 'e L e
0-
Gneiss
0-
0-
Biotite
Granodiorite
0
0
0
01
158
Abo Formation
LITHOLOGIC LOG OF GT-2
Oepth '
"") PRECAMBRIAN
4000- Gneiss
5000
5200
5400
5600
5800
6000
6200- Mafic Schist
6400
Gneiss
6600
6800
7000
7200
7400
7600n
Gneiss
Ceth
(n)
1500
2000
2500
GT-2-8580 heating curve
c Q PC 35 Bars
E 0
I I Ia
50 100 150 200
Temperature OC
Figure 8
. 159
0 4
Dry
6.0-
X Laboratory data
E- Model predictions
4-
S5.5 -
>
x
5.0
500 1000 1500
Pressure (bars) Figure 9
100000
50000
1.0000
5000
Q
1000
500
100
* E= .I
S
S * S
* E=.2
S
9*
S
1000
Frequency
161
2000
(Hz)
3000
Figure 10
4 4
400
O Bars 0
0 100 Bars x
200 Bars o
300 x 0 0 0 0 0
3 0
Q o o
x
200 x
r x
x x x
0
0 00000000
100
10 20 30
Frequency (KHz) Figure 11
CHAPTER 4
ANALYSIS OF SEISMIC DATA OBTAINED DURING DUAL WELL
SEISMIC EXPERIMENTS AT THE
FENTON HILL GEOTHERMAL TEST SITE
One of the major problems encountered in the develop-
ment of Hot Dry Rock as an economically viable source
of energy is finding the location, orientation and size
of a hydraulic fracture created in the reservoir. The
Los Alamos Hot Dry Rock geothermal energy group (LASL)
has devoted a large effort to the problem of mapping
of hydraulic fractures. Reviews of their work can be
found in Blair et al. (1976) and LASL HDR staff (1978).
The goal of hydraulic fracture mapping is to determine
location of the fracture with sufficient accuracy to be
able to drill into the fracture with a second borehole.
For this reason it is desired to perform experiments
using only one borehole, the one from which the frac-
ture originates. Various techniques have been employed
by LASL in an attempt to determine fracture parameters.
These include seismic, electrical potential measure-
ments and magnetic field measurements.
Seismic techniques employed to date have been both
active and passive. In passive experiments, the seismic
source is the noise generated by the hydraulic fracturing
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process. Attempts to observe fracturing induced signals
have been unsuccessful when using a surface array of
geophones. Microseismic signals in the kilohertz fre-
quency range have been observed with a three axis bore-
hole seismometer. Seismic source for active experiments
was initially chosen to be small explosives that were
placed in the borehole. These explosives provided sig-
nals with frequencies in the range of 100-1000 Hertz.
Signals recorded from these explosives were of very good
quality even for travel distances as large as 70 meters.
The advantage of using explosives was that they pro-
vided a strong source as well as their ability to
function reasonably well at temperatures as high as
200 0C. The disadvantages are that the explosives are
dangerous to handle, particularly those that failed to
fire, as well as the amount of time required to gain a
small amount of seismic data: typically a maximum of
six shots could be fired during a working day. It was
desired to have some kind of mechanical or electrical
source that could withstand high temperature and be
triggered at a rate greater than six times per day.
A mechanical weight dropping device was built by LASL
but was found to give low quality signals. Finally
Dresser Atlas Company developed a borehole piezoelectric
source that could operate at high temperature and be
triggered nearly continuously to provide large amounts
1G41
of seismic data. This source provided signals that are
discussed in this chapter.
4.1 Dual Well Seismic Experiment
At the time that the dual well seismic experiment
was conceived, it was already well established that
seismic techniques could be used to find the distance
between two boreholes in situ. Also, seismograms
recorded in situ showed a great deal of character
that was believed to have resulted from scattering off
of fractures. Figure 1, from LASL HDR staff (1978),
shows seismograms recorded in GT-2 when an explosive
source was located in EE-1. Data is shown for two
source-receiver pairs: (a) source at 2644 meters in
EE-1, and receiver at 2667 meters in GT-2 and (b) source
at 2415 with receiver at 2463. Depths for part b are
considered to be above the region where heat is being
removed from the rock by water circulation. Part a
was conducted in the region where heat is being re-
moved. In each section, seismograms are shown for
two cases, pressurized and hydrostatic. In the hydro-
static, or unpressurized, case both boreholes are open
at the surface and water pressure in situ is due only
to the weight of the column of water in the borehole.
In the pressurized case, the GT-2 wellhead was sealed
off and EE-1 was pressurized to approximately 100 bars,
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slightly higher than the pressure at which hydrofrac-
tures in the GT-2/EE-1 system open and extend. In
Figure l(b) there is little difference in signals re-
corded in the hydrostatic and pressurized case. Fre-
quency content is very similar in both cases. In
Figure l(a) there is a profound difference in signal
character between pressurized and unpressurized cases.
Most of the high frequency component present in the
unpressurized case has been lost when fluid is pres-
surized. Attempts were made to measure wave velocities
using seismograms in Figure 1. The results contained
a great deal of scatter so no firm conclusions about
velocity could be drawn from these measurements.
4.1.1 Purpose of the Dual Well Seismic Experiment
Encouraged by the results of seismic experiments
that used explosives as a seismic source it was decided
to try to find some source that could provide signals
at a rate greater than six per day. It was hoped that
a greater amount of seismic data would aid in under-
standing the characteristics of the geothermal source
rock.
The theory outlined in the first half of Chapter 2
shows that P and S waves in the kilohertz frequency
range will produce converted waves when they impinge
on a fluid layer that, if recorded, would confirm the
existence of a hydrofracture. By placing recording trans-
ducers in both the source and receiver boreholes it was
hoped that reflections from the fracture and converted
phases passing through the fracture could be detected.
This aspect of the experiment is known as "reflection-
transmission."
By choosing suitable source-receiver geometries
it is possible to determine rock velocity as well as the
distance between boreholes. This can be done in both
pressurized and unpressurized cases so that the effect
of fluid pressure on velocities can be investigated. In
addition, the frequency content of recorded signals can
be studied to try to determine the spatial varialtion of
attenuation in the rock as well as to find the effects
of pressurization on attenuation.
4.1.2 Design of the Experiment
Source and receivers were provided by Dresser Atlas.
For the data that will be discussed in this thesis, the
following source-receiver instruments were in operation.
In EE-1 a cylindrical piezoelectric transmitter of
diameter 9.2 cm (3-5/8 inches) provided the seismic source.
Placed at a distance of 3.64 meters (12 feet) from the
transmitter was a piezoelectric receiver of diameter
5.08 cm (2 inches). Transmitter and receiver are
acoustically isolated so that waves traveling between
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the two transducers must pass through the medium that
contains them. In GT-2 the only operational transducer
was a 5.08 cm diameter receiver. Peak frequency for the
9.2 cm transducer is approximately 6.5 KHz and is 12 KHz
for the 5.08 cm transducer. Source and receivers are
centered in their respective boreholes. Signals passing
between transducer and rock must pass through water,
borehole casing as well as cement used to seal casing to
the surrounding rock. Borehole diameter varies between
about 20 and 30 cm. Diameter decreases as depth increases.
Since waves must pass through water to be measured by
a recording transducer, no S waves incident on the bore-
hole can be directly recorded. However, for S waves in-
cident at angles other than normal to the axis of the
borehole, there will be converted P waves which can travel
in the water and be recorded by the receiver. This
problem is discussed by White (1965).
Each experiment was done in steps. For each step,
the receiver in GT-2 was held in one position and the
source was moved from one position to another at a
given speed. In most cases, the source was moved from
a location in EE-1 that made an angle of 450 above the
horizontal plane containing the stationary receiver
to 450 below the plane. The source was fired at a
rate of 5 times per second. Source moved in the bore-
hole at a rate of approximately 6.1 m/min (20 feet/min).
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The source thus moved about 2 cm between each firing.
Signals received were transmitted by cable up to the
surface where they were recorded in analog fashion on
magnetic tapes. These tapes were later digitized at a
rate of 82 samples/millisecond by a 5451B Hewlett Packard
Fourier Analizer System. The digitized signals were
sent to M.I.T. on computer type magnetic tapes.
Two complete experiments were carried out, each
with an unpressurized and pressurized part. The first
experiment was done on 26-27 October, 1977. The second
experiment occurred on 10-12 September, 1978. The 1978
experiment was done to improve data quality using
experience gained during the first experiment as well as
to try to detect changes in rock properties resulting
from other experiments conducted during the 11 months
between the two seismic experiments. The transducers
used in the second experiment were the same as those
used in 1977. They had not been used in the time between
experiments so presumably they functioned the same
during both experiments. Most of the steps of the 1977
experiment were repeated in 1978.
During the 1977 experiment, the gain of the
receiving and recording system was changed during the
execution of each step to ensure that signals of suffi-
cient amplitude for analysis were recorded. Since records
of gain changes are incomplete, it is difficult to draw
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any conclusions based on amplitudes of signals recorded
during the first experiment. To remedy this problem
in the 1978 experiment each individual step was performed
once and a single gain was chosen to give the best
overall signal quality for the step. The step was then
repeated at that gain. Gains were different during
pressurized and unpressurized parts but since differences
in gains are known, amplitudes of signals can be compared.
The unpressurized part of the experiment was
carried out during the first day of each experiment. On
the next day, water pressure in the geothermal system
was increased by approximately 100 bars and everything
else was done exactly as it had been done the previous
day.
Table 1 lists the steps for which data will be
discussed in this thesis. Receiver location in GT-2
as well as depth range over which source moves are
listed. The approximate number of seismograms recorded
in GT-2 for each case, pressurized and unpressurized,
are also listed for each step. Each seismogram in digi-
tized form is 25 milliseconds in duration. The volume
of data available is clearly enormous. Not all of these
seismograms were analyzed for the following discussions.
Limitations were placed becase of poor signal quality as
well as the prohibitively large amount of computer time
and storage required for working with such a large data
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set.
4.1.3 In situ Conditions at the Time of the Experiment
Many different experiments to study various prop-
erties have been performed on the Fenton Hill geothermal
system during the course of its development. Some of
these experiments have produced irreversible changes to
the rock in the region of the boreholes. Other changes
induced by experiments have slow recovery rates, such
as the extraction of heat from the region near the bore-
holes. A detailed list and discussion of experiments
are found in the annual reports of the Hot Dry Rock
development project (Blair et al., 1976; LASL HDR staff,
1978).
Experiments that have been done on the Fenton Hill
geothermal system that could potentially alter mechanical
properties of the rock that would be detected using
seismic technique are hydrofracturing, fluid flow and
chemical leaching. Hydrofracturing is believed to cause
a single crack. If fluid filled, this crack represents
an acoustic impedance contrast and its effect on seismic
waves has been discussed in Chapter 2. Secondary frac-
tures or a system of small fractures may branch off of
the main hydrofracture. These fractures will have a
direct effect on mechanical properties of the rock as
discussed in Chapter 3. Flow of cold fluid through the
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geothermal system removes heat from the rock which may
be accompanied by the introduction of fractures. The
introduction of new fractures by heat extraction is
desired since it increases the volume of rock from
which heat can be extracted, thus extending the useful
life of the geothermal system. Fluid flow may also
cause alteration of some of the minerals that compose
the source rock, e.g., feldspars to clays. This alter-
ation may cause changes in the physical properties of
the rock.
Hydraulic fracturing has been performed from both
the GT-2 and EE-1 boreholes. In September, 1975 a
fracture was initiated from GT-2 at a depth of 2042 meters.
Three months later a fracture was produced at 2930 meters
in GT-2. EE-1 was fractured at a depth of 1965 meters
in August of 1976. An impression packer placed in the
borehole indicated that the fracture had an orientation
of approximately N70W. EE-1 was fractured again in
October of 1976 at a depth of 2926 meters. Some of the
fractures mentioned above were re-inflated at times
after their initiation. In early 1977, the GT-2 hole
was sealed off at 2572 m and a new section of borehole
was drilled from that point. This was done in an attempt
to intersect one of the fractures that originated from
EE-1. If the fracture could be intersected, the impedance
to fluid flow through the system would be greatly reduced
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thus allowing more heat to be extracted from the rock.
Although it is not clear that the new borehole inter-
sected a hydrofracture, the impedance to fluid flow fell
as low as 10 bar-sec/liter from previous values as high
as 250 bar-sec/liter. This low impedance means that
there must be some easy flow path for water such as
through a hydraulic fracture or along some set of pre-
existing joints.
Water has been pumped into the rock from GT-2
and EE-1 many times throughout the history of the Hot
Dry Rock project. The circulating water has removed
heat from the rock through which it flows. One month
prior to the first dual well seismic experiment, an
experiment was conducted where water was circulated
through the EE-1/GT-2 system for 96 hours. Water
temperature at the surface reached 1300 C and the
power extracted from the system reached a maximum of
3.2 MW (thermal). Another long term flow experiment
was run in 1978, during the time between the first and
second dual well seismic experiments. This experiment
lasted for 75 days during which time down hole tempera-
tures dropped as low as 660C from the virgin in situ
temperature of 1850C. This large drop in temperature
along with the extraction of a large amount of heat
from the rock may have produced changes in the rock
properties that can be detected by the second dual well
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seismic experiment.
Figure 2 shows temperature profiles of the EE-1
wellbore at various times. The uppermost curve shows
the temperature profile measured after the hole was
drilled and before any flow experiments had been con-
ducted. The middle curve shows temperatures recorded
after the 96 hour flow experiment in 1977 and the
bottom curve shows temperatures after the 75 day exper-
iment in 1978. The curves show that temperature has
been decreasing as heat is removed from the rock. The
largest decrease in temperature has occurred below a
depth of 2620 meters. This depth is considered to be
where major fluid flow through the rock occurs.
In an attempt to improve the flow properties of
the original dual borehole system, an attempt was made
in November, 1976 to remove silica by chemical leaching.
During the leaching experiment, about 103 kg (1 ton) of
silica was removed. The impedance to fluid flow be-
tween boreholes actually increased as a result of the
leaching. The increase probably resulted because silica
that was removed from one region of the rock was deposited
in another region which plugged part of the flow path.
-7
The amount of silica removed represents less than 10-7 %
6 3
of the weight of a block of granite of volume 10 m3
Since most granites have crack porosity on the order of
-7
.1%, removal of 10-7 % of the weight of the rock represents
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a very small fractional increase in porosity. Even if
all new porosity is in the form of cracks with aspect
-5ratios as small as 10 , their effect on seismic velo-
cities would be negligible.
Figure 3 (from LASL HDR staff, 1978) shows some
of the features of the geothermal system at Fenton Hill
as compiled from several experiments conducted by LASL.
Borehole labeled GT-2B will be called GT-2 in this thesis.
Dashed lines represent postulated fluid flow paths.
Points where fluid enters and leaves a given wellbore
are known from logging techniques such as using radio-
active tracers. The top of the region most affected
by fluid flow is believed to be at a depth of approxi-
mately 2620 meters which is near the gneiss-granodiorite
contact (see Chapter 3, Figure 7).
4.2 Analysis of Data by LASL
Data from the dual well seismic experiment has
been analyzed by workers from Los Alamos Scientific
Laboratory (Albright, Aamodt, Potter and Spence, 1978).
Their work to date has been mostly with data from the
experiment in October, 1977. A brief account of some
of their results will now be given.
Figure 4, from Albright, et al. (1978) shows the
power contained in 25 msec of signal recorded at a
receiver in GT-2 plotted as a function of source depth
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in feet. Depth of the stationary receiver for each
step is shown. Power received when system was pressur-
ized is plotted in the left side of the figure and
power for the unpressurized case is plotted on the
right side of the figure. Power was obtained by
squaring the signal amplitude and integrating over-
time. Gain differences were corrected for (as well
as they were known) and power in db computed. The
power in the recorded signal is influenced by the
source strength, which is considered constant through--
out the experiment, radiation pattern of the source,
geometric spreading of the wave as well as anelastic
attenuation of the wave by the medium. Figure 3
shows that power is lower when the system is pressur-
ized which means that attenuation is stronger. The
greatest decrease in power upon pressurizing occurs
in the lowest section, where the receiver is at 8850 feet
(2697 meters). This region shows the greatest decrease
in temperature during flow experiments (see Figure 2)
and contains the points where most water leaves the
EE-1 borehole and enters the rock. It should be expected
that the greatest change in signal power should occur
in this section since the rock has probably suffered
the greatest effects of fluid circulation. There is
a sudden change in power with depth in both pressurized
and unpressurized cases at about 8650 feet (2636 meters).
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This change in signal power with depth must be due to
a change in attenuation properties of the rock and may
represent the top of the region from which heat has
been extracted. It is also close to a contact between
a gneiss (above) and a granodiorite (see Figure 7,
Chapter 2).
Albright (1978) found that signals recorded in
GT-2 during the first experiment could be classified
into three types which he called P, S and D. Figure 5,
from his work, shows examples of each type of signal.
An S type signal looks like a typical seismogram
with distinct P and S waves and is recorded in regions
least affected by fluid flow (see Figure 6). P type
signals show a clear P arrival with no clear S arrival.
For D type signal, the P arrival is emergent and
often difficult to discern. There is no arrival that
can be unambiguously chosen as the S wave. Albright
found that the three types of waves occur in separate
regions and that the type of wave observed in a given
region changes on pressurizing. Figure 6 shows the
types of waves recorded for various paths between the
wellbores in pressurized and unpressurized cases.
The type of wave observed is influenced by attenuation
as well as heterogeneity of the rock through which the
wave passes. These properties of the medium will be
discussed throughout this chapter.
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4.3 P Wave Velocity
The first step in analyzing the large number of
seismograms recorded during the execution of the two
dual well seismic experiments was to plot the seismo-
grams. Figures 7 and 8 show seismograms recorded in
step 16 of the first dual well seismic experiment.
Figures 9 - 12 show seismograms recorded during the
second experiment. Only five milliseconds of each
signal is shown. Each trace begins before the direct
P arrival was recorded. Source depth for some of the
seismograms are given in the figures. Difference in
source location between each successive seismogram
shown is 2 meters. Amplitudes of each seismogram are
scaled to fit on the plot so no information about rela-
tive sizes of signals can be gained from these figures.
Note the difference in character between seismograms
in Figures 9 and 10 for unpressurized and pressurized
conditions in step 2. In Figure 9, a packet of
waves is recorded at the beginning of each signal. Very
little energy arrives after this packet. The S wave
arrives too late to show up in this figure. In the
pressurized case, Figure 10, character of the first
arrival is different for each seismogram. Many wave
packets are recorded in each seismogram. It is interest-
ing that for seismograms recorded for sources with
locations that differ by two meters, there is no strong
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correlation of late arriving energy. This implies a
strong scattering and will be discussed further in the
next chapter. Figures 11 and 12, for step 16 (1978)
unpressurized and pressurized respectively, show features
similar to those shown in Figure 10. The predominant
frequency recorded in step 16 is much lower than in
step 2. The loss of high frequency content of the
signals in step 16 must be due to increased scattering
or attenuation since the travel distance between source
and receiver is much shorter than in step 2 where high
frequencies are recorded. Predominant frequencies
recorded in 1977 for step 16 were much higher than in
1978 (see Figures 7 and 8) which means that significant
changes occurred between the 1977 and 1978 experiments
in the anelastic or scattering properties of the rock
in the region of step 16.
Once seismograms had been analyzed visually, it
was decided to pick first arrival times of P waves and
compute medium velocity. Since the number of seismo-
grams available for analysis was large, it was decided
to develop a computer algorithm to pick first arrivals.
Arrivals were defined to be the first peak in the seis-
mogram that had sufficient amplitude that it could be
distinguished from noise. The method used to pick
first arrivals is outlined in Appendix B. Since many
of the signals recorded had very low signal to noise
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ratio, it was impossible to reliably pick first arrivals
from all seismograms. The number of first arrivals
used for later analysis was chosen to be the same for
both pressurized and unpressurized cases for each step.
For this reason the number of picks used was the
smaller of the number available for each case.
4.3.1. Method of Finding Velocity
The method for finding the velocity of the rock
between the EE-1 and GT-2 wellbores is to fit hyper-
bolae to the first arrival time data by a least squares
method for each section of the wellbore. By doing
this, rock velocity and wellbore spacing may be found.
Throughout this section it will be assumed that the
velocity of the rock is isotropic,i.e. the velocity
is independent of the direction of propagation of
the wave.
Since the speed at which the seismic source is
moving along the EE-1 wellbore is known, seismograms
can be matched to given source locations in the well-
bore. The first arrival data can then be plotted as
a function of position, x, of the source along the
borehole from some origin position, xO . If v is the
velocity of P waves in the rock and t the travel time
from source to receiver, the relation between x, t and
v is
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v2 t2 = (X-X )2 + d2  (1)
where d is the travel distance between source and
receiver when the moving source is at its closest point
to the stationary receiver.
Travel times, ti, as a function of position, xi.,
along the wellbore are fit to find v, x0 and d so that
equation (1) gives a curve which best satisfies the
data. For each section of wellbore data is available
for the unpressurized and pressurized cases. Primary
interest is in finding what effects pressurizing the
rock system has on the rock properties. In order to
get constraints on this, hyperbolae will be simultaneously
fit to the pressurized and unpressurized data for each
section of wellbore. A different velocity will be
found for each case. The origin position x0 will also
be different for each case. The value of d , the
travel distance between source and receiver at their
closest approach, is the same for both pressurized and
unpressurized cases. There are two effects which may
case d to be different for the two states; 1) the re-
ceiver is not in the same location for each experiment
and 2) pressurizing introduced strains which result in
a significantly shorter travel path. It will be
assumed that the receiver position is nearly the same
during the pressurized and unpressurized experiments.
r1
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Since the linear compressibility of granite is on the
-6
order of 10 /bar (Birch, 1966), a stress of 100 bars
applied across a block of granite 20 meters across
would cause a strain of 10-2% or a change in length
of less than .1 cm. For this reason any change in
length of the travel path for waves brought about by
pressurizing the medium will be ignored.
In order to use (1) to find a least squares fit
to the data, the equation must be linearized so that
the usual linear least squares formalism is applicable.
The procedure will be to first assign initial values
to model parameters which include velocities, wellbore
spacing, d, and source location at its closest approach
to the receiver, x . Using these values predicted
travel times will be computed which will then be com-
pared with the real travel times. Perturbations to
the model parameters will be made in order to minimize
the difference between the actual arrival times and
those predicted by the model. To linearize equation (1)
begin by re-writing with travel time t as a variable
that is dependent on the model parameters;
t = /(x-x O ) + d2 (2)
v 0
Equation (2) will be used to calculate travel time, t,
from the model parameters, v, x0 and d for each value
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of x. In order to improve the predictions of the
model small variations into the model parameters are
introduced and their effect on the predictions are
computed. Since the changes in the model are considered
to be small only the first order effects on the travel
time predictions are computed. To do this t in equation
(2) is expanded in a Taylor Series about v, x0 and d
and only terms that are linear in their variations are
kept.
t 1--X 1 jqx"x)2+d Av
-
i- x
V 0 V2 0
(3)
(x-x ) Ax dAd0 +
v/(x-x ) + d v (x-xo) + d
Equation (3) is used for each set of data in
pressurized and unpressurized cases to write a system
of equations for perturbations in the unknowns Av
P
pressurized velocity, Av unpressurized velocity, Axop
pressurized Ax Ax ou unpressurized Ax and d the
minimum distance between source and receiver. For each
arrival time t. of the pressurized case and t. in the
unpressurized case we can write an equation of the form (3).
t. 1 d= 1 x Av1 v P op Op p
(4)
(x -x ) AxS op op dAd i=1,2...N
v/(x-x )- + d v /(x.-x )2 + d "
p i op p i op
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t. 1 .- x )+d 1 x.-x ) + d2 Avu u
(xj-Xou) AXou dad
- x+ j =1,2...M
v (xj-xo)2 + d2  Vu )2 + 2u jou u  j-ou
The left hand sides of equations 4 and 5 are the
differences between model predictions of travel times
and actual arrival times. The right hand sides of
the equations give the changes in model travel times as
a function of changes in the model. If there are N
data points for the pressurized case and M for the un-
pressurized, there are a total of M + N equations
with 5 unknowns. This overdetermined system is solved
using the normal least'squares procedure. The system
is written in matrix form
Y = AX (6)
where Y is an (M+N) by 1 matrix composed of the differences
between actual arrival times and the times predicted by
the model, A is a (M+N) by 5 matrix of coefficients
computed from the starting model and X is a 5 by 1 matrix
which is the solution matrix or perturbation to the initial
model. The least squares solution of (6) is
X= (ATA)- 1 A Y (7)
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The solution given by equation (7) is valid in
the case that the matrix A A has a non-zero determinant.
In many cases of interest it is found that the matrix
A A is nearly singular. In this case the damped least
squares inverse is used (see Appendix C). The damped
least squares solution of equation (6) is
X = (ATA + E21)-1 ATy (8)
where E is called the damping parameter.
The fit of the computed model to the data is not
the best possible fit when damped least squares tech-
nique is employed. The best fit is found for 62=0
which is the least squares fit. When ATA is nearly
singular, error in the data can cause widely varying
model predictions. Use of damped least squares helps
to stabilize the solution so that the model is less
affected by error in the data. The value of E' is
picked as a trade off between the resolution or unique-
ness of the model and the effects of data errors on
the computed model parameters. Resolution is defined in
Appendix C as
R = (ATA + £21)-1 ATA (9)
If C2=0 then R=I and the model is unique. The covariance
matrix is defined as
C = (ATA + 2I)1 AA (ATA + E21) (10)
where o2 is the variance of the data. The diagonal
elements of C give the error in the computed model param-
eters. If there is no known value for G2, it can be
estimated from (Draper and Smith, 1969)
1
a2 = (Yi) (11)
where Ayi is the difference between model prediction
of the travel time and the actual travel time and f
is the number of degrees of freedom in A which equals
the number of rows minus the number of columns of A.
Increasing c results in smaller estimates of model error
but worse resolution.
The equation relating travel time to velocity and
source location was linearized to facilitate inversion.
The assumption made in linearizing the equation was
that the perturbations to the initial model are small
and thus that terms of order greater than one in model
perturbations could be neglected. This assumption means
that the starting model should be close to the final
model. It also means that iteration of the inversion
scheme is possible to allow the solution to converge to
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some desired accuracy. Six iterations were used in all
cases to be discussed.
4.3.2 Results of Velocity Determination
Arrival time data from four steps of the first
dual well seismic experiment and three steps from the
second experiment were inverted to find seismic velo-
city. For each step in each experiment, the receiver
was in a location that was different from the other
steps. Table 2 lists for each step of the first
experiment the receiver depth in GT-2 and the depth
range for the source over which good quality first
arrivals were found. Table 3 gives the same information
for the second experiment. Depths in the holes,are
measured from a reference at 2651.8 meters (8700 ft)
above mean sea level. This ensures that depths in
both boreholes are given with respect to a common hori-
zontal plane. Results of the 1977 experiment will be
discussed first.
Table 2 lists the velocities obtained by inverting
data obtained during the first experiment. In addition
the table contains values of minimum source receiver
spacing, the source depth at which that minimum spacing
occurred and the total number of first arrival times
for each condition, pressurized and unpressurized, used
in the inversion. A parameter describing how well the
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predicted hyperbola fits the data is also given. This
parameter is computed from (11)
NZ (tpk _ k)2
a2 = k=l (12)
N
where tp k is the predicted time in milliseconds for
the kth arrival, tk is the actual time of the kth arrival
and N is the number of arrival times used. If undamped
least squares inversion were used, E 2 = 0, then a2 would
be a minimum for all choices of models. Since damped
least squares was used, a2 is not a minimum value.
Figures 13-20 show plots of the first arrival
time data for each step in both pressurized and un-
pressurized cases. Every other data point is repre-
sented in each figure. Triangles represent measured
arrival times and the line is the least squares fit
to the data. Note that data is obtained from different
source depth ranges for pressurized and unpressurized
cases. This was necessary in order to obtain a usable
number of good quality first arrivals for the inversion.
The agreement between predicted travel times and
measured travel time is remarkably good. The velocity
computed for the pressurized case in each of steps 2,
30 and 16 is less than the velocity computed for the
unpressurized cases. Only in step 7 do the pressurized
and unpressurized velocities appear to be equal.
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The value of a(equation 12, Table 2) is always larger
for the pressurized case than the unpressurized case.
Since first arrivals for pressurized seismograms were
often more difficult to pick than the corresponding
first arrivals of the unpressurized seismograms more
error in the arrival time for the pressurized case may
be expected. Another explanation for why the fit to
the unpressurized data is better than the fit to the
pressurized data may be that the rock is more hetero-
geneous when pressurized than when unpressurized. Scale
of heterogeneity must be on the order of a few meters
or less to cause variations that can be detected during
one step of the experiment. Cause of heterogeneity may
be fluid pressure entering microcracks in some regions
more than others. Since a single velocity was used
to fit all data for a single, pressurized or unpressur-
ized, case for each step, rock heterogeneity will result
in a misfit between theory and data. If there are
regions of heterogeneity in the rock then arrival time
data will depart from a hyperbola. The model fit to the
data will provide an average value of the rock velocity
for paths between source and receiver as the source moves
along EE-1. To investigate this further, Figures 21-24
show the difference between pressurized and unpressurized
arrival times as a function of depth of the source in
EE-1. The differences in steps 2 and 7 are fairly
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smooth functions of depth which indicate that if hetero-
geneity is introduced into the rock in these regions
when the system is pressurized it is larger than the
20 meter size of the region being examined in these steps.
Differences for steps 30 and 16 show much more variation
with position of source along the EE-1 wellbore. The
amplitude of the difference in step 30 is the largest
of all four steps. Waves traveling from source to re-
ceiver for this step cross the gneiss-granodiorite
boundary that may be a weak zone where microcracks are
easily permeated by water which causes a change in
velocity when water pressure is increased. The velo-
cities found for step.30 are the lowest of all four steps
which means that rock in this region must contain more
open microcracks than rock in other regions. Travel
time differences between pressurized and unpressurized
cases for step 16 (Figure 24) show strong variations
with source position. Characteristic length of this
variation is about 3 meters. This variation must be
caused by increase in porosity of the rock during
removal of heat from this region. Rock in this region
shows the greatest change in temperature from the
virgin in situ temperature (see Figure 2).
Table 3 lists results found from analysis of
first arrivals of the 1978 dual well seismic experiment.
Figures 25 through 30 show arrival times for each step
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as well as fits to the data. Velocities measured from
the 1978 data are lower than velocities found from the
1977 data. This result was expected because of the
large drop in in situ temperature that occurred during
the 75 day flow experiment. This drop in temperature
should have had some effect on the microcrack content
of the rock and thus on seismic velocities. This will
be discussed in more detail in the next chapter. The
differences in velocities between pressurized and
unpressurized cases are smaller for the second experi-
ment than they were during the first experiment. This
result is surprising and may be due to the aspect
ratios of cracks introduced by the removal of heat.
If the cracks that are introduced close at pressures
greater than a few hundred bars, a change of pore pressure
of 100 bars, that changes minimum effective stress from
200 to 100 bars (see Table 1, Chapter 3), will have
little effect on seismic velocity. The amount and
aspect ratios of cracks necessary to explain the velo-
cities measured during the second experiment will be
discussed in greater detail in the next chapter. The
very small difference in seismic velocity between
pressurized and unpressurized cases found for step 2
is probably a result of the different locations of the
data sets used in the inversion. The pressurized data
begins at a depth of 2556 meters which is 15 meters above
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the beginning of the unpressurized data. The additional
distance of the pressurized data away from the heat
extraction region causes waves to be less affected by
new fractures resulting in a larger velocity than
would be obtained if the data were recorded for lower
source depths.
The values of a in Table 3 for the 1978 experiment
are smaller than values found from inversion of data
from the 1977 experiment. This may be due to the
higher signal to noise ratio of seismograms recorded
in 1978 which allowed more accurate picking of P wave
arrival times. Another explanation is that the 75
day flow test extracted heat uniformly from the rock
between the GT-2 and EE-1 boreholes and actually re-
duced heterogeneity in the rock that was present at
the time of the 1977 seismic experiment.
Travel time differences between pressurized and
unpressurized cases are plotted vs. source depth for
steps 2, 11, and 16 in Figures 31-33. The differences
are smaller than the differences found for 1977 data.
Steps 2 and 11 show fairly regular patterns with depth.
Data for step 16, Figure 33, shows some variation with
depth. Length scale of the heterogeneity appears to
be about 3 meters as was found for the 1977 experiment
(Figure 24).
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4.4 Spectral Analysis of Seismograms
If the spectrum of the source of a seismic signal
is known, information about scattering and attenuation
properties of a medium can be gained by analyzing the
spectral content of the signal after it has propagated
some distance through the medium. While it appears
that the amount of attenuation of waves is a very
sensitive indicator of the microcracks as well as
fluid in the rock, measurement of attenuation is
very difficult and results often show a great deal of
scatter. The scatter in results is usually attributed
to scattering of waves as they pass through the medium.
It is very difficult to separate the effect of scatter-
ihg from attenuation. Aki (1973) applied the random
medium theory of Chernov (1960) to teleseismic P waves
recorded at the Montana LASA. He successfully explained
amplitude and phase variations recorded across the array
for .5 Hz waves but found that scattering for 1 Hz
waves was too strong for the assumptions made by Chernov
to be valid. Aki and Chouet (1975) studied amplitude
decay of coda waves from local earthquakes to model
attenuation and scattering effects on waves in the fre-
quency range of 1-24 Hz. In their model, coda waves are
assumed to be waves that are singly scattered by hetero-
geneities. Because of the scattering model, radiation
pattern at the source does not enter into their analysis.
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Chouet, Aki and Tsujiura (1978) and Rautian and Khalturin
(1978) used coda waves to simultaneously determine earth-
quake source spectrum as well as medium characteristics.
In this section, spectral characteristics of sig-
nals recorded during the second dual well seismic experi-
ment will be discussed. Data from the !first experiment
was not analyzed in detail because of the many gain
changes that occurred during the execution of the first
experiment and the lack of reliable records of times
and magnitudes of the gain changes. This lack of
records would make it difficult to reliably compare
amplitudes between different sets of data. The second
reason for not analyzing data from the first experi-
ment is the large amount of computer time required to
process the data.
It was found that the spectra of individual signals
were often quite different from one another even though
their source locations were very close together. This
was expected because the seismograms themselves appear
to be very different (see e.g. Figures 11 and 12). This
means that the signals are composed of a great deal of
noise or that the medium through which the waves travel
is strongly heterogeneous. In order to try to find
some consistency in signal spectra, it was decided to
average the spectra of a large number of signals and
compare these averages among the data sets. If noise
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in the signal is considered to be signal generated, e.g.
due to scattering, then the amplitude of the noise is
proportional to the amplitude of the signal. In this
case, Patton (1978) showed that the appropriate averaging
process is to average the logarithms of signal ampli-
tudes. The procedure used was to window a section of
each seismogram, taper the ends of the windowed signal,
perform a digital fast Fourier transform and average
log amplitudes of the spectra of all the signals. Ampli-
tude was found by exponentiation of the logarithmic
average. Window length was chosen to be .85 milliseconds.
Sections of each seismogram were windowed beginning
.06 msec before the P arrival time. Averages of the log
of spectral amplitudes of seismograms were computed for
successive time windows along the seismogram. In this
way, average amplitudes as a function of time are
found. Rather than using all seismograms for all steps,
only 900 seismograms for each case of each step were
used. The seismograms used began with the seismogram
with the shallowest source depth for each case as listed
in Table 3. Spectral amplitudes will be discussed by
separating data into two sets. The first set contains
only direct P waves and secondly the decay of the
amplitude of the signals with time will be considered.
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4.4.1 Direct P Waves
In this section, average of amplitudes of the
first windowed section of each seismogram will be dis-
cussed. Waves in the first .79 milliseconds after
the first arrival will be considered as direct P
waves. Figures 34-36 show amplitude spectra averaged
as discussed above for the first .85 milliseconds
of signal beginning .06 milliseconds before the
fist P arrival for steps 2, 11 and 16. Average
spectra for unpressurized signals are drawn with a
solid line and pressurized spectra are dashed lines.
Amplitudes have been corrected for differences in gain
of the recording system so all plots are referenced
to a common gain. The figures show that the amplitudes
of the pressurized signals are lower than amplitudes
of unpressurized signals. Table 4 lists spectral
amplitudes at selected frequencies. If it is assumed
that source strength is the same for both pressurized
and unpressurized cases, the lower amplitude of the
pressurized signal means that either Q is lower or
scattering is stronger when the fluid is pressurized.
Lower values of Q are expected because the effective
pressure is lower when the system is pressurized. First
arrivals may have lower amplitude when the system is
pressurized if waves have passed through a fluid filled
crack as discussed in Chapter 2.
The change in amplitude of a body wave due to atten-
uation and geometric spreading can be written as
7rfx
1 QvA 1 - e (13)x
where x is travel distance, v wave velocity, f frequency
and Q seismic quality factor. If velocity is considered
to remain constant for the pressurized and unpressur-
ized cases, the ratio of the signal amplitude of the
two cases can be written as a function of the difference
in inverse Q's
AnA _ fx 1 1
In (UP Tr X ) (14)A v Q QP p up
where subscript up stands for unpressurized.and p for
pressurized cases. Values of differences in inverse
Q's for three frequencies 8, 12 and 15 Khz are given
in Table 5a. Velocities used to compute values given
in the table were the average value of the velocities
for pressurized and unpressurized cases for each step.
Travel distance, x, in equation (14) was chosen as
the average of the maximum and minimum source-receiver
distance for each step.
It is impossible to compute absolute values of Q
from values given in Table 5a. If Q is known in one
case, say pressurized, then the value of Q in the other
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may be found. To find absolute values of Q it would be
necessary to have some information on the amplitude of
waves as a function of travel distance. Since source-
receiver distance changes as the source moves in the
borehole, one might expect to obtain the distance
dependence of amplitude by computing amplitudes for
various source locations. Unfortunately this procedure
is complicated by the lack of knowledge of source
radiation pattern which modulates the amplitude of
the signal as a function of angle between the borehole
and the direction of wave propagation. Another problem
is that the differences between maximum and minimum
travel distances are too small to produce a significant
change in amplitude.
Although it is impossible to find absolute values
of Q from data in Table 5a, it is possible to place an
upper bound on values of Q in the pressurized case by
assuming that Qup is infinite. The values of Qp ob-
tained in this manner are listed in Table 5b. Values
of Qp are very low for steps 11 and 16 which may mean
that signal amplitude was decreased by scattering or
passing through a fracture rather than by anelastic
attenuation.
Amplitudes of waves for different steps can also
be compared to find differences in inverse Q as a
function of depth. Since signals recorded in step 2
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are of much higher amplitude than signals in steps 11
and 16, even though travel distance is greater in step
2, it may be useful to compare steps 11 and 16 to step
2. From (13)
x2 A2 f x x
in 2 2 - 2 )  (15)
x A V Q Q
where subscript 2 stands for data from step 2 and
s stands for either of steps 11 or 16. Velocity has
been chosen to be the average of the velocities for
the two steps being compared. Table 6 gives values of
xs  x2
s 2 for steps 11 and 16. For frequency of
Qs Q2
8 KHz in the unpressurized case, the difference is
less than zero. Since x2 > xs for s = 11, 16 the nega-
tive value of the differences are compatible with
physically possible values of Qup for steps 11 and 16.
Since.Q must be positive, the negative values of the
differences can be used to place upper bounds on
pressurized Q2 since from (15)
x x A x
s= Y- In 2 2 > 0 (16)
Qs Tf Xs As Q2
For x equal to 28.1 meters, equation (16) gives that
2
for 8 KHz, Q2up must be less than 122 for Q16up to be
non-negative and less than 234 for Q 6Up to be non-
negative. A value of 122 for Q2up is slightly lower
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than the value predicted in Chapter 3 for the virgin
rock at 0 pressure based on the model of O'Connell
and Budiansky (1977). It should be expected that
Q will be somewhat lower than that of the virgin rock
because of the experimental activity that has taken
place.
4.4.2 Amplitude Spectra for Consecutive Time Windows
Using the first part of each seismogram, some
bounds on the values of Q have been found but there
is no way to find actual values of Q unless source
amplitude or decay of amplitude with distance are
known. It is possible to investigate the decay with
time in amplitude of the recorded signal. This is
the procedure used by Aki and Chouet (1973), Chouet
et al. (1978) and Rautian and Khalturin (1978) in
studies of coda waves. When coda waves are studied,
time dependence of the amplitude of a seismograph
trace is assumed to be of the form
Srft
A(t) I e (17)t
Equation (17) follows from (13) if x is replaced by
vt, the total distance covered by a wave that travels
from source to receiver along some indirect path
that includes scattering. For singly scattered waves
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the point of scattering of a wave recorded at time t
is at some point on an ellipsoid with major axis of
length vt and whose foci are at the source and receiver.
Equation (17) is only valid after some time t where
source and receiver spacing is small compared to the
length of the major axis of the ellipse (Sato, 1977a).
Time required for this to hold is approximately two
times the S wave travel time. It will be assumed in
this section that equation (17) is valid for all
times and the consequences of this assumption will be
investigated.
Figures 37-39 show values of natural logarithm
of the product of amplitude times time for various
frequencies for steps 2, 11 and 16. Amplitudes are
obtained from spectral analysis of windowed seismo-
grams as discussed above. Each window has a length
of .85 milliseconds. Time is chosen as the time at
the middle of the window on the seismogram that has
the earliest P wave arrival time.
Values of log amplitude times time (InAt) are
remarkably close to being linear functions of time
in steps 11 and 16. The linear character begins
nearly at the first arrival and persists until signal
amplitude decreases to the noise level that existed
before waves arrived. This early start of linearity is
unexpected and is not in agreement with single scattering
S201
theories (Sato, 1977a).
Decay of InAt with time shown in Figure 37 for
step 2 is quite different from that found for steps
11 and 16. In the pressurized case, the first four
points for each frequency decrease nearly linearly
with time. Amplitude of InAt jumps abruptly at 8
milliseconds after which there is again a linear
decrease with time up until about 16.5 milliseconds
where there is again a jump. The increase in InAt
at 8 msec can be attributed to the S wave arrival.
The lack of a jump in Figures 38 and 39 at the S
wave arrival time means that direct S waves in steps
11 and 16 have been severely scattered or attenuated.
Since S waves have smaller wavelength than P waves of
the same frequency it should be expected that S waves
will be more severely scattered than P waves. It
was found in Chapter 2 that SH waves should be reflected
by a water filled fracture. Relative amount of
attenuation of P to S waves is more difficult to quantify
but S wave attenuation is probably not strong enough
to completely obscure the S wave arrival. The jump in
the value of InAt at 16.5 msec for step 2 in the
pressurized case cannot be attributed to any phase
arrival that is visible on seismogram traces. Travel
time of 16.5 milliseconds is about the time required
for a ray to travel from its source down to a depth of
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2630 meters and back up to the receiver. Figure 3
shows that 2630 meters is about the depth of the
gneiss-granodiorite contact which is believed to be
the top of the region most affected by fluid flow
and heat extraction. Figure 2 shows that the top
of the temperature anomaly due to heat extraction is
at about 2630 meters. The top of the geothermal
system near the gneiss-granodiorite boundary may
coincide with the top of one or many hydrofractures
which act to scatter waves in all directions. In
the next section an attempt will be made to locate
the tops of such fractures by stacking seismograms
recorded during the pressurized part of step 2.
Time dependence of InAt for unpressurized step 2
data is almost an exponential decrease in time with a large
jump in amplitude at the S wave arrival time. This
data will be discussed in more detail in the next
chapter.
From equation (17) the slope of InAt vs t is
proportional to frequency divided by Q. Table 7
gives the values of Q at various frequencies deter-
mined from the slope of the lines in Figures 37-39.
No values are given for unpressurized step 2 and
values given for pressurized step 2 are those obtained
from the slopes of lines at times prior to the S
wave arrival. Values of Q given in Table 7 are much
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larger than values that were expected from first arrival
amplitudes. The smaller values of Q required by first
arrival amplitudes may mean that first arrivals have
been attenuated by passing through one or more fluid
filled fractures that later arrivals do not pass through.
Another explanation is that later arriving scattered
waves travel mainly outside of the altered, highly
attenuating rock near the boreholes. As waves travel
away from the immediate vicinity of the boreholes,
fluid pressure must decrease, temperature approaches
virgin in situ values and attenuation decreases. Out-
side the region of fluid flow, the effective stress
may be increased when the geothermal system is pres-
surized since fluid pressure acts as an added confining
pressure to the rock where pore pressure is not increased.
These ideans will be quantified in the next chapter.
4.5 Stacking of Seismograms
In the previous section it was found that values
of InAt decreased linearly with time for most of the
data analyzed. Data from step 2 showed deviation from
linearity which is not yet completely understood. The
jump in the value of InAt that occurs at 8 msec in
the pressurized case is due to the S wave arrival.
The jump in amplitude at 16.5 msec cannot be attribu-
ted to any late arriving phase that is visible on
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individual seismograms. Figure 40 shows parts of
siesmograms recorded during the pressurized part of
step 2. Every tenth seismogram beginning from a
depth of 2580 meters is shown. Difference in source
location between successive seismograms is approximately
20 cm. Five milliseconds of each seismogram is plotted
beginning 14 msec after the source fired. There is
no increase in signal amplitude on seismograms in
Figure 40 at 16.5 milliseconds. In order to further
investigate the increase in amplitude of InAt it was
decided to stack a large number of signals to search
for a coherent arrival to explain the jump at 16.5 msec.
Only pressurized case of step 2 is discussed in this
section.
If signals are completely uncorrelated, the ratio
of amplitudes of stacked to unstacked seismograms should
be 1// where N is the number of seismograms stacked.
Since differences between two adjacent source locations
is 2 cm and wavelength of 15 KHz is approximately
40 cm for P waves and 23 cm for S waves, all of the
seismograms used are not statistically independent.
If it is assumed that source locations for two signals
must differ at least by one half wavelength for seismo-
grams to be considered as statistically independent
samples, then ratio of stacked to unstacked seismograms
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should be at least 1i0/N for P waves and /5.75/N
for S waves if signals are uncorrelated. For 450
stacked seismograms, the ratios are .15 for P waves
and .11 for S waves.
A set of possible scattering points for P to P
and S to S scattering were chosen such that the
travel time from source to potential scattering
point and then to the receiver fell in the interval
14 to 18 msec. Only points below the region of
step 2 and between the GT-2 and EE-1 wellbores
were used. For P to P scattering, the points were
in the region of the gneiss-granodiorite contact.
For S to S scattering points were above the contact.
For a given potential scattering location, travel time
for the P (or S) wave from each source location to
the scattering point and then back to the receiver
was computed. Time for each seismogram was shifted
so that waves scattering from the given point would
all fall at the same time and seismograms were
stacked. Total number of points for which stacking
was done was 336 for P to P scattering and 364 for
S to S scattering. Scattering points were chosen to
be at the edges of squares with sides of length one
meter. Only points in the plane of the two wellbores
were considered. Five milliseconds of record for each
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seismogram were stacked. Time of stacking was 13 to
18 msec into the record for source depth of 2574 meters.
Time intervals of other seismograms were shifted by
an amount equal to the difference in travel time
between the source at 2574 meters and the scattering
point and the source location of a given seismogram
and the stacking point. Total number of seismograms
used was 450.
Amplitudes of stacked seismograms for S to S
stacking were a maximum of .12 times the amplitude
of individual unstacked seismograms in the time
range for which stacking was done. Small sections
of increased amplitude do occur on the stacked seismo-
gram but the magnitude of these events are too small
to be associated with the 16.5 msec arrival in Figure 37.
When seismograms are stacked for scattering points
appropriate to P to P scattering, the maximum ampli-
tudes of the resultant stacked seismograms are as
large as .2 times the amplitudes of the unstacked
seismograms. These stacked seismograms show coherent
phase arrivals but the ratio of stacked to unstacked
seismogram amplitude is too small for the arrivals to
have any significance.
4.6 Summary
A great deal of data has been obtained from the
207
seismograms recorded during the two dual well seismic
experiments. Values of P wave velocity have been
measured to very high accuracy. It was found that P
wave velocity decreases when fluid pressure in the
geothermal system is artificially increased by 100 bars.
This decrease in velocity is consistent with the con-
cept of effective pressure discussed in Chapter 3.
The size of the decrease in velocity will be further
discussed in the next chapter. P wave velocity was
found to be lower during the 1978 experiment than
during the 1977 experiment in both pressurized and
unpressurized cases. This lower velocity is due to
the introduction of microcracks during the 75 day
fluid flow and heat extraction experiment performed
during the time between the two dual well seismic
experiments. The low velocities in the unpressurized
case mean that the cracks do not close up completely
when fluid pressure is lowered.
In order to measure magnitude of Q using direct
P waves, more information about source amplitude or
change in signal amplitude with distance is needed.
Since this information is not available, only values
of differences of inverse Q's between two data sets
can be obtained. These values enable bounds on Q
to be placed for some cases. Upper bounds for Q in
the pressurized case of the 1978 experiment are listed
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in Table 5b. These values were obtained by assuming
that Q is infinity in the unpressurized case. Values
given in Table 5b are very low for steps 11 and 16
and may indicate that wave amplitude in the pressurized
case has been decreased by passing through one or
more fluid filled fractures.
Values of the log of spectral amplitude times time
have been found to decrease linearly with time in
steps 11 and 16 of the second experiment. The slopes
of the lines can be measured to find values of Q.
The values of Q obtained in this way are too large to
be consistent with first arrival data and may be due
to high Q rock that surrounds the region that has been
affected by heat extraction. Jumps in the value of
InAt at 8 and 16.5 msec have been found in step 2
pressurized data. The jump at 8 msec is due to the
arrival of the S wave from the source. The jump at
16.5 msec is unexplained. Individual seismograms show
no arrivals that can be associated with the 16.5 msec
jump. Stacking of seismograms in an attempt to improve
signal to noise and enhance a late arrival showed
that late arrivals could be found, but none were of
sufficient amplitude to be a coherent arrival from a
distinct scatterer.
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Receiver depth
2586
2634
2697
2612
2586
2669
2697
Source depth
beginning.
2554
2612
2683
2634
2554
2652
2683
range
end
2612
2652
2709
2587
2612
2683
2709
Approximate
Number of
Seismograms Available
2850
1970
1280
2310
2850
1530
2310
Table 1. Source and receiver locations for dual well seismic experiment.
a refers to 1978 experiment.
N,
Step
2
7
16
30
2a
lla
16a
Step
2
30
7
16
Data begins
at depth
2577.1
2625.8
2615.5
2682.9
2571.0
2623.1
2612.2
2685.3
Data ends
at depth
2597.2
2596.5
2637.7
2707.3
2592.9
2593.1
2634.3
2708.4
Center
depth
2586.2
2610.6
2631.9
2695.3
2581.4
2605.7
2628.0
2690.5
24.6
22.1
15.8
Minimum
spacing (meters)
28.5
24.6
22.1
15.8
28.5
5.71
5.82
5.78
Velocity
(km/sec)
5.95
5.83
5.93
5.89
5.88
a
(msec)
.012
.015
.011
.016
.013
.020
.014
.018
Table 2. Results of least squares fit to first arrival data
obtained from October, 1977 dual well seismic experiment.
Depths in meters below 2651.8 above mean sea level.
Number of
First arrivals
1100
1500
1100
1200
1100
1500
1100
1200
. . "
A 6
Step
N 2
-4
m 11
4 16
' 2N
i 11
* 16
44
Data begins
at depth
2571
2656
2690
2556
2652
2687
Data ends
at depth
2606
2671
2707
2591
2668
2705
Center
depth
2589
2671
2699
2584
2666
2694
Wellbore
spacing (meters)
28.1
17.9
15.1
28.1
17.9
15.1
a Number of
(msec) first arrivals
Velocity
(km/sec)
5.89
5.69
5.52
5.87
5.61
5.48
1800
800
900
1800
800
900
Table 3. Results of least squares fits to first arrival data obtained
from September, 1978 dual well seismic experiment.
.008
.008
.013
.011
.008
.016
Travel
distance
(meters)
28.1
17.9
15.1
8 KHz
10.3
43.8
32.3
28.1
17.9
15.1
8.0
5.7
4.26
Amplitude
12 KHz
49.0
18.6
28.4
16.7
3.22
1.80
Table 4. Averages of first arrival amplitudes of
900 signals at selected frequencies. Amplitudes
are corrected for differences in recorder gain
between sections.
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Step
16
15 KHz
77.1
6.82
7.05
11
16
43.1
1.02
.71
8 KHz 12 KHz
11
.0019
.0224
.0267
.0054
.0128
.0265
.0023
.0111
.0161
Table 5a.
Step
1
Values of
p
8 KHz
526
1 for various frequencies.
up
12 KHz
185
78
38
15 KHz
435
90
62
5b. Maximum values of Q
to be infinity in Table P
obtained by choosing
5a.
2141
Table
Qup
15 KHzStep
12 KHz
0.22
0.18
0.32
0.43
0.35
0.37
0.51
0.58
x
Table 6. Values of s
Qs
x2
for steps 11 and 16.Q2
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Step 8 KHz
- 0.23
- 0.12
0.18
0.29
15 KHz
Step
S2
N
11 220 224
S 16 109 140 166
N 2 132 377 224
$4
11 165 188 217
4 16 63 117 126
Table 7. Values of Q obtained from slope of InAt vs. t
plotted in Figures 37-39.
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8 KHz 12 KHz 15 KHzFrequency
Figure Captions
Figure 1. Seismic records recorded using explosive
source in EE-1 and 3-axis geophone package in GT-2.
Figure a is for source at 2644 m., receiver at 2667 m.
Source depth for Figure b is 2415 m., receiver depth
is 2463. From LASL HDR staff (1978).
Figure 2. Temperature logs recorded in EE-1 borehole
at time after hole was drilled but before flow experi-
ments were undertaken; (a) after 96 hour flow experi-
ment in 1977, (b) and (c) after 75 day flow experiment
in 1978. Data from LASL.
Figure 3. Model of EE-1/GT-2 system as obtained from
geophysical logs. From LASL HDR staff (1978).
Figure 4. Power contained in seismograms as a function
of source depth. Location of receiver in GT-2 for
each step is given. From Albright et al. (1978).
Figure 5. Examples of P, S and D type waveforms.
From Albright (1978).
Figure 6. Type of waveform recorded traveling between well-
bores for pressurized and unpressurized cases. From Albright
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(1978).
Figure 7. Seismograms recorded during 1977 dual well
seismic experiment, unpressurized step 16. Source
depth for each seismogram is given in meters.
Figure 8. Seismograms recorded during 1977 experiment,
pressurized step 16.
Figure 9 - Figure 12. Seismograms recorded during 1978
experiment. Source depth is given in meters. Step
and case, unpressurized or pressurized, is given at the
top of each figure.
Figure 13 - Figure 20. P wave arrival times vs. source
depth and theoretical fit to data for 1977 experiment.
Triangles represent arrival times measured on seismograms.
Only every other data point is shown. Solid line is
fit to arrival time data using model parameters given
in Table 2. Step and case are given at the top of
each figure.
Figure 21- Figure 24. Differences in arrival times
between pressurized and unpressurized cases. Step and
case are listed at the top of each figure. Figures
show results for seismograms recorded during 1977 experi-
ment.
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Figure 25 - Figure 30. See Figures 13-20. Data for
1978 experiment. Model parameters given in Table 3.
Figure 31 - Figure 33. See Figures 21-24. Data for
1978 experiment.
Figure 34 - Figure 36. Amplitude spectra obtained by
averaging logs of amplitudes of 900 windowed signals
for each step of 1978 experiment. Window for each
seismogram began .06 msec before first arrival and
is .85 msec in length. Solid line shows unpressurized
spectra, dashed lines are spectra of pressurized signals.
Effects of different gains have been corrected for.
Step number is given at the top of each figure.
Figure 37 - Figure 39. Values of InAt for various
frequencies as a function of time measured from
source origin time. Amplitudes obtained from averaging
log spectra of 900 windowed seismograms for each case.
Step number is given at the top of each figure. Part a
is for unpressurized, b for pressurized.
Figure 40. Seismograms recorded in pressurized part
of step 2. Each trace begins 14 msec after source
fired. Source depth for top seismogram is 2580 m.
Source depth for each successive seismogram is 20 cm
219
lower than the one above it. No phase arrival is
observed at 16.5 msec.
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CHAPTER 5
DISCUSSION AND CONCLUSION
The model of a Hot Dry Rock geothermal system
was originally conceived to be a single large frac-
ture connecting two boreholes that are drilled into
otherwise impermeable rock. In the preceding
chapter it was found that this simplified model is
not easily supported by seismic data collected at
Fenton Hill. Our observations, in fact, indicated
heterogeneities of various scale lengths. Lack of
coherence of waveforms between seismograms for closely
space'd sources provides evidence of a great deal of
scattering of waves by small scale heterogeneity.
Travel time differences between pressurized and unpres-
surized conditions in step 16 show that scale of
heterogeneity is approximately three meters. Differ-
ences in average P wave velocities measured in 1977 and
1978 show that microcrack porosity of rock in the reser-
voir has increased. Changes in velocity when fluid pres-
sure in the reservoir is altered means that water can
permeate the microcrack porosity. Thus there is a
wide range of heterogeneity in the Fenton Hill reservoir.
In this chapter we will discuss quantitative limits on
the strength, location and size of heterogeneity that
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is consistent with seismic data.
In the first section of this chapter, hetero-
geneity on the scale of wavelength of waves will be
discussed. The single isotropic scattering model of
Sato (1977a,b) will be used to model the time depen-
dence of the envelope of seismograms recorded in
unpressurized step 2. Scattering in steps 11 and 16
is very strong and will be modeled using a diffusion
approach to energy propagation.
In the second section the velocity measurements
made from 1978 data will be modeled to find pore
aspect ratio spectra using the technique of Cheng
(1978). In this section the rock is considered to
be homogeneous on the scale of the wavelength of
waves and only the effects of microcracks are con-
sidered to be important. In addition, the effects
of changes in temperature on seismic velocity will be
discussed.
The original concept of the geothermal system
as a single fracture is discussed in the third section.
Results of previous seismic experiments are given along
with their interpretation in terms of the existence
of a single fracture. Beginning with the original
seismic experiments made at Fenton Hill, we will out-
line the evolution of the model of the reservoir from
a single elliptical crack to a complex heterogeneous
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structure as data accumulated. Finally, arguments for
the existence of a system of fractures with thicknesses
as large as 4 mm and vertical extent of as much as
200 meters will be given.
In the final section a summary of results of this
thesis will be given and new experiments proposed that
would help resolve some of the uncertainty in current
models of the geothermal reservoir.
5.1 Scattering
When an elastic medium contains a number of
heterogeneities that have characteristic sizes compara-
ble to the wavelength of a wave, a deterministic solu-
tion for wave propagation is usually not available.
In such a case, one may resort to a statistical
approach, for example, by making appropriate assump-
tions about the scattering cross sections for given
heterogeneities, the time dependence of the envelope
of the motion at one point can be estimated. In this
section, Sato's (1977a,b) predictions of the time depen-
dence of seismogram envelope, made using a weak single
scattering approximation, will be discussed. Data
presented in Chapter 4 for step 2 unpressurized case
will be modeled using Sato's (1977b) theory. Data for
step 2 pressurized case and steps 11 and 16 cannot be
explained with Sato's theory because of stronger
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scattering in these cases. A diffusion model of wave
propagation (Dainty and Toks8z, 1977) will be investi-
gated and shown to provide a reasonable explanation for
the data in the case of strong scattering.
5.1.1 Single Scattering
When scattering from heterogeneities is weak,
the effects of multiple scattering may be ignored when
modeling wave propagation through the medium. This
leads to the "single scattering approximation" which
has been used successfully by seismologists to deter-
mine statistical properties of the distribution of
heterogeneity in a medium (Aki, 1973; Chouet, 1976).
Sato (1977a,b) used the single scattering approximation
to predict the time dependence of the envelope of
energy that propagates through a heterogeneous medium.
He considers the density of scatterers, n, to be the
same everywhere in the medium but is different for
each mode of scattering, P to P, P to S, S to P, and
S to S. Sato assumes that the size of the heterogeneity
is small compared to the distance between source and
receiver. Scattering is isotropic in Sato's model and
scattering cross section is given by a. Time depen-
dence of energy density of direct and scattered waves,
in a narrow frequency band around w, from a point source
located at r = 0 is given by
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Es(r,t/w) = W nPPaPP(w)k() 8(8-1)+WsnSSss (w)k(I)e( - 1)
s 0 0 y y
+ WnSspasP(w)kc (8)(8-1) + WPnPsaps() yk ( 8 ) e ( -1)
where
(1)
1 x+lk(x) = In for x > 1
x x-1
e(x) =
k (x) =
c
1 for x > 0
0 for x < 0
1 y+x1 In for 1 < x < y2x y-x
1 In (x+l) (x+) for x > y2x (x-l) (x-y)
VPt
r
VPY - Vs
Vp and Vs are P and S wave velocities of the medium,
and Wp and Ws are the energies of the P and S wavesO O
at the source.
Anelastic attenuation of waves has not been accounted
for in equation (1). For a rough estimate of the effects
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of attenuation on time dependence of energy density,
assume that Q is the same for P and S waves. Then the
right hand side of (1) can be multiplied by exp(-wt/Q)
to account for the effects of attenuation.
Equation (1) predicts that the energy density
has a logarithmic singularity at the P and S wave
arrival times. For times large compared to S wave
travel time, k(x) and k c(x) in (1) become proportional
to 1/t2 which means that energy density decreases as
i- e-Wt/Q when the effects of attenuation are inclu-
t2
ded. The time dependence of the envelope of a seismo-
gram at times large compared to the S wave travel time
is thus predicted by Sato's (1977b) model to be
wt
1 e(2Q2)
t
To test the applicability of Sato's model to data
obtained at Fenton Hill, it was decided to try to
match time dependence of seismogram envelope predicted
by equation (1) with spectral amplitude vs. time obtained
from windowed seismograms for the unpressurized part
of step 2. Unpressurized step 2 was chosen because
seismograms recorded for different source locations
show greater coherence than is found for other steps,
suggesting a weaker scattering. To determine the time
dependence of seismogram envelope given by equation (1),
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the four coefficients, WPnPPaPP, WS n aSS W n sp s
and WPnPsap s must be chosen as well as the value of Q.0
Each coefficient is related to the source strength,
Wo, as well as the mean free path for P or S waves.
Unknowns must be positive quantities. Using the least
squares technique, some of the coefficients became
negative so it was decided to use the linear program-
ming method which allows the signs of coefficients to
be specified. When using linear programming we
attempt to find a range of models that fit the data
to within some specified confidence limit.
Spectral amplitudes at 8, 12 and 15 KHz were
analyzed. The direct P arrival was excluded from the
data because of the singularity of the envelope pre-
dicted by equation (1) at the time of the arrival
which is not possible in reality. Using spectral
amplitudes obtained from windowed seismograms for un-
pressurized step 2 ranges for coefficients and Q in
equation (1) were found that resulted in model pre-
dictions that fell within confidence limits of the data.
No model could be found for 8 KHz that fit data within
acceptable bounds. It is interesting that for frequen-
cies of 12 KHz and 15 KHz the values of W SnSP sp and0
WPnPsap s were zero for both upper and lower bounds.
This means that no wave conversions take place upon
scattering. Ranges of Q obtained from the linear pro-
2T0
gramming are 430-500 for 12 KHz and 275-350 for 15 KHz
which are slightly higher than Q's obtained for step 2
pressurized case by fitting a straight line to time
dependence of InAt (see Table 4-7).
An attempt was made to model step 2 pressurized
data using the same technique as was used for un-
pressurized data. No models could be found that
reasonably fit the data. Seismograms recorded for
pressurized step 2 show much more variability with the
change in source location than do unpressurized step 2
seismograms indicating a stronger scattering for the
former case than for the latter.
5.1.2 Multiple Scattering
As shown in the preceding section, time dependence
of the spectral amplitude of seismograms for unpres-
surized case of step 2 can be explained by Sato's (1977b)
model of single isotropic scattering without mode
conversions. The observed linear time dependence at
early times of InAt for seismograms recorded in step 2
pressurized and steps 11 and 16, however, are not
explained by the single scattering theory. Seismograms
plotted in Figures 7, 8 and 10-12 of Chapter 4 show
that energy arriving after the first arrival cannot be
correlated between seismograms that have source locations
that differ by two meters. It is even difficult to
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correlate late arriving energy of signals whose sources
differ by only 20 cm as shown in Figure 40 of Chapter 4.
This lack of coherency of late arriving signals at a
common receiver from sources that are very close together
in space means that the medium through which waves
travel is strongly heterogeneous and effects of multiple
scattering must be taken into account to properly
model the data. To explain the time dependence of the
envelope of seismograms for waves passing through
strongly heterogeneous media, Dainty and Toksoz (1977)
consider that seismic energy propagates through a
diffusion process. From the conservation of energy,
they arrive at a modified diffusion equation for E,
the seismic energy per unit volume at angular frequency w
E CX VE - - E (3)
at 3 Q
where X is the average distance that energy travels
before it is scattered (mean free path), and C is
wave velocity. The last term in equation (3) represents
the loss of energy due to anelasticity. The solution
to (3) for a point source in time and space is given
(e.g., Aki and Chouet, 1975) as
E(r,t,w) = ) exp(- r2) exp(- (4)
(4wDt) 3/2 4Dt Q.
where D is the diffusivity which is equal to CX/3,
and W() is the source energy. If diffusivity or
time is very large, the term exp(-r 2/4Dt) is unimportant
and equation (4) implies that seismogram amplitude
wt 3/ h lnAt is
varies as exp(- W)/t which means that InAt3/4 is
a linear function of t. In Chapter 4 it was found
that InAt was nearly a linear function of time for all
cases except for step 2 unpressurized. Since InAt 3/ 4
is very similar to InAt, (4) may be used to fit data
to find Q and D. From equation (4) time dependence
of InAt3/ 4 is
3/4 r 1 t 1inAt3/4 = -() - (wt) + B (5)8t D 2 Q
where B is an additive term that depends on source
strength as well as diffusivity. Equation (5) can be
solved for D and Q using the least squares method.
Examination of the covariance matrix (see section 5.3.1)
showed that the errors in the predicted values of D
are so large (often two to three times the predicted
value of D) that no reasonable constraints could be
placed on diffusivity. The errors in Q, on the other
hand, are less than 10% of the predicted value in
all cases. With only one exception, the Q resulting
from the diffusion model, listed in Table 1, is larger
but within a factor of two of the Q found in Chapter 4
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(Table 4-7) from the slope of lnAt. The only exception
is unpressurized step 16 at 8KHz where diffusion model
gave a slightly lower Q. Larger Q should be expected
when using (5) since Q in the single scattering model
may be considered to include energy loss due to
scattering.
No attempt was made to model step 2 pressurized
data using (5) because the jumps in amplitude that
occur at the S wave arrival time as well as at 16.5 msec
are not consistent with the diffusion model.
5.2 Microcracks
In Chapter 3 the models of Cheng (1978) and O'Connell
and Budiansky (1977) were used to predict velocity and
attenuation under water-saturated conditions for virgin
core samples obtained from GT-2. Figure 3-9 shows
velocity as a function of pressure for dry and saturated
rock and Figure 3-11 shows the corresponding Q. In
situ P wave velocity found during dual well seismic
experiments was always lower than the minimum velocity
of water-saturated virgin core samples (Figure 3-9)
which means that there are more microcracks present
now in rock in situ than were present when cores were
sampled in 1975. Increased microcrack content is due
to the hydrofracturing and heat extraction that have
been performed since the boreholes were drilled. In
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this section porosity spectra of microcracks will be
found using velocities measured in situ. A spectrum
of microcracks will be found for rock in each step of
the 1978 seismic experiment as well as for step 16 of
the 1977 experiment. Knowledge of microcrack spectrum
will aid in modeling fluid flow through the reservoir.
Before going into details of the pore spectrum
study, we shall describe one of the most important
results obtained from the monitoring of in situ
seismic velocities, namely, the strong correlation
between the decrease in velocity and cooling.
Temperature profiles measured in EE-1 are shown in
Figure 4-2. The minimum in situ temperature reached
after EE-1 was drilled but before the time that the
1977 seismic experiment was performed is shown by the
middle curve in Figure 4-2. The lower curve in the
figure represents the minimum temperature reached
before the 1978 seismic experiment. Figure 1 shows
P wave velocity for pressurized case plotted against
difference between the temperature at the time of the
seismic measurement and the virgin in situ temperature.
For zero temperature difference velocity predicted
for fluid saturated virgin core samples at 100 bars
effective stress, as shown previously in Figure 3-9,
is plotted. P wave velocity shows a linear decrease
with temperature difference. Least squares fit gives
L
the slope of the line to be 1.07 (km/sec)/1000 C.
Johnston (1978) measured P wave velocity on thermally
cycled Westerly granite and found that velocity de-
creases approximately linearly with maximum tempera-
ture reached during cycling. He found change of
velocity with maximum temperature to be approximately
.35 (km/sec)/1000C which is less than the change in
velocity with temperature difference found for our
data. Velocities on thermally cycled Westerly granite
were always measured at room temperature so some of
the microcracks introduced by the temperature increases
were closed when temperature decreased. Since tempera-
ture in situ at Fenton Hill remains low for a long time
after a flow experiment, seismic measurements were made
when rock was in a thermally stressed state. Thus
microcracks induced by temperature changes have not
closed resulting in very low velocity. An important
conclusion from Figure 1 is that seismic velocity may
be used to map the temperature decreased due to heat
extraction.
Velocity for pressurized condition differs from
unpressurized one because pore pressure is higher and
the effective pressure is lower. If the effective
pressure is known for each case, the pore aspect ratio
spectrum for the unpressurized case can be found from
that for the pressurized case by using Cheng's (1978)
technique for computing the closure of cracks under
pressure.
For the unpressurized case of each step it will
be assumed that effective stress is 200 bars which is
slightly higher than the minimum effective stress at
2930 meters found by hydrofracturing experiments (see
Table 3-1). When the geothermal system is pressurized,
fluid pressure in the pores of the rock can be deter-
mined from (LASL HDR staff, 1978)
V. pk dp6 aP (5)
T1 dP at
where P is fluid pressure, n fluid viscosity, p
fluid density, 8 porosity, and k the permeability
tensor. If p, k and n are considered to be independent
of location and p is independent of pressure, equation (5)
is a diffusion equation where diffusivity is given by
aeD = k/(n ) (6)
From measurements made during flow experiments in
1976, LASL HDR staff (1978) estimate the value of scalar
k to be 2 x 10 m (20 pDarcys) and for a they find
-7
2 x 10-7 /bar. For viscosity of .0014 poise, (6) gives
the diffusivity to be 714 cm2/sec. If fluid pressure
in EE-1 is maintained constant for a given length of
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time, the fluid pressure in the pores of the rock will
be approximately one half the pressure in EE-1 at a
distance x from EE-1 which is given by
x = (Dt (7)
Choosing t to be one hour (3.6 x 103 seconds) equation (7)
gives that at a distance of 16 meters from the pressure
source, the fluid pressure will be half of the pressure
at the source. For step 16 the distance between bore-
holes was found to be 15.1 meters (Table 4-3). If
fluid pressure increase in EE-1 due to pressurizing is
100 bars, fluid pressure in rock surrounding GT-2
should have increased by 50 bars after one hour. After
two hours, fluid pressure increase in rock near GT-2
due to pressure increase in EE-1 will be greater than
50 bars. Since fluid was pumped into EE-1 for at least
two hours prior to the execution of step 16, it will
be assumed that fluid pressure between the boreholes in
the region of step 16 has increased by 100 bars which
means that effective pressure in step 16 is 100 bars
during the pressurized part of this step. Pore pres-
sure in the region of step 11 will be assumed to be the
same as in step 16 since the two steps are located
fairly close together. In step 2, distance between
boreholes is 28.1 meters. Time required for pore
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pressure to reach 50 bars at a point 28 meters from
a 100 bar source of pressure is about 3 hours. Because
of the large borehole separation in step 2 it will be
assumed that average pore pressure in step 2 changes
by only 50 bars when EE-1 is pressurized. Effective
pressure for step 2 will be taken as 150 bars for
the pressurized case.
Beginning with the pore aspect ratio spectrum
found in section 3.6.1 for virgin core samples, porosity
of cracks with a given aspect ratio was increased until
velocities predicted by the model at two pressures
agreed with those measured in situ. Pore aspect ratio
spectrum determined by this method is very non-unique
since there are nine aspect ratios for which porosities
may be chosen and only two measurements of velocity to
fit.
The difference between velocities in pressurized
and unpressurized cases in 1978 was small which implies
that new porosity must be in the form of cracks with
aspect ratio on the order of 10- 3 . Lower aspect ratio
cracks cause large pressure dependence of velocity at
low pressures.
Listed in Table 2 are crack aspect ratio spectra
consistent with the measured velocities for steps 2, 11
and 16. Table 2d shows results for step 16 of the 1977
experiment. Microcrack porosity found for each case is
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listed in Table 3 along with the porosity of the virgin
rock at 100 and 200 bars effective pressure. Micro-
crack porosity is taken to be the sume of the porosities
of all cracks except those of aspect ratio I. Micro-
crack porosity in step 16 (1978) is about four times
the porosity of cracks in virgin rock under the same
effective pressure. Microcrack porosity in step 11
is approximately three times that of the virgin rock
and in step 2 it is about twice that of the virgin
rock.
Now that pore aspect ratio spectrum is known,
the crack compressibility, DO/3P, can be found by
using Cheng's (1978) formula. According to Cheng
(personal communication), a reliable estimation of
aO/aP requires the aspect ratio spectrum obtained
from the data on pressure dependence of both velocity
and linear strain. If only velocity data were used,
'the estimated model is too stiff, or 2-e is under-
estimated. Since the aspect ratio spectra were ob-
tained from velocity data alone in this thesis, the
computed values of IpI should be considered as
lower bounds. They are listed in Table 4 for various
in situ pressures for steps 2, 11 and 16 of the 1978
experiment, step 16 of the 1977 experiment, and the
virgin GT-2 rock discussed in Chapter 3.
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If microcrack compressibilities in Table 4 are
used to compute fluid pressure diffusivity in equation (5)
the resulting diffusivity is too low to be consistent
with flow measurements. This means that flow cannot be
occurring only through the microcracks. Some part of
the flow must be along larger fractures whose volumes
are not affected by pressure changes at the low pres-
sures at which flow experiments were conducted. If
a hydrofracture or joint is held open by some mecha-
nism other than fluid pressure, e.g., debris or
asperities along the fracture surfaces, flow may occur
along the fracture and compressibility of the fracture
in flow experiments may be extremely low.
Using the pore aspect ratio spectra obtained
from velocity measurements, Q was calculated for each
step using the model of O'Connell and Budiansky (1977)
which was discussed in Chapter 3. The resulting
predictions of Q, which are listed in Table 5, are much
lower than values found by using scattering models in
Section 5.1. Higher Q determined from scattering
models refer to late arriving waves that may have
traveled outside of the highly attenuating region
between the boreholes. From observations of direct P
waves only 1/Qp - 1/Qup can be computed. With the
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exception of step 2, differences in reciprocal Q's
obtained for direct P waves between pressurized and
unpressurized cases, listed in Table 5a of Chapter 4,
are larger than the corresponding values listed in
Table 5 computed using O'Connell and Budiansky (1977).
This difference is most likely due to the scattering
of direct P waves unaccounted for in the model of
O'Connell and Budiansky.
5.3 Modeling the Seismic Response of the Fenton Hill
Geothermal System
The unique ability to control fluid pressure in
the Fenton Hill reservoir enables comparisons to be made
of in situ seismic measurements at selected effective
pressures with corresponding laboratory measurements
and theoretical models. Furthermore, body wave propa-
gation can be studied without contamination from surface
waves because the measurements were made at depths. In
Chapter 4 seismograms were studied to gain information
about the seismic response of the Fenton Hill geothermal
reservoir. Throughout the history of the Hot Dry Rock
geothermal energy project, many methods to define the
characteristics of the fractures in the reservoir have
been proposed and tested. In this section a historical
overview of seismic studies will be presented and the
evolution of the model of the reservoir as more infor-
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mation has been gained will be developed.
When the Hot Dry Rock concept was first proposed
(Harlow and Pracht, 1972) a geothermal reservoir in
impermeable Precambrian crystalline rock was envisioned.
Impermeable rock was desired so that water losses due
to flow out of the reservoir could be minimized. It
was hoped that through use of the hydrofracturing
technique a fracture with a diameter of approximately
1 km could be created. In order to define orientation
and size of the hydrofracture a seismic diffraction
experiment using surface source and receivers was
proposed. As an aid in designing and interpreting
diffraction experiments, the diffraction of P and S
waves by finite empty and fluid-filled cracks was
studied. Results of this theoretical study are
presented in Chapter 2. Although diffraction effects
due to a shallow magma reservoir in Kilauea Iki, Hawaii,
have been observed and interpreted using results in
Chapter 2 (Fehler and Aki, 1978) no diffraction experi-
ment has been attempted at Fenton Hill. The reason for
this is that the Bandalier Tuff that is the surface
rock in the region of Fenton Hill is highly attenuating
so that a very large seismic source would be needed,
with a strict requirement of repeatability for calcu-
lating differential seismograms between pressurized and
unpressurized cases.
During hydraulic fracturing experiments in a
shallow borehole called GT-1, surface geophones were
set up to observe fracturing induced seismic signals.
Seismic noise with a period of about .1 second that
gradually increased as water was pumped into the frac-
ture was recorded (Potter and Dennis, 1974). This
noise is probably generated by the vibration of the
water-filled fracture caused by pressure increases due
to pumping. Period of such noise should increase as
the diameter of the crack increases. Seismic noise,
with frequency of 7 Hz, was observed using a downhole
3-axis geophone placed in EE-1 while pressuring GT-2.
Particle motion of this noise was consistently ellip-
tical with the major axis of the ellipse oriented along
a NW-SE direction. The noise observed during hydro-
fracturing has characteristics that are similar to those
of volcanic tremor observed in Hawaii and on other
volcanoes. Aki, Fehler and Das (1977) proposed that
volcanic tremor is due to excess pressure of fluid in
a magma that causes narrow channels along the magma
flow path to open and close. They found that such a
process resulted in a spectrum of seismic radiation that
has a peak at a frequency which is determined by the
size of the channel. If the crack is empty, the particle
motion near the channel is predicted by their model to
be elliptical with major axis perpendicular to the
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crack plane. When fluid is present inside the fracture,
the finite bulk modulus of the fluid decreases the
amplitude of particle motion perpendicular to the
crack and the major axis of the particle motion ellipse
may become parallel to the crack plane if crack stiff-
ness factor, defined in Chapter 2 to be bulk modulus
of the fluid divided by the product of the crack aspect
ratio times rigidity of the solid, is sufficiently large.
The orientation of the particle motion ellipse observed
when pumping into GT-2 thus means that the hydrofrac-
ture plane trends in either a NW-SE direction or NE-SW
direction depending on the crack stiffness factor. It
is generally believed that the plane of a hydrofracture
will be oriented perpendicular to the direction of the
minimum principal stress. The proximity of Fenton Hill
to the Rio Grande rift zone suggests that the regional
tectonic stress should have a minimum in the NW-SE
direction. Fault plane solutions obtained for earth-
quakes in North Central New Mexico agree with a NW-SE
direction of minimum stress (Olson, 1978). The local
stress field near Fenton Hill is, on the other hand, most
directly influenced by the presence of the Valles Caldera.
Ring fractures and topography near Fenton Hill suggest
the minimum principal stress in the NE-SW direction.
Thus the current knowledge of in situ principal stress
orientation is not sufficient to distinguish between the
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two fracture orientations that are consistent with the
particle motion of low frequency seismic noise. A
televiewer placed in EE-1 after hydrofracturing indi-
cated a NW-SE trending fracture.
Using borehole geophones during hydraulic frac-
turing experiments microearthquakes were recorded that
are believed to be due to the fracturing of rock as
the crack expands. Frequency range of the recorded
signals is a few hundred to a few thousand Hertz.
Unlike the longer period continuous noise just described,
these signals appear to be due to discrete events.
P and S wave arrivals could be determined in many of
the signals. Since only one seismic receiver could be
operated at a time, a unique location for each seismic
event cannot be determined. Using difference between
P and S wave arrival times the distance separating
the source and receiver can be determined. Polarization
of direct P waves gives two possible directions to the
event (Albright, 1976). If source mechanism is known
a unique direction can be determined. By careful selec-
tion between the two directions LASL HDR staff (1978)
found that all events recorded at common receiver depth
could be made to fall along a line which is interpreted
to be the plane of the hydrofracture. Orientations of
the lines vary a bit with depth but generally trend in
a NW direction which means that minimum compressive
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stress, S3, is SW-NE and is probably due to the proximity
to the Valles Caldera. To clarify the uncertainty in
source location, Aki (1977) studied P and S wave polari-
zation of the signals from the microseismic events and
concluded that if direction of S3 is SW-NE the events
must be dip slip normal faults located as far as 40 meters
from the pressurized well. If S3 is SE-NW he argues
that the events are strike slip along vertical planes
and fall very close to the pressurized well. For NW
minimum compressive stress the fracture must trend NE.
Aki's analysis presents an opposing view to the LASL
interpretation that the microseismic events fall along
the fracture and thus define the orientation and extent
of the fracture. Aki's conclusion is based on the
assumption that the microseismic events are shear-slips
which share the common S3 axis with the main hydro-
fracture, a mechanism attributed to decrease of effec-
tive normal stress by increased pore pressure along
fault plane by Lockner and Byerlee (1977) and Hill
(1977). At the time that hydrofracturing was performed,
permeability of the reservoir rock was near the virgin
in situ permeability which is approximately 400 times
less than that estimated by modeling flow through the
reservoir in 1976. Such low permeability means that
fluid pressure does not penetrate into the pores at a
very rapid rate since diffusivity in equation (6) is
very small. If pore pressure is not increased around
the hydrofracture, the mechanism suggested by Lockner
and Byerlee (1977) may not be operating in this case.
Microseismicity and low frequency noise recorded
during hydrofracturing experiments were interpreted
in terms of a single fracture created in the reservoir.
In order to further define the properties of this
single fracture, the shear shadowing experiments were
proposed. The purpose of these experiments was to
observe the different character of seismic signals
traveling between boreholes under unpressurized and
pressurized conditions. As found in Chapter 2, S waves
of a certain polarization cannot be transmitted through
a water layer imbedded between two elastic half spaces
so they are in effect shadowed by the fracture. In
an initial attempt at a shear shadowing experiment a
three axis geophone package was placed in GT-2 and
explosive sources were detonated in EE-1. Four receiver
locations were occupied at different times in GT-2. For
each receiver location, three shots were fired in EE-1
with the reservoir in an unpressurized state. The
receiver was left in place while explosives were reloaded,
positioned in EE-1 at the point where they had been pre-
viously fired and the wellbore pressurized to 100 bars.
The sources were then re-fired. Seismograms obtained for
two source receiver locations in pressurized and unpres-
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surized conditions are shown in Figure 4-1. It was
found that for source and receiver locations in the
depth range of 2600 to 2700 meters the high frequency
(3 KHz) waves present in seismograms when system was
unpressurized were nearly wiped out upon pressurization.
Waves of frequency less than 1 KHz were amplified by
pressurizing. Amplification of long period waves may
be due to reverberation of seismic waves traveling
back and forth between parallel fractures. Amplifi-
cation of long periods and the disappearance of high
frequencies when the system was pressurized, as well
as the complex waveforms recorded during the shear
shadowing experiment suggested that a system of
"multiple fractures" with lateral extent of at least
100 meters is present in the geothermal reservoir.
Another observation made from data collected
during the shear shadowing experiment was the appear-
ance of a strong arrival, when the system is pres-
surized, on seismograms recorded for source and
receiver depths at about 2450 meters, which is above
the temperature anomaly that is considered to be the
top of the heat extraction region. Aki (1977) found
that the particle motion of the late arrival was that
of an S wave which he interpreted to be the result of
a P wave scattered to an S wave at a depth of 2530 m
or an S wave scattered to an S wave at 2500 meters.
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If the wave is scattered off of the top of a crack,
the S wave polarization can be used to determine the
crack orientation. Aki (1977) found that the S wave
polarization requires a NW-SE trend for the main frac-
ture but that a single fracture is not sufficient to
explain the amplitude of the late arrival. Thus either
multiple cracks are required or some other scattering
source is responsible for the late arrival.
The shear shadowing experiment showed that in
order to explain details of the observed waveforms
a complex system of fractures was required. Further
definition of the detailed structure of the fracture
system was desired. The Dresser Atlas seismic equip-
ment with higher frequency range (8-18 KHz) provided
the ability to gain large amounts of high-quality
seismic data for detailed analysis. The original goal
of the dual well seismic experiment was to define the
extent of the fractured region by the use of waves
converted at the fracture and shadowing of S waves
by the fracture. In Chapter 4, we found that the
fracture was too complex for these short waves to
allow recording of clear converted waves. Scattering
due to small scale inhomogeneity was the dominant
factor. Analysis of data obtained during the two
dual well seismic experiments suggests the existence of
a wide range of scale of heterogeneity. Using results
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obtained in this thesis, the complex structure of the
heterogeneity will now be discussed.
The pattern of P, S and D type waves distinguished
by Albright (1978) and shown in Figures 4-5 and 4-6
show that some characteristics of wave polarization
persist over large regions in the reservoir. The
complete absence of S type waves when the reservoir
is pressurized may be explained by the existence of
one or more fractures through which S waves are poorly
transmitted. The absence of S type waves below the
Gneiss-Granodiorite contact in the unpressurized case
indicates that fractures are open even when the fluid
in the boreholes is not pressurized.
Other evidence for a large fracture in the reser-
voir can be found by comparing Q's in Table 4-7 with
the amplitudes of direct P wave arrival listed in
Table 4-4 and amplitude spectra shown in Figures 4-37,
4-38, and 4-39. In step 2, the amplitude spectrum
peaked at 12 KHz. Amplitude at 8 KHz was so low that
it dropped to noise level very soon after the P wave
arrival. In step 16 as well as pressurized step 11
the amplitude spectrum was peaked at 8 KHz and de-
creased considerably at 15 KHz. Low amplitude of
15 KHz compared to 8 KHz in the deeper steps could be
explained if Q of the medium between two boreholes
is very low at 15 KHz. Another explanation for loss
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of high frequencies is that they are poorly trans-
mitted through a fracture. Table 4-7 shows that Q
at 15 KHz is higher than Q at either 8 or 12 KHz
in step 16 and pressurized step 11 so the loss of
high frequency is due to a fracture. To investigate
the loss of high frequency signal we will assume that
Q of direct P waves is the same as that determined
using later arrivals in Chapter 4 and a comparison
will be made between the first arrival amplitudes for
steps 11 and 16 predicted using Q's given in Table 4-7
and actual amplitudes listed in Table 4-4. In order
to remove the effect of the source strength, ratios
of amplitudes between a given step and step 2 will be
compared in a manner similar to that used to construct
Table 4-6 (see equation 4-15). Measured values of
q = - (Table 4-6) found by comparing first
Qs Q2
arrival amplitudes of step s with step 2 will be
compared with q computed using distances xs given in
Table 4-3 and values of Q in Table 4-7. Q for step 2
unpressurized will be taken as 465 at 12 KHz and 315
at 15 KHz which are averages of the bounds found using
Sato's model. The ratio of predicted to measured
first arrival amplitude, Ap/Am , is found from
-= exp {- (qm - qp)} (8)
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where subscript m refers to quantity measured directly
from first arrival amplitude and p is predicted from
tables of Q and x. If first arrival amplitude is
decreased only through inelastic attenuation and if
Q of direct P waves is the same as that of scattered
waves, Ap/Am should be unity. The ratio differs dra-
matically from unity as is shown in Table 6. If the
very low Q's given in Table 5, found using the O'Connell
and Budiansky (1977) model, are used in (8) the large
values of Ap/Am in Table 6 are reduced by as much as
a factor of six but still show the features apparent
in Table 6. Because of the uncertainty of the applic-
ability of the model of O'Connell and Budiansky to
our data we will not pursue a fracture model based on
values of Q in Table 5. The most conspicuous feature
of the ratios in Table 6 is that they increase dramati-
cally with increasing frequency which means that high
frequency component of first arrivals have been severely
diminished by some mechanism other than anelastic
attenuation. The decrease in amplitude of high frequen-
cies can be reasonably explained by the existence of
multiple fractures between the wellbores that have verti-
cal extent of at least as large as 75 meters, the verti-
cal distance covered in steps 11 and 16. Transmission
coefficient for P waves incident on a fracture with
thi}ckness of a few millimeters shows frequency dependence
293
over a frequency range of 10-20 KHz, although trans-
mission through fractures less than 1 mm in thickness
is nearly frequency independent in the same range.
Table 7 lists the amplitude of the transmitted P
wave when a P wave of amplitude one is incident at
various angles on a fluid layer. Amplitudes are ob-
tained using the method described in Chapter 2.
Amplitudes of transmitted waves for frequencies
8, 12 and 15 KHz are given. Examination of the table
shows that amplitude of a 15 KHz wave may be as
little as one half the amplitude of an 8 KHz wave
after passing through a water layer. If a 15 KHz
wave passes through fouk fluid layers, each with a
thickness of 4 mm, at an angle of 600 from the plane
of the layer the amplitude of the wave will be de-
creased by a factor of (.31)- 4 or 108 which is nearly
equal to the decrease in amplitude of direct P wave
at 15 KHz observed in step 16 pressurized case. If
four fractures of thickness 2 mm are present the
factor of 20 decrease in amplitude observed in un-
pressurized step 16 can be explained. To explain
decrease in amplitude at 8 and 12 KHz only two or three
fractures of thickness 4 mm are required in the pres-
surized case. Since large uncertainties must be
assigned to ratios given in Table 6 it is not unreason-
able that there is some variation in the number of
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cracks required to fit the data. Nevertheless, the
number of fractures required is fairly well constrained
to be between two and four. Fracture thickness is
approximately 4 mm in the pressurized case and 2 mm
in the unpressurized case. The existence of multiple
fractures is also consistent with the observed ampli-
fication of 3 KHz waves during the shear shadowing
experiment where explosive sources were used. This
amplification must be due to reverberation of waves
between the fractures. Multiple fractures were also
required by Aki (1977) to explain amplitude of the
late S arrival observed at 2600 meters. The inability
to discern S waves in seismograms recorded in GT-2
is consistent with this model because amplitudes of
S waves traveling through a water-filled fracture
with thickness of 2-4 mm are so severely decreased
that they probably could not be observed after
passing through multiple fractures. If fracture thick-
ness is less than one millimeter, Figure 2-14 shows
that the transmitted SV wave amplitude becomes large
for angles less than the critical angle. S type
waves were observed in the lower part of unpressurized
step 16 in 1977 beginning at a depth where the incident
angle of waves on a vertical fracture is less than
critical. The appearance of S waves means that the
fracture thickness in the unpressurized part of step 16
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in 1977 was less than 1 mm. In the 1977 experiment,
seismograms recorded in step 16 contained much more
high frequency than in 1978 (compare Figure 4-7 with
4-11 and 4-8 with 4-12) which means that fractures
were less than 1 mm in width at the time of the first
experiment. Fracture width estimated from flow
experiments prior to 1977 seismic measurement is .2 mm.
It has now been established that much of the
seismic data obtained at Fenton Hill can be explained
by the existence of two to four water-filled frac-
tures with thickness of approximately 4 mm when bore-
holes are pressurized and 2 mm when no external fluid
pressure is applied. These fractures extend over
depth ranges that include at least the regions in
steps 11 and 16 and probably extend up to the gneiss-
granodiorite contact which makes the vertical extent
of the fractures as much as 200 meters. Seismic data
also gives evidence of smaller scale heterogeneity in
the reservoir. Small scale heterogeneities act as
scattering sources and are responsible for the lack
of coherence between seismograms. Successful appli-
cation of diffusion model of energy propagation to
data in steps 11 and 16 showed that these regions
are dominated by strong scattering. Differences in
direct P wave arrival times between pressurized and
unpressurized cases showed that the scale of the
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heterogeneity in step 16 is on the order of three meters
and that velocity inside the small heterogeneities is
at least 3% less when the system is pressurized.
Velocity variations in the heterogeneities are brought
about by the change in pore pressure in the micro-
cracks. Heterogeneities thus must represent regions
of increased microcrack porosity or permeability.
Extremely small scale heterogeneity in the form of
microcracks are present throughout the geothermal
reservoir and causes seismic velocities to be much
lower than would be predicted by measurements in core
samples removed at the time the boreholes were drilled.
5.4 Conclusions and Suggestions for Further Work
In this thesis we have studied theoretical prob-
lems and analyzed data in an attempt to define the
mechanical properties of a Hot Dry Rock geothermal
system. In the preceding section the evolution of
the conceptual model of a Hot Dry Rock system from
a single large fracture to a system of large multiple
fractures and smaller scale heterogeneity was developed.
The major accomplishments made and conclusions about
the Fenton Hill geothermal system are:
(1) A Hot Dry Rock geothermal system provides
an excellent field laboratory for study of
seismic properties of rock. Because of the
297
abilities to control fluid pressure, obtain
core for laboratory studies and introduce
new microcracks through heat extraction we
have a unique opportunity to compare seismic
field measurements with laboratory measure-
ments and theoretical formulations of rock
properties.
(2) High frequency seismic waves (8-15 KHz) have
been successfully used to probe the detailed
structure of the reservoir.
(3) Velocity decrease due to introduction of
microcracks during heat extraction has been
observed. Velocity variations with fluid
pressure changes have also been observed.
We find that velocity decreases almost linearly
with change in temperature from the virgin
in situ temperature. Rate of change of
velocity with temperature is 1.07 (km/sec)/100C.
Thus velocity may be used to effectively monitor
changes in temperature in the reservoir.
(4) Using methods developed by Cheng (1978) to
model laboratory measurements of velocity,
the in situ microcrack spectra have been
estimated from field velocity measurements.
Microcrack porosity is estimated to be as
much as four times the virgin microcrack
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porosity. Changes in porosity with
pressure were computed and found to be
approximately one order of magnitude larger
than were found from flow experiments indi-
cating that some flow occurs along a path
whose channel capacity is little affected
by pressure. Those paths are called self-
propped fractures since they are open even
when outside fluid pressure is not applied.
(5) Spectral analysis of windowed seismograms
revealed that logarithm of spectral ampli-
tude times the time t measured from source
origin time decreased nearly linearly with
t, when the amplitudes were averaged over
many seismograms. Spectral amplitudes of
individual seismograms showed no consistent
pattern.
(6) Envelopes of spectral amplitude in unpres-
surized step 2 were modeled using Sato's
(1977b) single isotropic scattering model
and Q of approximately 465 at 12 KHz was
found. At 15 KHz, Q was found to be about
315. Diffusion model of energy propagation
adequately explains energy propagation in
the highly fractured region of steps 11 and
16. Values of Q were also estimated for
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these regions. Diffusion coefficients were
poorly constrained.
(7) Average spectral amplitudes of pressurized
step 2 seismograms decreased as time increased
from source firing except for two jumps. The
first jump in amplitude is due to the arrival
of the S wave. The second jump is probably
due to some reflection off the top of the
region from which heat is being extracted.
The arrival of scattered waves is not apparent
in individual seismograms and was not success-
fully amplified by phase shifting and stacking
of seismograms.
(8) Differences in travel times between pres-
surized and unpressurized cases were found to
be smooth functions of seismic source loca-
tion at steps 2 and 11 in 1978 and steps 2
and 7 in 1977. Differences in travel times
in step 30 in 1977 and step 16 both years
showed variation with source depth with a
characteristic length of approximately 3 meters.
This indicates the existence of heterogeneity
that has scale of 3 meters in these regions.
Velocity variation in the heterogeneity due to
pressurizing the reservoir is approximately
3%.
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(9) Diffraction of P and S waves by finite empty
and fluid-filled (zero viscosity) cracks
has been studied. Only waves with wavelength
on the order of the crack length were con-
sidered.
(10) Transmission and reflection of P and S waves
incident on a fluid layer imbedded between
two elastic half spaces have been studied as
a function of elastic properties of fluid
and solid, fluid viscosity as well as fluid
layer thickness.
(11) Frequency dependence of the attenuation of
direct P waves was compared to that of later
arriving scattered waves and interpreted in
terms of the number and thickness of large
fractures present in the geothermal reservoir.
Attenuation of scattered waves is due to the
anelastic properties of the medium while direct
P waves lose energy to anelasticity as well
as reflection by the fractures. It was found
that at the time of the 1978 experiment two
to four fractures, each with thickness of 4 mm
in the pressurized case and 2 mm in the un-
pressurized case, are required to explain the
observed low amplitude of high frequency waves.
Higher frequencies observed in 1977 mean that
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fractures were less than 1 mm thick at that
time. Vertical extent of the fractures may
be as much as 200 m. Orientation of the frac-
ture is either NW-SE or NE-SW as determined
from seismic noise generated during hydro-
fracturing as well as microseismic events.
S wave scattered off the top of the fracture
implies a NE-SW fracture direction while a
televiewer placed in the borehole indicated
a NW-SE direction.
Clarification of the mechanical properties of the
geothermal system could be obtained through further
seismic experimentation. In particular I propose the
following
(1) Repeat of the dual well seismic experiment
using lower frequency source. Lower frequen-
cies are less affected by fine scale struc-
ture of the medium and may provide a clearer
image of the gross structure of the reservoir.
(2) Collection of three component seismic data at
two or more receiver locations so that type
of waves may be determined and propagating
wavefronts reconstructed.
(3) Detailed laboratory studies on core samples
removed from various depths in the reservoir.
Measurements of static strain and velocity
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as a function of effective pressure could
be made to check the in situ measurements
as well as find pore aspect ratio spectra
of cracks.
(4) Careful and extensive dual well seismic
measurements made in a new reservoir loca-
tion before hydrofracturing. This is impor-
tant so that the effects of fracturing and
heat extraction on seismograms can be easily
and accurately determined.
(5) Use of two or more stations to record micro-
seismic signals generated by hydrofracturing.
This would eliminate the present uncertainty
in'location of seismic sources.
(6) Perform a diffraction experiment using surface
sources and receivers as well as borehole
receivers. Use of long period (.1 sec) waves
may provide information on the total reservoir
in three dimensions, as the long period
seismology provides information on the gross
features of earthquake fault motion.
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Frequency
11
16
16
Table 1.
12
15
8
12
267
255
88
295
192
241
276
77
169
Q found by using diffusion model to
predict seismogram envelope.
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Step
Table 2a. Crack aspect ratio spectra for rock in
region of step 2.
Pressurized: effective pressure = 150 bars
Aspect Ratio
1.0
.0096
.0017
.0012
.0008
.0005
.0001
Concentration
1.78 x 10-2
-3
1.94 x 10
1.27 x 10-4
-5
7.29 x 10-
-5
5.82 x 10-
-4
2.78 x 10
5.12 x 10-5
Unpressurized: effective pressure = 200 bars
Aspect Ratio
1.0
.0095
.0016
.0011
.0007
.0004
Concentration
-2
1.78 x 102
1.89 x 10-3
-4
1.17 x 10-4
-5
6.54 x 10-
-5
4.94 x 10-
2.24 x 10-4
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Table 2b. Crack aspect ratio spectra for rock in
region of step 11
Pressurized: effective pressure = 100 bars
Aspect Ratio
1.0
.0096
.0018
.0013
.0009
.0005
.0007
Concentration
-2
1.78 x 102
-3
2.88 x 10
-4
2.79 x 10-
2.61 x 10-4
-4
4.62 x 104
2.97 x 10-4
1.30 x 10-51.30 x 10
Unpressurized: effective pressure = 200 bars
Aspect Ratio
1.0
.0093
.0014
.0010
.0007
.0003
Concentration
1.78 x 10-2
-3
2.79 x 10
-4
2.29 x 10
1.96 x 10-4
-4
3.27 x 10
1.50 x 10-4
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Table 2c. Crack aspect ratio for rock in region of
step 16.
Pressurized: effective pressure = 100 bars
Aspect Ratio
1.0
.0095
.0017
.0012
.0009
.0004
Concentration
-2
1.78 x 10
-3
3.82 x 10
4.41 x 10-4
-4
2.82 x 10
7.02 x 10-4
1.98 x 10-4
Unpressurized: effective pressure = 200 bars
Aspect Ratio
1.0
.0092
.0014
.0009
.0007
.0001
Concentration
1.78 x 10-2
-3
3.69 x 10
-4
3.55 x 10-
-4
2.03 x 10
-4
5.02 x 10-4
6.29 x 10-5
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Table 2d. Crack aspect ratio spectrum for rock in
region of step 16 during 1977 experiment.
Pressurized: effective pressure = 100 bars
Aspect Ratio
1.0
.0096
.0018
.0013
.0010
.0006
.0001
Concentration
-2
1.78 x 10
-4
2.88 x 10
3.15 x 10-4
2.98 x 10-4
-4
5.29 x 10
-4
4.02 x 10
3.22 x 10-5
Unpressurized: effective pressure = 200 bars
Aspect Ratio
1.0
.0093
.0015
.0010
.0007
.0003
Concentration
1.78 x 10-1
2.78 x 10-4
2.64 x 10
2.34 x 10 - 4
3.98 x 10-4
2.48 x 10-4
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Table 3. Microcrack porosity as determined from velocity
measurements.
Effective Microcrack
Case Pressure(bars) Porosity (%)
Virgin rock 100 .131
Virgin rock 200 .120
Step 2 pressurized 150 .253
step 2 unpressurized 200 .235
step 11 pressurized 100 .419
step 11 unpressurized 200 .369
step 16 pressurized 100 .544
step 16 unpressurized 200 .481
step 16 (1977) pressurized 100 .186
step 16 (1977) unpressurized 200 .142
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* 46
Pressure
(bars)
Step 2 Step 11 Step 16 Step 16 (1977)
-65.2 x i0 6
-6
3.6 x 106
-6
2.6 x 10-6
2.0 x 10-6
-68.0 x 106
-6
5.6 x 106
-6
4.6 x i0 6
4.6 x 10-64.6 x 10
1.0 x 10 - 5
8.0 x 10- 6
6.6 x 10- 6
4.0 x 10-64.0 x i0
7.6 x 10-6
5.2 x 10 6
4.0 x 10-6
4.0 x 10-6
-6
1.8 x 106
-6
1.6 x 106
8.0 x 10-7
8.0 x 10-78.0 x i0
-i
Table 4. Microcrack compressibility (aO/aP) in bars-1 found using pore aspect ratio
spectrum for each step and Cheng's (1978) crack closure model.
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100
200
300
Virgin
Table 5. Q calculated using pore aspect ratio spectra
given in Table 2 in model of O'Connell and
Budiansky (1977).
Frequency (KHz)
118
129
134
15
12
15
1 1Q Qp Qup
p up
82
90
95
33
32
31
25
23
23
.004
.003
.003
.005
.006
.008
.004
.009
.010
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Step
11
11
11
16
16
16
Step 8 KHz 12 KHz 15 KHz
N
11 4.0
16 2.4 21.3
N 11 3.4 7.5 96
S 16 3.2 12.2 133
Table 6. Ratios of first arrival amplitude predicted from
measurements of Q on scattered waves to actual
first arrival amplitudes.
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Layer thickness in millimeters
Frequency
15
12
.54
.57
.60
15
11 12
n 8
.69
.72
.77
.80
.85
.90
2
.40
.45
.53
.51
.57
.67
.59
.67
.79
3
.30
.36
.45
.38
.45
.57
.45
.52
.67
4
.24
.29
.38
.31
.37
.49
.35
.42
.57
5
.20
.24
.33
.25
.31
.42
.29
.36
.49
Table 7. Transmitted P wave amplitude normalized by
incident wave amplitude when P wave is incident
on a water layer.
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Figure Caption
Figure 1. P wave velocity measured in the pressurized
case for each step vs. change in temperature from
the virgin in situ temperature. Data for both
1977 and 1978 experiments are plotted.
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Appendix A Finite Difference Method
Rather than trying to solve a second order differential
equation by a finite difference method to obtain the solution
of the wave equation in two dimensions for a crack problem
Madariaga (1976) solves an equivalent system of first order
equations. The procedure developed by Madariaga gives solutions
for stress and particle velocities. There are two advantages
with this approach when solving crack problems: (1) boundary
conditions are given in terms of stress and displacement which
are easily adapted to the numerical scheme, and (2) numerical
integration of velocities yields a displacement function which
is very smooth - also velocities are essential for computation
of far-field radiation.
The set of first order equations that is equivalent to the
equation of motion in two dimensions with no body forces is:
*a at aiTr = X(- + -) + 2iy
yy ax ay ay
S -= (- + -) + 2xx ax ay x
au a
pv Tx y -PV ax xy ay yy
where X, I are Lame's constants.
We solve the above equation by a finite difference method
using a staggered grid method. Velocities are defined at times
kAt and stresses at times (k + 1/2)At. The cell whose corner is
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at nAx, mAy is arranged so that u is defined at position nAx,
mAy, v at (n + 1/2)Ax, (m + 1/2)Ay; Txx and yy at position
(n + 1/2)Ax, mAy and Txy is defined at position nAx,(m + 1/2)Ay.
This arrangement is shown in Figure 1.
Define A(n,m,k) to be the particle velocity in the x-
direction at position nAx, mAy and time kAt. Derivatives are
replaced by the following central difference operations.
(n,m,k+1/2) 1{ (n,m,k+l) -t(n,m,k)}
- (n+ ,m,k) +' -- {(n+l,m,k)-i(n,m,k)} i x6xd (n +-,m k )  (A2)
a ,k+l) 1 1 1 k 1 k
Txy (n,m+1,k+ { Txy (n,m+ k+-)-Txy(n,m+,k+ } -6 yTxy(rnm+Lk+)
Defining H A = At as the time-space ratio of the grid, theAx Ay
numerical equivalent of (Al) is
pA(n,m,k+l) = pA(n,m,k)+H{6 T xx(n,m,k+ ) + 6 Tx y (n , m , k + ) }
1 1 1 1 1 1 1 1 11p (n+ -,m+ l -,k+l) = p(n+, m+ k)+H{ 6xxyk+ )+ (n+m k,m k+ )}
1 1 1 1 1 
Tyy(n+ ,m,k+ ) = Tyy(n+-,m,k- )+XH6xd(n+ -m, k)+(X+2-)H6 f(n+ m,k)
Txx(n+ ,m,k+ ) =Txx(n+lmk - )+H6 (n+ ,m, k)+(X+2p)H6xu(n+ ,m,k)
xy(nm+ ,k+ ) =  xy(nm+,k- )+H{y(nm+ ,k)+x(nm+
T (n,m+ rk+) =TC (n,m+,k 1 )+H{6 a(n,m + 1 rk
xy 2 2 2y
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Stability and dispersion of the numerical solution have
been discussed by Madariaga and reference is made to his paper.
He finds the condition for stability is
H 1/ J-2
which is the usual result for a two-dimensional wave equation.
Study of the dispersion relation shows that the continuum
dispersion relation w = kc, k = wave number, is obtained for
wavelengths where there are at least 5 cells per wavelength.
Waves are dispersive for higher frequencies.
Various tests of the validity of this leap-frog finite
difference scheme have been made by Madariaga and in the
course of the present study. Some of these tests have been
discussed in the text.
Special considerations are necessary to satisfy the boundary
condition for a fluid filled crack because this condition involves
displacement and not velocity. Since vdis antisymmetric when
solving the problem defined by equation (1) we may write (2-51) as
1 K 2d 1 K d k 1Tyy(n+ ,O,k) = AV (n+-,0,k) = - (n+2,0,k)
This can be re-written using (A2) as
1 = 1 2 K 'c 1
T yy(n+1 0,0k+) = (n+ O,k-1) + At V (n+, ,0,k)
This gives a procedure for applying the boundary condition for a
fluid filled crack. There is a slight error introduced by this
procedure since Vd is computed at y = 2Ay, not y=0. This error
is considered to be negligible since there was little difference
between analytic and numeric computations for the problem of P
wave normally incident in a fluid layer as is discussed in the text.
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Figure Caption
Figure 1. The finite difference grid used to obtain the
numerical solution to the diffraction problem in Chapter 2.
The grid is staggered in time so that stresses are defined
1
at times (k + )At and particle velocities are defined
at kAt.
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Appendix B
Method of picking arrival times
First arrival times for P waves were picked with
a computer program designed specifically to work for
the type of data obtained in the dual well seismic
experiment. Computer picking of arrival times was
possible because most of the first arrivals were of
the same frequency throughout the experiment. Rather
than trying to measure the first arrival time of the
P wave at the point where there is an obvious break
in the signal from noise to a coherent signal, I
chose to pick the time of the first minima in the
seismic signal. This should introduce at most a 1/2
period error in arrival time which will be consistent
throughout the experiment provided that the character
of the first wave pocket does not change a great deal.
Since the frequency of the signal is approximately
12 KHz, a 1/2 cycle error in origin time amounts to
an error of about .04 milliseconds out of a total
travel time of greater than 2.5 milliseconds.
The first arrival will be defined as the first
minimum in the seismic signal on the trace. This
will also be referred to as the first minimum. The
peak or maximum that follows the first minimum (by
about .04 milliseconds) will be called the first
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maximum.
A brief description of the algorithm used to
pick first arrival time on seismograms recorded in
GT-2 will now be given. The actual program evolved
through a "learning process". Modifications were
made to an original program as problems arose. The
program contains a number of parameters which can
be adjusted for various sets of data.
First, we need to define acceptable standards
for a point to be a first arrival and then write
a computer program to check points in a signal to
see if they-meet the standards defined. Definition
of a first arrival consists of the following:
(1) The point must be a relative minimum point of
the signal - i.e. amplitude of the signal both
forwards and backwards in time from the first arrival
must be larger in value than the first arrival.
(2) The first arrival must fall at a point in time
greater than some predetermined time. This predeter-
mined time is the same forall data for one step of
the experiment. The time was chosen by visual inspec-
tion of the seismic traces.
(3) The frequency of the first arrival must be greater
than about 10 KHz. This frequency was varied for
different sets of data.
(4) Signal to noise level of the first arrival must be
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of a certain level. Signal to noise was checked in
two ways; (a) compute the standard deviation of five
sets of data each consisting of 6 consecutive points
(period of most first arrivals) using points of the
signal that occur before the first P arrival. Each
set of six points began with a relative minimum
point. The average value of the standard deviation
of these five sets of data was computed. The standard
deviations of the first arrival and the next five
points must exceed the value of the average standard
deviation of the five sets of data by a given factor.
In addition, the standard deviation of sets of points
beginning with the three relative minima after the first
arrival must exceed the average value of the original
five sets of data. (b) The amplitude of the first maxi-
mum after the first arrival must be greater than a
weighting factor times the amplitude of the first
maximum of the preceding seismograms in the same step.
(5) The change of arrival times from seismogram to
seismogram was checked. The first arrival time was
not allowed to vary by more than about .04 milliseconds
from one seismogram to the next seismogram. Since the
speed of the seismic source was about 20 feet/min and
the time between successive seismograms 400 milliseconds,
the difference in source positions is less than 4 cm
(.133 feet). It seems reasonable to assume that a
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difference in source location of this size would not
effect the travel time by greater than .04 milliseconds.
Each seismogram is checked for a point that
satisfies the above criteria. If no point is found,
the requirements are modified slightly and the signal
is checked again. If no arrival is found after a
sequence of modifications to the criteria for a first
arrival, a no reading code is signalled and the next
seismogram is processed. There were typically less
than 5 no reading codes triggered for each 1000
seismograms examined. Parameters were defined to
indicate how severely the initial first arrival cri-
teria had to be.modified before a first arrival was
found. Most arrivals were picked with little modifi-
cation of the original criteria.
The first arrivals for each step were plotted as
a function of position along the wellbore in order
to visually inspect the data. Once this plot was
made, the overall quality of the first arrival picks
could be judged. Usually the plot consisted of
regions where arrivals read on successive seismograms
fell very close to each other as well as regions where
arrival times varied drastically from seismogram to
seismogram. This large variation was considered to
be the result of bad first arrival picks due to poor
quality of the seismograms. Data from these regions
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were omitted from further analysis unless minor ad-
justments in the criteria to pick first arrivals
could be made and the seismograms successfully re-
processed. The data that is inverted for velocity
and plotted in Chapter 4 represents the data that
was considered to be of sufficiently good quality to
justify further analysis. This data contained a
few picks of arrival times that were significantly
different from the seismogram preceding or following
the "bad pick." In these cases, less than 10 out
of 1000, the bad picks were changed to follow the
trend of the other data.
As a final check on the arrival times chosen by
the program, a few of the times were checked against
plots of the seismograms. The arrival times could
be picked visually to within about ±.04 milliseconds.
The error in the position of the first minimum chosen
by the computer algorithm is .01 milliseconds provided
the correct minimum is chosen. The arrivals chosen
by computer agreed well with those found from the
plots of the seismograms.
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Appendix C
Damped Least Squares Inversion
It is often found that the matrix A A in equation
7, Chapter 4 is singular or nearly singular. To inves-
tigate the case, begin by rewriting (6), Chapter 4,
as
A Y = (ATA)x (1)
The matrix A Y is an (M+N) by 1 matrix which will be
called D. This matrix is composed of linear combina-
tions of the data. Matrix A TA is an (N+M) by (M+N)
square matrix which will be renamed B. If B is
non-singular a set of (M+N) independent vectors of
length (N+M) can be found that satisfy
BQk = XkQk k=l,2....M+N (2)
The Qk are called the eigenvectors of B and the Xk
are the associated eigenvalues. Since the Qk are
linearly independent they span the (M+N) dimensional
vector space which means that any M+N vector can be
written as a linear combination of the Qk's. In
particular X and D can be written as linear sums of
the Qk's.
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X = CE kQk
k (3)
D = E 8kQk
k
From (1 )
B Z akQk E B x = D = E SkQk (4)
k k
Using (2)
B akQ k = akBQk = E k kQk kQk (5)
k k k k
Since the Qk are linearly independent, equation (5)
may be reduced to (M+N) equations, one for each value
of k
akkQk = akQk (6)
The right hand side of equation (6),which is the part
of D which is parallel to the Qk vector, will be called
Dk .  The part of X that is parallel to the vector Qk
is given by akQk. The goal is to find the value of
ak k , the kt h component of our model or solution, once
Dk which is the kth component of data is known. In
principle the solution is given by
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SkQk 1
Xk = XkQk Xk k Dk  (7)
Consider the case where the data D contains errors
so that D = D + AD where AD is the error in the
data. The error in the kth component of the model
resulting from an error in the kth component of
data is given by
AX 1 ADk (8)AXk = kk
If matrix B is nearly singular then one or more
of the values of Ak will be much smaller than the
other values. Since the model vector AXk is related
to the data vector by the inverse of the eigenvalue,
these small values of Ak have the effect of intro-
ducing large errors in the resulting model due to
small errors in the data. In order to decrease the
effect of the error in the predicted model resulting
from error in the data, a small positive quantity,
62, is added to each diagonal element of the matrix B.
This has the effect of increasing each of the eigen-
values of A A by an amount E2. For large eigenvalues,
the effect is negligible and, by (8), the changes in
the model resulting from the additions of £2 are small.
For small eigenvalues, the changes in values are large
and the result will be to significantly decrease the
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value of the Xk associated with the small eigenvalues.
The net effect of adding c2 to each eigenvalue is to
produce a poorer fit of the model to the data but at
the same time the predicted error in the model
resulting from errors in the data is decreased. To
quantify these motions define the resolution matrix,
R, and covariance matrix, C.
-lR = (B + 2 I)-1 B
C = <AX AX> = <(B + 2 I)- ADBAD (B + £21)>
(9)
= (B + £2I)- ADBAD (B + £2I)
The resolution matrix provides a measure of how close
the inverse matrix, (B + c2I)-1 is to the true least
squares inverse B1. If 2 = 0 the resolution matrix
will be the identity matrix. The covariance matrix
is a measure of how much the error in the data pro-
duces error in the model. If it is assumed that the
components of the data vector, D, are statistically
independent and share the same variance, a2, then
C = Cr2(B + £2j-1 B + E2I)-l (10)
This calculation of C enables one to place bounds on
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possible models to fit the data. The inverse (B + E 2I)-1
is called the damped least squares inversion of matrix B.
The eigenvalues of matrix A A (see equation 8,
-2
Chapter 4) were typically in the range of 8 x 10 to
8 x 102. This large range of eigenvalues justifies use
of the damped least squares inversion technique. The
smallest eigenvalue corresponds to the model parameter
giving the distance between the wellbores. In order
to reduce the predicted error for the computed wellbore
spacing, a value of .05 was chosen for E2. The result
is a decrease by a factor of about 2 in the predicted
error in wellbore spacing from the error predicted if
:2 is chosen to be 0.
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