Abstract Prostate cancer remains one of the leading causes of cancer death worldwide, with a reported incidence rate of 650,000 cases per annum worldwide. The causal factors of prostate cancer still remain to be determined. In this paper, we investigate a medical dataset containing clinical information on 502 prostate cancer patients using the machine learning technique of rough sets.
I. INTRODUCTION
rostate cancer is the second leading cause of mortality in men, exceeded only by lung cancer. The cause(s) of this form of cancer remain to be elucidated, but factors such as diet, heredity, and environmental factors that effect male hormones (androgens) have been implicated in epidemiological studies [1, 3, 5] H. MD Santos, is with the Department of Information Systems, University do Minho, Guimaraes, Portugal (e-mail: t ); IEEE member incidence of prostate cancer increases with age. This will present an increased incidence as the world population tends towards increased longevity. This trend is alarming and warrants investigating the causative factors in prostate cancer through all available means. In this paper, we present the results of a machine learning technique based on rough sets to the study of a clinically relevant prostate cancer dataset.
In this study, we investigate a dataset containing data on 502 (29%/71% live/dead) patients that were diagnosed with prostate cancer. The dataset contains 18 attributes including the decision attribute (see section 2.1 for a listing of the attributes) with 27 missing values (0.30/O). We investigated this dataset with respect to the following: i) attribute pruning, ii) classification accuracy and iii) rule induction. Pruning (dimensionality reduction) removes variables that are not directly related to the classification process. This feature of rough sets makes the dataset much easier to work with and may help to highlight the relevant classification features of the data. Once the redundant features have been pruned from the dataset, rough sets is used in the classification process, mapping attributes and their values to decision classes. In many cases, rough sets are able to produce classification accuracy that is superior to more 'traditional' classification algorithms. Lastly, rough sets provide a set of decision rules that are readily interpretable by a domain expert. These rules map attributes and their values to decision classes. These three facilities available in the rough set paradigm provide a unique and consistent approach to extracting knowledge from data. In the next section, we present an overview of rough sets, followed by the use of rough sets to classify this particular dataset, followed by a results section and lastly a summary of this work. rostate cancer is the second leading cause of mortality in men, exceeded only by lung cancer. The cause(s) of this form of cancer remain to be elucidated, but factors such as diet, heredity, and environmental factors that effect male hormones (androgens) have been implicated in epidemiological studies [1, 3, 5] . Currently, two standard tests are used for early detection of prostate cancer: of cancer. Current treatments entail chemotherapy, surgery or a combination of the two depending on the stage of disease progression. Further, the incidence of prostate cancer increases with age. This will present an increased incidence as the world population tends towards increased longevity. This trend is alarming and warrants investigating the causative factors in prostate cancer through all available means. In this paper, we present the results of a machine learning technique based on rough sets to the study of a clinically relevant prostate cancer dataset.
II. INTRODUCTION TO ROUGH SETS
Rough set theory is a relatively new data-mining technique used in the discovery of patterns within data first formally introduced by Pawlak in 1982 [10, 1 1] . Since its inception, the rough sets approach has been successfully applied to deal with vague or imprecise concepts, extract knowledge from data, and to reason about knowledge derived from the data [12, 14] . We demonstrate that rough sets has the capacity to evaluate the importance (information content) of attributes, discovers patterns within data, eliminates redundant attributes, and yields the minimum subset of attributes for the purpose of knowledge extraction.
The first step in the process of mining any dataset using rough sets is to transform the data into a decision table. In a decision table (DT), each row consists of an observation (also called an object) and each column is an attribute, one of which is the decision attribute for the observation {d}. Formally, a DT is a pair A = (U, Au{d}) where d X A is the decision attribute, U is a finite non-empty set of objects called the universe and A is a finite non-empty set of attributes such that a:U->Va is called the value set of a. Once the DT has been produced, the next stage entails cleansing the data.
There are several issues involved in small datasets-such as missing values, various types of data (categorical, nominal and interval) and multiple decision classes. Each of these potential problems must be addressed in order to maximise the information gain from a DT. Missing values is very often a problem in biomedical datasets and can arise in two different ways. It may be that an omission of a value for one or more subject was intentional -there was no reason to collect that measurement for this particular subject (i.e. 'not applicable' as opposed to 'not recorded'). In the second case, data was not available for a particular subject and therefore was omitted from the table. We have 2 options available to us: remove the incomplete records from the DT or try to estimate what the missing value(s) should be. The first method is obviously the simplest, but we may not be able to afford removing records if the DT is small to begin with. So we must derive some method for filling in missing data without biasing the DT. In many cases, an expert with the appropriate domain knowledge may provide assistance in determining what the missing value should be -or else is able to provide feedback on the estimation generated by the data collector. In this study, we employ a conditioned mean/mode fill method for data imputation. In each case, the mean or mode is used (in the event of a tie in the mode version, a random selection is used) to fill in the missing values, based on the particular attribute in question, conditioned on the particular decision class the attribute belongs to. There are many variations on this them, and the interested reader is directed to ( [8,9,13] ) for an extended discussion on this critical issue. Once missing values are handled, the next step is to discretise the dataset.
The basic philosophy of rough sets is to reduce the elements (attributes) in a DT based on the information content of each attribute or collection of attributes (objects) such that the there is a mapping between similar objects and a corresponding decision class. In general, not all of the information contained in a DT is required: many of the attributes may be redundant in the sense that they do not directly influence which decision class a particular object belongs to. One of the primary goals of rough sets is to eliminate attributes that are redundant. Rough sets use the notion of the lower and upper approximation of sets in order to generate decision boundaries that are employed to classify objects. Consider a decision table A = (U, Au{d}) and let B c A and X c U. What we wish to do is to approximate X by the information contained in B by constructing the B-lower (BL) and B-upper (BU) approximation of X. The objects in BL (BLX) can be classified with certainty as members of X, while objects in Bu are not guaranteed to be members of X. The difference between the 2 approximations: BU -BL, determines whether the set is rough or not: if it is empty, the set is crisp otherwise it is a rough set. What we wish to do then is to partition the objects in the DT such that objects that are similar to one another (by virtue of their attribute values) are treated as a single entity. One potential difficulty arises in this regard is if the DT contains inconsistent data. In this case, antecedents with the same values map to different decision outcomes (or the same decision class maps to two or more sets of antecedents). There are means of handling this and the interested reader should consult [2, 4] for a detailed discussion of this interesting topic. The next step is to reduce the DT to a collection of attributes/values that maximises the information content of the decision table. This step is accomplished through the use of the indiscernibility relation IND(B) and is defined for any subset B c A ( B c A u {d} ) as follows:
The elements of IND(B) correspond to the notion of an equivalence class. The advantage of this process is that any member of the equivalence class can be used to represent the entire class -thereby reducing the dimensionality of the objects in the DT. This leads directly into the concept of a reduct, which is the minimal set of attributes from a DT that preserves the equivalence relation between conditioned attributes and decision values. It is the minimal amount of information required to distinguish objects with in U. The collection of all reducts that together provide classification of all objects in the DT is called the CORE(A). The CORE specifies the minimal set of elements/values in the DT which are required to correctly classify objects in the DT. Removing any element from this set reduces the classification accuracy. It should be noted that searching for minimal reducts is an NPhard problem, but fortunately there are good heuristics that can compute a sufficient amount of reducts in reasonable time to be usable. In the software system that we employ an order based genetic algorithm (o-GA) which is used to search through the decision table for approximate reducts [15] . The reducts are approximate because we do not perform an exhaustive search via the o-GA which may miss one or more attributes that should be included as a reduct. Once we have our set of reducts, we are ready to produce a set of rules that will form the basis for object classification.
Rough sets generates a collection of 'if..then..' decision rules that are used to classify the objects in the DT.
These rules are generated from the application of reducts to the decision table, looking for instances where the conditionals match those contained in the set of reducts and reading off the values from the DT. If the data is consistent, then all objects with the same conditional values as those found in a particular reduct will always map to the same decision value. In many cases though, the DT is not consistent, and instead we must contend with some amount of indeterminism. In this case, a decision has to be made regarding which decision class should be used when there are more than 1 matching conditioned attribute values. Simple voting may work in many cases, where votes are cast in proportion to the support of the particular class of objects. In addition to inconsistencies within the data, the primary challenge in inducing rules from decision tables is in the determination of which attributes should be included in the conditional part of the rule. If the rules are too detailed (i.e. they incorporate reducts that are maximal in length), they will tend to overfit the training set and classify weakly on test cases. What are generally sought in this regard are rules that possess low cardinality, as this makes the rules more generally applicable. This idea is analogous to the building block hypothesis used in genetics algorithms, where we wish to select for highly accurate and low defining length gene segments [14] . Discussion of these ideas is beyond the scope of this paper and the interested reader is directed towards [12] for a detailed discussion of these alternatives.
The rules that are generated are in the traditional conjunctive normal form and are easily applied to the objects in the DT. What we are interested in is the accuracy of the classification process -how well has the training rule set classified new objects? In (10) These are standard issues that hold true for any machine learning application. In addition questions arise regarding methods for handling biomedical datasets that contain an unequal distribution of decision class objects. Traditionally in rough sets, validation is accomplished through N-fold validation, where the N is dependent upon the particular dataset at hand -but generally a 70/30 training/validation scheme is used, with replication with replacement on the order of 10% of the sample size. In the next section, we describe the dataset that was used in this study. In addition, we describe how we analysed this dataset with respect to handling missing values, discretisation and our validation procedure strategy.
III METHODS
The structure of the dataset consisted of 18 attributes, including the decision attribute (labelled 'status') which is displayed for convenience in table 1 above. There were 502 entries in the table with only 27 missing values. We employed a 'filling in' technique to complete the dataset by using a conditioned mean fill algorithm. Essentially, each missing attribute is replaced by the mean for those attributes that belonged to the same decision class. Once all of the missing values were replaced, we then proceeded to discretise the dataset. Since rough sets works ideally with categorical data, we discretised all ordinal attributes in order to generate a completely categorical dataset. We discretised the following attributes: sbp, dbp, Hg, Sz, and Index of Stage and Histology attributes into 3 bins using equal frequency binning. We also removed by masking the following attributes: Patient number and date on Study. We also determine the Pearson's Correlation Coefficient of each attribute with respect to the decision class. The correlation values can be used to determine if one or more attributes are strongly correlated with a decision class. In many cases, this feature can be used to reduce the dimensionality of the dataset prior to classification. With these pre-processing steps completed, we then applied the rough sets algorithm to the dataset. After several experiments, we decided to use dynamic reducts based on the resulting classification accuracy. With the collection of dynamic reducts, we went on to produce the final classification. We tried variations in the number of training and testing objects, and found that a 70/30 split provided the best result. We repeated the classification process 20 times, selecting randomly with replacement. The results we obtained are described in the next section.
IV RESULTS
The classification accuracy obtained in this study was significantly affected by the extent of the pre-processing procedure. Without any pre-processing at all, we obtained an average classification accuracy of approximately 60% (10 trials). We therefore pre-processed the dataset according to the strategies specified in the methods section described above.
We first calculated the Pearson Correlation coefficients for all attributes in the decision table (excluding the decision attribute). We did not find any attributes that were strongly correlated with a particular decision class, although the Dtime attribute yielded a large negative correlation (-0.74). The summary results for the correlation analysis are displayed in table 2 below. From our experience, attributes with very low correlation coefficients (positive or negative) can be removed from the decision table without compromising classification accuracy [7, 12] . This particular dataset yielded very low correlation coefficients for virtually all attributes, indicating that the decision class was not heavily weighted towards any particular attribute(s). We therefore did not exclude any attributes when generating decision rules based on the value of the correlation coefficient.
We generated dynamics reducts from the DT -as this method generally performs best when the data has a reasonably large number of attributes (8, 534 in this dataset). We then generated rule from the dynamic reducts, followed by classification of the test cases (25% -125 objects were randomly selected with replacement for classification purposes). Table 3 presents five randomly selected confusion matrices that we generate from the classification procedure. The overall average classification accuracy was 89.6%, which is considerably better than other reported results on this dataset of 80 and 83% respectively [6, 14] .
The classification accuracy may have biased by the low number of 'live' patient cases in this study (29% or 146/502 cases) -resulting in low false positives (last entry in each test result under the 'Alive' column heading in Table 3 ). In this study, we examined the information content of a clinical dataset contained 18 attributes (decision class inclusive) on 502 instances of prostate cancer. We were primarily interested in how well the attributes mapped onto the decision classes. Our primary result was a classification accuracy of approximately 9000 -which compares very favourably with other published reports. The results generated are in the form of a series of 'if attrA = X then decision = Y' decision rules which are readily interpretable by a domain expert. The quality of the rules generated is dependent of course on the information content of the data. In the hands of a trained person can the rules be verified in context -a task that is beyond the scope of most machine learning techniques.
