Abstract. This paper presents a systematic existence and uniqueness theory of weak measure solutions for systems of nonlocal interaction PDEs with two species, which are the PDE counterpart of systems of deterministic interacting particles with two species. The main motivations behind those models arise in cell biology, pedestrian movements, and opinion formation. In case of symmetrizable systems (i. e. with cross-interaction potentials one multiple of the other), we provide a complete existence and uniqueness theory within (a suitable generalization of) the Wasserstein gradient ow theory in [3, 20] , which allows to consider interaction potentials with discontinuous gradient at the origin. In the general case of non symmetrizable systems, we provide an existence result for measure solutions which uses a semi-implicit version of the JKO scheme [43] , which holds in a reasonable non-smooth setting for the interaction potentials. Uniqueness in the non symmetrizable case is proven for C 2 potentials using a variant of the method of characteristics.
Introduction
Several phenomena in particle physics, cell and population biology, and social sciences, can be modelled by a discrete set of N interacting agents, or particles, with positions X 1 (t), . . . , X N (t) ∈ R d depending on time, and with given masses m 1 , . . . , m N > 0. In a classical dynamic framework, and by neglecting both inertial eects (or persistence eects, in the language of cell biology) and the interaction of a particle with itself, the movement of the particles can be described through the Cauchy problem on R dN Ẋ j (t) = − k =j m k ∇G(X j (t) − X k (t))
Thinking in terms of the empirical measure µ(t) of the particles, one has in the transport PDE ∂µ ∂t = div(µ∇G * µ).
the continuum counterpart of (1). The equation (2) is coupled with an initial condition µ 0 ∈ P(R d ), where P(R d ) denotes the space of probability measures on
Here G plays the role of an interaction potential, which is typically assumed to be (at least) continuous on R d (with the possible exception of a singularity at x = 0), and even, a property which ensures conservation of the center of mass
xdµ(x).
A more precise choice of G depends on the phenomenon under study. In population dynamics, µ measures the spatial distribution of individuals, and the interaction potential is often depending on the distance between them. In this case, G is radial, and we use the notation G(x) = g(|x|). We say that G is attractive if g is nondecreasing on [0, +∞), G is repulsive if g is non-increasing on [0, +∞). We use the term attractiverepulsive to denote the case in which G is repulsive on a sphere |x| ≤ R and attractive outside the sphere.
The setting posed in (1)(2) can be cast in a very classical context of mean-eld limits of large particle systems arising in statistical mechanics. We refer to [34] and the references therein for a very exhaustive description in that direction. Let us just emphasize here that this problem has several similarities with very longstanding problems in classical particle physics, cf. for instance the classical reference [50] , [28] for Vlasov equations, [53] for vortex dynamics. In those contexts, the potential G features a singularity at the origin, which renders the rigorous analytical framework of the model a challenging issue. A dierent situation arises in more recently developed models in kinetic theory, cf. [8, 61, 21] , in which (2) has been used to describe the large time dynamics of granular media. In those cases, G has the shape of a convex attractive potential, typically G(x) = |x| α with α > 1. More recently, (1) and (2) have been recovered to provide a biologically meaningful description of aggregative phenomena in population dynamics, in particular for swarming phenomena, see [48, 15, 52, 60] . In those works, the nonlocal interacting forces in (1) are coupled with stochastic eects, which produce linear and nonlinear diusions in the large particle limit, see [35, 63, 51] . Typical forms for the interaction potential in these cases are the attractive Morse potential G(x) = −e −|x| , attractive-repulsive Morse potentials G(x) = −C a e −|x|/la + C r e −|x|/lr (where l a and l r are scales for the`attractive range' and the`repulsive range' respectively), combination of Gaussian potentials G(x) = −C a e −|x| 2 /la + C r e −|x| 2 /lr , or characteristic functions of a set G(x) = αχ A (x). A mathematical property of these models which gained the attention of several researchers lately is the nite time explosion, or blow-up, of solutions. Without diusion in the model, such property has been addressed in [46, 17, 22, 9, 11, 10, 12] . In [22] , an optimal transport based theoretical approach led to a global wellposedness for (2) in the Wasserstein space of probability measures, with minor assumptions on G allowing to include the most relevant examples producing nite time blow-up, such as the attractive Morse potential. Part of the results in [22] generalize the theory previously developed in [3] , which can be adopted for (2) with smooth potentials.
A modelling framework strictly related to (2) is that of cell movement by chemotaxis. More precisely, the two dimensional PatlakKellerSegel system [55, 45] in its parabolicelliptic version corresponds to (2) with G(x) = 1 2π log |x|. The literature on this topic is extremely dense, we refer for instance to [42, 56, 13, 14] . The results in [12] cover a class of singular potentials which also include the Newtonian potential in all dimensions. However, most of the results in the literature do not provide a theory for measures as initial data (with the exception of [56, 29] , in which however uniqueness is lacking), which would allow to describe concentrated solutions in a rigorous form. As far as the 2d PatlakKellerSegel is concerned, such hard problem has been recently successfully tackled in [47] .
As pointed out in [27] , time evolving measures resulting from binary interactions can be also applied to the modeling of pedestrian movements. Here, it was rst modelled by Helbing that a`social' force eld biases the direction of the individuals according to the nearby distribution of neighbours, see [39, 36, 37, 38] and the references therein. In this framework, models with a nonlinear dependence on ∇G * µ in (2) allow to describe over-crowding eects in a simpler way, see [23] . As a nal interdisciplinary example, we mention opinion formation dynamics, in the was it was modelled in [58] and later studied in [62, 1] . In this case, the space variable should be rather regarded as a multi-dimensional string representing a set of opinions. A simple one-dimensional example is the political opinion, see [7] and the references therein.
Finite time concentration phenomena are sometimes considered as a very simple mathematical way to mimic self-organization, in the way they are opposed to a diusive behavior, accounting for spreading of the individuals. The PatlakKeller Segel system for chemotaxis represents a very illustrative example in this sense, as it provides both nite time blow up and diusive behavior (decay of solutions in the L ∞ norm for large times) for solutions to the same model with dierent initial data. Such a level of complexity in the large time behavior can be also obtained in more general systems including nonlinear diusion, in which the interaction potential is smooth, see [18] . Here, the self-organizing behavior is represented by the emergence of spatial L 1 patterns for large times. Although the occurrence of a spatial pattern is more evocative of selforganization rather than a single particle delta measure (in particular because it incorporates more qualitative information in itself), the analysis of concentration phenomena can provide very meaningful insight to the phenomenon under study, see e. g. the recent [6] . Models allowing for solutions given by an absolutely continuous part and by a sum of particle deltas provide an easier way to detect multiple`local' concentration phenomena, which should be distinguished by global concentration, or global collapse, which occurs when all particles stick together in one point. This fact is also pointed out in [22] , in which absolutely solutions featuring`multiple' concentrations before the total collapse are constructed.
A situation in which multiple collapse phenomena can provide an even deeper understanding of the qualitative behaviour is that of models with more than one species. For simplicity, in this paper we shall only consider the case of two species. Assume X 1 , . . . , X N are particles of the rst species with masses n 1 , . . . , n N , and Y 1 , . . . , Y M are particles of the second species with masses m 1 , . . . , m M . A very natural way to generalize (1) is then the following:
with i = 1, . . . , N and j = 1, . . . , M . Denoting with µ 1 , µ 2 ∈ P(R d ) the empirical measures of the sets X j 's and Y j 's respectively, one easily obtain the following system as continuum PDE counterpart of (3)
In (3) and (4), H 1 and H 2 are called self-interaction potentials, whereas K 1 and K 2 are called cross-interaction potentials. By mass re-normalization, one can re-name the potentials in (4) in order to have µ 1 and µ 2 in the space of probability measures on R d . More details about this are provided in Remark 3.1. A typical case in which multi species modeling improves signicantly the understanding of the phenomena under study is the modelling of pedestrian movements. Here, models with two species are better designed in order to describe phenomena such as lane formation and segregation, see for instance the case of two-way multi lanes in a corridor in [5] . A mathematical theory with two species, though only allowing for`smooth' interactions, has been performed in [24, 26] . In opinion formation, models with many species have been considered in [44, 30, 31] .
In cells aggregation, transport models through diusion and chemotaxis for two cells species have been considered in [40, 41, 25, 59, 65] . In [33] , the question of simultaneous vs. non simultaneous blow-up in a PatlakKellerSegel type model with two species has been addressed. Segregation phenomena have been studied in [32] for a related multi-component model. See also [2, 57] for applications of multi-component chemotaxis ow in tumor growth.
In the present paper we aim at providing a systematic general theory for the system (4) under quite general assumptions on K 1 , K 2 , H 1 , and H 2 . Our rst aim is to address the case in which there exists a constant α > 0 such that
We shall call symmetrizable systems those which satisfy condition (5). Such condition is met in several applied cases such as chemotaxis modeling, see e. g. [33] , and the explanation in Remark 3.1. In this case, there is a conserved quantity, which is the joint center of mass of the system
Such information is useful as it provides a natural candidate for a point in which total collapse of particles of both species can occur, namely the initial joint center of mass. We want to stress here an essential dierence between the two species particle system (3) and the model with one species (1) in the following example. Assume all potentials H i , K i , i = 1, 2 in (4) are all attractive and produce nite time collapse of particles in single species models, and assume that
for all x ∈ R d . Assume two particles X i and Y j of separate species collide at some time t. Then, it is very unlikely that they will stick together after time t, and it is indeed very easy to produce examples in which this does not happen. Despite such a major structural dierence to single species models, the symmetrizable case (5) features many similarities with the theory developed in [3, 22] , in particular it can be cast in a variational Wasserstein gradient ow approach by means of the interaction energy functional
More precisely, in the spirit of [54, 3] , under the symmetry assumption (5), and by suitably re-normalizing the potential H 2 , the system (4) can be formally written as
where the terms δF δµ1 and δF δµ2 can be interpreted at this stage as functional derivative in the spirit of Frechét derivative. As in the case of one species, see [20] , the gradient ow structure will allow to stretch the regularity assumption on the interaction potentials in a way to allow for Lipschitz singularity at the origin.
The symmetry condition (5) may become too restrictive in other applied contexts, such as opinion formation, see e. g. [30, 44] . We shall therefore devote the second part of this paper to the case in which (5) is not necessarily satised. In this case, the classical gradient ow approach of [3] does not provide a direct tool to be used, in particular because the model is not endowed with a reasonable Lyapunov functional accounting for the total interaction energy of the system. Another applied context in which the absence of symmetry is of interest is in particle systems of predator-prey form, when H 1 and H 2 are either zero or attractive, K 1 is attractive, and K 2 is repulsive. For the use of nonlocal interaction models for predation-prey modeling, see e. g. [49] .
A key aspect concerns with the regularity of the potentials. Clearly, when the potentials in (4) are smooth enough (say C 2 ), a classical characteristic method in the spirit of [28, 19] can be used to prove existence and uniqueness of solutions in a measure sense. However, such regularity assumption does not allow to include models producing singular phenomena such as nite time blow-up, separation, and total collapse. Most of our results are proven in way to include mildly singular potentials of Morse-type, which indeed will allow to detect those phenomena.
The paper is organized as follows. In Section 2 we recall the basics on the Wasserstein spaces of probability measures, and their generalization to product spaces needed in our theory. We also set up the exact set of assumptions on the interaction potentials, which will be used during the paper. Section 3 is devoted to the symmetrizable case. Here we prove:
• Existence and uniqueness of gradient ow solutions for mildly singular and λ convex potentials, the main result being that in Theorem 3.1.
• Total collapse for Non-Osgood potentials and total separation under further assumptions in Theorem 3.2. In Section 4, we address the case of non symmetric systems. More precisely:
• In Theorem 4.1 we prove existence of weak measure solutions for locally Lipschitz self-interaction potentials and C 1 cross-interaction potentials.
• In Theorem 4.2, we prove uniqueness of solutions with smooth potentials. Whereas the techniques used in Section 3 are rather reasonable generalizations of the Wasserstein gradient ow theory in [3] , the existence result in Section 4 uses a semi-implicit version of the JKO scheme which is, to our knowledge, totally new. Since no gradient ow structure can be used in this case, and the regularity of the potentials is too weak to use the characteristic method, Theorem 4.1 can be considered as the main result of this paper. The uniqueness result in Section 4 is based on a simple generalization of the strategy used in [19] .
Preliminaries on probability measures
For a given integer n ∈ N, we denote with P(R n ) the space of all the probability measures on R n and with
Consider a measure µ ∈ P(R n ) and a Borel map T : R n → R k . We denote with
We endow the space P 2 (R d ) with the Wasserstein distance, cf. for instance [3]
where Γ(µ 1 , µ 2 ) is the class of transport plans between µ and ν, that is the class of measures γ ∈ P(R 2d ) such that, denoting by π i the projection operator on the i-th component of the product space, the marginality condition
is satised. By introducing Γ o (µ, ν) as the class of optimal plans, in which the minimum in (7) is achieved, we can rewrite the Wasserstein distance as
The metric structure of (P 2 (R d ), W 2 ) (see [64, Chapter 7] for more details) can be seen as a length-space structure, as the distance between two measures µ and ν can be computed as the`length' of a geodesic curve connecting them, in a suitable Riemannian structure, see [54, 3] . We recall that a constant speed geodesic connecting µ 1 to µ 2 can be constructed by setting [3, Theorem 7.2.2] . This concept allows to introduce the notion of λ-convexity of a given functional along geodesics. Let φ :
. In order to match the`multi-species' structure (6) of our modeling setting, we shall work in the product space P 2 (R d )×P 2 (R d ) endowed with a product structure which can be adapted to the structure of the system. In particular, a weighted structure can be used to cast the symmetric case in a gradient ow theory, see Appendix A.
Remark on the notation: Throughout the whole paper we shall use bold symbols to denote elements in a product space. For instance, we use
we dene the α-product Wasserstein distance as follows
The choice of the factor 1/α above is justied in the toy model in the AppendixA. In the case α = 1 we adopt the notation W 2,α = W 2 . The notion of geodesics can be similarly generalized to the product space, and we get the following representation for a constant speed geodesic γ t ∈ P 2 (R 2d × R 2d ) connecting µ and ν:
We can now generalize the notion of λ convexity for a functional on
there exists a geodesic curve γ t as in (8) such that, for all t ∈ [0, 1],
Throughout the paper we shall work with dierent sets of assumptions on the interaction potentials. Let us try to collect the basic properties in the following denition.
Denition 2.2 (Interaction potentials). A function
An admissible potential K is said to be λ-convex for some λ ∈ R if
K is said to be smooth if
K is said to be mildly singular if
K is said to be sub-quadratic at innity if there exists a constant C > 0 such that
K is said to be an attractive non-Osgood potential if (Rad) K is radial, i.e. there exists a function k such that K(x) = k(|x|), (Mon) k is increasing on r > 0, and the function [0, +∞) r → k (r)/r is non increasing, (N-Os) the non-Osgood condition holds for some > 0:
Given K 11 , K 22 , K 12 admissible potentials satisfying (SQ), we now introduce the interaction energy functional
The functional F is well dened on (Adm1) and (SQ). It is well known [3] that if K is λ-convex for some λ < 0, then the interaction energy functional
is 2λ-geodesically convex in the usual 2-Wasserstein space. The following lemma extends such property to the two-species functional (10).
Lemma 2.1. Let K 11 , K 22 , K 12 be admissible potentials satisfying (SQ), and as-
Let us consider
) be a constant speed geodesic connecting µ and ν constructed as in (8) . For the sake of convenience, we split the functional F as follows
with
and
Similarly to [20] , we compute
Using the λ 11 -convexity of K 11 , we get
which means that
Finally, by using the denition of λ 12 -convexity for K 12 in the mixed term F 12 (γ t ), we obtain
we can combine the above computations with (11) as follows
Since all λ ij 's are negative 
for some positive constant C independent of x.
Symmetric cross-interaction
In this section we analyse the symmetrizable case
Throughout this section we shall assume that all the kernels K ij in (13) are admissible and satisfy (Co), (MS), and (SQ).
Remark 3.1 (Motivation). In order to justify the structure (13) let us consider the more general system
endowed with the condition
for some β > 0, with
Such situation occurs e. g. in the case of two aggregating species of cells ρ 1 and ρ 2 , with motion driven up the gradient of a chemical substance c by two chemical coecients
) and the concentration of the chemical being nonlocally regulated by the two species as c = B * (aρ 1 + bρ 2 ), a, b > 0 with B being an admissible attractive kernel. In chemotaxis [33, 40] , B is the Newtonian potential. Let us go back to system (14) . By re-normalizing the masses
3.1. Gradient ow structure of the system. System (13) can be studied by generalizing the theory of gradient ows on probability spaces developed in [3] , [4] and [20] for nonlocal interaction equations with one single species. We shall adopt the`product' metric structure on
α introduced in Section 2, with α being the constant in the second equation of (13) . The system (13) will be recovered as the gradient ow on
α of the functional F dened in (10) . For simplicity, from now on we shall use the notation
,
We recall that, given an admissible potential K that satises (Co), we can dene the sub-dierential of K as:
For the a potential K being admissible, λ-convex and mildly singular, we can easily prove that the element of minimal
, is given by:
Following the strategy in [3, 20] , we want to introduce the notion of sub-dierential
α , as well as the concept of minimal sub-dierential
Denition 3.1. Let F be the functional (10) on
We denote with
Since the functional F is λ-convex in view of Lemma 2.1, the condition in the above denition can be easily proven to be equivalent (we omit the details, see [20] ) to:
for all γ i ∈ Γ o (µ i , ν i ). Now we can state our denition of solution for the system (13).
Denition 3.2. We say that an absolutely continuous curve µ t = (µ 1,t , µ 2,t ) :
is a gradient ow for F if µ 1,t and µ 2,t solve the system of two continuity equations:
Proposition 3.1. Let K ij be admissible potentials satisfying (Co), (SQ), and (MS). Then the vector eld
is the unique element of minimal subdierential of F.
Proof.
Decompose K ij as
withK ij convex and such that 0 ∈ ∂ 0K ij . Denẽ
Let us rst consider the diagonal term i = j = 1. We obtaiñ
In the limit for t → 0 (see [20, Proposition 2.2]), asK 11 ≥ 0, ∇K is even, andK 11 satises (SQ), we obtaiñ
Similarly, we get
Let us consider now the mixed term
AsK 12 ≥ 0 and ∇K is even, we get as abovẽ
which converges as t 0 to x1 =x2
The quadratic term Q satises the following limit as t 0
Summing all the contributions, and using the denition (18) of ∂ 0 , we obtain
and this proves the assertion with simple manipulations. In order to show that ∂ 0 F is the element of minimal L 3.2. Existence and uniqueness of solution. We are now ready to prove that we can construct solutions to (13) as the gradient ow of the functional F in the sense of Denition 3.2. As suggested by the preliminaries in subsection 3.1, we shall retrace the strategies in [3, 20] . Some steps in our construction are very similar to those in [3, 20] , and they will therefore be skipped. In order to prove the existence of the solution of the equation in the gradient ow framework, we shall rst state the existence of a curve of maximal slope for the functional F. Let us recall the denitions for
• slope of a functional F:
• metric derivative of an absolutely continuous curve
We recall the denition of a curve of maximal slope for the functional F, that is a curve of maximal slope with respect to |∂F|[µ].
Denition 3.
3. An absolutely continuous curve
We obtain the existence of a curve of maximal slope by means of the JordanKinderlehrer-Otto (JKO) scheme [43] , which we shall recall here for the reader's convenience: given an initial product measure µ 0 ∈ P(R d
The convergence of the scheme can be proven by retracing the proof in [20, Proposition 2.5-2.6 and Theorem 2.8], without adding any element of relevance. We shall therefore omit it. A key step in the proof is the energy inequality
whereμ(t) is the De Giorgi variational interpolation [3] , obtained thanks to the lower semi-continuity of the slope, which can be proven similarly to [20, Lemma 2.7] . The (possibly multiple) curve of maximal slope obtained as a limit of the JKO scheme can be proven to be actually a gradient ow solution to (13) in the sense of Denition 3.2 by following the same technique in [3, Theorem 11.1.3]. We shall omit this step. Please notice that in Section 4 we shall rigorously prove (in detail) the existence of weak measure solutions in a more general setting. In order to prove uniqueness of gradient ow solutions, we shall now employ the convexity properties of the functional F described above in Section 2 in order to prove the Evolution Variational Inequalities (E. V. I.) in the spirit of [3] , and consequently the W 2 |λ|-contraction of the gradient ow. Before tackling this task, we state the dierentiability of the Wasserstein distance along the gradient ow: if µ t is a gradient ow of the functional F, for all ν ∈ P 2 (R d ) Theorem 3.1. Let K ij be admissible potentials satisfying (Co), (SQ) and (MS), and let µ t be a gradient ow solution to (13) according to Denition 3.2. Then, µ t satises the following Evolution Variational Inequality (E. V. I.) 
In particular, for a given initial condition in W 2,α there exists a unique gradient ow solution to (13) in the sense of Denition 3.2.
Given µ, ν ∈ P 2 (R) × P 2 (R), due to the λ−convexity of F,
Following a standard computation as in [3, 4] ,we can write
Then, using the characterization of the sub-dierential (15) and passing to the limit as t 0 in (21), we obtain:
Then, let µ = µ t in (22) be a solution for the (13) , one can reconstruct the derivative of the Wasserstein distance from the rst term in the left hand side of the above equation,
and then get the E.V.I.
Remark 3.2 (Particle solutions)
. Similarly to [20] , we remark here that particle solutions are gradient ow solutions. More precisely, let X 1 (t), . . . , X N (t), Y 1 (t), . . . , Y M (t) solve (globally and almost everywhere in time) the system
Then, the curve [0, +∞) t → µ(t) = (µ 1 (t), µ 2 (t)) is a gradient ow solution to (13) in the sense of Denition 3.2. Conversely, let the initial condition for (13) be given by µ 0 = (µ 1,0 , µ 2,0 ) with
then, the unique gradient ow solution to (13) is of the form (24) . The proof of such two statements would be trivial if no collisions occur, see also [20, Remark 2.10 ].
In the case of one single species, though, only a nite number of collisions occur, which simplies the problem of giving sense to the ODE system (23) . However, as stated in the introduction, in our case collisions between particles of dierent species do not necessarily imply (almost never, actually) that those particles will stick together indenitely. Therefore, innitely many collisions are likely to occur. However, it is easily seen that they can only be of a countable number, since one can always`restart' the particle system after each collision, and since the number of particles is nite there always exists a nonzero waiting time before the next collision occurs. Nevertheless, this argument alone cannot guarantee the global existence of particle solutions almost everywhere in time, as the sequence of collision times could accumulate at a nite time. In the Appendix B, we prove that such task can be achieved by means of a nite dimensional gradient ow structure, which ensures that the solution is almost everywhere globally dened in time (and unique!). Please notice that here we have assumed α = 1 without restriction, since we are not requiring any normalization condition on the masses.
3.3. Finite time blow-up phenomena. We turn now on the studying of the large time behaviour of the symmetrizable system (13), in particular the case of attractive non-Osgood potentials K ij in the sense of Denition 2.2. More precisely, we shall assume that, further to the conditions needed to obtain a unique gradient ow solution, K ij also satisfy conditions (Rad), (Mon), and (N-Os). Similarly to the case of a single species, the Non-Osgood condition (N-Os) is responsible for the collapse in nite time of the particles of both species at one single point, for all compactly supported initial measures. On the other hand, we shall also prove that the total separation of the two species is also possible before the total collapse occurs. The strategy follows the basic idea used in [20] , namely to study the behaviour of nite particle solutions and to use the stability property (20) in order to pass to general solutions. Let us consider the particle system with two species
in which both total masses satises
We remark that, unlike in Remark 3.2, we are re-normalizing the masses and assuming the condition
holds for some α > 0. For future use, for a general pair of measures µ = (µ 1 , µ 2 ) ∈ P(R d ) 2 α , we dene the partial center or masses
and recall the denition of joint center of mass
We recall that, whereas X C (t) and Y C (t) may vary on time, the quantity C M,α is preserved in time, as it can be easily seen by a simple computation. For simplicity in the notation, we shall often skip the subscript α in C M,α . Without loss of generality we can assume that C M = 0. In the following proposition we will show nite-time total collapse for particles under the crucial assumption (N-Os) Proposition 3.2. Let K ij be admissible potentials satisfying (Co), (SQ), (MS), (Rad), (Mon) and (N-Os). Let the initial datum for (25) be given by Then then there exists T * > 0 such that the unique solution to the ODE system (25) satises
for all t ≥ T * , or equivalently, the unique gradient ow solution of (13) with initial datum
and T * only depends on the initial largest distance of the particles to the total center of mass:
and we want compute
Since the number of particles is nite, for all t ≥ 0 there exist two subsets of indexes S X (t) ⊂ {1, . . . , N } and S Y (t) ⊂ {1, . . . , M } for which |X i (t)| = |Y j (t)| = R(t) for all i ∈ S X (t) and j ∈ S Y (t), with one of the two subsets being possibly empty. Assuming without restriction that S X (t) = ∅ for a given a time t, we get
for some i ∈ S X (t), and therefore
Notice that, while the two set of indexes S X (t) and S Y (t) are well dened for all times, the above identity and the estimates below are only valid almost everywhere. Both the quantities
Hence, due to the assumption (Mon) and to
and then
A similar estimate can be obtained in case the set S X (t) is empty, involving the potential K 22 as well. Using the non-Osgood condition on the interaction potentials, one can easily see that the quantity R(t) goes to zero in a nite time which depends only on the initial radius of the support R 0 , (see [20, 10] ).
We prove now that, under the additional hypothesis on the cross interaction potential
the two species produce a two-delta separation before the total collapse on C M occurs. The main idea behind this fact is that, if the two species are initially separated, and if the cross-interaction kernel is weak enough at large distances, then the two species remain separated and collapse each one onto its center of mass. The two particles thus obtained will then collapse on the total center of mass C M in nite time. Once again, a major issue is to prove that the time of partial collapse does not depend on the number of particles. In order to simplify the proof below, we shall also replace the assumption (N-Os) with the simpler (and more restrictive) one (Str-Attr) K(x) = k(|x|) with k (0 + ) > 0.
Proposition 3.3. Assume that the admissible potentials K 11 and K 22 satisfy (Rad), (Mon) and (Str-Attr) and assume K 12 is admissible and satises (Rad), K 12 (x) = k 12 (|x|) and k 12 non-increasing, and (27) . Let the initial datum for (25) be given by (25) satises
for all t ∈ [T * ,T ], or equivalently the unique gradient ow solution of (13) with initial datum
for all t ∈ [T * ,T ], and moreover
for all t ≥T .
Consider the distance between the particles of a single species and the center of mass of the same species, e. g. for the X-type
Assume the particle X i achieves the maximum above, and compute the time evolution d dt
Grouping the terms that depends on i in the second and third summation and by considerations similar to those of the previous proposition
Thanks to the assumption (27), we can choose a constant λ > 0 such that
Then, we choose
A similar computation holds on the Y -particles, leading to
Consider now the sum of the two distance f (t) = R X + R Y , which satises the dierential inequality d dt f (t) ≤ −c + 4k 12 (λ − f (t)),
Now, our choice of λ ensures that y(t) ≤ y(0) as long as y(0) < λ/2. Hence, as k 12 is a decreasing function, we get
and this is true as long as y(0) < λ/2 and a xed, small enough time interval. Therefore, y(t) = 0, for t ≥t(y 0 ) and the timet(y 0 ) depends continuously on y 0 and satisest(0) = 0. By comparison principle, the assertion is proven. Please notice that blow up time does not depend on the number of particles, but only on the quantities R X (0) and R Y (0), apart from the distance |X C − Y C |.
Theorem 3.2. Let K ij be admissible potentials satisfying (Co), (SQ), (MS), and let µ(t) the unique gradient ow solution to (13) with initial datum µ 0 = (µ 0,1 , µ 0,2 ).
(1) Assume that all the potentials K ij satisfy (Rad), (Mon) and (N-Os), and assume µ 0 is supported inB (X C , R 0 ) ×B (Y C , R 0 ). Then, there exists T * depending only on R 0 such that µ(t) = (δ C M , δ C M ) ∀t ≥ T * . (2) Assume that K 11 and K 22 satisfy (Rad), (Mon) and (Str-Attr) and K 12 satises (Rad) and (27) . Then that there exist 0 <T < T * and 0 < R 1 < R 2 such that, if:
The proof can be obtained as in [20, Theorem 4.3, Corollary 4.7] . For an arbitrary constant η > 0, approximate the initial datum with
2,α (µ 0 , ν 0 ) ≤ η using the stability results 3.1 and the Propositions 3.2, 3.3, we get the desired result.
Non symmetric system
In this section we address the existence and uniqueness theory of measure solutions for (4) without assuming any correlation between the cross-interaction kernels. More precisely, condition (5) does not necessarily hold in this section. Admissible kernels with possible singularities as in condition (MS) in Denition 2.2 are still of interest, as they are still expected to produce collapse of solutions in a nite time. Nevertheless, when no correlation such as (5) is assumed, the system (4) cannot be endowed with a gradient ow structure, not even at a particle level. Hence, one cannot benet of convexity properties of the functional providing stability properties such as (20) , and uniqueness of solutions becomes then a non-trivial task. However, we can adopt the JKO scheme to prove existence of solutions in a quite general set of assumptions for the potentials, possibly including kernels leading to nite time collapse. We shall perform this task in Subsection 4.1. Uniqueness of solutions can be achieved in the case of smooth kernels. This will be proven in Subsection 4.2.
Existence theory. Let us consider the general system
with H i and K i admissible potentials, H 1 and H 2 satisfying (MS), and furthermore
We state our denition of weak measure solution for (29) .
2 is a weak measure solution to (29) is, for all φ, ψ ∈ C
Please notice that the denition of weak solution 4.1 uncovers the lack of symmetry of system (29) . Indeed, the cross interaction terms cannot be symmetrized as the self-interaction terms can. As a consequence of that, a notion of solution with atoms in case either ∇K 1 or ∇K 2 are not continuous at zero cannot be recovered straightforwardly. This fact explains the need of a slightly stronger regularity (RK) assumed for the cross-interaction kernels.
Our strategy to prove global existence of weak measure solutions for (29) relies on a semi-implicit version of the JKO scheme. As the system cannot be recovered as a gradient ow with respect to the Wasserstein space, we shall solve the JKO scheme by freezing the non symmetric part of the system. In order to perform this task, we need to introduce the following relative interaction energy functional. Let ν ∈ P 2 (R d ) 2 be a xed, time independent reference measure. For all µ ∈ P(R d ) 2 we set
In some sense, F[µ|ν] is the combination of an interaction energy functional and of an external conservative force eld constructed via ν. We now construct the following semi-implicit JKO scheme recursively. Let τ > 0 be a xed time step, and let µ 0 = (µ 0,1 , µ 0,2 ) ∈ P(R d ) 2 be a xed initial pair of probability measures. For a given µ τ n ∈ P(R d ) 2 , we dene the sequence µ τ n+1 as
By re-tracing the arguments in [20, Lemma 2.3, Proposition 2.5] it is very easy to prove that the above sequence is well dened. For a given choice of the sequence µ
Proposition 4.1. Let T > 0. There exists an absolutely continuous curveμ : Proof.
Using the notation µ
2,τ ), and by denition of the minimizing scheme, we have
Let us compute
for some constant C > 0 independent of τ . Combining the previous estimate with (30) we get
Taking the sum with respect to n, we obtain a telescopic sum, and therefore
Similarly to [3, Section 3.3] , using assumption (SQ) for the potentials H i , we can easily obtain the uniform estimate for the interpolantμ τ for t ∈ ((n − 1)τ, nτ ] by triangulation with the initial condition µ 0
Hence, the second moment ofμ τ (t) is uniformly bounded on compact time intervals.
Consider now two times 0 ≤ s < t with m = |t−s| τ . We similarly get
Hence, we can apply the rened version of Ascoli's theorem in [3, Section 3 ] to obtain the uniform narrow compactness ofμ τ on compact time intervals.
We now prove that the approximating sequenceμ τ constructed above converges to a weak measure solution to (29) . The strategy of the proof relies on the well known technique developed in [43] . such that µ(0) = µ 0 and µ(t) is a weak measure solution to (29) in the sense of Denition 4.1. Such solution can be constructed as the limit (up to subsequences) of the approximating curveμ τ .
From the minimizing property of µ
we get
In order to recover the notion of weak solution for the system (29), we consider µ to be the push forward of µ n+1 τ via a perturbation of the identity map on each component i = 1, 2. More precisely, for a given i = 1, 2 we set
where δ ij is the Kronecker delta, > 0 is a small constant, and
We now evaluate separately all the contributions in (31). Let us consider for simplicity the case i = 1. The self interaction term involving H 2 gives a null contribution. As for the other self-interaction term, we get
Now, from the assumptions on H 1 , we get
as 0 for all (x, y) ∈ R 2d . Since the above left hand side is uniformly bounded with respect to , by Egorov's theorem one easily gets that
Therefore, the last term in (32) can be written as
We now compute the term in (31) involving the cross-interaction potentials, with the above choice of µ. Once again, as the perturbation of the identity is directed only in the rst component, the term involving K 2 cancels out, and we are left with the contribution
where the last step can be justied as before. We consider now the terms involving the Wasserstein distance. Let γ
2,τ , the only contribution is given by
Summing up all the contributions, dividing by and sending → 0, we obtain
Performing again the same computation with < 0 , we obtain in fact the equality in the above formula.
, using the denition of the piecewise constant interpolationμ τ , with 0 ≤ s < t and
we obtain
We pass to the limit for τ → 0 using the fact thatμ 1,τ is tight, due to Proposition 4.1, to obtain the rst equation in Denition 4.1. In a similar way we can prove the second equation holds as well, and the assertion is proven.
4.2. Uniqueness for smooth kernels. In this section we restrict to the case in which all the kernels satisfy
We use a modied version of the strategy in [19] , which is basically a bootstrap version of the characteristic method. Consider a solution µ t = (µ 1,t , µ 2,t ) to (29) , and dene the integral operator Ψ, which maps a given pair of probability measures µ into a pair of vector elds
, as follows:
We dene the system of characteristics for (29) . Assume the initial condition is given by µ 0 = (µ
2 ) be xed. Then, assuming the solution µ t to (29) with initial condition µ 0 is known, we dene the map
2 , t)) as the unique solution to the Cauchy problem
with initial condition
In view of the assumption (33), the vector eld Ψ [µ t ] is C 2 with respect to x for all t ≥ 0, and the linear control for the gradients in (33) ensures the system (35) admits a unique global-in-time solution for all initial conditions x 0 . Moreover, for the same reason one can prove that the ow cures corresponding to the dynamical system (35) do not intersect. Hence, it is an easy exercise to prove that the solution µ t to (29) satises
see for instance [3, Chapter 8] . Summing up, for an arbitrary weak measure solution µ t to (29) with initial condition µ 0 , we have proven that µ t can be represented as (37) , with the time-dependent vector eld X µt (·, t) being the ow map of the non-autonomous system of dierential equations (35) (Stability) . Assume that all the kernels H i , K i are C 2 and consider two initial measures µ 0 , ν 0 ∈ P 2 (R d ) 2 with compact support and the related weak measure solutions of (29) µ, ν respectively. Then, there exists a constantC > 0 such that
Consequently, for a given initial condition µ 0 ∈ P(R d ) 2 , there exists a unique weak measure solution to (29) .
Using the notation above,
A general property of the Wasserstein distance (see e. g. [64] ) states that, for all µ ∈ P 2 (R) and for all Borel maps Φ 1 and Φ 2 , one has
. Therefore, we can estimate the rst term in the right hand side of (39) as follows:
Now, in view of assumption (33),
Moreover, similarly to the proof of Proposition 4.1, we can choose γ i,t ∈ Γ o (µ i,t , ν i,t ) and compute, for j = i,
Therefore, we can combine the estimates in (40), (41) , and (42) to obtain
, which can be integrated in time to obtain
and hence
where C > 0 only depends on the interaction kernels. As for the second term on the right hand side of (39), by taking
Using a standard computation, one can easily recover that
Using the Gronwall inequality and the assumption (33) on the interaction kernels, we can integrate (35) in time to compute the dierence quotients for X µt (·, t) to get the estimate
with C only depending on the interaction kernels. Combining the results in (39), (43) , (45), and (44), we obtain
By Gronwall's lemma,
Remark 4.1 (Particle solutions in the non symmetric case). Consider the particle system
Under the smoothness assumption (33) , it is obvious that the above system admits a unique global solution, which coincides with the unique weak measure solution provided in Theorem 4.2 after passing to empirical measures. In the more general framework of assumptions (GL) and (RK) used to prove Theorem 4.1, it is hopeless to produce a unique particle solution, as very simple cases with Peano phenomena can be produced with repulsive kernels, see [17] in the case of one species. Now, in the symmetrizable case treated in Section 3, such problem can be overcome by assuming a suitable convexity assumption, which enables to ne a unique gradient ow solution which is global in time. Here, this strategy no longer applies. However, it would be interesting to see wether examples of non-uniqueness can be produces even in case of all attractive kernels (still featuring a singular behaviour in their gradient which allows for non-uniqueness). We were not able to produce them, and we therefore state the following open problem: is it possible to relax signicantly the assumptions in Theorem 4.2 in order to obtain a unique solution, even at level of particle solutions?
As a simple corollary to the above stability result, we prove a simple connement property in the attractive case for the solutions to (29) . Since the system is not symmetrizable and we do not have conserved quantities, we can not use standard computation as the evolution of moments. On the other hand, in the case of attractive kernels, we can use a similar procedure to the one used in the Section 3.3, i.e. to show the property for particles and then use the stability result of the previous Theorem to move to the case of general measures. Corollary 4.1. Assume that all the (admissible) interaction potentials are radially symmetric and attractive, and satisfy (33) . Let µ 0 ∈ P(R d ) 2 be a supported on B(0, R) × B(0, R). Then, the unique solution µ t to (29) satises
for all t ≥ 0.
Let us rst restrict to the case of particles
Exactly as done in Section 3. 
Assuming that, for a certain, at least small, time interval the max is achieved on |X i |, we have
since H 1 and K 1 are both attractive. The result for general measures can be proven via atomization by means of the stability property (38) .
with β > 0 to be determined. Now, since all the norms in nite dimensions are equivalent, the rst order Taylor expansion of F centered at a point X 0 with increment X 1 gives
Now, the notion of gradient of F in the new metric space, that we denote by gradF (X 0 ), should be set in order to satisfy F (X 0 + X 1 ) − F (X 0 ) =< gradF (X 0 ), X 1 > β +o( X 1 β ), which yields
Therefore, the correct choice for interpreting (47) 
with C i = {k ∈ {1, . . . , N } : |X k = X i }, D i = {j ∈ {1, . . . , M } : |Y j = X i }, E j = {h ∈ {1, . . . , M } : |Y j = Y h }, F j = {i ∈ {1, . . . , N } : |Y j = X i }. To perform this task, we consider the set of masses n i and m j to be xed, and we introduce the weighted, nite dimensional Hilbert space
with the notation X = (X, Y ) ∈ R dN ×R dM , X = (X 1 , . . . , X N ), Y = (Y 1 , . . . , Y M ), and
We then consider the discrete interaction energy functional
It is left as exercise to prove that the functional F is λ convex on the Hilbert space P 2 w in the usual sense. Moreover, we also leave as an exercise to prove that the Frechet minimal sub-dierential ∂ 0 F[X] of F at a point X on the space P 2 w is given by the right-hand side of the system (48), so that (48) can be reformulated aṡ
Hence, the classical result in [16, Theorem 3.17] ensures the existence of a globalin-time solution for the ODE system (48) which is almost everywhere dened in time.
