Abstract-Recently, extensive research has been conducted on Wireless Sensor Network (WSNs) due to their wide range of potential applications ranging from environmental monitoring to critical military surveillance. Most of these applications can be deployed either in static or mobile environment. In static WSN, the change of sensor nodes' topology is normally caused by node failure which is due to energy depletion. However, in mobile WSN (MWSN), the main reason of the topology change is caused by the node movement. Since the sensor nodes are limited in power supply and have a low radio frequency coverage, they are easily losing their connection with neighbours and difficulties to transmit their packets towards sink node. The reconnection process from one node to another node consumes more energy that related to control packets. Using Collection Tree Protocol (CTP) routing protocol in MWSN application shows degradation in network performance due to high speed of mobile nodes. In this paper, through extensive simulation we evaluated the capability of CTP on how far it can react to network topology change in MWSN. We investigated the performance metrics namely data delivery ratio (DDR) and energy consumption of mobile nodes with various speed. Our performance study demonstrates that by applying the existing CTP in MWSN, the results show a low percentage of data delivery ratio and higher total network energy consumption in high speed of mobile nodes due to serious broken link and frequent tree re-generation caused by nodes movement. We also identify factors that contribute to the degradation of CTP's performance and highlight some key research problems that need to be addressed for successful implementation of CTP in MWSN.
I. INTRODUCTION
In recent years, extensive research has been conducted on Wireless Sensor Networks (WSNs) due to their wide range of potential applications. The enormous potential of this technology can be seen ranging from environmental monitoring to critical military surveillance and healthcare applications [1] . In these networks a large number of small sensor nodes are deployed, each capable of collecting, storing, processing observations and communicating over short-range wireless interfaces and multiple hops to central locations called sinks. However, the nodes in WSNs have severe resource constraints due to their lack of processing power, limited memory, bandwidth and energy [?] . Since these networks are usually deployed in remote places and left unattended, they should be equipped with energy-constraint routing protocol to increase the network lifetime.
The researchers in WSNs have proposed various routing protocols which are optimized for these networks with resource constraints. A number of efficient routing protocols has been proposed by several researchers in WSNs [2] , [3] . When describing the existing routing protocols, normally they assumed that sensor nodes and sinks are stationary in the deployment. But for some WSN applications, a mobile node is also present because a mobile Wireless Sensor Network (MWSN) owes its name to the presence of mobile sink or sensor nodes within the network [4] . For example in ocean temperature monitoring application, the sensors are deploy on the surface of the ocean to monitor the water temperature and we can expect that they are carried around by ocean flows [5] . As for a real-time target tracking in battle situations, mobile nodes can be used to avoid holes in the coverage and to generate information to be transmitted through the network [6] . In some other applications, sensors are mounted on robots, animals or other moving objects, which can sense and collect relevant information. If this information is not managed properly, energy can be wasted due to unpredictable changes in network topology in MWSN.
In WSN, there is numerous number of data collection protocol that has been introduced and used. Among all of these, Collection Tree Protocol (CTP) is widely used as the reference protocol for data collection and also has large number of applications [7] . Increasing interest in mobile WSN application give a challenge in designing efficient WSN as the sensor nodes has severe constraint in limited power source, memory, bandwidth and energy. In mobile WSN, mobile nodes are deployed and these moving nodes network make network topology keep changing. Thus, the researchers and designers have to think about every aspect that can make the network lifetime is last longer. So, they proposed several routing protocol for such network that can transmit the data correctly and reliably from a mobile nodes to the sink node.
Since the sensors are limited in power supply, they have a low radio frequency coverage. This can be disadvantageous to mobile sensor nodes because they easily lose their connection with neighbours as indicated in [8] , and as a consequence, they have difficulties in updating their routing tables. The switching process from one area to another consumes more energy that related to transmitting and receiving control packets. These are the primary problems that need to be addressed in MWSN routing protocol. Thus, in this paper, through simulation we evaluated the capability of CTP on how far it can react to network topology change in MWSN. We investigated the performance metrics namely data delivery ratio (DDR) and energy consumption of mobile nodes with various speed. We also identified several factors that contribute to the degradation of CTP performance in mobile environment.
The rest of the paper is organized as follows. In Section II, we briefly described CTP routing protocol and some related work. Next, the simulation tool, models and metrics are outlined in Section III. We present the simulation results in Section IV. Section V concludes the paper and outlines the future work.
II. OVERVIEW OF CTP ROUTING PROTOCOL
CTP is a tree based collection protocol whose main objective is to provide best effort anycast datagram communication to one of the collection roots node in a WSN [9] . At the start of the network, some of the nodes advertise themselves as the root nodes. The data only delivered to the root nodes which has minimum cost. The rest of the nodes use the root advertisements to connect to the collection tree. All the collected data value is sent up to the tree. CTP is an address free protocol. So a node does not send the packet to a particular node but chooses its next hop based on a routing gradient. The node also can acts as a relay to forward the data packet from the other nodes in the tree. The routing gradient used is called expected transmission value (ETX). One hop ETX is determined by calculating the number of transmission it takes for a node to send a unicast packets to its neighbor which the acknowledgement is successfully received. In CTP, the route which has lowest ETX value wil be chosen [7] .
A. Collection Protocol Key Challenges
Below are challenges for collection tree protocol [7] :
• Routing loops: When a nodes want to choose a new route with higher value of ETX than its old one. This may occur in response to losing connectivity with a candidate parent. Now if the new route contains a node which was descendant earlier, then a loop will occurs. • Packet duplicates: When a node receives a data frame and transmits an Acknowledgement (ACK) but the ACK is not received. Then the sender will send back the packet again and the receiver receives it twice. This effect increases over number of hops as the duplication is exponential (if the first hop produces two duplicates the second produce four and the third eight and so on).
• Link dynamic: an efficient link quality estimation technique is needed for performance of collection protocol.
B. Link Estimation and Adaptive Beaconing in CTP
As discussed in [10] the link estimation in CTP is used to determine the communication link quality between the neighbors. The bidirectional link estimate value ETX is computed by using both routing beacons and unicast packets. To calculate the bidirectional link quality between the neighbors, the routing packets are sent periodically. This value is put in the link estimator neighbor table. From this, CTP make use the data transmissions to calculate the outbound link quality which is then combined with the control packets link estimate.
In a stable network, data packets are used to keep track of any link quality changes so that the number of control packet could be reduced. After the transmission of n number of packets new outbound quality estimate is performed, where n is implementation dependent. The outbound quality estimate is the ration of number of data packets transmitted to the number of acknowledgement received. The acknowledgement information received then is gives to the forwarding engine. The forwarding engine then removes the data packets from its send cache and informed the link estimator engine about the acknowledgement. This limitation of CTP motivates to come up with a better routing algorithm to promise better delivery ratios and fact recovery mechanism in case of faulty links.
C. Related Work
Many researchers have done a lots of research work on WSN protocols, but most of them only evaluated CTP in static networks. As in [11] the performance evaluation of the CTP has been studied. The authors have described a comprehensive explanation of the implementation details in Castalia and how the implementation is different from the actual design. The underlying MAC module in Castalia which does not offer all the features for implementation of CTP has made modifications to the MAC to mimic to the TinyOS implementation. Modification of MAC refers to changes to the queue length, adding snooping mechanism, link layer acknowledgements and changes to back off timers. The function of back off timer values is to determine the delay in transmitting the packet for the first time and when the channel is busy. They also have evaluated the performance of CTP based on the performance metrics for WSN applications which are data delivery ratio, control overhead, hopcount and the number of duplicate packets. The author study on simulation showed that the data delivery ratio decreases when the number of nodes sending data packets increases for a particular network configuration. This is because, there is collisions between nodes happens as the number of packets travelling within the network increases.
Another simulation study in [11] showed the effect of network topology based on reliability of packet delivery. From this, a significant performance hit is observed when the distance between the sink node or a relay node approaches the nodes transmission range. This is because of the retransmission that are needed for successful delivery of packet. When there is a number packet waiting for delivery, the buffer will filled up quickly and causes new incoming packet are not accepted and therefore dropped. The author simulation study also showed that the control overhead which is the ration between data traffic control decreases as the probability of the number of nodes transmit packet at a time increases. This is because the number of control packets that have to be sent to maintain the routing tree would reduce because of the additional data packets travelling in the network. The hopcount and also the number of duplicate packets are higher when more nodes are active in the network. This is due to the number of data packets that are being sent in the network which 2013 IEEE Conference on Wireless Sensors (ICWiSe2013), December 2 -4, 2013, Kuching, Sarawak can cause congestion, packet loss, lost acknowledgement and significantly affects the performance of CTP.
In designing any routing protocol for MWSN, the energy consumption and the route changes need to be taken into the consideration. Most of the researchers have focused only on static scenarios which emphasis on reducing energy consumption of the nodes and thus prolonging the lifetime of the network. But, in mobile environment there are different challenges in terms of energy preservation because of the frequent topology change in MWSN.
III. SIMULATION TOOL, MODELS AND METRICS
Here we give the emphasis for the evaluation of CTP in order to identify how far it can react to network topology change in MWSN. The simulations are performed using AVrora network simulator latest version Beta 1.7.115 that is an open source discrete event simulation tool and Random Waypoint mobility model which have been integrated into AVrora [12] . The performance metrics such as data delivery ratio (DDR) and energy consumption of mobile nodes are used in the simulation with various speed of mobile nodes.
A. Simulation Tool
AVRora [12] is a suite of simulation tools for WSN by UCLA Compilers Group. It is originally created to simulate Atmel AVR microcontroller-based sensor nodes with clockcycle accurate execution of microcontroller programs, allowing real program to be run with precise timing. It takes an object dump of in tinyos programs over AVR platforms such as mica2/micaz and is capable of single node emulation for verification of the program as well as multiple node simulation. AVRora is implemented in Java and runs code in an instruction-by-instruction fashion. AVRora also provides many useful features to support the research on WSN, like control flow graph generation, energy analysis, and mobility extension model. The AVRora's extension model of Random Waypoint (RWP) mobility model is used to simulate different mobility settings in our experiments because this model is the most commonly used mobility model in this research area. In this mobility model, a node randomly chooses a destination and moves towards it. After reaching the destination, the node stops for a time defined by the 'pause time' parameter. After this duration, it again chooses a random destination and repeats the whole process until the simulation ends.
B. Simulation Settings
In this work, we consider a network of nine nodes placing initially in a grid topology as shown in Figure 1 . All these nodes are randomly spread in a rectangular field of 30 m x 30 m including a sink node (node 0) at position (0,0,0). The sensor nodes sample the physical phenomenon at regular intervals during the simulation when they establish a data collection tree using CTP to transfer the collected data to the sink node. Table 1 shows the simulation parameters used in this evaluation. 
C. Simulation Metrics
In order to evaluate the capability of CTP on how they perform in MWSN, we focused on two metrics as follows:
• Data Delivery Ration (DDR): This is the ratio of the number of data packets successfully received by the sink node. This can be determined by calculating the ratio of packets succesfully delivered to the sink node, NR, to the total number of packets sent by sender nodes, NS, as given below:
• Energy consumption: Energy consumption is defined as the amount of energy consumed by nodes in the network through radio communication and processing. So, the total network energy consumed, given as P E , can be calculated by adding all energy consumed by each nodes for transmission (TX), received (RX) and processing throughout the simulation time. The equation for total energy consumption is written as below where this equation totals up the energy consumed in all nodes when they send and receive the association and data packets. Figure 2 shows the DDR for the static and mobile scenarios where the average DDR was around 91 percent in static scenario and 49 percent for the mobile scenario. This indicate that in mobile scenario more packets are dropped due to the frequent topology change in this environment.
In the second experiment, we have simulated mobile nodes with different speed in order to evaluate the impact of speed of mobile nodes in terms of DDR and energy consumption. Figure 3 and Figure 4 show the data delivery ratio and energy consumption of CTP on different speed of mobile nodes. Figure 3 shows the DDR has drastically goes down from 70 percent to 49 percent as the speed of mobile node increases from low mobility (4 m/s) to very high mobility (28 m/s). This result indicates that CTP has dropped a high number of packets when the mobility increases and higher speed contributes to lower percentage of DDR. The main reason why many data packets were dropped is because of frequent tree re-generation due to topology change in mobile environment. This increased the energy consumption in mobile environment because more beacons and control packets are sent throughout the network to get the new route to sink node as shown in Figure 4 . In order to setup the tree again, more beacons are sent throughout the network. Many packets were discarded from the queue because the queue would fill up with control packets. The collision between nodes also contributes to the packet dropped in the network. Thus, the more number of control packets sent in the network resulting a higher energy consumption in mobile environment.
Based on these experimental results, it can be shown that there is a direct relation between DDR and energy consumption in the network as shown in Figure 5 . When a packet does not receive acknowledgement (ACK) for the first time it sends the packet, a couple of retransmissions are required for the successful delivery. In fact, sensor nodes spend maximum energy during packet transmission to the sink node in multihop network. Thus, when more total energy consumed by mobile nodes for data packets delivery, the less percentage of DDR because of the higher number of control packet would fill up the queue and more packet loss in MWSN.
V. CONCLUSION AND FUTURE WORK
In this paper, the effect of mobility on the performance of CTP is studied. From the simulation results, we can conclude that mobility has significantly affected the reliability of CTP. The frequent topology changes due to the movement of nodes resulting in more tree re-generation. The process of the regeneration of tree in CTP requires more beacons and control packets are sent throughout the network. But on the other hand, many packets were discarded from the queue because the queue would be filled up with these packets. Moreover, as the speed of mobile nodes increase, the number of packet received by the sink nodes decrease. This is because many packets traveling throughout the network is dropped by the filled queues and the network congestion. A couple of retransmission of the packets for successful delivery will add to energy consumption. In fact, sensor nodes spend maximum energy during their multihop packet transmission towards the sink node.
As the future work, more study of CTP algorithm in a realistic scenarios will be conducted such as using different deployment strategy by changing topology and the density of the mobile node in MWSN. It is also possible to proposed some enhancement of CTP such as integrate transmission control protocol into this routing algorithm for MWSN to improved the capability of CTP in mobile environment.
