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RÉSUMÉ 
Le potentiel de l’assimilation d’un type d’observation pour la prévision hydrologique a été 
démontré dans certaines études. Cependant, le potentiel de l’assimilation simultanée de 
plusieurs types d’observations a été peu validé, particulièrement pour les données comprenant 
une information sur la neige au sol. De plus, l’amplitude et la durée de l’impact de 
l’assimilation de données peuvent dépendre du type de données assimilé, ainsi que du contenu 
du vecteur d’état employé pour mettre à jour les variables ou les paramètres du modèle 
hydrologique. La présente thèse examine l’impact de l’assimilation de données multivariées en 
fonction du type de données assimilé et du contenu du vecteur d’état pour la prévision 
hydrologique à court terme (horizon de prévision jusqu’à 5 jours) et moyen terme (horizon de 
prévision entre 25 et 50 jours). Le filtre de Kalman d’ensemble est employé pour assimiler les 
observations de l’équivalent en eau de la neige à trois endroits sur le bassin versant de la 
rivière Nechako, ainsi que le débit à l’exutoire, dans le modèle hydrologique CEQUEAU.  
Les scénarios d’assimilation sont premièrement testés dans un cadre synthétique afin 
d’identifier les variables les plus susceptibles à l’assimilation des données pour la prévision 
hydrologique. La robustesse des scénarios d’assimilation de données est ensuite testée en 
introduisant un biais sur les précipitations solides. Finalement, les observations réelles sont 
assimilées pour vérifier l’impact réel des scénarios pour la prévision hydrologique.  
Les résultats montrent une amélioration variable des prévisions hydrologiques en 
fonction des scénarios selon plusieurs critères de performance mesurant l’exactitude, le biais 
et la représentativité de l’incertitude représentée par les prévisions d’ensemble. L’assimilation 
du débit pour la mise à jour des variables améliore principalement les prévisions à court terme, 
tandis que l’impact de la mise à jour de certains paramètres persiste à moyen terme. 
L’assimilation de l’équivalent en eau de la neige améliore les prévisions à court et moyen 
terme, principalement pendant la période de fonte de neige. Pour la plupart des scénarios, 
l’assimilation simultanée du débit et de l’équivalent en eau de la neige surpasse l’assimilation 
des données individuellement. Ces résultats sont cohérents entre les cadres synthétique et réel. 
 
Mots-clés : Assimilation de données, prévision hydrologique, filtre de Kalman d’ensemble, 
neige, débit, télédétection. 
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CHAPITRE 1 INTRODUCTION 
1.1 Mise en contexte 
La prévision des apports hydrologiques sur un bassin versant est essentielle à la gestion des 
ressources en eau et à la protection des vies et des biens. Ces prévisions sont généralement 
obtenues à l’aide d’un modèle hydrologique alimenté par des prévisions météorologiques. 
Dans les milieux en haute altitude ou en haute latitude, la présence de neige contribue de façon 
importante à l’hydrologie du bassin versant. En effet, une quantité importante d’eau peut être 
retenue sous forme de neige, attendant le moment de la fonte avant de s’acheminer dans le 
réseau hydrographique. Une bonne connaissance des propriétés du couvert nival et de sa 
variabilité spatio-temporelle est donc nécessaire à la modélisation et à la prévision 
hydrologique dans les milieux où la neige est présente. 
 
Cependant, il arrive que les prévisions hydrologiques soient décalées par rapport à la réalité. 
En effet, l’incertitude des prévisions peut provenir de différentes sources, notamment de la 
structure globale du modèle hydrologique ou de quelques-unes de ses composantes, des 
paramètres du modèle, de ses conditions initiales et des prévisions météorologiques qui 
alimentent le modèle. Ces informations qui contiennent des erreurs peuvent mener à des 
décisions prises par les gestionnaires des ressources hydriques qui sont très coûteuses, tout 
comme des informations plus exactes peuvent mener à des gains importants, notamment pour 
le cas de production d’hydroélectricité. Il serait donc avantageux d’améliorer la qualité des 
prévisions hydrologiques étant donné leur impact important sur la prise de décision par rapport 
aux ressources hydriques, que ce soit par l’amélioration de leur exactitude ou leur fiabilité. 
 
La qualité des prévisions hydrologiques peut être améliorée de plusieurs façons. Par exemple, 
les prévisions d’ensemble (Cloke et Pappenberger, 2009) permettent d’attribuer une 
incertitude aux prévisions, offrant ainsi une information additionnelle au gestionnaire pour 
l’aider dans sa prise de décision. Une autre voie disponible est d’améliorer les états initiaux de 
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ces prévisions, soit d’accroître la connaissance des variables d’état du bassin versant du 
présent, telles que l’équivalent en eau du couvert nival et la teneur en eau du sol. 
 
De plus en plus de données sont disponibles pour améliorer ces états initiaux. Ces données 
peuvent provenir des réseaux d’observation existants ou de campagnes de mesures in situ, 
mais l’accroissement des observations est particulièrement causé par le développement de 
méthodes d’extraction d’information à partir de données de télédétection. En effet, de 
nombreuses variables physiographiques peuvent être estimées par télédétection (Tang et al., 
2009). Un avantage important de la télédétection par rapport aux mesures in situ est la 
couverture complète du territoire, potentiellement offerte à une résolution temporelle adéquate 
dans un contexte opérationnel et parfois même gratuitement. Cependant, tout comme pour les 
variables simulées, les données in situ ou estimées par télédétection contiennent leur part 
d’erreur. Ces erreurs peuvent provenir de l’instrument de mesure, de l’algorithme employé 
pour estimer la variable lorsque nécessaire ou, notamment pour le cas de la télédétection, de 
certains facteurs géophysiques (topographie du terrain, présence de végétation et de nuages) et 
de représentativité spatiale en raison de la variabilité à l’intérieur d’un pixel. 
 
La disponibilité de données pertinentes n’est donc pas le seul critère nécessaire à 
l’amélioration à la modélisation hydrologique et nivale étant donné l’erreur associée à ces 
données; encore faut-il les intégrer dans le modèle. La mise à jour du modèle demande de 
savoir laquelle parmi la variable simulée et la variable observée est plus fiable, compte tenu 
des nombreuses sources d’incertitude et de leur amplitude. L’assimilation de données, qui 
combine de façon optimale l’information simulée par le modèle et les observations 
indépendantes, est un outil qui a su prouver son utilité pour non seulement quantifier les 
incertitudes, mais également les réduire (Liu et Gupta, 2007). 
 
Bien qu’il y ait eu d’importants développements des méthodes d’assimilation de données, 
l’utilisation de ces méthodes appliquées à l’hydrologie dans un contexte opérationnel demeure 
relativement peu répandue. Le besoin d’implanter des méthodes efficaces d’assimilation de 
données pour combler l’écart entre la théorie et les pratiques opérationnelles augmente (Liu et 
al., 2012).  
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1.2 Définition du projet de recherche 
Le projet de recherche est issu d’un partenariat entre Rio Tinto et l’Université de Sherbrooke. 
Rio Tinto possède plusieurs barrages pour la production d’hydroélectricité. Un barrage faisant 
partie de la présente étude est situé en haute altitude sur la rivière Nechako en Colombie-
Britannique (Figure 1.1). Le bassin versant drainé couvre une superficie d’environ 14000 km2 
entre les longitudes 127°44’O et 124°72’O et les latitudes 52°57’N et 53°51’N. Cette région 
comprend une partie de la chaîne Côtière, de sorte que de nombreuses montagnes couvrent le 
bassin versant, principalement la partie ouest et l’île centrale. La différence d’élévation entre 
le point le plus élevé et celui le moins élevé atteint un peu plus de 1700 m. Selon Ressources 
Naturelles Canada (2016), 70 % du territoire est occupé par des forêts, dont la majorité est 
composée de conifères, tandis que l’eau de surface et les milieux ouverts composent le reste. 
 
 
Figure 1.1. Portrait du bassin versant de la rivière Nechako. 
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Les infrastructures de Rio Tinto consistent principalement en un barrage (Kenney Dam) au 
nord-est, un déversoir à Skins Lake au nord et une conduite forcée prêt de la station Tahtsa 
Intake au nord-ouest. La conduite forcée achemine l’eau du réservoir à travers les montagnes à 
l’ouest vers la centrale Kemano, où elle est utilisée pour la production d’hydroélectricité. 
L’exutoire du bassin versant est considéré au déversoir à Skins Lake.  
 
Étant donné l’emplacement géographique du bassin versant, une proportion importante 
(estimée à 53 %) des précipitations tombe sous forme solide. La quantité d’eau accumulée 
dans le manteau neigeux augmente au cours de l’année et fond sur une courte période en été 
(voir figure 1.2 pour l’hydrogramme annuel médian du débit reconstitué à l’exutoire et sa 
variabilité). La crue engendrée vient alors remplir le réservoir qui se vide graduellement 
durant l’hiver. Bien qu’une bonne estimation des débits à court terme soit d’une importance 
capitale pour de nombreuses applications hydrologiques, le volume d’eau total prévu à moyen 
terme constitue la variable la plus importante pour Rio Tinto étant donné la gestion du 
réservoir fortement influencée par les stocks de neige. Le manque de connaissance sur les 
propriétés de la neige au sol constitue donc une importante source d’incertitude pour la 
prévision hydrologique (Marcil et al., 2015).  
 
Figure 1.2. Ensemble des débits journaliers à l’exutoire du bassin versant reconstitués à partir 
des observations du niveau du réservoir du 1
er
 janvier 1957 au 24 avril 2016.  
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Certaines données peuvent toutefois être exploitées afin de réduire cette incertitude. Rio Tinto 
possède sept stations météorologiques à l’intérieur du bassin versant, trois stations 
nivométriques (également appelées coussins à neige) servant à estimer l’équivalent en eau de 
la neige (ÉEN), ainsi qu’une station hydrométrique qui mesure le niveau d’eau du réservoir. 
Les stations météorologiques couvrent plusieurs régions du bassin versant, mais 
principalement la partie ouest. Des données obtenues par télédétection, telles que des cartes de 
superficie du couvert nival, sont également disponibles.  
 
Dans le cadre du partenariat entre Rio Tinto et l’Université de Sherbrooke, il a été suggéré 
d’utiliser un système d’assimilation de données afin d’exploiter les mesures in situ et les 
mesures par télédétection sur le couvert nival disponibles sur le bassin versant de la Nechako 
dans le but d’améliorer les prévisions hydrologiques. L’assimilation de plusieurs types de 
données n’est cependant pas garante d’une amélioration significative de la prévision des 
débits. Les méthodes d’assimilation de données sont généralement sensibles à la présence de 
biais sur les observations ou dans le modèle hydrologique (Dee, 2005). Ceci peut être 
problématique pour la présente étude en raison du sous-captage quasi systématique des 
précipitations neigeuses par les stations météorologiques.  
 
La question de recherche se pose : comment l’assimilation de données multivariées et 
univariées, en présence ou en absence de biais, se compare-t-elle par rapport à la modélisation 
hydrologique sans assimilation de données pour la prévision hydrologique à court et moyen 
terme?  
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1.3 Objectifs du projet de recherche 
L’objectif principal du projet est d’évaluer la plus-value de l’assimilation de données 
multivariées et univariées à l’aide du filtre de Kalman d’ensemble (EnKF) pour la prévision 
hydrologique. Plus spécifiquement, les objectifs secondaires sont les suivants : 
1) Analyser la sensibilité de la performance de l’assimilation de données du débit, de 
l’équivalent en eau de la neige et de la superficie du couvert nival dans le modèle 
hydrologique CEQUEAU pour la prévision hydrologique à court terme (horizon de 
prévision jusqu’à 5 jours) et à moyen terme (entre 25 et 50 jours d’horizon de 
prévision) en fonction du contenu du vecteur d’état dans des conditions idéales. 
2) Évaluer la performance de l’assimilation de données pour la prévision hydrologique à 
court terme et à moyen terme en présence de biais sur les précipitations. 
3) Évaluer la performance de l’assimilation de données réelles pour la prévision 
hydrologique à court terme et à moyen terme. 
 
Dans la thèse, plusieurs approches et scénarios sont présentés et comparés. Devant les 
multiples options présentées, le choix d’une approche par rapport à une autre pour les 
comparaisons ultérieures s’appuie généralement sur une philosophie élémentaire : à 
performance semblable, l’approche la plus simple est choisie. L’établissement de la 
méthodologie ne repose donc pas nécessairement sur l’obtention d’une solution optimale à 
l’assimilation de données multivariées pour la prévision hydrologique, mais permet d’évaluer 
la performance des scénarios les plus prometteurs parmi les plus parcimonieux. 
1.4 Contributions originales 
Cette thèse apporte une contribution originale en explorant l’assimilation de données 
univariées et multivariées avec le filtre de Kalman d’ensemble pour la prévision hydrologique. 
D’une part, le projet apporte une contribution en mettant en évidence l’importance de la 
configuration du vecteur d’état et du choix du critère pour la calibration des erreurs pour 
l’assimilation de données. D’une autre part, la plus-value théorique de l’assimilation de 
certaines données univariées et multivariées pour la prévision hydrologique est démontrée à 
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partir de données synthétiques pour un bassin versant en milieu neigeux et validée avec des 
données réelles. La robustesse de l’approche face à la présence de biais sur les précipitations 
est également analysée.  
1.5 Plan du document 
La suite de cette thèse est composée de quatre chapitres. Le chapitre 2 résume l’état des 
connaissances actuelles pertinentes au projet. Plus spécifiquement, le chapitre dresse le bilan 
des activités de recherche par rapport à la modélisation hydrologique et nivale, la télédétection 
de la neige et l’assimilation de données. Le chapitre 3 poursuit avec une description des 
modèles et des données employés pour l’étude, basé sur leur disponibilité et les 
recommandations tirées de l’état de l’art.  
 
Les chapitres suivants sont divisés selon les volets principaux de la thèse qui tentent de 
répondre aux objectifs définis ci-haut. Ces volets correspondent à l’étude synthétique idéale, 
ou sans biais sur les intrants météorologiques (chapitre 4), l’étude synthétique en présence de 
biais sur les précipitations solides (chapitre 5) et l’étude avec des données réelles (chapitre 6). 
Ces chapitres comprennent la méthodologie adoptée pour chacun des volets, la présentation 
des résultats obtenus et l’analyse de ceux-ci. La thèse se termine avec une conclusion au 
chapitre 7. 
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CHAPITRE 2 ÉTAT DE L’ART 
Ce chapitre vise à résumer l’état des connaissances actuelles pertinentes au projet. Plus 
spécifiquement, les sections qui suivent dressent le bilan des activités de recherche par rapport 
à la modélisation hydrologique et nivale, à la télédétection du couvert nival et à l’assimilation 
de données. 
2.1 La modélisation hydrologique et nivale 
Il existe de nombreux modèles hydrologiques. Singh et Woolhiser (2002) décrivent le 
développement historique de la modélisation hydrologique et listent plusieurs dizaines de 
modèles disponibles.  
 
Ces modèles sont souvent classifiés selon leur mode de schématisation des processus 
d’écoulement dans le sol. D’un côté se retrouvent les modèles à base physique, comme le 
Système Hydrologique Européen (SHE; Abott et al., 1986a,b), et de l’autre les modèles 
conceptuels, comme le modèle du Génie Rural à 4 paramètres Journalier (GR4J; Perrin et al., 
2003). Les modèles à base physique représentent les processus hydrologiques selon des 
équations à base physique et comportent généralement une discrétisation spatiale fine tandis 
que les modèles conceptuels représentent les processus hydrologiques à l’aide de réservoirs 
conceptuels dont le comportement est régi par les équations de continuité (le bilan hydrique 
doit être fermé) et de vidange (le débit sortant est proportionnel au volume stocké). 
 
Les modèles se distinguent également par la modélisation spatiale des variables. Les modèles 
globaux (ex. : GR4J) considèrent que tout le bassin versant est homogène. Une variable, par 
exemple l’équivalent en eau de la neige ou le ruissellement, est considérée avoir la même 
valeur en tout point à l’intérieur du bassin versant. Les modèles spatialisés discrétisent le 
bassin versant en plusieurs unités hydrologiques, généralement à l’échelle des données 
topographiques (ex. : CEQUEAU; Charbonneau et al., 1977). Ces modèles sont très 
gourmands en données d’entrée. Ces données sont rarement disponibles sur l’ensemble d’un 
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bassin versant. Les modèles semi-spatialisés constituent une forme d’hybride où certaines 
zones plus grossières du bassin versant (souvent un sous-bassin versant) vont être traitées 
comme étant homogènes tout en permettant un certain laminage du débit transféré d’une zone 
à une autre (Hydrotel; Fortin et al., 2001). Finalement, les modèles distribués regroupent les 
zones d’un bassin versant en unités de réponse hydrologique (URH) selon les caractéristiques 
d’un bassin versant, telles que la pente, l’altitude, l’occupation du sol, etc. Ces URH vont par 
la suite être pondérées selon la fraction du bassin versant (ou sous-bassin versant) qu’ils 
représentent, sans laminage. Il s’agit principalement d’une approche numériquement rapide 
pour considérer certaines hétérogénéités d’un bassin versant (ex. : TopModel; Beven et Freer, 
2001). 
 
Les modèles peuvent également être classifiés comme étant déterministes ou stochastiques. 
Les modèles déterministes offrent une solution unique pour une combinaison d’intrants 
donnée, tandis que les modèles stochastiques, comme les modèles autorégressifs (Box et al., 
2015), peuvent en offrir une infinité en utilisant, par exemple, une approche Monte-Carlo avec 
des fonctions de distribution de probabilité pour simuler une série temporelle du débit ou 
d’une quelconque variable.  
 
Quelle que soit leur façon de modéliser l’écoulement, les modèles hydrologiques appliqués 
dans un milieu nordique nécessitent généralement un module pour simuler l’accumulation et la 
fonte de la neige. Si un tel module n’existe pas dans le modèle hydrologique de base, il peut y 
être greffé en choisissant parmi de nombreux modèles de neige disponibles, tels que ceux 
listés par Yang (2008). Les modèles de neige se divisent généralement en deux groupes selon 
leur approche pour modéliser la fonte de neige, soit une approche simple par degré-jour 
(Rango et Martinec, 1995) ou une approche physique par bilan énergétique (ex. : Tarboton et 
Luce, 1996). Il existe également des modèles hybrides degré-jour-bilan-énergétique (Turcotte 
et al., 2007) où certains apports énergétiques physiques sont considérés explicitement en plus 
d’un apport énergétique empirique basé sur l’approche par degré-jour. Certains modèles sont 
monocouches (ex : USACE, 1965), d’autres multicouches (ex : Crocus; Brun et al., 1992); 
certains utilisent très peu de données d’entrée (ex. : température maximale et minimale, 
précipitations), d’autres sont plus gourmands (s’ajoutent le rayonnement solaire et infrarouge, 
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la vitesse du vent, le couvert végétal, etc.; Yang, 2008). Bref, comme les modèles 
hydrologiques, les modèles de neige sont très variés et le choix d’utiliser un modèle ou un 
autre dépend des objectifs de l’utilisateur et des données disponibles pour exécuter ces 
modèles. 
 
Les modèles hydrologiques et les modèles nivaux contiennent généralement plusieurs 
paramètres à ajuster. Un calage est alors requis pour combler cette lacune en minimisant une 
fonction objectif. Bien que le calage manuel soit encore utilisé, de nombreuses méthodes de 
calage automatique ou semi-automatique ont été développées (Moradkhani et Sorooshian, 
2008). Les premières méthodes utilisées étaient des méthodes locales, où un minimum local de 
la fonction objectif est cherché par itération dans l’espace des paramètres à l’aide d’un jeu de 
paramètres initial donné. Ces méthodes peuvent être des méthodes directes, comme le simplex 
de Nelder et Mead (1965), ou par gradient, comme la méthode de Newton. Des méthodes dites 
globales, où un minimum global de la fonction objectif est cherché, sont plutôt utilisées depuis 
une vingtaine d’années, dont la très populaire méthode du Shuffled Complex Evolution – 
University of Arizona (SCE-UA; Duan et al., 1992) et d’autres méthodes émergentes comme 
le Dynamically Dimensioned Search (DDS; Tolson et Shoemaker, 2007). La fonction objectif 
employée lors du calage joue également un rôle très important. Toutes les méthodes de calage 
automatique résolvent un jeu de paramètres en fonction d’un ou de plusieurs critères de 
performance regroupés dans la fonction objectif. Le choix de la fonction objectif dépend des 
besoins de l’utilisateur puisque chaque critère fournit une information différente des autres. 
Une fonction objectif populaire pour le calage de modèles hydrologique est le critère Nash-
Sutcliffe (voir l’équation 3-31; Nash et Sutcliffe, 1970). Ce critère accorde une importance au 
bon ajustement du modèle pour simuler les forts débits en particulier.  
 
La recherche d’un seul jeu de paramètres optimal n’est cependant pas suffisante pour 
connaître l’incertitude associée à ce jeu de paramètres. Des approches ont été développées afin 
de visualiser ou quantifier l’incertitude associée aux paramètres d’un modèle. On regroupe 
généralement ces approches comme étant informelles, comme le Generalized Likelihood 
Uncertainty Estimation (GLUE; Beven et Binley, 1992), ou formelles, comme le Differential 
Evolution Adaptive Metropolis (DREAM; Vrugt et al., 2008). Le GLUE propose 
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d’échantillonner l’espace des paramètres un grand nombre de fois pour en obtenir des jeux de 
paramètres différents, de calculer la performance de ces jeux de paramètre selon un critère de 
performance au choix et d’en retenir seulement les meilleurs. La distribution de ces paramètres 
reflèterait ainsi l’incertitude associée aux paramètres. Le DREAM propose plutôt d’estimer la 
distribution des paramètres en faisant évoluer différents jeux de paramètres simultanément à 
partir d’une approche de Monte-Carlo par chaînes de Markov. Bien que la communauté 
scientifique ne soit pas en accord sur la validité des approches formelles et informelles, Vrugt 
et al. (2009) ont montré que les résultats des deux approches sont généralement très similaires. 
 
Certains problèmes liés à l’utilisation des méthodes de calage automatique ont cependant été 
mis en évidence par Gupta et al. (1999). Un premier problème est que les valeurs des 
paramètres obtenues de cette façon peuvent être physiquement irréalistes. Un second problème 
est que le jeu de paramètres obtenu peut être surentrainé, de sorte que le modèle peut 
concorder très bien avec les données de calage pour une période donnée, mais être en fort 
désaccord avec les données de validation sur une autre période. Un troisième problème est que 
le jeu de paramètres obtenu peut varier considérablement selon le choix des données de 
calage, de la fonction objectif et de la méthode de calage. Un dernier problème est connu sous 
l’appellation du ‘problème d’équifinalité’, terme introduit par Beven et Binley (1992). Le 
principe d’équifinalité réfère au fait que plusieurs jeux de paramètres pour un même modèle 
hydrologique peuvent être aussi performants l’un comme l’autre. Ce problème survient 
notamment lorsqu’un modèle est surparamétré. L’équifinalité peut survenir lorsqu’il y a une 
forte dépendance entre deux ou plusieurs paramètres ou lorsque les résultats attendus sont peu 
ou pas sensibles à un ou plusieurs paramètres. Un ensemble de jeux de paramètres « 
équiperformants » peut alors être employé pour représenter l’incertitude liée à ces paramètres. 
Les méthodes GLUE et DREAM citées plus haut ont été développées suivant cette approche. 
 
En absence de données pour diminuer le nombre de paramètres effectifs d’un modèle, ces 
problèmes suggèrent indirectement de favoriser la parcimonie des modèles. Malgré les 
nombreux modèles disponibles et les méthodes de calage développées jusqu’à présent, 
l’existence d’un modèle systématiquement supérieur à tous les autres n’a pas encore été 
démontrée (OMM, 1975; OMM, 1986; Reed et al., 2004), bien que certaines améliorations 
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soient possibles avec les modèles spatialisés par rapport aux modèles globaux s’il y a 
suffisamment de données disponibles pour les calibrer (Smith et al., 2012; Smith et al., 2013). 
Le choix d’un modèle repose donc généralement sur l’utilisation prévue du modèle, la 
disponibilité des données pour l’alimenter et sur la facilité à le mettre en œuvre. 
2.2 La télédétection du couvert nival 
La télédétection fait référence au captage du rayonnement électromagnétique émis ou réfléchi 
par la surface terrestre afin d’extraire de l’information sur l’environnement. En contraste avec 
les observations ponctuelles, la télédétection satellitaire, notamment, permet de faire un suivi 
spatialement continu de certaines variables hydrologiques, dont les propriétés du couvert nival 
(Dietz et al., 2012) et la teneur en eau du sol (Lakshmi, 2013). Puisque le sol est couvert de 
neige la majorité du temps sur le bassin versant de la Nechako et que la crue engendrée par la 
fonte de neige est l’événement hydrologique le plus important, les sous-sections suivantes 
vont résumer les méthodes plus fréquemment employées pour estimer les propriétés du 
couvert nival par télédétection. 
 
Plusieurs sources de données de télédétection de la neige sont envisageables. Par exemple, les 
données LiDAR (Deems et al., 2013) permettent entre autres de mesurer la hauteur du couvert 
nival. Cependant, ces données proviennent principalement de capteurs aéroportés ou in situ ne 
couvrant pas le bassin versant de la Nechako. Le système GRACE permet d’estimer les 
changements à la masse d’eau totale (incluant l’équivalent en eau de la neige) à partir des 
changements du champ gravitationnel perçus selon deux capteurs satellitaires (Wang et al., 
2017). Cependant, la résolution spatiale de ces données est très grossière, de sorte que 
l’empreinte d’une mesure dépasse largement la taille du bassin versant de la Nechako. Ainsi, 
afin de concentrer l’état de l’art sur les méthodes pertinentes à la problématique soulevée au 
chapitre précédent, la présente section couvre principalement les méthodes de télédétection de 
l’ÉEN et la superficie du couvert nival (SCN). Ces méthodes comprennent la télédétection par 
micro-ondes passives, par micro-ondes actives (radar) et la télédétection dans le spectre 
visible, dont la résolution spatiale des capteurs est compatible avec la taille du bassin versant 
de la Nechako. Une revue plus détaillée est offerte par Dietz et al. (2012). 
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2.2.1 Les micro-ondes passives 
D’un point de vue hydrologique, la neige peut agir comme un réservoir contrôlant les réserves 
d’eau. Pour cette raison, l’information sur l’ÉEN est très convoitée des hydrologues et 
gestionnaires de barrages. Le développement des technologies basées sur la télédétection des 
micro-ondes émises par la surface terrestre a permis de raffiner les méthodes d’estimation de 
l’ÉEN puisque le couvert nival atténue le signal micro-onde émis par le sol sous-jacent (Chang 
et al., 1987). Cette atténuation du signal micro-onde dépend principalement de l’ÉEN, mais 
également de la teneur en eau liquide et de la forme, la taille et de l’orientation des grains de 
neige par rapport à la direction du rayonnement incident (Clifford 2010; Foster et al., 1999; 
König et al., 2001).  
 
De nombreuses approches ont donc été développées pour estimer l’ÉEN par télédétection des 
micro-ondes passives, notamment les méthodes basées sur une différence de température de 
brillance (Chang et al., 1987), les méthodes de régression linéaire (Goïta et al., 2003), les 
méthodes basées sur des réseaux de neurones (Forman, 2013; Tedesco et al., 2004a) et les 
méthodes d’inversion d’un modèle physique d’émission de micro-ondes (Pulliainen et 
Hallikainen, 2001). Les capteurs satellitaires disponibles actuellement pour l’application de 
ces méthodes incluent SSM/I et AMSR2, bien qu’autrefois les capteurs SMMR et AMSR-E 
étaient fonctionnels et leurs données peuvent encore être utilisées pour des études sur le passé 
(Dietz, 2012; JAXA, 2013).  
 
Ces méthodes sont cependant restreintes à des conditions idéales où le terrain est relativement 
homogène, sans végétation et la neige est sèche puisque la neige humide devient presque un 
corps noir, faisant en sorte que son signal micro-onde se confond avec le sol sans neige 
(Chang et al., 1985; Mätzler, 1987). Même dans ces situations idéales, l’erreur sur l’ÉEN est 
généralement de l’ordre de quelques dizaines de mm au mieux (Goïta et al., 2003; Tedesco et 
al., 2004a; Vachon et al., 2010). L’étude d’Andreadis et Lettenmaier (2006) montre également 
que l’ÉEN estimée à partir du capteur AMSR-E avec la méthode de Chang et al. (1987) sous-
estime significativement la quantité d’ÉEN observée lorsque le couvert nival est profond et 
que l’assimilation de cette donnée dans un modèle hydrologique n’est avantageuse que lorsque 
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le couvert nival est très peu profond. Ces conclusions sont également formulées par 
Dziubanski et Franz (2016). Selon Foster et al. (2005), la couverture végétale et la taille des 
grains de neige sont les sources d’erreur les plus importantes de cet algorithme. D’un autre 
côté, Dong et al. (2005) montrent plutôt que les facteurs qui contribuent le plus à l’erreur des 
estimations de l’ÉEN par télédétection satellite sont la masse du couvert nival, suivi de la 
distance d’un plan d’eau et la température de l’air. L’évaluation de ces estimations est 
généralement faite à l’aide d’instruments qui contiennent eux-mêmes une erreur souvent 
importante.  
 
Plusieurs incertitudes demeurent irrésolues, mais l’observation du couvert nival par 
télédétection micro-onde passive demeure toutefois un outil prometteur pour les applications 
hydrologiques sur les grands bassins versants, puisqu’il permet de fournir des données 
quotidiennes sur l’état de la surface indépendamment du couvert nuageux, mais avec une 
résolution spatiale très grossière. À titre d’exemple, la résolution spatiale des pixels à 19 GHz 
et 37 GHz du capteur AMSR-E, deux fréquences couramment employées pour estimer l’ÉEN, 
est de 27 x 16 km et 14 x 8 km respectivement. Il existe néanmoins certains produits globaux 
de l’ÉEN estimé principalement par télédétection dont GlobSnow (Takala et al., 2011) et le 
produit AMSR-E/Aqua Daily L3 Global Snow Water Equivalent EASE-Grids, Version 2 
(Tedesco et al., 2004b) basé sur la méthode de Kelly et al. (2003). Toutefois, l’importante 
incertitude associée aux données micro-ondes passives ne permet pas encore son utilisation 
dans un contexte hydrologique opérationnel, particulièrement pour un bassin versant avec un 
couvert forestier important, un terrain montagneux et un couvert de neige très profond comme 
celui de la Nechako. 
2.2.2 Le radar 
La télédétection micro-onde active (ou radar) est une autre source d’information permettant de 
caractériser le couvert nival. En raison de sa résolution spatiale fine (typiquement de l’ordre de 
10 à 100 mètres en bande C) et sa capacité à pénétrer les nuages, le radar est un outil 
prometteur pour l’étude des caractéristiques de la surface terrestre. Cependant, l’utilité du 
radar pour estimer les caractéristiques du couvert nival est limitée par le fait que seule la neige 
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mouillée peut être actuellement détectée de manière fiable (Wang et al., 2008). Dans les 
conditions de neige sèche, le sol sous la neige est la principale cause de la rétrodiffusion du 
signal radar plutôt que les grains de neige (König et al., 2001), bien que les croutes de glace 
dans le couvert nival peuvent être détectées à certaines fréquences (Nghiem et al., 2005). La 
télédétection radar est donc parfois utilisée en combinaison avec la télédétection dans les 
spectres visible et/ou micro-onde passif pour détecter la fonte de neige (Foster et al., 2011; 
Rondeau-Genesse et al, 2016), mais son application pour estimer les caractéristiques du 
couvert de neige dans un contexte opérationnel demeure restreinte. 
2.2.3 Le spectre visible 
La présence ou l’absence de neige peut être détectée beaucoup plus facilement que l’ÉEN en 
exploitant la télédétection basée sur le régime visible du spectre électromagnétique. Bien que 
différent de l’ÉEN, la présence de neige peut néanmoins être utilisée comme indicateur d’une 
certaine quantité d’eau conservée dans la neige détectée. Il a été démontré que le suivi de cette 
variable a des bienfaits pour les simulations hydrologiques (Andreadis et Lettenmaier, 2006; 
Bergeron et al. 2014; Lavallée et al. 2006; McGuire et al. 2006; Roy et al. 2010; Tang et 
Lettenmaier, 2010), de même que pour le calage des modèles (Parajka et Blöschl, 2008b).  
 
La neige se distingue des autres éléments terrestres dans le spectre visible en raison de son 
albédo élevé. L’albédo de la neige fraîche se situe généralement entre 80% et 90%, tandis que 
l’albédo de la neige en fonte peut descendre jusqu’à 50% et moins dépendamment des 
impuretés présentes dans la neige (Winther et al., 1999; Wiscombe et Warren, 1980). En effet, 
l’albédo de la neige varie principalement en fonction du contenu d’eau dans la neige, des 
impuretés, et de la taille et la forme des grains (Dozier et al., 2009). Sans connaître toutes ces 
informations a priori, une approche basée sur la réflectance d’un pixel terrestre obtenue par 
télédétection peut être suffisante pour détecter la présence ou l’absence de neige au sol de 
façon binaire (Dozier, 1984), bien qu’il existe également des méthodes pour quantifier la 
fraction de neige au sol (Kaufman et al., 2002; Painter et al., 2009; Rosenthal et Dozier, 1996; 
Salomonson et Appel, 2004).  
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La méthode du démixage spectral est une méthode qui suppose que la signature spectrale 
observée par un capteur multispectral est une combinaison des signatures spectrales pures de 
toutes les composantes du pixel. La fraction des composantes, la neige par exemple, peut alors 
être déduite tant que le nombre de bandes spectrales est plus grand ou égal au nombre de 
composantes (plus d’équations que d’inconnues). Dans la pratique, il est nécessaire de borner 
les fractions afin de respecter les contraintes physiques (fractions positives et somme des 
fractions égale à l’unité). L’approche des moindres carrés peut être employée sur toutes les 
bandes pour obtenir des valeurs réalistes des fractions des composantes (Rosenthal et Dozier, 
1996). Cependant, l’estimation de la fraction de neige n’est pas fiable en présence de 
végétation puisque celle-ci peut cacher la neige sous-jacente, ce qui diminue la fraction de 
neige estimée (Painter et al., 2009). Une détection binaire (neige ou sans neige) doit donc être 
employée.  
 
Une autre méthode pour estimer la fraction de neige au sol est plus simplement d’utiliser un 
indice basé sur une différence de réflectance entre deux bandes spectrales (Kaufman et al., 
2002) ou encore un polynôme d’un tel indice comme le Normalized Difference Snow Index 
(NDSI; Hall et al., 2001; Salomonson et Appel, 2004). Le NDSI est défini comme étant la 
différence entre la réflectance de la surface dans une bande spectrale dans le spectre visible 
d’un capteur et la réflectance dans une bande spectrale dans l’infrarouge à courte longueur 
d’onde (Short Wave Infrared, SWIR) normalisée par la somme de ces deux réflectances : 
où 𝑏𝑉𝐼𝑆 est la réflectance dans la bande visible et 𝑏𝑆𝑊𝐼𝑅 est la réflectance dans la bande SWIR. 
Cet indice permet entre autres de distinguer la neige au sol des nuages puisque la neige reflète 
beaucoup moins dans le SWIR que les nuages (Dozier, 1989). Les méthodes courantes basées 
sur le NDSI utilisent généralement une approche mixte pour détecter la présence de neige au 
sol. Par exemple, Hall et al. (2002) et Thirel et al. (2012) utilisent un arbre de décision basé à 
la fois sur les réflectances absolues dans certaines bandes spectrales du capteur satellitaire 
MODIS et de la valeur du NDSI pour estimer la présence de neige sous forme binaire (neige 
ou non-neige). L’exactitude des produits basés sur ces méthodes varie toutefois en fonction de 
la densité et du type de couvert végétal, de la présence de nuages et du temps de l’année, 
 
NDSI =
𝑏𝑉𝐼𝑆 − 𝑏𝑆𝑊𝐼𝑅
𝑏𝑉𝐼𝑆 + 𝑏𝑆𝑊𝐼𝑅
 (2-1) 
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notamment pendant la période de fonte et d’accumulation où l’erreur est plus importante que 
le reste de l’année (Arsenault et al., 2014; Hall et al., 1998; Hall et al., 2007; Poon et Valeo, 
2006).  
 
Plusieurs capteurs sont actuellement disponibles pour la détection de la présence ou la fraction 
de neige, en plus des capteurs actuellement non fonctionnels pour faire un suivi sur une plus 
longue période (Dietz, 2012). Toutefois, la résolution spatiale et temporelle de ces capteurs 
varie énormément, allant de 30 à 8000 m de long par pixel et 3 h à 18 jours entre l’acquisition 
de deux images d’un même endroit. 
 
La présence de nuages demeure cependant une nuisance pour la détection de la neige au sol. 
Les nuages diffusent trop le rayonnement visible et SWIR pour extraire une information par 
rapport à l’état du couvert de neige. Certaines études tentent néanmoins de réduire le nombre 
de pixels nuageux en appliquant un filtre spatial ou temporel (Painter et al., 2009; Parajka et 
Blöschl, 2008a) ou encore en combinant des informations obtenues à différents moments de la 
journée par différents capteurs (Bergeron et al., 2014; Marcil et al., 2016; Parajka et Blöschl, 
2008a; Wang et al., 2009). Le filtre spatial consiste à compter le nombre de pixel avec et sans 
neige voisinant le pixel nuageux et à attribuer une présence ou une absence de neige à ce pixel 
selon l’information qui se manifeste en plus grand nombre. Le filtre temporel consiste à 
reculer dans le temps jusqu’à un nombre de jours précisé et d’attribuer au pixel nuageux la 
dernière information observée sans nuages. Ces méthodes par filtre augmentent effectivement 
le nombre de pixels sans nuages, mais au détriment de l’exactitude du produit final (Parajka et 
Blöschl, 2008a).  
 
Finalement, l’approche multicapteurs peut être avantageuse pour deux raisons principales. 
Premièrement, les temps de passage des satellites peuvent être différents, de sorte que les 
nuages ont possiblement le temps de se déplacer entre les passages (Parajka et Blöschl, 2008a; 
Wang et al., 2009). Deuxièmement, les différents types de capteurs, comme les capteurs dans 
le spectre visible et les capteurs micro-ondes passives et actives, peuvent être complémentaires 
au niveau de la résolution spatiale et la sensibilité à la présence de nuages comme le produit 
 ÉTAT DE L’ART 
 
18 
ANSA (Foster et al., 2011), ou un mélange des deux comme le produit IMS (Ramsay, 1998) 
parmi d’autres (Bergeron et al, 2014; Gao et al., 2010). 
2.3 L’assimilation de données 
L’assimilation de données (AD) est un outil très utilisé en météorologie et climatologie, mais 
encore relativement peu utilisé en modélisation hydrologique et nivale, surtout pour des 
applications opérationnelles (Liu et al., 2012). Plusieurs approches ont cependant été 
développées et/ou appliquées à cette fin, que ce soit dans un scénario synthétique ou réel. Les 
sous-sections à venir tenteront donc de résumer certains aspects théoriques et développer sur 
les approches utilisées en assimilation de données appliquée à l’hydrologie. 
2.3.1 Définitions générales et catégories d’AD 
Bocquet (2013) définit l’assimilation de données comme étant « l'ensemble des techniques 
statistiques qui permettent d'améliorer notre connaissance (passée, présente ou future) de l'état 
d'un système physique à partir de la donnée concomitante d'observations expérimentales sur le 
système et de sa connaissance théorique (ou a priori) ». Autrement dit, l’assimilation de 
données exploite les estimés, ou variables d’état, d’un modèle, appelées ébauches, et les 
observations physiques pertinentes pour mettre à jour le modèle de façon à ce qu’il soit plus 
près de l’état véritable. L’état véritable est la meilleure représentation possible de la réalité et 
ce processus d’estimation de l’état véritable est appelé analyse. Il s’agit de la meilleure 
estimation a posteriori des variables d’état compte tenu des informations disponibles suivant 
une des méthodes décrites dans la sous-section suivante. On nomme également le vecteur 
d’état le vecteur qui regroupe ces variables d’état qui décrivent la réalité selon le modèle. 
 
Les méthodes d’assimilation de données peuvent être classifiées de différentes façons 
(Bouttier et Courtier, 1999). L’assimilation est dite séquentielle lorsque seulement les 
observations du passé jusqu’au présent sont utilisées pour obtenir l’analyse, ou non 
séquentielle ou rétrospective si des observations futures sont également utilisées. 
L’assimilation séquentielle est employée pour des applications en temps réel, tandis que 
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l’assimilation non séquentielle est plutôt employée pour faire des réanalyses. En hydrologie, 
les méthodes séquentielles sont préférées puisque le but est souvent d’en faire une application 
en temps réel.  
 
Les méthodes d’assimilation se distinguent également selon la fenêtre temporelle à l’intérieur 
de laquelle la méthode est appliquée. Les méthodes intermittentes traitent les observations une 
à une ou en petits lots dans une fenêtre temporelle considérée instantanée, tandis que les 
méthodes continues traitent les observations disponibles sur une plus grande période. Cette 
dernière approche permet d’obtenir une analyse lissée dans le temps et plus réaliste 
physiquement parlant qu’avec une méthode intermittente qui peut créer des écarts brusques.  
 
Montzka et al. (2012) rajoutent finalement des distinctions au niveau du nombre de variables 
différentes assimilées et leur échelle. Particulièrement, l’assimilation est décrite comme 
univariée lorsqu’un seul type de données est assimilé tandis que l’appellation multivariée est 
employée lorsqu’au moins deux différentes variables d’état sont assimilées (et non pas deux 
observations différentes de la même variable pour lequel l’appellation multisource serait plutôt 
utilisée). L’assimilation est également décrite comme uniéchelle lorsqu’il est supposé que 
l’échelle de l’observation coïncide approximativement avec la grille du modèle, tandis que 
l’assimilation multiéchelle s’applique lorsque la résolution spatiale de l’observation diffère 
significativement de celle de la grille du modèle. 
2.3.2 Méthodes courantes 
L’abondance de nouvelles observations hydrologiques a permis d’approfondir la recherche en 
assimilation de données pour tenter d’améliorer les prévisions hydrologiques. En effet, de 
nombreuses méthodes d’assimilation de données ont été utilisées et évaluées pour la 
modélisation hydrologique. La méthode la plus simple est l’insertion directe des observations, 
qui consiste à attribuer telles quelles les valeurs des observations aux variables d’état 
correspondantes. Cette méthode est parfois employée en hydrologie comme solution très 
simple lorsqu’un modèle seul est insuffisant (McGuire et al., 2006; Roy et al., 2010). La 
méthode demande une confiance totale en l’exactitude des observations puisqu’elle ne tient 
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pas compte de leur erreur, ou encore qu’elle attribue l’erreur entière au modèle. Cependant, tel 
que souligné dans les sections précédentes, les observations considérées ne sont pas parfaites, 
ce qui invalide l’utilisation de cette méthode. 
 
Des méthodes empiriques, comme la méthode de Cressman (1959) ou la méthode de 
relaxation de Newton (Davies et Turner, 1977) aussi connu sous le nom de nudging, tentent de 
faire un compromis entre le modèle et les observations. Ces méthodes ont tout de même connu 
un certain succès en hydrologie (Houser et al., 1998; Paniconi et al., 2003), mais la 
pondération appliquée par ces méthodes peut être parfois subjective et peut potentiellement 
remplacer une ébauche de bonne qualité (sortie d’un modèle) avec une observation de 
mauvaise qualité, bien que de façon moins dramatique que l’insertion directe. D’ailleurs, 
Houser et al. (1998) ont démontré que le nudging était plus performant que l’insertion directe 
pour l’assimilation de données de la teneur en eau du sol. 
 
Le filtre de Kalman est une méthode à base séquentielle bien adaptée aux applications en 
temps réel. Il existe plusieurs variantes du filtre de Kalman, notamment le filtre de Kalman 
étendu (Extended Kalman Filter, EKF; Kitanidis et Bras, 1980a; Georgakakos, 1986a), le filtre 
de Kalman d’ensemble (Ensemble Kalman Filer, EnKF; Evensen, 1994) et le filtre de Kalman 
unscented (Unscented Kalman Filter, UKF; Julier et Uhlmann, 1997). La différence principale 
entre ces méthodes réside dans la façon de propager les états du modèle et les matrices de 
covariance (voir section 3.6). Le EKF linéarise le modèle et l’opérateur d’observations, parfois 
de façon irréaliste, ce qui peut entrainer des problèmes numériques (Miller et al., 1994). Étant 
donné que la modélisation hydrologique n’est pas linéaire, la méthode a perdu de sa popularité 
(Liu et al., 2012), mais son potentiel en hydrologie a tout de même été démontré dans 
plusieurs études (Kitanidis et Bras 1980b; Georgakakos, 1986b; Aubert et al., 2003; Sun et al., 
2004). Le UKF, comme le EKF, linéarise un modèle non linéaire, mais à travers une 
régression linéaire entre une sélection de points, appelés points sigma, de la distribution des 
états au pas de temps précédent (Wan et van der Merwe, 2000). La moyenne et la variance de 
l’analyse sont obtenues à partir de ces points sigma qui sont propagés par le modèle non 
linéaire. Bien que la méthode soit moins sensible aux non-linéarités du modèle et que les 
hypothèses de la méthode soient relativement peu contraignantes, cette méthode demande un 
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nombre d’évaluations du modèle supérieur au double nombre de variables d’état, ce qui peut 
être très demandant pour les modèles hydrologiques comprenant un grand nombre de variables 
comme les modèles spatialisés. Finalement, le EnKF propage les états avec une approche 
Monte-Carlo soit en créant un ensemble de membres (également appelés particules). Chaque 
particule ou membre d’ensemble correspond à un « modèle » en soi. Une particule peut être 
différente d’une autre particule du même ensemble soit en ayant son propre jeu de paramètres, 
ses propres conditions initiales et/ou ses propres intrants. Une particule peut même 
correspondre à un modèle hydrologique complètement différent d’une autre particule. La 
méthode est bien adaptée pour les modèles non linéaires, mais demande cependant que la 
distribution des états soit gaussienne pour que l’analyse soit optimale, ce qui n’est pas toujours 
le cas et peut ainsi nuire à la qualité des résultats obtenus (Pasetto et al., 2012). Le temps de 
calcul augmente donc en fonction de la taille de l’échantillon et plus l’échantillon est grand, 
plus les statistiques d’erreur du modèle sont bien représentées. Il existe toutefois des moyens 
pour réduire la taille de l’ensemble tout en conservant la qualité des statistiques en utilisant 
une stratégie d’échantillonnage mieux adaptée, comme le Latin Hypercube Sampling (LHS; 
McKay et al., 1979; voir annexe B4).  
 
En raison de sa simplicité et sa robustesse, le EnKF est une méthode populaire en assimilation 
de données appliquée à l’hydrologie (Liu et al., 2012). En effet, de nombreuses études ont 
évalué l’utilité de cette méthode pour la modélisation hydrologique (ex : Andreadis et 
Lettenmaier, 2006; Clark et al., 2006; Clark et al., 2008a; Moradkhani et al., 2005b; Shamir et 
al., 2010; Weerts et Elserafy, 2006; Xie et Zhang, 2010). Reichle et al. (2002b) ont démontré 
qu’elle était mieux adaptée pour l’assimilation de la teneur en eau du sol pour la modélisation 
hydrologique que le EKF. Pauwels et De Lannoy (2009) ont cependant mentionné que le 
EnKF n’était pas bien adapté lorsqu’un hydrogramme unitaire était employé en raison de 
l’erreur de l’hydrogramme qui se propage dans le temps. Dans un même sens, Clark et al. 
(2008a) mentionnent que l’utilisation du EnKF est inappropriée lorsque la relation entre les 
observations et les variables d’état est non linéaire, comme le débit et la teneur en eau du sol 
dans leur cas. Plusieurs variantes du EnKF ont été développées pour contourner certaines 
contraintes dans l’application du filtre, notamment le ensemble square root filter (EnSRF; 
Whitaker et Hamill, 2002) qui est en presque tout point comme le EnKF, mais ne requiert pas 
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que les observations soient bruitées. Cet aspect constitue un avantage important pour les 
situations où les valeurs des observations sont relativement près de leur contrainte par rapport 
à leur incertitude, ce qui peut entrainer un biais systématique. Par exemple, l’application d’une 
perturbation sur une observation près de 0 mm d’ÉEN provoquera presque assurément un biais 
vers le haut étant donné que, physiquement parlant, la perturbation ne peut modifier l’ÉEN à 
une valeur inférieure à zéro. La méthode demande cependant de calculer plusieurs racines 
carrées matricielles, ce qui peut rapidement alourdir le temps de calcul à moins de faire 
certaines hypothèses pour simplifier le problème. D’autres variantes vont lisser les résultats ou 
retourner à un pas de temps antérieur pour modifier les analyses en tenant compte des 
observations disponibles depuis ce temps. Par exemple, le filtre de Kalman d’ensemble 
récursif (REnKF; McMillan et al, 2013) est semblable au EnKF, mais retourne à un pas de 
temps antérieur pour appliquer des corrections jusqu’au pas de temps présent. Cette étape 
permet de prendre en considération le décalage temporel possible entre les variables d’état, 
mais ne respecte pas l’hypothèse de la linéarité entre les variables selon le EnKF. Aussi, la 
méthode augmente considérablement les ressources informatiques nécessaires à son calcul 
puisque le modèle doit être exécuté à répétition. Un autre exemple, le lisseur de Kalman 
d’ensemble (EnKS; Evensen et van Leeuwen, 2000), est en tout point comme le EnKF, à 
l’exception de l’analyse qui est recalculée pour tous les pas de temps précédant une nouvelle 
observation. Cependant, les besoins de stockage informatiques peuvent devenir énormes pour 
de longs intervalles de temps comprenant le calcul de plusieurs analyses. De plus, en mode 
opérationnel où les observations futures ne sont pas disponibles, l’analyse au pas de temps 
présent est identique à celle du EnKF. Cette approche est plus utile pour les réanalyses afin de 
lisser les résultats qui sont autrement souvent bruités avec le EnKF. Malgré ses contraintes, le 
EnKF et ses variantes sont relativement faciles à implanter, d’où leur popularité (Liu et al., 
2012). 
 
Les filtres à particules (particle filters, PF) sont également employés en assimilation de 
données appliquée à l’hydrologie (ex : Moradkhani et al., 2005a; Weerts et El Serafy, 2006; 
De Chant et Moradkhani, 2011; Pasetto et al., 2012). Les PF représentent la fonction de 
distribution de probabilité des états par des particules indépendantes. Tout comme le EnKF, 
chaque particule correspond à un « modèle » en soi. Ces filtres font donc évoluer un 
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échantillon d’états, mais contrairement au EnKF la mise à jour est effectuée sur le poids 
attribué à chaque particule plutôt que sur les états du modèle. Chaque particule est donc 
indépendante des autres. Cette différence fait en sorte que la méthode ait l’avantage d’être 
moins susceptible aux instabilités numériques lorsque les états simulés sont physiquement 
irréalistes (Liu et al., 2012). Une autre force du PF est qu’il n’y a aucune contrainte par 
rapport à la distribution des états, contrairement au EnKF qui exige que cette distribution soit 
gaussienne. En pratique cependant, le PF demande généralement un nombre plus élevé de 
particules que d’autres méthodes qui utilisent un ensemble, dont le EnKF, avant d’obtenir des 
résultats de qualité similaire (Weerts et El Serafy, 2006; Snyder et al., 2008), ce qui peut 
ajouter considérablement au temps de calcul. Cependant, De Chant et Moradkhani (2012) ont 
montré que le temps de calcul d’un filtre à particules bien codé peut être comparable sinon 
mieux que le EnKF pour une performance similaire, mais ces conclusions ne peuvent être 
généralisées à l’ensemble des approches basées sur le EnKF et le PF puisqu’elles ont été 
obtenues à partir de quelques exemples spécifiques. Un des premiers filtres à particules 
développés est le sequential importance sampling (SIS) qui crée des particules et ajuste leur 
poids en fonction de leur performance comparativement aux observations. L’inconvénient 
principal de cette méthode est qu’en pratique après quelques pas de temps la plupart des poids 
des particules deviennent pratiquement nuls, ce qu’on appelle la dégénérescence (Douc et 
Cappé, 2005). Ce scénario mène à une mauvaise représentation de l’état du modèle par les 
quelques particules dominantes, en plus de gaspiller les ressources de calcul en simulant des 
particules avec une importance négligeable. D’autres méthodes ont alors été développées pour 
contourner ce problème, dont le sampling importance resampling (SIR; Gordon et al., 1993) et 
le residual resampling (RR; Liu et Chen, 1998). Ces méthodes recréent les particules 
régulièrement en rééchantillonnant uniformément sur la fonction de distribution de probabilité 
cumulée des poids des particules. Ainsi, les particules les plus performantes sont sélectionnées 
plus souvent pour le rééchantillonnage et les moindres disparaissent tout en conservant le 
nombre total de particules. Des différences surviennent toutefois entre ces particules 
dominantes en raison du bruit imposé à la dynamique du système (par exemple, un bruit 
appliqué sur les précipitations utilisées comme intrant d’un modèle hydrologique). Il se peut 
toutefois qu’il y ait un appauvrissement de particules malgré ce bruit si la variance du bruit 
n’est pas bien spécifiée (Weerts et El Serafy, 2006), mais il est possible d’utiliser ces filtres à 
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particules avec une méthode de Monte-Carlo par chaînes de Markov (Markov Chain Monte 
Carlo, MCMC) pour diminuer le nombre de particules sans nuire à la performance du filtre. 
La performance de ces filtres comparativement aux autres méthodes d’assimilation de 
données, notamment le EnKF, n’est pas encore claire. Weerts et El Serafy (2006) ont trouvé 
que le EnKF est plus robuste étant donné que sa performance est moins sensible au nombre de 
particules que le SIR et le RR, mais que le RR est plus performant lorsque le nombre de 
particules est élevé. Pasetto et al. (2012) ont cependant trouvé que le EnKF semble plus 
sensible aux mauvaises spécifications de l’erreur du modèle ou des observations par rapport au 
SIR. Dans un même sens, De Chant et Moradkhani (2012) concluent que le SIR est plus 
robuste que le EnKF pour estimer les états et les paramètres d’un modèle conjointement 
lorsque ceux-ci sont insérés dans le vecteur d’état, à condition d’utiliser un nombre élevé de 
particules. Ils montrent également que le EnKF peut facilement sous-estimer la variance de 
l’analyse, ce qui peut causer une divergence du filtre. Comme Weerts et El Serafy (2006), ils 
concluent néanmoins que le EnKF peut bien performer même lorsque la taille de l’ensemble 
est petite, ce qui est un aout lorsque le temps de calcul du modèle hydrologique est élevé.  
 
Les méthodes variationnelles, telles que le 1D-, 2D- 3D- et 4D-VAR (ex : Lee et al., 2011; 
Lee et al., 2012; Reichle et al., 2001; Seo et al., 2003; Seo et al., 2009) minimisent une 
fonction coût sur le temps et l’espace. Bien que ces méthodes soient non séquentielles à la 
base, il est tout de même possible de les appliquer dans un contexte opérationnel (Seo et al., 
2003). Seo et al. (2009) ont démontré qu’il y avait d’importants gains potentiels à utiliser cette 
approche plutôt que d’effectuer des mises à jour manuelles en hydrologie opérationnelle. 
L’approche variationnelle peut également être envisageable lorsque le nombre de variables 
d’état est grand (par exemple pour un modèle distribué) et qu’il devient alors incommode 
d’avoir à définir des matrices de covariances avec un sens physique. Il faut cependant 
idéalement considérer toutes les observations à l’intérieur de la fenêtre d’assimilation, 
généralement considérée comme l’ensemble de la période couverte par les observations, ce qui 
peut ralentir le processus de prévision. Ces méthodes demandent également plusieurs 
changements au code original pour calculer l’adjoint des équations; une tâche souvent difficile 
à accomplir pour des modèles hydrologiques. Il existe toutefois des générateurs automatiques 
d’adjoint pour alléger cette tâche (Dolfin-adjoint, 2016). Cependant, le calcul de l’adjoint peut 
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être pratiquement impossible si le code source n’est pas disponible. Il devient alors nécessaire 
de minimiser la fonction coût par itération sans avoir recours au calcul de l’adjoint comme 
l’ont fait Abaza et al. (2015b). Toutefois, ces derniers concluent que la méthode variationnelle 
n’est pas aussi performante que le EnKF pour la prévision hydrologique. 
 
D’autres méthodes d’assimilation de données moins connues ont également été développées, 
comme le filtre H-infinity (Wang et Cai, 2008), l’assimilation de données évolutionnaire 
(Dumedah et Coulibaly, 2013a) et des méthodes hybrides qui combinent le EnKF et le 3D-
VAR (Hamill et Snyder, 2000) ou le EnKF et le 4D-VAR (Zhang et al., 2009). Leur 
application à la modélisation hydrologique demeure toutefois peu ou pas étudiée, bien que 
quelques études comparatives aient démontré le potentiel de certaines de ces méthodes. Par 
exemple, Wang et Cai (2008) et Lü et al. (2010) montrent que le filtre H-infinity est plus 
robuste que le filtre de Kalman standard tout en soulignant les difficultés à calibrer les 
paramètres propres au filtre H-infinity. L’assimilation de données évolutionnaire est 
également prometteuse, tel que démontré par Dumedah et Coulibaly (2013b) comparent cette 
dernière au EnKF et au filtre à particule. Ils concluent que leur approche évolutionnaire est 
supérieure pour les prévisions hydrologiques à moins de 10 jours d’horizon, suivit du filtre à 
particule et du EnKF, bien que l’étude ait utilisé un nombre élevé de particules (1000 
membres), ce qui est relativement moins favorable au EnKF et plus difficile à réaliser pour les 
modèles numériquement demandants comme les modèles spatialisés. 
2.3.3 Modélisation des incertitudes 
Pour plusieurs méthodes d’assimilation de données, le poids attribué aux observations est 
calculé selon l’erreur relative entre le modèle et les observations (ex. : erreur de l’observation 
de l’ÉEN versus erreur de la modélisation de l’ÉEN). L’optimalité de plusieurs méthodes 
d’assimilation dépend fortement d’une estimation adéquate de l’incertitude d’un modèle, de 
ses intrants et des interactions entre les composantes du modèle et les observations (Crow et 
Van Loon, 2006). De nombreuses approches ont été développées afin d’estimer ces 
incertitudes. 
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Incertitudes des précipitations 
La précipitation est souvent perçue comme étant la plus importante source d'incertitude en 
raison de sa courte longueur de corrélation et des problèmes d'échelle entre la grille du modèle 
et la nature ponctuelle des stations météorologiques (Bárdossy et Das, 2008). De plus, les 
instruments in situ employés pour effectuer cette mesure sont connus pour sous-estimer les 
précipitations, notamment les précipitations solides (OMM, 1998).  
 
Malgré l’apport de nombreuses alternatives pour estimer les précipitations, dont le radar au 
sol, la télédétection satellitaire et les prévisions numériques, l’incertitude des précipitations est 
difficile à réduire puisque l’incertitude de ces méthodes est aussi importante que peut être 
l’incertitude associée à la représentativité spatiale d’un réseau de stations météorologiques 
(Hossain et Huffman, 2008; Volkmann et al., 2010). Étant donné que les précipitations jouent 
un rôle crucial en modélisation hydrologique, une quantification fiable de l’incertitude des 
précipitations est importante en assimilation de données (Bárdossy et Das, 2008).  
 
L’approche généralement employée pour quantifier cette incertitude est par perturbation 
stochastique de la précipitation avec un bruit multiplicatif (Crow et Van Loon, 2006; Weerts et 
El Serafy, 2006; Clark et al., 2008a). L’amplitude de cette perturbation est difficile à estimer 
puisque l’erreur des observations de précipitation dépend de plusieurs facteurs tels que de 
l’instrument de mesure, le type de précipitation (pluie, neige, etc.), de la vitesse du vent, etc. 
(OMM, 2008, 1998). Étant donné qu’en réalité l’incertitude varie spatialement et 
temporellement, une approche par simulation conditionnelle (Clark et Slater, 2006), où 
l’incertitude peut également varier en fonction de la topographie et autres informations 
géophysiques, devrait permettre d’obtenir des estimations plus réalistes. Cette dernière 
approche demande cependant une quantité plus importante de données en plus d’être 
numériquement lourde à exécuter.  
 
Pour les situations prévisionnelles, de plus en plus de systèmes de prévision hydrologique 
utilisent un ensemble de prévisions météorologiques, lorsque disponibles, pour créer un 
ensemble de prévisions hydrologiques (Boucher et al., 2011), particulièrement pour les 
prévisions à court terme. Pour les prévisions à moyen terme, l’utilisation de l’historique 
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météorologique comme intrant aux modèles hydrologiques est plus couramment utilisée pour 
la génération d’ensemble, bien que cette approche soit vulnérable aux changements 
climatiques (Wood et Schaake, 2008). L’utilisation de tels ensembles, issus d’un ou de 
plusieurs modèles météorologiques à partir de différentes conditions initiales, constitue l’état 
de l’art en science prévisionnelle (Cloke et Pappenberger, 2009). 
Incertitudes du modèle hydrologique 
Il y a également l’incertitude du modèle même qui doit être considérée en assimilation de 
données. Quatre approches sont décrites dans Liu et al. (2012) afin de quantifier l’erreur du 
modèle. La première consiste à perturber les conditions initiales des variables d’état du modèle 
de façon stochastique (Reichle et al., 2002a). Bien que simple, cette approche ne représente 
pas complètement l’incertitude reliée au modèle puisqu’elle ne se préoccupe pas de la 
dynamique du modèle, qui est plutôt influencée par les paramètres et la structure globale du 
modèle.  
 
La seconde approche consiste à déduire une distribution de probabilités aux paramètres du 
modèle. Certaines méthodes ont été développées à cette fin, dont le GLUE (Beven et Binley, 
1992), le Shuffled Complex Evolution Metropolis (Vrugt et al., 2003), le Bayesian Recursive 
Estimation (Thiemann et al., 2001) et le DREAM (Vrugt et al., 2009). Cette approche suppose 
cependant que les intrants du modèle sont parfaits, ce qui peut résulter en valeurs 
physiquement irréalistes des paramètres pour compenser l’erreur des intrants. Cet ensemble de 
paramètres peut également être évolué par l’assimilation d’observations (Moradkhani et al., 
2005b; Vrugt et al., 2005; Srikanthan et al., 2007), par exemple en utilisant le EnKF avec les 
paramètres du modèle seulement dans le vecteur d’état.  
 
Une troisième approche consiste à utiliser un ensemble multimodèle, où plusieurs différentes 
structures de modèle sont utilisées pour quantifier l’erreur de la simulation (Duan et al., 2007; 
Franz et al., 2010; Georgakakos et al., 2004). Même avec cette approche, l’obtention d’une 
incertitude fiable peut cependant être difficile à obtenir puisque plusieurs modèles partagent 
une structure semblable, de sorte que différents modèles peuvent aboutir aux mêmes résultats 
erronés pour les mêmes raisons. Clark et al. (2008b) ont alors développé un cadre pour mieux 
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comprendre l’erreur liée à la structure des modèles, soit le Framework for Understanding 
Structural Errors, ou FUSE. Bien que la plupart des études qui ont employé des ensembles 
multimodèles aient conclu que leur performance était supérieure à celle des ensembles avec un 
seul modèle, l’approche multimodèles demande une bonne connaissance des modèles à 
utiliser, l’accès à ceux-ci et accroît la complexité du problème, ce qui peut nuire à sa mise en 
œuvre.  
 
La dernière approche propose de modifier simultanément ou en deux étapes les états et les 
paramètres du modèle, que ce soit par augmentation du vecteur d’état pour inclure les états et 
les paramètres et les mettre à jour simultanément (Rajaram et Georgakakos, 1989; Simon et 
Bertino, 2012; Xie et Zhang, 2010) ou en appliquant un filtre partitionné afin de mettre à jour 
les variables et les paramètres séparément, dans un ordre choisi (Moradkhani et al., 2005b; 
Pauwels et al., 2013; Srikanthan et al., 2007; Xie et Zhang, 2013). L’augmentation du vecteur 
et le filtre partitionné permettent d’ajuster l’incertitude du modèle de façon dynamique en 
ajustant les variables et les paramètres lorsque le modèle s’éloigne des valeurs véritables. Un 
inconvénient de ces méthodes est qu’elles peuvent considérablement augmenter le temps de 
calcul puisque l’augmentation du vecteur d’état agrandit la taille des matrices de covariances 
et le filtre partitionné demande d’exécuter le modèle autant de fois qu’il y a de partitions. 
Incertitudes des observations assimilées 
Malgré l’abondance de nouvelles observations utiles à la modélisation nivale et hydrologique, 
leur assimilation dans un contexte opérationnel demeure relativement peu développée puisque 
l’incertitude de ces observations n’est pas adéquatement quantifiée (Liu et al., 2012). En 
raison de ce manque de connaissances, des hypothèses plutôt simplistes sont souvent utilisées 
comme solution pragmatique. Pour contourner ce problème, certaines études attribuent une 
incertitude sur les données brutes plutôt que les données estimées. Par exemple, Xu et Shu 
(2014) assimilent l’albédo estimé par MODIS pour mettre à jour la hauteur de neige simulée 
par le modèle plutôt que d’assimiler la SCN estimée, qui survient en aval dans la chaine de 
transformation du produit. Ainsi, l’incertitude attribuée aux observations revient véritablement 
aux observations. Cependant, cette approche demande d’ajouter un modèle pour transformer 
les variables simulées en équivalent observé ou vice versa. Cette approche alourdit la 
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démarche et déplace simplement le potentiel de mauvaise spécification de l’erreur vers le 
modèle d’observation, ce qui n’est pas nécessairement avantageux. Un autre obstacle 
important est le problème d’échelle généralement présent entre les observations et le modèle 
(Blöschl, 1999), de sorte qu’une agrégation ou désagrégation de l’un ou l’autre est nécessaire. 
Un problème s’ajoute également lorsque l’observation ne concorde pas tout à fait avec la 
variable d’état. Par exemple, une estimation de la teneur en eau du sol par radar peut 
correspondre à une mince couche du sol tandis que le modèle hydrologique peut simuler un 
réservoir beaucoup plus profond. 
Ajustement des incertitudes 
L’ajustement des incertitudes initialement spécifiées se fait généralement a priori à l’aide de 
critères de performance ou de diagnostics, comme ceux de Desroziers et al. (2005), pour 
déterminer si la variance de l’incertitude des observations et celle du modèle sont bien 
spécifiées. Des filtres adaptatifs ont également été développés suite à ces diagnostics afin 
d’augmenter ou de réduire ces incertitudes durant l’assimilation de données advenant qu’elles 
ne fussent pas bien spécifiées (Crow et Reichle, 2008; Reichle et al., 2008; Li et al., 2009).  
 
Ces dernières méthodes permettent d’éviter de concentrer les efforts sur la bonne 
quantification a priori de l’incertitude du modèle et des observations. Reichle et al. (2008) et 
Li et al. (2009) ont appliqué des méthodes basées sur les diagnostics de Desroziers et al. 
(2005) qui permettent d’estimer l’incertitude des observations et du modèle simultanément. 
Crow et Reichle (2008) ont comparé quatre méthodes adaptatives, dont celle de Reichle et al. 
(2008), et ont conclu que cette dernière a l’avantage de converger rapidement vers les bonnes 
incertitudes en plus d’être très flexible quant à la quantification initiale des incertitudes. Ces 
méthodes demandent cependant d’ajuster certains paramètres additionnels dont le paramétrage 
n’est pas encore bien compris. Toutes ces études ont démontré que ces méthodes adaptatives 
sont compatibles avec le EnKF et permettent effectivement d’obtenir une bonne estimation de 
l’incertitude des observations. La présence de biais importants peut cependant nuire à ces 
méthodes, provoquant une surestimation des incertitudes.  
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Jusqu’à présent, ces méthodes adaptatives ont surtout été appliquées pour des cas synthétiques 
où les observations sont créées et les erreurs liées au modèle et aux observations sont connues. 
La supériorité de la performance d’une méthode d’ajustement (a priori ou adaptatif) des 
erreurs n’est pas claire. 
2.3.4 Observabilité des variables et paramètres 
En plus des hypothèses propres à la méthode d’assimilation de données, la mise à jour des 
paramètres et des variables est également sujette à certaines conditions. Dans la théorie des 
systèmes dynamiques (Maybeck, 1979), un système dynamique est dit observable s’il est 
possible de connaitre son état à partir des changements perçus à partir d’observations. Par 
exemple, afin d’être complètement observable, un modèle hydrologique devrait idéalement 
être composé de paramètres ayant chacun un rôle unique qui influence directement les 
variables d’état qui sont mesurables (comme l’ÉEN). L’estimation des paramètres (ou des 
variables d’état) à travers une méthode d’assimilation de données se résume à un problème 
d’application, dans son sens mathématique, de l'espace des sorties du modèle dans l'espace des 
paramètres (ou des autres variables d’état qui ne sont pas mesurées), comme le calage 
traditionnel.  
 
Dans le cas du EnKF, cette application est réalisée à travers la covariance entre les paramètres 
ou les variables d’état et les sorties de modèle. Certaines conditions peuvent provoquer une 
mise à jour erronée des paramètres ou des variables d’état (Nielsen-Gammon et al., 2010). Ces 
conditions se résument ainsi : 1) lorsque les changements des paramètres ou variables d’état ne 
produisent pas suffisamment de changement sur les sorties de modèle mesurables (problème 
d’observabilité), de sorte qu’une erreur sur les mesures peut engendrer des fortes mises à jour 
des paramètres ou des variables d’état; 2) lorsque les sorties de modèle varient abruptement en 
fonction des changements des paramètres ou des variables d’état, de sorte qu’une valeur 
optimale soit difficilement identifiable (problème de simplicité); et 3) lorsque plusieurs 
paramètres ou variables d’état ont un effet semblable sur les sorties du modèle, ce qui peut 
engendrer une mise à jour d’un paramètre ou d’une variable d’état pour compenser pour une 
autre variable ou paramètre erroné (problème de discernabilité).  
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Une mise à jour idéale des paramètres exige que les paramètres ou les variables mises à jour 
aient un effet suffisamment important, unique et lisse sur les sorties du modèle mesurables. 
2.3.5 Types de données réelles assimilées jusqu’à présent 
L’assimilation de données en hydrologie est encore souvent appliquée uniquement à des 
expériences synthétiques (ex : Nie et al., 2011; Rasmussen et al., 2015; Reichle et al, 2008; 
Moradkhani et al., 2012; Xie et Zhang, 2010). Cependant, malgré les défis à relever pour bien 
spécifier l’incertitude des observations et des modèles, plusieurs applications d’assimilation 
univariée pour la modélisation hydrologique et nivale ont tout de même été faites dans des cas 
réels. Par exemple, l’assimilation de la SCN (Andreadis et Lettenmaier, 2006; Bergeron et al., 
2014; Nagler et al., 2008; Roy et al., 2010; Tang et Lettenmaier, 2010; Thirel et al., 2013), de 
l’ÉEN (Dziubanski et Franz, 2016; He et al., 2012), de la hauteur de neige (Griessinger et al., 
2016; Liu et al., 2015), de la teneur en eau du sol (Brocca et al., 2010; Chen et al., 2011; De 
Lannoy et al., 2007; Loumagne et al., 2001; Reichle et al., 2002a), du débit (Abaza et al., 
2014; Clark et al., 2008a; Li et al., 2013; Randrianasolo et al., 2014; Thirel et al., 2010a, b; 
Weerts et El Serafy, 2006) parmi d’autres. Bien que l’assimilation univariée soit plus 
commune en hydrologie, l’assimilation multivariée est employée de plus en plus fréquemment 
dans des applications réelles en exploitant des données simultanément telles que la SCN et le 
débit (Kolberg et al., 2006), la SCN et l’ÉEN (Su et al., 2010; De Lannoy et al., 2012), la 
teneur en eau du sol et le débit (Aubert et al., 2003; Lee et al., 2011; Trudel et al., 2013), etc. 
Considérant la quantité de données issues de la télédétection potentiellement utiles en 
hydrologie (Tang et al., 2009), ces données demeurent relativement peu exploitées.  
2.3.6 Impact sur les prévisions hydrologiques 
Certaines études présentent des indices utiles pour l’évaluation de l’impact de l’assimilation de 
données sur les variables directement mises à jour au moment de l’assimilation (Langland et 
Baker, 2004). Bien que l’utilisation de ces indices ne soit pas encore courante en modélisation 
hydrologique, elle peut tout de même évaluer si l’assimilation d’une observation a un impact 
ou non sur la variable mise à jour (Todling, 2013). Cependant, ces indices ne permettent pas 
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d’évaluer l’impact de la mise à jour sur la variable d’intérêt principale pour les gestionnaires 
des ressources hydriques, soit le débit.  
 
Bien que l’assimilation de données dans la plupart des études mentionnées précédemment 
(sous-section 2.3.5) ait amélioré la simulation rétrospective du débit, peu d’études ont vérifié 
son impact sur les prévisions hydrologiques, en particulier sur le débit, et ceux qui l’ont fait ne 
considèrent généralement que les prévisions à court terme (ex : Abaza et al., 2014; Li et al., 
2013; Randrianasolo et al., 2014; Thirel et al., 2010a, b). De plus, la transposabilité des 
résultats de ces études aux autres bassins versants n’est pas triviale en raison des différences 
physiographiques qui existent entre les sites d’études employés (taille du bassin versant, 
topographie, occupation du sol, etc.). L’impact de l’assimilation de données univariées ou 
multivariées sur les prévisions hydrologiques à court et moyen terme du bassin versant de la 
Nechako n’est pas évident a priori. 
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CHAPITRE 3 MODÈLES ET DONNÉES 
Ce chapitre décrit les modèles principaux employés au cours de l’étude, en plus des données 
utilisées pour les alimenter et les critères de performance employés pour la présentation des 
résultats des trois prochains chapitres.  
3.1 Le modèle CEQUEAU 
Le modèle hydrologique CEQUEAU est un modèle conceptuel semi-spatialisé qui permet de 
simuler, entre autres, des débits en rivière et l’évolution du couvert nival avec un pas de temps 
journalier (Charbonneau et al, 1977). Le modèle simule plusieurs variables hydrologiques à 
partir des deux intrants météorologiques et des paramètres propres à CEQUEAU. Les intrants 
météorologiques sont la précipitation et la température de l’air moyenne à l’intérieur du pas de 
temps considéré. Les variables hydrologiques simulées incluent entre autres le débit, 
l’équivalent en eau de la neige et l’évapotranspiration à chaque pas de temps de calcul. 
Puisque CEQUEAU est peu gourmand en intrants et est déjà utilisé par Rio Tinto, il s’agit 
d’un candidat privilégié pour la présente étude. 
 
Les paramètres de CEQUEAU qui doivent être calibrés sont affichés au tableau 3.1. Ces 
paramètres peuvent être regroupés en quatre catégories : les paramètres qui influencent 
uniquement l’évolution du couvert nival (neige; 7 paramètres), les paramètres propres aux 
réservoirs conceptuels de CEQUEAU (sol; 14 paramètres), les paramètres qui influencent 
uniquement l’évapotranspiration (ETP; 3 paramètres) et les paramètres propres à la fonction 
de transfert (transfert; 1 paramètre). Plusieurs de ces paramètres peuvent être spatialisés au 
besoin. Cependant, dans la présente étude, les paramètres ont tous la même valeur sur le plan 
spatial. 
 
Les variables hydrologiques sont calculées sur une grille correspondant au bassin versant 
découpé en carreaux entiers et partiels. Pour le bassin versant de la Nechako, cette grille 
comprend 644 carreaux entiers d’une superficie de 25 km2 chacun et 1082 carreaux partiels. 
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Un avantage à ce découpage est qu’il facilite l’utilisation de la télédétection puisque les 
données physiographiques, telles que la pente du terrain et le couvert végétal, ainsi que les 
variations spatio-temporelles observées, telles que le retrait graduel du couvert nival, peuvent 
être pris en considération d’un carreau à l’autre, contrairement aux modèles globaux qui 
moyennent sur l’ensemble du bassin versant. Cet aspect est important considérant que la 
complexité du terrain du bassin versant de la Nechako peut engendrer une forte variabilité du 
couvert nival.  
 
Le modèle comprend un total de 7 variables d’état, spatialisées sur l’ensemble du bassin 
versant. Le calcul de ces variables hydrologiques se fait en trois étapes principales : 
l’interpolation des intrants météorologiques, la fonction de production et la fonction de 
transfert. Six de ces variables (ÉEN, IMN, ITN, HS, HN, HL; voir définition dans à la sous-
section 3.1.2) sont calculées par la fonction de production, tandis que la fonction de transfert 
permet de calculer la septième (VOL; voir définition à la sous-section 3.1.3). Les sous-
sections suivantes résument brièvement le fonctionnement de ces étapes, basé entre autres sur 
le manuel de CEQUEAU (Morin et Paquet, 2007). 
 
La fonction de production et la fonction de transfert du modèle CEQUEAU sont présentées 
aux figures 3.1 et 3.2, respectivement. 
 
Tableau 3.1. Liste des paramètres du modèle CEQUEAU considérés lors du calage. 
Famille Symbole Description 
Neige 
STRNE Seuil de transformation pluie-neige (°C) 
TFC Taux de fonte en forêt (mm/°C) 
TFD Taux de fonte en clairière (mm/°C) 
TSC Seuil de température de fonte en forêt (°C) 
TSD Seuil de température de fonte en clairière (°C) 
TTD 
Coefficient de déficit calorifique de la neige (conductivité thermique 
de la neige) 
TTS Température de mûrissement du stock de neige (°C) 
Transfert EXXKT Paramètre d'ajustement du coefficient de transfert 
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Sol 
CIN Coefficient d'infiltration dans le réservoir NAPPE (jour
-1
) 
CVMAR Coefficient de vidange du réservoir LACS et MARÉCAGES (jour
-1
) 
CVNB Coefficient de vidange basse du réservoir NAPPE (jour
-1
) 
CVNH Coefficient de vidange haute du réservoir NAPPE (jour
-1
) 
CVSB Coefficient de vidange basse du réservoir SOL (jour
-1
) 
CVSI Coefficient de vidange intermédiaire du réservoir SOL (jour
-1
) 
XINFMA Infiltration maximale (mm/jour) 
HINF Seuil d'infiltration du réservoir SOL vers le réservoir NAPPE (mm) 
HINT Seuil de vidange intermédiaire du réservoir SOL (mm) 
HMAR Seuil de vidange du réservoir LACS et MARÉCAGES (mm) 
HNAP Seuil de vidange supérieure du réservoir NAPPE (mm) 
HPOT 
Seuil de prélèvement de l'eau à taux potentiel, par 
évapotranspiration (mm) 
HSOL Hauteur du réservoir SOL (mm) 
HRIMP 
Lame d'eau nécessaire pour que débute le ruissellement sur les 
surfaces imperméables (mm) 
ETP 
EVNAP Fraction de l'évapotranspiration prise dans le réservoir NAPPE  
XAA Exposant de la formule d’évapotranspiration de Thornthwaite 
XIT Valeur de l'index thermique de Thornthwaite (°C) 
3.1.1 Interpolation des intrants météorologiques 
 La première étape est l’interpolation des intrants météorologiques. Cette étape est optionnelle. 
Les données sont disponibles à chaque carreau entier et à chaque pas de temps. Deux options 
sont possibles pour l’interpolation, soit par polygones de Thiessen ou par pondération des trois 
stations les plus proches. La première méthode consiste à attribuer à chaque carreau entier les 
observations météorologiques de la station la plus proche. La pondération des trois stations les 
plus proches s’effectue selon l’inverse de la distance qui les sépare des carreaux entiers :  
 
𝑇𝐸𝑀𝑃𝑖𝑛𝑡𝑒𝑟𝑝 =
1
1
𝐷1
+
1
𝐷2
+
1
𝐷3
(
𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,1
𝐷1
+
𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,2
𝐷2
+
𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,3
𝐷3
) 
𝑃𝐶𝑃𝑖𝑛𝑡𝑒𝑟𝑝 =
1
1
𝐷1
+
1
𝐷2
+
1
𝐷3
(
𝑃𝐶𝑃𝑐𝑜𝑟𝑟,1
𝐷1
+
𝑃𝐶𝑃𝑐𝑜𝑟𝑟,2
𝐷2
+
𝑃𝐶𝑃𝑐𝑜𝑟𝑟,3
𝐷3
) 
(3-1) 
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où : 
𝐷1, 𝐷2 et 𝐷3 : distance entre le carreau entier et les trois stations les plus proches; 
𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,1, 𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,2, 𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟,3 : température corrigée aux trois stations les plus 
proches (°C); 
𝑃𝐶𝑃𝑐𝑜𝑟𝑟,1, 𝑃𝐶𝑃𝑐𝑜𝑟𝑟,2, 𝑃𝐶𝑃𝑐𝑜𝑟𝑟,3 : précipitation corrigée aux trois stations les plus 
proches (mm); 
𝑇𝐸𝑀𝑃𝑖𝑛𝑡𝑒𝑟𝑝, 𝑃𝐶𝑃𝑖𝑛𝑡𝑒𝑟𝑝 : température (°C) et précipitation (mm) interpolées, 
respectivement. 
 
Une correction est également apportée en fonction du gradient thermique (dans le cas des 
températures) et pluviométrique (dans le cas des précipitations) qui dépend de la différence 
d’altitude entre les carreaux entiers et les stations. Le choix des valeurs exactes de ces facteurs 
n’est pas trivial, surtout pour la précipitation. Il est également important de ne pas traiter ces 
facteurs comme des paramètres à caler de façon automatique comme ceux listés au tableau 3.1 
pour éviter de corriger des paramètres mal ajustés. Par exemple, une mauvaise spécification 
des paramètres reliés à l’évapotranspiration pourrait être corrigée artificiellement avec une 
hausse ou baisse des précipitations, ce qui correspondrait à la « correction » d’une erreur par 
une autre erreur. Ces facteurs ont été spécifiés par Rio Tinto suivant une valeur conservatrice 
du gradient adiabatique humide pour la température (-2.5 °C km-1) et un gradient 
pluviométrique de (0.5 km
-1
). Les corrections se calculent ainsi : 
où : 
𝐺𝑇𝐸𝑀𝑃, 𝐺𝑃𝐶𝑃: Gradient thermique et pluviométrique, respectivement (°C km
-1
); 
𝑃𝐶𝑃̅̅ ̅̅ ̅̅ 𝑠𝑡𝑎𝑡𝑖𝑜𝑛, 𝑃𝐶𝑃̅̅ ̅̅ ̅̅ 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑠 : précipitation moyenne interannuelle d’une station et de 
l’ensemble des stations, respectivement (mm); 
𝑇𝐸𝑀𝑃𝑠𝑡𝑎𝑡𝑖𝑜𝑛, 𝑃𝐶𝑃𝑠𝑡𝑎𝑡𝑖𝑜𝑛 : température et précipitation observées à la station, 
respectivement (°C); 
𝐴𝐿𝑇, 𝐴𝐿𝑇𝑠𝑡𝑎𝑡𝑖𝑜𝑛 : altitude moyenne du carreau entier et de la station, respectivement (km). 
 𝑇𝐸𝑀𝑃𝑐𝑜𝑟𝑟 = 𝑇𝐸𝑀𝑃𝑠𝑡𝑎𝑡𝑖𝑜𝑛 + 𝐺𝑇𝐸𝑀𝑃(𝐴𝐿𝑇 − 𝐴𝐿𝑇𝑠𝑡𝑎𝑡𝑖𝑜𝑛) 
𝑃𝐶𝑃𝑐𝑜𝑟𝑟 = 𝑃𝐶𝑃𝑠𝑡𝑎𝑡𝑖𝑜𝑛 (1 + 𝐺𝑃𝐶𝑃(𝐴𝐿𝑇 − 𝐴𝐿𝑇𝑠𝑡𝑎𝑡𝑖𝑜𝑛)
𝑃𝐶𝑃̅̅ ̅̅ ̅̅ 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑠
𝑃𝐶𝑃̅̅ ̅̅ ̅̅ 𝑠𝑡𝑎𝑡𝑖𝑜𝑛
) 
(3-2) 
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3.1.2 Description de la fonction de production 
Le rôle de la fonction de production est de calculer la quantité d’eau produite à l’intérieur d’un 
carreau entier sur le pas de temps considéré. Cette quantité d’eau est le résultat des conditions 
météorologiques à travers cinq étapes :  
1) l’accumulation et la fonte du couvert nival 
2) l’évaporation sur les lacs et marécages, et l’évapotranspiration 
3) le bilan hydrique dans la zone saturée 
4) le bilan hydrique dans la zone non saturée 
5) le bilan hydrique dans les lacs et marécages  
Le fonctionnement global de la fonction de production est schématisé à la figure 3.1. Les 
processus impliqués à chacune des étapes sont décrits ci-bas. 
Accumulation et fonte du couvert nival 
Le modèle de neige employé par CEQUEAU est basé sur celui du Corps of Engineering de 
l’armée américaine (USACE, 1965). L’accumulation et la fonte de la neige à l’intérieur des 
zones forestières sont calculées séparément des zones ouvertes, chacun ayant leurs propres 
paramètres. 
 
La première étape consiste à départager les précipitations solides et liquides à partir d’une 
température seuil (STRNE). Si la température moyenne de l’air est supérieure à STRNE, la 
précipitation est considérée comme étant entièrement liquide. Sinon, elle est solide. Les 
précipitations solides contribuent donc à l’évolution de l’équivalent en eau puisque celui-ci est 
calculé en ajoutant la précipitation solide au pas de temps présent à l’équivalent en eau de la 
neige au pas de temps précédent et en soustrayant l’eau de fonte réelle du pas de temps 
présent.  
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Figure 3.1. Schématisation de la fonction de production de CEQUEAU. Adapté de Morin et 
Paquet (2007). 
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Le modèle distingue la fonte potentielle et la fonte réelle. La fonte potentielle est calculée 
suivant une approche par degré-jour; c’est-à-dire qu’elle est proportionnelle à la différence de 
température entre la température moyenne de l’air et la température de fonte, modulée par un 
taux de fonte et un facteur qui tient compte du rayonnement solaire potentiel en fonction du 
jour de l’année et de la latitude moyenne du bassin versant. La température de fonte et le taux 
de fonte sont traités comme des paramètres nécessitant un calage. La fonte réelle est 
proportionnelle à la fonte potentielle, modulée par un ratio entre le produit d’un indice de 
mûrissement de la neige et du taux de fonte, et l’équivalent en eau de la neige. Si l’indice de 
mûrissement est complet, la fonte réelle est égale à la fonte potentielle. L’indice de 
mûrissement suit également une approche par degré-jour. 
 
Le manteau neigeux peut également geler en partie ou en totalité les précipitations liquides. 
Cette étape se calcule à l’aide du déficit calorifique, normalement défini avec des unités de 
hauteur d’eau pouvant être gelée. Si la précipitation liquide est inférieure à ce déficit 
calorifique, elle est entièrement gelée et s’ajoute entièrement au manteau neigeux. Dans le cas 
contraire, la précipitation liquide est diminuée d’une quantité égale au déficit calorifique et le 
stock de neige est augmenté de la différence. 
 
Le surplus de précipitation liquide s’ajoute aux lames d’eau de fonte réelle pour former une 
quantité d’eau disponible pour les réservoirs conceptuels. Cette quantité d’eau est pondérée 
répartie dans les réservoirs de sol non saturé (SOL) et des étendues à aire ouverte (LACS et 
MARÉCAGES) selon la proportion de la superficie qu’ils utilisent. 
 
Ces processus sont calculés pour chaque carreau entier. Le calcul se fait selon les équations 
suivantes : 
où : 
ÉENf,t, ÉENc,t: stocks de neige en forêt et en clairière au pas de temps t (mm); 
ÉENf,t−1, ÉENc,t−1: stocks de neige en forêt et en clairière au pas de temps t-1 (mm); 
 ÉENf,t = ÉENf,t−1 + PCPSt − FRf,t 
ÉENc,t = ÉENc,t−1 + PCPSt − FRc,t 
(3-3) 
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FRf,t, FRc,t: fonte de neige en forêt et en clairière au pas de temps t (mm); 
PCPSt : somme de la précipitation solide et de la pluie gelée au pas de temps t (mm). 
où : 
ITNt, ITNt−1 : indice de température de la neige au pas de temps t et t-1 (°C); 
IMNt, IMNt−1 : indice de mûrissement de la neige au pas de temps t et t-1 (°C); 
𝑇𝐸𝑀𝑃t : température journalière moyenne au pas de temps t (°C); 
𝑇𝑇𝐷 : coefficient de déficit calorifique de la neige; 
𝑇𝑇𝑆 : seuil de mûrissement du stock de neige (°C). 
où : 
FPf,t, FPc,t : fonte potentielle en forêt et en clairière (mm); 
MRf,t, MRc,t : taux potentiel de fonte en forêt et en clairière (mm °C
-1
 jour
-1
); 
𝑇𝑆𝐶, 𝑇𝑆𝐷 : seuil de température de fonte en forêt et en clairière (°C); 
𝑅𝑆 : facteur de modulation qui tient compte du rayonnement solaire potentiel. 
où : 
jj : jour julien de l’année (entre 1 et 365); 
jonei : paramètre permettant de déplacer la date de l'insolation maximale de l'année 
pour accélérer ou retarder la fonte. Il est fixé à 80 pour obtenir une durée 
maximale d'ensoleillement potentiel le 21 juin; 
XLA : latitude moyenne du bassin versant. 
 
 
 ITNt = ITNt−1 ⋅ TTD + TEMPt(1 − TTD) 
IMNt = IMNt−1 + max(0, TEMPt − TTS) 
(3-4) 
 FPf,t = MRf,t ⋅ max(0, TEMPt − TSC) ⋅ RS 
FPc,t = MRc,t ⋅ max(0, TEMPt − TSD) ⋅ RS 
(3-5) 
 
𝑅𝑆 =
2
𝜋
cos­1 (­tan (sin­1 (23.45
𝜋
180
sin (
2𝜋
365
(𝑗𝑗 − 𝑗𝑜𝑛𝑒𝑖)))) tan(𝑋𝐿𝐴)) (3-6) 
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où : 
F𝑅f,t, F𝑅c,t : fonte réelle en forêt et en clairière (mm). 
Évaporation et évapotranspiration 
La méthode de calcul de l’évapotranspiration dans CEQUEAU est basée sur la formule de 
Thornthwaite (1948). Certaines modifications ont été apportées pour tenir compte de la durée 
potentielle d'ensoleillement et de l’eau disponible dans les réservoirs conceptuels.  
 
La formule de Thornthwaite s’écrit : 
où : 
𝐸𝑇𝑃𝑡 : évapotranspiration potentielle au pas de temps t (mm); 
𝑋𝐴𝐴 : exposant de la formule de Thornthwaite; 
𝑋𝐼𝑇 : valeur de l’index de Thornthwaite; 
𝑅𝑃 : facteur de modulation qui tient compte du rayonnement solaire potentiel. 
où : 
𝑗𝑗 : jour julien de l’année (entre 1 et 365); 
𝑗𝑜𝑒𝑣𝑎 : paramètre permettant de déplacer la date de l'insolation maximale de l'année 
pour accélérer ou retarder l’évapotranspiration. Il est fixé à 80 pour obtenir une 
durée maximale d'ensoleillement potentiel le 21 juin; 
𝑋𝐿𝐴 : latitude moyenne du bassin versant. 
 
 
FRf,t = FPf,t ⋅ min (1,
IMNt ⋅ MRf,t
ÉENf,t + 1
) 
FRc,t = FPf,t ⋅ min (1,
IMNt ⋅ MRc,t
ÉENc,t + 1
) 
(3-7) 
 
𝐸𝑇𝑃𝑡 =
10
30.4
⋅ 1.62 (
10 ⋅ 𝑇𝐸𝑀𝑃𝑡
XIT
)
𝑋𝐴𝐴
⋅ 𝑅𝑃 (3-8) 
 
𝑅𝑃 =
2
𝜋
cos­1 (­tan (sin­1 (23.45
𝜋
180
sin (
2𝜋
365
(𝑗𝑗 − 𝑗𝑜𝑒𝑣𝑎)))) tan(𝑋𝐿𝐴)) (3-9) 
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Les paramètres de la formule de Thornthwaite peuvent être calculés à partir de la température 
moyenne mensuelle, mais sont traités comme des paramètres à calibrer dans la présente étude. 
 
La méthode calcule finalement l’évapotranspiration réelle (ETR) à partir de 
l’évapotranspiration potentielle (ETP). Au-dessus des surfaces d’eau libres, c’est-à-dire des 
réservoirs LACS et MARÉCAGES, il est supposé que l’ETR est en moyenne 80% de la valeur 
de l’ETP. Au-dessus de la partie terrestre (réservoirs SOL et NAPPE), le calcul se fait en deux 
étapes. Premièrement, un facteur de 0.8 et 1.0 est appliqué à l’ETP pour les zones ouvertes et 
forestières, respectivement, pondéré selon la fraction que les zones occupent à l’intérieur d’un 
carreau entier. Finalement, l’ETR est calculé selon la nouvelle valeur de l’ETP et du niveau 
d’eau dans le réservoir SOL. La valeur de l’ETP est attribuée à l'ETR se fait si la hauteur de 
l'eau dans le réservoir SOL dépasse un certain seuil (HPOT). Un certain pourcentage 
(EVNAP) de l’ETR peut être puisé dans le réservoir NAPPE. Si le niveau de l'eau disponible 
dans le réservoir NAPPE (HN) est inférieur au niveau de l'orifice de vidange rapide (CVNH), 
le terme EVNAP est diminué. Si la hauteur de l'eau dans le réservoir SOL est inférieure à 
HPOT, l’ETR est atténué par le ratio entre le niveau d’eau dans le réservoir SOL (HS) et 
HPOT. 
Eau dans la zone non saturée 
Les écoulements verticaux dans le sol sont calculés à partir d’un réservoir conceptuel (SOL) 
perforé de deux orifices menant directement à la fonction de transfert et d’un orifice menant 
au réservoir NAPPE, et dont la capacité d’emmagasinement est limitée par un seuil supérieur 
(HSOL). Le bilan du réservoir SOL s’effectue pour chaque carreau entier à chaque pas de 
temps de calcul. 
 
En présence de surface imperméable, la lame d'eau issue de la pluie et de la fonte de neige 
peut ruisseler en surface et contribuer directement à la fonction de transfert si la quantité de 
pluie dépasse un seuil (HRIMP). Ce ruissellement se calcule en multipliant la lame d’eau 
excédentaire par le pourcentage de surface imperméable à l’intérieur du carreau entier. Le 
reste de l’eau s’infiltre dans le réservoir SOL et s’ajoute au niveau d’eau (HS). 
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Une certaine quantité d’eau du réservoir SOL se jette dans le réservoir NAPPE lorsque HS 
dépasse un seuil d’infiltration (HINF). La lame d’eau qui percole est calculée en multipliant la 
hauteur excédentaire par un coefficient d’infiltration (CIN). 
 
À ce point, le niveau d’eau du réservoir SOL est diminué par l'évapotranspiration réelle et par 
l'infiltration vers le réservoir NAPPE. Si la hauteur d’eau HS demeure supérieure à HSOL, la 
différence ruisselle en surface. Sinon, une certaine quantité d’eau peut sortir par les orifices 
latéraux qui ont pour but de simuler le ruissellement retardé. Le premier orifice (intermédiaire) 
est situé à une hauteur HINT tandis que le second (bas) est au fond du réservoir. Le 
ruissellement à chacun de ces orifices est calculé en multipliant la différence entre HS et la 
hauteur des orifices par un coefficient de vidange intermédiaire (CVSI) et basse (CVSB) pour 
l’orifice intermédiaire et bas, respectivement. Les lames d’eau calculées s’ajoutent aux autres 
ruissellements disponibles pour la fonction de transfert. 
Eau dans la zone saturée 
Le réservoir NAPPE est un réservoir avec une capacité d’emmagasinement théoriquement 
infinie. Les seules sorties pour l’eau étant deux orifices latéraux et possiblement par 
évapotranspiration dépendamment du paramètre EVNAP. 
 
Le premier orifice (vidange rapide) est situé à une hauteur HNAP tandis que le second 
(vidange lente) est situé au fond du réservoir. Tout comme pour le réservoir SOL, 
l’écoulement à travers ces orifices est égal à un coefficient de vidange (CVNH pour la vidange 
rapide, CVNB pour la vidange lente) multiplié par la différence entre la hauteur de la colonne 
d’eau dans le réservoir (HN) et la hauteur des orifices respectifs. Les lames d’eau calculées 
s’ajoutent aux autres ruissellements disponibles pour la fonction de transfert. 
 
Le bilan hydrique se calcul d’abord avec la vidange haute, puis la vidange basse. La lame 
d’eau provenant du réservoir SOL est ensuite ajoutée au réservoir NAPPE. Finalement, 
l’évapotranspiration réelle est prise en considération. 
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Eau dans les lacs et marécages 
Le bilan en eau sur la partie eau libre est calculé à l’aide du réservoir LACS et MARÉCAGES. 
Ce réservoir a une capacité d’emmagasinement théoriquement infinie et ne comprend qu’un 
seul orifice latéral à une hauteur HMAR. La quantité d’eau issue de cet orifice à chaque pas de 
temps est égale à la différence entre la hauteur d’eau du réservoir (HM) et HMAR, multipliée 
par un coefficient de vidange (CVMAR). La lame d’eau calculée devient disponible pour la 
fonction de transfert. 
 
Le total des ruissellements issus des trois réservoirs est pondéré selon la fraction de la surface 
qu’ils représentent à l’intérieur d’un carreau entier. Pour le bassin versant de la Nechako, les 
surfaces en eau libre dans CEQUEAU ne comprennent que 6% de la superficie totale. 
3.1.3 Description de la fonction de transfert 
Le résultat principal de la fonction de production est une lame d’eau sur chaque carreau entier, 
disponible pour le transfert en rivière. À ce point, l’origine de cette lame d’eau (ruissellement 
de surface, vidange du réservoir SOL, NAPPE, ou LACS et RÉSERVOIRS) n’est plus 
pertinente. La fonction de transfert vise à distribuer cette eau d’un carreau partiel à un autre en 
employant des réservoirs conceptuels semblables à ceux de la fonction de production (voir 
schéma à la figure 3.2). 
 
 Le volume d'eau disponible sur un carreau partiel est obtenu à partir volume produit sur le 
carreau entier auquel il appartient, multiplié par la fraction de la surface couverte par le 
carreau partiel. Ce volume est ajouté à la quantité d’eau restante du pas de temps précédent 
pour le carreau partiel, en plus des volumes entrants depuis les carreaux partiels directement 
en amont, s’il y en a. La quantité d’eau totale dans le carreau partiel est représentée par la 
variable VOL.  
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Figure 3.2. Schématisation de la fonction de transfert de CEQUEAU a) en plan et b) 
conceptuellement avec les réservoirs. Adapté de Morin et Paquet (2007). 
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La lame d’eau transférée d’un carreau partiel à un autre (débit) dépend de la quantité VOL du 
carreau partiel et d’un coefficient de transfert associé à la capacité d’amortissement de l’onde 
par emmagasinage dans ce carreau partiel. Ce coefficient dépend donc des caractéristiques du 
carreau partiel, dont la superficie des carreaux partiels en amont et de leurs plans d’eau, de la 
superficie du carreau partiel même et la faction des plans d’eau qui le composent. Ce 
coefficient dépend également d’un paramètre (fixe sur le plan spatial pour le bassin versant de 
la Nechako) de transfert à calibrer (EXXKT). Le calcul du débit s’exprime donc ainsi :  
où : 
𝑄𝑖 : débit calculé au carreau partiel i (mm jour
-1
); 
𝑋𝐾𝑇𝑖 : coefficient de transfert du carreau partiel i (jour
-1
); 
𝑉𝑂𝐿𝑖 : volume d’eau emmagasiné dans le carreau partiel i (mm). 
et : 
où 
𝐸𝑋𝑋𝐾𝑇 : paramètre de calcul du coefficient de transfert; 
𝑅𝑀𝐴3 : cumul des pourcentages de superficie des carreaux partiels en amont; 
𝑆𝐿 : cumul des pourcentages des superficies en amont 
𝑆𝐿𝐴𝐶 : pourcentage de superficie d'eau sur le carreau partiel; 
𝐶𝐸𝐾𝑀2 : superficie des carreaux entiers (fixé à 25 km2 pour la présente étude). 
 
Le mode de transfert employé est le mode « aval-amont », c’est-à-dire qu’il s’effectue à partir 
de l’exutoire en remontant jusqu’au carreau partiel le plus en amont. À chaque pas de temps 
de calcul, le nombre de fois que ce transfert est effectué pour chaque carreau partiel (NPJO) 
est égal au nombre de carreaux partiels qui se trouvent sur le parcours le plus long du bassin 
en entier divisé par le temps de concentration du bassin versant. Dans le cas présent, le 
parcours le plus long comprend 49 carreaux partiels et le temps de concentration du bassin 
versant est d’une journée. Ainsi, il faudra appliquer ce mode de transfert 49 fois avant que 
 
𝑄𝑖 = 𝑋𝐾𝑇𝑖 ⋅ 𝑉𝑂𝐿𝑖 (3-10) 
 
𝑋𝐾𝑇𝑖 = 1 − exp (−min (36,
𝐸𝑋𝑋𝐾𝑇 ⋅ 𝑅𝑀𝐴3
max(𝑆𝐿, 𝑆𝐿𝐴𝐶)
⋅
100
𝐶𝐸𝐾𝑀2
)) (3-11) 
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l’eau de la partie la plus en amont du bassin commence à arriver à l’exutoire, ce qui respecte le 
temps de concentration du bassin versant. Si le nombre de transferts par jour est supérieur à 1, 
ce qui est le cas pour le bassin versant de la Nechako, les coefficients de transfert sont 
modifiés ainsi : 
où : 
NPJO : nombre de transferts nécessaires par jour. 
 
Cette méthode de transfert peut toutefois engendrer un transfert trop lent ou trop rapide pour 
certains carreaux partiels, en particulier les grandes surfaces d’eau (lacs). CEQUEAU permet 
entre autres de spécifier directement les coefficients de transfert pour des carreaux partiels 
particuliers. Pour le cas du bassin versant de la Nechako, l’effet du grand réservoir qui le 
compose est pris en considération en attribuant un coefficient de transfert de 1 (transfert 
instantané) à un total de 132 carreaux partiels situé dans la zone du réservoir (voir figure A1.1 
en annexe). Ceci représente plus de 12 % des 1082 carreaux partiels du bassin versant. Cette 
modification influence également le temps de réponse hydrologique des carreaux partiels en 
amont, c’est-à-dire le temps nécessaire avant qu’un pic de crue soit observé à l’exutoire suite à 
une augmentation de l’eau disponible pour l’écoulement (VOL) à un endroit précis sur le 
bassin versant. Un histogramme du nombre de carreaux partiels en fonction du temps de 
réponse hydrologique est inclus en annexe (Figure A1.2). 
3.2 Les observations in situ 
Les sous-sections suivantes décrivent plus en détail les instruments de mesure in situ introduits 
au chapitre 1. 
3.2.1 Les données météorologiques 
Dans le cas du bassin versant de la Nechako, une station météorologique est un site à 
l’intérieur duquel sont prises des observations météorologiques de façon automatique. Sept 
 
𝑋𝐾𝑇𝑖 = 1 − (1 − 𝑋𝐾𝑇𝑖)
1/𝑁𝑃𝐽𝑂 (3-12) 
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stations météorologiques sont situées à l’intérieur du site à l’étude. Ces stations fournissent 
principalement des données sur la température (°C) maximale et minimale journalière et sur la 
précipitation totale (mm). Ces données couvrent une période qui s’étend de 1957 à 2015. 
 
Des thermomètres à maximum et des thermomètres à minimum enregistrent les températures 
les plus élevées et les plus basses à l’intérieur d’une journée. Ces thermomètres sont situés 
dans un abri Stevenson qui les protège contre l’influence de la lumière directe ou réfléchie du 
soleil. 
 
Des pluviomètres mesurent la précipitation totale, qui comprend toutes les formes de 
précipitation d’eau liquide et solide observées à un endroit donné au cours d’un intervalle de 
temps : la bruine (verglaçante ou non), la grêle, la pluie (verglaçante ou non), les cristaux et 
granules de glace et la neige sous toutes ses formes. Les pluviomètres sont de type auget 
basculeur et consistent en un entonnoir qui achemine l’eau vers une balançoire miniature avec 
un auget à chaque extrémité. Dès que l’auget en position remontée est plein d’eau, le poids de 
l’eau fait basculer l’appareil pour faire passer l’autre auget en position remontée. Le nombre 
de bascules au cours d’une période indique la quantité de précipitation tombée dans cet 
intervalle. Un système de chauffage fait fondre les précipitations solides afin de permettre la 
mesure de l’équivalent en eau de la précipitation tombée. Ces données sont moyennées à 
l’intérieur d’une journée. 
 
Ces observations ne sont pas parfaites cependant. En effet, les pluviomètres en particulier sont 
connus depuis longtemps pour leur sous-captage des précipitations (Ferguson et Storr, 1969; 
Larson et Peck, 1974), principalement celles sous forme solide. Afin d’atténuer ce problème, 
un écran de type Alter (Alter, 1937) est installé autour des pluviomètres. Cet écran, composé 
de lamelles de métal, vise à perturber la circulation du vent et à le ralentir pour que les 
précipitations sous forme de neige puissent être captées au lieu d’être balayées au sommet du 
pluviomètre. Malgré les percées technologiques pour contrer ce sous-captage, particulièrement 
prononcé en présence de vents forts, le problème persiste (OMM, 1998; Sugiura et al., 2006). 
De plus, les observations de précipitations ne sont pas toujours représentatives de la 
précipitation environnante, même à l’échelle de quelques mètres (Yang et Simonenko, 2014). 
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Ces incertitudes doivent donc être prises en considération lors de la modélisation 
hydrologique. 
3.2.2 Les données hydrométriques 
Un limnimètre situé près du déversoir à Skins Lake (voir figure 1.1) permet d’enregistrer le 
niveau d’eau du réservoir de façon continue. La connaissance de la variation du niveau d’eau 
du réservoir permet ainsi de calculer un débit au déversoir en fonction d’une courbe de tarage. 
Ce débit est utilisé avec le débit soutiré qui est mesuré à la centrale de Kemano pour 
reconstituer, à partir d’un bilan massique effectué sur le réservoir, la somme des apports 
naturels et de l’évaporation. Ces données hydrométriques reconstituées sont moyennées sur 
une journée et couvrent une période qui s’étend de 1957 à 2015.  
 
La principale source d’erreur de ces apports naturels reconstitués provient de l’incertitude 
associée au volume d’eau emmagasiné dans le réservoir (Croley, 1987; Haché et al., 1994; 
Roy, 2014). Bien que l’imprécision de la courbe de tarage et du limnimètre soit importante, 
l’effet du vent est la source d’erreur prédominante. En effet, le vent est une force agissant sur 
le réservoir et pouvant occasionner une accumulation d'eau plus importante d'un côté du 
réservoir que l’autre. Cette perturbation peut provoquer des oscillations, appelées seiches, du 
niveau du réservoir pouvant durer longtemps après que le vent ait cessé de souffler. Ce 
phénomène affecte la lecture du limnimètre, faisant en sorte qu’elle ne soit plus représentative 
du niveau d’eau du réservoir. Pour les grands réservoirs, la non-horizontalité du réservoir peut 
avoir des conséquences importantes sur les apports reconstitués. Dans le cas de la Nechako, 
une différence de 1 cm sur la hauteur du réservoir peut entrainer entre 250 et 300 m
3
/s de 
différence sur les apports reconstitués. Il arrive même parfois que ce type d’écart aboutisse à 
des apports reconstitués négatifs, ce qui est physiquement impossible. Il est suggéré de lisser 
ces données afin d’atténuer l’ampleur du problème. 
3.2.3 Les données nivométriques 
Rio Tinto possède trois stations nivométriques (voir figure 1.1). Ces stations sont des sites à 
l’intérieur desquels sont prises des données sur la neige au sol. L’instrument principal est un 
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coussin à neige qui permet de mesurer le poids de la neige que l’on peut convertir en ÉEN. Ce 
coussin de 3 mètres de diamètre contenant une solution antigel est placé au sol. Au fur et à 
mesure que la neige s’accumule sur le coussin, le poids de la neige crée une pression qui force 
la solution antigel à monter à l’intérieur d’un tube vertical adjacent. La hauteur atteinte par la 
solution est proportionnelle à l’ÉEN, ce qui permet d’en faire une estimation non destructrice. 
L’information est transmise au satellite GOES, qui la retransmet aux utilisateurs concernés. 
Les données moyennées de l’ÉEN sont disponibles sur une base journalière à partir de 1992 
jusqu’à 2015. Bien que peu nombreuses, ces stations fournissent une information sur l’ÉEN, 
une variable qui a un impact important sur le volume d’eau de crue. 
 
Comme toutes les autres observations, les coussins à neige contiennent leur part d’erreur. 
Johnson et Schaefer (2002) mettent en évidence l’influence que les mécanismes thermiques, 
hydrologiques et de déformation de la neige ont sur l’exactitude des estimations d’ÉEN à 
partir des coussins à neige. Par exemple, une fonte partielle peut regeler dans le manteau 
neigeux et former une lentille de glace. Les points d’ancrage de cette lentille vont 
généralement supporter un poids supérieur à la colonne de neige directement au-dessus de ces 
points. Dépendamment de l’emplacement de ces points d’ancrage (sur le coussin à neige ou à 
côté), ce phénomène peut engendrer une surestimation ou une sous-estimation de l’ÉEN qui 
persiste jusqu’à la fonte totale de la neige. Il est possible d’estimer et corriger ce biais à l’aide 
d’une observation indépendante (Johnson et Marks, 2004), mais ces données ne sont pas 
présentement disponibles sur le bassin versant de la Nechako. De plus, il n’est pas simple 
d’interpoler les propriétés mesurées de la neige au sol puisqu’elles varient largement en 
fonction de la distance, particulièrement en région montagneuse (López-Moreno et al., 2013). 
3.3 Les prévisions météorologiques d’ensemble 
L’approche présentement employée par Rio Tinto pour effectuer des prévisions hydrologiques 
d’ensemble se base en partie sur les prévisions météorologiques issues des modèles 
numériques d’Environnement et Changement climatique Canada (voir sous-section 6.1.2). Ces 
prévisions sont produites à partir du système régional de prévision d’ensemble, lui-même 
piloté par le système global de prévision d’ensemble (Gagnon et al., 2015). Plusieurs 
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observations sont assimilées à l’aide du filtre de Kalman d’ensemble pour tenter de garder le 
modèle à jour étant donné la nature chaotique des variables météorologiques. Chaque membre 
d’ensemble se distingue de plusieurs façons, incluant de par son jeu de paramètres et du 
schéma employé pour perturber les observations assimilées. Des perturbations additionnelles 
sont ajoutées aux états initiaux avant d’effectuer les prévisions. Les prévisions sont 
normalement disponibles aux 12 heures, mais les prévisions utilisées par Rio Tinto sont 
moyennées sur un pas de temps journalier. L’ensemble comprend 20 membres depuis l’année 
2007. La méthode employée pour effectuer les prévisions météorologiques est mise à jour 
régulièrement (voir le site du Centre météorologique Canadien pour consulter l’historique des 
modifications : http://collaboration.cmc.ec.gc.ca/cmc/CMOI/product_guide/docs/changes_f. 
html; page consultée le 18 mai 2017). 
3.4 Les données MODIS 
 Le Moderate Resolution Imaging Spectroradiometer (MODIS) est un instrument 
multispectral à bord des satellites Terra et Aqua. Différentes informations sur la surface 
terrestre et l’atmosphère peuvent être estimées en exploitant d’une ou de plusieurs de ses 
bandes spectrales qui s’étalent de la partie visible à l’infrarouge thermique du spectre 
électromagnétique. Il existe présentement deux capteurs MODIS, un à bord du satellite Terra 
(Terra/MODIS) et l’autre à bord du satellite Aqua (Aqua/MODIS). Ces capteurs sont 
identiques, à l’exception de la bande spectrale 6 (SWIR) d’Aqua/MODIS qui n’est plus 
fonctionnelle et du temps de passage au-dessus du bassin versant de la Nechako qui diffère 
d’environ 2 heures entre les deux satellites. 
 
Plusieurs produits issus des données MODIS sont offerts gratuitement en ligne par le National 
Snow and Ice Data Center (NSIDC), dont le MODIS/Terra Snow Cover Daily L3 Global 500m 
Grid, Version 5 (Hall et al., 2006) et le MODIS/Aqua Snow Cover Daily L3 Global 500m 
Grid, Version 5 (Hall et al., 2007) qui offrent des données sur la superficie du couvert nival 
(SCN) sur une grille de 1200 km par 1200 km avec 500 m de résolution spatiale pour chaque 
pixel sur une base journalière. L’algorithme de détection de neige se base principalement sur 
le NDSI avec les réflectances relatives des bandes spectrales 4 et 6 (Terra/MODIS) ou 4 et 7 
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(Terra/Aqua) afin de différencier la neige des nuages. Le Normalized Difference Vegetation 
Index (NDVI; Tucker, 1979) est également utilisé avec les réflectances relatives des bandes 
spectrales 1 et 2 afin de détecter la présence d’un couvert forestier qui pourrait atténuer le 
signal de la neige. Finalement, les réflectances absolues observées dans les bandes spectrales 
2, 4 et 31 sont utilisées principalement pour détecter la neige même (Hall et al., 2001). 
L’exactitude globale de la classification des cartes de SCN comparée avec les données in situ 
est généralement autour de 93-94% (Hall et Riggs, 2007; Parajka et Blöschl, 2008a). 
Cependant, l’exactitude varie grandement sur le plan spatial et temporel. Les régions boisées 
ou montagneuses sont particulièrement problématiques, en partie à cause de l’ombre causée 
par la végétation ou les montagnes. L’exactitude est également plus faible lors des périodes de 
fonte ou d’accumulation de neige en raison de l’hétérogénéité du couvert nival à l’intérieur des 
pixels et des changements de réflectivité introduits par l’accumulation des impuretés sur le 
manteau neigeux. L’utilisation du produit MODIS semble mal adaptée a priori pour le bassin 
versant de l’étude puisque ce dernier se situe à la fois dans une zone montagneuse et 
forestière, mais l’avantage principal des données MODIS réside dans sa capacité à fournir une 
information sur l’ensemble du territoire sur une base régulière. Certaines études ont d’ailleurs 
évalué positivement l’utilité de ces données pour des applications hydrologiques (Andreadis et 
Lettenmaier, 2006; Bergeron et al., 2014; Marcil et al., 2016; Nagler et al., 2008; Roy et al., 
2010).  
 
L’utilité de ces produits est cependant restreinte aux données prises pendant le jour, ainsi que 
par la couverture nuageuse qui peut empêcher le capteur de recevoir un signal de la surface. 
L’utilisation combinée des données issues des deux capteurs MODIS peut mitiger ce dernier 
effet puisque les deux capteurs MODIS ont des temps de passage différents, ce qui peut être 
suffisant pour le déplacement des nuages. L’assimilation de ces données pourrait compenser 
les lacunes des observations in situ, notamment en offrant plus d’information sur le plan 
spatial. 
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3.5 Courbe de déplétion 
Le modèle CEQUEAU ne simule pas la superficie du couvert nival et son code source n’est 
pas encore disponible pour effectuer des modifications. Afin d’assimiler la SCN et comparer 
les résultats simulés avec ceux de MODIS, il est nécessaire d’introduire une fonction à part 
afin de relier la SCN à une autre variable d’état de CEQUEAU. Une courbe de déplétion est 
généralement employée pour estimer la SCN à partir de l’ÉEN (Andreadis et Lettenmaier, 
2006; Arnold et al, 1998; Donald et al., 1995; Martinec, 1974). La courbe de déplétion 
proposée est une distribution gamma (voir annexe B1) qui nécessite trois paramètres pour 
chaque type de couverture du sol (forêt et clairière), soit les deux paramètres de forme 𝛼 et 𝛽 
de la distribution gamma, et un seuil maximal d’ÉEN au-delà duquel il est supposé que la 
SCN est toujours à 100%. La SCN calculée en forêt (SCN𝑓,𝑡) et en clairière (SCN𝑐,𝑡) s’effectue 
ainsi (voir tableau 3.2 pour la liste complète des paramètres) :  
 
SCN𝑓,𝑡 = ℬ̂
−1 (
ÉEN𝑓,𝑡
min(ÉENMAX𝑓,𝑡, SI𝑓)
|𝛼𝑓 , 𝛽𝑓) 
SCN𝑐,𝑡 = ℬ̂
−1 (
ÉEN𝑐,𝑡
min(ÉENMAX𝑐,𝑡, SI𝑐)
|𝛼𝑐, 𝛽𝑐) 
(3-13) 
où ÉENMAX𝑓,𝑡 et ÉENMAX𝑐,𝑡 sont l’ÉEN maximum (en mm) depuis le début de la période 
d’accumulation en forêt et en clairière, respectivement. 
 
Les valeurs des paramètres ont été obtenues en effectuant un calage avec la méthode SCE-UA. 
L’erreur quadratique moyenne (voir section 3.7) entre la SCN simulée par CEQUEAU et celle 
tirée des données Terra/MODIS, jugé plus fiable qu’Aqua/MODIS en raison de la bande 
défectueuse de ce dernier, a été utilisée comme fonction objectif pour tous les carreaux entiers 
confondus. Cette courbe est ainsi annexée au modèle CEQUEAU, ce qui lui permet de simuler 
la SCN, bien qu’aucune variable de CEQUEAU ne dépende de ce résultat. 
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Tableau 3.2. Liste des paramètres de la courbe de déplétion. 
Symbole Valeur Description 
𝐒𝐈𝒇 1512 Seuil d’ÉEN au-delà duquel la SCN est toujours à 100% en forêt (mm) 
𝐒𝐈𝒄 2000 Seuil d’ÉEN au-delà duquel la SCN est toujours à 100% en clairière 
(mm) 
𝜶𝒇 0.35 Paramètre de forme α de la distribution gamma en forêt 
𝜶𝒄 0.42 Paramètre de forme α de la distribution gamma en clairière 
𝜷𝒇 0.14 Paramètre de forme β de la distribution gamma en forêt 
𝜷𝒄 0.44 Paramètre de forme β de la distribution gamma en clairière 
3.6 Le filtre de Kalman d’ensemble 
Le filtre de Kalman d’ensemble (EnKF) est une méthode d’assimilation de données 
développée par Evensen (1994). Il s’agit d’une méthode séquentielle et intermittente, ce qui 
implique qu’elle ne dépend que des observations disponibles au pas de temps présent pour 
effectuer une mise à jour sur les états ou les paramètres au même pas de temps. 
 
Le but du EnKF est de calculer une analyse par une combinaison linéaire du vecteur d’état a 
priori, également appelé ébauche, et du vecteur d’observation. Cette combinaison linéaire est 
choisie de sorte que la variance de l’analyse soit minimisée. Pour le cas où une seule 
observation met à jour une seule variable, la pondération appliquée (également appeler le gain 
de Kalman; K) dépend de la variance de l’ébauche (du modèle) et de la variance de 
l’observation. Le gain de Kalman attribue une plus grande importance à celui qui a la plus 
petite variance. Lorsqu’il y a plusieurs observations ou plusieurs états, le cas est généralisé tel 
que des matrices de covariances doivent être utilisées, mais le principe de base demeure le 
même. 
 
Ce qui distingue principalement le EnKF des autres variantes du filtre de Kalman est dans la 
façon de définir les matrices de covariances utilisées dans le calcul de l’analyse. 
Essentiellement, le EnKF utilise un ensemble de modèles et un ensemble d’observations afin 
représenter de l’incertitude de l’ébauche et des observations plutôt que d’exprimer ces 
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incertitudes de façon explicite pour chaque pas de temps de simulation. Ici un ensemble de 
modèles peut être défini par un ensemble de variables hydrologiques obtenu à partir de 
différentes structures de modèles hydrologiques, d’un même modèle comprenant différents 
jeux de paramètres ou d’intrants météorologiques, ou encore d’une perturbation directe des 
variables hydrologiques. Le calcul des matrices de covariance s’effectue ainsi : 
 
𝐁𝑡 =
1
𝑞 − 1
(𝑥𝑡
𝑏 − 𝑥𝑡
𝑏̅̅ ̅)(𝑥𝑡
𝑏 − 𝑥𝑡
𝑏̅̅ ̅)
T
 
𝐑𝑡 =
1
𝑞 − 1
(𝑦𝑡 − 𝑦?̅?)(𝑦𝑡 − 𝑦?̅?)
T 
(3-14) 
où : 
 𝐁t : Matrice de covariance de l’ébauche (dimension 𝑁 × 𝑁); 
 𝑥𝑡
𝑏 : Ébauche, vecteur d’état a priori du modèle (dimension 𝑁 × 𝑞); 
 𝑥𝑡
𝑏̅̅ ̅: Moyenne de l’ensemble du vecteur d’état (dimension 𝑁 × 1); 
𝐑t : Matrice de covariance des observations (dimension 𝑀 × 𝑀); 
 𝑦𝑡 : Vecteur des observations (dimension 𝑀 × 𝑞); 
 𝑦?̅?: Moyenne de l’ensemble des observations (dimension 𝑀 × 1); 
𝑞: Taille de l’ensemble; 
𝑁: Nombre de variables d’état; 
𝑀: Nombre d’observations; 
𝑡: Pas de temps. 
 
Le gain de Kalman (𝐊𝑡) est ensuite calculé à partir de ces matrices de covariance et d’un 
opérateur d’observation (𝐇𝑡) : 
 
𝐊𝑡 = 𝐁𝑡𝐇𝑡
T(𝐇𝑡𝐁𝑡𝐇𝑡
T + 𝐑𝑡)
−1 (3-15) 
La fonction de cet opérateur d’observation est de transformer la ou les variables d’état en 
équivalent des observations (voir annexe B2 pour des exemples d’opérateur d’observation). Le 
gain de Kalman est ensuite appliqué à la différence entre les observations et leur équivalent 
simulé par le modèle, ce qui sera ajouté au vecteur d’état pour former l’analyse (𝑥𝑡
𝑎) de 
dimension 𝑁 x 𝑞 : 
 
𝑥𝑡
𝑎 = 𝑥𝑡
𝑏 + 𝐊𝑡(𝑦𝑡 − 𝐇𝑡𝑥𝑡
𝑏) (3-16) 
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Afin de faciliter la visualisation les dimensions de ces matrices et vecteurs, une illustration est 
incluse en annexe (Figure A1.3). 
 
Tel que mentionné au chapitre 2, l’optimalité du EnKF repose toutefois sur certaines 
hypothèses. Premièrement, le EnKF est valide dans la limite où l’ensemble approche l’infini, 
ce qui n’est pas réaliste en pratique. Un échantillon doit alors être utilisé, ce qui peut introduire 
une erreur dans l’analyse. Deuxièmement, puisque le gain de Kalman est calculé à partir des 
matrices de covariance, qui sont proportionnelles à la corrélation linéaire entre les variables et 
les observations, il est supposé que le lien entre les variables est linéaire lors du calcul de 
l’analyse. Le EnKF requiert également une distribution normale, non corrélée dans le temps et 
non biaisée des variables d’états et des observations. L’optimalité du EnKF n’est pas garantie 
si ces hypothèses ne sont pas respectées. 
 
Le EnKF est bien adapté en mode prévisionnel puisqu’il s’agit d’une méthode séquentielle qui 
ne requiert pas d’observations futures pour mettre à jour les variables ou paramètres inclus 
dans le vecteur d’état, contrairement aux méthodes non séquentielles comme le lisseur de 
Kalman d’ensemble (EnKS) ou les méthodes variationnelles. L’utilisation du EnKF dans la 
présente thèse se base sur cette particularité, ainsi que la bonne performance de la méthode 
pour des applications hydrologiques (voir sous-section 2.3.2) et la simplicité relative à mettre 
la méthode en application.  
3.7 Mesures de performance 
L’analyse des résultats demande l’utilisation de nombreux critères de performance définis 
dans cette section. 
 
L’erreur quadratique moyenne (mean square error; MSE) est un indice bien connu utilisé pour 
quantifier les écarts entre deux courbes en pénalisant davantage les grands écarts que les 
petits. Dans la présente étude, les variables sont représentées par des ensembles. Afin 
d’assurer la compatibilité avec l’indice, la moyenne de l’ensemble de la variable à l’étude (𝑥) 
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est utilisée pour la comparer avec une (𝑥𝑟𝑒𝑓) à chaque pas de temps (𝑡 = 1, 2, … , 𝑇) sur une 
période 𝑇 pour tous les scénarios d’assimilation de données exécutés : 
 
MSE(𝑥, 𝑥𝑟𝑒𝑓) =
1
𝑇
∑(𝑥𝑡 − 𝑥𝑟𝑒𝑓,𝑡)
2
𝑇
𝑡=1
 (3-17) 
La référence peut varier selon les le cas dans lequel l’indice est utilisé, mais elle est toujours 
précisée avant l’utilisation de l’indice. Par exemple, la variable simulée peut être le débit à 
l’exutoire, tandis que la référence peut être le débit véritable créé lors de l’étude synthétique 
(voir sous-section 4.1.1) ou le débit réel observé au même endroit. 
 
L’utilisation du biais est également très répandue. Dans la présente étude, le biais est la 
différence moyenne entre deux courbes. Encore une fois, si la variable est représentée par un 
ensemble, la moyenne de l’ensemble est utilisée dans les équations. Cette différence est 
parfois exprimée sous forme absolue (DIFF) : 
 
DIFF(𝑥, 𝑥𝑟𝑒𝑓) =
1
𝑇
∑(𝑥𝑡 − 𝑥𝑟𝑒𝑓,𝑡)
𝑇
𝑡=1
 (3-18) 
ou en pourcentage (BIAIS) : 
 
BIAIS(𝑥) =
∑ (𝑥𝑡 − 𝑥𝑟𝑒𝑓,𝑡)
𝑇
𝑡=1
∑ 𝑥𝑟𝑒𝑓,𝑡
𝑇
𝑡=1
⋅ 100% (3-19) 
Ces formes de biais peuvent varier entre [-∞, +∞]. Une valeur positive indique une 
surestimation de la variable (par exemple, un surplus de débit) tandis qu’une valeur négative 
indique une sous-estimation de la variable. Cette définition du biais fournit une information 
très importante aux gestionnaires des ressources hydriques qui se soucient principalement 
d’une bonne prévision du volume d’eau qui s’achemine au réservoir. Cependant, l’indice est 
moyenné sur l’ensemble de la période considérée, ce qui peut parfois donner une fausse 
impression d’une « bonne » prévision. Par exemple, une année de forte surestimation du débit 
suivie d’une année de forte sous-estimation peut provoquer un biais nul ou presque. Il est 
parfois plus pertinent de considérer le biais une année à la fois ou encore de considérer le biais 
absolu annuel moyen (BAAM) sur 𝑁𝐴 années comprenant 𝑁𝐽 jours : 
 
BAAM(𝑥, 𝑥𝑟𝑒𝑓) =
1
𝑁𝐴
∑ |
∑ (𝑥𝑡 − 𝑥𝑟𝑒𝑓,𝑡)
𝑁𝐽
𝑡=1
∑ (𝑥𝑟𝑒𝑓,𝑡)
𝑁𝐽
𝑡=1
|
𝑁𝐴
1
⋅ 100% (3-20) 
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Cet indice est défini dans l’intervalle [0, +∞]. Une valeur nulle correspond à un biais nul pour 
chaque année tandis qu’une valeur positive indique un certain écart (le biais annuel peut être 
positif ou négatif). Dans la présente étude, le calcul du BAAM considère les années complètes 
débutant le 1
er
 octobre et se terminant le 30 septembre l’année suivante. Afin d’étudier plus 
spécifiquement la période de crue, le biais absolu de crue moyen (BACM) est utilisé. Cet 
indice est défini de la même façon que le BAAM, à l’exception de la période considérée qui 
débute le 1
er
 avril et termine le 31 août de la même année. 
 
Les indices présentés ci-haut sont adaptés principalement pour des simulations déterministes 
où il n’existe qu’une courbe simulée. La moyenne (ou médiane, etc.) de l’ensemble doit alors 
être considérée pour le calcul de l’indice. Cependant, il existe plusieurs indices adaptés aux 
ensembles (Wilks, 2006, chapitre 7). En particulier, la qualité des prévisions d’ensemble est 
souvent évaluée en fonction du Continuous Rank Probability Score (CRPS; Hersbach, 2000) : 
 
CRPS(𝑥, 𝑥𝑟𝑒𝑓) =
1
𝑇
∑ ∫ (𝐹(𝑥𝑡) − 𝐹(𝑥𝑟𝑒𝑓,𝑡))
2+∞
−∞
𝑇
𝑡=1
d𝑥 (3-21) 
où 𝐹 est la distribution de probabilité de la variable entre parenthèses (𝑥𝑡, 𝑥𝑟𝑒𝑓,𝑡). Le CRPS, 
dont les unités sont les mêmes que la variable étudiée, varie entre [0, +∞]. Un score plus faible 
indique une meilleure performance. Le CRPS évalue à la fois l’exactitude et la précision d’un 
ensemble. Deux ensembles avec la même moyenne n’auront pas une même valeur de CRPS si 
leur distribution diffère. L’ensemble dont la variance reflète mieux l’écart observé obtiendra le 
meilleur score (voir figure A1.4 en annexe pour un exemple). Ainsi, le CRPS s’améliore 
lorsque tout l’ensemble se rapproche la référence. 
 
D’autres indices ne tiennent pas compte de l’exactitude d’un ensemble, mais plutôt 
uniquement de la fiabilité probabiliste d’un ensemble. C’est le cas de l’histogramme de 
Talagrand, également appelé histogramme de rang (Candille et Talagrand, 2005). Il s’agit d’un 
outil visuel pour déterminer le degré « d’équiprobabilité » d’un ensemble. L’histogramme est 
créé en classant premièrement les membres de l’ensemble et l’observation en ordre croissant 
de valeur. La position de l’observation est enregistrée et le processus est répété à chaque pas 
de temps. L’histogramme affiche finalement la fréquence d’occurrence des observations pour 
chaque position (voir figure A1.5 en annexe pour des exemples). Une prévision équiprobable 
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devrait avoir un histogramme de Talagrand relativement plat. L’histogramme d’un ensemble 
trop dispersé aura tendance à être en forme de ‘n’ puisque les observations tombent plus 
souvent au milieu de l’ensemble. À l’inverse, l’histogramme d’un ensemble insuffisamment 
dispersé aura tendance à être en forme de ‘u’ puisque les observations tombent plus souvent à 
l’extérieur de l’ensemble. Finalement, l’histogramme d’un ensemble qui contient un biais sera 
probablement asymétrique. 
 
Cet outil visuel peut cependant être encombrant lorsque de nombreux scénarios doivent être 
analysés et comparés. Les différences sont généralement quantifiées à l’aide du ratio delta 
(δH). Ce ratio indique la fiabilité d’un ensemble en mesurant le niveau d’aplatissement de 
l’histogramme (Δ) comparé à l’espérance mathématique d’un ensemble fiable (Δ0) : 
 
δH =
Δ
Δ0
 (3-22) 
où 
 
Δ = ∑ (𝑠𝑘 −
𝑇
𝑞 + 1
)
2
𝑞+1
𝑘=1
 (3-23) 
 
Δ0 =
𝑇 ⋅ 𝑞
𝑞 + 1
 (3-24) 
Dans ces équations, 𝑞 représente la taille de l’ensemble et 𝑠𝑘 représente le nombre 
d’occurrences d’une observation à l’intérieur de l’intervalle 𝑘. Cet indice est défini dans 
l’intervalle [0, +∞] à l’intérieur duquel une valeur de 1 correspond à un ensemble 
équiprobable. Une valeur supérieure à 1 indique soit une surestimation ou une sous-estimation 
probable de la dispersion de l’ensemble, alors qu’une valeur inférieure à 1 indique une 
dépendance entre les prévisions successives de l’ensemble, de sorte que les observations aient 
tendance à tomber dans les intervalles qui ont une fréquence d’occurrence plus faible. Des 
exemples d’histogramme et valeur de δH correspondante sont inclus en annexe (Figure A1.5). 
 
Ce dernier indice est sensible à la position relative d’une observation par rapport à l’ensemble 
et non à l’amplitude qui sépare l’observation et l’ensemble (telle la médiane, qui est insensible 
aux écarts possibles entre la moyenne et les extrémités d’un ensemble). Un autre indice, la 
racine carrée de l’erreur quadratique moyenne normalisée (Normalized Root mean square 
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Ratio; NRR; Anderson, 2001), fournit une information semblable au ratio delta en employant 
une approche différente. Le NRR compare la racine carrée de l’erreur quadratique moyenne 
(𝑅𝑚𝑜𝑦) de la moyenne de l’ensemble avec la dispersion de l’ensemble (𝑅𝑒𝑛𝑠) : 
 
NRR(𝑥, 𝑥𝑟𝑒𝑓) = √
2𝑞
𝑞 + 1
⋅
𝑅𝑚𝑜𝑦(𝑥, 𝑥𝑟𝑒𝑓)
𝑅𝑒𝑛𝑠(𝑥, 𝑥𝑟𝑒𝑓)
 (3-25) 
 
𝑅𝑚𝑜𝑦(𝑥, 𝑥𝑟𝑒𝑓) = √
1
𝑇
∑ (?̅?𝑡 − 𝑥𝑟𝑒𝑓,𝑡)
2𝑇
𝑡=1
 (3-26) 
 
𝑅𝑒𝑛𝑠(𝑥, 𝑥𝑟𝑒𝑓) =
1
𝑞
∑ √
1
𝑇
∑ (𝑥𝑡,𝑖 − 𝑥𝑟𝑒𝑓,𝑡)
2𝑇
𝑡=1
𝑞
𝑖=1
 (3-27) 
Dans ces équations, ?̅?𝑡 représente la moyenne de l’ensemble au temps 𝑡 et 𝑥𝑡,𝑖 représente la 
valeur de la variable selon le membre d’ensemble 𝑖. Le NRR évalue le niveau de confiance 
qu’un membre d’ensemble soit statistiquement indiscernable de la référence. Ce ratio peut 
varier entre [0, +∞] de sorte que NRR > 1 indique une dispersion trop faible de l’ensemble et 
NRR < 1 indique une dispersion trop élevée. Ce critère est souvent utilisé pour calibrer les 
perturbations d’ensemble lors de l’utilisation du EnKF (par exemple : Abaza et al., 2014; He 
et al., 2012; Thiboult et Anctil, 2015). 
 
Desroziers et al. (2005) présentent des diagnostics sur les statistiques des différences entre les 
observations, l’ébauche et l’analyse. Dans le cas d’une analyse linéaire optimale, l’espérance 
mathématique du produit tensoriel des différences entre ces trois vecteurs devrait respecter les 
relations suivantes : 
 𝐸[db
a (db
o)T] = 𝐇𝐁𝐇T 
𝐸[db
𝑜(db
o)T] = 𝐇𝐁𝐇T + 𝐑 
𝐸[d𝑎
o(db
o)T] = 𝐑 
𝐸[db
a (da
o)T] = 𝐇𝐀𝐇T 
(3-28) 
où : 
 𝐁 : Matrice de covariance de l’ébauche; 
𝐑 : Matrice de covariance des observations; 
𝐀 : Matrice de covariance de l’analyse; 
𝐇 : Opérateur d’observation; 
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db
a : Différence entre l’ébauche et l’analyse dans l’espace des observations (𝐇𝑥𝑏- 𝐇𝑥𝑎); 
db
o: Différence entre le vecteur d’observation et l’équivalent de l’ébauche (𝑦 -𝐇𝑥𝑏); 
da
o: Différence entre le vecteur d’observation et l’équivalent de l’analyse (𝑦 -𝐇𝑥𝑎); 
Pour chaque observation, ces diagnostics, désormais appelés les diagnostics de Desroziers, 
peuvent être quantifiés en prenant le rapport entre les deux côtés de ces relations : 
 
D1 =  
𝐸[db
a (db
o)T]
𝐇𝐁𝐇T
 
D2 =
𝐸[db
𝑜(db
o)T]
𝐇𝐁𝐇T + 𝐑
 
D3 =
𝐸[d𝑎
o(db
o)T]
𝐑
 
D4 =
𝐸[db
a(da
o)T]
𝐇𝐀𝐇T
 
(3-29) 
Pour chacun de ces indices, le rapport s’améliore au fur et à mesure qu’il s’approche de 
l’unité. 
 
Afin de faciliter la comparaison entre les scénarios, il est souvent plus simple d’exprimer les 
différents indices présentés plus haut sous forme relative. Par exemple, on nomme 
l’expression relative du MSE l’indice de vérification quadratique moyenne (Mean Square Skill 
Score; MSSS) :  
 
MSSS(𝑥, 𝑥𝑟𝑒𝑓) = 1 −
MSE(𝑥, 𝑥𝑟𝑒𝑓)
MSEOL(𝑥, 𝑥𝑟𝑒𝑓)
 (3-30) 
où MSEOL est l’erreur quadratique moyenne de référence. Cette référence est généralement 
celle du scénario sans assimilation de données, également nommé ‘open loop’, dans la 
présente étude à moins d’avis contraire. Le MSSS peut varier dans l’intervalle [-∞, 1] et 
indique une amélioration lorsqu’il augmente. Les valeurs positives indiquent une amélioration 
par rapport à la référence et une valeur de 1 correspond à une concordance parfaite entre la 
variable simulée et la référence. 
 
Un critère très répandu en hydrologie, qui est en fait un cas spécial du MSSS, est celui de 
Nash-Sutcliffe (Nash et Sutcliffe, 1970). Ce critère qu’on appelle parfois simplement Nash 
utilise plutôt la moyenne des débits comme référence : 
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Nash = 1 −
∑ (𝑄𝑟𝑒𝑓,𝑡 − 𝑄𝑠𝑖𝑚,𝑡)
2𝑇
𝑡=1
∑ (𝑄𝑟𝑒𝑓,𝑡 − ?̅?𝑟𝑒𝑓)
2𝑇
𝑡=1
 (3-31) 
Comme pour le MSSS, le Nash varie dans l’intervalle [-∞, 1] et indique une amélioration 
lorsqu’il augmente. Les valeurs positives indiquent une amélioration par rapport à la moyenne 
du débit observé et une valeur de 1 correspond à une concordance parfaite entre le débit 
simulé et la référence. Si un ensemble est évalué, la moyenne de l’ensemble est utilisée. 
 
L’expression relative des autres indices suit le même format : le CRPS devient l’indice de 
vérification du CRPS ou CRPSS (Continuous Rank Probability Skill Score), le BAAM et le 
BACM deviennent les indices de vérification du BAAM et du BACM ou BAAMSS et 
BACMSS respectivement, le δH devient le δHSS, et le NRR devient le NRRSS (Normalized 
Root mean square Ratio Skill Score) : 
 
CRPSS(𝑥, 𝑥𝑟𝑒𝑓) = 1 −
CRPS(𝑥, 𝑥𝑟𝑒𝑓)
CRPSOL(𝑥, 𝑥𝑟𝑒𝑓)
 (3-32) 
 
BAAMSS(𝑥, 𝑥𝑟𝑒𝑓) = 1 −
BAAM(𝑥)
BAAMOL(𝑥)
 (3-33) 
 
BACMSS(𝑥, 𝑥𝑟𝑒𝑓) = 1 −
BACM(𝑥, 𝑥𝑟𝑒𝑓)
BACMOL(𝑥, 𝑥𝑟𝑒𝑓)
 (3-34) 
 
δHSS(𝑥) = 1 −
δH(𝑥)
δHOL(𝑥)
 (3-35) 
 
NRRSS(𝑥, 𝑥𝑟𝑒𝑓) = 1 −
|1 − NRR(𝑥, 𝑥𝑟𝑒𝑓)|
|1 − NRROL(𝑥, 𝑥𝑟𝑒𝑓)|
 (3-36) 
où CRPSOL, BAAMOL, BACMOL, δHOL et NRROL sont les indices obtenus à partir de l’open 
loop. Ces indices normalisés varient entre [-∞, 1] et indiquent une amélioration lorsqu’ils 
augmentent. Un indice supérieur à zéro indique que l’indice obtenu pour une simulation 
donnée, par exemple réalisée en assimilant une variable hydrologique dans le modèle 
hydrologique CEQUEAU, est supérieur à celui obtenu avec à partir de l’open loop.  
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CHAPITRE 4 CADRE SYNTHÉTIQUE IDÉAL 
Ce chapitre décrit la méthodologie employée et les résultats obtenus pour répondre au premier 
objectif de la thèse, qui se résume à analyser la sensibilité de la performance de l’assimilation 
de données selon les variables incluses dans le vecteur d’état, en absence de biais sur les 
intrants météorologiques. La section 4.1 décrit la procédure employée afin de tester la 
performance du EnKF dans un cadre contrôlé et presque idéal, où il n’existe pas de biais 
systématique ni dans les intrants météorologiques du modèle CEQUEAU, ni dans les 
observations. La section 4.2 présente et discute les résultats obtenus. La dernière section (4.3) 
résume brièvement le chapitre 4 afin de faciliter la transition vers le chapitre 5. 
4.1 Méthodologie 
Les expériences synthétiques, telles que celles réalisées par Xie and Zhang (2010) ou Weerts 
and El Serafy (2006), sont des bancs d’essai employés pour tester la robustesse d’une méthode 
d’assimilation de données ou pour calibrer certains « hyperparamètres » propres à la méthode. 
Dans la réalité, l’état véritable des variables hydrologiques d’un bassin versant est inconnu, ce 
qui complexifie l’analyse des résultats. Dans une expérience synthétique, il suffit de le créer à 
partir d’intrants et de paramètres connus. L’accès à l’état véritable permet donc de connaître, à 
tout moment et en tout point, l’erreur des variables simulées. 
 
Pour la présente étude, l’état véritable a été créé à l’aide du modèle CEQUEAU (Figure 4.1). 
Les données météorologiques interpolées sur l’ensemble du bassin versant ont été considérées 
comme les intrants véritables. Ces données, ainsi qu’un jeu de paramètres connu, ont été 
introduits CEQUEAU, ce qui a permis de simuler l’état du bassin versant, considéré comme 
l’état véritable pour le reste de l’expérience synthétique (étape 1). Les observations 
synthétiques comprenant le débit, l’équivalent en eau de la neige aux trois stations 
nivométriques et la superficie du couvert nival (étape 2), ainsi que les intrants météorologiques 
comprenant la température journalière moyenne et la précipitation (étape 3), ont été créés en 
appliquant une perturbation à l’état véritable et aux intrants véritables respectivement. Des 
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ensembles d’observations (étape 4) et d’intrants météorologiques (étape 5) ont ensuite été 
générés à partir de perturbations ajoutées aux observations et des intrants météorologiques 
synthétiques. L’ensemble des variables hydrologiques (étape 6) a été obtenu à partir de 
l’ensemble météorologique introduit dans CEQUEAU. Le EnKF a ensuite été appliqué avec 
l’ensemble des variables hydrologiques et l’ensemble des observations afin de produire une 
analyse (étape 7) qui a été utilisée comme état initial du bassin versant pour produire des 
prévisions d’ensemble (étape 8). Les sous-sections suivantes fournissent des détails 
additionnels sur la procédure. 
 
Figure 4.1. Organigramme méthodologique du cadre synthétique. 
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4.1.1 Création de l’état véritable 
À l’intérieur d’une étude synthétique, les valeurs précises de l’état véritable sont en quelque 
sorte arbitraires puisqu’une fois défini, l’état véritable représente la vérité absolue du cadre 
synthétique. Cependant, cet état devrait être cohérent entre les scénarios comparés sans quoi la 
notion de contrôle de l’expérience est perdue. De plus, puisqu’il est envisagé d’utiliser les 
conclusions de ce chapitre comme base pour des applications réelles, notamment celle 
présentée au chapitre 6, l’état véritable devrait ressembler à l’état réel attendu du site d’étude 
selon la connaissance des propriétés du bassin versant, des observations disponibles et des 
rapports physiques entre les variables.  
 
L’état véritable a donc été créé à partir des données météorologiques réelles interpolées sur 
l’ensemble du bassin versant et introduites dans le modèle CEQUEAU. À partir de ce 
moment, ces intrants sont considérés comme étant les intrants véritables, les états simulés par 
le modèle CEQUEAU sont considérés comme étant les états véritables et les paramètres de 
CEQUEAU (Tableau A2.1 en annexe) utilisés pour obtenir ces états sont considérés comme 
étant les paramètres véritables. Ces derniers paramètres sont le résultat d’un calage fait par Rio 
Tinto avec des observations réelles. La période considérée s’étend du 15 août 1985 au 15 août 
2000. Cette période a initialement été choisie pour considérer un nombre d’années permettant 
un temps de calcul raisonnable pour les simulations tout en omettant les années pour lesquelles 
toutes les observations réelles (débit, ÉEN et SCN) sont disponibles par souci d’indépendance 
entre les études synthétique et réelle. 
4.1.2 Création des observations synthétiques 
Trois types d’observations ont été considérés pour la présente étude : le débit à l’exutoire du 
bassin versant, l’ÉEN de la neige aux emplacements des stations Mount Wells, Mount 
Pondosy et Tahtsa Lake, ainsi que la SCN à l’échelle du bassin versant. Ces observations ont 
été générées avec un pas de temps journalier puisque leur homologue réel est généralement 
disponible sur une base journalière. 
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Afin de respecter les hypothèses du EnKF, l’erreur des observations devrait idéalement suivre 
une distribution gaussienne. En pratique, il n’est pas toujours possible d’y arriver en raison des 
contraintes physiques des observations. Par exemple, les observations d’ÉEN ne peuvent pas 
être négatives et l’ajout d’une perturbation gaussienne pourrait produire des valeurs négatives. 
Un simple rehaussement des valeurs à zéro ou plus introduirait un biais et briserait la 
distribution gaussienne. Par conséquent, d’autres distributions partageant certaines similitudes 
à la distribution gaussienne, tout en respectant les contraintes physiques des variables, ont été 
utilisées pour créer les observations synthétiques. 
 
Les observations synthétiques de SCN ont d’abord été créées à l’échelle des carreaux entiers 
de CEQUEAU à partir de perturbations suivant une distribution bêta puisque la SCN est 
bornée par le bas à 0 et bornée par le haut à 1. Ceci peut être exprimé mathématiquement par : 
 
𝑆𝐶𝑁𝑠𝑦𝑛𝑡ℎ,𝑡 = ℬ̂
−1(𝑞𝑆𝐶𝑁,𝑡|𝑆𝐶𝑁𝑇𝑅𝑈𝐸,𝑡, 𝜎𝑆𝐶𝑁,𝑡
2 ) (4-1) 
où 𝑆𝐶𝑁𝑠𝑦𝑛𝑡ℎ,𝑡 et 𝑆𝐶𝑁𝑇𝑅𝑈𝐸,𝑡 sont respectivement la SCN synthétique et véritable de l’ensemble 
du bassin versant au pas de temps 𝑡, 𝜎𝑆𝐶𝑁,𝑡
2  est la variance des observations synthétiques de la 
SCN, et 𝑞𝑆𝐶𝑁,𝑡 est un bruit uniforme aléatoire corrélé sur le plan temporel (plus d’information 
en annexe sur la notation et l’échantillonnage). La variance devrait idéalement être fixe pour 
l’utilisation du EnKF, mais ceci n’est pas possible en tout temps en raison de contraintes 
mathématiques (voir annexe B1). Cette contrainte (équation B-7), utilisée avec un paramètre 
de proportionnalité (𝜅𝑆𝐶𝑁), a servi de base pour ajuster la variance des observations 
synthétiques de la SCN de façon dynamique en fonction de l’état véritable de la SCN : 
 
𝜎𝑆𝐶𝑁,𝑡
2 =
𝑆𝐶𝑁𝑇𝑅𝑈𝐸,𝑡
𝜅𝑆𝐶𝑁
(1 − 𝑆𝐶𝑁𝑇𝑅𝑈𝐸,𝑡) (4-2) 
où 𝜅𝑆𝐶𝑁 > 1. Des exemples de distribution bêta suivant cette façon d’ajuster la variance sont 
inclus en annexe (Figure B1.1a). Cette approche comprend certains avantages. Premièrement, 
l’utilisation d’une distribution bêta pour la création de SCN synthétique limite les valeurs 
entre 0 et 100 % sans introduire de biais, ce qui satisfait les contraintes physiques de 
l’observation. L’ajustement dynamique de la variance permet également d’attribuer une 
variance plus grande lorsque l’observation est près de 50 % ce qui suit l’augmentation de 
l’erreur des observations de SCN à partir des données MODIS en période de transition (Hall 
and Riggs, 2007). 
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Les valeurs de SCN à l’échelle des carreaux entiers de CEQUEAU ont ensuite été agrégées à 
l’échelle du bassin versant, formant ainsi une seule observation globale de la SCN par jour. 
Cette agrégation a eu lieu suite à des essais préliminaires d’assimilation de SCN à l’échelle 
des carreaux entiers qui engendraient des fluctuations très importantes dans la mise à jour des 
variables d’état de CEQUEAU, puisque la SCN à l’intérieur d’un carreau entier peut passer de 
0 à 100 % très rapidement, allant jusqu’à la divergence du modèle. 
 
En ce qui concerne la création des observations du débit et de l’ÉEN, une distribution log-
normale a été utilisée puisque ces observations sont bornées par le bas à 0 et théoriquement 
non bornées par le haut. L’expression mathématique des observations synthétiques de l’ÉEN 
(É𝐸𝑁𝑠𝑦𝑛𝑡ℎ,𝑡) et du débit (𝑄𝑠𝑦𝑛𝑡ℎ,𝑡) devient alors : 
 É𝐸𝑁𝑠𝑦𝑛𝑡ℎ,𝑡 = ln?̂?
−1(𝑞É𝐸𝑁,𝑡|É𝐸𝑁𝑇𝑅𝑈𝐸,𝑡, 𝜎É𝐸𝑁,𝑡
2 ) (4-3) 
 
𝑄𝑠𝑦𝑛𝑡ℎ,𝑡 = ln?̂?
−1(𝑞𝑄,𝑡|𝑄𝑇𝑅𝑈𝐸,𝑡, 𝜎𝑄,𝑡
2 ) (4-4) 
où É𝐸𝑁𝑇𝑅𝑈𝐸,𝑡 et 𝑄𝑇𝑅𝑈𝐸,𝑡 représentent respectivement l’ÉEN véritable et le débit véritable, 
𝜎É𝐸𝑁,𝑡
2  et 𝜎𝑄,𝑡
2  représentent respectivement la variance de l’ÉEN et du débit, et 𝑞É𝐸𝑁,𝑡 et 𝑞𝑄,𝑡 
sont des bruits uniformes aléatoires corrélés sur le plan temporel. Pour les variances, bien qu’il 
n’y ait pas de contrainte comme pour la distribution bêta, il a également été décidé de les 
définir en termes de l’état véritable : 
 𝜎É𝐸𝑁,𝑡
2 = 𝜅É𝐸𝑁É𝐸𝑁𝑇𝑅𝑈𝐸,𝑡 (4-5) 
 𝜎𝑄,𝑡
2 = 𝜅𝑄𝑄𝑇𝑅𝑈𝐸,𝑡 (4-6) 
où 𝜅É𝐸𝑁 > 0 et 𝜅𝑄 > 0 sont des paramètres de proportionnalité de l’ÉEN et du débit, 
respectivement. Des exemples de distribution log-normale suivant cette façon d’ajuster la 
variance sont inclus en annexe (Figure B1.1b). 
 
La valeur exacte des paramètres de proportionnalité est arbitraire pour tester la faisabilité 
d’une approche dans un cadre synthétique. Cependant, il est préférable de choisir des valeurs 
qui produisent des variances semblables à celles attendues en réalité afin que les résultats et 
 CADRE SYNTHÉTIQUE IDÉAL 
 
68 
conclusions de cette thèse puissent servir de fondement pour les applications futures. Puisque 
les erreurs des observations ne sont pas connues, les valeurs sont estimées en se basant à la 
fois sur la littérature sur le sujet et sur l’allure visuelle des résultats. Le tableau 4.1 affiche la 
valeur des paramètres de proportionnalité et des longueurs de décorrélation (au besoin, voir 
annexe B3 pour la génération du bruit corrélé sur le plan spatio-temporel) introduits pour la 
création des observations synthétiques. 
 
Tableau 4.1. Paramètres utilisés pour la création des observations synthétiques. 
Paramètre Symbole Valeur 
Paramètre de proportionnalité de la SCN 𝜅𝑆𝐶𝑁 50 
Paramètre de proportionnalité de l’ÉEN 𝜅É𝐸𝑁 0.2 
Paramètre de proportionnalité du débit 𝜅𝑄 0.1 
Longueur de décorrélation de la SCN (jours) 𝜏𝑆𝐶𝑁 2 
Longueur de décorrélation de l’ÉEN (jours) 𝜏É𝐸𝑁 2 
Longueur de décorrélation du débit (jours) 𝜏𝑄 2 
4.1.3 Création des intrants météorologiques synthétiques 
Tout comme les observations synthétiques, les intrants météorologiques synthétiques ont été 
créés à partir de leur analogue véritable. Cependant, une distribution gamma a été employée 
pour créer les précipitations et températures journalières synthétiques. L’expression 
mathématique de la précipitation (𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ,𝑡) et de la température (𝑇𝐸𝑀𝑃𝑠𝑦𝑛𝑡ℎ,𝑡) devient 
alors : 
 
𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ,𝑡 = Γ̂
−1(𝑞𝑝𝑐𝑝,𝑡|𝑃𝐶𝑃𝑇𝑅𝑈𝐸,𝑡, 𝜎𝑝𝑐𝑝,𝑡
2 ) (4-7) 
 
𝑇𝐸𝑀𝑃𝑠𝑦𝑛𝑡ℎ,𝑡 = Γ̂
−1(𝑞𝑡𝑒𝑚𝑝,𝑡|𝑇𝐸𝑀𝑃𝑇𝑅𝑈𝐸,𝑡, 𝜎𝑡𝑒𝑚𝑝,𝑡
2 ) (4-8) 
où 𝑃𝐶𝑃𝑇𝑅𝑈𝐸,𝑡 et 𝑇𝐸𝑀𝑃𝑇𝑅𝑈𝐸,𝑡 représentent respectivement la précipitation véritable et la 
température véritable, 𝜎𝑝𝑐𝑝,𝑡
2  et 𝜎𝑡𝑒𝑚𝑝,𝑡
2  représentent respectivement la variance de la 
précipitation et de la température, et 𝑞𝑝𝑐𝑝,𝑡 et 𝑞𝑡𝑒𝑚𝑝,𝑡 sont des bruits uniformes aléatoires 
corrélés sur les plans temporel et spatial. L’utilisation d’une distribution gamma plutôt que 
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log-normale est en quelque sorte arbitraire. L’erreur des précipitations n’est pas connue, mais 
l’utilisation de la distribution gamma pour l’estimation des valeurs de la précipitation même 
est plus répandue que les autres distributions (Wilks, 2006, chapitre 4), bien qu’il ait été 
démontré que ces autres distributions, comme la distribution log-normale, soient toutes aussi 
performantes l’une comme l’autre (Boulanger et al., 2007). 
 
La variance des précipitations synthétiques a été définie en termes de l’état véritable, tout 
comme pour les observations synthétiques : 
 𝜎𝑝𝑐𝑝,𝑡
2 = 𝜅𝑝𝑐𝑝𝑃𝐶𝑃𝑇𝑅𝑈𝐸,𝑡 (4-9) 
Cependant, la variance de la température a été définie par une valeur fixe puisque la 
température varie très peu relativement à son seuil inférieur de 0 Kelvin. 
 
Afin de générer des corrélations spatiales, il est nécessaire de produire une matrice de 
corrélation (𝐶) entre chaque carreau entier. Cette matrice de corrélation a été définie selon la 
distance (𝑑) qui sépare deux carreaux entiers (𝑚 et 𝑛) et une longueur de corrélation (ℓ) : 
 𝐶𝑚,𝑛 = exp(−𝑑/ℓ) (4-10) 
Un exemple des corrélations résultantes est affiché en annexe (Figure A2.1). 
 
Tout comme pour les observations synthétiques, la valeur exacte des paramètres introduits 
pour la création d’intrants météorologiques synthétiques est arbitraire pour tester la faisabilité 
de l’approche dans un cadre synthétique, tant que l’approche est cohérente entre chaque 
scénario à l’intérieur du cadre synthétique. Il serait envisageable de choisir des valeurs qui 
produisent des différences avec l’état véritable semblables à celles attendues en réalité, mais il 
est probable qu’une importante source d’erreur avec les données réelles soit causée par un 
biais saisonnier, entre autres pour les précipitations, ce qui n’est pas désirable dans cette 
première étape de l’étude synthétique. La valeur des paramètres a donc été choisie pour que la 
performance du modèle soit semblable entre l’étude avec des données réelles et l’étude avec 
des données synthétiques. Dans le cas présent, il s’agit de s’assurer que deux critères de Nash-
Sutcliffe soient semblables, soit 1) le coefficient Nash-Sutcliffe du débit simulé par 
CEQUEAU avec les intrants météorologiques synthétiques, comparé avec le débit synthétique 
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constituant l’état véritable, et 2) le coefficient Nash-Sutcliffe du débit simulé avec CEQUEAU 
et les intrants météorologiques réels, comparé avec les observations réelles du débit. Ces 
valeurs se situent autour de 0.76. Les valeurs des paramètres sont affichées au tableau 4.2. 
 
Tableau 4.2. Paramètres utilisés pour la création des intrants météorologiques synthétiques. 
Paramètre Symbole Valeur 
Paramètre de proportionnalité de la précipitation 𝜅𝑝𝑐𝑝 0.5 
Écart-type de la température (°C) 𝜎𝑡𝑒𝑚𝑝,𝑡 1 
Longueur de décorrélation de la précipitation (jours) 𝜏𝑝𝑐𝑝 3 
Longueur de décorrélation de la température (jours) 𝜏𝑡𝑒𝑚𝑝 3 
Longueur de corrélation spatiale de la précipitation (km) ℓ𝑝𝑐𝑝 100 
Longueur de corrélation spatiale de la température (km) ℓ𝑡𝑒𝑚𝑝 100 
4.1.4 Calibration des hyperparamètres 
L’utilisation du EnKF demande de calibrer certains paramètres propres à la méthode 
d’assimilation de données, nommés « hyperparamètres » dorénavant. Ces hyperparamètres 
comprennent la taille d’ensemble, la variance de l’ensemble modélisé, la variance de 
l’ensemble des observations, la configuration du vecteur d’état et la localisation des 
covariances. Ces hyperparamètres jouent un rôle important dans l’application de la méthode : 
une spécification inadéquate de ceux-ci pourrait conduire à la divergence du EnKF 
(Houtekamer and Mitchell, 1998). L’approche pour la calibration de ces hyperparamètres est 
détaillée dans la présente sous-section. 
Taille d’ensemble 
La taille d’ensemble devrait idéalement approcher l’infini afin de réduire l’impact de 
l’échantillonnage lors de la génération des ensembles, ultimement utilisés pour le calcul des 
matrices de covariance. Cependant, les ressources informatiques, telles que la puissance de 
calcul et la mémoire vive, nécessaires à la réussite de ces calculs dans un temps raisonnable 
augmentent en fonction de la taille d’ensemble. Dans la pratique, la taille d’ensemble est 
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généralement choisie en fonction du temps de calcul tout en s’assurant que l’erreur due à 
l’échantillonnage demeure faible. Un ensemble de 64 membres a été retenu dans cette étude, 
ce qui correspond à un temps de calcul d’environ 20 heures sur une machine Intel Core i7-
3770 avec des processeurs de 3.40 GHz pour une simulation typique comprenant 64 membres 
d’ensemble, l’assimilation de données journalières et les prévisions hydrologiques d’ensemble 
sur 10 ans. La sauvegarde de certaines variables clés sur la même période demande environ 
2.2 gigaoctets de mémoire vive, ce qui peut être grandement augmenté si toutes les variables 
simulées et matrices de covariances sont sauvegardées pour tous les pas de temps et tous les 
membres d’ensemble. 
Génération des observations d’ensemble 
Le EnKF requiert un ensemble pour représenter l’erreur des observations. L’approche 
employée pour générer les observations d’ensemble est essentiellement la même que celle 
employée pour la création des observations synthétiques. La seule différence est que plusieurs 
échantillons sont pris à chaque pas de temps pour créer l’ensemble plutôt qu’un seul. La 
méthode d’échantillonnage par hypercube latin (voir annexe B4) a été employée pour chaque 
type d’observation afin de minimiser l’erreur causée par l’échantillonnage. 
 
Les mêmes distributions avec les mêmes équations et paramètres présentés dans la sous-
section 4.1.2 ont été employées pour créer les observations d’ensemble de la SCN globale (à 
l’échelle du bassin versant), de l’ÉEN à trois endroits différents (Mount Wells, Mount 
Pondosy et Tahtsa Lake) et du débit à l’exutoire. L’utilisation des mêmes paramètres pour la 
génération d’ensemble que pour la génération des observations synthétiques permet d’éviter 
les problèmes causés par une mauvaise représentation des erreurs d’observation. 
Génération des intrants météorologiques d’ensemble 
Tout comme pour les observations d’ensemble, le EnKF requiert un ensemble pour représenter 
l’erreur du modèle. L’approche employée pour générer cet ensemble dépend principalement 
de la génération d’un ensemble d’intrants météorologiques. Une fois introduit dans le modèle 
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CEQUEAU, cet ensemble météorologique produit un ensemble de variables d’état qui est 
utilisé pour le calcul des matrices de covariance. 
 
L’approche employée pour la génération des intrants météorologiques d’ensemble est donc 
essentiellement la même que celle employée pour la création des intrants météorologiques 
synthétiques. Les mêmes distributions avec les mêmes équations et paramètres présentés dans 
la sous-section 4.1.3 ont été employées pour créer les intrants météorologiques synthétiques. 
Les paramètres propres au modèle CEQUEAU n’ont pas été modifiés pour cette étape et 
correspondent donc aux paramètres véritables. 
Configuration du vecteur d’état 
Le vecteur d’état comprend généralement seulement les variables correspondant aux 
observations ou les variables jugées pertinentes par l’utilisateur. Cependant, il pourrait y avoir 
beaucoup plus de variables d’état pouvant bénéficier de l’assimilation de données, en 
supposant qu’il existe une relation suffisamment linéaire entre ces variables ajoutées et les 
variables déjà incluses. Par exemple, l’assimilation des observations d’ÉEN pourrait servir à 
mettre à jour non seulement l’ÉEN simulé, mais également le débit, l’indice de mûrissement 
de la neige, la température de la neige, etc. Cet aspect a été étudié dans d’autres études, 
comme celles de Thiboult et Anctil (2015) et Abaza et al. (2015a), pour l’assimilation du débit 
seulement et pour des modèles comprenant un faible nombre de variables. Malgré cette 
simplification, ces études soulignent l’importance d’effectuer une analyse des variables à 
ajouter au vecteur d’état puisque les variables qui méritent d’être ajoutées au vecteur d’état 
dépendent du modèle employé.  
 
Une approche afin de déterminer quelle variable pourrait bénéficier de ces mises à jour serait 
d’exécuter plusieurs scénarios en testant toutes les combinaisons possibles et de les comparer 
avec l’état véritable. Cependant, cette approche devient très laborieuse même pour un nombre 
relativement faible de variables d’état en raison de la croissance exponentielle du nombre de 
combinaisons en fonction du nombre de variables.  
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L’approche proposée est donc de réduire le nombre de combinaisons en testant premièrement 
la performance de l’ajout de chaque variable une à une dans le vecteur d’état et de la comparer 
avec le cas sans assimilation de données, c’est-à-dire l’open loop. Les variables montrant une 
amélioration globale peuvent ainsi être ajoutées au vecteur d’état. Bien que cette approche ne 
garantisse pas l’obtention de la combinaison optimale, elle permet de réduire 
considérablement le nombre de combinaisons à tester en ce qui concerne l’ajout des variables 
dans le vecteur d’état, supposant que ce ne sont pas toutes les variables qui peuvent bénéficier 
directement de l’assimilation de données. 
Localisation des covariances 
Une conséquence d’une taille d’échantillon fini est que le calcul des matrices de covariance 
n’est pas exact. Deux variables théoriquement non corrélées peuvent ainsi se retrouver 
faiblement corrélées selon les matrices de covariance calculées, ce qui peut nuire à la 
performance du EnKF. De plus, si un lien existe véritablement entre deux variables (l’ÉEN 
entre deux carreaux entiers voisins par exemple), mais qu’il n’est pas linéaire, les matrices de 
covariances résultantes pourraient être erronées puisque le EnKF suppose un lien linéaire entre 
les variables. 
 
Une façon de mitiger ce problème, s’il est de nature spatiale, est de multiplier chaque élément 
de la matrice de covariance par une autre matrice de corrélation qui dépend de la distance 
entre les éléments, ce qu’on appelle parfois le produit matriciel de Hadamard ou le produit de 
Schur (Houtekamer and Mitchell, 2001). Cette matrice de corrélation peut également 
comprendre les caractéristiques géophysiques de chaque élément, telles que l’occupation du 
sol ou l’élévation. Cependant, cette approche ajouterait un bon nombre d’hyperparamètres qui 
demanderaient vraisemblablement un niveau élevé de subjectivité. 
  
Une façon de surmonter ce problème est de localiser manuellement les covariances entre 
certaines variables, c’est-à-dire de forcer certains éléments de la matrice de covariance à zéro. 
Dans la présente étude, ce forçage est basé sur l’amélioration observée ou non dans le vecteur 
d’état lors d’une mise à jour comparativement à l’open loop. La première étape consiste à 
exécuter l’open loop, qui sera utilisé comme référence, et un scénario d’assimilation de 
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données avec une seule observation en s’assurant d’inclure la variable d’état spatialisée dans 
le vecteur d’état (par exemple, l’assimilation de l’ÉEN à une station nivométrique et 
l’inclusion de l’ÉEN modélisé pour tous les carreaux entiers dans le vecteur d’état). Les deux 
simulations sont ensuite comparées avec l’état véritable sur le plan spatial, ce qui peut être soit 
des carreaux entiers ou des carreaux partiels dans le cas de CEQUEAU dépendamment du 
type de variable analysé. Les covariances sont finalement localisées en forçant à zéro tous les 
carreaux entiers ou partiels n’ayant pas obtenu une amélioration avec l’assimilation de 
données par rapport à l’open loop. Ce processus est répété pour chaque observation. 
 
Bien que ce processus soit également sensible à l’erreur causée par la taille finie de 
l’ensemble, il s’agit d’une approche simple qui exploite la disponibilité de l’état véritable pour 
limiter la taille des matrices de covariance impliquées dans le calcul de l’analyse. Cette 
approche simplifie l’inversion des matrices de covariance et diminue le risque d’obtenir des 
covariances erronées sans nécessairement contraindre l’effet de la mise à jour à seulement la 
variable correspondant à l’observation. 
 
Dans la présente étude, le seul type de variable d’état ayant une observation correspondante 
est l’ÉEN, donc la localisation des covariances a seulement été appliquée à ce type de 
variable. 
 
Au final, la configuration du vecteur d’état varie selon les variables incluses dans le vecteur 
d’état et leur influence sur le plan spatial. La taille du vecteur d’état peut donc changer selon le 
scénario d’assimilation de données. Par exemple, si les variables ÉEN et VOL sur l’ensemble 
du bassin versant sont ajoutées au vecteur d’état lors de l’assimilation d’observations d’ÉEN, 
il y aura un total de 2370 éléments dans le vecteur d’état, soit l’ÉEN en milieu forestier (644) 
et en milieu ouvert (644) pour chaque carreau entier et le VOL pour chaque carreau partiel 
(1082; voir page 33 à la section 3.1). Si l’influence des observations d’ÉEN est limitée à 100 
carreaux entiers et le nombre de carreaux partiels à l’intérieur et en aval de ces carreaux 
entiers s’élève à 150, le vecteur d’état comprendra 100 + 100 + 150 = 350 éléments dans le 
vecteur d’état. 
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4.1.5 Génération des prévisions hydrologiques d’ensemble 
Les prévisions hydrologiques d’ensemble (PHE) ont été générées à partir de l’ensemble des 
variables d’état résultant du EnKF, des intrants météorologiques véritables et des paramètres 
véritables de CEQUEAU. L’utilisation des intrants météorologiques véritables comme 
prévision météorologique déterministe signifie qu’après un horizon de prévision suffisamment 
long, tous les scénarios d’assimilation de données finissent par converger vers l’état véritable, 
mais à des taux de changement différents. En comparant les gains de performance des 
scénarios d’assimilation de données par rapport à l’open loop, il est possible d’analyser 
l’amplitude et la durée de l’impact que chaque scénario d’assimilation de données peut avoir 
sur les PHE. L’utilisation d’une prévision météorologique erronée ne ferait que bruiter les 
résultats et rendre l’analyse plus difficile. 
 
Cette approche permet toutefois de générer un ensemble puisque chaque membre de la PHE 
contient ses propres états initiaux (VOL, ÉEN, IMN, ITN, HS, HN, HL). Ces états initiaux 
sont le résultat de l’analyse, qui diffère selon les scénarios d’assimilation de données. Les PHE 
ont été générées pour chaque jour sur l’ensemble de la période considérée (10 ans) en utilisant 
un horizon de prévision allant jusqu’à 50 jours. 
 
Le CRPS est utilisé comme critère de performance pour évaluer les prévisions hydrologiques 
puisqu’il est adapté aux ensembles et fournit une information à la fois sur l’exactitude et la 
précision de l’ensemble. Bien que le biais soit normalement important pour les prévisionnistes, 
l’utilisation des paramètres véritables et l’absence de biais sur les intrants météorologiques se 
traduit par un biais relativement faible sur le débit, laissant peu d’amélioration possible. 
L’utilisation des critères axés sur le biais (BAAM, BACM) est donc moins pertinente. L’open 
loop est utilisé comme référence. 
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4.2 Résultats et discussion 
4.2.1 Configuration du vecteur d’état 
Avant d’examiner l’effet de l’assimilation de données sur les PHE, une analyse sur la 
configuration du vecteur d’état a été réalisée. Le but de cette étape est de déterminer l’étendue 
spatiale de l’impact de l’assimilation de données et d’identifier, parmi les sept variables de 
CEQUEAU (VOL, ÉEN, IMN, ITN, HS, HN, HL), lesquelles peuvent bénéficier d’une mise à 
jour indirecte à travers l’application du EnKF afin de réduire le nombre de comparaisons à 
faire pour les étapes suivantes. La période utilisée pour effectuer toutes les analyses de cette 
sous-section s’étend du 15 août 1985 au 15 août 1990. 
Assimilation de l’équivalent en eau de la neige 
L’ÉEN est une variable d’état modélisée par CEQUEAU, une mise à jour de l’ÉEN aura donc 
un impact sur le reste de la simulation. Cette variable à l’emplacement du coussin à neige 
assimilé devrait évidemment être incluse dans le vecteur d’état, mais possiblement également 
celle des carreaux entiers avoisinants qui y sont suffisamment corrélés. Une analyse spatiale 
doit donc être menée afin de délimiter l’étendue spatiale que l’assimilation de l’ÉEN observé 
pourrait avoir sur l’ÉEN modélisé. 
 
Les ÉEN des coussins à neige synthétiques ont donc été assimilés un à un et leur impact sur 
l’ÉEN modélisé pour tous les carreaux entiers a été comparé avec l’ÉEN de référence, soit 
l’open loop, à l’aide de l’indice MSSS (Figure 4.2). Une valeur positive indique une 
amélioration de l’ÉEN simulé par rapport à la référence. Le MSSS résultant varie 
considérablement selon le coussin à neige assimilé (Mount Wells, Mount Pondosy et Tahtsa 
Lake). Dans tous les cas, le carreau entier qui a obtenu l’amélioration la plus importante est 
celui situé à l’emplacement de chaque coussin à neige, avec une diminution du MSSS 
principalement en fonction de la distance avec celui-ci. Certains endroits plus éloignés, qui 
semblent partager une altitude relativement semblable à l’emplacement du coussin à neige, 
bénéficient également de la mise à jour. Ceci peut expliquer pourquoi l’observation située à 
Mount Wells influence un plus grand nombre de carreaux entiers, puisque ce dernier est situé 
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en plus faible altitude. L’évolution du stock de neige à Mount Wells représente donc mieux 
l’évolution du stock de neige à l’est du bassin versant que les observations situées en plus 
haute altitude à Tahtsa Lake et Mount Pondosy. Bien qu’il puisse exister une corrélation avec 
plusieurs variables, telles que la distance, l’altitude, la couverture du sol, une approche simple 
a été favorisée pour localiser les variables pertinentes, soit de choisir tous les carreaux entiers 
avec une valeur de MSSS supérieure à zéro. Les covariances entre l’ÉEN à l’emplacement 
d’un coussin à neige et des autres carreaux entiers dont la valeur est inférieure à zéro ont ainsi 
été forcées à zéro pour le reste de l’étude synthétique sans biais. Ces résultats dépendent 
principalement des paramètres utilisés pour générer l’ensemble météorologique utilisé comme 
intrant dans CEQUEAU. Sans la longueur de corrélation spatiale imposée avec le paramètre ℓ, 
la mise à jour de l’ÉEN n’aurait globalement pas d’impact sur les autres carreaux entiers.  
 
L’assimilation des données d’ÉEN pourrait également mettre à jour d’autres types de 
variables. Afin d’identifier ces variables, chaque autre type de variable a été ajouté au vecteur 
d’état un à la fois et comparé avec le scénario d’assimilation d’ÉEN avec l’ÉEN simulé dans 
le vecteur d’état. Seules les variables à l’intérieur des carreaux entiers dont l’ÉEN simulé a été 
amélioré ont été incluses. Le choix de cette référence plutôt que l’open loop est justifié par le 
fait que la mise à jour de l’ÉEN simulé a un impact sur toutes les autres variables simulées. 
Puisque l’ajout de l’ÉEN dans le vecteur d’état est certain pour l’assimilation de l’ÉEN, il est 
logique d’utiliser ce scénario comme référence.  
 
Les résultats de l’assimilation des trois observations d’ÉEN ont été combinés dans un même 
diagramme en boîte (Figure 4.3) où le MSSS des variables ajoutées est affiché. Une valeur 
positive indique une amélioration de la variable simulée par rapport à la référence. Les 
résultats montrent que pour toutes les autres variables, l’impact est faible et/ou le MSSS est 
négatif pour la majorité des carreaux. Le peu ou pas d’amélioration des variables 
hydrologiques VOL, HS, HN et HL peut être causé par le délai temporel entre la variation du 
niveau d’ÉEN et celle des variables hydrologiques. Par exemple, la crue engendrée par fonte 
de neige peut survenir quelques jours après la fonte, de sorte qu’une mise à jour du VOL par 
l’assimilation d’une observation d’ÉEN peut être hâtive et ainsi nuire à la performance de la 
simulation. Pour les variables sur la neige (ITN et IMN), l’absence d’amélioration globale est 
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probablement principalement causée par la non-linéarité entre ces variables et l’ÉEN (voir 
section 3.1 sur CEQUEAU, au besoin). Le faible lien restant est affaibli par la distance qui les 
sépare du coussin à neige assimilé. 
 
Figure 4.2. Distribution spatiale du MSSS de l’ÉEN lors de l’assimilation de l’ÉEN situé à a) 
Mount Wells, b) Mount Pondosy et c) Tahtsa Lake. L’open loop sert de référence. Les valeurs 
inférieures à -1 sont omises de la légende. 
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À la lumière de ces résultats, pour le reste du chapitre, lorsqu’une ou plusieurs observations 
d’ÉEN seront assimilées, les seules variables ajoutées au vecteur d’état pour le reste de l’étude 
synthétique en absence de biais seront l’ÉEN simulé aux carreaux entiers avec un MSSS 
supérieur à zéro (Figure 4.2). 
 
Figure 4.3. Diagramme en boîte du MSSS pour chaque type de variable incluse dans le vecteur 
d’état lors de l’assimilation des observations de l’ÉEN. Les résultats des trois coussins à neige 
assimilés individuellement sont combinés dans ce graphique. Les boîtes comprennent 
l’intervalle entre le 25e et le 75e percentile. La barre rouge pour indique la médiane. Les 
valeurs aberrantes ne sont pas présentées pour des raisons de visibilité. 
Assimilation du débit 
Le débit à l’exutoire est un extrant de CEQUEAU; c’est-à-dire qu’il est calculé, mais n’affecte 
aucune variable de CEQUEAU. Une mise à jour du débit n’aurait donc aucun impact sur les 
simulations futures. Afin de remédier ce problème, des variables additionnelles doivent être 
ajoutées au vecteur d’état. 
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La figure 4.4 montre les diagrammes en boîtes résultant des MSSS calculés pour chaque type 
de variable lorsqu’il est ajouté au vecteur d’état. L’open loop est utilisé comme référence. Les 
résultats montrent que la variable qui bénéficie le plus de la mise à jour du débit lorsqu’elle est 
ajoutée au vecteur d’état est le VOL. Ce résultat n’est pas très surprenant étant donné le fort 
lien entre le débit et le VOL. Ce qui peut être surprenant est que le VOL de tous les carreaux 
partiels ait une valeur de MSSS supérieure à zéro. Ceci peut être un artefact du cadre 
synthétique où le fait d’employer le même modèle hydrologique avec les mêmes paramètres 
pour la simulation des variables et la création de l’état véritable (et donc indirectement les 
observations) amplifie le lien spatial entre les variables. En réalité, étant donné la taille du 
bassin versant, il est peu probable que le débit à l’exutoire soit suffisamment corrélé avec tout 
le territoire en amont pour que chaque carreau partiel de VOL mérite d’être ajouté au vecteur 
d’état. Cela dépend du temps de base du bassin versant, notamment s’il est supérieur au pas de 
temps de calcul, mais également des phénomènes météorologiques localisés sur une partie du 
bassin versant, comme la présence de cellules orageuses en été par exemple. Pour l’instant, les 
résultats montrent la nécessité d’ajouter la variable VOL dans le vecteur d’état lors de 
l’assimilation du débit à l’exutoire. 
 
Les résultats montrent également une détérioration importante de l’ÉEN pour près de 75 % des 
carreaux partiels lorsque cette variable est ajoutée au vecteur d’état. Tel que pour le cas de 
l’assimilation de l’ÉEN, bien qu’il y ait un certain lien entre ces variables, il n’est pas linéaire 
et comprend un certain décalage temporel. Cet effet est plus important lors de l’assimilation 
du débit puisqu’il y a un risque de divergence, du moins sur une période suivant ce décalage 
temporel. Par exemple, supposant une corrélation négative entre le débit et l’ÉEN à certains 
endroits, l’assimilation d’un débit observé plus faible que le débit simulé pendant la fonte peut 
résulter en un ÉEN d’analyse plus élevé à ces endroits et un ÉEN plus faible ailleurs. Cet effet 
peut se répéter à chaque pas de temps jusqu’à ce que le débit simulé soit supérieur au débit 
observé. Pendant ce temps, il est possible que l’ÉEN simulé à certains endroits soit devenu 
disproportionnellement trop élevé. Clark et al. (2008a) ont discuté de ce problème de non-
linéarité causé par le décalage temporel entre le débit et les autres variables. Afin de surmonter 
ce problème, il est suggéré d’employer une approche récursive, qui permet de mettre à jour les 
variables simulées à des moments précédents le pas de temps présent, ou une approche par 
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lissage, qui utilise les observations « futures » pour mettre à jour les variables au pas de temps 
présent. Par exemple, Li et al. (2014) montre que le EnKS peut aider à pallier le problème de 
décalage temporel entre les variables comparativement au EnKF. Cependant, ces approches ne 
sont peut-être pas nécessaires à l’amélioration des PHE étant donné la réponse positive du 
VOL lors de l’assimilation du débit, ainsi que la possibilité d’assimiler simultanément d’autres 
types de données, tels que l’ÉEN, qui peuvent affecter d’autres variables d’état. 
 
Figure 4.4. Diagramme en boîte du MSSS pour chaque type de variable incluse dans le vecteur 
d’état lors de l’assimilation des observations du débit à l’exutoire. Les boîtes comprennent 
l’intervalle entre le 25e et le 75e percentile. La barre rouge pour indique la médiane. Les 
valeurs aberrantes ne sont pas présentées pour des raisons de visibilité. 
En ce qui concerne les indices IMN et ITN, la médiane du MSSS se situe autour de zéro, ce 
qui signifie qu’il y a autant de carreaux entiers pour lesquels les variables respectives sont 
améliorées qu’il y en a pour lesquels elles sont détériorées. Encore une fois, la non-linéarité 
entre les variables en est probablement la cause. Ces variables sont d’ailleurs 
vraisemblablement très peu observables selon leur impact sur le débit puisque même un 
changement important à ces variables peut avoir un effet négligeable sur le débit 
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dépendamment si ce changement peut accélérer ou devancer considérablement la fonte ou 
non. Ceci indique une faible probabilité qu’il en résulte en une amélioration des PHE.  
 
Finalement, les résultats montrent une amélioration des trois réservoirs conceptuels simulés, 
soit les variables HS, HN et HL, pour la majorité des carreaux entiers. Un plus grand nombre 
de HN sont améliorés tandis que la médiane de la HS se situe juste au-dessus de zéro. Ceci 
indique un potentiel d’amélioration du débit plus important avec l’inclusion de la HN dans le 
vecteur d’état, suivi de HL et HS. Il est à noter que le lien entre le débit et les trois variables 
HS, HN et HL n’est pas très linéaire puisque la plupart des réservoirs comprennent plusieurs 
orifices pouvant contribuer au VOL, en plus d’être décalé dans le temps puisque le transfert du 
VOL vers l’exutoire n’est pas instantané pour la plupart des carreaux partiels. Cependant, il 
peut être suffisamment linéaire pour permettre à l’assimilation du débit d’améliorer la 
simulation des trois variables. Par exemple, la corrélation médiane pour une régression linéaire 
entre le débit à l’exutoire et chaque réservoir pour tous les carreaux entiers confondus est de 
0.12, 0.49 et 0.15 pour les variables HS, HN et HL respectivement. 
 
Les études de Samuel et al. (2014) et Trudel et al. (2014) ont également vérifié la pertinence 
de mettre à jour la teneur en eau du sol à partir de l’assimilation du débit. Ils concluent que 
cette mise à jour détériore la simulation de la teneur en eau du sol, ce qui est en désaccord 
avec les résultats présents. Cependant, leurs études utilisent des modèles différents, 
s’appliquent à des bassins versants différents et sont validées avec des observations réelles, 
donc comprenant leur part d’erreur qui n’est pas parfaitement connue. Il est toutefois possible 
que l’utilisation de données synthétiques dans le cas présent se traduise par un lien 
artificiellement plus fort entre les variables et les observations puisque ces observations ont été 
créées à partir du même modèle hydrologique et des mêmes paramètres. Ceci élimine 
également le problème des différentes échelles entre le modèle et l’observation, ce qui est 
normalement une source d’erreur importante pour les études avec des données réelles 
(Blöschl, 1999). 
 
À la lumière de ces résultats, chacune des trois hauteurs de réservoir (HS, HN et HL) sera 
ajoutée individuellement et collectivement dans le vecteur (en plus du VOL) pour en évaluer 
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la plus-value pour la prévision hydrologique. La meilleure option sera choisie pour les 
analyses subséquentes. 
Assimilation de la superficie du couvert nival 
La superficie du couvert nival n’est pas une variable d’état de CEQUEAU. Tout comme le 
débit, il faut qu’il y ait une corrélation linéaire entre la SCN et au moins une variable incluse 
dans le vecteur d’état pour que son assimilation ait un effet sur la simulation. 
 
La figure 4.5 montre les diagrammes en boîtes résultants des MSSS calculés pour chaque type 
de variable ajouté individuellement au vecteur d’état en utilisant l’open loop comme référence. 
Les résultats montrent peu ou pas d’amélioration pour la majorité des carreaux pour toutes les 
variables ajoutées au vecteur d’état. Pour la plupart des variables, une forte détérioration est 
observée, ce qui évoque une inadéquation dans l’approche présentement employée pour 
assimiler la SCN. Marcil et al. (2016) ont démontré qu’un lien existe entre la SCN et le 
pourcentage de crue printanière passé. Cependant, ce lien n’est pas linéaire et décalé dans le 
temps. De plus, le pourcentage de crue printanière passé n’est pas une variable d’état. La 
contrainte de linéarité entre les variables imposée par le EnKF limite considérablement le 
potentiel des observations du SCN. Ce résultat est cohérent avec l’étude de Clark et al. (2006) 
qui ont également souligné la nuisance causée par cette contrainte lors de l’assimilation des 
observations de SCN en particulier. 
 
Afin de valoriser la SCN, une option serait d’utiliser un modèle hydrologique qui simule la 
SCN comme variable d’état, tel que le Snowmelt Runoff Model (SRM; Martinec, 1974) ou le 
Soil and Water Assessment Tool (SWAT; Arnold et al, 1998) pour lesquels la SCN joue un 
rôle dans le calcul du bilan hydrique. Ceci permettrait d’éviter les problèmes causés par la 
non-linéarité entre les variables. Une autre approche prometteuse serait d’utiliser une méthode 
d’assimilation récursive ou par lissage pour atténuer les problèmes causés par le décalage 
temporel entre l’évolution de la SCN et d’une autre variable d’état. Il serait également possible 
de définir des régions (ex. : par sous-bassins versants) plus petites que le bassin versant, en 
espérant que la SCN agrégée à l’intérieur de ces régions soit suffisamment corrélée avec les 
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variables à l’intérieur de ces régions, mais plus grandes que l’échelle du carreau entier de 
CEQUEAU pour éviter les grands sauts lors de la mise à jour des autres variables. 
 
En raison du manque d’amélioration considérable pour toutes les variables d’état, l’impact de 
l’assimilation de la SCN sur les PHE ne sera pas considéré. 
 
Figure 4.5. Diagramme en boîte du MSSS pour chaque type de variable incluse dans le vecteur 
d’état lors de l’assimilation des observations de la superficie du couvert nival. Les boîtes 
comprennent l’intervalle entre le 25e et le 75e percentile. La barre rouge pour indique la 
médiane. Les valeurs aberrantes ne sont pas présentées pour des raisons de visibilité. 
4.2.2 Impact sur les prévisions d’ensemble 
En plus de fournir une idée de la sensibilité du système face à la configuration du vecteur 
d’état, l’analyse de la sous-section précédente a permis de réduire la liste de combinaison 
potentiellement favorable aux PHE. Cette sous-section présente l’impact de ces combinaisons 
retenues pour les PHE. La période utilisée pour effectuer toutes les analyses de cette sous-
section s’étend du 16 août 1990 au 15 août 2000. 
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Assimilation de l’équivalent en eau de la neige 
Puisque seule la présence de l’ÉEN dans le vecteur d’état semblait bénéficier de l’assimilation 
des observations d’ÉEN, seul l’impact de ce scénario est analysé. Cependant, puisqu’il y a 
trois observations situées à trois endroits différents, la figure 4.6 présente le CRPS du débit 
simulé à l’exutoire lorsque l’ÉEN de chaque coussin à neige est assimilé individuellement 
(chaque coussin à neige) et collectivement (les 3 coussins à neige ensemble).  
 
 
Figure 4.6. Le CRPS du débit simulé à l’exutoire selon l’ÉEN assimilé aux trois coussins à 
neige. L’open loop est utilisé comme référence. L’horizon de prévision varie de 1 à 50 jours. 
Une première observation est que l’impact de chaque coussin à neige n’est pas uniforme. 
L’impact des coussins à neige situés à Mount Wells (trait bleu) et Mount Pondosy (trait rouge) 
est clairement inférieur à celui de Tahtsa Lake (trait vert). Ceci est cohérent avec Marcil et al. 
(2016), qui ont utilisé le même bassin versant et priorisé l’utilisation de l’ÉEN à Tahtsa Lake 
puisqu’il est un meilleur indicateur du pourcentage de crue passé. L’impact plus faible à 
Mount Pondosy est explicable du fait que sa région d’influence (Figure 4.2b) est la plus petite. 
Pour Mount Wells, même si sa région d’influence est la plus grande (Figure 4.2a), elle agit 
principalement sur les zones en faible altitude où la quantité d’ÉEN est la plus faible. Par 
exemple, l’ÉEN maximal annuel moyen de la zone de Mount Wells est de 410 mm, ce qui 
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représente 40 % moins que la zone de Tahtsa Lake dont l’ÉEN maximal annuel moyen est de 
682 mm.  
 
Néanmoins, l’assimilation simultanée de l’ÉEN aux trois coussins à neige a permis 
d’améliorer davantage la prévision à moyen terme (Figure 4.6). Même si le coussin à neige 
situé à Tahtsa Lake est le plus important, les autres coussins à neige apportent une information 
complémentaire qui a un impact positif sur les zones qui ne sont pas influencées par le coussin 
à neige de Tahtsa Lake et donc sur le débit simulé.  
 
L’assimilation des trois coussins à neige améliore également la prévision à court terme 
comparativement à l’open loop mais le CRPS diminue plus rapidement que l’open loop en 
fonction de l’horizon de prévision. Cet effet est le résultat de l’impact de l’ÉEN sur le débit 
qui se manifeste principalement en période de fonte. Cette période de fonte peut survenir 
plusieurs semaines suivant l’assimilation de l’ÉEN. La figure peut donner l’impression que 
l’écart continuera d’augmenter continuellement en fonction de l’horizon de prévision, mais 
ceci est simplement causé par la limite imposée l’horizon de prévision. À un horizon 
suffisamment loin, les deux courbes devraient éventuellement se rapprocher 
asymptotiquement puisqu’il n’y a pas d’accumulation de neige d’une année à l’autre. Donc, le 
maximum de l’impact (l’écart entre les courbes) devrait être inférieur à une année, après quoi 
la simulation devrait devenir de moins en moins discernable de l’open loop. 
 
Franz et al. (2014) ont également évalué l’impact de l’assimilation de l’ÉEN pour les 
prévisions d’ensemble. Leurs résultats montrent peu d’amélioration pour les prévisions, mais 
soulignent le rôle d’un biais potentiellement présent sur les observations, ainsi qu’une 
différence entre l’échelle ponctuelle des observations et l’ÉEN moyenné sur l’ensemble du 
bassin versant tel que simulé par le modèle. Dans le chapitre présent, un biais n’a pas été 
introduit sur les observations et il n’y a pas de différence d’échelle entre les observations et les 
variables simulées, ce qui pourrait expliquer les différences observées entre les études. 
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Assimilation du débit 
Selon l’analyse des résultats à la sous-section 4.2.1, plusieurs variables pouvaient bénéficier 
de l’assimilation du débit. La figure 4.7 affiche donc le CRPS des PHE pour chacun des 
scénarios retenus en utilisant l’open loop comme référence. 
 
 
Figure 4.7. Le CRPS du débit simulé à l’exutoire selon la ou les variables ajoutées au vecteur 
d’état lors de l’assimilation du débit. L’open loop est utilisé comme référence. L’horizon de 
prévision varie de 1 à 50 jours. 
Premièrement, une forte amélioration du CRPS est observée pour les prévisions à court terme 
lorsque le VOL (quantité d’eau dans un carreau partiel) est inclus dans le vecteur d’état (trait 
bleu). Le CRPS se rapproche rapidement vers l’open loop en fonction de l’horizon de 
prévision, ce qui indique une courte durée d’impact après quoi la simulation avec assimilation 
de données devient semblable à l’open loop. Cette durée dépend du temps de rétention de 
l’eau stockée dans les carreaux partiels (VOL). Un impact d’une durée relativement courte 
indique un temps de rétention relativement faible. Le fort impact initial n’est pas surprenant en 
raison de la relation quasi linéaire entre le débit et le VOL. L’assimilation du débit engendre 
une amélioration du VOL à l’intérieur de la plupart des carreaux partiels (Figure 4.4), qui à 
son tour engendre une amélioration du débit futur. 
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Deuxièmement, l’ajout des variables liées aux réservoirs conceptuels donne des résultats qui 
varient considérablement. Même si la HL (hauteur d’eau dans le réservoir LACS et 
MARÉCAGES) est améliorée pour la plupart des carreaux entiers (Figure 4.4), son impact sur 
les PHE est négligeable comparativement au scénario avec seulement le VOL dans le vecteur 
d’état. La principale cause est que très peu de carreaux entiers attribuent une pondération non 
nulle au réservoir LACS et MARÉCAGES. Seulement 0.5 % du bassin versant utilise ce 
réservoir conceptuel par rapport aux réservoirs du sol (dont le niveau est représenté par HS) et 
de la nappe (dont le niveau est représenté par HN) qui sont présents sur l’ensemble du bassin 
versant. L’ajout de la HS (trait rouge) ou de la HN (trait vert) diminue non seulement le CRPS 
initial, mais ralentit  son rapprochement avec l’open loop en fonction de l’horizon de 
prévision. Ces résultats sont cohérents avec l’amélioration observée pour la HS et la HN lors 
de l’analyse de sensibilité de la sous-section 4.2.1 (Figure 4.4). La croissance moins rapide du 
CRPS est également cohérente avec l’augmentation du temps nécessaire à l’eau pour se rendre 
des réservoirs conceptuels vers l’exutoire comparativement à l'eau qui est déjà dans le système 
de routage (VOL). L’ajout de la HN engendre également une amélioration systématique par 
rapport à l’ajout de la HS. La HS contrôle principalement le ruissellement de surface, la 
quantité d’eau qui s’échappe du système par évapotranspiration et l’eau qui s’infiltre dans le 
réservoir nappe sous-jacent. Pour le réservoir nappe, sa capacité de stockage est infinie avec 
moins de sorties que pour le réservoir sol. La stabilité du réservoir nappe comparativement au 
réservoir sol peut expliquer l’impact plus important sur les PHE lorsque la HN est ajoutée au 
vecteur d’état comparativement à la HS. 
 
Finalement, le scénario où toutes les quatre variables ont été ajoutées au vecteur d’état est 
analysé (trait violet). La différence principale avec les autres courbes est causée par l’ajout 
simultané des HS et HN puisque toutes les courbes comprennent au moins VOL, et il a déjà 
été démontré que l’impact de la HL sur les PHE est négligeable. Cette combinaison produit un 
CRPS un peu plus élevé que pour le scénario VOL+HN pour les prévisions à moyen terme. 
Ceci évoque que l’ajout de la HS interfère avec la mise à jour de la HN, vraisemblablement en 
raison d’un problème de discernabilité entre les deux variables puisque le rôle des deux 
variables sur la production d’eau dans les carreaux entiers est semblable. Comme montré à la 
figure 4.4, l’assimilation du débit a un impact plus important sur la HN que la HS. Dans le cas 
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présent, le nombre plus important de carreaux entiers qui n’ont pas bénéficié de la mise à jour 
de la HS, qui se vide partiellement dans le réservoir nappe par la suite, détériore la simulation 
de la HN (et donc du débit) par rapport au scénario où les seules variables ajoutées au vecteur 
d’état sont VOL et HN. Les variables VOL et HN sont donc retenues comme étant les 
principales variables pouvant améliorer la prévision du débit lorsque les observations du débit 
sont assimilées. 
 
Abaza et al. (2015a) ont assimilé le débit à l’exutoire d’un bassin versant à l’aide du EnKF 
pour mettre à jour deux variables représentant la teneur en eau du sol dans les couches 
intermédiaire et profonde du modèle hydrologique qu’ils ont employé. Leurs résultats 
montrent une amélioration importante du CRPS résultant pour le premier pas de temps, suivit 
d’une diminution exponentielle de cette amélioration, de sorte que seulement les prévisions 
pour les premiers 24 h pouvaient bénéficier de la mise à jour. Chen et al. (2013) ont également 
obtenu des résultats similaires à l’aide de plusieurs critères de performance. Ces derniers 
assimilent le débit à l’aide du EnSRF pour mettre à jour diverses variables représentées par 
des réservoirs conceptuels. La durée de l’amélioration observée est encore plus courte, n’étant 
visible pour moins de 12 heures pendant les événements de crues suites. Ces différences sur la 
durée de l’impact de l’assimilation du débit sont probablement liées aux différents temps de 
rétention des bassins versants. Ces dernières études ont été menées sur des bassins versants 
beaucoup plus petits (moins de 800 km
2
) que celui de la Nechako (environ 14000 km
2
). Ceci 
met en évidence le lien entre la performance d’une approche d’assimilation de données et les 
caractéristiques du bassin versant. 
Assimilation combinée du débit et de l’ÉEN 
L’impact de l’assimilation simultanée des observations du débit et des trois coussins à neige 
sur les PHE est maintenant analysé. La sous-section précédente a montré que les variables 
positivement influencées par l’assimilation du débit sont le VOL et la HN, tandis que seul 
l’ÉEN simulé répond favorablement à l’assimilation des observations d’ÉEN. Cependant, 
l’ajout de ces trois variables dans le vecteur d’état indique qu’elles peuvent toutes être 
influencées par l’assimilation des deux types d’observations, ce qui n’est pas nécessairement 
favorable à l’amélioration des prévisions selon les résultats présentés ci-haut.  
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Quatre scénarios d’assimilation simultanée de données sont affichés au tableau 4.3. Dans tous 
les cas, l’assimilation du débit influence les variables VOL et HN, tandis que l’assimilation 
des observations d’ÉEN influence l’ÉEN simulé. Les scénarios diffèrent selon le croisement 
des variables influencées par la mise à jour causée par les deux types d’observations : aucune 
mise à jour croisée (VHN-E), l’AD du débit peut également influencer la mise à jour de l’ÉEN 
(VHN2-E), l’AD de l’ÉEN peut également influencer la mise à jour des variables VOL et HN 
(VHN-E2) et toutes les variables sont mises à jour par chaque type d’assimilation (VHN2-E2). 
 
La performance des PHE pour chacun de ces scénarios est affichée à la figure 4.8. Bien que la 
performance des quatre scénarios soit semblable à court terme, une paire surpasse l’autre pour 
les prévisions à moyen terme. La paire de moindres performances (traits bleu et magenta) se 
distingue de l’autre en permettant l’assimilation du débit de mettre à jour l’ÉEN simulé. Cette 
différence produit un CRPS plus élevé que le cas où l’assimilation du débit ne permet pas de 
mise à jour de l’ÉEN.  
 
À l’intérieur de chaque paire, les scénarios se distinguent par leur permission de mettre à jour 
ou non les variables VOL et HN par l’assimilation de l’ÉEN. Cet impact est cependant moins 
important que la mise à jour de l’ÉEN par l’assimilation du débit. Ces résultats sont cohérents 
avec les résultats présentés aux figures 4.3 et 4.4 qui montrent que l’assimilation de l’ÉEN a 
un impact relativement faible sur les variables VOL et HN comparativement à l’impact de 
l’assimilation du débit sur l’ÉEN simulé où près de 75% des carreaux entiers ajoutés au 
vecteur d’état ont connu une détérioration. 
 
Le CRPS de chaque courbe demeure considérablement inférieur à l’open loop sur l’ensemble 
de l’horizon de prévision analysé. L’assimilation simultanée du débit et de l’ÉEN performe 
également mieux que l’assimilation individuelle de l’ÉEN (Figure 4.6) ou du débit (Figure 
4.7) sur l’ensemble de l’horizon de prévision considéré, à l’exception de l’horizon supérieur à 
45 jours où le CRPS pour l’assimilation des trois coussins à neige est légèrement inférieur.  
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L’assimilation simultanée semble ainsi hériter des avantages de chaque type d’assimilation de 
données, soit l’amélioration des prévisions à court terme principalement causée par la mise à 
jour des variables VOL et HN via l’assimilation du débit, ainsi que l’amélioration des 
prévisions à moyen terme principalement causée par la mise à jour de l’ÉEN simulé via 
l’assimilation des observations d’ÉEN. 
 
Tableau 4.3. Description des scénarios d’assimilation simultanée du débit et de l’ÉEN à 
l’emplacement des trois coussins à neige. 
 AD du débit met à jour :  AD de l’ÉEN met à jour: 
Méthode VOL + HN? ÉEN?  VOL + HN? ÉEN? 
VHN-E oui non  non oui 
VHN2-E oui non  oui oui 
VHN-E2 oui oui  non oui 
VHN2-E2 oui oui  oui oui 
 
 
Figure 4.8. Le CRPS du débit simulé à l’exutoire selon différentes configurations du vecteur 
d’état lors de l’assimilation simultanée du débit et des observations d’ÉEN. L’open loop est 
utilisé comme référence. L’horizon de prévision varie de 1 à 50 jours. 
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Suivant la philosophie proposée au début de ce chapitre, l’assimilation simultanée du débit et 
de l’ÉEN se fera sans chevauchement des variables d’état; c’est-à-dire que l’assimilation du 
débit n’affectera que les variables VOL et/ou HN tout au plus, et l’assimilation de l’ÉEN 
n’affectera que l’ÉEN simulé. Ceci correspond au scénario VHN-E pour l’étude synthétique 
sans biais. 
Analyse mensuelle 
Les derniers résultats ont présenté l’impact de l’assimilation de données sur les PHE selon le 
type d’observation assimilé et en fonction de l’horizon de prévision. Ces résultats sont 
moyennés sur l’ensemble de la période considérée. Cependant, comme les observations 
comprennent des variations saisonnières, l’impact de leur assimilation sur les PHE n’est pas 
nécessairement uniforme sur le plan temporel.  
 
La figure 4.9 présente le CRPS des scénarios retenus précédemment pour les prévisions à 
court terme (moyenne des horizons de 1 à 5 jours; figure 4.9a) et moyen terme (moyenne des 
horizons de 25 à 50 jours; figure 4.9b) sur une base mensuelle. Le CRPS a été calculé pour les 
prévisions à l’intérieur de chaque mois selon les scénarios suivants : l’open loop (trait noir), 
l’assimilation du débit en incluant que les variables VOL et HN dans le vecteur d’état (trait 
bleu), l’assimilation des observations d’ÉEN en n’incluant que l’ÉEN simulé dans le vecteur 
d’état (trait rouge) et l’assimilation simultanée du débit et de l’ÉEN en séparant les variables 
affectées par chaque type d’assimilation (VHN-E; trait vert). Un rappel que le CRPS varie 
dans l’intervalle [0,+∞] et s’améliore lorsqu’il diminue. 
 
La variation mensuelle du CRPS de l’open loop indique que certaines périodes sont plus 
problématiques que d’autres. En effet, le CRPS augmente pendant les périodes de fort débit 
qui correspondent aux périodes de fonte et de début d’accumulation de neige (voir figure 1.2). 
Les scores pour les prévisions à moyen terme sont meilleurs que pour les prévisions à court 
terme puisque les intrants météorologiques véritables sont utilisés comme prévision 
météorologique, de sorte que l’open loop converge lentement vers l’état véritable. 
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Figure 4.9. Valeurs de CRPS pour différents scénarios d’assimilation de données sur une base 
mensuelle pour les prévisions à a) court terme et b) moyen terme. 
L’assimilation du débit engendre une amélioration du CRPS sur toute l’année pour les 
prévisions à court terme et une performance comparable à l’open loop pour les prévisions à 
moyen terme. L’amélioration presque constante n’est pas si surprenante lorsque l’on considère 
que les observations du débit sont disponibles sur une base journalière et ne tombent jamais à 
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zéro contrairement à l’ÉEN. L’impact de l’assimilation de l’ÉEN se limite principalement à la 
période de fonte de neige puisque c’est à ce moment que l’eau stockée dans la neige pendant 
la période hivernale atteint l’exutoire. L’impact pendant l’été est négligeable puisqu’il n’y a 
pas ou peu de neige sur le bassin versant. L’amélioration au printemps est plus importante que 
pour l’assimilation du débit et correspond justement à la période où le CRPS est à son 
maximum. Cette diminution du CRPS s’améliore pour les prévisions à moyen terme, ce qui est 
cohérent avec les résultats présentés à la figure 4.6. L’effet complémentaire de ces différents 
types de données est évident pour le scénario d’assimilation simultané du débit et de l’ÉEN où 
la diminution du CRPS pour les prévisions à court terme s’apparente à la somme des 
diminutions de chaque type de données. Le CRPS de l’assimilation simultanée est ainsi 
inférieur à celui de l’open loop sur toute l’année et particulièrement au moment de la fonte qui 
correspond au moment où l’erreur de l’open loop est la plus grande. 
4.3 Sommaire 
Ce chapitre visait à analyser la sensibilité de la performance de l’assimilation de données de 
trois types d’observations, soit le débit, l’équivalent en eau de la neige et la superficie du 
couvert nival, en fonction du contenu du vecteur d’état dans des conditions météorologiques 
sans biais. Les résultats du chapitre forment le cœur d’un article publié dans la revue 
Hydrological and Earth System Sciences (voir Bergeron et al., 2016). 
 
Les résultats ont démontré l’importance de la configuration du vecteur d’état, notamment que 
l’influence de l’assimilation de données devrait être limitée à certaines variables, lesquelles 
dépendent du type d’observation assimilé. Plus spécifiquement, les résultats ont montré que 
les variables VOL (quantité d’eau dans le carreau partiel) et HN (hauteur d’eau du réservoir 
NAPPE) sont tout au plus les variables pouvant être améliorées par l’assimilation du débit, 
tandis que l’ÉEN simulé est la seule variable pouvant être améliorée par l’assimilation de 
l’ÉEN. L’assimilation de la SCN à l’échelle du bassin versant n’a cependant pas permis 
d’améliorer les variables de CEQUEAU pour une majorité des carreaux partiels ou entiers en 
raison du fait que la SCN n’est pas une variable d’état de CEQUEAU, ainsi que par l’absence 
de variable d’état suffisamment corrélé avec la SCN. 
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L’assimilation du débit dans ces conditions idéales peut permettre une amélioration importante 
des PHE à court terme principalement, et ce pour toutes les périodes de l’année. L’impact 
diminue rapidement en fonction de l’horizon de prévision. D’un autre côté, l’assimilation de 
l’ÉEN peut produire une amélioration importante des PHE dont l’impact persiste sur une 
période beaucoup plus longue. Cet impact est toutefois restreint à la période de fonte, qui est 
également la période dont l’erreur est la plus grande en absence d’assimilation de données. 
Finalement, l’assimilation combinée du débit et de l’ÉEN hérite de l’avantage des deux types 
de données, c’est-à-dire qu’elle peut améliorer les PHE pour toutes les périodes de l’année, 
notamment en période de fonte, dont l’impact persiste jusqu’à au moins 50 jours d’horizon de 
prévision. 
 
Ces résultats sont conditionnels à certaines limitations et hypothèses. Premièrement, tous les 
résultats dépendent de l’approche générale et des paramètres utilisés pour créer le cadre 
synthétique. Il est supposé qu’une expérience avec des données réelles se comporterait de 
façon semblable à une simulation en utilisant CEQUEAU et un jeu de paramètre donné. 
Deuxièmement, l’impact de l’assimilation de données pour la prévision hydrologique dépend 
entre autres de la qualité des prévisions météorologiques. L’utilisation de prévisions réelles 
plutôt que les prévisions véritables du cadre synthétiques pourrait diminuer cet impact. 
Troisièmement, il est supposé que les erreurs du modèle et des observations sont connues et 
représentées correctement par les ensembles. Dans la présente étude, ces erreurs ont été 
générées à l’aide de distributions et de variances spécifiques qui ont également été utilisées 
pour générer les ensembles. Il est également supposé que l’erreur des paramètres du modèle 
est négligeable puisque les paramètres de CEQUEAU n’ont pas été modifiés des paramètres 
véritables. Finalement, les résultats sont conditionnels aux caractéristiques du bassin versant 
de la Nechako. Un bassin plus petit ou moins influencé par la neige pourrait fournir des 
résultats différents. 
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CHAPITRE 5 CADRE SYNTHÉTIQUE AVEC 
BIAIS SUR LES PRÉCIPITATIONS 
Ce chapitre décrit la méthodologie employée (section 5.1) et les résultats obtenus (section 5.2) 
pour répondre au second objectif de la thèse, qui se résume à tester la performance de 
l’assimilation de données en présence de biais sur les précipitations solides. La dernière 
section (5.3) résume brièvement le présent chapitre afin de faciliter la transition vers le 
prochain chapitre.  
5.1 Méthodologie 
La méthodologie de l’étude synthétique idéale visait à réduire les options de configuration du 
vecteur d’état à quelques scénarios prometteurs pour la prévision hydrologique en exploitant la 
disponibilité de l’état véritable. Elle supposait également une connaissance parfaite de l’erreur 
des observations, de l’erreur des intrants météorologiques, des paramètres de CEQUEAU, 
ainsi qu’une absence de biais sur les intrants météorologiques, ce qui n’est pas nécessairement 
le cas dans la réalité.  
 
La présente méthodologie vise plutôt à tester la robustesse de l’assimilation de données en 
présence de biais sur les précipitations solides en utilisant une approche transposable au cas 
réel pour lequel l’état véritable n’est pas connu. La présente méthodologie s’apparente à la 
précédente sauf pour les points ci-dessous qui seront détaillés dans les sous-sections suivante :  
1) le calage des paramètres de CEQUEAU; 
2) la calibration initiale des erreurs d’observations et des intrants météorologiques; 
3) la configuration du vecteur d’état. 
 
La période utilisée est la même à travers ces étapes. Elle comprend 10 années et s’étend du 15 
août 1985 au 14 août 1995 inclusivement. La procédure pour la création de l’état véritable 
demeure la même qu’au chapitre précédent, ainsi que pour la création des observations 
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synthétiques. La même taille d’ensemble obtenue au chapitre précédent est utilisée pour le 
reste de l’étude, soit de 64 membres d’ensemble, puisque celle-ci est déjà près de la limite 
raisonnable en matière de consommation des ressources informatiques et qu’elle a produit des 
résultats satisfaisants dans le cas synthétique idéal. 
 
La différence principale au niveau de la création des intrants météorologiques concerne les 
précipitations (𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ𝐵,𝑡), où un biais relatif de -20 % est introduit sur les précipitations 
solides à chaque pas de temps (𝑡) : 
Le paramètre 𝑆𝑇𝑅𝑁𝐸𝑇𝑅𝑈𝐸 représente la valeur véritable du paramètre 𝑆𝑇𝑅𝑁𝐸 (voir section 
3.1). Cette étape a pour but de reproduire le biais estimé sur les précipitations solides. Cette 
estimation se base en partie sur l’écart moyen observé entre l’ÉEN maximal saisonnier mesuré 
à partir d’observations réelles aux coussins à neige et l’accumulation des précipitations totales 
aux mêmes endroits comprises entre le 1
er
 octobre d’une année et la date d’occurrence de 
l’ÉEN maximal de la même année. L’écart moyen observé pour chaque coussin à neige 
représente -10.6 %, 6.8 % et -5.5 % de l’ÉEN maximal annuel observé aux stations Mount 
Wells, Mount Pondosy et Tahtsa Lake respectivement (voir tableau A3.1 en annexe au 
besoin). Cet écart représente la différence entre l’observation de chaque coussin à neige et le 
maximum d’ÉEN qu’il pourrait y avoir si toute la précipitation tombée depuis le 1er octobre 
tombait sous forme de neige et qu’il n’y avait pas de fonte avant la date d’occurrence de 
l’ÉEN maximal annuel. L’écart observé n’est pas nécessairement entièrement provoqué par un 
biais sur les précipitations; l’erreur des observations peut également y contribuer. Cependant, 
puisque le but est de tester la robustesse des scénarios d’assimilation de données en présence 
de biais, sans nécessairement obtenir une estimation précise sur le biais réel de la précipitation 
ou des observations, une approche conservatrice est de mise. Il a donc été décidé d’utiliser une 
valeur conservatrice de la moyenne des écarts observés aux trois coussins à neige pour obtenir 
un biais de -20 %. 
 
Pour les prévisions hydrologiques d’ensemble, la même approche est employée que dans le 
chapitre précédent, à l’exception des paramètres de CEQUEAU qui ne sont pas les paramètres 
 
𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ𝐵,𝑡 = {
 0.8 ⋅ 𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ,𝑡, 𝑇𝐸𝑀𝑃𝑠𝑦𝑛𝑡ℎ,𝑡 < 𝑆𝑇𝑅𝑁𝐸𝑇𝑅𝑈𝐸
𝑃𝐶𝑃𝑠𝑦𝑛𝑡ℎ,𝑡, 𝑇𝐸𝑀𝑃𝑠𝑦𝑛𝑡ℎ,𝑡 ≥ 𝑆𝑇𝑅𝑁𝐸𝑇𝑅𝑈𝐸
 (5-1) 
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véritables, mais plutôt les paramètres obtenus à partir du calage, ainsi que la période de 
prévision qui comprend 5 années et s’étend du 15 août 1995 au 14 août 2000 inclusivement. 
5.1.1 Calage des paramètres de CEQUEAU 
Dans la réalité, un modèle hydrologique doit généralement être calé afin d’obtenir un jeu de 
paramètres adapté au bassin versant de l’étude. Le meilleur jeu de paramètres n’est pas connu 
a priori et il est possible que le ou les jeux de paramètres résultants soient erronés en raison 
d’erreurs sur les intrants, d’erreurs sur les observations, du choix de la fonction objectif, etc. 
Un calage automatique de CEQUEAU a donc été effectué en présence de biais sur les 
précipitations, tel qu’il serait nécessaire de faire dans un cas réel. 
 
Afin d’obtenir un ensemble de jeux de paramètres, une approche semblable au GLUE (Beven 
et Binley, 1992; voir section 2.1) a été employée. Plutôt que d’échantillonner de nombreuses 
fois dans l’espace des paramètres et d’en ressortir les jeux les plus performants, un algorithme 
de calage automatique a été exécuté à 16 répétitions en utilisant un noyau générateur de 
nombres aléatoires différent pour chaque répétition. La méthode DDS (Tolson et Shoemaker, 
2007; voir section 2.1) a été utilisée puisqu’elle est simple d’utilisation et converge plus 
rapidement vers une solution performante que l’approche plus populaire SCE-UA (Duan et al., 
1992; voir section 2.1). Le nombre maximum d’itérations pour la recherche d’un optimum a 
été fixé à 1000, ce qui est jugé raisonnable en termes de temps de calcul. 
 
Un choix populaire en modélisation hydrologique pour la fonction objectif est le critère de 
Nash-Sutcliffe (Nash et Sutcliffe, 1970; voir section 3.7). Ce critère permet généralement 
d’obtenir un jeu de paramètre globalement acceptable pour les utilisateurs qui s’intéressent 
principalement aux crues, ce qui est en partie le cas pour Rio Tinto. Cependant, le biais est 
encore plus important pour Rio Tinto qu’une bonne représentation des pointes de crue. Les 
variations journalières du débit peuvent être emmagasinées par le réservoir avec peu de 
conséquences sur la gestion des ressources hydriques, contrairement à l’effet cumulatif d’une 
tendance à la hausse qui risque de causer des inondations ou une tendance à la baisse qui 
pourrait engendrer un niveau d’eau du réservoir insuffisant pour assurer une production 
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d’électricité adéquate. Cependant, l’utilisation du biais seul comme fonction objectif peut 
aboutir à une année de surestimation du débit qui compense une année de sous-estimation. 
Ceci aboutirait à un biais faible ou nul alors que les conséquences résultantes des décisions 
prises par les gestionnaires, s’attendant à un biais faible ou nul, pourraient être nuisibles pour 
ces deux années. L’utilisation du biais absolu annuel moyen (BAAM) devient alors plus 
pertinente que le biais moyen pour le calage des paramètres. Un autre problème n’est toutefois 
pas réglé avec le BAAM : une simulation peut respecter la quantité d’eau globale à l’exutoire 
en ne suivant pas nécessairement les variations journalières et saisonnières des observations. Il 
serait donc préférable d’utiliser une combinaison de critères pour tenter d’obtenir un jeu de 
paramètres pouvant simuler un débit avec un faible biais sans risquer de perdre les variations 
saisonnières et journalières du débit. 
 
Le bassin de la Nechako comprend également des observations sur l’ÉEN à trois 
emplacements. Puisque les variables de neige, dont l’ÉEN, sont simulées avant les autres 
variables (HS, HN, HL, VOL) et contrôlées par certains paramètres qui n’affectent pas 
d’autres variables directement, il est possible de caler ces paramètres de neige en premier lieu. 
Un calage en deux étapes permet d’accélérer la recherche d’un jeu de paramètres optimal, en 
plus d’assurer un certain contrôle de qualité sur l’ÉEN simulé par rapport à un calage axé 
uniquement sur le débit à l’exutoire.  
 
L’approche proposée comporte deux étapes. La première consiste à caler les paramètres de 
neige (voir tableau 3.1) à l’aide de la méthode DDS en minimisant l’erreur quadratique 
moyenne (MSE) entre les observations d’ÉEN (𝐸𝐸𝑁𝑀𝑊,𝑜𝑏𝑠, 𝐸𝐸𝑁𝑀𝑃,𝑜𝑏𝑠 et 𝐸𝐸𝑁𝑇𝐿,𝑜𝑏𝑠) et 
l’ÉEN simulé (𝐸𝐸𝑁𝑀𝑊,𝑠𝑖𝑚, 𝐸𝐸𝑁𝑀𝑃,𝑠𝑖𝑚 et 𝐸𝐸𝑁𝑇𝐿,𝑠𝑖𝑚) aux trois coussins à neige (Mount Wells 
= MW, Mount Pondosy = MP et Tahtsa Lake = TL). La fonction objectif est donc : 
Aucune préférence n’est accordée à une observation par rapport à une autre. Une contrainte est 
ajoutée afin de ‘forcer’ la fonte chaque année pour éviter d’avoir des scénarios de neige 
interannuels, ce qui ne représente pas le bassin de la Nechako. En d’autres termes, s’il n’y a 
 min (MSE(𝐸𝐸𝑁𝑀𝑊,𝑠𝑖𝑚, 𝐸𝐸𝑁𝑀𝑊,𝑜𝑏𝑠) + MSE(𝐸𝐸𝑁𝑀𝑃,𝑠𝑖𝑚, 𝐸𝐸𝑁𝑀𝑃,𝑜𝑏𝑠)
+ MSE(𝐸𝐸𝑁𝑇𝐿,𝑠𝑖𝑚, 𝐸𝐸𝑁𝑇𝐿,𝑜𝑏𝑠)) 
(5-2) 
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pas de fonte totale de la neige (ÉEN = 0) sur l’ensemble du bassin versant pour au moins une 
journée entre le 1
er
 mai et le 1
er
 novembre, le jeu de paramètres est rejeté. 
 
La seconde étape consiste à caler les autres paramètres (sol, ETP et transfert) à l’aide de la 
méthode DDS en minimisant la combinaison du coefficient Nash-Sutcliffe et du BAAM entre 
le débit simulé (𝑄𝑠𝑖𝑚) et le débit observé (𝑄𝑂𝑏𝑠) : 
 
min(1 − Nash(𝑄𝑠𝑖𝑚, 𝑄𝑂𝑏𝑠) + BAAM(𝑄𝑠𝑖𝑚, 𝑄𝑂𝑏𝑠)/100) (5-3) 
Les 16 jeux de paramètres résultants seront répétés quatre fois pour former les 64 membres 
d’ensemble pour chacun des scénarios. Chaque membre d’ensemble aura toutefois ses propres 
intrants météorologiques. 
5.1.2 Calibration initiale des perturbations 
L’approche proposée pour la calibration des erreurs du modèle et des observations, c’est-à-
dire les paramètres de proportionnalité de la précipitation, du débit (si assimilé) et de l’ÉEN (si 
assimilé), suppose une ignorance des valeurs véritables. Puisque la configuration du vecteur 
d’état succède pour cette étape, il est suggéré de limiter la taille du vecteur d’état à un 
minimum, c’est-à-dire de ne conserver qu’une seule variable parmi celles retenues lors de 
l’étude synthétique sans biais, la plus pertinente dans le cas où plusieurs variables sont 
retenues, située à l’emplacement de l’observation assimilée. Ainsi, lors de l’assimilation de 
l’ÉEN, seul l’ÉEN simulé à l’emplacement de l’observation assimilée est inclus dans le 
vecteur d’état. Pour l’assimilation du débit, seul le volume (VOL) simulé à l’exutoire est 
inclus dans le vecteur d’état. 
 
Les valeurs véritables des perturbations sont donc supposées inconnues. L’exception est 
l’écart-type de la température journalière pour laquelle l’écart-type véritable est utilisé. Ce 
choix se justifie par le but premier qui est d’évaluer la robustesse des scénarios d’assimilation 
face au biais sur les précipitations (et non la température) et du fait qu’une perturbation plus 
importante sur la température entraine une quantité plus faible d’ÉEN. Dans le cas où seul 
l’ÉEN est assimilé, cet effet peut produire un biais sur le débit si l’ÉEN est toujours mis à jour 
à la hausse pour compenser la fonte plus fréquente de l’ensemble. 
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L’hypothèse de l’ignorance implique cependant de spécifier autrement ou calibrer les 
hyperparamètres du EnKF. Les paramètres de longueur de décorrélation temporelle des 
intrants météorologiques et des observations sont supposés nuls (aucune corrélation 
temporelle) afin de diminuer le nombre d’hyperparamètres à calibrer. Il est supposé que cet 
hyperparamètre est moins important que la variance (l’amplitude des perturbations) des 
intrants et des observations. La longueur de corrélation spatiale de la perturbation des intrants 
météorologiques est supposée infinie, de sorte que l’amplitude des perturbations apportées à 
un intrant météorologique donné est, proportionnellement à leur valeur à chaque carreau 
entier, identique sur l’ensemble du bassin versant. L’utilisation d’une longueur de corrélation 
infinie pour générer les intrants météorologiques mêmes n’est pas réaliste, mais il s’agit ici des 
facteurs de perturbation pour générer un ensemble météorologique. L’effet principal de ce 
facteur est l’introduction des corrélations sur les variables simulées par CEQUEAU, 
principalement les variables reliées à la neige, dont l’ÉEN. Une corrélation infinie n’indique 
pas que chaque membre d’ensemble simule la même valeur pour chaque variable, mais 
engendre plutôt une surestimation de la corrélation entre les variables de neige simulées. Cette 
surestimation de la corrélation peut toutefois être compensée en partie en limitant l’influence 
spatiale des observations (étape suivante, voir sous-section 5.1.3). À l’inverse, une longueur 
de corrélation nulle engendrerait une corrélation nulle de l’ÉEN simulé entre les carreaux 
entiers, même s’il advenait que la moyenne de l’ensemble soit identique entre chaque carreau 
entier. Ceci limiterait automatiquement le rayon d’influence des observations d’ÉEN aux 
carreaux entiers situés à l’emplacement des coussins à neige seulement, qui représentent 
moins de 0.5 % de la totalité des carreaux entiers. Ainsi, à défaut de connaître la corrélation 
spatiale véritable des intrants météorologique afin de générer les corrélations spatiales 
véritables entre chaque variable, mieux vaut surestimer la corrélation spatiale que de la sous-
estimer. 
 
Les hyperparamètres restants (les paramètres de proportionnalité des précipitations et des 
observations) doivent être calibrés. La stratégie de calibration proposée est de varier ces 
paramètres à intervalles réguliers, de calculer plusieurs critères de performance pour chaque 
variation des paramètres et de choisir un jeu de paramètres à partir d’une interprétation 
visuelle des résultats. La raison principale pour ce choix est pour évaluer le degré de 
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dépendance des paramètres et de cohérence entre les zones optimales pour une métrique par 
rapport à une autre. Une approche automatique peut difficilement apprécier ces nuances. Les 
métriques proposées comprennent le MSSS, le CRPSS, le BAAMSS, le BACMSS, le NRRSS, 
le δHSS et les diagnostics de Desroziers (D1, D2, D3 et D4) (voir la section 3.7 pour une 
définition de ces critères).  
5.1.3 Configuration du vecteur d’état 
La configuration du vecteur d’état vise à cibler les scénarios prometteurs pour l’amélioration 
des prévisions hydrologiques suivant une approche simple favorisant la parcimonie. Les choix 
se basent sur l’effet ressenti sur le débit à l’exutoire selon différents critères de performance et 
suivant l’hypothèse qu’une amélioration du débit simulé au pas de temps suivant l’assimilation 
de données (en « temps réel ») est nécessaire, mais pas nécessairement suffisante à 
l’amélioration des prévisions hydrologiques. La configuration du vecteur d’état comprend 
trois phases principales, soit :1) la localisation spatiale des covariances, ce qui revient à limiter 
spatialement l’influence des observations, et l’ajout 2) des variables et 3) des paramètres dans 
le vecteur d’état. 
Localisation spatiale des covariances 
La contrainte spatiale des covariances dépend du type d’observation assimilée. Dans le cas où 
les observations d’ÉEN sont assimilées, il est suggéré d’ajouter au vecteur d’état l’ÉEN simulé 
dans un rayon variable et de vérifier l’impact sur le débit à l’exutoire selon les plusieurs 
critères de performance, soit le Nash, le CRPS, le BAAM, le BACM, le NRR et le δH. Une 
approche similaire est employée lorsque le débit est assimilé, mais en incluant le VOL des 
carreaux partiels à l’intérieur d’un temps de réponse variable. Les carreaux à l’intérieur du 
temps de réponse jugé adéquat formeront la zone d’influence pour l’assimilation du débit. La 
variable VOL est choisie en raison de son lien plus étroit avec le débit. 
Ajout des variables au vecteur d’état 
Pour l’ajout des variables, seuls les types de variables retenues dans le chapitre 4 sont 
considérés. Le seul cas où plus d’un type de variables a été retenu est lors de l’assimilation du 
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débit pour lequel les variables VOL, HS et HN ont contribué à l’augmentation de la 
performance des PHE. La variable HL n’est pas considérée parce qu’elle a peu d’impact sur 
les simulations en raison de la faible proportion de lacs simulés. Les HS et HN simulés aux 
carreaux entiers à l’intérieur de la zone d’influence seront ajoutés au vecteur d’état, en 
vérifiant s’il est toujours pertinent de les ajouter. 
Ajout des paramètres au vecteur d’état 
Puisque les paramètres sont calibrés en présence de biais sur les précipitations, il se pourrait 
que les paramètres obtenus compensent ce biais. Par exemple, le taux de fonte pourrait être 
diminué afin de maximiser la quantité de neige au sol. Dans ce cas, une mise à jour de l’ÉEN 
pourrait nuire à la qualité des prévisions, même si l’observation est parfaite puisque les 
paramètres ne le sont pas. Il devient pertinent de vérifier si la mise à jour des paramètres est 
nécessaire au bon fonctionnement du EnKF. L’approche proposée est l’augmentation du 
vecteur d’état (Moradkhani et al., 2005b), qui consiste à ajouter les paramètres au vecteur 
d’état, permettant une mise à jour de ceux-ci à travers l’assimilation de données. 
 
L’ajout des paramètres au vecteur d’état nécessite une variance de ceux-ci, sans quoi la mise à 
jour n’a aucun effet. Puisque l’approche proposée pour le calage des paramètres produit de 
multiples jeux de paramètres, une certaine variance initiale est inévitable, à moins que chaque 
calage fournisse exactement la même valeur de paramètres, ce qui est improbable et 
indiquerait une bonne robustesse du paramètre si c’était le cas, rendant inutile l’ajout des 
paramètres au vecteur d’état. Il n’est donc pas nécessaire de fournir explicitement une variance 
à chaque paramètre, mais plutôt d’utiliser les résultats du calage comme distribution initiale. 
 
Une des propriétés du EnKF est la production d’une analyse ayant une variance plus faible que 
celle de l’ébauche et de l’observation. Dans le cas présent, puisque les intrants 
météorologiques sont perturbés, la variance des variables hydrologiques augmente 
progressivement à la suite de l’assimilation d’une observation. Cependant, les paramètres ne 
dépendent pas des intrants météorologiques et sont normalement considérés comme étant fixes 
dans le temps. Sans intervention, l’ajout des paramètres dans le vecteur d’état lors de 
l’assimilation successive d’observations aboutirait à une variance de plus en plus petite pour 
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les paramètres. Afin d’éviter ce problème, il est proposé d’introduire un paramètre (𝜎𝑚𝑖𝑛,𝑝) qui 
agit comme un seuil minimal sous lequel l’écart-type des paramètres n’est pas permis. Si 
l’écart-type d’un paramètre est réduit à une valeur inférieure au seuil, les paramètres sont 
ajustés afin que leur écart-type atteigne la valeur du seuil. Ce seuil est défini en fonction de 
l’écart-type initial de chaque paramètre. Par exemple, supposons que les observations d’ÉEN 
sont assimilées, que le paramètre STRNE est ajouté au vecteur d’état, que le paramètre 𝜎𝑚𝑖𝑛,𝑝 
est spécifié à 10% et que les multiples calages des paramètres de CEQUEAU (voir sous-
section 5.1.1) résultent en un écart-type de 0.2 pour le paramètre STRNE. L’écart-type du 
paramètre STRNE va diminuer au fur et à mesure que les observations d’ÉEN sont assimilées 
jusqu’au point où il atteindra une valeur inférieure à 0.02, soit 10% de 0.2, après quoi, la 
distribution du paramètre sera augmentée ainsi : 
où : 
𝜃𝑡,𝑘
𝑎−, 𝜃𝑡,𝑘
𝑎+ : valeur du paramètre au pas de temps t selon le membre d’ensemble k avant 
et après ajustement, respectivement; 
𝜎𝑝𝑎𝑟𝑎𝑚,𝑡, 𝜎𝑝𝑎𝑟𝑎𝑚,𝑖𝑛𝑖𝑡 : écart-type de la distribution du paramètre au pas de temps initial 
et au pas de temps t, respectivement. 
 
Cette approche assure ainsi que la distribution de chaque paramètre ne converge pas vers une 
valeur unique. Cependant, elle est instable pour le cas où l’écart-type du paramètre est nul. 
Cette situation peut survenir si chaque paramètre affiche la même valeur (ex. : 0) suivant un 
forçage causé par les contraintes sur la valeur minimale ou maximale du paramètre. Par 
exemple, si les valeurs du coefficient de transfert (EXXKT), suivant une mise à jour causée 
par l’assimilation du débit, aboutissent toutes à des valeurs négatives, elles seront mises à zéro 
puisque les valeurs négatives ne sont pas permises. Les conséquences de ce forçage incluent 
un écart-type nul de la distribution du paramètre et donc une valeur indéfinie pour l’ajustement 
du paramètre. 
 
 𝜃𝑡,𝑘
𝑎+ =
𝜎𝑚𝑖𝑛,𝑝 ⋅ 𝜎𝑝𝑎𝑟𝑎𝑚,𝑖𝑛𝑖𝑡
𝜎𝑝𝑎𝑟𝑎𝑚,𝑡
𝜃𝑡,𝑘
𝑎− (5-4) 
Méthodologie  105 
 
Afin de faciliter les comparaisons entre les scénarios, d’éviter le plus possible les scénarios 
instables et diminuer le nombre de combinaisons à tester lors de l’ajout des paramètres, les 
restrictions suivantes sont appliquées : 
1) Lors de l’assimilation de données, les paramètres sont ajoutés au vecteur d’état un à la 
fois; 
2) Aucune variable n’est ajoutée au vecteur d’état, mise à part la variable correspondant à 
l’observation assimilée; 
3) Seule l’assimilation d’observations d’ÉEN peut influencer les paramètres de neige de 
CEQUEAU (voir tableau 3.1), tandis que les paramètres de sol, d’évapotranspiration et 
de transfert ne peuvent être influencés que par l’assimilation du débit; 
4) Lors de l’assimilation des observations d’ÉEN, les trois coussins à neige sont assimilés 
simultanément. 
 
Un nouveau paramètre fait exception à cette règle : un paramètre de débiaisage (XB). Ce 
paramètre applique une correction multiplicative aux précipitations solides. Des scénarios 
comprenant l’ajout de ce paramètre de débiaisage (XB) dans le vecteur d’état testeront la 
capacité à ce paramètre de compenser le biais introduit sur les précipitations solides. Ainsi, il 
ne pourra être affecté que lors de l’assimilation des observations d’ÉEN. Afin d’éviter que 
tous les membres d’ensemble aient la même valeur pour XB, une distribution gaussienne 
autour de 1 avec un écart-type de 0.1 est utilisée pour générer des valeurs initiales. Puisque le 
paramètre évolue rapidement, ces valeurs initiales ont peu d’impact sur la simulation. 
 
La performance des scénarios sera testée selon le paramètre ajouté au vecteur d’état (les 25 
paramètres de CEQUEAU et le paramètre de débiaisage XB) en fonction de la valeur du 
paramètre 𝜎𝑚𝑖𝑛,𝑝. Si l’ajout d’un paramètre ne parvient pas à améliorer la simulation au-delà 
de la performance de l’open loop pour une majorité des critères de performance pour aucune 
valeur du paramètre 𝜎𝑚𝑖𝑛,𝑝, ce scénario ne sera pas considéré pour l’évaluation de l’impact sur 
les prévisions hydrologiques. 
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5.2 Résultats et discussion 
Les résultats du cadre synthétique avec un biais sur les précipitations sont présentés dans cette 
section. La période utilisée pour effectuer l’ensemble des analyses des sous-sections 5.2.1, 
5.2.2 et 5.2.3 s’étend du 16 août 1985 au 15 août 1995. La période utilisée pour les prévisions 
effectuées à la sous-section 5.2.4 s’étend du 16 août 1995 au 15 août 2000. 
5.2.1 Calage des paramètres de CEQUEAU 
Les résultats des calages des paramètres du modèle CEQUEAU avec des données synthétiques 
sont résumés aux figures 5.1 pour les paramètres de neige et 5.2 pour les paramètres de sol, 
d’évapotranspiration et de transfert. Le tableau complet contenant chaque jeu de paramètres 
est inclus en annexe (Tableau A3.2). La variation des valeurs des paramètres est reflétée par 
l’étendue des valeurs pour la fonction objectif employée pour l’obtention des paramètres de 
neige (Figure 5.1d), ainsi que les paramètres restants (Figure 5.2c). Cette variation des 
paramètres est le résultat d’une surparamétrisation du modèle CEQUEAU et d’un nombre 
limité d’itérations accordé à la méthode DDS pour atteindre une valeur optimale puisque les 
valeurs des composantes de la fonction objectif sont également variées. 
 
L’écart quadratique moyen (MSE) pour chaque coussin à neige (figures 5.1a, 5.1b et 5.1c) 
montre que chaque emplacement contribue différemment au MSE moyen utilisé comme 
fonction objectif pour le calage des paramètres de neige. Par exemple, la variation est 
relativement plus forte à Mount Wells qu’à Tahtsa Lake puisque ce dernier comprend des 
stocks de neige généralement plus élevés, donc un MSE plus important et une contribution 
implicite plus importante au MSE moyen. 
 
Le même exercice est repris pour le calage des paramètres de sol, d’évapotranspiration et de 
transfert, où le coefficient de Nash-Sutcliffe (Figure 5.2a) et le BAAM (biais absolu annuel 
moyen; figure 5.2b) sont séparés de la fonction objectif. Une fois de plus, les valeurs obtenues 
sont relativement variées, surtout pour le BAAM où une valeur affiche environ le double de la 
seconde valeur la plus élevée. Cette valeur aberrante est le résultat de la dépendance de 
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l’algorithme d’optimisation envers la génération des valeurs aléatoires. Il est possible qu’un 
nombre d’itérations plus élevé puisse fournir de meilleures performances. Cependant, le but 
n’est pas d’obtenir un jeu de paramètres optimal, mais plutôt d’obtenir une distribution des 
paramètres pour représenter leur part d’incertitude de la modélisation. 
 
Un exemple d’ensemble produit par les jeux de paramètres obtenus est affiché à la figure 5.3 
pour l’année 1988. L’enveloppe générée pour le débit est notable considérant qu’elle ne 
comprend pas l’incertitude des intrants météorologiques, ou de la structure du modèle. Pour 
l’ÉEN aux trois coussins à neige, l’ensemble ne semble pas être suffisant pour couvrir les 
observations pour la plupart de la période d’accumulation. La taille de l’enveloppe augmente à 
mesure que la période de fonte approche, sans toutefois atteindre l’ÉEN maximum annuel 
observé. Ceci montre que la calibration des paramètres seule ne peut compenser le biais sur les 
précipitations, du moins pour la simulation de l’ÉEN. 
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Figure 5.1. Histogramme de la performance des jeux de paramètres calés sur l’ÉEN selon le 
MSE par rapport aux observations à a) Mount Wells, b) Mount Pondosy, c) Tahtsa Lake; ainsi 
que d) la fonction objectif, qui est le MSE moyenné sur les trois coussins à neige. 
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Figure 5.2. Histogramme de la performance des jeux de paramètres sur le débit à l’exutoire 
pour la période de calage selon 1) le critère de Nash-Sutcliffe, 2) le BAAM et 3) la 
combinaison de ces deux critères. 
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Figure 5.3. Exemple d’évolution temporelle du débit et de l’ÉEN à Mount Wells, Mount 
Pondosy et Tahtsa Lake selon l’ensemble généré à partir du calage des paramètres de 
CEQUEAU. 
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5.2.2 Calibration initiale des perturbations 
Une fois les paramètres de CEQUEAU calés, le modèle peut être utilisé pour simuler l’état du 
bassin versant. Toutefois, une calibration des facteurs de perturbation de la précipitation et des 
observations est requise avant de pouvoir générer les ensembles nécessaires à l’application du 
EnKF.  
 
Un exemple des résultats de cette calibration des facteurs de perturbation pour la précipitation 
et des observations du débit est inclus à la figure 5.4. Les résultats pour les observations 
d’ÉEN à Mount Wells, Mount Pondosy et Tahtsa Lake sont inclus en annexe (figures A3.1, 
A3.3 et A3.5, respectivement) afin de faciliter la lecture du document. Les résultats 
comprennent les critères normalisés présentés à la section 3.7, dont les critères plus sensibles à 
la taille de l’enveloppe générée par l’ensemble (NRRSS et δHSS), les critères plus sensibles à 
l’exactitude de l’ensemble (MSSS et CRPSS) et les critères plus sensibles au biais sur les 
volumes d’eau produits (BACMSS et BAAMSS). Ces critères sont axés uniquement sur le 
débit à l’exutoire et normalisés par rapport au débit simulé par l’open loop, tel qu’une valeur 
positive représente une amélioration par rapport à ce dernier.  
 
Dans le cas des observations du débit, et pour les autres observations, il est possible 
d’identifier une zone optimale pour chacun des critères de performance. Cependant, ces zones 
ne sont pas toutes les mêmes; elles dépendent du critère choisi. Ces zones optimales peuvent 
même être opposées. Par exemple, lors de l’assimilation des observations d’ÉEN, le CRPSS 
s’améliore globalement à mesure que le facteur de perturbation des précipitations est 
augmenté, alors que l’inverse s’applique au BACMSS. 
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Figure 5.4. Résultats de la calibration des perturbations pour l’assimilation du débit 
synthétique. La seule variable mise à jour est le VOL à l’exutoire. 
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Les diagnostics de Desroziers, c’est-à-dire D1, D2, D3 et D4, sont également affichés à la 
figure 5.5 pour l’assimilation du débit (figures A3.2, A3.4 et A3.6 en annexe pour 
l’assimilation des observations à Mount Wells, Mount Pondosy et Tahtsa Lake, 
respectivement). Ces diagnostics sont beaucoup plus cohérents entre eux, c’est-à-dire que la 
zone optimale (valeur de 1) est semblable pour chacun des diagnostics, mais diffère 
généralement des zones pour les autres critères de performance axés uniquement sur le débit à 
l’exutoire. L’obtention de différentes zones optimales selon le critère de performance analysé 
n’est pas anormale puisque chaque critère fournit une information différente. De façon 
semblable au calage des paramètres d’un modèle hydrologique, il n’est pas rare que 
l’amélioration d’un critère puisse mener à la détérioration d’un autre. Les régions optimales 
sont influencées par la période choisie pour la calibration, dont la durée et la force des 
fluctuations saisonnières, et la façon dont l’ensemble est généré, incluant le choix de perturber 
seulement les intrants météorologiques avec des distributions qui ne sont pas gaussiennes et 
d’utiliser un ensemble de paramètres calés en présence de biais. 
 
Figure 5.5. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation du débit synthétique. La seule variable mise à jour est le VOL à l’exutoire. 
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Le choix des paramètres de perturbation devient alors plus compliqué par la présence de ces 
nombreuses zones optimales. L’approche à adopter dépendra des besoins de l’utilisateur (ex. : 
le CRPS peut être plus important pour un hydrologue et le BACM pour un autre). Dans la 
présente étude, ce choix a été effectué par analyse visuelle en tentant de satisfaire à un plus 
grand nombre de critères.  
 
Les paramètres retenus sont affichés au tableau 5.1. Une première remarque est que la 
perturbation des précipitations est très élevée pour l’assimilation de données d’ÉEN, soit la 
limite supérieure accordée de 80 %. Les perturbations au-delà de cette limite sont considérées 
comme trop importantes et peuvent nuire à la stabilité de la simulation. Par exemple, lors 
d’une précipitation habituelle, afin de satisfaire la perturbation relativement 90% suivant une 
distribution log-normale, la plupart des membres d’ensemble se retrouveront avec peu de 
précipitation, tandis que certains autres se retrouveront avec une précipitation d’un ordre de 
grandeur plus élevé que la précipitation maximale observée, ce qui peut mener à des scénarios 
peu réalistes, comme des neiges éternelles sur le bassin versant. Cette forte perturbation n’est 
pas surprenante à première vue puisque l’erreur véritable des précipitations est de 50 %, plus 
un biais de 20 % sur les précipitations solides. Si les perturbations et les processus 
hydrologiques étaient linéaires, l’erreur serait entre 50 et 70 %. Cependant, ni les perturbations 
ni les processus hydrologiques ne sont linéaires. Il est attendu que la valeur élevée des 
perturbations sur les précipitations soit supérieure à 50 %, ce qui est cohérent avec le 
paramètre de perturbation obtenu à ce point.  
 
Tableau 5.1. Paramètres retenus après la calibration des facteurs de perturbation des 
précipitations et des observations synthétiques. 
Scénario d’assimilation 
Facteur de perturbations pour les : 
observations (%) précipitations (%) 
ÉEN à Mount Wells 10 80 
ÉEN à Mount Pondosy 10 80 
ÉEN à Tahtsa Lake 10 80 
Débit à l’exutoire 5 50 
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Il se pourrait toutefois que ce paramètre de perturbation soit plus élevé lors de l’assimilation 
de l’ÉEN pour compenser le fait que l’assimilation de données réduit la variance de l’analyse, 
potentiellement plus qu’elle ne le devrait. Cependant, les variables ajoutées au vecteur d’état à 
ce point n’incluent que les carreaux entiers situés aux points d’observations, ils ne représentent 
qu’une faible fraction du nombre total des carreaux entiers pouvant potentiellement être 
ajoutés. La réduction de la variance sur ces variables ne peut réduire que faiblement la 
variance du débit à l’exutoire du bassin versant. 
 
Pour l’assimilation du débit à l’exutoire, le paramètre de perturbation des précipitations obtenu 
est moins élevé que pour les cas d’assimilation de l’ÉEN. Cette diminution peut être causée 
par l’amélioration plus importante du biais (BACMSS et BAAMSS) lors de l’AD du débit, du 
moins en simulation, bien que d’autres facteurs puissent influencer les résultats. Par exemple, 
la subjectivité de la calibration manuelle, ainsi que la différence du contenu du vecteur d’état 
(VOL à l’exutoire lors de l’assimilation du débit, ÉEN à l’emplacement des coussins à neige 
lors de l’assimilation de l’ÉEN) peuvent également influencer les résultats de la calibration. 
 
Une dernière remarque concerne le paramètre de perturbation des observations, qui est 
systématiquement plus faible que l’erreur véritable de ces observations (10 % versus 20% 
pour les observations d’ÉEN, 5 % versus 10 % pour le débit). Cette tendance à suivre 
davantage les observations peut être une compensation de la présence de biais sur les 
précipitations, ce qui introduit également un biais sur le débit simulé par le modèle. Dans tous 
les cas, l’enveloppe du débit simulé semble être surestimée, tel que démontré par les critères 
NRR et δH affichés à la figure 5.6 pour l’open loop avec un facteur de perturbation des 
précipitations de 50 %.  
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Figure 5.6. Diagramme de Talagrand pour l'open loop avec un facteur de perturbation des 
précipitations de 50 %. 
5.2.3 Analyse de sensibilité au vecteur d’état 
L’étape suivante consiste à remplir le vecteur d’état selon les scénarios d’assimilation de 
données. Premièrement, l’influence spatiale des observations d’ÉEN et du débit est 
déterminée. Deuxièmement, la pertinence d’ajouter les différents types de variables obtenus au 
chapitre précédent (sous-section 4.2.1) lors de l’assimilation du débit est vérifiée. Finalement, 
il est également vérifié s’il est pertinent d’ajouter les paramètres seulement au vecteur d’état. 
Influence spatiale des observations 
Les résultats de l’assimilation des observations synthétiques d’ÉEN pour chaque coussin à 
neige selon un rayon d’influence variable sont affichés à la figure 5.7 pour Mount Wells, 
Mount Pondosy et Tahtsa Lake. La forme des courbes affichées diffère selon les coussins à 
neige. Par exemple, les critères CRPS, Nash, BAAM et BACM se détériorent beaucoup plus 
rapidement pour Mount Wells après une certaine valeur de rayon d’influence. Ce coussin à 
neige est toutefois situé plus près du centre du bassin versant, de sorte que le nombre de 
carreaux entiers ajoutés au vecteur d’état augmente plus rapidement en fonction du rayon 
d’influence que les autres coussins à neige en périphérie. Pour chacun des coussins à neige, il 
existe une plage de rayons d’influence qui améliore la plupart des critères de performance. Les 
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valeurs choisies se trouvent à l’intérieur de ces plages, soit les rayons d’influence de 4, 6 et 5 
carreaux entiers (20, 30 et 25 km), comprenant comprennent un total de 49, 81 et 38 carreaux 
entiers pour les coussins à neige à Mount Wells, Mount Pondosy et Tahtsa Lake, 
respectivement. Le nombre de carreaux entiers influencé est réduit par rapport aux résultats du 
chapitre précédent pour lequel 495, 338 et 271 carreaux entiers étaient influencés par 
l’assimilation des observations d’ÉEN à Mount Wells, Mount Pondosy et Tahtsa Lake, 
respectivement. Ces rayons d’influence sont également inférieurs à la longueur de corrélation 
des intrants météorologiques véritables (100 km). Ceci est normal puisque la corrélation de 
l’ÉEN entre les carreaux entiers dépend de la corrélation spatiale des intrants météorologiques, 
qui a été surestimée. Cette surestimation des corrélations est compensée partiellement par la 
réduction du rayon d’influence.  
 
Une approche similaire est adoptée lors de l’assimilation des observations synthétiques du 
débit. Cependant, puisque le débit à l’exutoire dépend des variables VOL hydrologiquement 
en amont, dont la corrélation n’est pas nécessairement fonction de la distance euclidienne qui 
les séparent, le temps de réponse des carreaux partiels est utilisé comme variable plutôt qu’un 
rayon d’influence spatiale. Par exemple, un temps de réponse de 1 indique que les VOL de 
tous les carreaux partiels dont le temps de réponse est inférieur ou égal à un jour sont inclus 
dans le vecteur d’état. De plus, les carreaux partiels pour lesquels l’écoulement vers le carreau 
partiel en aval est instantané, soit les carreaux partiels situés à l’intérieur du réservoir, sont 
considérés comme ayant un temps de réponse « nul » pour les distinguer des autres.  
 
Les résultats de l’assimilation du débit sont affichés à la figure 5.8. Globalement, les résultats 
se détériorent à mesure que le temps de réponse des carreaux partiels augmente. Ceci est 
logique puisque le débit à l’exutoire est de moins en moins corrélé avec le débit (et donc le 
VOL) en amont au fur et à mesure que la distance hydrologique augmente. Seuls les carreaux 
partiels dont l’écoulement est instantané fournissent une amélioration pour l’ensemble des 
critères de performance affichés, bien qu’un temps de réponse d’un jour fournisse également 
des résultats performants. Ceci montre que les résultats du chapitre précédent dans un cas 
synthétique idéal sont effectivement optimistes dans le sens où l’influence spatiale de 
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l’assimilation de données est plus limitée lorsque des imperfections sont introduites au niveau 
des précipitations et des paramètres de CEQUEAU.  
 
À la lumière de ces résultats, l’influence de l’assimilation du débit synthétique est limitée aux 
carreaux partiels dont l’écoulement est instantané (voir tableau 5.2). 
 
 
Figure 5.7. Résultats de l’assimilation de l’ÉEN synthétique à l’emplacement des coussins à 
neige de Mount Wells, Mount Pondosy et Tahtsa Lake en fonction du rayon d’influence 
attribué aux observations. 
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Figure 5.8. Résultats de l’assimilation du débit synthétique en fonction des variables VOL 
incluses dans le vecteur d’état correspondant aux carreaux partiels à l’intérieur d’un temps de 
réponse variable. 
 
Tableau 5.2. Influence spatiale permise lors de l’assimilation des observations synthétiques. 
Données assimilées Influence spatiale 
ÉEN à Mount Wells Rayon de 4 carreaux entiers (20 km) 
ÉEN à Mount Pondosy Rayon de 6 carreaux entiers (30 km) 
ÉEN à Tahtsa Lake Rayon de 5 carreaux entiers (25 km) 
Débit à l’exutoire Carreaux partiels dont l’écoulement est instantané 
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Ajout des variables dans le vecteur d’état 
Dans le chapitre précédent, il a été démontré que, dans un cadre idéal, les variables pouvant 
être ajoutées au vecteur d’état lors de l’assimilation des observations du débit sont 
certainement le VOL et possiblement les variables HS, HN et HL, bien que cette dernière ait 
un effet négligeable sur les prévisions hydrologiques étant donné la faible superficie du bassin 
versant occupée par des lacs et marécages.  
 
La pertinence d’ajouter les variables HS et HN au vecteur d’état est vérifiée à partir des six 
critères de performance affichés au tableau 5.3. Dans tous les cas, les VOL correspondant aux 
carreaux partiels dont l’écoulement est instantané sont ajoutés au vecteur d’état. Lorsque la 
variable HS ou HN est ajoutée, il s’agit en fait de l’ajout de la HS ou HN des carreaux entiers 
comprenant ces carreaux partiels. Le tableau montre que l’ajout des variables HS et HN 
produit des résultats systématiquement égaux ou inférieurs pour chacun des critères de 
performance comparativement au cas où seulement la variable VOL est ajoutée au vecteur 
d’état. 
 
Tableau 5.3. Résultats de l’ajout des variables HS et HN au vecteur d’état lors de 
l’assimilation des observations synthétiques du débit. 
 Variables incluses dans le vecteur d’état : 
VOL VOL + HS VOL + HN 
CRPS 20,4 22,0 20,7 
Nash 0,929 0,914 0,928 
BAAM (%) 3,4 7,8 4,5 
BACM (%) 4,9 7,1 5,4 
NRR 0,99 0,86 0,99 
δH 4,4 11,8 6,1 
 
Ces résultats montrent que le cadre idéal du chapitre précédent est trop optimiste en ce qui 
concerne l’ajout de différents types de variables au vecteur d’état. Ces résultats sont également 
cohérents avec les résultats présentés ci-haut qui ont démontré que l’influence spatiale de 
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l’assimilation du débit est beaucoup moins importante que dans le cadre idéal. Pour le reste du 
chapitre, les seules variables pouvant être influencées par l’assimilation du débit sont les VOL 
dont l’écoulement est instantané. 
Ajout des paramètres dans le vecteur d’état 
Dans les paragraphes suivants, il est vérifié s’il y a des paramètres pouvant bénéficier d’une 
mise à jour lors de l’assimilation de données. Étant donné la quantité importante de résultats, 
les résultats de l’ajout des 7 paramètres de neige de CEQUEAU en fonction du paramètre 
𝜎𝑚𝑖𝑛,𝑝 lors de l’assimilation des observations d’ÉEN sont affichés à la figure 5.9 comme 
exemple. Les résultats pour les autres paramètres lors de l’assimilation du débit sont inclus en 
annexe (figures A3.7, A3.8 et A3.9). La définition pour chaque paramètre de CEQUEAU est 
affichée au tableau 3.1. 
 
Pour la plupart des paramètres de neige, les résultats montrent une détérioration pour une 
majorité des critères de performance. Pour certaines valeurs de 𝜎𝑚𝑖𝑛,𝑝, les résultats pour le 
paramètre TTD (coefficient de déficit calorifique de la neige) sont toutefois légèrement 
supérieurs à l’open loop pour certains critères de performance (CRPS, NRR, δH) aux dépens 
des autres critères (Nash, BACM, BAAM) qui sont soit semblables ou moins performants que 
l’open loop. Suivant le principe de parcimonie, la stratégie à adopter dans ce cas consiste à ne 
pas inclure les paramètres dans le vecteur d’état lors de l’assimilation des observations d’ÉEN. 
 
La sous-performance de l’ajout des paramètres de neige dans le vecteur d’état peut être 
attribuée à la nature de l’erreur du modèle et des paramètres. Les problèmes d’observabilité, 
de simplicité ou de discernabilité discutés à la sous-section 2.3.4 s’appliquent 
vraisemblablement aux paramètres de neige. En effet, l’impact des paramètres prend 
généralement forme au moment de la fonte. Si la fonte n’est pas engendrée par le changement 
des paramètres, ces changements ne sont pas perçus sur l’ÉEN. Dans un même sens, bien que 
la mise à jour des paramètres puisse devancer ou ralentir la fonte, elle ne peut ajouter plus de 
neige que ce que la quantité de précipitation fournit. Ceci est problématique puisque la 
quantité d’ÉEN simulée par le modèle est généralement trop faible (voir figure 5.3) en raison 
du biais sur les précipitations solides.  
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Figure 5.9. Résultats de l’ajout des paramètres de neige lors de l’assimilation d’observations 
synthétiques de l’ÉEN à l’emplacement des trois coussins à neige en fonction du seuil 𝜎𝑚𝑖𝑛,𝑝. 
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Ces paramètres ne jouent pas un rôle direct sur le bilan hydrique et peuvent difficilement 
compenser la sous-estimation de l’ÉEN. L’exception est le paramètre de débiaisage XB 
introduit pour compenser le biais sur les précipitations. Cependant, les scénarios pour lesquels 
le paramètre XB est inclus dans le vecteur d’état performent moins bien que l’open loop.  
 
Un exemple de l’évolution de ce paramètre et de l’ÉEN aux sites d’observations est inclus à la 
figure 5.10. Le paramètre XB est ajusté à la hausse en début de saison d’accumulation afin de 
compenser le manque d’ÉEN. Le paramètre diminue autour de 1 vers la mi-saison et demeure 
relativement stable jusqu’à la fin de la fonte. Globalement, l’ÉEN à Mount Wells est bien 
simulé, tandis que l’ÉEN à Mount Pondosy et Tahtsa Lake est surestimé. L’assimilation des 
observations à ces deux endroits devrait normalement diminuer le paramètre XB. Cependant, 
le calcul de l’analyse ne dépend pas seulement de l’écart entre les observations et les variables 
simulées, mais également du gain de Kalman (voir équation 3-16). Puisque la variance de 
l’ÉEN simulé à Mount Wells est relativement plus importante qu’à Mount Pondosy et Tahtsa 
Lake, comme démontré par la taille de l’enveloppe de l’ensemble, les observations à cet 
endroit influencent davantage le gain de Kalman. Le résultat est que la mise à jour du 
paramètre XB est plus fortement influencée par les observations à Mount Wells pour la plupart 
de l’année affichée. Les observations à Mount Pondosy et Tahtsa Lake pourraient 
normalement influencer plus fortement le paramètre XB à l’amorce de la fonte, alors que la 
variance de l’ÉEN simulé à ces endroits devient plus importante, mais ce moment coïncide 
avec l’arrêt des précipitations solides en raison du réchauffement de la température de l’air. Ce 
phénomène n’est pas isolé : il se répète d’année en année pour différents sites, de sorte que 
l’ÉEN à un site soit généralement bien simulé une année au détriment des autres.  
 
Ceci résulte en une quantité d’eau globalement moins bien simulée, tel que montré à la figure 
5.9 à partir des critères BACM et BAAM, ainsi qu’à la figure 5.11 qui affiche l’écart moyen 
entre l’ÉEN maximum annuel simulé et l’ÉEN maximum annuel véritable sur le plan spatial. 
L’écart moyen est systématiquement positif, atteignant des valeurs supérieures à 30%, bien 
que cet écart soit moins important à l’emplacement des coussins à neige. Ceci montre que le 
paramètre XB devrait idéalement être spatialisé et sa mise à jour devrait être influencée par 
une observation à la fois. Cette approche serait probablement semblable à celle employée pour 
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la mise à jour de l’ÉEN sur le plan spatial (sous-section 5.2.3), la différence principale étant 
que le paramètre XB ne peut influencer l’ÉEN que lorsque des précipitations solides sont 
observées. 
 
 
Figure 5.10. Évolution temporelle de l’ensemble du paramètre XB, ainsi que de l’ÉEN et des 
précipitations solides à Mount Wells (MW), Mount Pondosy (MP) et Tahtsa Lake (TL) lors de 
l’assimilation des observations synthétiques de l‘ÉEN. La valeur de σmin,p dans ce cas est de 
70%. 
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Figure 5.11. Biais moyen de l’ÉEN maximum annuel pour chaque carreau entier de 
CEQUEAU lors de l’ajout du paramètre de débiaisage XB dans le vecteur d’état. La valeur de 
σmin,p dans ce cas est de 70%. 
Pour l’ajout des paramètres de sol, d’évapotranspiration et de transfert lors de l’assimilation du 
débit, plusieurs combinaisons arrivent à fournir des résultats supérieurs à l’open loop pour une 
majorité des critères de performance. Certains sont plutôt sensibles à la valeur du paramètre 
𝜎𝑚𝑖𝑛,𝑝, comme le paramètre EXXKT, d’autres le sont moins comme le paramètre EVNAP. 
Cette sensibilité dépend entres autres de la distribution initiale des paramètres, et donc de tous 
les aspects du calage, ainsi que de la sensibilité de la performance du modèle en fonction du 
paramètre en question. Par exemple, le coefficient de vidange du réservoir LACS et 
MARÉCAGES (CVMAR) modifie peu la performance du modèle puisque la proportion de 
lacs à l’intérieur du bassin versant est très faible (problème d’observabilité). La valeur du 
paramètre 𝜎𝑚𝑖𝑛,𝑝 affecte donc peu les résultats lorsque le paramètre CVMAR est ajouté au 
vecteur d’état.  
 
Globalement, l’évolution temporelle de ces paramètres comprend des fluctuations saisonnières 
et interannuelles, mais centrées autour d’une moyenne relativement stable (voir figure 5.12 
pour un exemple avec le paramètre CVSI). Cette moyenne n’est pas nécessairement la valeur 
véritable du paramètre. Par exemple, la valeur véritable du paramètre CVSI est 0.18 tandis que 
l’ensemble à la figure 5.12 varie autour de 0.45 pour la plupart de la période considérée. La 
mise à jour ne permet donc pas nécessairement d’améliorer le paramètre ajouté au vecteur 
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d’état, mais va plutôt tenter de compenser les autres sources d’erreur en fonction des écarts 
observés sur le débit. Ceci semble indiquer un problème de discernabilité du paramètre CVSI. 
 
 
Figure 5.12. Évolution temporelle de l’ensemble du paramètre CVSI lors de l’assimilation des 
observations synthétiques du débit. La valeur de σmin,p dans ce cas est de 10%. 
Le choix des paramètres à tester pour la prévision hydrologique repose sur leur capacité à 
fournir des résultats supérieurs ou non à l’open loop. Sept paramètres ont été ciblés avec une 
valeur de 𝜎𝑚𝑖𝑛,𝑝 correspondante (voir tableau 5.4). Le choix des paramètres repose sur la 
performance des scénarios selon les critères affichés à la figure 5.9. Étant donné que ces choix 
dépendent fortement des résultats du calage, il n’est pas certain que l’ajout des mêmes 
paramètres soit aussi performant lors de l’assimilation de données réelles. L’ajout de certains 
paramètres dans le vecteur d’état lors de l’assimilation du débit est tout de même une approche 
prometteuse.  
 
La combinaison des paramètres et des variables dans le vecteur d’état pourrait potentiellement 
améliorer davantage les résultats. Cependant, la plupart des scénarios préliminaires testés 
n’arrivaient pas à compléter la simulation puisqu’il arrivait que l’écart-type des paramètres 
soit nul. Tel que mentionné à la sous-section 5.1.3, il n’est pas permis que les paramètres aient 
une variance nulle en raison de l’approche adoptée où les paramètres sont bornés et le 
paramètre 𝜎𝑚𝑖𝑛,𝑝 est employé. Une approche probablement plus stable serait d’appliquer une 
fonction d’anamorphose (Geppert, 2015; Simon et Bertino, 2012) afin de transformer les 
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paramètres dans un espace où il n’y a pas de contrainte minimale ou maximale à respecter. 
Cependant, cette dernière approche nécessite un certain degré de subjectivité puisque la 
fonction idéale à utiliser pour transformer les paramètres n’est pas connue. De plus, elle peut 
demander d’ajouter un nombre considérable de paramètres, en plus d’être subjective puisque 
la forme idéale pour la fonction d’anamorphose est inconnue. Pour l’instant, l’approche 
suggérée dans la méthodologie est conservée pour tester son impact sur les prévisions 
hydrologiques.  
 
Tableau 5.4. Paramètres pouvant être ajoutés au vecteur d’état lors de l’assimilation du débit 
synthétique et valeur du paramètre σmin,p associé. 
Paramètre CVMAR CVNB CVNH CVSI HRIMP EVNAP EXXKT 
σmin,p (%) 70 70 10 10 10 90 30 
5.2.4 Impact sur les prévisions d’ensemble 
Cette sous-section présente l’impact des combinaisons retenues dans les sous-sections 
précédentes pour les prévisions hydrologiques d’ensemble. Pour alléger le corps du document, 
plusieurs figures sont incluses en annexe, tandis qu’un échantillon restreint des nombreux 
scénarios retenus est présenté. 
 
La figure 5.13 montre les critères de performance pour plusieurs scénarios en fonction de 
l’horizon de prévision. Le premier scénario est l’open loop (trait noir). Globalement pour ce 
scénario, plus l’horizon de prévision est élevé, plus les critères s’améliorent en raison de 
l’utilisation des intrants météorologiques véritables en guise de prévision météorologique. 
Ainsi, les critères devraient éventuellement converger vers l’erreur résiduelle associée aux 
paramètres seulement. Les premiers jours de prévision font toutefois exception de cette 
tendance, surtout pour le BAAM. Puisque les paramètres sont les mêmes avant et après la 
prévision, ce phénomène est causé par le changement des intrants météorologiques. 
L’utilisation des intrants météorologiques véritables n’est pas optimale à court terme puisque 
les paramètres calibrés en présence d’intrants erronés sont utilisés. 
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Figure 5.13. Critères de performance des prévisions hydrologiques d’ensemble pour plusieurs 
scénarios en fonction de l’horizon de prévision. 
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Pour l’assimilation de l’ÉEN, le seul scénario présenté est celui où les observations aux trois 
coussins à neige sont assimilées collectivement (trait rouge). Ce scénario s’est avéré supérieur 
à l’assimilation des observations à chaque coussin à neige individuellement (voir figure A3.10 
en annexe pour le portrait complet des scénarios d’assimilation de l’ÉEN). Ainsi, 
l’assimilation des observations d’ÉEN à Mount Wells, Mount Pondosy et Tahtsa Lake met à 
jour l’ÉEN simulé dans un rayon d’influence propre à chaque coussin à neige suivant le 
tableau 5.2. Les résultats montrent une amélioration des prévisions hydrologiques à court et 
moyen terme pour tous les critères de performance. Toutefois, la mise à jour de l’ÉEN ne 
corrige pas entièrement le biais sur l’ÉEN engendré par le biais sur les précipitations solides 
puisque les paramètres du modèle, notamment ceux des processus d’accumulation et de la 
fonte de la neige ont été calibrés en présence de ce biais. En d’autres termes, les valeurs prises 
par ces paramètres diffèrent des valeurs ‘idéales’, qui auraient été obtenues en absence de biais 
sur les observations. Néanmoins, le biais est grandement amélioré, ce qui est prometteur pour 
une application avec des données réelles qui sont probablement biaisées.  
 
Pour l’assimilation du débit, deux scénarios sont présentés (voir la figure A3.11 en annexe 
pour le portrait complet). Le premier est le cas où les variables VOL pour les carreaux partiels 
dont l’écoulement est instantané sont mises à jour (trait bleu). De façon semblable au chapitre 
précédent, l’amélioration des critères de performance s’applique principalement pour les 
prévisions à court terme. Puisque le nombre de carreaux partiels est plus faible et leur temps 
de réponse est plus rapide que l’ensemble des carreaux partiels utilisés au chapitre précédent, 
l’impact sur la plupart des critères de performance diminue plus rapidement en fonction de 
l’horizon de prévision. Certains critères, comme le Nash, le BAAM et le NRR affichent même 
une détérioration des résultats par rapport à l’open loop après un horizon de prévision de 
quelques jours. Le second scénario est celui où seul le paramètre de vidange basse du réservoir 
NAPPE (CVNB) est inclus dans le vecteur d’état (trait orange). Ce scénario améliore tous les 
critères de performance pour tous les horizons de prévision par rapport à l’open loop. La mise 
à jour du coefficient CVNB (voir figure 5.14) permet au système de conserver plus d’eau dans 
le réservoir lorsque les débits simulés sont trop élevés et de relâcher plus d’eau lorsque les 
débits simulés sont trop faibles. Encore une fois, l’ensemble n’évolue pas autour de sa valeur 
véritable (0.027), en plus de comprendre des variations importantes. Ceci indique un problème 
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de discernabilité et d’observabilité du paramètre CVNB. Cependant, malgré ces particularités 
et bien que l’impact de ce scénario soit moins important que pour l’assimilation de l’ÉEN, il 
montre tout de même le potentiel de la mise à jour des paramètres pour la prévision 
hydrologique. 
 
Figure 5.14. Évolution temporelle de l’ensemble du paramètre CVNB lors de l’assimilation 
des observations synthétiques du débit pour la période de prévision. 
Les deux derniers scénarios sont des combinaisons des scénarios d’AD présentés à ce point, 
soit l’assimilation simultanée de l’ÉEN aux trois coussins à neige collectivement et du débit 
pour mettre à jour soit le VOL (trait rose) ou le paramètre CVNB (trait vert). Le facteur de 
perturbation des précipitations pour ces scénarios est de 80 % puisqu’il s’agit de la valeur la 
plus élevée entre les scénarios d’assimilation du débit et les scénarios d’assimilation de l’ÉEN. 
Le portrait complet des scénarios d’assimilation combinée du débit et de l’ÉEN est inclus en 
annexe (Figure A3.12). Pour le premier scénario (trait rose), les résultats sont très semblables 
au cas où seules les observations d’ÉEN sont assimilées, sauf pour les prévisions à court terme 
pour les critères CRPS, Nash, BAAM et BACM, qui sont grandement améliorés. Ce scénario 
hérite des avantages des scénarios qui les forment, comme si l’impact de l’assimilation de 
chaque type de données s’additionnait. Cependant, le meilleur scénario pour les prévisions à 
moyen terme selon la plupart des critères est le scénario incluant le paramètre CVNB dans le 
vecteur d’état. La mise à jour de l’ÉEN contrôle en quelque sorte le bilan hydrique pour la 
période de fonte, tandis que la mise à jour du paramètre CVNB contrôle en partie le moment 
pour lequel l’eau est considérée comme disponible pour l’écoulement. 
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La figure 5.15 présente le CRPS des scénarios présentés ci-haut sur une base mensuelle pour 
les prévisions à court terme (moyenne des horizons de 1 à 5 jours) et moyen terme (moyenne 
des horizons de 25 à 50 jours). Comme pour le chapitre précédent, la variation mensuelle du 
CRPS de l’open loop indique clairement que certaines périodes sont plus problématiques que 
d’autres, comme la période de fonte printanière, ainsi que le début de la période 
d’accumulation de neige en automne. Le manque de neige au sol est principalement 
responsable de l’écart au printemps, ce que les scénarios qui assimilent les observations 
d’ÉEN arrivent à diminuer en partie à court et moyen terme. L’ajout du paramètre CVNB lors 
de l’assimilation du débit parvient également à réduire le CRPS pour la période de fonte, mais 
seulement pour les prévisions à court terme. 
 
Les paramètres de CEQUEAU ont cependant un rôle plus important pour l’augmentation du 
CRPS en automne. Lors du chapitre précédent, le CRPS en automne diminuait fortement pour 
les prévisions à moyen terme (Figure 4.9) puisque les intrants météorologiques et les 
paramètres véritables étaient utilisés pour effectuer les prévisions hydrologiques. Sans neige 
au sol dont l’impact peut durer longtemps, les prévisions convergeaient plus rapidement vers 
l’état véritable qu’au printemps. Dans le cas présent (Figure 5.15), les intrants 
météorologiques véritables sont utilisés, mais les paramètres sont ceux obtenus à travers le 
calage à partir d’intrants météorologiques biaisés et en fonction d’observations synthétiques 
bruitées. Ceci explique également pourquoi les scénarios arrivant à améliorer le CRPS à 
moyen terme en automne sont ceux qui comprennent une mise à jour du paramètre CVNB. 
 
Autrement, les scénarios semblables à ceux du chapitre précédent, c’est-à-dire ceux qui 
mettent à jour les variables seulement, fournissent des résultats semblables, mais l’impact de 
l’assimilation sur la prévision hydrologique est moins important. L’assimilation du débit pour 
la mise à jour des variables VOL a encore un impact positif pour toutes les périodes de l’année 
pour les prévisions à court terme seulement, mais plus faible puisqu’un nombre inférieur de 
carreaux partiels est utilisé. L’assimilation de l’ÉEN a un effet sur les prévisions à court terme 
qui persiste également sur le moyen terme, tandis que l’assimilation simultanée du débit et de 
l’ÉEN fournit des résultats supérieurs à l’assimilation individuelle du débit et de l’ÉEN pour 
toutes les périodes de l’année. 
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Figure 5.15. Valeurs de CRPS pour différents scénarios d’assimilation de données 
synthétiques sur une base mensuelle pour les prévisions à a) court terme et b) moyen terme. 
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5.3 Sommaire 
Ce chapitre visait à tester la performance de l’assimilation de données en présence de biais sur 
les précipitations solides. Une approche parcimonieuse a été utilisée pour calibrer les facteurs 
de perturbation pour les précipitations et les observations, et pour cibler des scénarios 
prometteurs pour les prévisions hydrologiques. Les résultats ont démontré que les facteurs de 
perturbation ne sont pas toujours optimaux pour tous critères de performance simultanément.  
 
L’influence spatiale de l’assimilation de données a également été limitée pour chaque source 
d’observation lors de la mise à jour des variables. Lors de l’assimilation du débit, le scénario 
le plus performant est celui où seule la variable VOL était incluse dans le vecteur d’état. Il a 
également été démontré que l’ajout de certains paramètres dans le vecteur d’état, plutôt que 
des variables, lors de l’assimilation du débit pouvait fournir des résultats supérieurs à l’open 
loop. L’introduction d’un paramètre de débiaisage lors de l’assimilation des observations 
d’ÉEN n’a toutefois pas permis d’améliorer la simulation comparativement à l’open loop. 
 
L’intérêt d’ajouter les paramètres du modèle CEQUEAU dans le vecteur d’état lors de 
l’assimilation de données a également été testé. La mise à jour d’aucun paramètre de neige à 
travers l’assimilation de l’ÉEN n’a été clairement bénéfique pour la simulation du débit due à 
la nature des paramètres (observabilité, simplicité et discernabilité). Certains paramètres ont 
toutefois engendré une amélioration du débit sans toutefois se rapprocher de leur valeur 
véritable. 
 
Pour les prévisions hydrologiques, les résultats sont semblables à ceux du chapitre précédent 
pour les scénarios comprenant une mise à jour des variables seulement. Ces résultats se 
résument en une amélioration des prévisions hydrologiques à court terme pour l’assimilation 
du débit, ainsi qu’à court et moyen terme pour l’assimilation de l’ÉEN. L’assimilation 
combinée du débit et de l’ÉEN est supérieure à l’assimilation de chaque type de données pris 
individuellement. La mise à jour des paramètres a toutefois permis à l’assimilation du débit 
d’avoir un impact positif non seulement à court terme, mais également à moyen terme. 
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Comme pour le chapitre précédent, ces résultats sont conditionnels à certaines limitations et 
hypothèses. Celles liées à la validité de l’étude synthétique, à la qualité des prévisions 
hydrologiques et aux caractéristiques du bassin versant sont toujours applicables. Les résultats 
sont également conditionnels à l’absence de biais sur les observations assimilées. Les 
scénarios d’assimilation de données peuvent améliorer les prévisions hydrologiques selon les 
critères de performance choisis en supposant que l’erreur des observations assimilées ne 
contient pas de biais. 
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CHAPITRE 6 L’ASSIMILATION DE DONNÉES 
RÉELLES 
Ce chapitre a pour but de répondre au troisième objectif de la thèse, qui se résume à tester la 
performance de l’assimilation de données réelles pour les prévisions hydrologiques. La 
méthodologie employée est décrite à la section 6.1 et les résultats obtenus sont présentés dans 
la section 6.2. La dernière section (6.3) résume le présent chapitre. 
6.1 Méthodologie 
La méthodologie de l’étude synthétique avec un biais sur les précipitations a été développée 
dans l’optique d’une utilisation avec des données réelles puisque l’état véritable n’est pas 
exploité sur l’ensemble du bassin versant, mais seulement pour les comparaisons avec le débit. 
À défaut de connaître le débit véritable en réalité, les observations du débit seront utilisées 
pour valider la méthode. Autrement, les étapes de la méthodologie du présent chapitre sont 
identiques à celles de l’étude synthétique avec un biais sur les précipitations, c’est-à-dire : 
1) le calage des paramètres de CEQUEAU; 
2) la calibration initiale des erreurs d’observations et des intrants météorologiques; 
3) la configuration du vecteur d’état. 
 
Une description plus détaillée de ces étapes est donc disponible dans les sous-sections de la 
méthodologie du chapitre précédent (5.1.1, 5.1.2 et 5.1.3). Les différences se marquent au 
niveau du prétraitement des observations puisque celles-ci sont réelles, ainsi que la génération 
des prévisions d’ensemble et les périodes utilisées. Pour le calage des paramètres de 
CEQUEAU, la période du 30 septembre 1959 au 30 septembre 2007 est utilisée pour le calage 
des paramètres de sol, d’évapotranspiration et de transfert. Pour le calage des paramètres de 
neige, ainsi que pour les deux autres étapes énumérées ci-haut, la période choisie comprend 15 
années et s’étend du 30 septembre 1992 au 30 septembre 2007 inclusivement.  
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Autrement, l’approche globale suit l’organigramme affiché à la figure 6.1. La première étape 
est la perturbation des observations météorologiques afin de générer un ensemble 
météorologique (étape 1). Cet ensemble météorologique est utilisé comme intrant dans le 
modèle CEQUEAU afin de simuler un ensemble de variables hydrologiques (étape 2). Les 
observations de variables hydrologiques (ex. débit, ÉEN) traitées (voir sous-section 6.1.1) sont 
perturbées afin de générer un ensemble d’observations (étape 3). Cet ensemble d’observations 
est assimilé à l’aide du filtre de Kalman d’ensemble afin de mettre à jour l’ensemble de 
variables hydrologiques simulé par CEQUEAU, produisant ainsi une analyse (étape 4) qui sert 
de point de départ pour effectuer deux différents types de prévisions hydrologiques (étapes 5 
et 6; voir sous-section 6.1.2), soit une à partir des observations météorologiques et une autre à 
partir des prévisions météorologiques et de l’historique météorologique. 
 
Figure 6.1. Organigramme méthodologique du de l’étude avec des données réelles. 
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6.1.1 Prétraitement des observations 
Les observations réelles du débit et de l’ÉEN ne sont pas parfaites (voir section 3.2). Par 
exemple, il arrive que le débit reconstitué soit négatif (voir figure 6.2) ou que l’ÉEN observé 
demeure positif même en été (voir la série d’observations à Tahtsa Lake à la figure 6.3). Afin 
de minimiser les impacts potentiellement nuisibles causés par l’assimilation d’observations 
erronées, un prétraitement des observations est appliqué. 
 
Pour les débits reconstitués, un lissage par moyenne mobile sur 5 jours est appliqué sur les 
débits reconstitués. Bien qu’une conséquence de ce lissage soit la réduction des pics de crue 
qui sont potentiellement exacts, il élimine les valeurs négatives, qui n’ont pas de sens 
physique, et peut atténuer les variations causées par l’effet de seiche décrite à la sous-section 
3.2.2. Par exemple, aucune précipitation n’est enregistrée aux 7 stations disponibles sur le 
bassin versant sur un intervalle de 11 jours en mi-août 1997, avec des précipitations faibles (< 
2 mm) dans les 5 jours précédant cet intervalle. Pourtant, des variations importantes sont 
visibles à ce moment pour le débit reconstitué sans lissage (voir figure 6.2), probablement 
causées par un effet de seiche. Le lissage élimine ces variations qui ne sont probablement pas 
représentatives du débit véritable. 
 
Figure 6.2. Exemple de débit reconstitué pour l’année 1997 avec et sans lissage. 
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Figure 6.3. Exemple d’observations de l’ÉEN à Mount Wells, Mount Pondosy et Tahtsa Lake 
pour une période de 2 ans. 
Pour les observations d’ÉEN, des limites sur les valeurs d’ÉEN et sur le plan temporel sont 
imposées. Les valeurs de moins de 30 mm ne sont pas assimilées, ainsi qu’entre le 1er avril et 
le 1
er
 octobre. Ces limites éliminent les faibles valeurs erronées et diminuent le risque de 
perturbations importantes sur le bilan hydrique. Par exemple, si les observations de 
température sont trop élevées ou que le paramètre de température de fonte est trop faible, il se 
pourrait que la fonte simulée par le modèle soit hâtive. L’assimilation d’observations d’ÉEN 
pourrait augmenter l’ÉEN simulé par le modèle, mais cette neige fondrait à mesure qu’elle est 
ajoutée. Puisque l’approche présentement employée avec le EnKF ne conserve pas le bilan 
hydrique, il se pourrait que de fausses crues apparaissent dans la simulation, même si le suivi 
pendant la période d’accumulation de la neige est parfait. L’ÉEN maximum annuel et le début 
de la fonte surviennent généralement à la mi-avril. Le choix du 1
er
 avril comme date pour 
l’arrêt de l’assimilation des données d’ÉEN est conservateur afin de diminuer le risque 
d’assimiler des données une fois la fonte débutée, ce qui pourrait nuire à la qualité des 
observations en raison de cycles diurnes de gel-dégel qui peuvent créer des lentilles de glace 
(voir sous-section 3.2.3). Ainsi, la contrainte temporelle devrait laisser le modèle simuler la 
fonte de neige à partir d’un moment près de la date moyenne de l’ÉEN maximum annuel, mais 
qui la précède pour être moins à risque des perturbations causées par la fonte de la neige. 
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6.1.2 Génération des prévisions d’ensemble 
Deux scénarios de prévisions hydrologiques d’ensemble sont utilisés pour valider les scénarios 
d’assimilation de données (voir étapes 5 et 6 de la figure 6.1). Le premier est généré à partir 
des observations météorologiques introduites dans CEQUEAU en utilisant l’analyse des 
scénarios d’assimilation de données comme états initiaux. Cette approche tente de diminuer le 
bruit pouvant provenir des prévisions météorologiques en utilisant les données 
météorologiques supposées les plus exactes de la réalité. Ce scénario est résumé à travers 
l’acronyme PMO pour les « prévisions météorologiques basées sur les observations ». 
 
Le second scénario diffère du premier à travers les données météorologiques utilisées. Il 
reproduit l’approche utilisée par Rio Tinto, soit d’utiliser les prévisions météorologiques 
d’ensemble issues des modèles météorologiques d’Environnement et Changement climatique 
Canada pour les quatre premiers jours d’horizon de prévision, suivi d’un ensemble composé 
de l’historique météorologique pour le même jour julien après quatre jours de prévision. La 
présente thèse ne prétend pas que cette approche constitue nécessairement l’état de l’art en 
matière de prévision météorologique pour la région étudiée. Le scénario est employé 
principalement en tant que base pour éventuellement pouvoir comparer d’autres scénarios de 
prévisions hydrologiques pour le bassin versant de la Nechako. Cette approche est un meilleur 
indicateur de la performance attendue des scénarios d’assimilation de données en mode 
opérationnel que l’approche PMO. Dans la présente thèse, ce scénario est résumé à travers 
l’acronyme PME pour les « prévisions météorologiques d’ensemble ». 
 
La période utilisée pour les prévisions hydrologiques débute le 30 septembre 2007 et se 
termine le 1
er
 octobre 2015. Les prévisions sont générées sur un horizon de prévision couvrant 
50 jours. 
6.2 Résultats et discussion 
Les résultats du cadre avec des données réelles sont présentés dans cette section. Les périodes 
utilisées pour effectuer les analyses sont répétées ici :  
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- pour le calage des paramètres de sol, d’évapotranspiration et de transfert à la sous-
section 6.2.1, la période s’étend du 30 septembre 1959 au 30 septembre 2007;  
- pour le calage des paramètres de neige pour la même sous-section, la période s’étend 
du 30 septembre 1992 au 30 septembre 2007 inclusivement;  
- pour les analyses effectuées aux sous-sections 6.2.2 et 6.2.3, la période s’étend du 30 
septembre 1992 au 30 septembre 2007 inclusivement;  
- pour les prévisions effectuées à la sous-section 6.2.4, la période s’étend du 30 
septembre 2007 au 1
er
 octobre 2015 inclusivement. 
6.2.1 Calage des paramètres de CEQUEAU 
Les résultats des calages des paramètres du modèle CEQUEAU avec des données réelles sont 
résumés aux figures 6.4 pour les paramètres de neige et 6.5 pour les paramètres de sol, 
d’évapotranspiration et de transfert. Le tableau complet contenant chaque jeu de paramètre est 
inclus en annexe (Tableau A4.1).  
 
La distribution des valeurs pour chacun des paramètres de neige est plus étroite que celle 
obtenue pour le calage au chapitre précédent, ce qui est également reflété dans la distribution 
plus étroite des valeurs de la fonction objectif employée pour cette partie du calage. L’écart 
quadratique moyen (MSE) pour chaque coussin à neige (Figure 6.4a, b et c) montre que les 
observations à Tahtsa Lake ont une plus grande importance sur la fonction objectif que les 
autres observations. Le stock de neige plus important à cet endroit y joue certainement un rôle 
important, mais possiblement également la qualité des observations. Puisque le coussin à neige 
de Tahtsa Lake est situé en plus haute élévation, les températures ambiantes y sont 
généralement moins élevées, ce qui diminue le risque de fonte partielle avant la période de 
fonte. Ceci diminue donc le risque de formation de lentille de glace qui peut potentiellement 
nuire à la qualité des observations. 
 
Des écarts plus importants surviennent dans la fonction objectif pour le calage des paramètres 
de sol, d’évapotranspiration et de transfert. Les valeurs obtenues pour les paramètres sont 
également plus variées par rapport aux paramètres de neige, mais la distribution demeure 
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moins importante que celle des paramètres obtenus pour le calage au chapitre précédent. Avec 
des données réelles comme pour les données synthétiques, les valeurs aberrantes (ex. : le 
BAAM près de 16 %) sont vraisemblablement le résultat du  nombre d’itérations spécifié pour 
calibrer les paramètres. L’emploi d’un modèle contenant moins de paramètres que CEQUEAU 
serait probablement moins affecté par ces variations dans la fonction objectif et les valeurs de 
paramètre résultantes. Les variations ne sont pas nécessairement nuisibles dans le cas présent 
puisque le but est d’obtenir une distribution des paramètres pour représenter leur part 
d’incertitude de la modélisation.  
 
Un exemple d’ensemble produit par les jeux de paramètres obtenus est affiché à la figure 6.6 
pour deux années consécutives. Contrairement au chapitre précédent, l’enveloppe générée 
pour le débit est mince, ce qui est cohérent avec la variance réduite des paramètres. Cette sous-
estimation de l’enveloppe représentée par l’incertitude estimée des paramètres est plus 
évidente pour l’ÉEN aux trois coussins à neige, même pour la période de fonte pour laquelle la 
taille de l’enveloppe est à son maximum. Cette faible taille de l’enveloppe ne serait pas 
problématique si elle comprenait les observations la plupart de temps, ce qui n’est pas le cas. 
Bien que le choix de la fonction objectif et de l’algorithme d’optimisation puisse contribuer à 
ce problème, il dépend également de la qualité des intrants météorologiques et des 
observations. Le calage des paramètres seul ne peut compenser ces erreurs. 
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Figure 6.4. Histogramme de la performance des jeux de paramètres sur l’ÉEN à 1) Mount 
Wells, 2) Mount Pondosy, 3) Tahtsa Lake et 4) la combinaison des trois coussins à neige pour 
la période de calage selon l’erreur quadratique moyenne. 
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Figure 6.5. Histogramme de la performance des jeux de paramètres sur le débit à l’exutoire 
pour la période de calage selon 1) le critère de Nash-Sutcliffe, 2) le BAAM et 3) la 
combinaison des deux critères. 
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Figure 6.6. Exemple d’évolution temporelle du débit et de l’ÉEN à Mount Wells, Mount 
Pondosy et Tahtsa Lake selon l’ensemble généré à partir du calage des paramètres de 
CEQUEAU. 
6.2.2 Calibration initiale des perturbations 
La sous-section actuelle présente les résultats de la calibration des facteurs de perturbation de 
la précipitation et des observations. Un exemple des résultats pour l’assimilation du débit est 
inclus à la figure 6.7. Afin d’alléger le corps du document, les résultats pour les observations 
Résultats et discussion  145 
 
d’ÉEN à Mount Wells, Mount Pondosy et Tahtsa Lake sont inclus en annexe (figures A4.1, 
A4.3 et A4.5, respectivement). Les critères présentés sont tous normalisés par rapport à l’open 
loop et comparés avec les observations du débit. Pour chacun de ces critères, les améliorations 
observées sont faibles puisque le vecteur d’état à ce point ne comprend qu’une seule variable 
d’état, mais la direction du changement observé est claire. Une zone optimale est identifiable 
pour chacun des critères de performance et pour chacun des cas présentés. Cependant, comme 
dans l’étude synthétique en présence de biais, ces zones diffèrent en fonction du critère de 
performance, pouvant même s’opposer. Par exemple, pour l’assimilation de l’ÉEN à chacun 
des coussins à neige, le CRPSS augmente en fonction du facteur de perturbation des 
précipitations, alors que la relation est inverse pour le MSSS.  
 
Les résultats pour les quatre diagnostics de Desroziers pour le même exemple d’assimilation 
du débit sont affichés à la figure 6.8, tandis que les résultats pour l’assimilation de l’ÉEN à 
Mount Wells, Mount Pondosy et Tahtsa Lake sont inclus en annexe (figures A4.2, A4.4 et 
A4.6, respectivement). De façon semblable aux résultats du chapitre précédent, les zones 
optimales forment plutôt des courbes relativement cohérentes entre les diagnostics. 
L’obtention de différentes zones optimales selon le critère de performance analysé peut 
compliquer le choix des paramètres de perturbation. Les choix faits dans la présente étude sont 
basés sur une analyse visuelle pour tenter de satisfaire à un plus grand nombre de critères. 
 
Les paramètres retenus sont affichés au tableau 6.1. Comme pour le chapitre précédent, 
l’amplitude de la perturbation attribuée aux précipitations lors de l’assimilation de données 
d’ÉEN égale à la limite supérieure de 80 %. Cependant, cette perturbation est également 
utilisée lors de l’assimilation du débit. De plus, les perturbations qui semblent être optimales 
pour les observations sont faibles : entre le minimum accordé de 1% et 3%. Une conséquence 
potentielle d’une confiance trop élevée envers les observations pourrait être un manque de 
dispersion des variables simulées, ce qui n’est pas avantageux en soi en plus d’être 
potentiellement problématique lors de l’ajout des paramètres dans le vecteur d’état (voir sous-
section 6.2.3) si les écarts entre les observations et les variables simulées sont importants. Ce 
niveau de confiance tente de compenser le biais sur l’erreur du modèle, qu’il soit causé par les 
intrants météorologiques, les paramètres de CEQUEAU et/ou la structure même du modèle. 
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Figure 6.7. Résultats de la calibration des perturbations pour l’assimilation des observations 
réelles du débit. La seule variable mise à jour est le VOL à l’exutoire. 
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Figure 6.8. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation des observations réelles du débit. La seule variable mise à jour est le VOL à 
l’exutoire. 
 
Tableau 6.1. Paramètres retenus après la calibration des facteurs de perturbation des 
précipitations et des observations réelles. 
Scénario d’assimilation 
Facteur de perturbations pour les : 
observations (%) précipitations (%) 
ÉEN à Mount Wells 2 80 
ÉEN à Mount Pondosy 3 80 
ÉEN à Tahtsa Lake 1 80 
Débit à l’exutoire 1 80 
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Une différence notable avec le chapitre précédent est que l’enveloppe du débit simulé est 
fortement sous-estimée. Ceci est démontré par le diagramme de Talagrand affiché à la figure 
6.9 pour l’open loop avec un facteur de perturbation des précipitations de 80 %. 
 
 
Figure 6.9. Diagramme de Talagrand pour l'open loop avec un facteur de perturbation des 
précipitations de 80 %. 
6.2.3 Analyse de sensibilité au vecteur d’état 
Les prochaines étapes précédant les prévisions hydrologiques consistent à remplir le vecteur 
d’état. Ces étapes ont pour but de déterminer l’influence spatiale des observations, ainsi que 
d’identifier les scénarios d’assimilation prometteurs pour les prévisions hydrologiques en 
fonction du type de variables et des paramètres ajoutés au vecteur d’état. 
Influence spatiale des observations 
Les résultats de l’assimilation des observations réelles d’ÉEN en fonction d’un rayon 
d’influence variable sont affichés à la figure 6.10 pour chaque coussin à neige. Une plage de 
valeurs optimales est visible pour la plupart des critères, mais ces valeurs ne sont pas toujours 
les mêmes. Par exemple, pour le coussin à neige à Tahtsa Lake, le BACM s’améliore en 
fonction du rayon d’influence, tandis que le 𝛿H se détériore. Pour ce même coussin à neige, 
quatre des six critères de performance continuent de s’améliorer jusqu’à la limite imposée de 
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14 carreaux entiers (70 km) et possiblement plus. La limite supérieure est utilisée afin d’éviter 
que l’influence d’une observation chevauche l’emplacement d’un autre coussin à neige. Les 
valeurs choisies sont donc un compromis selon les critères affichés (Tableau 6.2).  
 
 
Figure 6.10. Résultats de l’assimilation de l’ÉEN réel à l’emplacement des coussins à neige de 
Mount Wells, Mount Pondosy et Tahtsa Lake en fonction du rayon d’influence attribué aux 
observations. 
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Tableau 6.2. Influence spatiale permise lors de l’assimilation des observations réelles. 
Données assimilées Influence spatiale 
ÉEN à Mount Wells Rayon de 12 carreaux entiers (60 km) 
ÉEN à Mount Pondosy Rayon de 10 carreaux entiers (50 km) 
ÉEN à Tahtsa Lake Rayon de 14 carreaux entiers (70 km) 
Débit Carreaux partiels dont l’écoulement est instantané 
 
Les rayons d’influence pour les coussins à neige à Mount Wells, Mount Pondosy et Tahtsa 
Lake sont de 12, 10 et 14 carreaux entiers (60, 50 et 70 km), respectivement. Ces valeurs sont 
beaucoup plus élevées que pour le chapitre précédent avec des observations synthétiques. 
Cette hausse peut être un signe que les observations d’ÉEN sont plus fiables que les 
observations météorologiques utilisées comme intrants dans CEQUEAU, ce qui est serait 
cohérent avec les facteurs de perturbation retenus (perturbation maximale pour les 
précipitations, perturbation minimale pour les observations). Bien que cette augmentation des 
variables influencées améliore l’exactitude du débit simulé, elle engendre une dispersion 
moins représentative de l’incertitude de l’ensemble, tel que démontré par l’augmentation des 
critères NRR et 𝛿H. 
 
Les résultats de l’assimilation des observations du débit en fonction du temps de réponse des 
carreaux partiels sont affichés à la figure 6.11. Pour la plupart des critères, les résultats se 
détériorent en fonction du temps de réponse jusqu’à environ 3 jours, après quoi les résultats 
s’améliorent sans toutefois surpasser le temps de réponse « zéro », qui correspond aux 
carreaux partiels dont l’écoulement vers le carreau partiel en aval est instantané. Encore une 
fois, les critères 𝛿H et, particulièrement, NRR sont les exceptions. Globalement, ce dernier 
s’améliore en fonction du temps de réponse, comme si l’amélioration de la représentativité de 
l’incertitude par l’ensemble devait se faire au détriment de l’exactitude. Suivant la même 
approche de sélection que pour l’ÉEN et le chapitre précédent, l’influence de l’assimilation du 
débit est dorénavant limitée aux carreaux partiels dont l’écoulement est instantané (voir 
tableau 6.2 pour un résumé). 
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Figure 6.11. Résultats de l’assimilation du débit réel en fonction des variables VOL incluses 
dans le vecteur d’état correspondant aux carreaux partiels à l’intérieur d’un temps de réponse 
variable. 
Ajout des variables dans le vecteur d’état 
Comme pour le chapitre précédent, la pertinence d’ajouter les variables HS et HN au vecteur 
d’état est vérifiée à partir des six critères de performance affichés au tableau 6.3. Pour les trois 
scénarios inclus, les VOL correspondant aux carreaux partiels dont l’écoulement est instantané 
sont ajoutés au vecteur d’état. L’ajout des variables HS ou HN correspond à l’ajout des 
carreaux entiers comprenant ces carreaux partiels. 
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Le tableau montre que le scénario le plus prometteur quand le débit est assimilé est celui où 
les variables VOL et HS sont incluses dans le vecteur d’état. Ces résultats diffèrent de ceux du 
chapitre précédent pour lequel l’ajout des variables HS et HN a produit des résultats 
systématiquement égaux ou inférieurs au cas où seulement la variable VOL était ajoutée au 
vecteur d’état. Ces résultats n’indiquent toutefois pas si cet ajout produit une amélioration de 
l’équivalent réel à la variable HS (la teneur en eau du sol en surface), mais simplement que 
l’ajout de la variable produit des meilleurs résultats pour la simulation du débit. Il serait 
intéressant d’acquérir des observations sur la teneur en eau du sol en surface afin de comparer 
avec d’autres études, comme Samuel et al. (2014) et Trudel et al. (2014) qui concluent que la 
mise à jour de la teneur en eau du sol à partir des observations du débit détériore la simulation 
de la teneur en eau du sol pour leur modèle respectif. Pour le reste du chapitre, les seules 
variables pouvant être influencées par l’assimilation du débit sont les variables VOL et HS. 
 
Tableau 6.3. Résultats de l’ajout des variables HS et HN au vecteur d’état lors de 
l’assimilation des observations réelles du débit. 
 Variables incluses dans le vecteur d’état : 
VOL VOL + HS VOL + HN 
CRPS 29.8 28.6 30.6 
Nash 0.89 0.90 0.85 
BAAM (%) 7.8 7.2 12.9 
BACM (%) 9.1 9.0 9.5 
NRR 1.25 1.25 1.08 
δH 152.4 163.3 146.1 
Ajout des paramètres dans le vecteur d’état 
Les résultats de l’ajout des paramètres de CEQUEAU dans le vecteur d’état sont présentés ici. 
Les critères de performance pour les paramètres de neige en fonction du paramètre 𝜎𝑚𝑖𝑛,𝑝 sont 
affichés à la figure 6.12 pour l’assimilation des observations d’ÉEN aux trois coussins à neige. 
Les résultats pour les autres paramètres lors de l’assimilation du débit sont inclus en annexe 
(figures A4.7, A4.8 et A4.9) pour alléger le corps du document.  
Résultats et discussion  153 
 
 
Figure 6.12. Résultats de l’ajout des paramètres de neige lors de l’assimilation d’observations 
réelles de l’ÉEN à l’emplacement des trois coussins à neige en fonction du seuil 𝜎𝑚𝑖𝑛,𝑝. 
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Comme pour l’étude synthétique avec un biais sur les précipitations, la majorité des critères de 
performance sont détériorés par l’ajout des paramètres de neige dans le vecteur d’état. Ceci est 
causé en partie par l’incapacité des paramètres à modifier directement le bilan hydrique, ainsi 
que des écarts variables entre l’ÉEN maximum annuel observé et simulé aux trois coussins à 
neige (voir figure 6.13). Même si un paramètre pouvait modifier le bilan hydrique (comme le 
paramètre de débiaisage XB), il faudrait le spatialiser, sans quoi il serait impossible de 
satisfaire aux trois coussins à neige simultanément puisque l’écart à combler diffère d’un 
coussin à neige l’autre pour chaque année. Le paramètre XB est exclu du graphique puisque 
les simulations comprenant ce paramètre dans le vecteur d’état ne pouvaient pas être 
complétées puisqu’à un moment au cours de la simulation il arrivait que l’écart-type du 
paramètre soit nul. Tel que mentionné à la sous-section 5.1.3, chaque paramètre doit avoir un 
écart-type non nul sans quoi l’approche adoptée ne peut fonctionner.  
 
Une fois de plus, suivant le principe de parcimonie, les paramètres de neige ne seront pas 
inclus dans le vecteur d’état lors de l’assimilation des observations d’ÉEN.  
 
Des améliorations sont toutefois possibles avec l’ajout des paramètres de sol, 
d’évapotranspiration et de transfert lors de l’assimilation du débit. Le tableau 6.4 affiche les 
combinaisons qui fournissent des résultats supérieurs à l’open loop pour une majorité des 
critères de performance. Certains sont peu sensibles à la valeur du paramètre 𝜎𝑚𝑖𝑛,𝑝, comme le 
paramètre CVNB (coefficient de vidange basse du réservoir NAPPE), d’autres le sont plus 
comme le paramètre HINT (seuil de vidange du réservoir SOL), ce qui dépend de la 
distribution initiale des paramètres et de l’impact du paramètre sur le modèle.  
 
L’évolution temporelle de ces paramètres comprend des fluctuations, parfois importantes, 
d’année en année (voir figure 6.14 pour deux exemples). Pour le paramètre XAA (exposant de 
la formule d’ÉTP de Thornthwaite), les cycles annuels sont plus visibles une fois que l’écart-
type minimal (σmin,p) est atteint. Le paramètre EXXKT (paramètre d’ajustement du coefficient 
de transfert) comprend des fluctuations plus soudaines et des valeurs visiblement différentes à 
différents moments de la période. L’ampleur des mises à jour est proportionnelle aux 
fluctuations de l’écart entre le débit simulé et observé, et à la force de la corrélation entre le 
Résultats et discussion  155 
 
débit et le paramètre. Puisque la corrélation absolue moyenne du débit avec le paramètre XAA 
est de 2.1 %, tandis qu’elle est 6.4 % pour EXXKT, il est cohérent que l’ampleur des mises à 
jour soit plus importante pour ce dernier paramètre. 
 
Figure 6.13. Différence absolue (a) et relative (b) entre l’ÉEN maximum annuel observé et 
simulé aux trois coussins à neige à partir de l’open loop. 
 
Tableau 6.4. Paramètres pouvant potentiellement être ajoutés au vecteur d’état lors de 
l’assimilation du débit réel et valeur du paramètre σmin,p associé. 
Paramètre CVNB HINT HMAR HNAP HPOT XAA EXXKT 
σmin,p (%) 50 30 50 10 50 10 30 
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Figure 6.14. Évolution temporelle de l’ensemble des paramètres XAA et EXXKT lors de 
l’assimilation des observations réelles du débit. Les valeurs de σmin,p sont de 10 et 30 %, 
respectivement. 
6.2.4 Impact sur les prévisions d’ensemble 
Cette sous-section présente les résultats des prévisions hydrologiques pour un échantillon des 
scénarios retenus dans les sous-sections précédentes. Le reste des résultats est inclus en annexe 
afin d’alléger le corps du document. 
 
La figure 6.15 présente les critères de performance pour plusieurs scénarios lorsque les 
observations météorologiques sont utilisées en guise de prévision météorologique (PMO). Les 
résultats de l’open loop (trait noir) changent peu en fonction de l’horizon de prévision, ce qui 
est cohérent avec le fait que l’open loop est simulé à partir des mêmes observations 
météorologiques que ceux utilisés pour la prévision, sans mises à jour des variables ou des 
paramètres par assimilation de données.  
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Figure 6.15. Prévisions hydrologiques d’ensemble à partir des PMO pour différents scénarios 
d’assimilation du débit et/ou de l’ÉEN. 
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Pour le cas présent, les intrants météorologiques n’ont pas été perturbés au long de la 
simulation puisque ce bruit dégénèrerait la performance des prévisions selon les critères de 
performance, à l’exception des critères NRR et δH, qui sont plus sensibles à la représentativité 
de l’incertitude par l’ensemble. Pour améliorer la visibilité du graphique, les limites des 
critères NRR et δH ont été ajustées pour exclure l’open loop. 
 
Pour l’assimilation de l’ÉEN, le scénario présenté correspond à l’assimilation des données aux 
trois coussins à neige collectivement (trait rouge) puisqu’il est globalement plus performant 
que les scénarios d’assimilation des données de chaque coussin à neige individuellement (voir 
figure A4.10 en annexe pour le portrait complet des scénarios d’assimilation de l’ÉEN). Les 
variables mises à jour correspondent aux ÉEN à l’intérieur d’un rayon d’influence pour 
chaque coussin à neige (voir tableau 6.2). Les résultats montrent une amélioration de tous les 
critères de performance pour les prévisions hydrologiques à court et moyen terme.  
 
Trois scénarios sont présentés pour l’assimilation du débit (Figure 6.15) parmi les nombreux 
scénarios retenus (portrait complet en annexe à la figure A4.11). Le scénario VOL+HS 
représente le cas où les variables VOL et HS sont incluses dans le vecteur d’état. 
L’amélioration des critères de performance s’applique principalement pour les prévisions à 
court terme. Après quelques jours, les critères Nash, le BAAM et le BACM se détériorent au-
delà de l’open loop. Lorsque les variables sont remplacées par le paramètre CVNB dans le 
vecteur d’état, tous les critères de performance sont améliorés tant pour les prévisions à court 
terme qu’à moyen terme.  
 
L’ajout du paramètre XAA est encore plus performant, surpassant tous les autres scénarios. Ce 
paramètre, qui représente l’exposant de la formule d’évapotranspiration de Thornthwaite, joue 
directement sur le bilan hydrique en favorisant ou interdisant l’évapotranspiration. Il est 
cependant potentiellement plus rapide d’enlever un surplus d’eau en augmentant 
l’évapotranspiration que de combler un déficit en réduisant l’évapotranspiration. Il est 
probable que le paramètre ne soit pas une amélioration de l’estimation de l’évapotranspiration 
même, mais plutôt un moyen de compenser les erreurs du modèle, peu importe la source. Ce 
phénomène devient plus évident lorsque la hauteur d’eau dans le réservoir conceptuel NAPPE 
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(HN) est analysée (Figure 6.16). La variable HN moyennée sur les carreaux entiers montre que 
le scénario mettant à jour le paramètre XAA conserve une énorme quantité d’eau afin de 
compenser la sous-estimation du débit pour certaines années.  
 
Figure 6.16. Évolution temporelle de la hauteur du réservoir NAPPE moyennée sur tous les 
carreaux entiers pour l’open loop, ainsi que pour le scénario où le paramètre XAA est mis à 
jour à travers l’assimilation du débit. 
Ce dernier scénario performe moins bien lorsqu’il est combiné à l’assimilation de l’ÉEN (trait 
gris). La mise à jour du paramètre XAA ne semble pas être compatible avec la mise à jour de 
l’ÉEN puisque la plupart des critères deviennent inférieurs à l’open loop pour les prévisions à 
court terme comme à moyen terme. Pour les deux autres scénarios qui combinent 
l’assimilation de données du débit et de l’ÉEN, les résultats ressemblent à une combinaison 
des résultats des scénarios d’assimilation individuelle du débit et de l’ÉEN qui les forment. 
Pour la mise à jour des variables (trait orange), la plupart des critères sont fortement améliorés 
à court terme, mais performent moins bien que l’assimilation de l’ÉEN après quelques jours 
d’horizon de prévision. Pour la mise à jour de l’ÉEN et du paramètre CVNB (trait bleu pâle), 
les résultats sont supérieurs à l’assimilation de l’ÉEN pour tous les critères de performance, 
autant à court terme qu’à moyen terme. Ceci est cohérent avec les résultats du chapitre 
précédent. Au besoin, le portrait complet des scénarios qui combinent l’assimilation du débit 
et de l’ÉEN est inclus en annexe à la figure A4.12. 
 
Le CRPS des mêmes scénarios pour les prévisions hydrologiques sur une base mensuelle est 
affiché à la figure 6.17. Encore une fois, la variation mensuelle du CRPS de l’open loop 
indique que la fonte printanière est la période la moins bien modélisée, suivi du début de la 
période d’accumulation de neige en automne. Le manque de connaissance sur la neige au sol 
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demeure la source principale d’erreur de la simulation. L’assimilation des observations d’ÉEN 
diminue l’écart observé à court et moyen terme, mais de façon moins importante que pour les 
chapitres précédents malgré le nombre élevé de carreaux entiers influencés par ces mises à 
jour. La qualité et représentativité spatiale des observations peuvent en être les raisons. L’ajout 
du paramètre CVNB lors de l’assimilation du débit parvient toutefois à améliorer le CRPS, 
particulièrement pour les prévisions à court terme. Autrement, la mise à jour des variables par 
l’assimilation du débit apporte une certaine amélioration pour toutes les périodes de l’année, 
mais seulement pour les prévisions à court terme. L’ajout du paramètre XAA améliore le 
CRPS en période de fonte en raison d’une meilleure estimation du volume d’eau de crue, mais 
surestime le débit en automne, ce qui détériore le CRPS. 
 
La figure 6.18 présente les mêmes critères de performance pour les prévisions hydrologiques 
obtenus à partir des PME, c’est-à-dire des prévisions météorologiques d’ensemble archivées 
pour les quatre premiers jours d’horizon de prévision, suivi de l’historique météorologique 
d’ensemble pour l’horizon supérieur à quatre jours. Le portrait complet pour les scénarios 
d’assimilation de l’ÉEN, du débit et des deux types de données est inclus en annexe aux 
figures A4.13, A4.14 et A4.15, respectivement.  
 
Une détérioration des critères de performance est visible pour l’open loop, comme pour tous 
les autres scénarios, pour les premiers jours. Ceci est causé par le changement des intrants 
météorologiques, comme dans le chapitre précédent même lorsque les intrants véritables 
étaient utilisés. Suite à cette détérioration, tous les critères s’améliorent progressivement, mis à 
part le CRPS qui demeure relativement constant et le Nash qui se détériore. Puisque le Nash 
est sensible à l’exactitude de la moyenne de l’ensemble, il est normal qu’il se détériore 
puisque les erreurs s’accumulent avec le temps. Si le CRPS demeure relativement constant, 
c’est que la représentativité de la précision de l’ensemble s’améliore avec le temps tel que 
démontré par l’amélioration des critères NRR et δH.  
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Figure 6.17. Valeurs de CRPS pour différents scénarios d’assimilation de données sur une 
base mensuelle pour les prévisions à a) court terme et b) moyen terme obtenues à partir des 
PMO. 
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L’amélioration des critères de biais peut s’expliquer par le sous-captage des précipitations de 
neige pour les années étudiées. Ce phénomène est connu des employés de Rio Tinto, qui ont 
apporté une correction a posteriori aux données de précipitations pour ces années. Ces 
corrections n’ont pas été utilisées dans la présente étude, de sorte que l’utilisation des 
prévisions météorologiques devient éventuellement plus performante que l’utilisation des 
observations météorologiques pour les années considérées. Toutefois, les mêmes intrants PME 
sont utilisés pour tous les scénarios, ce qui rend les comparaisons entre les scénarios aussi 
équitables que pour l’utilisation des PMO. 
 
Autrement, les résultats d’un scénario comparativement à un autre sont très semblables à ceux 
obtenus en utilisant les PMO. Les positions relatives de chaque scénario sont les mêmes pour 
tous les scénarios et tous les critères, sauf pour les prévisions à moyen terme des critères NRR 
et δH pour les scénarios mettant à jour le paramètre XAA. Les comparaisons mensuelles 
(Figure 6.19) sont également semblables à celles obtenues à partir des PMO à quelques 
différences près. En particulier, le scénario d’assimilation de l’ÉEN et du débit pour mettre à 
jour le paramètre XAA (trait gris) se détériore considérablement pour les prévisions à moyen 
terme à la fin de la période de fonte (juillet) comparativement aux prévisions à court terme. La 
mise à jour de ce paramètre compense les erreurs des observations météorologiques utilisées 
avant les prévisions. Cependant, elle n’est pas aussi compatible avec l’utilisation des PME. 
 
Le CRPS est également affiché pour les mêmes scénarios sur une base annuelle à la figure 
6.20. Puisque de nombreuses modifications ont été apportées avec le temps au modèle 
météorologique (voir section 3.3) utilisé pour fournir les 4 premiers jours de prévisions 
météorologiques d’ensemble, des améliorations notables pourraient transparaitre dans une telle 
analyse, ce qui est impossible à analyser à partir du critère moyenné sur la période entière. Ces 
améliorations devraient prendre forme d’écarts visibles entre les prévisions à court et moyen 
terme qui diminuent en fonction de l’année. Les années pour lesquels le CRPS des prévisions 
à moyen terme est meilleur que celui à court terme pour l’open loop sont les suivantes : 2008, 
2009, 2012, 2013 et 2015. L’effet des mises à jour du modèle météorologique ne semble pas 
causer une amélioration progressive des prévisions hydrologiques.  
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L’analyse annuelle permet également d’étudier la cohérence de la performance des scénarios 
d’une année à l’autre. Les résultats montrent que la plupart des scénarios précédemment 
identifiés comme les plus performants aboutissent constamment à des améliorations des 
prévisions à court terme. Par exemple, le scénario où l’ÉEN est assimilé en combinaison avec 
le débit pour mettre à jour l’ÉEN et le paramètre CVNB respectivement (trait bleu pâle) 
produit un CRPS inférieur à l’open loop pour chaque année considérée.  
 
L’analyse annuelle des prévisions à moyen terme montre toutefois que les améliorations 
globales par rapport à l’open loop observées à la figure 6.18 sont principalement causées par 
des améliorations importantes pour quelques années. Par exemple, le même scénario 
représenté par le trait bleu pâle apporte des améliorations principalement pour les années 2012 
et 2015, avec une certaine diminution du CRPS pour les années 2008, 2009, 2011 et 2013. 
Toutefois, une faible augmentation du CRPS est produite pour les années 2010 et 2014. 
Néanmoins, ce scénario, parmi d’autres, apporte une amélioration pour la plupart des années 
considérées, ce qui démontre une certaine robustesse, contrairement au scénario où l’ÉEN est 
assimilé en combinaison avec le débit pour mettre à jour l’ÉEN et le paramètre XAA 
respectivement (trait gris) pour lequel une forte augmentation du CRPS est produite pour la 
moitié des années considérées. 
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Figure 6.18. Prévisions hydrologiques d’ensemble à partir des PME pour différents scénarios 
d’assimilation du débit et/ou de l’ÉEN. 
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Figure 6.19. Valeurs de CRPS pour différents scénarios d’assimilation de données sur une 
base mensuelle pour les prévisions à a) court terme et b) moyen terme obtenues à partir des 
PME. 
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Figure 6.20. Valeurs de CRPS pour différents scénarios d’assimilation de données sur une 
base annuelle pour les prévisions à a) court terme et b) moyen terme obtenues à partir des 
PME. Les années débutent le 1
er
 octobre de l’année précédente et se terminent le 30 septembre 
de l’année affichée. 
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6.3 Sommaire 
Ce chapitre visait à tester la performance de l’assimilation de données réelles pour les 
prévisions hydrologiques. Comme pour le chapitre précédent, une approche parcimonieuse a 
été utilisée pour calibrer les facteurs de perturbation pour les précipitations et les observations, 
et pour cibler des scénarios prometteurs. Bien qu’il soit possible d’identifier des zones 
optimales pour les facteurs de perturbation pour chaque critère, ces zones ne sont pas les 
mêmes pour tous critères de performance.  
 
Certaines différences avec le chapitre précédent sont notées. Premièrement, les jeux de 
paramètres issus du calage de CEQUEAU sont globalement beaucoup moins dispersés. 
Deuxièmement, l’influence spatiale de l’assimilation de données des observations d’ÉEN est 
également plus élevée. Troisièmement, l’ajout des variables VOL et HS au vecteur d’état lors 
de l’assimilation du débit est plus performant que l’ajout de la variable VOL seulement. 
Finalement, les paramètres ciblés pour être ajoutés au vecteur d’état lors de l’assimilation du 
débit pour les prévisions hydrologiques ne sont pas tous les mêmes, ce qui est normal puisque 
ce choix dépend en partie des résultats du calage de CEQUEAU. 
 
Deux scénarios météorologiques ont été utilisés pour générer des prévisions hydrologiques 
d’ensemble. La performance des scénarios d’assimilation de données est très semblable entre 
les deux scénarios météorologiques, ainsi qu’avec les résultats du chapitre précédent pour les 
scénarios en commun. La différence principale se situe au niveau des scénarios pour lesquels 
l’assimilation du débit peut effectuer une mise à jour du paramètre XAA. Lors de 
l’assimilation du débit seulement, l’évolution du paramètre XAA permet d’améliorer 
considérablement les prévisions hydrologiques à court et moyen terme à travers son impact sur 
l’évapotranspiration qui peut être soit diminué pour combler un déficit d’eau, soit augmenté 
pour éliminer un surplus d’eau. Cependant, la mise à jour simultanée de l’ÉEN à partir de 
l’assimilation des observations d’ÉEN détériore fortement la qualité des prévisions 
hydrologiques. 
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CHAPITRE 7 CONCLUSION 
7.1 Sommaire des travaux réalisés 
Dans le cadre du projet de recherche, la plus-value de l’assimilation de données multivariées 
et univariées a été démontrée pour la prévision hydrologique à court et moyen terme. Pour ce 
faire, le Kalman d’ensemble a été utilisé pour assimiler des données du débit et d’équivalent 
en eau de la neige sur le bassin versant de la rivière Nechako, en Colombie-Britannique. Ces 
types de données ont été assimilés individuellement et collectivement dans un cadre 
synthétique idéal, dans un cadre synthétique avec un biais sur les précipitations solides et dans 
un cadre avec des données réelles. 
 
Dans un premier temps, la sensibilité de la performance de l’assimilation de données a été 
analysée en fonction du contenu du vecteur d’état dans des conditions météorologiques sans 
biais. Trois types d’observations ont été assimilés, soit le débit, l’équivalent en eau de la neige 
et la superficie du couvert nival à l’échelle du bassin versant. Les résultats ont démontré que 
potentiellement seul l’ÉEN avait, en moyenne, subir un MSSS positif à travers l’assimilation 
de données d’ÉEN. Les variables ciblées pour l’assimilation du débit comprenaient plutôt les 
variables VOL (quantité d’eau dans le carreau partiel), HS (hauteur d’eau du réservoir SOL) et 
HN (hauteur d’eau du réservoir NAPPE). La variable HL (hauteur du réservoir LACS et 
MARÉCAGES) affichait également un MSSS positif en moyenne, mais cette variable a un 
impact très faible sur la modélisation des variables hydrologiques en raison de la faible 
proportion de lacs simulés à l’intérieur du bassin versant de la Nechako. Pour l’assimilation de 
la SCN à l’échelle du bassin versant, aucune variable n’était suffisamment liée aux 
observations pour produire un MSSS positif en moyenne.  
 
Une approche simple et compatible avec l’utilisation de données réelles été utilisée pour cibler 
des scénarios prometteurs pour les prévisions hydrologiques. Cette approche a souligné les 
difficultés à calibrer les paramètres liés aux perturbations d’ensemble nécessaires à 
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l’utilisation du EnKF, particulièrement lorsque les résultats s’opposent selon les critères de 
performance. 
 
Concernant les prévisions hydrologiques d’ensemble, il a été démontré que l’assimilation du 
débit pour la mise à jour des variables (VOL et HN et/ou HS) améliorait les prévisions à court 
terme. Cet impact était visible pour toutes les périodes de l’année. L’impact diminuait 
exponentiellement en fonction de l’horizon de prévision, pouvant potentiellement détériorer 
les résultats à moyen terme. Il a également été démontré que l’assimilation de toutes les 
observations d’ÉEN pour la mise à jour de l’ÉEN simulé valait mieux que l’assimilation des 
observations d’ÉEN à un seul endroit. L’impact sur les prévisions hydrologiques était 
considérable à court terme, ainsi qu’à moyen terme, mais limité principalement à la période de 
fonte. L’amélioration des critères de performance était visible jusqu’à la limite de 50 jours 
d’horizon de prévision. L’assimilation combinée des observations du débit et de l’ÉEN pour la 
mise à jour des variables pouvait fortement améliorer les prévisions à court terme et conserver 
un impact positif visible jusqu’à la limite de 50 jours d’horizon de prévision. Son impact était 
visible pour toutes les périodes de l’année et particulièrement au moment de la fonte 
printanière. Ces résultats étaient cohérents entre chacun des chapitres de résultats, soit dans un 
cadre synthétique idéal, dans un cadre synthétique avec un biais sur les précipitations solides 
et dans un cadre avec des données réelles.  
 
L’ajout de certains paramètres dans le vecteur d’état a également été en mesure de fournir une 
amélioration aux prévisions hydrologiques. Les scénarios les plus prometteurs étaient ceux 
influencés seulement par l’assimilation du débit. L’effet de la mise à jour de ces paramètres 
était visible à court et moyen terme, et pour toutes les périodes de l’année. Toutefois, l’ajout 
de certains paramètres, particulièrement le paramètre d’évapotranspiration XAA, peut fournir 
un bon débit aux dépens d’une autre variable, comme la HN, ce qui peut également se traduire 
par une détérioration du débit, lorsque combiné avec l’assimilation de l’ÉEN. L’ajout du 
paramètre CVNB dans le vecteur d’état était toutefois performant, avec ou sans assimilation 
de l’ÉEN, autant pour les prévisions à court terme qu’à moyen terme, et autant pour l’étude 
synthétique avec un biais sur les précipitations que l’étude avec des données réelles. Il est à 
noter que les paramètres de CEQUEAU présentent des problèmes d’observabilité, de 
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simplicité et de discernabilité puisque l’amplitude de la mise à jour des paramètres était 
parfois importante, ou bien l’ensemble ne semblait pas évoluer autour d’une valeur stable ou 
même autour de sa valeur véritable. Les mises à jour compensaient vraisemblablement pour 
d’autres sources d’erreur, telles que les autres paramètres ou la structure de CEQUEAU, les 
intrants météorologiques ou encore les observations assimilées. 
 
Dépendamment de l’application visée, certains scénarios sont plus prometteurs que d’autres. 
Si les prévisions à très court terme (1 jour de prévision) sont privilégiées, l’assimilation du 
débit pour la mise à jour des variables peut être envisageable. Autrement, le scénario le plus 
prometteur est celui où l’ÉEN est assimilé en combinaison avec le débit pour mettre à jour 
l’ÉEN et le paramètre CVNB respectivement. Ce scénario se démarquait des autres la plupart 
du temps pour la plupart des critères considérés et de l’horizon de prévision considérés, autant 
pour le cadre synthétique avec un biais sur les précipitations que le cadre avec des données 
réelles, autant pour les prévisions météorologiques véritables, que celles basées sur les 
observations ou un ensemble. 
7.2 Contributions originales des travaux de recherche 
Cette thèse apporte une contribution originale en répondant à une question à la fois pertinente 
pour la communauté scientifique et pour Rio Tinto. La portée théorique du projet consiste à 
mettre en évidence certains aspects pratiques de la mise en application du filtre de Kalman 
d’ensemble, dont l’importance de la configuration du vecteur d’état et des critères de 
performance pour la calibration des paramètres liés aux perturbations d’ensemble. Le projet 
illustre également la plus-value et la robustesse de l’assimilation de données univariées et 
particulièrement multivariées pour la prévision hydrologique à court et moyen terme.  
 
La portée pratique et sociale se traduit par une approche alternative pour l’amélioration des 
prévisions hydrologiques pour Rio Tinto. Une meilleure prévision engendrée par l’adoption de 
cette approche pourrait favoriser une meilleure gestion du réservoir de la Nechako, ce qui 
pourrait augmenter les retombées économiques de la production d’hydroélectricité et réduire 
les impacts hydrologiques sur la population en aval. 
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7.3 Perspectives de recherche et travaux futurs 
À la lumière des conclusions obtenues, quelques recommandations sont listées pour les 
travaux futurs. Premièrement, l’utilisation d’un modèle hydrologique qui ne simule pas la 
superficie du couvert nival couplé avec une méthode d’assimilation de données séquentielle 
s’est avérée incompatible pour les données de superficie du couvert nival. L’utilisation d’un 
modèle qui incorpore la superficie du couvert nival comme variable d’état, comme le 
Snowmelt Runoff Model (SRM; Martinec, 1974) ou le Soil and Water Assessment Tool 
(SWAT; Arnold et al, 1998) pourrait faciliter l’utilisation de ce type d’observation. 
L’utilisation d’une approche récursive, comme le REnKF (Mcmillan et al., 2013), ou un 
lisseur, comme le EnKS (Evensen et van Leeuwen, 2000), pourrait mitiger les problèmes liés 
au décalage temporel entre l’effet d’une variable sur une autre, comme la superficie du couvert 
nival et le débit par exemple. Un modèle plus simple que CEQUEAU, comprenant des 
paramètres ayant un impact suffisamment important, unique et lisse sur les sorties du modèle, 
serait mieux adapté pour la mise à jour dynamique des paramètres. 
 
Une approche différente pour la génération d’ensemble peut également être envisagée afin 
d’atténuer le problème de sous-dispersion de l’ensemble. Par exemple, plutôt que de perturber 
uniquement les intrants météorologiques, une perturbation pourrait également être appliquée 
directement sur les variables (par exemple : Clark et al., 2008a). Ceci assurerait une dispersion 
plus contrôlée de l’ensemble aux dépens d’un plus grand nombre de paramètres pour spécifier 
les perturbations des variables. 
 
Une approche moins contraignante que l’utilisation du paramètre 𝜎𝑚𝑖𝑛,𝑝 devrait également être 
considérée lors de la mise à jour des paramètres du modèle hydrologique. La transformation 
des paramètres et des variables, bien que plus demandant en termes de paramétrisation, peut 
éliminer les contraintes physiques des variables et les contraintes mathématiques des 
paramètres, en plus de pouvoir potentiellement fournir une meilleure distribution des variables 
simulées selon Geppert (2015).  
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Une autre piste potentielle est de mettre à jour non seulement les paramètres ou les variables, 
mais les deux de façon simultanée ou séquentielle. Par exemple, l’assimilation du débit 
pourrait mettre à jour le paramètre CVNB en premier lieu ou simultanément à la mise à jour 
des variables VOL, et possiblement HS et/ou HN. 
 
La quantité d’observations sur les variables hydrologiques demeure relativement faible sur le 
bassin versant de la Nechako, d’autant plus que l’importance de la spatialisation des 
observations d’ÉEN ait été mise en évidence dans la thèse. Il serait d’intérêt d’accroître le 
réseau d’observation en ajoutant des stations permanentes à certains endroits stratégiques, en 
particulier dans la partie est du bassin versant, bien que cette solution demande des coûts 
monétaires importants.  
 
À cet effet, la télédétection demeure une source de données intéressante pour la modélisation 
hydrologique. Afin d’obtenir une information spatialisée sans compromettre significativement 
sa qualité, l’assimilation des données les plus fiables pourrait être considérée en premier lieu. 
Les données radar, par exemple, pourraient être exploitées pour détecter la fonte de la neige 
(Rondeau-Genesse et al, 2016), ce qui pourrait bonifier l’assimilation des observations d’ÉEN. 
L’emploi des données de télédétection permettrait également de mettre en application un 
même schéma d’assimilation de données avec un même type d’observation assimilé sur un 
plus grand nombre de bassins versants. Ceci permettrait d’évaluer si les conclusions formulées 
dans le cadre de la présente thèse sont généralisables ou non. 
 
Finalement, il serait pertinent d’évaluer l’impact économique des pratiques de gestions basées 
sur les prévisions hydrologiques obtenues à partir de l’assimilation de données multivariées. 
Cette évaluation pourrait ressembler à celle de Boucher et al. (2012) pour évaluer la plus-
value des prévisions d’ensemble par rapport aux prévisions déterministes.  
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ANNEXE A –  FIGURES ET TABLEAUX 
ADDITIONNELS 
A1. Extras du chapitre 3 
 
Figure A1.1. Carreaux entiers contenant des carreaux partiels dont l’écoulement vers le 
carreau partiel en aval est instantané. 
 
Figure A1.2. Nombre de carreaux partiels en fonction du temps de réponse. Un temps de 
réponse nul correspond aux carreaux partiels dont l’écoulement vers le carreau partiel en aval 
est instantané (voir figure A1.1). 
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Figure A1.3. Illustration des dimensions des matrices et vecteurs impliqués dans l’application 
du filtre de Kalman d’ensemble.  
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Figure A1.4. Exemples de distribution de probabilité d'un ensemble (trait bleu) et d’une 
observation (trait rouge) avec la valeur de CRPS correspondante. Pour une même observation 
centrée autour de zéro, le CRPS de l’ensemble varie en fonction de sa moyenne (μ) et de son 
écart-type (σ). 
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Figure A1.5. Exemples d'histogramme de Talagrand et ratio delta résultant pour des 
distributions a) uniforme, donc équiprobable, b) en forme de ‘n’ qui indique que l’ensemble 
est probablement trop large, c) en forme de ‘u’ qui indique une sous-estimation probable de 
l’enveloppe de l’ensemble, et d) biaisée qui indique un biais probable de l’ensemble. 
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A2. Extras du chapitre 4 
Tableau A2.1. Valeur des paramètres de CEQUEAU optimisé par Rio Tinto. 
Famille Symbole Valeur par défaut Famille Symbole Valeur par défaut 
Sol 
CIN 0.076 
Neige 
STRNE 1.54 
CVMAR 0.20 TFC 3.01 
CVNB 0.027 TFD 2.80 
CVNH 0.30 TSC 1.45 
CVSB 0.005 TSD 1.17 
CVSI 0.18 TTD 0.10 
XINFMA 30 TTS -5.64 
HINF 58.6 
ETP 
EVNAP 0.365 
HINT 99.2 XAA 1.23 
HMAR 195.4 XIT 8.79 
HNAP 200.1 Transfert EXXKT 1.8E-3 
HPOT 126.7 
 HSOL 200 
HRIMP 1.25 
 
 
Figure A2.1. Exemple de corrélation spatiale entre le carreau entier situé à l'exutoire et les 
autres carreaux entiers avec une longueur de corrélation ℓ=100 km.  
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A3. Extras du chapitre 5 
Tableau A3.1. Biais relatif entre l’ÉEN maximal annuel et l’accumulation des précipitations 
totales comprises entre le 1er octobre d’une année et la date d’occurrence de l’ÉEN maximal 
annuel pour chacun des coussins à neige. 
Année Mount Wells Mount Pondosy Tahtsa Lake 
1992 -6.8 12.7 26.1 
1993 -0.1 24.8 6.0 
1994 -24.2 -41.4 -40.7 
1995 -3.8 9.3 -85.7 
1996 -6.1 -7.9 -10.1 
1997 22.4 5.3 -1.6 
1998 -21.1 19.1 -9.1 
1999 -14.8 -7.8 11.3 
2000 -2.3 -5.7 -3.1 
2001 -19.6 -26.6 -20.8 
2002 1.6 36.5 -4.3 
2003 17.9 25.7 39.7 
2004 -9.9 41.1 29.3 
2005 15.0 1.8 -0.9 
2006 -9.6 -18.9 -21.1 
2007 -14.9 -16.7 -25.5 
2008 -15.9 36.4 -2.9 
2009 -11.9 -4.3 -32.3 
2010 -3.1 9.3 6.6 
2011 -32.7 -10.4 -35.6 
2012 -10.8 21.3 -5.5 
2013 -52.1 16.7 4.9 
2014 -40.1 36.3 47.9 
 
 
 
 
Extras du chapitre 5  179 
 
Tableau A3.2. Valeurs des paramètres de CEQUEAU optimisé par Rio Tinto, ainsi que ceux 
obtenus par calage en deux étapes pour l'étude synthétique avec biais. 
Itération STRNE TFC TFD TSC TSD TTD TTS 
Rio Tinto 1.54 3.01 2.80 1.45 1.17 0.10 -5.64 
1 1.47 13.77 11.38 5.86 3.35 0.95 1.02 
2 0.03 7.93 9.95 1.98 6.13 0.04 3.40 
3 1.75 8.47 2.51 4.21 -2.05 0.99 1.44 
4 1.75 7.86 5.28 4.57 0.77 0.69 1.60 
5 1.62 4.07 8.00 3.21 3.42 0.82 0.02 
6 4.68 2.67 5.91 -2.44 0.33 0.51 1.51 
7 0.83 9.99 5.59 -2.59 3.81 0.04 5.29 
8 1.86 7.50 1.92 3.47 -3.15 0.97 1.84 
9 0.55 3.72 19.92 1.98 6.09 0.61 2.04 
10 1.51 6.44 9.56 4.19 3.42 0.98 0.93 
11 1.42 4.84 5.26 3.59 2.41 0.90 -0.24 
12 0.71 2.12 8.89 -4.71 3.75 0.45 2.52 
13 9.28 5.24 2.57 -0.30 -0.69 0.97 1.81 
14 4.49 1.88 7.17 -9.96 5.04 1.00 1.25 
15 1.76 5.29 3.47 3.75 1.08 0.64 0.09 
16 2.89 7.41 6.74 -5.33 4.94 0.01 3.51 
Itération CIN CVMAR CVNB CVNH CVSB CVSI XINFMA 
Rio Tinto 0.076 0.20 0.027 0.30 0.005 0.18 30 
1 0.143 0.229 0.015 0.359 0.032 0.647 543.71 
2 0.993 0.491 0.003 0.857 0.015 0.269 290.83 
3 0.347 0.862 0.035 0.181 0.023 0.377 82.73 
4 0.873 0.645 0.011 0.020 0.021 0.801 204.45 
5 0.393 0.985 0.082 0.345 0.042 0.614 317.08 
6 0.993 0.084 0.003 0.840 0.011 0.243 369.15 
7 0.922 0.579 0.034 0.003 0.007 0.230 33.87 
8 1.000 0.646 0.006 0.403 0.014 0.844 885.03 
9 0.985 0.335 0.003 0.595 0.022 0.476 113.25 
10 0.978 0.111 0.019 0.850 0.010 0.856 76.02 
11 0.994 0.035 0.104 0.050 0.021 0.702 446.12 
12 0.143 0.796 0.015 0.317 0.036 0.639 23.09 
13 0.999 0.739 0.034 0.899 0.012 0.185 13.27 
14 0.536 0.380 0.041 0.962 0.020 0.800 651.17 
15 0.688 0.334 0.049 0.850 0.011 0.818 75.68 
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16 0.112 0.992 0.058 0.574 0.013 0.673 60.29 
Itération HINF HINT HMAR HNAP HPOT HSOL HRIMP 
Rio Tinto 58.6 99.2 195.4 200.1 126.7 200 1.25 
1 2.14 2508.15 5256.46 3666.66 50.54 176.55 0.196 
2 287.13 2404.75 3114.20 3965.42 574.50 1986.16 0.001 
3 163.49 1337.70 1467.67 3393.60 3824.75 208.51 0.012 
4 263.84 613.87 3240.81 3971.18 191.05 271.37 0.115 
5 385.94 663.60 58.27 1957.57 3570.05 240.89 0.126 
6 241.11 1524.26 2254.29 2522.67 2086.87 1930.56 0.643 
7 117.45 2552.94 1912.16 766.91 1758.47 448.03 0.331 
8 282.75 2116.87 1777.74 3985.61 327.67 2453.19 0.010 
9 234.05 3006.08 2294.66 922.62 3114.75 884.19 0.045 
10 88.49 1936.91 2574.25 3986.58 376.29 1705.63 0.594 
11 419.34 521.77 2373.73 3960.91 795.49 254.74 0.470 
12 2.14 2520.39 3812.04 3666.66 50.54 176.55 0.196 
13 124.43 3452.35 3451.75 3927.71 797.68 808.89 0.240 
14 127.27 2008.93 3644.85 3845.44 554.87 169.92 0.237 
15 790.48 3133.43 3045.08 3950.40 1678.14 778.30 0.135 
16 66.70 784.14 170.79 2134.54 57.01 1745.39 0.142 
Itération EVNAP XAA XIT EXXKT    
Rio Tinto 0.365 1.23 8.79 1.80E-03    
1 0.173 13.84 76.75 1.22E-03    
2 0.009 19.86 89.16 2.25E-03    
3 0.065 9.57 47.89 1.41E-03    
4 0.013 28.11 92.69 2.20E-03    
5 0.643 74.62 85.93 2.67E-04    
6 0.047 87.17 127.01 1.04E-02    
7 0.830 4.78 38.20 6.14E-03    
8 0.004 65.65 112.58 2.58E-03    
9 0.999 38.04 89.33 6.28E-04    
10 0.002 33.35 105.33 3.80E-03    
11 0.006 32.25 100.88 5.13E-03    
12 0.572 11.27 76.75 1.22E-03    
13 0.013 16.83 82.15 4.51E-03    
14 0.531 51.21 100.80 1.96E-03    
15 0.289 20.59 103.71 2.94E-03    
16 0.009 14.64 88.70 7.26E-04    
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Figure A3.1. Résultats de la calibration des perturbations pour l’assimilation de l’ÉEN 
synthétique à Mount Wells. La seule variable mise à jour est l’ÉEN à Mount Wells. 
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Figure A3.2. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation de l’ÉEN synthétique à Mount Wells. La seule variable mise à jour est l’ÉEN à 
Mount Wells. 
 
Extras du chapitre 5  183 
 
 
Figure A3.3. Résultats de la calibration des perturbations pour l’assimilation de l’ÉEN 
synthétique à Mount Pondosy. La seule variable mise à jour est l’ÉEN à Mount Pondosy. 
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Figure A3.4. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation de l’ÉEN synthétique à Mount Pondosy. La seule variable mise à jour est l’ÉEN 
à Mount Pondosy. 
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Figure A3.5. Résultats de la calibration des perturbations pour l’assimilation de l’ÉEN 
synthétique à Tahtsa Lake. La seule variable mise à jour est l’ÉEN à Tahtsa Lake. 
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Figure A3.6. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation de l’ÉEN synthétique à Tahtsa Lake. La seule variable mise à jour est l’ÉEN à 
Tahtsa Lake. 
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Figure A3.7. Résultats de l’ajout des sept premiers paramètres de sol de CEQUEAU dans le 
vecteur d’état lors de l’assimilation des observations synthétiques du débit.  
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Figure A3.8. Résultats de l’ajout des sept derniers paramètres de sol de CEQUEAU dans le 
vecteur d’état lors de l’assimilation des observations synthétiques du débit.  
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Figure A3.9. Résultats de l’ajout des paramètres d’évapotranspiration et de transfert de 
CEQUEAU dans le vecteur d’état lors de l’assimilation des observations synthétiques du 
débit.  
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Figure A3.10. Prévisions hydrologiques d’ensemble lors de l’assimilation d’observations 
synthétiques de l’ÉEN. Les scénarios comprennent l’AD des trois coussins à neige 
individuellement (MW, MP et TL) et collectivement (Tous).  
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Figure A3.11. Prévisions hydrologiques d’ensemble lors de l’assimilation d’observations 
synthétiques du débit. Les scénarios comprennent l’ajout des variables VOL et des paramètres 
retenus au tableau 5.4 dans le vecteur d’état. 
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Figure A3.12. Prévisions hydrologiques d’ensemble lors de l’assimilation d’observations 
synthétiques du débit et de l’ÉEN. Les scénarios se distinguent selon les variables et 
paramètres influencés par l’assimilation du débit. 
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A4. Extras du chapitre 6 
 
Figure A4.1. Résultats de la calibration des perturbations pour l’assimilation des observations 
réelles de l’ÉEN à Mount Wells. La seule variable mise à jour est l’ÉEN à Mount Wells. 
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Figure A4.2. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation des observations réelles de l’ÉEN à Mount Wells. La seule variable mise à jour 
est l’ÉEN à Mount Wells. 
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Figure A4.3. Résultats de la calibration des perturbations pour l’assimilation des observations 
réelles de l’ÉEN à Mount Pondosy. La seule variable mise à jour est l’ÉEN à Mount Pondosy. 
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Figure A4.4. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation des observations réelles de l’ÉEN à Mount Pondosy. La seule variable mise à 
jour est l’ÉEN à Mount Pondosy. 
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Figure A4.5. Résultats de la calibration des perturbations pour l’assimilation des observations 
réelles de l’ÉEN à Tahtsa Lake. La seule variable mise à jour est l’ÉEN à Tahtsa Lake. 
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Figure A4.6. Diagnostics de Desroziers pour la calibration des perturbations lors de 
l’assimilation des observations réelles de l’ÉEN à Tahtsa Lake. La seule variable mise à jour 
est l’ÉEN à Tahtsa Lake. 
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Figure A4.7. Résultats de l’ajout des sept premiers paramètres de sol de CEQUEAU dans le 
vecteur d’état lors de l’assimilation des observations réelles du débit. 
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Figure A4.8. Résultats de l’ajout des sept derniers paramètres de sol de CEQUEAU dans le 
vecteur d’état lors de l’assimilation des observations réelles du débit. 
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Figure A4.9. Résultats de l’ajout des paramètres d’évapotranspiration et de transfert de 
CEQUEAU dans le vecteur d’état lors de l’assimilation des observations réelles du débit.  
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Figure A4.10. Prévisions hydrologiques d’ensemble à partir des PMO et de l’assimilation 
d’observations réelles de l’ÉEN. Les scénarios comprennent l’AD des trois coussins à neige 
individuellement (MW, MP et TL) et collectivement (Tous). 
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Figure A4.11. Prévisions hydrologiques d’ensemble à partir des PMO et de l’assimilation 
d’observations réelles du débit. Les scénarios comprennent l’ajout des variables (VOL et HS) 
et des paramètres retenus au tableau 6.4 dans le vecteur d’état. 
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Figure A4.12. Prévisions hydrologiques d’ensemble à partir des PMO et de l’assimilation 
d’observations réelles du débit et de l’ÉEN. Les scénarios se distinguent selon les variables et 
paramètres influencés par l’assimilation du débit. 
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Figure A4.13. Prévisions hydrologiques d’ensemble à partir des PME et de l’assimilation 
d’observations réelles de l’ÉEN. Les scénarios comprennent l’AD des trois coussins à neige 
individuellement (MW, MP et TL) et collectivement (Tous). 
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Figure A4.14. Prévisions hydrologiques d’ensemble à partir des PME et de l’assimilation 
d’observations réelles du débit. Les scénarios comprennent l’ajout des variables (VOL et HS) 
et des paramètres retenus au tableau 6.4 dans le vecteur d’état. 
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Figure A4.15. Prévisions hydrologiques d’ensemble à partir des PME et de l’assimilation 
d’observations réelles du débit et de l’ÉEN. Les scénarios se distinguent selon les variables et 
paramètres influencés par l’assimilation du débit.  
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Tableau A4.1. Valeurs des paramètres de CEQUEAU optimisé par Rio Tinto, ainsi que ceux 
obtenus par calage en deux étapes pour l'étude réelle. 
Itération STRNE TFC TFD TSC TSD TTD TTS 
Rio Tinto 1.54 3.01 2.80 1.45 1.17 0.10 -5.64 
1 3.19 4.84 3.46 3.60 0.68 0.65 -1.18 
2 2.91 5.42 4.23 4.01 1.71 0.20 -0.81 
3 2.70 3.60 9.60 2.46 4.08 0.08 -0.02 
4 3.02 2.98 9.77 1.45 4.34 0.00 0.03 
5 2.82 3.73 8.03 2.79 3.46 0.00 -0.50 
6 3.13 4.86 3.46 3.66 1.16 0.55 -1.46 
7 2.93 4.35 6.95 3.30 2.72 0.11 -0.34 
8 2.67 4.29 9.11 3.20 3.59 0.00 0.12 
9 2.92 4.40 5.98 3.33 2.63 0.05 -0.68 
10 3.01 5.52 4.07 4.05 1.54 0.24 -0.85 
11 3.18 4.44 3.94 3.35 1.63 0.09 -1.40 
12 2.78 3.08 9.02 1.60 4.30 0.00 -0.11 
13 3.00 5.46 4.32 4.04 1.74 0.09 -0.81 
14 3.00 5.53 4.34 4.04 1.76 0.06 -0.73 
15 2.82 5.41 4.64 3.97 2.10 0.35 -0.71 
16 3.17 2.80 6.55 1.37 3.65 0.00 -1.20 
Itération CIN CVMAR CVNB CVNH CVSB CVSI XINFMA 
Rio Tinto 0.076 0.20 0.027 0.30 0.005 0.18 30 
1 0.131 0.956 0.002 0.192 0.014 0.570 351.43 
2 0.925 0.037 0.006 0.840 0.010 0.034 393.13 
3 0.178 0.995 0.000 0.332 0.014 0.114 359.03 
4 0.178 0.995 0.000 0.007 0.014 0.468 154.86 
5 0.469 0.927 0.002 0.359 0.014 0.212 572.91 
6 0.156 0.990 0.002 0.041 0.014 0.650 889.02 
7 0.352 0.995 0.002 0.031 0.014 0.141 682.53 
8 0.217 0.997 0.002 0.121 0.014 0.133 411.69 
9 0.318 0.870 0.002 0.397 0.011 0.654 384.26 
10 0.216 0.727 0.002 0.517 0.070 0.262 26.07 
11 0.928 0.053 0.007 0.931 0.010 0.742 557.12 
12 0.170 0.463 0.039 0.618 0.010 0.694 765.40 
13 0.514 0.071 0.006 0.170 0.014 0.183 929.49 
14 0.131 0.995 0.002 0.101 0.016 0.267 218.92 
15 0.570 0.205 0.492 0.149 0.041 0.074 413.42 
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16 0.091 0.995 0.002 0.735 0.014 0.042 841.79 
Itération HINF HINT HMAR HNAP HPOT HSOL HRIMP 
Rio Tinto 58.6 99.2 195.4 200.1 126.7 200 1.25 
1 193.01 539.78 146.64 807.19 805.20 664.42 0.073 
2 222.91 353.68 2653.13 2294.47 906.58 1727.04 0.252 
3 301.42 313.62 105.12 1663.88 374.74 420.24 0.017 
4 301.42 1239.10 151.50 1965.48 587.21 420.24 0.409 
5 205.74 2406.23 130.44 1548.22 481.76 1577.88 0.117 
6 311.11 2816.62 130.44 319.88 12.99 463.18 0.418 
7 311.00 2144.31 130.44 381.39 533.30 463.18 0.267 
8 311.00 633.50 106.32 476.20 790.97 272.06 0.005 
9 310.62 999.20 130.44 771.70 1060.63 463.18 0.005 
10 11.06 350.82 107.05 895.92 1606.07 623.58 0.547 
11 242.37 1823.79 2994.37 2705.82 634.28 973.10 0.044 
12 389.17 548.48 0.96 1899.22 1037.24 425.19 0.216 
13 199.51 2373.51 2859.03 2888.59 472.35 1077.51 0.271 
14 310.50 540.62 130.44 511.08 108.35 651.10 0.005 
15 338.12 1358.88 2419.37 2989.65 2335.39 1211.74 0.032 
16 224.92 751.90 179.98 2519.65 477.59 269.88 0.156 
Itération EVNAP XAA XIT EXXKT    
Rio Tinto 0.365 1.23 8.79 1.80E-03    
1 0.989 30.09 98.73 1.17E-04    
2 0.015 13.96 80.40 3.95E-04    
3 0.799 10.93 72.67 7.16E-05    
4 0.849 10.93 72.67 7.16E-05    
5 0.947 30.09 98.74 1.06E-04    
6 0.986 21.15 100.41 7.16E-05    
7 0.999 30.09 98.74 7.16E-05    
8 0.888 20.10 87.37 7.16E-05    
9 0.617 30.09 99.05 1.32E-04    
10 0.974 21.97 87.37 1.06E-04    
11 0.012 13.96 80.40 3.95E-04    
12 0.041 15.79 79.84 1.27E-04    
13 0.001 8.32 59.39 4.91E-04    
14 0.865 28.83 99.52 7.16E-05    
15 0.053 45.81 87.51 7.79E-05    
16 0.847 30.80 97.71 8.87E-05    
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ANNEXE B –  APPROFONDISSEMENT DES 
CONCEPTS 
B1. Types de distributions 
Plusieurs types de distributions sont employés dans le cadre de cette thèse : la distribution 
gaussienne (également appelée normale), bêta, log-normale et gamma. Cette section présente 
une brève introduction à ces trois dernières distributions et la notation employée dans ce 
document à cet effet. 
 
La distribution bêta est définie dans l’intervalle [0, 1] et paramétrée par deux paramètres de 
forme à valeur positive, soit 𝛼 et 𝛽. L’expression mathématique employée lorsqu’une variable 
quelconque (X) suit une distribution bêta est normalement : 
 
𝑋~ℬ(𝛼, 𝛽) (B-1) 
Cette distribution sous forme cumulative (ℬ̂) peut être inversée si l’on cherche à connaître la 
valeur (𝑌) correspondant à une probabilité cumulée (𝑃) : 
 
𝑌 = ℬ̂−1(𝑃|𝛼, 𝛽) (B-2) 
Les paramètres de forme peuvent être exprimés en termes de la moyenne (𝜇) et de la variance 
(𝜎2) de la distribution : 
 
𝛼 = (
1 − 𝜇
𝜎2
−
1
𝜇
) 𝜇2 (B-3) 
 
𝛽 = 𝛼 (
1
𝜇
− 1) (B-4) 
Ou inversement : 
 𝜇 =
𝛼
𝛼 + 𝛽
 (B-5) 
 
𝜎2  =
𝛼𝛽
(𝛼 + 𝛽)2(𝛼 + 𝛽 + 1)
 (B-6) 
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Puisque les paramètres de forme doivent être positifs, la contrainte suivante s’impose dans la 
relation entre la variance et la moyenne : 
 
𝜎2 < 𝜇(1 − 𝜇) (B-7)  
Cette contrainte a servi de base pour l’établissement de la variance des observations de la 
SCN.  
 
Une variable aléatoire pour laquelle son logarithme suit une distribution gaussienne est dite 
suivre une distribution log-normale. Cette distribution est définie dans l’intervalle [0, ∞] et est 
également paramétrée par deux paramètres à valeur positive, soit 𝑚 et 𝑣. Ces paramètres 
correspondent à la moyenne et à la variance du logarithme de la distribution normale 
correspondante. L’expression mathématique employée lorsqu’une variable quelconque suit 
une distribution log-normale est : 
 
𝑋~ln𝒩(𝑚, 𝑣2) (B-8) 
Cette distribution sous forme cumulative (ln?̂?) peut être inversée si l’on cherche à connaître 
la valeur correspondant à une probabilité cumulée : 
 
𝑌 = ln?̂?−1(𝑃|𝑚, 𝑣2) (B-9) 
Les paramètres peuvent également être exprimés en fonction de la moyenne et de la variance 
de la distribution : 
 
𝑚 = ln (
𝜇
√1 + 𝜎2 𝜇2⁄
) (B-10) 
 
𝑣 = √ln (1 +
𝜎2
𝜇2
) (B-11) 
Ou inversement : 
 
𝜇 = 𝑒𝑚+
𝑣2
2  (B-12) 
 
𝜎2 = 𝑒2𝑚+𝑣
2
(𝑒𝑣
2
− 1) (B-13) 
La seule contrainte est que la moyenne et la variance doivent être positives. 
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La distribution gamma est également définie dans l’intervalle [0, ∞] et paramétrée par deux 
paramètres à valeur positive, soit un paramètre de forme (𝛼) et un paramètre d’intensité (𝛽) : 
 
𝑋~Γ(𝛼, 𝛽) (B-14) 
Cette distribution sous forme cumulative (Γ̂) peut être inversée si l’on cherche à connaître la 
valeur correspondant à une probabilité cumulée : 
 
𝑌 = Γ̂−1(𝑃|𝛼, 𝛽) (B-15) 
Les paramètres peuvent également être exprimés en fonction de la moyenne et de la variance 
de la distribution : 
 
𝛼 =
𝜇2
𝜎2
 (B-16) 
 
𝛽 =
𝜇
𝜎2
 (B-17) 
Ou inversement : 
 𝜇 =
𝛼
𝛽
 (B-18) 
 𝜎2  =
𝛼
𝛽2
 (B-19) 
Encore une fois, la seule contrainte est que la moyenne et la variance doivent être positives. 
 
Puisqu’il est plus intuitif de décrire une distribution en terme de moyenne et de variance, le 
reste du document emploie une notation prenant ces variables comme intrants plutôt que les 
paramètres utilisés conventionnellement. Par exemple, les distributions bêta, log-normale et 
gamma deviennent alors :  
 
𝑋~ℬ(𝜇, 𝜎2) (B-20) 
 
𝑋~ln𝒩(𝜇, 𝜎2) (B-21) 
 
𝑋~Γ(𝜇, 𝜎2) (B-22) 
Des exemples de ces distributions sont affichés à la figure B1.1. 
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Figure B1.1. Exemples de distributions a) bêta, b) gamma et log-normale comparée avec leur 
analogue normale obtenu en utilisant la même moyenne (μ) et variance (σ2). Les distributions 
bêta, gamma et log-normale ressemblent davantage à la distribution normale à mesure que la 
moyenne s’éloigne des bornes et que la variance diminue relativement à la moyenne. Les 
paramètres affichés correspondent à ceux employés au cours de l’étude.  
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B2. L’opérateur d’observation 
Le filtre de Kalman d’ensemble requiert un opérateur d’observation dont la fonction est de 
transformer la ou les variables d’état en équivalent des observations. Voici quelques exemples 
d’opérateur d’observation pour faciliter la compréhension de son rôle. 
 
Considérons un modèle qui simule l’ÉEN à trois endroits, l’un d’eux (site 1) correspondant à 
l’emplacement d’une observation d’ÉEN. Dans ce cas, le vecteur d’état et le vecteur 
d’observation sont exprimés ainsi : 
 
𝑥 = [
ÉEN1
ÉEN2
ÉEN3
] , 𝑦 = [ÉEN𝑜𝑏𝑠,1] (B-23) 
Afin de respecter les dimensions et associer la variable simulée et la variable observée, 
l’opérateur d’observation doit prendre la forme suivante : 
 
𝐇 = [1 0 0] (B-24) 
Le produit de l’opérateur d’observation et du vecteur d’état, nécessaire lors du calcul de 
l’analyse, donne ainsi l’équivalent de l’observation tel que simulé par le modèle (ÉEN1). 
 
Considérons un autre exemple : un bassin est composé de 50% de forêt, de 40% de milieux 
ouverts et de 10% de lacs. Chaque milieu est considéré comme étant parfaitement homogène. 
Le modèle simule l’ÉEN pour chacun de ces milieux. Deux observations sont disponibles, une 
mesure in situ en milieu ouvert et une observation par télédétection dont l’empreinte couvre le 
bassin en entier. Dans ce cas, les vecteurs et l’opérateur d’observation auraient les formes 
suivantes : 
 
𝑥 = [
ÉEN𝐹𝑜𝑟ê𝑡
ÉEN𝑂𝑢𝑣𝑒𝑟𝑡
ÉEN𝐿𝑎𝑐
] , 𝑦 = [
ÉEN𝑜𝑏𝑠,𝑂𝑢𝑣𝑒𝑟𝑡
ÉEN𝑜𝑏𝑠,𝑀𝑜𝑦𝑒𝑛𝑛𝑒
] 
𝐇 = [
0 1 0
0.5 0.4 0.1
] 
(B-25) 
Encore une fois, le produit de l’opérateur d’observation et du vecteur d’état résulte en 
l’équivalent des observations tel que simulé par le modèle, c’est-à-dire l’ÉEN en milieu ouvert 
et l’ÉEN moyenné sur l’ensemble du bassin versant. 
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B3. Génération de bruit corrélé sur le plan spatial et temporel 
La procédure suivante est tirée principalement de Sitmo (2016) et GaussianWaves (2016), 
mais adaptée pour la présente étude. La génération d’une séquence de valeurs aléatoires avec 
une corrélation temporelle spécifique peut être établie en deux étapes. Premièrement, il s’agit 
de générer une séquence de t valeurs aléatoires non corrélées (𝑤𝑡). Par exemple, la fonction 
‘randn’ du logiciel MATLAB peut être utilisée pour générer des séquences aléatoires avec une 
distribution normale. La seconde étape consiste à définir une nouvelle séquence (𝑞𝑡) avec une 
corrélation (𝜌) avec le pas de temps précédent (𝑤𝑡−1) : 
 
𝑞𝑡 = 𝜌𝑞𝑡−1 + √1 − 𝜌2𝑤𝑡 (B-26) 
Le coefficient 𝜌 détermine le temps de décorrélation du bruit. Par exemple, 𝜌 = 0 génère un 
bruit non corrélé, tandis que 𝜌 = 1 introduit une bruit constant dans le temps. Ce coefficient 
est généralement spécifié selon le pas de temps utilisé lors de la modélisation et d’une 
longueur de décorrélation (𝜏) : 
 
𝜌 = 1 −
𝛥𝑡
𝜏
 (B-27) 
Pour la génération d’une séquence de valeurs aléatoires avec une corrélation spatiale avec plus 
de deux éléments, il suffit premièrement de générer une matrice de corrélation (𝐶) qui fournit 
les corrélations entre chaque élément. Par exemple, cette matrice peut être établie en fonction 
de la distance entre les carreaux entiers de CEQUEAU. Ensuite, il suffit de trouver une 
matrice (𝑈) qui satisfait l’équation suivante : 
 
𝑈𝑇𝑈 = 𝐶 (B-28) 
Des valeurs aléatoires corrélées (𝑞𝑗) entre chaque élément spatial (𝑗) peuvent alors être 
générées en multipliant cette matrice par une séquence de valeurs aléatoires non corrélées 
spatialement (𝑤𝑗) : 
 𝑞𝑗 = 𝑤𝑗𝑈 (B-29) 
Il existe plusieurs façons de trouver cette matrice, mais les plus communes sont la 
factorisation de Cholesky et la décomposition spectrale (aussi connue sous le nom de 
décomposition en éléments propres). La première approche est employée par la fonction 
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‘mvnrnd’ de MATLAB pour générer des valeurs aléatoires corrélées entre elles, tandis que la 
seconde approche demande quelques étapes de plus. La fonction ‘eig’ de MATLAB permet de 
calculer les valeurs propres (𝑉) et les vecteurs propres (𝐷) de la matrice 𝐶. La matrice 𝑈 est 
obtenue en multipliant les valeurs propres par la racine carrée des éléments de chaque vecteur 
propre : 
 
𝑈 = 𝑉√𝐷 (B-30) 
La génération de valeurs aléatoires avec des corrélations spatio-temporelle (𝑞𝑡,𝑗) se fait donc à 
partir d’une séquence de valeurs aléatoires non corrélées (𝑤𝑡,𝑗) pour chaque point spatial (𝑗) et 
pas de temps (𝑡) et d’une valeur initiale 𝑞0,𝑗 = 𝑤0,𝑗𝑈, en incorporant les équations 
précédentes : 
 
𝑞𝑡,𝑗 = 𝜌𝑞𝑡−1,𝑗 + √1 − 𝜌2𝑤𝑡,𝑗𝑈 (B-31) 
Les figures B3.1 et B3.2 montrent des exemples de valeurs aléatoires corrélées sur le plan 
spatial et temporel respectivement.  
 
Figure B3.1. Exemple de valeurs aléatoires a) non corrélées et b) corrélées sur le plan 
temporel avec 𝜏 = 3 pas de temps. 
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Figure B3.2. Exemple de valeurs aléatoires a) non corrélées et b) corrélées sur le plan spatial 
avec une longueur de corrélation de 5 carreaux entiers, ce qui correspond à une distance de 25 
km sur le bassin versant de la Nechako. 
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B4. Échantillonnage par hypercube latin 
L’échantillonnage est le processus par lequel des valeurs sont pigées de façon pseudo-aléatoire 
d’une distribution de probabilité quelconque. L’échantillonnage se fait à répétition, de sorte 
que la distribution des valeurs générées devrait ressembler (visuellement et quantitativement 
selon la moyenne, variance, asymétrie, etc.) à la distribution de probabilité visée après un 
nombre suffisant d’itérations. Il existe toutefois plusieurs techniques d’échantillonnage. Dans 
un contexte d’utilisation du filtre de Kalman d’ensemble, la taille d’ensemble doit idéalement 
être la plus petite possible, pour des fins pratiques, tout en représentant le plus possible 
l’erreur du modèle ou d’une observation. La technique d’échantillonnage la plus efficace est 
donc celle dont le nombre d’itérations requis pour recréer plus exactement la distribution visée 
est le plus faible. 
  
L’approche Monte-Carlo est l’approche traditionnelle et la plus simple. Elle est complètement 
aléatoire dans le sens où chaque échantillon peut se situer n’importe où à l’intérieur de la plage 
de valeurs d’une distribution (Figure B4.1a). À mesure que le nombre d’itérations augmente, 
la distribution des valeurs générées reflète de plus en plus la densité de probabilité de la 
distribution donnée. Cette progression peut être visualisée par les exemples inclus à la figure 
B4.2 (a, b et c). Cependant, un problème de regroupement peut survenir lorsque la taille de 
l’échantillon est petite. Ce problème est illustré à la figure B4.1a où la plupart des échantillons 
sont légèrement sous le centre de la distribution désirée. Les valeurs extrêmes de la 
distribution ne sont pas bien représentées dans cet échantillon, ce qui peut être problématique 
lorsque ces valeurs jouent un rôle important sur la simulation. 
 
L’échantillonnage par hypercube latin (Latin Hypercube Sampling, LHS; McKay et al., 1979) 
est une approche développée pour recréer plus exactement une distribution donnée avec un 
nombre moins élevé d’échantillons que la méthode plus traditionnelle de Monte-Carlo. La 
procédure du LHS est de premièrement stratifier la distribution de probabilité cumulée en 
intervalles réguliers selon le nombre d’échantillons désiré et ensuite forcer l’échantillonnage 
Monte-Carlo à l’intérieur de chaque intervalle (figure B4.1b). Ce forçage évite le 
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suréchantillonnage ou le sous-échantillonnage des extrêmes en particulier et permet de 
converger vers la distribution de probabilité visée plus rapidement (exemples à la figure B4.2). 
 
 
Figure B4.1. Exemple de 5 itérations d’échantillonnage a) aléatoire classique (Monte-Carlo) et 
b) par hypercube latin pour une distribution gaussienne. 
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Figure B4.2. Exemples de densité de probabilité pour 20, 200 et 2000 échantillons obtenus 
avec l’approche aléatoire classique (a,b,c) et par hypercube latin (d,e,f) pour une distribution 
gaussienne. La distribution théorique est représentée par le trait rouge. La différence de la 
moyenne (Δμ) et de l’écart-type (Δσ) entre l’échantillon et la courbe théorique est incluse.  
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