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Introduction générale 
 
 
Les premiers travaux sur la théorie des antennes réseaux datent très certainement du 
début du XXième siècle, mais les avancées les plus significatives ont été réalisées durant la 
Seconde Guerre Mondiale. Au début des années 60, un regain d’intérêt a été constaté pour ces 
solutions avec l’apparition de circuits d’alimentation multifaisceaux : ceux-ci offrent la 
possibilité de produire plusieurs faisceaux pointant dans des directions éventuellement 
différentes à partir d’une même ouverture rayonnante. Dans le cas d’un fonctionnement en 
émission, ces circuits sont caractérisés par plusieurs entrées, une par faisceau, et plusieurs 
sorties, chacune reliée à un élément rayonnant. L’application à l’origine de ces 
développements était principalement le radar à balayage électronique, obtenu par un 
multiplexage entre les différents faisceaux produits par l’antenne réseau.  
Deux grandes familles de solutions sont apparues dans la littérature : celles à base de 
systèmes quasi-optiques ou lentilles et celles en structures guidées. Dans la première famille 
de solutions, nous trouvons les lentilles de Luneburg [1], de Rotman [2, 3], de Shelton [4], 
etc. Les deux premières lentilles mentionnées sont les plus utilisées dans le domaine spatial 
ou des télécommunications par satellite. Les lentilles de Luneburg sont constituées d’une 
sphère à gradient d’indice décroissant quadratiquement du centre de la sphère vers sa 
périphérie et permettent de focaliser une onde plane incidente en un point de la surface de la 
sphère. Cette solution a récemment été étudiée pour des antennes flexibles véhiculaires 
nécessitant des pointages de faisceaux à basse élévation car elle présente un encombrement 
réduit par rapport à des solutions plus standards (antennes réseaux, antennes à réflecteur, etc.). 
Pour obtenir un fonctionnement multifaisceaux, les lentilles de Luneburg doivent être 
associées à un réseau de sources distribuées sur la surface de la sphère [5-7]. Les lentilles de 
Rotman, ou Rotman-Turner, sont des lentilles planaires avec trois points focaux (un point 
central et deux points symétriques de part et d’autre du point central), permettant ainsi de 
réduire les aberrations de phase liées au dépointage des faisceaux. De nombreuses réalisations 
en structure pseudo-guidée sont présentées dans la littérature : le rayonnement est contraint 
entre deux plaques métalliques. Une telle réalisation est possible en technologie micro-ruban 
[8], mais aussi en guide d’onde et équivalents [9-11].  
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Dans le cadre de cette thèse, nous nous sommes intéressés à la deuxième famille de 
solutions, à savoir les structures guidées. Le circuit ou matrice multifaisceaux le plus utilisé et 
certainement aussi le plus connu est la matrice de Butler [12], dont le concept a été introduit 
en 1961. En réalité, une autre matrice multifaisceaux, habituellement connue sous le nom de 
matrice de Blass, a été la première structure guidée multifaisceaux présentée dans la littérature 
[13], avec une première publication datant de 1960. Ces deux matrices font encore 
aujourd’hui l’objet de nombreux travaux et ce plus particulièrement avec l’essor récent et 
rapide des télécommunications. En effet, les antennes multifaisceaux apparaissent comme une 
solution pertinente pour augmenter la capacité d’un système de communication par 
multiplexage spatial (SDMA pour Space Division Multiple Access) : des utilisateurs dans des 
faisceaux différents peuvent utiliser simultanément le même système de communication. De 
plus, si la distance entre utilisateurs le permet, il est possible de réutiliser certaines ressources 
(canaux fréquentiels) dans des faisceaux suffisamment disjoints afin de limiter les 
interférences. L’intérêt de cette application est d’autant plus significatif dans le domaine des 
télécommunications spatiales où les ouvertures rayonnantes et les ressources (plan de 
fréquence) sont naturellement très limitées à bord d’un satellite. D’autres matrices 
multifaisceaux ont progressivement été introduites dans la littérature. En 1965, Nolen a 
proposé une matrice combinant certaines caractéristiques des matrices de Blass (topologie et 
flexibilité) et Butler (orthogonalité des lois d’alimentation et caractère sans pertes) [14]. 
Parallèlement, des structures multifaisceaux non-orthogonales ont été développées afin de 
permettre une flexibilité plus importante par un contrôle éventuel des lois d’alimentation 
réalisées et par voie de conséquence des diagrammes de rayonnement. Une solution encore 
très utilisée est celle décrite dans [15], qui a la particularité d’être composée de sous-systèmes 
parallèles (circuits d’alimentation ‘en chandelier’) permettant un contrôle indépendant en 
amplitude et phase des lois d’alimentation de chaque faisceau produit. Plus récemment, une 
autre topologie de formateur de faisceaux à lois de phase uniformes, appelée C-BFN pour 
Coherently Radiating Periodic Structure Beam Forming Network, a été proposée pour 
produire des lois d’alimentation à distribution d’amplitude gaussienne [16].  
Cette liste, qui n’est évidemment pas exhaustive (d’autres structures et une 
bibliographie plus étoffée sont données par exemple dans [17]), correspond à l’ensemble des 
structures que nous avons approfondi dans le cadre de cette thèse. Nous avons en effet 
constaté que ces différents circuits étaient documentés de façon très inégale. De nombreux 
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travaux traitent par exemple des matrices de Butler, mais très peu s’intéressent aux matrices 
de Nolen. Egalement, certaines informations pourtant importantes pour un dimensionnement 
éclairé des C-BFN ne sont pas disponibles dans la littérature. Les travaux présentés dans ce 
mémoire se proposent donc de combler certaines lacunes identifiées sur la thématique des 
matrices multifaisceaux. Plus précisément, une méthode de dimensionnement des matrices de 
Nolen, reposant sur un algorithme de conception des matrices de Blass, est proposée et 
validée expérimentalement. Une étude poussée des caractéristiques de cette matrice est 
également réalisée, et une comparaison est faite avec les matrices de Butler. Les travaux 
menés dans le cadre de cette thèse ont également été l’occasion de mieux comprendre le 
fonctionnement et les limites des C-BFN, notamment au niveau des pertes introduites, et de 
proposer un mode de dimensionnement matriciel de ces structures pour des applications mono 
et multifaisceaux. Une fois ce concept assimilé et maîtrisé, nous avons pu proposer et valider 
une évolution originale des C-BFN particulièrement adaptée à des antennes réseaux 
circulaires. Nous pourrions regrouper l’ensemble des circuits multifaisceaux étudiés en deux 
catégories : les circuits sans pertes (Nolen et Butler) et les circuits à pertes (Blass, C-BFN). 
Cette distinction est également liée en partie aux types de lois d’alimentation accessibles pour 
chacune de ces catégories, la flexibilité sur ces lois d’alimentation se faisant bien souvent au 
détriment des pertes intrinsèques de la structure.  
Ce rapport de thèse est organisé comme suit. Le premier chapitre est consacré aux 
rappels théoriques utiles à la fois sur les réseaux rayonnants, qu’ils soient linéaires, planaires 
ou circulaires, et sur la définition de l’orthogonalité tant au niveau des matrices que des 
faisceaux produits par l’association d’une antenne réseau et d’une matrice multifaisceaux. Le 
second chapitre aborde le dimensionnement des matrices de Blass. Ce chapitre est bref car 
cette matrice est relativement bien documentée dans la littérature, mais il s’agit d’un point de 
départ important pour la compréhension et le dimensionnement des matrices de Nolen. Nous 
présentons donc le principe de la matrice de Blass, ainsi qu’une méthode de dimensionnement 
pour des applications nécessitant plus de deux faisceaux. Le troisième chapitre est dédié aux 
matrices orthogonales et plus particulièrement la matrice de Nolen. Nous commençons 
néanmoins par un bref rappel des caractéristiques et du mode de conception des matrices de 
Butler. Puis nous présentons une méthode originale de dimensionnement des matrices de 
Nolen s’appuyant sur l’analogie structurelle avec les matrices de Blass. Cette méthode de 
conception est validée par une réalisation et une caractérisation expérimentale, bénéficiant de 
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coupleurs hybrides circulaires particulièrement adaptés à la topologie spécifique des matrices 
de Nolen et permettant ainsi une réalisation planaire relativement compacte. Ce chapitre se 
termine par une brève description des activités qui ont résulté de celles effectuées dans le 
cadre de cette thèse, et plus particulièrement l’utilisation d’une nouvelle technologie pour la 
réalisation de matrices orthogonales : le Guide d’onde Intégré au Substrat (GIS). Le quatrième 
chapitre adresse les matrices à lois de phase uniformes. Nous commençons par une 
description rapide de la structure proposée par Kadak [15], car celle-ci est bien connue et 
relativement simple dans son principe de fonctionnement. Les solutions de circuits 
d’alimentation multifaisceaux habituellement utilisées pour les applications spatiales sont 
dérivées de ce concept dans le cas d’antennes réseaux à rayonnement direct. Nous nous 
attardons ensuite sur le concept des C-BFN et plus précisément l’évaluation de l’efficacité de 
ces structures en fonction des modes de réalisation. Nous proposons une formulation 
matricielle relativement simple permettant un dimensionnement rapide et maîtrisé de ce type 
de structures. Nous proposons ensuite une évolution originale de ce concept, mieux adaptée à 
l’alimentation de réseaux circulaires pour applications multifaisceaux. Enfin, nous concluons 
ce rapport de thèse en mettant en avant les avantages et inconvénients de chacune des 
structures étudiées et en identifiant les domaines d’applications respectifs.  
Certains dimensionnements de matrices présentés dans ce rapport, notamment ceux 
validant la formulation théorique proposée et l’efficacité des C-BFN, ont été optimisés par N. 
Ferrando dans le cadre de son stage au CNES. Les mesures associées à ces matrices ont été 
réalisées par M. Romier, D. Belot et L. Féat. Leurs contributions respectives sont clairement 
identifiées dans ce rapport. Par ailleurs, ce rapport est organisé afin de présenter une synthèse 
cohérente sur l’ensemble des structures analysées, nécessitant d’associer régulièrement nos 
contributions à l’état de l’art. Pour éviter toute confusion sur nos contributions, toute 
information issue de la littérature ouverte est clairement référencée. Enfin, il a été fait le choix 
dans ce rapport de comparer entre elles des structures d’alimentation présentant des 
caractéristiques similaires. Ces matrices sont étudiées pour leurs caractéristiques intrinsèques. 
Néanmoins, pour illustrer l’intérêt au niveau antenne des structures étudiées, nous avons 
parfois associé ces structures d’alimentation à une antenne réseau à rayonnement direct. Cela 
n’exclut toutefois pas l’utilisation des structures étudiées pour alimenter des réseaux focaux 
dans des architectures d’antennes à réflecteurs. Des recommandations sur le type 
d’architecture à privilégier au niveau antenne sont données pour certains des réseaux 
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d’alimentation étudiés lorsque les informations recueillies permettent un avis tranché. 
Lorsque nous l’avons jugé pertinent, nous avons distingué les fonctionnements en émission et 
en réception, pour détailler la manière dont est distribuée l’énergie dans les deux cas. Ces 
modes de fonctionnement sont associés au bilan de liaison entre l’antenne étudiée et une 
antenne de référence ponctuelle, isotrope et infiniment éloignée. Certaines matrices étudiées 
peuvent également être utilisées dans les systèmes à amplification distribuée. Cette 
application spécifique est précisée dans le chapitre approprié.  
Nous espérons que l’ensemble des informations regroupées dans ce rapport de thèse 
sera particulièrement utile à un concepteur qui cherche à identifier rapidement la matrice 
multifaisceaux la mieux adaptée à un besoin donné. 
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Chapitre I -  Rappels sur les antennes réseaux 
 
I. 1 Introduction 
Pour faciliter la lecture du présent rapport, nous avons jugé utile de commencer celui-
ci par quelques rappels théoriques sur les antennes réseaux et les notions d’orthogonalité de 
matrices et de faisceaux, rappels plus ou moins détaillés en fonction de l’utilité que nous en 
aurons dans la suite de ce rapport. Par défaut, les éléments rayonnants ou sources élémentaires 
sont supposés ponctuels, confondus avec leur centre de phase et isotropes. Des précisions sont 
systématiquement apportées lorsque d’autres hypothèses sont prises en compte dans certains 
développements ou résultats. Pour les grandeurs électriques, nous retenons la notation : 
jAeG  , où A  désigne l’amplitude et   la phase ou plus exactement le retard de phase, j  
étant le nombre complexe tel que 12 j . Egalement, la composante temporelle 
multiplicative  jwte  des grandeurs électriques est sous-entendue afin d’alléger les écritures. 
I. 2 Réseaux linéaires 
I. 2. 1 Définition 
Un réseau linéaire est un ensemble de N  sources élémentaires disposées selon un axe 
donné et excitées par un même système d’alimentation à une entrée et N  sorties. Dans le cas 
des antennes multifaisceaux, le système d’alimentation a M  entrées et N  sorties, mais il peut 
être vu, au niveau du rayonnement, comme la superposition linéaire de M  sous-systèmes à 
une entrée, ce qui nous ramène au cas élémentaire que nous détaillons ici.  
Les sources élémentaires sont espacées deux à deux de la distance d , appelée pas du 
réseau (voir Figure 1). 
  
u
d
sind

x
z
1 2 3 ... N
 
Figure 1 : Géométrie d’un réseau linéaire 
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I. 2. 2 Facteur de réseau 
Le réseau d’alimentation définit la distribution du signal au niveau de l’antenne 
réseau, à savoir les coefficients complexes d’alimentation de chaque source élémentaire, notés 
1C , 2C …, 1NC , NC . De plus, chaque source possède un diagramme vectoriel de 
rayonnement1, noté   ,ne  pour la source n ,   et   étant les angles des coordonnées 
sphériques. On considère que toutes les sources ont le même diagramme   ,e  exprimé dans 
le repère centré sur la source. Ainsi, le diagramme vectoriel de rayonnement de la source n , 
exprimé dans le repère global, peut s’écrire : 
    ,, . eeCe udjknn n            (1) 
où k  est le nombre d’onde, défini par la relation 
0
2

k , et nd

 est le vecteur position 
de la source n  dans le repère global. 
En effectuant le produit scalaire, la relation (1) s’écrit : 
       ,, cossin1 eeCe dnjknn          (2) 
En appliquant le théorème de superposition, le diagramme vectoriel de rayonnement 
du réseau linéaire peut s’écrire : 
       




N
n
dnjk
n
N
n
n eCee
1
cossin1
1
,,,       (3) 
On pose : 
   


N
n
dnjk
neCf
1
cossin1,         (4) 
                                                 
 
1 Le diagramme vectoriel de rayonnement, noté e , est défini en champ lointain comme la 
composante du champ électrique, noté E

, indépendante de r . Ces deux grandeurs sont reliées par 
la relation :  
    ,4,, er
erE
jkr   . 
De plus, le vecteur e  est contenu dans le plan orthogonal à la direction de propagation. 
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  ,f  est appelé le facteur de réseau car ce terme est fonction uniquement des 
coefficients d’alimentation et des positions des éléments rayonnants. Il caractérise donc le 
réseau indépendamment des éléments rayonnants utilisés. Dans le cas d’un réseau linéaire, les 
propriétés de la mise en réseau apparaissent dans le plan défini par le réseau lui-même et la 
normale aux sources élémentaires, soit pour 0  dans le repère choisi. L’étude se limite 
donc généralement à ce plan. Le facteur de réseau se simplifie alors comme suit : 
   


N
n
dnjk
neCf
1
sin1           (5) 
Dans le cas particulier de sources élémentaires isotropes, la normale au réseau n’est 
pas un vecteur mais un plan, ce qui sous-entend que le facteur de réseau, tel que défini par 
l’équation (5), est invariant par rotation autour de l’axe défini par le réseau. La Figure 2 
illustre le facteur de réseau d’un réseau linéaire constitué de 10 éléments rayonnants espacés 
de 20 . On note en particulier la décroissance des lobes secondaires, avec un premier lobe 
secondaire à environ 13dB sous le maximum du facteur de réseau dans le cas d’une loi 
d’alimentation en amplitude uniforme. 
 
Figure 2 : Facteur de réseau normalisé en représentation cartésienne d’un réseau 
linéaire à 10 éléments rayonnants espacés de 20   
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I. 2. 3 Pointage angulaire du faisceau principal 
La loi d’alimentation du réseau linéaire peut se décomposer en une loi d’amplitude et 
une loi de phase, correspondant respectivement aux amplitudes nc  et aux phases n  des 
nombres complexes nC . Pour simplifier les écritures, nous nous limitons dans un premier 
temps au cas des réseaux phasés, c'est-à-dire les réseaux à loi d’amplitude uniforme et 
unitaire, mais la propriété dérivée reste vraie dans le cas d’une loi d’amplitude quelconque. Le 
facteur d’un réseau phasé s’écrit donc : 
    


N
n
dnkj nef
1
cossin1,        (6) 
Dans le cas particulier de sources élémentaires isotropes, la direction du faisceau 
principal est définie par le maximum en valeur absolue du facteur de réseau. Plus 
généralement, les sources élémentaires étant souvent peu directives, le faisceau principal reste 
souvent défini par le facteur de réseau. Nous allons donc étudier la condition sur le facteur de 
réseau pour pointer le faisceau principal dans une direction 0  donnée.  
D’après la formule (6), le facteur de réseau est une somme de nombres complexes, il 
est donc maximal en valeur absolue pour une direction 0  donnée lorsque tous les termes de 
la somme sont en phase dans cette direction.  
Cela se traduit mathématiquement par la relation suivante : 
  2sin 0 aknd n   pour Nn ...1     (7) 
où  a  est une constante réelle, traduisant le fait que cette propriété est valable en 
phases relatives et non absolues. 
À la constante a  près, le diagramme vectoriel de rayonnement est donc maximal dans 
la direction 0  lorsque la loi d’illumination présente la progression de phase suivante : 
0sin kndn   pour Nn ...1       (8) 
I. 2. 4 Gain de réseau 
Dans le cas d’un réseau phasé, les éléments rayonnants sont alimentés de façon 
uniforme. Supposons un réseau d’alimentation sans perte ayant une puissance de 1W en 
entrée. Chaque élément reçoit donc une puissance égale à N1 W. Lorsque la condition de 
phase décrite dans la section précédente est vérifiée, les différentes contributions des sources 
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élémentaires s’ajoutent en amplitude dans la direction 0 . L’amplitude de champ maximale 
résultante est alors égale à N . Il s’en suit que le gain de réseau en dB d’un réseau phasé 
peut s’écrire : 
 NG dBr 10, log10         (9) 
Ce gain de réseau vient s’ajouter au gain de la source élémentaire. Plus généralement, 
le gain de réseau peut s’écrire : 



 

 

N
n
n
N
n
ndBr CCG
1
2
2
1
10, log10       (10) 
Ce gain est maximum dans le cas des réseaux phasés. Lorsque la loi en amplitude est 
non-uniforme, on constate une baisse du gain de réseau. Pour illustrer ce phénomène, nous 
avons considéré le cas d’une loi d’alimentation en amplitude binomiale [18]. Les coefficients 
d’alimentation correspondant sont obtenus par le triangle de Pascal, et s’écrivent sous la 
forme : 
 
   !!1
!1
1
1
nNn
N
n
N
Cn 





   pour Nn ...1    (11) 
La Figure 3 compare la variation du gain de réseau avec le nombre d’éléments 
rayonnants dans le cas des lois d’amplitude uniforme et binomiale, et confirme donc qu’une 
loi uniforme assure un gain de réseau plus important, l’écart étant d’autant plus significatif 
que le réseau est grand. Ce phénomène est le pendant en discret du rendement d’ouverture 
bien connu dans le cas des antennes à distributions de champs continues dans l’ouverture 
comme les cornets, les antennes à réflecteurs, etc. Les lois d’amplitude non-uniformes restent 
néanmoins intéressantes pour réduire les niveaux de lobes secondaires ou former le lobe 
principal. Il apparaît donc qu’un compromis est parfois nécessaire en fonction des 
applications entre gain de réseau et niveau de lobes secondaires. 
Dans la suite de ce rapport, lorsque nous parlons de facteur de réseau normalisé, il 
s’agit en fait du facteur de réseau exprimé en dB auquel est soustrait le gain de réseau évalué 
dans le cas d’une loi en amplitude uniforme.   
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Figure 3 : Gain de réseau en fonction du nombre d’éléments rayonnants dans les cas 
d’une loi d’amplitude uniforme et binomiale 
 
I. 2. 5 Cercle unitaire de Schelkunoff et lobes de réseau 
Le cercle unitaire de Schelkunoff est une méthode intéressante pour visualiser les 
propriétés du facteur de réseau [19]. On transforme l’équation (5) de la façon suivante : 
  


N
n
n
nWCf
1
1  avec sinjkdeW       (12) 
On introduit le polynôme suivant : 
  


N
n
n
nZCZP
1
1         (13) 
où  Z  est un nombre complexe.  
Il s’agit d’un polynôme de degré 1N , qui admet donc exactement 1N  zéros dans 
l’ensemble des nombres complexes, notés 1z , 2z , … 1Nz .  
Ce polynôme peut donc s’écrire : 
   


1
1
N
n
nN zZCZP        (14) 
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L’étude de ce polynôme sur le cercle unitaire du plan complexe est particulièrement 
intéressante puisque d’après la relation (12),  WP  est le facteur de réseau. On appelle cercle 
unitaire de Schelkunoff la représentation des zéros du polynôme P  sur le cercle unitaire du 
plan complexe. On appelle « domaine visible » la portion du cercle décrite par W  lorsque   
varie dans l’intervalle 


2
;
2
 . Les Figure 4 (a) à 4 (c) illustrent différentes configurations 
possibles du cercle unitaire de Schelkunoff. Sur cette représentation, plus les zéros sont 
éloignés sur le cercle, plus le lobe est important. Ainsi, sur les Figure 4 (a) et 4 (b), le lobe 
principal du réseau pointe dans la direction 0  et sur la Figure 4 (c) il pointe dans la 
direction 0  . Également, on note que lorsque le produit kd  est supérieur à  , le motif du 
facteur de réseau se répète dans le domaine visible car le facteur de réseau est une fonction 
2 périodique. Cette remarque nous permet d’introduire la notion de lobes de réseaux. En 
 
Figure 4 : Cercles unitaires de Schelkunoff 
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effet, sous certaines conditions, le lobe principal peut être répété dans le domaine visible. Le 
lobe ainsi formé est appelé lobe de réseau. La Figure 5 donne une représentation cartésienne 
de ces lobes de réseaux pour un réseau linéaire de 10 éléments rayonnants espacés de 2 0 . 
Comme on peut le voir sur cette figure, les lobes de réseau ont le même niveau de puissance 
que le lobe principal pour des sources élémentaires isotropes. Pour cette raison, on cherche 
souvent à éviter ces lobes, car ils induisent une perte de puissance dans des directions non 
désirées. Le gain de réseau maximum est inchangé puisqu’il ne dépend que du nombre 
d’éléments rayonnants, par contre la perte de puissance liée aux lobes de réseaux se traduit 
par le fait que le faisceau principal devient plus étroit. 
 
Figure 5 : Facteur de réseau normalisé en représentation cartésienne d’un réseau 
linéaire à 10 éléments rayonnants espacés de 2 0   
 
D’après la Figure 4 (c), on peut dériver la condition d’apparition du maximum d’un 
lobe de réseau comme suit : 
0sin2  kdkd          (15)  
 On écrit généralement la condition (15) sous la forme suivante : 
0sin1
1
 
d          (16) 
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Il ressort donc de cette formule que pour 
2
d , il n’y a pas de lobes de réseau 
indépendamment de 0 . Mais généralement, on utilise des valeurs de pas de réseau plus 
grandes, notamment en raison des dimensions des sources élémentaires, pour réduire le 
couplage ou tout simplement pour réduire le nombre d’éléments pour un encombrement 
spatial donné. En effet, le diagramme de rayonnement de l’antenne réseau est en fait le facteur 
de réseau pondéré par le diagramme de rayonnement de la source élémentaire. De sorte que 
pour des cas pratiques de réalisation, l’hypothèse d’un diagramme élémentaire isotrope n’est 
évidemment pas représentative. La chute de directivité de la source élémentaire à basse 
élévation permet alors d’atténuer l’apparition des lobes de réseaux. 
I. 3 Réseaux planaires 
I. 3. 1 Cas du réseau planaire à forme rectangulaire 
Un réseau planaire est une généralisation au plan du réseau linéaire. Le cas le plus 
simple à mettre en équation correspond à la mise en réseau selon un maillage rectangulaire de 
MN   éléments rayonnants. Le pas du réseau rectangulaire ainsi obtenu peut être différent 
selon les deux axes principaux du réseau, tel qu’illustré sur la Figure 6. Le facteur de réseau 
s’écrit de manière générale : 
      
 

N
n
M
m
vdmkudnkj
nm
yxeCvuf
1 1
11,       (17) 
où  cossinu  et  sinsinv .
  
 
xd
x
y
1 2 3
...
N
2
3
M
...
yd
 
Figure 6 : Géométrie d’un réseau planaire rectangulaire à maillage rectangulaire 
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Dans le cas d’un réseau phasé, il est possible de découpler les deux axes principaux du 
réseau. Le facteur de réseau se réécrit alors : 
        



 



 M
m
vdmkj
N
n
udnkj mynx eevuf
1
1
1
1,      (18) 
En utilisant une condition de phase similaire à celle dérivée dans la section I. 2. 3, le 
maximum du facteur de réseau pointe dans la direction  00 ,  en appliquant le retard de 
phase mn    à chacun des éléments du réseau avec : 




Mmkmd
Nnknd
ym
xn
...1cossin
...1cossin
00
00


     (19) 
On constate par ailleurs que dans les deux plans principaux du réseau, à savoir  0  
et  90 , on retrouve exactement l’expression du facteur de réseau d’un réseau linéaire dont 
les caractéristiques sont celles du réseau linéaire selon l’axe principal considéré ( x  ou y ). On 
retrouve cette particularité en visualisant le facteur de réseau d’un réseau rectangulaire en 
deux dimensions, tel qu’illustré sur la Figure 7 où   varie de 0 à 360° et   de 0 à 40°. Pour 
bien distinguer les deux axes, nous avons pris deux pas différents : 20  en x  et 0  en y . 
 
 
Figure 7 : Facteur de réseau normalisé en représentation polaire d’un réseau 
rectangulaire de 1010 éléments rayonnants espacés de 20  en x  et 0  en y  
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Pour améliorer le rendement de surface du réseau en exploitant au mieux l’espace 
disponible en fonction de la forme de l’élément rayonnant, un pas triangulaire (également 
appelé pas hexagonal) est parfois retenu (voir Figure 8). 
d
x
y
xd
yd
 
Figure 8 : Géométrie d’un réseau planaire rectangulaire à maillage triangulaire 
 
On peut en fait ramener ce cas au cas précédent en considérant que le maillage 
triangulaire est la superposition de deux maillages rectangulaires identiques mais décalés dans 
le plan l’un par rapport à l’autre de d  (éléments rayonnants de même couleur sur la Figure 8). 
Pour un réseau triangulaire régulier, le pas équivalent en x  est égal au pas du réseau 
triangulaire, soit dd x  , tandis que le pas équivalent en y  vaut 3dd y  . 
I. 3. 2 Cas du réseau planaire à forme circulaire 
Le cas des réseaux planaires à forme globale circulaire est particulièrement intéressant 
car il permet une répartition azimutale des lobes secondaires et réduit ainsi les niveaux pires 
cas. Par contre, la formulation pour ces réseaux est un peu plus compliquée puisqu’il n’est 
plus possible de séparer les deux axes comme dans la section précédente. Dans le cas d’un 
maillage rectangulaire, le facteur de réseau peut s’écrire comme suit : 
        
 









N
n
M
Im
udmkjudnkj
n
n
mynx eevuf
1
11,      (20) 
où  nI  et nM  sont des entiers qui dépendent de n  et tels que MMI nn 0 .  
Ces entiers permettent de décrire la variation du nombre d’éléments rayonnants par 
« rangées », tel qu’illustré sur la Figure 9. Un exemple de facteur de réseau, obtenu pour un 
réseau circulaire  NM   de 101 éléments rayonnants espacés de 20  selon une maille 
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rectangulaire, est reporté sur la Figure 10. On remarque en particulier que les lobes 
secondaires sont 17dB en dessous du maximum dans toutes les directions (à comparer avec le 
niveau pire cas à 13dB obtenu pour un réseau carré ou rectangulaire). 
x
y
0 1 2 ... n ... N
0
1
2
m
...
M
...
 
Figure 9 : Géométrie d’un réseau planaire à forme circulaire et maillage rectangulaire 
 
 
Figure 10 : Facteur de réseau normalisé en représentation polaire d’un réseau planaire 
à forme circulaire de 101 éléments rayonnants espacés de 20   
selon un maillage rectangulaire 
 
I. 3. 3 Autres cas de réseaux planaires 
D’autres configurations de réseaux planaires sont présentes dans la littérature. 
L’objectif de ces solutions est souvent de réduire les niveaux des lobes secondaires et/ou des 
lobes de réseau. Les lobes secondaires sont particulièrement pénalisants dans des applications 
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multifaisceaux car ils contraignent généralement la distance minimum de réutilisation des 
canaux fréquentiels. C’est d’ailleurs la raison pour laquelle les applications à couverture 
multifaisceaux régulières sont généralement réalisées dans le secteur spatial avec des antennes 
à réflecteur (dont les lobes secondaires sont souvent au moins 20dB sous le maximum de 
directivité [20, 21]). Les lobes de réseaux sont quant à eux pénalisants lorsqu’il est nécessaire 
de dépointer les faisceaux. Les dimensionnements de réseaux à rayonnement direct pour des 
applications spatiales sont souvent réalisés afin d’assurer un écart angulaire entre le lobe 
principal et le premier lobe de réseau tel qu’en dépointant le faisceau principal sur l’ensemble 
de la zone à couvrir le premier lobe de réseau ne pointe pas en direction de la Terre. Cet écart 
angulaire dépend fortement de l’orbite considérée. L’intérêt de ce dimensionnement est 
d’utiliser des éléments rayonnants dont les dimensions sont souvent supérieures à 3 0  pour 
des orbites géostationnaires, permettant ainsi de réduire le nombre de sources élémentaires 
pour une surface rayonnante donnée. Les solutions à l’étude englobent les réseaux à lois 
d’amplitude formées par atténuateurs ou regroupement de sources, les réseaux irréguliers, les 
réseaux raréfiés, les réseaux entrelacés, etc. [22-26]. Ces solutions plus complexes nécessitent 
parfois des dimensionnements basés sur des algorithmes d’optimisation. 
I. 4 Réseaux circulaires 
Le dernier cas de réseau que nous abordons dans ce chapitre concerne les réseaux 
circulaires, c'est-à-dire les réseaux dont les éléments rayonnants sont répartis sur un cercle, tel 
qu’illustré sur la Figure 11. Selon une méthodologie équivalente à celle des réseaux linéaires, 
on peut démontrer que le facteur de réseau d’un réseau circulaire se met sous la forme : 
    


N
n
kaj
n
neCf
1
cossin,        (21) 
où  n  est la position angulaire de l’élément rayonnant n , soit Nnn  2 . 
Comme pour les réseaux linéaires, le maximum du facteur de réseau est obtenu dans la 
direction  00 ,  lorsque les coefficients d’alimentation présentent les retards de phase 
suivants : 
 nn ka   00 cossin  Nn ...1      (22) 
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x
y
1 2
... n
...
N
1N
a

n

z
 
Figure 11 : Géométrie d’un réseau circulaire 
 
Cette configuration peut évidemment être généralisée aux réseaux cylindriques, voire 
coniques, en y associant un réseau linéaire pour former le diagramme en élévation. De telles 
configurations sont intéressantes pour produire des faisceaux pointant naturellement à des 
élévations intermédiaires ou basses et ainsi éviter les pertes par dépointage d’un réseau 
planaire plus classique. Lorsque l’on opère à élévation nulle, les sources élémentaires ont 
généralement leur maximum de rayonnement orienté selon l’axe radial. 
I. 5 Orthogonalité et matrices sans pertes 
I. 5. 1 Propriété des matrices sans pertes 
Nous allons maintenant faire le lien entre les pertes d’un circuit d’alimentation 
multifaisceaux et l’orthogonalité des lois d’alimentation qu’il produit [27]. Un circuit 
d’alimentation à P  ports peut être mis sous la forme matricielle suivante : 
  ASB           (23) 
où   TPi aaaA ......1  est le vecteur des ondes incidentes, 
  TPi bbbB ......1  le vecteur des ondes réfléchies, 
 et  S  la matrice des paramètres de répartition, de dimension PP . 
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Les quantités représentées étant des nombres complexes, la norme des vecteurs est 
définie par un produit scalaire hermitien, de sorte que les puissances en entrée et en sortie 
peuvent s’écrire comme suit : 


   AAaaP TP
i
iientrée
1
       (24) 


   BBbbP TP
i
iisortie
1
       (25) 
La conservation de l’énergie se traduit donc par l’égalité matricielle suivante : 
  BBAA TT         (26) 
Nous montrons en annexe A que la conservation de l’énergie, autrement dit le 
caractère sans pertes du réseau d’alimentation, se traduit par l’orthogonalité au sens du 
produit scalaire hermitien de la matrice  S  associée2, à savoir : 
    pT ISS .          (27) 
où  pI  est la matrice unité de dimension PP . 
Supposons maintenant que le circuit d’alimentation soit conçu pour produire M  
faisceaux. Le circuit d’alimentation possède donc M  ports d’entrée et N  ports de sortie, tels 
que PNM  . Les coefficients d’alimentation par faisceaux sont notés  mnC  pour 
Mm ...1  et Nn ...1 . Ils correspondent dans la matrice  S  aux coefficients de 
transmission des entrées m  vers les sorties n  et inversement, la matrice  S  d’un composant 
passif étant symétrique par théorème de réciprocité. De plus, pour un bon fonctionnement 
global du circuit multifaisceaux, on exige habituellement que les ports d’entrée et de sortie 
                                                 
 
2 Nous utilisons systématiquement dans ce mémoire l’appellation de matrice orthogonale pour faire 
référence à une matrice vérifiant la condition d’orthogonalité au sens du produit scalaire hermitien, 
car cette appellation est assez répandue parmi les spécialistes en systèmes d’alimentation micro-
ondes. Mathématiquement parlant, il serait plus rigoureux d’utiliser l’appellation de matrice unitaire 
car les coefficients de la matrice sont complexes. Une matrice unitaire est définie par la relation : 
       pISSSS   ..  
Cette écriture englobe le caractère réciproque des matrices considérées, à savoir    SS T  .  
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soient bien adaptés, que les ports d’entrée soient découplés entre eux, et que les ports de sortie 
soient également découplés entre eux.  
En exploitant cet ensemble d’informations, il est possible de détailler la matrice  S  du 
circuit d’alimentation comme suit : 
 
     
     
     
     
     
     
PP
M
NNN
M
M
M
N
MM
N
N
CCC
CCC
CCC
CCC
CCC
CCC
S

















000
000
000
000
000
000
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2
2
2
1
2
1
2
1
1
1
21
22
2
2
1
11
2
1
1








   (28) 
Il en résulte que l’orthogonalité d’une matrice sans pertes, qui se traduit par 
l’orthogonalité deux à deux des vecteurs qui la composent, nécessite l’orthogonalité deux à 
deux des vecteurs constitués des coefficients d’alimentation par faisceau. Dans la suite de ce 
rapport, nous utiliserons régulièrement une matrice  S  réduite limitée aux coefficients de 
transmission ou matrice de transfert afin d’en simplifier l’écriture : 
 
     
     
     
MN
M
NNN
M
M
MN
CCC
CCC
CCC
S

















21
2
2
2
1
2
1
2
1
1
1
     (29) 
Cette matrice réduite n’est pas orthogonale en règle générale, sauf lorsqu’elle est 
carrée  MN  . Dans le cas général, à savoir une matrice telle que MN  , le caractère sans 
pertes de la matrice peut être conservé si les vecteurs colonnes qui la constituent sont 
orthogonaux deux à deux et forment une famille de vecteurs unitaires linéairement 
indépendants, c'est-à-dire qu’aucun des vecteurs colonnes ne peut être écrit comme une 
combinaison linéaire des autres vecteurs colonnes de la matrice. Cette propriété ne peut être 
vérifiée que si le nombre d’entrées est inférieur au nombre de sorties. Le mode de 
fonctionnement réciproque, associé à la matrice de transfert transposée, ne vérifie donc pas la 
contrainte d’orthogonalité. Ce point est également détaillé en annexe A. Cette contrainte 
d’orthogonalité sur les lois d’alimentation est une contrainte forte et lie les lois de phase et 
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d’amplitude retenues. Il a même été démontré que si l’on souhaite des faisceaux de formes 
similaires (même loi d’amplitude pour tous les faisceaux) avec un pointage optimal dans une 
direction donnée (loi de phase définie par une progression arithmétique), la condition 
d’orthogonalité conduit à une unique solution dans le cas d’un réseau d’alimentation dont les 
nombres de ports d’entrée et de sortie sont égaux [28]. Il est important de préciser que cette 
contrainte est propre au circuit d’alimentation et ne dépend pas du type de réseau rayonnant 
associé. Cette contrainte permet également de voir qu’un circuit d’alimentation multifaisceaux 
(au moins une sortie commune à deux faisceaux) produisant des lois de phase uniformes par 
faisceaux induit nécessairement des pertes, puisque la condition d’orthogonalité au sens du 
produit scalaire hermitien ne peut être vérifiée dans ce cas particulier. Enfin, la contrainte 
d’orthogonalité impose que dans le cas d’un circuit d’alimentation multifaisceaux produisant 
des lois d’alimentation orthogonales, un partage minimum de deux sources est nécessaire.  
I. 5. 2 Orthogonalité et indépendance linéaire de faisceaux 
Évaluons maintenant l’impact de l’orthogonalité des coefficients d’alimentation sur les 
faisceaux produits [27]. Considérons de nouveau M  faisceaux produits par un circuit 
d’alimentation sans pertes associé à un réseau linéaire de N  éléments rayonnants. Les 
facteurs de réseaux respectifs s’écrivent donc comme suit : 
     


N
n
jnum
n
m eCuf
1
  pour Mm ...1     (30) 
avec sinkdu  . 
Si l’on applique le produit scalaire hermitien intégral normalisé à cette famille de 
fonctions sur l’intervalle   ,u , il vient le résultat suivant (voir annexe B) :  
        ijji duufuf 

  21  Nji ...1,      (31)  
où ij  est le symbole de Kronecker, tel que 1ii  pour Ni ...1  et 0ij  pour 
Nji ...1,   et ji  . 
Cette propriété traduit donc l’orthogonalité, au sens du produit scalaire hermitien 
intégral normalisé, des faisceaux générés par un réseau d’alimentation sans pertes. L’étude du 
cercle unitaire de Schelkunoff, présentée dans la section I. 2. 5, nous avait montré que le 
domaine du visible correspond à  kdkdu , . Cet intervalle est en règle générale différent 
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de l’intervalle   , . Ce qui se traduit par le fait que la propriété d’orthogonalité n’est 
valable que sur une période du facteur de réseau et non sur le domaine visible (en réalité, la 
propriété peut être étendue sur un intervalle correspondant à un multiple entier de la période 
du facteur de réseau). 
On parle également d’indépendance linéaire des faisceaux. Une famille de M  
faisceaux est dite linéairement indépendante si aucun des faisceaux qui la compose ne peut 
être exprimé comme une combinaison linéaire des faisceaux restant. On note que des 
faisceaux orthogonaux sont nécessairement linéairement indépendants. La démonstration en 
est simple. La propriété d’indépendance linéaire se traduit mathématiquement comme suit : 
soit une famille de M  faisceaux, représentés par leurs facteurs de réseau, notés  mf  pour 
Mm ...1 . Cette famille de fonctions est linéairement indépendante si la propriété suivante 
est vérifiée : 
  0,...10
1


m
M
m
m
m Mmf        (32) 
En exploitant la relation (31), il vient naturellement pour une famille orthogonale : 
      
       kM
m
km
m
k
M
m
m
m
duufuf
duufuf








 



 
 
 




1
1
2
1
2
1
 
pour Mk ...1   (33) 
Une famille de fonctions orthogonales vérifie donc nécessairement la relation (32), 
d’où le lien entre orthogonalité et indépendance linéaire de faisceaux.  
Cette propriété d’indépendance linéaire des faisceaux assure la possibilité d’un 
fonctionnement simultané des différents faisceaux sans ambiguïté. En contre partie, elle 
impose des contraintes fortes sur la forme du diagramme de rayonnement, et notamment sur 
les angles de pointage respectifs des faisceaux, les niveaux de recoupement entre faisceaux 
adjacents et les niveaux de lobes secondaires [29, 30]. Ces contraintes peuvent varier en 
fonction du type de réseau rayonnant retenu. 
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I. 5. 3 Matrices multifaisceaux et transformée de Fourier 
Nous terminons ces considérations générales en évoquant le lien entre les matrices 
multifaisceaux et la transformée de Fourier discrète (communément notée DFT pour Discret 
Fourier Transform). Cette dernière est particulièrement employée en traitement du signal, car 
elle permet un passage du domaine temporel au domaine fréquentiel.  
Pour une famille   Nnnx 1  de N  échantillons, la DFT donne par définition la famille 
  NkkX 1  de N  échantillons obtenue par la relation suivante : 
  


N
n
nk
N
j
nk exN
X
1
1121   pour Nk ...1     (34) 
Nous trouvons parfois dans la littérature cette même forme sans le coefficient 
multiplicatif N1 . Ce dernier permet en fait de normaliser la transformation. 
Cette définition est généralement employée en traitement du signal sous la forme 
suivante : 
      


N
n
Tnj
e
eeTnf
N
F
1
111        (35) 
où   F  est la fonction Transformée de Fourier Discrète, définie dans le domaine 
spectral, de la fonction  tf , définie dans le domaine temporel ; 
eT  est la période d’échantillonnage, associée à la fréquence ee Tf 1  ; 
N  est le nombre d’échantillons utilisés pour le calcul ; 
et   est la pulsation angulaire de la fonction F , associée à la fréquence 
 2f . 
Il ressort de l’analogie entre les relations (34) et (35) que la DFT d’une fonction 
temporelle échantillonnée à la fréquence ef  peut être calculée aux fréquences suivantes : 
ek fN
kf 1   pour Nk ...1      (36) 
Nous allons maintenant revenir à l’écriture générale de la relation (34) pour faire le 
lien avec les matrices multifaisceaux. En considérant une matrice multifaisceaux de 
dimension NN   avec une matrice de transfert telle que décrite par la relation (29), il en 
ressort que tout signal de sortie est une combinaison linéaire des signaux en entrée. La 
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question est donc de savoir s’il est possible de dimensionner une matrice multifaisceaux de 
dimension NN   réalisant exactement la combinaison linéaire de la relation (34) en associant 
la famille de N  échantillons   Nnnx 1  aux entrées et la famille de N  échantillons   NkkX 1  
aux sorties de la matrice.  
Nous montrons en annexe C que la relation (34) impose que la matrice associée à la 
DFT soit « sans pertes », ce qui sous entend que les coefficients des combinaisons linéaires 
forment une famille de vecteurs orthonormés. Les matrices multifaisceaux orthogonales, 
comme les matrices de Butler et Nolen sont donc particulièrement adaptées pour appliquer la 
DFT aux signaux présentés en entrée.  
Il est néanmoins intéressant de souligner que le coefficient multiplicatif de la relation 
(34) n’est pas primordial dans le calcul de la DFT. En réécrivant cette relation comme suit il 
est possible d’associer également les matrices à pertes, telles que les matrices de Blass, à la 
DFT à condition que les lois d’illumination produites restent orthogonales : 
  


N
n
nk
N
j
nk exN
X
1
112  pour Nk ...1     (37) 
où    est un coefficient multiplicatif inférieur ou égal à 1 traduisant le rendement 
de la matrice multifaisceaux.  
En effet, en reprenant le calcul dérivé en annexe C avec cette nouvelle formulation, il 
vient : 
entréesortie PP           (38) 
Nous reviendrons sur ces propriétés dans le chapitre sur les matrices orthogonales.  
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Chapitre II -  Matrices de Blass 
 
II. 1 Introduction 
Nous avons jugé utile de dédier un chapitre de ce rapport à cette matrice, car elle est 
assez particulière. En fait, la matrice de Blass présente une flexibilité totale sur la définition 
des lois d’alimentation à la fois en amplitude et en phase. Elle peut donc être utilisée pour 
produire des lois d’alimentation orthogonales ou même uniformes en phases, en fonction des 
contraintes que l’on s’impose dans sa conception. Par contre, comme nous allons le voir dans 
ce chapitre, son dimensionnement est relativement complexe, et il n’existe à ce jour aucune 
formulation mathématique permettant une conception systématique optimale maximisant le 
rendement pour un ensemble de lois d’alimentation donné lorsque plus de deux faisceaux 
doivent être produits (en pratique, une optimisation numérique des paramètres de la matrice 
est souvent effectuée mais cette approche ne garantie pas l’obtention d’un optimum global). 
Néanmoins, il est intéressant d’approfondir cette solution car elle nous servira dans notre 
étude des matrices de Nolen. 
II. 2 Description des matrices de Blass 
II. 2. 1 Composants de base 
Avant de décrire la matrice de Blass en elle-même, nous commençons par introduire 
les composants de base nécessaires. Il s’agit de composants passifs et sans pertes possédant 4 
ports : deux entrées et deux sorties. Ces composants sont généralement appelés coupleurs 
directionnels et peuvent être représentés par le schéma fonctionnel de la Figure 12. Sur cette 
figure, les ports 1 et 4 sont les entrées, tandis que les ports 2 et 3 sont les sorties. 
 
Figure 12 : Schéma fonctionnel d’un coupleur directionnel 
Port 1 
Port 2 
Port 3 
Port 4
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Un coupleur directionnel est habituellement dimensionné pour que tous les ports 
soient adaptés, les entrées (respectivement les sorties) soient découplées entre elles, et 
l’ensemble de l’énergie entrant dans un port d’entrée est distribuée sans pertes vers les deux 
sorties (de façon équilibrée ou non). Ces propriétés se traduisent de la manière suivante sur les 
paramètres  S  : 






1
0
0
2
13
2
12
14
11
SS
S
S
        (39) 
Les deux entrées étant symétriques, on peut obtenir un jeu de conditions similaires en 
intervertissant les indices 1 et 4. Une écriture élégante de la matrice  S  est obtenue en 
introduisant le paramètre de couplage C  tel que : 
 









0sincos0
sin00cos
cos00sin
0cossin0
CC
CC
CC
CC
j
j
j
j
S




  
  (40) 
Il est important de noter que l’intervalle des valeurs possibles pour C  est fortement 
dépendant de la technologie utilisée. Par exemple, un coupleur directionnel dit coupleur à 
branches [31], dont le schéma fonctionnel est présenté sur la Figure 13, permet des valeurs de 
couplage plutôt proches de l’équilibre (autour de -3dB). Ce coupleur peut être réalisé en 
technologie imprimée ou guide d’onde. Selon les notations de la Figure 13 et pour une 
alimentation en port 1, le port 2 est le port direct, le port 3 est le port couplé et le port 4 est le 
port isolé. D’autres types de coupleurs peuvent être utilisés pour des couplages plus faibles,  
donc des sorties plus déséquilibrées. En technologie imprimée, on peut par exemple utiliser 
des lignes couplées [32], tel qu’illustré sur la Figure 14. La particularité de ce coupleur réside 
dans l’agencement des ports, qui est différent d’un coupleur à branches. En effet, le port 
couplé (port 3) se trouve du même côté que le port d’entrée (port 1). En technologie guide 
d’onde et équivalent, on peut utiliser des coupleurs à fentes [33], tel qu’illustré sur la Figure 
15. Sur ce dernier exemple, il est important de savoir qu’avec des fentes plus grandes ou plus 
nombreuses ou en modifiant l’orientation relative des guides, il est possible d’augmenter le 
coefficient de couplage et donc de concevoir des coupleurs plus équilibrés [34]. 
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Figure 13 : Schéma fonctionnel d’un coupleur à branches 
 
 Port 1  Port 2 
 Port 3 Port 4 
lZ ,0
 
Figure 14 : Exemple de coupleur directionnel à lignes couplées 
 
 
Figure 15 : Exemple de coupleur directionnel à fentes [33] 
 
La liste présentée n’est évidemment pas exhaustive, plusieurs autres topologies sont 
disponibles dans la littérature. Finalement, le choix du coupleur va être essentiellement guidé 
par la technologie retenue (contraintes de compacité, planéité, tenue en puissance, pertes 
d’insertion, etc.) et l’adéquation de sa topologie (essentiellement l’orientation des ports) avec 
la matrice à réaliser afin de minimiser les interconnexions.  
Port 1 
Port 4 
Port 2 
Port 3 
101,lZ
101,lZ
202, lZ 202, lZ
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II. 2. 2 Forme générique des matrices de Blass et mise en équations 
La forme générique des matrices de Blass telle que proposée par leur auteur [13] est 
illustrée sur la Figure 16. Ces matrices sont constituées de M  ports d’entrée prolongés par 
autant de lignes d’alimentation (lignes plus ou moins verticales sur la Figure 16), permettant 
une alimentation en série des N  ports de sortie (dans le prolongement des voies horizontales 
sur la Figure 16). Un coupleur directionnel est positionné à l’intersection de chaque ligne 
d’alimentation avec les voies menant aux sorties. Chaque ligne d’alimentation est terminée 
par une charge adaptée, permettant un fonctionnement en onde progressive simplifiant 
significativement la description d’une telle structure. Les sorties sont connectées chacune à un 
des N  éléments rayonnants d’un réseau linéaire. On note que les lignes d’alimentation 
présentent un angle d’inclinaison variant progressivement d’une entrée à l’autre. L’idée est de 
produire par entrée un déphasage suivant une progression arithmétique, permettant ainsi 
d’orienter le faisceau comme nous l’avons vu dans la section I. 2. 3. L’angle de pointage du 
faisceau principal varie donc avec l’inclinaison de la ligne d’alimentation (ceci est illustré sur 
le coin en bas à gauche de la Figure 16). Nous reviendrons sur cette propriété ultérieurement. 
 
  
Figure 16 : Schéma de principe des Matrices de Blass [13] 
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Maintenant que nous avons introduit le principe des matrices de Blass, voyons leur 
mise en équations. Pour cela, procédons par étapes. Nous considérons d’abord une matrice de 
Blass élémentaire, c'est-à-dire ne produisant qu’un faisceau. Celle-ci est illustrée sur la Figure 
17. En fait, il s’agit d’une alimentation en série des éléments d’un réseau linéaire, la charge 
adaptée en bout de ligne produisant un fonctionnement en onde progressive, évitant ainsi une 
réflexion de l’énergie encore présente en bout de ligne qui perturberait le fonctionnement de 
l’ensemble et surtout rendrait la mise en équation plus complexe.  
 
 
Figure 17 : Matrice de Blass à une entrée [13] 
 
Le nœud nA  est associé au coupleur directionnel alimentant la source élémentaire n , 
n  variant de 1 à N . Soit An  le paramètre de couplage caractérisant ce coupleur. Entre deux 
nœuds successifs est placée une longueur de ligne introduisant le déphasage A  ( AA l  
où A  est la phase par unité de longueur tel que défini dans [13] et l  la longueur entre deux 
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coupleurs directionnels successifs). Le coefficient de transmission entre l’accès A  (repéré sur 
la Figure 17 par le nœud 0A ) et la source élémentaire n  peut être écrit sous la forme : 



1
1
cossin
n
k
A
k
jA
n
A
n
AejT          (41)  
Avec la convention que si l’indice de début est supérieur à l’indice de fin, le produit en 
question vaut 1, il est possible d’inclure dans la même formule le cas particulier 1n , pour 
lequel le coefficient de transmission s’écrit : 
AA jT 11 sin          (42)  
La relation (41) peut également se mettre sous la forme suivante, en sortant le terme 
exponentiel complexe du produit et en conservant la convention définie ci-dessus : 
  Anjn
k
A
k
A
n
A
n ejT
 11
1
cossin 




        (43) 
Il ressort ainsi de cette relation que le déphasage entre deux sources élémentaires 
successives est exactement A . Le réseau linéaire présente alors une progression de phase 
arithmétique. D’après la relation (8), le faisceau principal pointe donc dans la direction 
angulaire suivante : 


  

2
sin 010 Ad
         (44) 
Le niveau des lobes secondaires peut être contrôlé en définissant une loi d’amplitude 
appropriée, qui contraint le choix des paramètres de couplage des coupleurs directionnels. 
Quant à la puissance dissipée dans la charge, elle est également fonction de la définition des 
coupleurs directionnels. Le rapport entre la puissance en entrée et la puissance dissipée dans 
la charge peut s’écrire comme suit : 
2
1
arg cos 

 

N
k
A
k
Accès
eCh
P
P         (45) 
Comme il s’agit d’un produit de termes tous inférieurs à 1, il vient naturellement que 
plus le réseau linéaire contient d’éléments, moins il y a de puissance dissipée dans la charge. 
La mise en équation se complique avec l’ajout du deuxième accès selon le schéma de la 
Figure 18. En effet, le comportement de l’accès A  n’est pas affecté par l’ajout de l’accès B  
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du fait des propriétés des coupleurs directionnels (ports isolés). Par contre, le signal introduit 
en B  va être affecté par la présence de la ligne d’alimentation A , car il n’existe plus un trajet 
unique entre le point 0B  et l’élément rayonnant n .  
Soit Bn  le paramètre du coupleur directionnel matérialisé par le point nB . On fait 
l’hypothèse que le déphasage entre les points nA  et nB  est indépendant de n  (lignes 
d’alimentation parallèles). On peut donc négliger ce terme puisque seules les phases relatives 
sont pertinentes dans l’analyse des réseaux linéaire. On pourrait faire une hypothèse 
équivalente en considérant que les déphaseurs de l’accès B  sont placés entre les points nA  et 
nB , et que les distances entre points d’une même ligne d’alimentation sont constantes. Une 
loi de phase progressive se traduirait alors par une inclinaison de la ligne d’alimentation 
comme illustré sur la Figure 16 si l’on néglige les perturbations induites par les lignes 
d’alimentation comprises entre la ligne considérée et le réseau d’éléments rayonnants.   
 
 
Figure 18 : Matrice de Blass à deux entrées [5] 
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Il s’en suit que le coefficient de transmission entre l’accès B  (repéré sur la Figure 18 
par le nœud 0B ) et la source élémentaire n  peut être mis sous la forme : 


 

1
1
coscossin
n
k
B
k
jA
n
B
n
B
n
BejT    
 





 






1
1
1
1
1
1
coscossinsinsin
n
m
n
mj
A
j
j
m
i
B
i
jjB
m
A
m
A
n
ABA eeej  
 
(46) 
Pour que cette formule soit valable pour n  variant de 1 à N , nous étendons au signe 
somme la convention adoptée pour le produit dans le cas des matrices de Blass à une seule 
entrée, à savoir que si l’indice de début est supérieur à l’indice de fin, la somme est égale à 1. 
Ce qui donne pour le cas particulier 1n , la formule suivante : 
ABB jT 111 cossin          (47) 
Pour faciliter la compréhension de la formule (46), nous avons illustré avec la Figure 
19 le principe des trajets multiples induits par la ligne d’alimentation A  sur la ligne 
d’alimentation B . 
 
Figure 19 : Trajets multiples induits par l’accès A sur l’accès B 
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Le premier terme de la formule (46) est le trajet principal, en rouge sur la Figure 19. Il 
correspond à la formule (43) dérivée dans le cas à une seule entrée, à l’impact près du 
coupleur matérialisé par le point nA . Le deuxième terme de la formule (46) traduit les trajets 
multiples induits par la présence de la ligne d’alimentation A . Il se décompose comme suit, 
pour un trajet m  donné :  
 

1
1
cos
m
i
B
i
j Be   : trajet parcouru sur la ligne d’accès B avant le coupleur m . 
 AjBmAm e  sinsin  : trajet associé aux coupleurs m  des lignes A  et B . 
 

1
1
cos
n
mj
A
j
j Ae   : trajet parcouru sur la ligne d’accès A  après le coupleur m .  
 
Finalement, il ressort des développements précédents qu’une matrice de Blass à deux 
entrées donne la loi d’alimentation suivante : 
BTATC Bn
A
nn   pour Nn ...1      (48) 
où A , respectivement B , est le signal fourni à l’accès A , respectivement B  ; 
 AnT  le coefficient de transmission défini par la formule (43) ; 
 BnT  le coefficient de transmission défini par la formule (46). 
La loi d’alimentation totale définie ci-dessus se décompose en une loi d’alimentation 
associée à l’entrée A  et une loi d’alimentation associée à l’entrée B  : 

 

BTC
ATC
B
n
B
n
A
n
A
n    pour Nn ...1      (49) 
Le système à résoudre se traduit donc par N2  équations  complexes à N4  inconnues 
réelles, à savoir les paramètres des coupleurs directionnels et les phases des déphaseurs 
associés. Il existe donc a priori une solution mathématique à ce problème. La difficulté de la 
conception d’une telle matrice consiste alors à dimensionner les différents coupleurs et 
déphaseurs, et tout particulièrement ceux de la ligne d’alimentation B , pour obtenir les 
coefficients de transmission associés à une loi d’alimentation donnée. De plus, la méthode de 
conception doit prendre en compte les limites de faisabilité des coupleurs directionnels en 
termes de répartition de signal, tout en minimisant les pertes dans les charges adaptées. Une 
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conception optimale suppose des pertes minimales et donc une efficacité maximale du circuit 
d’alimentation. Il n’existe pas de solution systématique à ce problème pour le cas général. Par 
contre, il est possible d’atteindre l’optimum dans le cas décrit dans la section suivante. 
II. 3 Méthode de conception optimale dans le cas à deux entrées 
Nous présentons dans cette section une méthode de conception de matrices de Blass à 
deux entrées publiée par Jones et DuFort [35]. Cette méthode permet de produire deux lois 
d’amplitude arbitraires avec une efficacité optimale, tous les éléments rayonnants étant 
supposés en phase pour les deux lois d’alimentation. Cette hypothèse simplificatrice permet 
de diviser par deux le nombre d’inconnues, puisque seules les amplitudes sont optimisées. La 
formation en amplitude est particulièrement intéressante pour des applications de radar à 
impulsion pour lesquelles deux faisceaux, communément appelés faisceaux « somme » et 
« différence », sont nécessaires. Ces deux faisceaux ont la particularité de pointer dans la 
même direction, permettant ainsi des lois d’alimentation équi-phases pour les deux accès. Le 
faisceau « somme » présente un maximum dans l’axe, tandis que le faisceau « différence » 
présente un nul. Ce dernier est obtenu précisément dans l’axe par une alimentation centrale en 
opposition de phase de deux portions symétriques de l’antenne réseau. Le mode d’opération 
du radar est donc le suivant : le balayage mécanique du faisceau « somme » assure une 
première localisation de la cible sans ambiguïté, puis le faisceau « différence » est utilisé pour 
améliorer la précision de la localisation. Ce mode d’opération est fondé sur le fait que la 
détermination d’un zéro dans un diagramme de rayonnement est plus précise que celle d’un 
maximum. En augmentant le nombre d’éléments du réseau linéaire, on améliore la directivité 
et donc la résolution du radar. Une définition appropriée des lois d’amplitude permet de 
contrôler le niveau des lobes secondaires. 
La méthode proposée consiste à dériver des équations définissant une portion 
élémentaire de la matrice, tel qu’illustré sur la Figure 20. Cette portion élémentaire comprend 
les nœuds nA , nB  et l’élément rayonnant n , selon les notations introduites dans la section 
précédente, et est définie par le système d’équations suivant : 








A
n
B
nn
A
nnn
B
nnn
A
n
B
nn
A
nnn
bac
bb
baa



cossinsin
cos
sinsincos
1
1
  pour Nn ...1    (50) 
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Figure 20 : Notations pour l’analyse d’une Matrice de Blass à deux entrées [35] 
 
Avec ces notations, il est possible d’écrire le rapport entre la puissance dissipée dans 
les charges adaptées et la puissance en entrée comme suit : 
2
1
2
1
2
1
2
1arg
ba
ba
P
P NN
Accès
eCh

          (51) 
Le système d’équations (50) permet de définir une méthode de conception « de proche 
en proche ». Pour des amplitudes de coefficients nc , Nn ...1 , données et des paramètres de 
coupleurs An  et Bn , Nn ...1 , fixés, il est possible de calculer de proche en proche tous les 
na  et nb , pour Nn ...1 , en partant de 1a  et 1b . Une autre solution peut être de partir de 1Na  
et 1Nb   pour déterminer tous les na  et nb , pour Nn ...1 . Il est ainsi possible de dériver une 
condition sur la puissance dissipée dans les charges et de minimiser celle-ci en fonction de la 
contrainte imposée sur les paramètres de coupleurs. 
Les limites de faisabilité en termes de répartition de signal des coupleurs directionnels 
sont prises en compte à l’aide d’un paramètre  , fonction du type de coupleurs utilisés, 
imposant la condition suivante sur les paramètres des coupleurs : 
 22 sinsin n  pour Nn ...1      (52) 
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Ce paramètre de couplage   permet donc de fixer une limite haute au couplage 
réalisable. Il est important de souligner qu’en fonction de la technologie retenue pour les 
coupleurs directionnels, il est parfois plus judicieux de définir une limite basse. En réalité, le 
choix du type de coupleur dépendra essentiellement du nombre de ports de sortie. Nous 
reviendrons sur ce point en fin de section.  
Pour concevoir la première ligne d’alimentation, nous posons 0nb , pour Nn ...1 . 
Nous supposons connus les coefficients Snc , pour Nn ...1 , de la loi d’amplitude associée au 
faisceau « somme ». Le système d’équation (50) se résume alors aux équations suivantes : 

 

A
n
S
n
S
n
A
n
S
n
S
n
ac
aa


sin
cos1  pour Nn ...1      (53) 
Ce qui permet d’écrire la formule suivante, indépendante des paramètres des  
coupleurs : 
     2221 SnSnSn aca   pour Nn ...1     (54) 
En exploitant la récurrence de cette dernière relation, nous arrivons à la formulation 
suivante : 
     

 
N
nk
S
k
S
N
S
n caa
22
1
2  pour Nn ...1     (55) 
En utilisant la deuxième équation du système (53), nous arrivons à la condition 
suivante sur les paramètres des coupleurs de la ligne d’accès A  : 
 
   

 
 N
nk
S
k
S
N
S
nA
n
ca
c
22
1
2
2sin    pour Nn ...1    (56) 
La contrainte (52) sur les paramètres des coupleurs permet d’écrire l’inéquation 
suivante : 
     

2
222
2
1 sin
sin 




N
nk
S
k
S
n
S
N
cc
a   pour Nn ...1    (57) 
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De sorte que pour minimiser la puissance dissipée dans la charge adaptée tout en 
respectant la condition imposée par la relation (57), SNa 1  doit vérifier la relation suivante : 
   










 
N
nk
S
k
S
nS
N c
c
Nn
a 2
2
2
1 sin...1
max
      (58) 
Partant de cette valeur, tous les paramètres des coupleurs de la ligne d’alimentation A  
peuvent être calculés en utilisant la formule (56).  
Considérons maintenant les coefficients Dnc , pour Nn ...1 , de la loi d’amplitude 
associée au faisceau « différence ». Les trajets multiples propres à l’accès B  (voir Figure 19)  
ne permettent pas de simplifier le système (50). Il faut donc le prendre dans son intégralité. A 
ceci près que maintenant, les An , pour Nn ...1 , sont connus. En suivant une démarche 
semblable à celle utilisée pour le faisceau « somme », il est possible de dériver une expression 
générique pour tous les paramètres des coupleurs de la ligne d’accès B  (voir annexe D) : 
 
   




 N
nl
D
Nll
D
N
D
NnnB
n
ab
a
2
1
2
1
2
12sin    pour Nn ...1   (59) 
où  


N
nk
D
k
S
kS
n
A
n
A
n
A
n
D
n
n ccc
c 

sintan
cos
  et An
A
nS
n
S
N
n c
a  tansin1 . 
Les coupleurs directionnels de la ligne d’alimentation B  étant également soumis à la 
contrainte traduite par la relation (52), on peut définir l’inégalité suivante : 
 
    
2
2
1
2
1
2
1 sin






N
nl
D
Nll
D
N
D
Nnn
ab
a
  pour Nn ...1   (60) 
La résolution du problème consiste donc à minimiser le terme    2121 DNDN ba    
correspondant à la puissance totale dissipée dans les charges pour le faisceau « différence » 
avec la contrainte définie par la relation (60). Il n’est pas possible de dériver une expression 
analytique de la solution comme dans le cas du faisceau « somme ». Toutefois, une étude de 
la forme quadratique définie par la relation (60), ayant pour inconnues DNa 1  et 
D
Nb 1 , permet 
de définir un algorithme pour une résolution numérique (voir annexe E). Tout cela permet de 
confirmer la complexité des matrices de Blass et la difficulté à trouver un optimum en termes 
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d’efficacité. D’ailleurs, c’est ce qui amène souvent à limiter l’utilisation des matrices de Blass 
à des réseaux linéaire relativement importants, car dans ce cas précis, le couplage entre accès 
est fortement réduit par la directivité accrue des coupleurs, notamment en début de ligne 
d’alimentation, ce qui permet de dimensionner les différents accès selon la méthodologie de la 
première ligne. Cette approche, qui reste une approximation, entraîne souvent l’apparition de 
lobes secondaires non désirés, d’autant plus importants que le réseau linéaire est réduit. Dans 
le cas d’antennes réseaux linéaires de grandes dimensions, des coupleurs permettant des 
niveaux de couplage faibles sont nécessaires, notamment en début de chaque ligne 
d’alimentation, justifiant ainsi le choix d’une limite haute sur les paramètres de couplage 
plutôt que d’une limite basse. Dans le cas de matrices d’alimentation de petites dimensions, le 
choix de la contrainte à prendre en compte dépendra fortement des lois d’alimentation à 
produire. Il serait même plus judicieux dans ce cas particulier de s’affranchir de cette 
contrainte. Nous aborderons cette possibilité avec les matrices de Nolen dans le chapitre 
suivant. 
II. 4 Méthode de conception dans le cas à M entrées 
Nous présentons maintenant une méthode de conception proposée récemment par 
Mosca et al. [36], valable quel que soit le nombre d’entrées et s’appuyant en parti sur la 
méthode décrite dans la section précédente. Pour obtenir des lois d’alimentation formées en 
amplitude et en phase, il est nécessaire d’ajouter à chaque nœud de la matrice un contrôle en 
phase via un déphaseur. De sorte que l’on peut maintenant contrôler la répartition en 
amplitude et en phase au niveau de chaque nœud. La Figure 21(a) présente le schéma 
fonctionnel d’une matrice de Blass à M  entrées ainsi que les notations associées. La Figure 
21(b) présente le détail d’un nœud. Une matrice de Blass peut générer simultanément autant 
de faisceaux qu’elle possède d’entrées. Nous pouvons donc définir M  lois d’alimentation 
associées à M  faisceaux. Soit  mC , pour Mm ...1 , le vecteur de dimension N  contenant 
les coefficients d’alimentation des éléments rayonnants du réseau linéaire associé au faisceau 
m . La conception de la matrice de Blass consiste donc à dimensionner les paramètres des 
coupleurs et des déphaseurs de manière à obtenir en sortie de la matrice une combinaison 
linéaire donnée des vecteurs  mC  avec une alimentation appropriée en entrée de la matrice.  
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(a)      (b) 
Figure 21 : (a) Schéma fonctionnel de la matrice de Blass à M entrées et  
(b) détail d’un nœud de la matrice [36] 
 
La formulation proposée par Mosca et al. [36] s’appuie sur une propriété des matrices 
orthogonales [27] en considérant le réseau encadré sur la Figure 21(a). En effet, en excluant 
les charges adaptées, on peut dire que le réseau étudié est sans pertes et dériver ainsi une 
propriété d’orthogonalité commode pour la résolution du problème. Pour cela, il nous faut 
introduire les vecteurs suivants : 
 1a  et 1b  correspondant respectivement aux ondes incidentes et réfléchies aux ports 
1ia  pour Mi ...1 ; 
 2a  et 2b  correspondant respectivement aux ondes incidentes et réfléchies aux ports 
  jMf 1  pour Nj ...1 ; 
 3a  et 3b  correspondant respectivement aux ondes incidentes et réfléchies aux ports 
 1Nia  pour Mi ...1 ; 
 et 4a  et 4b  correspondant respectivement aux ondes incidentes et réfléchies aux 
ports jf1  pour Nj ...1 . 
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De sorte qu’il nous est possible d’écrire la matrice  S  du réseau excluant les charges 
adaptées sous la forme suivante : 


























4
3
2
1
4
3
2
1
00
00
00
00
a
a
a
a
WY
VX
WV
YX
b
b
b
b
TT
TT       (61) 
Les matrices nulles de la relation (61), notées 0 , traduisent le fait que le réseau est 
adapté à tous les ports ainsi que les propriétés de découplages induites par les coupleurs 
directionnels. De plus, la matrice  S  de la relation (61), représentant un réseau sans pertes, 
est nécessairement symétrique , d’où l’écriture avec des transposées de sous-matrices. Les 
sous-matrices X , Y , V  et W  ont respectivement pour dimensions MM  , NM  , MN   
et NN  . Dans l’étude du réseau excluant les charges adaptées, on considère les vecteurs 3b  
et 4b  comme étant les sorties. Les vecteurs 2a  et 3a  sont nuls car les charges sont 
parfaitement adaptées. Le vecteur 4a  est également supposé nul, ce qui traduit le fait que nous 
étudions le réseau en transmission. De sorte que l’on peut définir une famille de vecteurs 
d’alimentation en entrée correspondant à l’alimentation tour à tour des entrées 1ma  pour 
Mm ...1 comme suit : 
      pour Mm ...1    (62) 
 
On associe respectivement à ces M  vecteurs d’entrée les M  vecteurs de sortie 
suivants : 
 
 
 







0
1
4
3
m
TT
TT
m
m a
WY
VX
b
b
   pour Mm ...1    (63) 
En appliquant les propriétés des matrices orthogonales [27], il ressort que la famille de 
vecteurs définie par la relation (63) est mutuellement orthogonale, à savoir : 
 
 
 
  0
4
3
4
3 



 
q
qT
p
p
b
b
b
b
        (64) 
où  p  et q  sont des entiers distincts de l’intervalle  M,1 .     
   
mrang
Tma 001001 
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Généralement, le caractère non-orthogonal de la matrice (charges incluses) ne permet 
pas d’associer un faisceau à chaque accès, les faisceaux n’étant pas linéairement 
indépendants. Il est donc commode de considérer que le faisceau m  est obtenu par une 
alimentation formée d’une combinaison linéaire des m  premiers accès, à savoir 11a , 
21a ,… 1ma . De plus, du fait des propriétés des coupleurs directionnels, lorsque l’accès 1ma  est 
alimenté, la puissance dissipée dans les charges adaptées est la somme quadratique des m  
premiers termes du vecteur  mb3 . De sorte que la minimisation de la puissance dissipée dans 
les charges pour des lois d’alimentation données constitue un problème non linéaire à 
variables multiples.  
Afin de simplifier le problème, les auteurs de [36] proposent d’introduire une 
contrainte supplémentaire : le dimensionnement de la matrice doit être tel que seule la charge 
associée au port  1Nma  dissipe de la puissance lorsque l’accès 1ma  est alimenté. Cette 
condition induit que les vecteurs  mb3  sont deux à deux orthogonaux. Il s’en suit que la 
relation (64) impose aux vecteurs  mb4  d’être également deux à deux orthogonaux. On 
rappelle que le vecteur  mb4 , pour Mm ...1 , correspond à l’alimentation des éléments 
rayonnants lorsque l’accès 1ma  est alimenté.  
En règle générale, la famille de vecteurs  mC  définissant les coefficients 
d’alimentation des faisceaux n’est pas orthogonale. Compte tenu des remarques faites ci-
dessus, il faut donc trouver une famille de vecteurs  mb4  deux à deux orthogonaux telle que le 
vecteur  kC  soit une combinaison linéaire des k  premiers vecteurs  mb4 . Une telle famille de 
vecteurs peut être obtenue en appliquant le procédé d’orthonormalisation de Gram-Schmidt 
aux M  vecteurs  mC . Ces deux familles de vecteurs sont liées par la relation matricielle 
suivante : 
 
 
 
 
 
 
 
 































M
MMM
M b
b
b
b
C
C
C
C
4
3
4
2
4
1
4
321
3231
21
3
2
1
1
01
001
0001










     (65) 
où  
   
   


 jj
ji
ij bb
bC
44
4  pour Mi ...2  et 1...1  ij . 
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Les M  vecteurs de sortie associés au réseau excluant les charges adaptées peuvent 
alors s’écrire comme suit : 
       pour Mm ...1  (66) 
 
où  mp  est l’amplitude dissipée dans la charge en bout de la ligne excitée.  
Cette relation permet de dire que la puissance dissipée suite à l’alimentation du port 
1ma  est 
2
mp .  
Par commodité d’écriture, on introduit la famille de vecteurs suivante : 
 TiNiii fffF ...21  pour 1...1  Mi     (67) 
L’annexe F montre qu’il est possible de calculer le vecteur iF  lorsque l’on alimente le 
port 1ia  connaissant les paramètres associés aux étages supérieurs, c'est-à-dire les lignes 
d’indice inférieur à i , à l’aide de la formule suivante : 
1
1
1
1
2
1
1 FBBBF iii      pour Mi ...2     (68) 
où  kB  est une matrice caractéristique de la ligne k  dont la définition complète en 
fonction des paramètres des coupleurs directionnels et des déphaseurs est détaillée en annexe 
F. 
On peut alors relier cette formulation relativement complexe du dimensionnement 
d’un étage de la matrice de Blass à M  entrées à celui relativement simple du premier étage 
d’une matrice de Blass à deux accès décrite dans la section précédente. Afin de prendre en 
compte les limites de faisabilité des coupleurs directionnels, les auteurs de [36] introduisent le 
paramètre   vérifiant la relation suivante : 
 sinsin mn   pour Mm ...1  et Nn ...1     (69) 
On pourra noter que cette contrainte ne prévoit pas que les termes mnsin  soient 
négatifs, contrairement à la contrainte équivalente de la section précédente définie par 
l’équation (52). Puisque les nœuds de la matrice de Blass dans cette description généralisée 
intègrent des déphaseurs, ce déphasage éventuel de 180 degrés est pris en compte à ce niveau. 
  
mrang
Tm
mm bpx 40000 
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Finalement, l’algorithme de résolution associé au problème de dimensionnement d’une 
matrice de Blass à M  entrées proposé par Mosca et al. [36] se décompose selon les étapes 
suivantes : 
1) Définir les M  vecteurs  mC  normalisés associés aux M  faisceaux désirés. 
2) Appliquer aux vecteurs  mC  le procédé d’orthonormalisation de Gram-
Schmidt pour définir les M  vecteurs  mb4  et les coefficients ij , selon l’écriture matricielle 
(65). 
3) Considérer que seul le port 1ia  est excité, de sorte que 
 ibF 41  . 
4) Calculer le vecteur iF  à l’aide de la relation (68). 
5) Calculer les déphasages  inin farg2 
  pour Nn ...1  associés aux 
déphaseurs de la ligne i .  
6) Appliquer la méthode de dimensionnement des coupleurs directionnels de la 
première ligne d’une matrice de Blass dérivée dans la section II. 3 pour calculer les insin  
pour Nn ...1 , la puissance 2ip  dissipée dans la charge adaptée de la ligne i  et l’amplitude 
d’alimentation en entrée 1ia  que l’on notera ie . 
7) Reprendre les étapes 3 à 6 pour Mi ...1 . 
 
Tout l’intérêt de cette méthode est donc de ramener un problème non linéaire à 
variables multiples à un problème récurrent consistant à minimiser à chaque itération 
l’amplitude ip  dissipée dans la charge associée selon la méthode dérivée dans la section  II. 
3, et cela grâce au choix judicieux de la base vectorielle   Mmmx ...1 . Par contre, le défaut de 
l’hypothèse simplificatrice retenue est que la conception est optimale en termes d’efficacité 
pour les lois d’alimentation orthogonalisées et non les lois d’alimentation souhaitées. Le lien 
entre ces deux familles de lois d’alimentation se fait en introduisant la famille de vecteurs 
suivante : 
     pour Mi ...1    (70) 
 
 
irang
T
ii eE 0000 
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On peut ainsi écrire le vecteur d’alimentation 
ientrée
E à appliquer en entrée de la 
matrice de Blass pour obtenir le faisceau i  comme suit : 
i
MMM
ientrée
EE 











1
01
001
0001
321
3231
21








     (71) 
II. 5 Exemples de dimensionnements 
II. 5. 1 Cas d’une matrice de Blass à deux accès 
Nous illustrons les propriétés décrites dans ce chapitre par deux exemples de 
dimensionnement. Pour cela, nous avons codé sous Matlab les algorithmes associés aux 
méthodes proposées dans [35] et [36]. Nous commençons par reprendre le cas d’application 
du radar à impulsion retenu dans [35] et justifiant de l’intérêt pour les matrices de Blass à lois 
d’alimentation uniformes en phase. Notre objectif est en particulier de comparer les deux 
méthodes pour mettre en évidence les limites de la méthode générale en termes d’efficacité.  
Le réseau considéré est linéaire et possède 24 éléments rayonnants. Afin d’assurer une 
bonne symétrie des diagrammes par rapport à l’axe orthogonal au réseau linéaire, le réseau de 
24 éléments rayonnants est subdivisé en deux sous-réseaux identiques de 12 éléments avec 
une alimentation centrale. Les alimentations des deux sous-réseaux se font en phase pour le 
faisceau « somme » et en opposition de phase pour le faisceau « différence ». Les lois 
d’alimentation des sous-réseaux considérés sont reportées dans le Tableau 1. Ces lois ont été 
optimisées pour baisser le niveau des lobes secondaires. Les diagrammes de rayonnement 
associés à ces lois d’alimentation sont représentés sur la Figure 22 pour un pas de réseau 
05,0 d .  
 
N 1 2 3 4 5 6 7 8 9 10 11 12 
Somme 6,064 5,932 5,676 5,318 4,852 4,311 3,735 3,126 2,541 1,969 1,452 1,000 
Différence 0,976 2,822 4,362 5,513 6,884 6,137 5,717 4,893 3,860 2,747 1,719 0,845 
Tableau 1 : Exemple de lois d’alimentation pour un radar à impulsion [35] 
 
Chapitre II – Matrices de Blass 
46 
 
Figure 22 : Exemple de faisceaux « somme » et « différence » 
 
Les résultats obtenus avec la méthode proposée dans [35] pour différentes contraintes 
sur les coupleurs directionnels sont présentés dans le Tableau 2. On vérifie que l’efficacité 
dépend fortement de la contrainte sur les coupleurs directionnels pour des réseaux avec un 
nombre relativement modeste d’éléments rayonnants, d’où l’intérêt de la méthode proposée 
puisque qu’elle permet dans ce cas de minimiser l’énergie dissipée dans les charges adaptées. 
Également, de par le processus de conception en lui-même, le faisceau « somme » n’est excité 
que par le signal sur l’accès A . Par contre, le faisceau « différence » est excité par une 
combinaison linéaire des signaux sur l’accès A  et l’accès B . Ceci est dû à la non-
orthogonalité des deux lois d’alimentation. En effet, la relation (D-8), dérivée en annexe, 
appliquée au signal en entrée sur l’accès A  pour le faisceau différence donne : 


  


N
nk
D
k
S
k
S
N
D
NS
A
D ccaa
c
a 11
1
1
1
sin   pour Nn ...1    (72) 
Il ressort donc de cette relation que la contribution en entrée de l’accès A  est nulle si 
la relation suivante est vérifiée : 
 011 


N
nk
D
k
S
k
S
N
D
N ccaa    pour Nn ...1     (73) 
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 5,0sin          
6dB 
3,0sin          
10dB 
    
N Ligne A  Ligne B Ligne A Ligne B    
1 0,3995 -0,5000 0,2925 -0,2405  
2 0,4263 -0,4131 0,2992 -0,1163  
Efficacité en %  incrad PP /  
3 0,4510 -0,2723 0,3000 0,0106 sin  Somme Différence
4 0,4734 -0,0975 0,2947 0,1255 6dB 91,91 94,54 
5 0,4903 0,2002 0,2813 0,2754 10dB 49,25 59,93 
6 0,4998 0,2441 0,2605 0,2765    
7 0,5000 0,3630 0,2337 0,3000  
8 0,4832 0,4508 0,2012 0,2861  
Ratio d’alimentation en 
entrée  11 / ab  
9 0,4486 0,5000 0,1670 0,2404 sin  Somme Différence
10 0,3890 0,4858 0,1312 0,1730 6dB 0 0,7033 
11 0,3114 0,3878 0,0976 0,1018 10dB 0 0,9678 
12 0,2257 0,2191 0,0675 0,0382 
 
   
Tableau 2 : Paramètres des coupleurs directionnels 
 
Cela se rapproche d’une condition d’orthogonalité sur les lois d’alimentation si la 
matrice était sans pertes, c'est-à-dire 011   SNDN aa .  
Par ailleurs, ces résultats mettent en évidence l’importance du signe des paramètres 
des coupleurs directionnels, information omise dans l’article [35]. La formule (56) permet de 
voir que les paramètres des coupleurs de la ligne A  sont toujours positifs (ou plus exactement 
tous de même signe pour obtenir une loi uniforme en phase). Par contre, il ressort de la 
formule (D-10) dérivée en annexe que certains paramètres des coupleurs de la ligne B  
peuvent être négatifs. Cela sous-entend que le choix de la technologie pour les coupleurs 
directionnels doit permettre de régler ce déphasage. Autrement, il est nécessaire d’inclure des 
déphaseurs dans la conception de la matrice, même lorsque l’on conçoit des faisceaux à lois 
d’alimentation uniformes en phase. En dimensionnant le même réseau avec la méthode 
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générale proposée dans [36], nous obtenons les résultats du Tableau 3. Ceux-ci confirment la 
remarque ci-dessus concernant le signe des paramètres de couplage sur l’accès B . Par 
ailleurs, et comme on pouvait s’y attendre, les résultats de la première ligne sont identiques 
pour les deux méthodes mais sensiblement différents pour la seconde. Notamment, l’efficacité  
 
 5,0sin   
6dB 
3,0sin   
10dB 
    
N Ligne A 
V  
degrés  
Ligne B 
V  
degrés 
Ligne A 
V 
degrés 
Ligne B 
V 
degrés 
 
  
1 0,3995 
90 
0,5000 
180 
0,2925 
90 
0,3000 
180 
 
2 0,4263 
90 
0,4392 
180 
0,2992 
90 
0,2069 
180 
 
Efficacité en %  incrad PP /  
3 0,4510 
90 
0,3365 
180  
0,3000 
90 
0,1037 
180 sin  Somme Différence
4 0,4734 
90 
0,2016 
180 
0,2947 
90 
0,0050 
180 6dB 91,91 79,03 
5 0,4903 
90 
0,0562 
0 
0,2813 
90 
0,1272 
0 10dB 49,25 37,65 
6 0,4998 
90 
0,0696 
0 
0,2605 
90 
0,1244 
0 
   
7 0,5000 
90 
0,1462  
0 
0,2337 
90 
0,1444 
0 
 
8 0,4832 
90 
0,1809  
0 
0,2012 
90 
0,1360 
0 
 Ratio d’alimentation en 
entrée  11 / ab  
9 0,4486 
90 
0,1719  
0 
0,1670 
90 
0,1071 
0 sin  Somme Différence
10 0,3890 
90 
0,1250  
0 
0,1312 
90 
0,0678 
0 6dB 0 0,7167 
11 0,3114 
90 
0,0579  
0 
0,0976 
90 
0,0288 
0 10dB 0 0,8383 
12 0,2257 
90 
0,0089 
180 
0,0675 
90 
0,0043  
180 
 
   
Tableau 3 : Paramètres des coupleurs directionnels avec l’algorithme général 
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chute fortement avec la méthode proposée dans [36] et ce quelle que soit la contrainte 
imposée sur le dimensionnement des coupleurs. Cela permet de mettre en évidence le 
caractère non optimal de la méthode générale. 
II. 5. 2 Cas d’une matrice de Blass à 20 sorties 
Pour mettre en évidence l’intérêt de l’algorithme général, nous avons repris le cas 
traité dans [36]. Celui-ci est caractérisé par un nombre de sorties plus important. La matrice 
de Blass est dimensionnée pour alimenter un réseau linéaire comprenant 20 éléments 
rayonnants et former 9 faisceaux. Les lois d’amplitude des 9 faisceaux sont définies selon une 
loi de Taylor assurant un niveau de lobes secondaires à 40 dB [37, 38], tandis que les lois de 
phase, définies avec la relation (8), assurent des pointages respectifs selon les directions 
suivantes : 0°, 5°, 10°, 15°, 20°, -5°, -10°, -15° et -20°. Ces 9 faisceaux permettent ainsi de 
couvrir un secteur angulaire de 45° avec une résolution de 5°, ce qui peut être intéressant dans 
des applications de balayage électronique. Les facteurs de réseau normalisés associés à ces 
faisceaux sont représentés sur la Figure 23. Les résultats obtenus avec l’algorithme de Mosca 
et al. [36] sont reportés du Tableau 4 au Tableau 6. On note en particulier une nette 
amélioration de l’efficacité. De plus, il est intéressant de voir que tous les faisceaux ont des 
rendements comparables (entre 90% et 95%). Ceci est dû au fait que le rendement dépend 
 
 
 
Figure 23 : Facteurs de réseau normalisés des 9 faisceaux étudiés 
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essentiellement du nombre d’éléments rayonnants pour les grands réseaux linéaires. Lorsque 
N  est faible, le rendement est beaucoup plus sensible aux lois d’alimentation retenues.  
 
Paramètres des coupleurs directionnels avec 5,0sin    mnsin  
n 
n1sin  n2sin  n3sin  n4sin n5sin  n6sin  n7sin  n8sin  n9sin  
1 0,0378 0,0841 0,1376 0,1914 0,2454 0,2840 0,3254 0,3675 0,4116 
2 0,0553 0,1178 0,1841 0,2443 0,2992 0,3370 0,3748 0,4081 0,4330 
3 0,0862 0,1737 0,2556 0,3201 0,3703 0,3977 0,4144 0,4082 0,3686 
4 0,1256 0,2367 0,3266 0,3858 0,4184 0,4164 0,3809 0,3155 0,2969 
5 0,1700 0,2979 0,3858 0,4284 0,4231 0,3679 0,2959 0,3170 0,3835 
6 0,2177 0,3536 0,4292 0,4389 0,3682 0,2948 0,3246 0,3657 0,3244 
7 0,2669 0,4011 0,4512 0,4035 0,2845 0,3221 0,3494 0,3019 0,3502 
8 0,3157 0,4371 0,4410 0,3259 0,2996 0,3469 0,2916 0,3498 0,3590 
9 0,3624 0,4568 0,3886 0,2908 0,3556 0,2936 0,3359 0,3489 0,3195 
10 0,4057 0,4532 0,3112 0,3518 0,3290 0,3084 0,3532 0,3086 0,3794 
11 0,4438 0,4174 0,2927 0,3923 0,2715 0,3634 0,2933 0,3735 0,3074 
12 0,4747 0,3471 0,3638 0,3529 0,3175 0,3210 0,3496 0,3122 0,3823 
13 0,4951 0,2697 0,4276 0,2822 0,3593 0,3013 0,3431 0,3523 0,3165 
14 0,5000 0,2602 0,4249 0,3094 0,3046 0,3672 0,2974 0,3521 0,3781 
15 0,4824 0,3415 0,3510 0,3815 0,2733 0,3392 0,3736 0,3108 0,3387 
16 0,4364 0,4402 0,2720 0,3731 0,3570 0,2984 0,3272 0,3880 0,3655 
17 0,3611 0,5000 0,3156 0,2817 0,3715 0,3705 0,3224 0,2880 0,3657 
18 0,2668 0,4884 0,4268 0,2495 0,2681 0,3316 0,4077 0,4076 0,3435 
19 0,1778 0,4062 0,4806 0,3501 0,2598 0,2160 0,2646 0,3559 0,4502 
20 0,1238 0,3268 0,5000 0,5000 0,5000 0,5000 0,5000 0,5000 0,5000 
Tableau 4 : Paramètres des coupleurs directionnels de la matrice de Blass à 9 
faisceaux 
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Paramètres des déphaseurs, en degrés  mn  
n 
n1  n2  n3  n4  n5  n6  n7  n8  n9  
1 90,00 -12,37 -12,59 -13,51 -15,17 112,29 10,74 12,92 16,21 
2 90,00 -2,82 -2,74 -3,37 -4,80 83,46 -0,60 1,37 4,29 
3 90,00 6,91 7,44 7,23 6,15 50,45 -13,33 -12,95 -14,14 
4 90,00 16,87 18,04 18,44 18,01 10,99 -30,50 -39,01 -51,75 
5 90,00 27,15 29,16 30,45 31,62 -40,89 -61,67 -70,29 -50,36 
6 90,00 37,80 40,95 43,89 50,15 -121,18 -86,26 -66,21 -65,40 
7 90,00 48,92 53,74 60,74 82,52 130,35 -83,59 -89,57 -94,10 
8 90,00 60,62 68,46 86,79 117,48 22,86 -108,02 -112,39 -88,30 
9 90,00 73,13 87,60 126,22 115,92 -73,48 -134,20 -107,34 -125,93 
10 90,00 86,91 117,51 147,71 115,66 -179,80 -126,56 -143,15 -124,68 
11 90,00 103,09 160,28 139,25 147,02 75,10 -151,78 -151,76 -145,87 
12 90,00 124,54 -170,60 138,68 -177,31 -32,28 178,56 -156,26 -168,44 
13 90,00 157,99 -167,66 167,15 -175,46 -139,86 -174,66 166,29 -167,08 
14 90,00 -154,93 177,28 -150,44 178,45 124,48 157,85 172,70 154,72 
15 90,00 -117,88 176,55 -131,29 -147,41 16,44 132,03 143,89 164,79 
16 90,00 -95,93 -152,32 -137,95 -116,64 -97,99 135,74 124,51 125,28 
17 90,00 -81,20 -106,04 -144,43 -111,94 175,92 102,88 125,46 127,38 
18 90,00 -69,57 -78,63 -106,29 -121,50 97,80 83,09 85,64 96,67 
19 90,00 -59,28 -63,02 -71,94 -86,60 -38,04 93,89 84,44 81,03 
20 90,00 -49,55 -51,60 -55,21 -60,29 -140,07 53,46 55,79 59,25 
Tableau 5 : Paramètres des déphaseurs de la matrice de Blass à 9 faisceaux 
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Ratio d’alimentation en entrée à la puissance rayonnée, en dB 



 

 

N
n
nmm fae
1
2
1
2
1log10  m 
Efficacité 
en %    incrad PP /  
11a  21a  31a  41a  51a  61a  71a  81a  91a  
1 90,80 0,00         
2 92,63 -3,36 -2,68        
3 94,42 -14,25 -2,59 -3,85       
4 94,25 -35,94 -11,93 -2,34 -4,53      
5 92,73 -58,52 -31,78 -10,61 -2,14 -5,20     
6 91,94 -3,40 -9,05 -12,73 -15,34 -17,15 -5,00    
7 92,36 -14,35 -16,38 -18,66 -20,84 -22,90 -2,11 -5,25   
8 93,06 -36,00 -36,12 -36,25 -35,99 -36,04 -10,19 -2,02 -5,61  
9 94,04 -58,46 -50,83 -46,70 -45,19 -47,62 -27,73 -9,54 -1,91 -6,14 
Tableau 6 : Lois d’alimentation en entrée de la matrice de Blass à 9 faisceaux 
 
Un autre paramètre dimensionnant pour le rendement est la contrainte sur les 
coupleurs directionnels, sin . Dans l’exemple étudié, celle-ci a été prise suffisamment élevée 
puisque peu de coupleurs directionnels se retrouvent contraints par cette valeur. Pour illustrer 
l’impact de ce paramètre, nous avons traité le même cas avec une contrainte sur les coupleurs 
directionnels fixée à 3,0sin  . L’efficacité obtenue par faisceau est reportée dans le 
Tableau 7. On note que celle-ci chute de 90% à 60% environ. Le choix de la technologie des 
coupleurs directionnels est donc particulièrement important pour que la contrainte sur les 
coefficients de couplage affecte au minimum l’efficacité de la matrice. 
 
m 1 2 3 4 5 6 7 8 9 
Efficacité 
en %    incrad PP /  
54,72 58,91 64,32 68,10 68,38 59,01 61,03 59,75 59,32 
Tableau 7 : Efficacité de la matrice de Blass à 9 faisceaux pour 3,0sin    
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Finalement, ces résultats soulignent aussi la forte complexité des matrices de Blass. 
On note en effet avec le nombre de décimales données que les valeurs de couplage et de 
déphasage sont presque toutes différentes, ce qui sous-entend une optimisation de presque 
autant de composants que de nœuds dans la matrice. La conception de telles matrices reste 
donc un travail relativement difficile, ce qui explique le peu d’intérêt porté à ces matrices 
pendant de nombreuses années. Avec l’amélioration des outils de calcul, on constate un 
certain regain d’intérêt ces dernières années avec notamment l’étude de composants de base 
adaptés aux matrices de Blass [39]. La précision numérique à retenir pour un 
dimensionnement pratique dépendra fortement de la sensibilité de la technologie retenue et 
des contraintes de précision sur les diagrammes de rayonnement, en particulier sur le niveau 
des lobes secondaires.  
II. 6 Matrices de Blass large bande 
Les matrices de Blass, caractérisées par une alimentation en série, sont par nature 
dispersives, donc leur comportement et plus particulièrement les phases d’insertion relatives 
dépendent fortement de la fréquence. Il en résulte un phénomène de dépointage de faisceau 
avec la fréquence qui peut être exploité pour des applications de balayage électronique. Par 
contre, pour des applications nécessitant une stabilité de fonctionnement sur des bandes de 
fréquence larges, il est indispensable d’équilibrer les longueurs de lignes tel que proposée par 
Butler dans [40], ce qui conduit à la topologie présentée sur la Figure 24. Nous reviendrons 
sur cette propriété et plus particulièrement sur la dépendance en fréquence du pointage de 
faisceau dans le chapitre suivant. 
 
Figure 24 : Matrices de Blass large bande [40] 
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II. 7 Exemples de réalisations de matrices de Blass dans la 
littérature 
Nous terminons ce chapitre en présentant quelques cas de réalisations. Comme nous 
l’avons déjà souligné, peu d’exemples ont été trouvés dans la littérature ouverte compte tenu 
de la difficulté à concevoir une telle matrice. Deux modes d’utilisation ont été identifiés, du 
fait de la flexibilité offerte par de telles matrices. Le premier consiste à réaliser un ensemble 
de faisceaux fortement similaires pointant dans des directions angulaires fixées librement (ce 
que ne permet pas une matrice orthogonale). Une réalisation récente de matrice de Blass à 5 
accès en technologie guide d’onde est présentée dans [41]. Le nombre de ports de sortie étant 
relativement élevé (32 précisément), le couplage entre les différentes lignes d’alimentation est 
réduit de sorte que l’angle de pointage de chaque faisceau est obtenu en ajustant uniquement 
les longueurs de lignes par variation de l’inclinaison de la ligne d’alimentation par rapport à 
l’axe défini par les ports de sortie (voir Figure 25).  
 
     
(a)        (b) 
Figure 25 : Matrice de Blass en technologie guide d’onde [41] : (a) lignes 
d’alimentations et (b) lignes de sorties 
 
Une réalisation très similaire, mais en technologie GIS est proposée dans [42]. Cette 
technologie, qui consiste à réaliser des circuits imprimés sur substrat avec des procédés 
chimiques standards tout en utilisant des rangées de via pour produire un mode de 
propagation de type guide d’onde, présente de nombreux avantages en comparaison de la 
technologie guide d’onde classique avec en particulier un coût de réalisation inférieur et une 
masse réduite [43]. Par ailleurs, elle est plus avantageuse que les technologies imprimées 
habituelles pour les fréquences élevées en ce qu’elle présente moins de pertes d’insertion et 
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réduit significativement les problèmes de couplages. Elle facilite par ailleurs la réalisation de 
systèmes intégrés incluant réseau de formation de faisceaux, sections d’amplification, 
éléments rayonnants, etc. Nous présenterons d’autres exemples de réalisations en technologie 
GIS dans le chapitre suivant. 
Le deuxième mode d’utilisation des matrices de Blass identifié dans la littérature 
consiste à former la loi en amplitude pour produire des faisceaux eux-mêmes formés pour 
répondre à un besoin donné. C’est le cas par exemple dans [44] où une matrice de Blass à 
deux accès est utilisée pour produire un faisceau conventionnel et un faisceau étalé, pointant  
de part et d’autre de la direction orthogonale au réseau rayonnant. Les diagrammes mesurés 
sont reportés sur la Figure 26. La flexibilité offerte par la matrice de Blass sur la distribution 
en amplitude est également utilisée sur le faisceau plus conventionnel (de type gaussien) afin 
de réduire le niveau des lobes secondaires. On note en effet que ceux-ci sont tous 20dB en 
dessous du maximum de directivité. 
 
 
 Figure 26 : Diagrammes de rayonnement produits par  
la matrice de Blass proposée dans [44] 
 
Enfin nous terminons en présentant l’agencement particulier de matrices de Blass 
proposé dans [45] et illustré sur la Figure 27. Il s’agit en fait de deux matrices de Blass 
disposées symétriquement avec une alimentation centrale, favorisant naturellement une 
Chapitre II – Matrices de Blass 
56 
dynamique symétrique de type gaussienne pour la distribution en amplitude, contribuant à une 
réduction des lobes secondaires. Cet agencement particulier est une généralisation de la 
configuration à alimentation centrale déjà proposée dans [35] et exploite la flexibilité des 
matrices de Blass pour alimenter un réseau conformé. 
 
 
Figure 27 : Matrice de Blass à alimentation centrale [45] 
 
II. 8 Conclusions 
Ce chapitre a donc été l’occasion de regrouper un certain nombre d’informations sur 
les matrices de Blass. Nous retiendrons en particulier que ces matrices ont l’avantage de 
présenter une forte flexibilité sur la définition des lois d’alimentation des différents faisceaux. 
Par contre, cette flexibilité entraine des pertes dans la structure du fait de la non-orthogonalité 
des lois d’alimentation. Plus les faisceaux sont non-orthogonaux, plus les pertes sont 
importantes.  
Nous avons détaillé l’ensemble des équations associées à un mode de 
dimensionnement général des matrices de Blass. Celui-ci a l’avantage d’être relativement 
simple à coder par sa formulation récurrente, par contre il ne conduit pas à un 
dimensionnement optimal en termes d’efficacité lorsque les lois d’alimentation sont non-
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orthogonales. Nous avons tout de même vérifié que lorsque que le nombre de sorties de la 
matrice est important (au-delà d’une vingtaine de sorties), l’efficacité de l’ensemble des 
faisceaux est tout à fait acceptable. Également, nous avons constaté que ce mode de 
dimensionnement reporte une certaine complexité en entrée de la matrice dans le cas de lois 
d’alimentation en sortie non-orthogonales car le signal par faisceau doit être distribué sur un 
nombre plus ou moins important de ports d’entrée, voire tous pour le dernier faisceau à 
produire. En fonction de l’application visée, la solution retenue pour réaliser ces lois 
d’alimentation en entrée peut venir ajouter des pertes supplémentaires. Dans ce cas, il serait 
certainement préférable d’opter pour une optimisation numérique de la matrice permettant 
d’avoir exactement un port d’entrée par faisceau. La difficulté d’une telle approche est 
reportée sur le choix de la condition initiale pour approcher au mieux l’optimum global, sans 
pouvoir garantir que celui-ci a été atteint.  
Nous avons vu aussi que le choix de la technologie est particulièrement important. 
Notamment, le choix du type de coupleurs directionnels utilisés doit être compatible du 
besoin (nombre d’éléments rayonnants, largeur de bande, etc.) en termes de dynamique de 
couplage. Les méthodes de dimensionnement étudiées considèrent toutes une contrainte haute 
sur le couplage, car elles font l’hypothèse d’un nombre de sorties relativement important et 
donc un choix de coupleur permettant des couplages relativement faibles. Nous reviendrons 
sur cet aspect dans le chapitre suivant en abordant la matrice de Nolen. 
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Chapitre III -  Matrices multifaisceaux orthogonales 
 
III. 1 Introduction 
Nous abordons dans ce chapitre deux matrices orthogonales. La première, très connue, 
est la matrice de Butler. Compte tenu du nombre de publications et livres traitant de ce type 
de matrice, nous serons relativement succincts sur le sujet tout en abordant les points 
principaux nous permettant ensuite une bonne comparaison avec la matrice de Nolen. Sur 
cette dernière matrice, il existe très peu d’informations dans la littérature ouverte comme nous 
l’avons déjà mentionné, nous avons donc consacré davantage de temps à l’étude du 
fonctionnement de cette matrice, nous permettant de proposer et valider expérimentalement 
une technique de dimensionnement. Ces informations permettent de mieux comprendre cette 
matrice et identifier ses domaines d’application.  
Comme pour la matrice de Blass, le composant de base de ces matrices orthogonales 
est le coupleur directionnel, nous ne revenons donc pas sur la définition et les caractéristiques 
de ce composant élémentaire. 
III. 2 Matrices de Butler 
III. 2. 1 Description 
Tout d’abord, une petite précision historique s’impose. Nous utilisons dans ce rapport 
l’appellation très répandue de matrices de Butler, en référence à l’article de Butler publié en 
1961 [12]. Mais il est intéressant de savoir qu’un mois avant, un article de Shelton présentait 
la même solution de matrices orthogonales [46], d’où l’appellation parfois rencontrée de 
matrices de Shelton-Butler pour désigner ces mêmes matrices. Certains papiers sur les 
matrices de Butler présentent néanmoins une référence antérieure, correspondant à un rapport 
interne de la société Sanders Associate écrit par Butler et datant de janvier 1960 [47]. Ces 
deux équipes semblent donc avoir travaillé en même temps sur le concept mais avec des 
orientations différentes. Leurs travaux se distinguent en ce que Butler a généralisé à des 
réseaux planaires le concept identifié pour des réseaux linéaires, et l’a associé à un système 
d’alimentation complémentaire permettant la formation d’une loi en amplitude caractérisée 
par une distribution en cosinus pour réduire les lobes secondaires. Par ailleurs, Butler présente 
des résultats de mesure de prototypes réalisés pour différents laboratoires. Pour sa part, 
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Shelton a cherché à généraliser le concept identifié avec des coupleurs 4 ports à des matrices à 
base de composants 6, voire 8 ports. Ces composants étant nettement plus complexes que les 
coupleurs directionnels standards ou coupleurs hybrides, ces travaux n’ont pas mené à des 
réalisations pratiques, du moins à notre connaissance. 
Ces matrices de Butler sont donc caractérisées par une alimentation en parallèle des 
sorties, tous les chemins électriques entre entrées et sorties étant équivalents. Pour obtenir 
cette particularité, la matrice est constituée de plusieurs couches de coupleurs hybrides. Un 
coupleur hybride équilibré divisant la puissance en 2, nous aurons donc n2  sorties par entrée 
au bout de n  couches pour assurer une distribution du signal uniforme en amplitude. De plus, 
si tous les ports de chaque coupleur sont utilisés, nous aurons nécessairement n2  entrées, du 
fait des symétries des coupleurs directionnels. Il s’en suit que la solution générale des 
matrices de Butler impose un nombre d’entrées égal au nombre de sorties et s’écrivant sous la 
forme n2 . De ces conditions, on peut déjà définir une famille de matrices très proches des 
matrices de Butler et permettant une répartition équi-amplitude de toutes les entrées. Ces 
matrices sont connues sous le nom de « matrices hybrides ». Elles sont particulièrement 
intéressantes pour la conception de circuits à amplification distribuée ne nécessitant pas de 
lois de phase particulières [48]. Le cas élémentaire se résume à un seul coupleur hybride pour 
une matrice à deux entrées. Les itérations suivantes sont illustrées sur la Figure 28. Comme 
l’ajout d’une couche supplémentaire double nécessairement le nombre d’entrées, une méthode 
systématique de conception d’une matrice hybride à n2  entrées consiste à placer en parallèle 
deux sous-matrices hybrides à 12 n  entrées et à combiner deux à deux les sorties de ces sous-
matrices dans une dernière couche comportant n2  coupleurs hybrides, chaque coupleur 
recombinant les sorties de même indice des deux sous-matrices, tel que schématisé sur les 
Figures 26 (b) et (c). 
Cet agencement particulier de coupleurs directionnels est canonique en ce sens qu’il 
conduit au minimum de composants élémentaires, en supposant évidemment que le seul 
composant élémentaire utilisé soit un coupleur directionnel à 4 ports. De plus, on note que 
pour arriver à cette forme canonique, des croisements de voies RF sont nécessaires, ce qui 
n’était pas le cas des matrices de Blass du fait de leur topologie en série. Le nombre de 
croisements augmente sensiblement avec le nombre d’entrées. Enfin, les lois de phase en 
sortie ne présentent pas de caractéristiques adaptées à l’utilisation de telles matrices en tant 
que circuit d’alimentation pour des réseaux linéaires.  
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16E
Matrice hybride 
8x8
Matrice hybride 
8x8
 
(c) 
Figure 28 : Exemples de matrices hybrides à (a) 4, (b) 8 et (c) 16 entrées 
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Les matrices de Butler correspondent en fait à une forme évoluée des matrices 
hybrides incluant des déphaseurs dimensionnés pour obtenir des progressions de phases 
arithmétiques pour chaque entrée afin d’assurer une recombinaison optimale en rayonné dans 
une direction de pointage donnée pour chacun des faisceaux. Par contre, du fait de 
l’orthogonalité de ces matrices, les progressions de phases ne peuvent être fixées 
indépendamment. Nous abordons ce point dans la section suivante. 
III. 2. 2 Dimensionnement et propriétés 
La première évolution par rapport aux matrices hybrides concerne l’ordre des ports de 
sortie. En effet, la topologie particulière des matrices hybrides impose que deux ports 
adjacents en sortie issus d’un même coupleur de la dernière couche soient nécessairement en 
quadrature de phase quelle que soit l’entrée. Pour lever cette première contrainte sur la phase, 
Butler [12] propose d’ordonner les ports de sortie de toute sous-matrice de dimension n2  (soit 
les sorties de la couche n ) de sorte que deux sorties d’un même coupleur soient distantes de 
12 n , la distance entre deux sorties étant définie comme la différence de leurs indices. Cet 
arrangement particulier induit des croisements de voies supplémentaires. Des déphaseurs sont 
ensuite ajoutés dans la structure afin de produire des lois de phase à progression arithmétique. 
Une méthode de conception systématique des matrices de Butler est proposée dans [49] pour 
des coupleurs hybrides 90° (une méthode adaptée à des matrices de Butler avec des coupleurs 
hybrides 180° est présentée dans [50]). Les lois d’alimentation en phase résultantes sont 
données par la formule suivante dans le cas d’une matrice de Butler à N  sorties : 
   
N
mnm
n
12           (74) 
où n  est l’indice des ports de sortie variant de 1 à N  et m  est l’indice des ports 
d’entrée (des faisceaux) variant également de 1 à N .  
La différence de phase entre ports adjacents par faisceau peut donc s’écrire : 
   
N
mm 12           (75) 
Compte tenu des symétries de la matrice et par conséquent des faisceaux produits, il 
serait plus simple de faire varier l’indice m  de 1 à 2N  afin de centrer l’ensemble des 
faisceaux autour de la direction orthogonale à l’axe du réseau linéaire, comme indiqué par 
l’équation (8), en considérant la différence de phase donnée par (75) et son opposé. En effet, 
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on constate que l’ensemble des différences de phases couvre de façon régulière un domaine 
angulaire de longueur 2 . Or les facteurs de réseau produits sont 2 périodiques. On en 
déduit donc que l’ensemble des facteurs de réseau couvre l’ensemble du domaine visible 
];[ kdkd  avec une répétition éventuelle par des lobes de réseau en fonction du ratio 0d . 
De sorte que les indices m  au-delà de 2N  et jusqu’à N  produisent des facteurs de réseau 
avec un premier lobe de réseau pointant dans la même direction que le lobe principal d’un 
facteur de réseau associé à une différence de phase obtenue par un indice compris entre 
2N  et 1  selon une formule mathématiquement opposée à la formule (75), à savoir : 
   
N
mm 12           (76) 
L’intérêt de réordonner ces indices est que la structure devient alors symétrique 
permettant de dimensionner l’ensemble des déphaseurs sans tenir compte du signe éventuel de 
la progression de phase. En fait, les indices ou différences de phase correspondantes sont tels 
qu’il y ait une alternance de signe sur l’ensemble des entrées. Par ailleurs, pour appliquer la 
méthode proposée par Moody [49], il faut ordonner les entrées en fonction de leurs 
différences de phase respectives en valeur absolue afin que : 
 la somme des différences de phase de toutes paires d’entrées sur un même 
coupleur hybride soit égale à  ,   
 la somme des différences de phase des entrées en bord de tout groupe de 4 entrées 
(soit 2 coupleurs hybrides) soit égale à 2 , 
 la somme des différences de phase des entrées en bord de tout groupe de 8 entrées 
(soit 4 coupleurs hybrides) soit égale à 4 , 
 et plus généralement, la somme des différences de phase des entrées en bord de 
toute sous-matrice de dimension i2  soit égale à 12 i . 
 
Les déphaseurs sont ensuite ajoutés en respectant la démarche suivante :  
 toute sous-matrice de dimension 4 possède deux déphaseurs placés sur les voies 
RF en bord de structure (une de part et d’autre) entre les deux couches de 
coupleurs hybrides et dont la valeur est égale à 2  moins la différence de phase 
du port d’entrée en direct avec la voie RF considérée, 
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 toute sous-matrice de dimension 8 possède 4 déphaseurs placés sur les voies RF en 
bord de structure (deux de part et d’autre) avant la dernière couche de coupleurs 
hybrides et dont la valeur est égale à 2  moins deux fois la différence de phase 
du port d’entrée en direct avec la voie RF considérée, 
 plus généralement, toute sous-matrice de dimension i2  possède 12 i  déphaseurs 
placés sur les voies RF en bord de structure ( 22 i  de part et d’autre) avant la 
dernière couche de coupleurs hybrides et dont la valeur est égale à 2  moins 22 i  
fois la différence de phase du port d’entrée en direct avec la voie RF considérée. 
 
À la dernière étape de ce dimensionnement, correspondant à la dernière couche de 
déphaseurs positionnée avant la dernière couche de coupleurs hybrides, les déphaseurs sont 
tous égaux et de valeur 4 . 
Le cas particulier d’une matrice de Butler à 4 entrées est illustré sur la Figure 29. Les 
entrées sont identifiées par l’indice de faisceau correspondant, permettant d’évaluer les 
progressions de phase associées selon la formule (74), soit 4 , 43 , 43  et 4 . 
Cette matrice de Butler est la plus étudiée dans la littérature car elle reste relativement simple. 
Par contre, on note qu’un croisement de voies supplémentaire est nécessaire en sortie par 
rapport aux matrices hybrides. Des déphaseurs introduisant des retards de 4  ont également 
été ajoutés.  
 
1E 2E2E 1E
1S 2S 3S 4S
4

4

 
Figure 29 : Matrice de Butler à 4 entrées 
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La matrice  S  réduite s’écrit : 
 















1
1
1
1
2
1
43243
4452
2454
43243




jjj
jjj
jjj
jjj
eee
eee
eee
eee
S      (77) 
Cette écriture est intéressante car elle met en évidence la symétrie au niveau des lois 
de phase (progressions arithmétiques positives et négatives). En réalité, l’orientation des 
faisceaux dépendant uniquement des phases relatives, il serait tout à fait possible de modifier 
indépendamment chaque colonne par un coefficient multiplicatif de la forme je . 
La Figure 30 présente le schéma d’une matrice de Butler à 8 entrées. Cette structure ne 
comprend que 3 coupleurs par voie RF et 12 coupleurs au total. Également, 8 déphaseurs sont 
nécessaires. On constate par ailleurs que le nombre de croisements de voies RF augmente 
sensiblement, passant à 16 dans cette structure. Les progressions de phase résultantes sont 
dans l’ordre 8 , 87 , 85 , 83 , 83 , 85 , 87  et 8 . 
 
1E 4E 3E 2E
1S 2S 3S 4S
8

8
3
2E 3E 4E 1E
8
3
8

5S 6S 7S 8S
4

4

4

4

 
Figure 30 : Matrice de Butler à 8 entrées 
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Plus généralement, une matrice de Butler à n2  entrées est constituée de 12 nn  
coupleurs hybrides et   121  nn  déphaseurs, soit un total de   1212  nn  composants. Le 
nombre de croisements imposé par la topologie spécifique des matrices de Butler est de 
 122 1  nnn , ce dénombrement étant détaillé en annexe G. Nous reviendrons sur cet aspect 
lorsque nous comparerons les matrices de Nolen et Butler. Abordons maintenant une variante 
des matrices de Butler permettant une loi en amplitude formée. 
III. 2. 3 Matrices de Butler à loi d’amplitude non-uniforme 
La topologie standard de la matrice de Butler impose une loi en amplitude uniforme. 
Pour lever cette contrainte et baisser le niveau des lobes secondaires, Butler avait suggéré 
d’associer sa matrice à un circuit d’alimentation dont la combinaison permettait une loi en 
amplitude à distribution en cosinus [49]. Ce circuit d’alimentation est positionné avant la 
matrice de Butler, et est constitué d’une alternance de coupleurs hybrides utilisés en diviseurs 
ou combineurs de puissance, tel qu’illustré sur la Figure 31. Cet arrangement a l’inconvénient 
de réduire le nombre de faisceaux par rapport à l’utilisation d’une matrice de Butler seule, et 
ce d’autant plus que l’on cherche à accentuer la dynamique de la distribution en amplitude. 
Cela sous entend donc un surdimensionnement de la matrice de Butler, et donc une 
complexité accrue. Par ailleurs, cette configuration induit des pertes. Nous reviendrons sur cet 
aspect dans le chapitre suivant relatif aux circuits d’alimentation à lois de phase uniformes. 
L’association des deux circuits n’est donc plus orthogonale. 
 
 
Figure 31 : Matrice d’alimentation non-orthogonale à loi d’alimentation  
formée en amplitude utilisant une matrice de Butler [49] 
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Dans cette section, nous préférons donc attirer l’attention sur une autre solution, 
proposée par Shelton [51], et qui a l’avantage de conserver partiellement des propriétés 
d’orthogonalité. L’idée repose sur une particularité de la formule (74). On constate en effet 
que les progressions de phase sont telles que, pour tout faisceau m  produit par un réseau 
linéaire de N  éléments, la phase du premier élément rayonnant est de la forme   Nm 12  . 
En prolongeant cette progression de phase à un 1N ième élément rayonnant, on obtiendrait 
une phase égale à    NmN 121  , soit la phase du premier élément augmentée d’un 
multiple impair de  . Il est alors possible d’alimenter un réseau d’éléments rayonnants avec 
N2  éléments par une matrice de Butler de dimension N  dont les sorties sont toutes divisées 
en deux. Les deux sous-réseaux linéaires de N  éléments sont alors image l’un de l’autre à   
près. L’intérêt de cette configuration est que la division de puissance ajoutée en sortie de la 
matrice de Butler n’a pas besoin d’être équilibrée. Un dimensionnement adapté des diviseurs 
de puissance permet donc de produire des lois d’alimentation orthogonales à distribution en 
amplitude gaussienne. Shelton [51] propose même de généraliser le concept à un réseau 
linéaire constitué de kN  éléments rayonnants en utilisant une matrice de Butler de dimension 
N  associée à des diviseurs de puissance 1: k , tel qu’illustré sur la Figure 32. 
 
 
Figure 32 : Matrice d’alimentation orthogonale kNN   à loi d’amplitude formée [51] 
 
Par contre, comme nous le verrons dans le chapitre suivant, les diviseurs de puissance 
sont souvent non-orthogonaux (c’est en particulier le cas du diviseur 1:2) et peuvent induire 
des pertes sous certaines conditions. Pour cette raison, la configuration proposée reste 
orthogonale en émission, mais n’est pas nécessairement orthogonale en réception. 
III. 2. 4 Exemples de réalisations de matrices de Butler dans la littérature 
Nous terminons cette section dédiée aux matrices de Butler en présentant quelques 
exemples de réalisation. En particulier, nous avons déjà souligné la présence d’un nombre 
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important de croisements de voies RF dans les matrices de Butler. Ceci a un impact fort en 
pratique sur le mode de réalisation en imposant souvent une conception à deux ou plusieurs 
couches. La Figure 33 présente un exemple de réalisation d’une matrice à 8 entrées en guide 
d’onde sur deux couches [52]. Le coupleur hybride utilisé est un coupleur plan E, le couplage 
étant obtenu par des fentes selon le grand côté du guide. L’intérêt de cette réalisation est de 
combiner les changements de couche nécessaires pour réaliser les croisements de voie aux 
déphaseurs, ces derniers étant réalisés donc par un changement de couche via une fente 
convenablement dimensionnée. Un autre exemple de matrice de Butler à 8 entrées est 
présenté sur la Figure 34 [53]. Il s’agit d’une réalisation multicouche pour gagner en 
compacité, les entrées comme les sorties sont ainsi distribuées sur 4 couches. La conception 
globale est faite en 3 dimensions, permettant l’utilisation de déphaseurs à stubs 
particulièrement large bande. Un dernier exemple de matrice multicouche est présenté sur la 
Figure 35 [54]. L’utilisation de lignes coplanaires (CPW) et plus particulièrement de 
coupleurs CPW à couplage par fente facilite la réalisation des croisements de voie puisque 
ceux-ci sont intégrés à la deuxième couche de coupleurs de la matrice. Par contre, les sorties 
comme les entrées sont distribuées sur les deux couches. Par conséquent, l’intégration de ce 
réseau d’alimentation avec une éventuelle antenne réseau linéaire nécessite l’ajout de 
croisements de voie supplémentaires. 
 
 
Figure 33 : Matrice de Butler 88 en technologie guide d’onde deux couches [52] 
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Figure 34 : Matrice de Butler 88 en technologie guide d’onde multicouche [53] 
 
 
   
Figure 35 : Matrice de Butler 44 en technologie CPW deux couches [54] 
 
Dans le cas de réalisations planaires à une seule couche, plusieurs techniques sont 
présentes dans la littérature pour éviter ou réaliser les croisements de voies RF. Dans le cas 
particulier des matrices de Butler 44, il est en effet possible d’éviter les croisements par un 
arrangement judicieux des composants et des ports d’entrée et sortie. Un premier exemple 
d’arrangement est présenté sur la Figure 36 [55]. Les croisements sont évités en plaçant les 
entrées deux à deux en vis-à-vis (en haut et en bas sur la Figure 36) ainsi que les sorties (à 
droite et à gauche sur la Figure 36). Cette configuration ne permet pas l’intégration directe des 
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éléments rayonnants. Une alternative est proposée sur la Figure 37 pour intégrer des éléments 
rayonnants de type patch sur la même couche que la matrice de Butler en technologie 
imprimée [56]. Afin de réduire les longueurs de ligne entre composants, un même 
arrangement de matrice mais associé à un réseau de patch alimenté par fente de couplage est 
présenté sur la Figure 38 [57]. Cette configuration permet une conception plus compacte et 
réduit les risques de perturbation par couplage liés à la configuration précédente. Ces 
différentes configurations sans croisements sont intéressantes mais ont toutes l’inconvénient 
d’être difficilement utilisables sur des matrices de dimensions supérieures à 4. Une alternative 
très répandue consiste à utiliser un composant supplémentaire pour réaliser la fonction de 
croisement de voies. Une telle fonction peut être obtenue en cascadant deux coupleurs 
hybrides 90° équilibrés. Un exemple de réalisation avec cette méthode est présenté sur la 
Figure 39 [58]. L’intérêt de cette réalisation particulière est de bien mettre en évidence la mise 
en cascade des deux coupleurs pour obtenir la fonction de croisement de voies. En réalité, ces 
deux coupleurs peuvent être fusionnés pour arriver à une réalisation plus compacte. On parle 
alors de coupleur 0dB. Un exemple de réalisation intégrant un tel composant est présenté sur 
la Figure 40 [59]. 
 
Figure 36 : Matrice de Butler 44 sans croisement de voies [55] 
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Figure 37 : Matrice de Butler 44 en technologie imprimée avec un réseau de patch 
intégré sur la même couche [56] 
 
 
Figure 38 : Matrice de Butler 44 en technologie imprimée avec un réseau de patch 
alimenté par fente de couplage [57] 
 
Chapitre III – Matrices multifaisceaux orthogonales 
71 
 
 
Figure 39 : Matrice de Butler 44 en technologie imprimée avec croisements de voie 
par coupleurs cascadés [58] 
 
 
Figure 40 : Matrice de Butler 44 en technologie imprimée avec croisements de voie 
par coupleurs 0dB [59] 
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Nous considérons maintenant des exemples de réalisation avec des lois en amplitude 
formées. Le premier, en technologie imprimée, est présenté sur la Figure 41 [60]. Deux types 
de diviseurs de puissance (‘a’ et ‘b’ sur la Figure 41 avec un coefficient de couplage de -10,0 
et -5,1dB respectivement) ont été dimensionnés pour créer une loi en amplitude permettant 
des lobes secondaires 20dB sous le maximum de directivité.  
 
     
Figure 41 : Matrice de Butler 48 avec une loi en amplitude formée en technologie 
imprimée [60] 
 
Un autre exemple de réalisation, intéressant par son intégration et l’utilisation de la 
technologie GIS, est reporté sur la Figure 42 [61]. La solution présentée propose une légère 
modification de la topologie de la matrice afin de supprimer deux étages (l’étage de 
croisements en sortie de la matrice de Butler standard et l’étage de déphaseurs 180° en sortie 
des diviseurs de puissance) par rapport à une conception plus conventionnelle.  
Les différents cas présentés, qu’ils soient planaires ou non, en technologie guide 
d’onde ou imprimée, ont tous en commun d’être limités en taille. La quasi-totalité des articles 
analysés se limite à des matrices de dimension 8. Cela se comprend compte tenu de la 
complexité de ces matrices qui augmente considérablement avec le nombre d’entrées. 
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Figure 42 : Matrice de Butler 48 avec une loi en amplitude formée 
 en technologie GIS [61] 
 
Nous avons tout de même trouvé un cas de réalisation d’une matrice de Butler 1616 
[62]. Celui-ci est présenté sur la Figure 43. L’intérêt de cette réalisation est d’introduire un 
mode de dimensionnement de la matrice qui est sensiblement différent de celui présenté dans 
ce rapport de thèse tout en produisant les mêmes lois d’alimentation que la matrice de Butler 
standard équivalente. Le schéma bloc proposé par Wallington [62] est illustré sur la Figure 
44. On note qu’il utilise des matrices de Butler 44 comme structure de base, celles-ci étant 
réalisées selon le même principe que celle illustrée sur la Figure 36, permettant ainsi d’éviter 
les croisements au niveau de la structure de base par une orientation judicieuse des entrées et 
sorties. Les deux niveaux de structures de base sont ensuite disposés sur deux plans parallèles, 
les croisements entre ces deux niveaux étant obtenus par des câbles coaxiaux croisés en bord 
de structure, visibles sur la Figure 43. 
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Figure 43 : Matrice de Butler 1616 en technologie imprimée [62] 
 
 
Figure 44 : Représentation schématique d’un second mode de dimensionnement de 
matrices de Butler illustré dans le cas d’une matrice 1616 [62] 
 
Enfin, nous ne pouvions conclure cette section dédiée aux matrices de Butler sans 
mentionner les réalisations récentes proposées par A. Ali [63] et T. Djerafi [64] dans le cadre 
d’une activité de R&T menée par les laboratoires LAAS-CNRS et Poly-GRAMES et financée 
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par le CNES en complément des travaux présentés dans ce rapport de thèse. Le but de ces 
réalisations était d’approfondir l’apport de la technologie GIS pour des matrices de Butler 
planaires (voir Figure 45(a)) ou sur deux couches (voir Figure 45(b)). La solution sur deux 
couches permet une plus forte intégration au prix d’une complexité de réalisation accrue. Ces 
différents prototypes ont été dimensionnés en bande Ku (les résultats obtenus sur la 
réalisation planaire indiquent un potentiel de bande de fréquence de près de 3GHz autour de 
12,5GHz soit une bande passante relative supérieure à 20%). 
 
   
(a)      (b) 
Figure 45 : Matrice de Butler 4×4 en technologie GIS (a) planaire [64]  
et (b) sur deux couches [63] 
 
III. 3 Matrices de Nolen 
III. 3. 1 Description 
Abordons maintenant les matrices de Nolen. Comme nous l’avons déjà mentionné, il 
existe très peu d’information sur ces matrices dans la littérature ouverte. Ces matrices portent 
le nom de Nolen car elles auraient été décrites pour la première fois dans le rapport de thèse 
de Nolen publié en 1965 [14]. Ce rapport de thèse est difficilement accessible. Les seules 
informations que nous avons à son sujet sont fournies par deux livres qui y font référence [17, 
40] mais de manière très succincte, la raison étant que ces matrices sont réputées difficiles à 
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dimensionner et plus complexes que leur équivalent Butler. À l’appui de ces arguments, une 
note technique du Lincoln Laboratory rédigée en 1978 par Cummings [65] est finalement la 
seule référence significative sur le sujet.  
La topologie générique d’une matrice de Nolen est présentée sur la Figure 46. Une 
matrice de Nolen générale présente M  ports d’entrée (nommés ia  pour Mi ...1 ) et N  ports 
de sortie (nommés jb  pour Nj ...1 ). Ces ports sont reliés par une matrice  S  réduite telle 
que : 
 
  
 
Mi
MM
iMN
Nj
NN
j
a
a
a
S
b
b
b






















1
1,
1
,
1
1,
1




      (78) 
On note que la matrice  S  réduite ou matrice de transfert n’est pas nécessairement 
carrée, ce qui sous-entend que les matrices de Nolen ne sont pas toujours orthogonales, tel 
que défini dans la section I. 5. 1. Par contre, elles restent sans pertes en émission si l’ensemble 
des colonnes de  S  forme une famille de vecteurs unitaires linéairement indépendants, ce qui 
impose nécessairement NM  . En conséquence, le mode de transmission réciproque 
(réception avec nos notations) pourra présenter des pertes puisque les N  vecteurs colonnes de 
dimension M  de la matrice  TS  ne peuvent former une famille linéairement indépendante 
lorsque MN  . Nous reviendrons sur cette propriété lorsque nous introduirons les matrices 
de Nolen à distribution d’amplitude non-uniformes. Lorsque la matrice est carrée, elle est sans 
pertes en émission comme en réception puisqu’elle est orthogonale. Les matrices de Nolen 
permettent donc des nombres d’entrées et de sorties relativement arbitraires en fonction du 
mode de fonctionnement souhaité, permettant d’ajuster au mieux la taille du réseau rayonnant 
à l’application visée, contrairement aux matrices de Butler qui imposent dans leur forme 
générique un nombre d’entrée s’écrivant comme une puissance de deux3. 
                                                 
 
3 Il est important de souligner qu’il existe certaines réalisations particulières dans la littérature pour 
lesquelles le nombre d’entrées n’est pas une puissance de 2, mais il s’agit soit de réalisations pour 
lesquels les lois de phase ne sont pas contraintes par une progression arithmétique (réseaux non 
linéaires) soit de matrices surdimensionnées dont certaines entrées sont simplement supprimées ou 
chargées. 
Chapitre III – Matrices multifaisceaux orthogonales 
77 
 
ij
ija 1jia
1jib
ijb
1
2
3
4
ij
 
    (a)           (b)  
Figure 46 : (a) Forme générique des matrices de Nolen et (b) détail d’un noeud 
 
  Contrairement aux matrices de Butler, les matrices de Nolen sont caractérisées par 
une alimentation en série des sorties. Les matrices de Nolen sont constituées d’un ensemble 
de voies RF reliées aux ports d’entrée croisant un ensemble de voies RF reliées aux ports de 
sorties. Chaque croisement comporte un coupleur directionnel et un déphaseur, tel qu’illustré 
sur la Figure 46(b). Cette description est très similaire à celle des matrices de Blass. Par 
contre, les voies d’alimentation sont terminées par des coudes disposés selon la diagonale, 
permettant ainsi de supprimer les charges adaptées présentes dans une matrice de Blass. En ce 
sens, on pourrait dire que les matrices de Nolen sont une version orthogonale ou sans pertes 
des matrices de Blass. En fait, si l’on part d’une matrice de Blass, considérant la première 
ligne d’alimentation, il est nécessaire de remplacer le dernier coupleur de cette ligne, 
correspondant au nœud  N,1 , par un coude vers la dernière sortie afin de supprimer la charge 
adaptée tout en conservant une alimentation distribuée sur l’ensemble des sorties. Il s’en suit 
que toute l’énergie transmise au coupleur  N,2  sera entièrement dissipée puisqu’il n’est plus 
relié à la ligne d’alimentation supérieure. Il doit donc être supprimé et le coupleur qui le 
précède, correspondant au nœud  1,2 N , peut être remplacé par un coude simple vers la 
ligne supérieure. En poursuivant ce raisonnement à la ligne suivante, le coupleur  2,3 N  
sera lui aussi remplacé par un coude. Plus généralement donc, tous les coupleurs selon la 
diagonale définie par les nœuds  iNi 1, , pour Mi ...1 , sont remplacés par des coudes.  
Il ressort de cette description qu’aucun croisement de voies n’est nécessaire, ce qui 
pourrait être avantageux pour des réalisations planaires. Par contre, ces matrices présentent 
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plus de composants par voie RF que les matrices de Butler si l’on ne prend pas en compte les 
croisements de voies RF pour ces dernières. En effet, du fait de l’alimentation en série chaque 
voie RF comporte au moins autant de composants que de ports de sortie, alors que dans le cas 
d’une matrice de Butler à n2  sorties, il n’y a que n  composants par voie RF. Cummings [65] 
propose une technique de réduction des matrices de Nolen en introduisant des coupleurs 
équilibrés et en permettant des croisements de voies RF. Cette technique de réduction aboutit 
aux matrices de Butler dans le cas où le nombre d’entrées est une puissance de deux, 
confirmant ainsi le caractère canonique des matrices de Butler. Nous reviendrons sur cette 
technique de réduction en fin de chapitre. 
III. 3. 2 Méthode de dimensionnement 
Cummings [65] propose une méthode matricielle de mise en équation des matrices de 
Nolen dans le cas de coupleurs hybrides 180°. Nous avons adapté cette méthode en annexe H 
à des coupleurs hybrides 90°, tels que considérés dans ce rapport de thèse. Dans cette 
méthode, chaque nœud de la matrice est associé à une matrice élémentaire unité de dimension 
NN   à l’exception d’une sous-matrice de dimension 22  correspondant à la matrice de 
transfert du nœud. Cette méthode conduit à un système matriciel qui peut être résolu de 
proche en proche mais dont l’écriture se complexifie avec la dimension de la matrice. Cette 
écriture est finalement très similaire à la mise en équation générale d’une matrice de Blass.  
Nous avons donc cherché à définir une méthode de dimensionnement plus simple. 
Pour cela, nous avons exploité le lien décrit plus haut entre matrices de Nolen et matrices de 
Blass. Ces deux matrices étant très similaires, nous avons envisagé d’utiliser l’algorithme de 
dimensionnement des matrices de Blass proposée par Mosca et al. [36] et décrit dans le 
chapitre précédent. L’algorithme de Mosca et al. [36] prend en compte une contrainte haute 
sur les valeurs de couplage (équation (52)) qui, adaptée aux matrices de Nolen, s’écrirait : 
 22 sinsin ij  pour Mi ...1  et Nj ...1     (79) 
Or, les coudes d’une matrice de Nolen peuvent être vus comme des coupleurs dont le 
paramètre de couplage c  est tel que 1sin c . Il semble donc qu’en élevant la contrainte 
haute sur les valeurs de couplage, il est possible de converger vers une matrice de Nolen. Par 
contre, il n’est pas possible de poser 1sin  , car l’algorithme de Mosca et al. [36] nécessite 
des divisions par ijcos , divisions qui seraient donc impossibles sur la diagonale. Toutefois, 
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compte tenu des précisions numériques, une valeur de contrainte haute sur les coupleurs très 
proche de 1 devrait permettre d’approcher suffisamment le dimensionnement d’une matrice 
de Nolen. 
L’intérêt de cette méthode asymptotique est qu’elle nous permet avec le même 
algorithme, caractérisé par une mise en écriture matricielle récurrente s’appuyant sur le 
dimensionnement optimum d’une alimentation série tel que proposé par Jones et DuFort [35], 
de dimensionner à la fois des matrices de Blass et Nolen. Par contre, il est important dans 
l’utilisation de cette méthode de dimensionnement de prendre en compte les contraintes 
d’orthogonalité sur les lois d’alimentation propres aux matrices de Nolen. 
Enfin, nous terminons cette description du dimensionnement des matrices de Nolen en 
précisant que ces matrices nécessitent des coupleurs généralement déséquilibrés en amplitude. 
Le choix technologique pour une réalisation pratique sera particulièrement important puisque 
les valeurs de couplage ne sont ici plus contraintes. En particulier, lorsque le nombre de 
sorties est important, il pourra être nécessaire de combiner deux types de coupleurs, voire 
davantage, afin de permettre à la fois des valeurs de couplage faibles (début de ligne 
d’alimentation) et fortes (fin de ligne d’alimentation). Il est également possible d’utiliser la 
mise en cascade de deux coupleurs directionnels équilibrés et de déphaseurs [65] selon le 
schéma de principe illustré sur la Figure 47, la valeur des déphasages nécessaires étant 
directement liée au paramètre de couplage c  de la structure globale (un déphaseur 2  doit 
également être ajouté pour retrouver exactement la matrice  S  de l’équation (40)). Mais cette 
solution a l’inconvénient de doubler le nombre de composants nécessaires.  
 
c
c 2

 Port 2  Port 1 
 Port 3  Port 4 
 
Figure 47 : Schéma de principe d’un coupleur directionnel déséquilibré obtenu par la 
mise en cascade de deux coupleurs équilibrés et d’un déphaseur 
 
Lorsqu’un seul coupleur est utilisé par nœud de la matrice, une matrice NM   
nécessite   212  MNM  coupleurs directionnels (les coudes sur la diagonale ne sont pas 
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comptés comme des composants) et autant de déphaseurs (le fonctionnement de ces matrices 
en phase relative permet de remplacer au moins un déphaseur par ligne d’alimentation par une 
simple ligne de référence qui n’est donc pas comptée comme un composant).  
III. 3. 3 Réalisation d’une matrice de Nolen 4×4 en bande S 
Pour valider la méthode de dimensionnement proposée, nous avons dimensionné, 
simulé et réalisé une matrice de Nolen 4×4 en bande S. Le choix de la fréquence a été guidé 
par une utilisation possible sur une charge utile satellite pour des applications de diffusion de 
contenu multimédia vers des mobiles, dont la bande de fréquence d’opération est relativement 
étroite (environ 1,4%) à 2,2GHz. Le choix de cette fréquence d’opération relativement basse a 
également l’avantage de nous permettre de valider pleinement le mode de dimensionnement 
proposé sans être pénalisé par des limites technologiques et problèmes de précision sur la 
réalisation. 
Par ailleurs, nous avons retenu les lois d’alimentation correspondant à une matrice de 
Butler 4×4 à base de coupleurs hybrides 90°, car cette matrice est très largement étudiée dans 
la littérature, facilitant ainsi une évaluation comparative du dimensionnement et des 
performances obtenues.  
La matrice réduite associée à cette matrice est donc : 
 















1
1
1
1
2
1
43243
4452
2454
43243




jjj
jjj
jjj
jjj
eee
eee
eee
eee
S      (80) 
Chaque colonne de la matrice correspond à la loi d’alimentation des sorties pour une 
entrée donnée. Chaque colonne est définie à un coefficient multiplicatif près, complexe de 
module égale à 1, du fait que seules les phases relatives sont déterminantes pour des 
applications d’antennes réseaux. Ces paramètres sont utilisés comme entrée dans l’algorithme 
de Mosca et al. [36] dans le cas particulier asymptotique décrit plus haut. Les paramètres 
théoriques des coupleurs directionnels et déphaseurs obtenus pour la matrice décrite ci-dessus 
sont reportés dans le Tableau 8. Ces valeurs indiquent que trois coupleurs directionnels 
différents sont nécessaires pour réaliser cette matrice, ainsi que quatre déphaseurs différents, 
soit un total de sept composants différents à optimiser. 
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Tableau 8 : Paramètres de la matrice de Nolen 4×4 retenue 
 
La technologie micro-ruban a été retenue pour cette validation expérimentale en raison 
essentiellement de la simplicité de sa mise en œuvre à la fréquence d’opération. Le modèle a 
été simulé sur un substrat Neltec de référence NY9208 avec une métallisation double face. 
Les principales caractéristiques de ce substrat sont les suivantes : 
 Constante diélectrique :   2,08 
 Épaisseur du substrat :   0,762mm 
 Épaisseur de la métallisation :  0,03mm 
 Pertes diélectriques :  0,0006 
 
Les lignes de référence d’impédance 50 sont caractérisées par une largeur de ligne 
0w 2,39mm. Le logiciel retenu pour la modélisation est ADS d’Agilent. Ce logiciel offre 
des modèles d’éléments de base en ligne micro-ruban permettant un dimensionnement rapide 
des composants. Une simulation électromagnétique avec la Méthode des Moments est 
également possible afin d’affiner les résultats via l’outil Momentum d’ADS.  
Compte tenu de la topologie particulière de la matrice de Nolen, nous avons envisagé 
d’utiliser des coupleurs hybrides 90° circulaires. Leur dimensionnement et leurs performances 
sont très similaires à ceux des coupleurs hybrides standards, mais l’agencement des ports est 
plus favorable permettant de réduire les longueurs de lignes entre composants élémentaires. 
La Figure 48 présente un coupleur circulaire et défini les paramètres associés. Les largeurs de 
lignes 1w  et 2w , et donc directement les impédances caractéristiques associées 1Z  et 2Z , sont 
N 
M 
1 2 3 4 
1 0,500 0° 
0,577 
45° 
0,707     
90° 
1,000 
135° 
2 0,577 180° 
0,500 
0° 
1,000 
180°  
3 0,707     90° 
1,000 
0°   
4 1,000 0°    
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optimisées afin d’obtenir la répartition de signal souhaitée tout en ayant une bonne adaptation 
en entrée et un bon découplage entre les entrées, respectivement entre les sorties. Les valeurs 
en objectif pour ces derniers paramètres, à savoir l’adaptation et le découplage, sont 
typiquement de l’ordre de -30dB. Le dernier paramètre à optimiser est le rayon de couverture 
r  des lignes de couplage. En théorie, les lignes entre ports d’accès ont une longueur égale à 
4g . Mais la longueur d’onde guidée varie légèrement avec l’impédance caractéristique, de 
sorte qu’il faut optimiser le rayon de courbure des lignes et donc leur longueur effective en 
fonction de la combinaison d’impédances caractéristiques  21; ZZ . 
 
1Z
2Z
4
g
4
g
4
g
4
g
2Z
1Z
r
 
Figure 48 : Modèle Momentum de coupleur hybride circulaire 
 
En ce qui concerne les déphaseurs, comme notre objectif est d’abord de valider notre 
approche pour la conception de matrices de Nolen, nous avons retenu le composant le plus 
simple possible, à savoir une longueur de ligne. La conception de ce type de déphaseurs est 
relativement simple en technologie micro-ruban. Mais le défaut évident de ce composant est 
d’avoir un fonctionnement à bande de fréquence relativement étroite. Cela nous permettra 
toutefois de valider la matrice à la fréquence centrale et d’évaluer ensuite sa dispersion 
naturelle. Un déphaseur à longueur de ligne et les paramètres associés sont présentés sur la 
Figure 49. La topologie retenue pour le déphaseur permet un ajustement commode de la 
longueur de ligne totale (de type « trombone à coulisse ») en modifiant la valeur de l  sans 
modifier l’encombrement de référence du composant, fixé par le paramètre refL . Ce 
paramètre fixe par ailleurs la longueur de ligne de référence par rapport à laquelle est ajusté le 
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retard de phase. L’espacement s  entre les lignes parallèles permettant l’ajustement de la 
longueur de ligne est fixé afin de conserver un encombrement réduit tout en évitant un 
couplage fort entre les lignes. La valeur pour cette réalisation est s 2,0mm. 
 
Port 1
Port 2
s
refL l
 
Figure 49 : Modèle Momentum de déphaseur à longueur de ligne 
 
Il est intéressant de noter que le logiciel utilisé est en mesure de générer 
automatiquement le masque d’un composant ou d’une structure plus complexe à partir de sa 
représentation schématique, ce qui facilite grandement la réalisation du modèle pour une 
éventuelle simulation avec la Méthode des Moments (MoM). 
Pour compléter la matrice, il a fallu optimiser un dernier composant : le coude en fin 
de chaque ligne d’alimentation. En particulier, le rayon de courbure a été défini tel que tous 
les signaux en entrée de l’étage des déphaseurs soient en phase. Cette même règle est utilisée 
pour fixer la distance entre deux coupleurs directionnels successifs sur une même ligne 
d’alimentation. En réalité, la phase d’insertion d’un coupleur directionnel varie quelque peu 
avec le paramètre de couplage, il faudrait donc ajuster chaque longueur de ligne entre deux 
coupleurs directionnels en fonction des paramètres de couplage de ces derniers. Afin de 
simplifier la conception et l’agencement des différents composants, nous avons retenu une 
même distance entre tous les coupleurs, minimisant globalement les erreurs de phases liées à 
ce paramètre. Cette règle de dimensionnement correspond à l’hypothèse faite dans le code de 
calcul et les retards de phase présentés dans le Tableau 8 en découlent directement. En réalité, 
cette règle de dimensionnement pourrait être levée en prenant en compte les différences de 
phase résultant du non respect de cette règle en complément des déphasages imposés par la 
structure. La dispersion en phase induite par la variation du paramètre de couplage pourrait 
également être incluse dans le déphaseur, mais tout cela rend le mode de dimensionnement 
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moins générique par des valeurs de retard de phase potentiellement toutes différentes, soit une 
optimisation spécifique par association de déphaseur et coupleur directionnel. 
La matrice réalisée est présentée sur la Figure 50. On note en particulier la variation 
des largeurs de ligne des coupleurs en fonction du paramètre de couplage. Ainsi, sur la 
première ligne, le premier coupleur permet de diriger 1/4 de la puissance vers le premier port 
de sortie et les 3/4 restant vers le reste de la structure. Le coupleur suivant, avec des lignes 
moins larges, fait une répartition de 1/3 de la puissance vers la deuxième sortie et 2/3 vers le 
coupleur suivant, qui lui fait une répartition équilibrée vers les deux dernières sorties. Les 
déphaseurs par longueur de ligne sont nettement visibles sur la Figure 50, la longueur en 
question étant d’autant plus grande que le déphasage est important. Les valeurs de paramètres 
retenues pour cette réalisation sont reportées dans le Tableau 9. Le rayon du coude utilisé en 
bout de chaque ligne a été fixé à 23,3mm. 
 
        
(a)                                                   (b) 
Figure 50 : (a) Modèle Momentum et (b) maquette de la matrice de Nolen 44 proposée 
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N 
M 
1 2 3 4 
1 
1w 5,8mm 
2w 4,9mm 
r 14,6mm 
1w 5,0mm 
2w 3,8mm 
r 14,8mm 
l 5,6mm 
1w 3,9mm 
2w 2,4mm 
r 15,0mm 
l 12,0mm 
l 18,3mm 
2 
1w 5,0mm 
2w 3,8mm 
r 14,8mm 
l 24,3mm 
1w 5,8mm 
2w 4,9mm 
r 14,6mm 
l 24,3mm  
3 
1w 3,9mm 
2w 2,4mm 
r 15,0mm 
l 12,0mm 
   
Tableau 9 : Paramètres caractéristiques des composants constituant la matrice de 
Nolen proposée en bande S 
 
La matrice réalisée a été mesurée au CNES à l’aide d’un analyseur de réseau vectoriel 
37397C de la société Anritsu. Nous nous sommes d’abord intéressés aux performances de la 
matrice réalisée à la fréquence centrale. Les résultats obtenus sont regroupés dans le Tableau 
10 pour les amplitudes et dans le Tableau 11 pour les phases. Les résultats de phase sont 
présentés en différentiel, la première sortie étant prise en référence. Un très bon accord est 
trouvé entre théorie, simulation et mesure, confirmant ainsi la validité de la méthode de 
dimensionnement proposée. Deux résultats sont particulièrement importants pour assurer un 
bon fonctionnement de la matrice en tant que réseau d’alimentation d’une antenne réseau 
linéaire : la dispersion en amplitude et la régularité de la progression de phase. La dispersion 
en amplitude est définie pour chaque entrée comme l’écart pire cas entre les amplitudes des 
coefficients de transmission correspondant. Les phases quant à elles peuvent être comparées 
directement aux valeurs théoriques puisque les valeurs sont toutes normalisées. Le pire cas de 
dispersion en amplitude est de 0,56dB, constaté en mesure sur le port 2 (0,79dB en simulation 
sur ce même port d’entrée), tandis que les erreurs de phase sont inférieures à 1,8° en mesure, 
contre 2,7° en simulation, confirmant ainsi la très bonne corrélation entre simulation et 
mesures. 
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N 
M 
1 2 3 4 
1 
0,472 
0,469      
0,5 
0,485 
0,497 
0,5    
0,466 
0,478     
0,5 
0,469 
0,471   
0,5 
2 
0,479 
0,495   
0,5 
0,449 
0,452      
0,5 
0,460 
0,470    
0,5 
0,455 
0,467     
0,5 
3 
0,460 
0,474      
0,5 
0,470 
0,470 
0,5    
0,444 
0,447     
0,5 
0,463 
0,461   
0,5 
4 
0,458 
0,467   
0,5 
0,457 
0,468      
0,5 
0,442 
0,450    
0,5 
0,440 
0,441     
0,5 
Tableau 10 : Amplitude des coefficients de transmission de la matrice de Nolen 
proposée à 2,2GHz (de haut en bas : mesure, simulation et valeur théorique) 
 
N 
M 
1 2 3 4 
1 
0,0°    
0,0°       
0° 
43,2° 
46,4°      
45° 
89,1° 
92,2°      
90° 
134,6° 
139,1°     
135° 
2 
0,0°    
0,0°       
0° 
-136,4°    
-132,9°    
-135° 
89,3° 
91,1°      
90° 
-45,2°     
-42,4°     
-45° 
3 
0,0°    
0,0°       
0° 
134,7° 
135,4°     
135° 
-89,2°     
-85,3°     
-90° 
46,7°  
49,6°     
45° 
4 
0,0°    
0,0°       
0° 
-45,7°     
-44,6°     
-45° 
-91,6°     
-90,1°     
-90° 
-136,1°    
-135,4°    
-135° 
Tableau 11 : Phase relative des coefficients de transmission de la matrice de Nolen 
proposée à 2,2GHz (de haut en bas : mesure, simulation et valeur théorique) 
 
Les pertes d’insertion sont également intéressantes. Celles-ci sont évaluées à partir des 
coefficients de transmission fournis dans le Tableau 10, les pertes liées à l’adaptation en 
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entrée étant négligées. Les valeurs mesurées dans l’ordre des ports d’entrée sont 
respectivement de 0,48, 0,71, 0,74 et 0,93dB contre 0,38, 0,52, 0,66 et 0,79dB en simulation. 
Comme on pouvait s’y attendre, plus l’indice du port d’entrée est élevé, plus les pertes sont 
importantes, du fait des longueurs de lignes augmentant avec chaque étage de la matrice. De 
plus, les valeurs mesurées sont toutes un peu plus importantes que les valeurs simulées, 
essentiellement à cause des pertes ajoutées par les connecteurs qui n’ont pas été pris en 
compte dans la simulation. L’écart entre simulations et mesures reste néanmoins de l’ordre du 
dixième de dB. 
Intéressons nous maintenant aux performances de la matrice sur une bande de 
fréquence plus importante. L’ensemble des résultats obtenus sur une plage de fréquence allant 
de 2 à 2,4GHz est reporté en annexe I. Ces résultats sont résumés par les erreurs moyennes et 
pire cas par rapport aux valeurs théoriques sur la Figure 51 en amplitude et sur la Figure 52 en 
phase. Dans cette dernière figure, l’enveloppe des erreurs en phase correspond aux deux 
pentes de phases extrêmes normalisées par entrées par rapport à la phase d’insertion de la 
première sortie. On note une très bonne corrélation entre la simulation et la mesure sur 
l’ensemble de la bande de fréquence considérée. 
 
Figure 51 : Erreur sur l’amplitude des coefficients de transmission  
de la matrice de Nolen 4×4 proposée 
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Figure 52 : Erreur sur la phase des coefficients de transmission  
de la matrice de Nolen 4×4 proposée 
 
Les résultats en phase présentent bien le comportement dispersif naturel d’une 
alimentation série. Néanmoins, on note que pour des applications nécessitant une bande de 
fréquence relativement faible, les performances obtenues pourraient être acceptables. Par 
exemple, sur une bande de fréquence de 100MHz centrée sur 2,2GHz soit 4,5% de bande, la 
dispersion moyenne en amplitude est inférieure à 0,9dB pour une dispersion pire cas 
inférieure à 1,4dB, tandis que l’erreur de phase moyenne est de ±16°. Pour des applications de 
télécommunications en bande S par satellite en émission seulement, on pourrait même se 
limiter à la bande de fréquence 2,17-2,2GHz, soit 1,4%, avec une dispersion moyenne en 
amplitude inférieure à 0,7dB pour une erreur en phase réduite à ± 5°.  
III. 3. 4 Matrices de Nolen et stabilité de faisceau 
Les matrices de Nolen sont par nature dispersives du fait des longueurs de lignes 
différentes d’une entrée donnée vers l’ensemble des sorties. Il est évidemment possible de 
rendre cette matrice large bande en réutilisant le même concept que celui décrit dans la 
section II. 6 dans le cas des matrices de Blass large bande. Nous allons plutôt chercher à tirer 
avantage du caractère dispersif des matrices de Nolen. En effet, un réseau linéaire dont les 
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éléments sont espacés de la distance d  présente naturellement un phénomène de dépointage 
de faisceau avec la fréquence selon la formule suivante : 



  
dk0
1
0 sin
         (81) 
où   est la différence de phase entre deux sorties consécutives et 0k  le nombre 
d’onde dans l’air. 
Cela se traduit pour une matrice large bande, comme les matrices de Butler, par un 
resserrement des lobes principaux autour de l’axe orthogonal au réseau linéaire à mesure que 
la fréquence augmente. La dispersion naturelle des matrices de Nolen pourrait être exploitée 
pour compenser en partie ce phénomène. En effet, les différences de longueur électrique 
d’une entrée vers l’ensemble des sorties rend la différence de phase entre sorties consécutives 
dépendante de la fréquence selon la formule suivante : 
 gk          (82) 
où   est la différence de longueur de ligne entre deux accès consécutifs et gk  le 
nombre d’onde guidée. 
Il apparaît donc que la dispersion d’une matrice de Nolen peut compenser le 
dépointage d’un faisceau avec la fréquence si la relation suivante est vérifiée : 
0
0
sin

dg         (83) 
où g  et 0  sont respectivement les longueurs d’ondes guidée et dans l’air. 
On note que la différence de longueur entre deux accès successifs dépend du 
dépointage et est donc différente pour chaque entrée. Pour cette raison, la stabilité de pointage 
paraît difficile à obtenir pour une matrice de Butler du fait de la formation en parallèle des 
différentes lois d’alimentation et semble mieux adaptée aux matrices à alimentation en série 
telles que les matrices de Blass et Nolen.  
Reprenons l’exemple de réalisation présenté dans la section précédente. Nous avons 
associé ce réseau d’alimentation à un réseau linéaire théorique de 4 éléments rayonnants 
espacés de 86mm, soit 0,63 0  à 2,2GHz, correspondant à la distance physique entre deux 
sorties successives de la matrice réalisée. Le diagramme de l’élément rayonnant est défini 
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analytiquement sous la forme qcos  avec 2,1q , correspondant à une valeur standard pour 
un élément rayonnant imprimé de type résonnant (patch demi-onde). Les diagrammes de 
rayonnement obtenus par faisceaux sont illustrés sur la Figure 53. On note que l’ensemble des 
faisceaux est dévié dans la même direction, ce qui signifie que le dépointage lié au caractère 
dispersif de la matrice d’alimentation est plus important que le dépointage lié au réseau 
rayonnant. Ce résultat pouvait être anticipé avec la relation (83) qui indique que la différence 
de longueur de ligne entre deux sorties successives doit être inférieure au pas du réseau dans 
le cas considéré. En effet, pour des lignes micro-ruban, la longueur d’onde guidée est liée à la 
longueur d’onde dans l’air par la relation suivante : 
r
g 
 0          (84) 
où r  est la permittivité diélectrique relative du substrat. 
L’approximation est liée au fait que le champ électromagnétique n’est pas totalement 
confiné dans le substrat sous la ligne d’alimentation. Il faudrait en réalité remplacer la 
permittivité diélectrique du substrat par une permittivité diélectrique effective fonction des 
paramètres physiques de la ligne considérée, mais également de la fréquence. Le caractère 
dispersif des lignes micro-rubans peut être négligé sur la bande de fréquence considérée. 
La relation (83) peut alors se simplifier comme suit : 
r
d

 0sin          (85) 
Cette relation confirme que pour une différence de chemin électrique   fixée selon la 
relation (82), la direction de pointage du faisceau sera également fixée et indépendante de la 
fréquence, à l’approximation près de la formule (84). Par ailleurs, comme 1r  et 1sin 0  , 
il s’en suit que d . Or, la matrice réalisée ne vérifie pas cette relation à cause des 
dimensions des coupleurs hybrides. En fait, nous avons d , soit une dispersion en phase 
liée au réseau d’alimentation plus importante que la dispersion en phase du réseau rayonnant. 
Également, en comparant les diagrammes correspondant aux ports 2 et 3, symétriques l’un de 
l’autre, on constate que la déviation avec la fréquence de l’un est nettement plus important 
que l’autre, ce qui se comprend par le fait que les déviations liées à la matrice d’alimentation 
et au réseau rayonnant se cumulent dans le cas du port 3 et se compensent presque dans le cas 
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(a) 
 
(b) 
 
(c) 
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(d) 
Figure 53 : Diagrammes de rayonnement produit par un réseau linéaire associé à la 
matrice de Nolen réalisée en bande S pour (a) l’entrée 1a , (b) l’entrée 2a ,  
(c) l’entrée 3a  et (d) l’entrée 4a  
 
du port 2. Nous avons repris la conception de la matrice présentée dans la section précédente 
en l’adaptant pour vérifier la condition (83) sur un accès. La solution résultante est un 
intermédiaire entre la matrice de Nolen standard et son correspondant large bande.  
La différence de longueur de ligne   est fixée à la fréquence centrale, ce qui nous 
donne :  
gc
c 

2
          (86) 
où c  est la différence de phase entre deux sorties consécutives et gc  la longueur 
d’onde, ces deux grandeurs étant évaluées à la fréquence centrale. 
Il est intéressant de noter que cette relation revient finalement à créer le déphasage 
souhaité avec une simple longueur de ligne dans le cas d’une matrice où les chemins 
électriques sont par ailleurs tous égaux. En partant donc d’une matrice de Nolen large bande 
sans déphaseurs nous ajustons les longueurs de lignes pour satisfaire la relation (86). Pour que 
l’impact du dépointage soit plus visible, nous considérons le faisceau avec une progression de 
phase de -135°, correspondant à un dépointage plus fort. De plus, nous utilisons des lignes 
courbées afin de garder constante la distance entre deux sorties successives.  
Les différents coupleurs utilisés n’ayant pas la même phase d’insertion, il s’est avéré 
nécessaire de rajouter une section de déphasage à stubs pour compenser ces différences de 
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phase. Le coude en bout de ligne a dû également être amélioré par l’ajout de stubs afin de 
produire la même pente de phase que les coupleurs hybrides. La matrice finalement obtenue et 
réalisée est présentée sur la Figure 54.  
 
 
Figure 54 : Matrice de Nolen avec pointage de faisceaux indépendant de la fréquence 
 
L’impact sur l’angle de pointage du faisceau est illustré sur la Figure 55 et comparé à 
une matrice large bande. Les résultats obtenus en simulations et mesures sont en très bon 
accord et confirment la stabilité du pointage de faisceau avec la matrice dimensionnée. Cette 
solution peut trouver un intérêt pour des applications multifaisceaux large bande nécessitant 
une couverture angulaire constante. Par contre, on peut noter que la forme des faisceaux va 
varier légèrement avec la fréquence. Le comportement ainsi obtenu se rapproche de celui 
d’une lentille. On note également que le dimensionnement proposé est relativement simple 
lorsqu’il s’agit de fixer un faisceau, mais devient plus complexe lorsque d’autres faisceaux 
sont ajoutés. Pour des applications multifaisceaux, on utilisera de préférence des matrices 
ayant un nombre de sorties suffisamment important pour réduire les couplages entre lignes 
d’alimentation, et pouvoir approcher le dimensionnement de chaque ligne par un ajustement 
des longueurs de lignes tel qu’illustré dans cette section. Par ailleurs, on a mis en évidence 
l’importance du choix technologique pour le coupleur directionnel : la stabilité de la phase 
d’insertion avec le coefficient de couplage est particulièrement importante pour faciliter la 
conception et éviter un étage de correction de phase supplémentaire. 
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(a) 
 
(b) 
 
(c) 
Figure 55 : Diagrammes de rayonnement en fonction de la fréquence obtenus à partir 
(a) d’une matrice large bande et (b) de la matrice de Nolen avec pointage de faisceau 
indépendant de la fréquence simulée et (c) mesurée 
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III. 3. 5 Matrices de Nolen à loi d’amplitude non-uniforme 
Comme pour les matrices de Butler, il est également possible de dimensionner des 
matrices de Nolen à loi d’amplitude non-uniforme. La seule contrainte à respecter est 
l’orthogonalité des lois d’alimentation. En reprenant le mode de dimensionnement des 
matrices de Butler à loi d’amplitude non-uniforme tel que proposé dans [51] (voir section III. 
2. 3), on peut alimenter avec une matrice à M  entrées un nombre de sorties égale à qM , soit 
un multiple entier de M . La condition d’orthogonalité est vérifiée si la somme des puissances 
issues de tout groupe de q  sources distantes de M  est égale à M1  de la puissance totale, la 
distance entre sources étant définie comme la différence de leurs indices. 
Pour illustrer ce point, nous avons dimensionné une matrice de Nolen 4×8 équivalente 
à la matrice de Butler présentée dans [61]. Les paramètres de la matrice de Nolen produisant 
ces lois d’alimentation sont reportés dans le Tableau 12. On note que la loi d’amplitude non-
uniforme retenue induit des coupleurs directionnels quasiment tous différents. Un exemple de 
dimensionnement en technologie micro-ruban optimisé sous ADS par N. Ferrando dans le 
cadre de son stage au CNES est présenté sur la Figure 56. On note clairement l’évolution des 
dimensions physiques des coupleurs hybrides en fonction du paramètre de couplage. Les 
déphaseurs sont facilement reconnaissables puisque de simples longueurs de lignes ont été 
utilisées. Cette matrice a été dimensionnée à 4GHz sur un substrat Neltec de référence 
NY9217 avec les caractéristiques suivantes : 
 Constante diélectrique :   2,17 
 Epaisseur du substrat :   0,254mm 
 Epaisseur de la métallisation :  0,018mm 
 Pertes diélectriques :  0,0008 
 
La simulation complète de la matrice a pu être réalisée en combinant l’outil 
Momentum aux fonctionnalités d’ADS permettant le chaînage de composants définis par 
leurs matrices de répartition. La comparaison des résultats de simulation avec les lois 
théoriques attendues est présentée dans le Tableau 13 pour l’amplitude et dans le Tableau 14 
pour la phase. On note que l’écart entre la simulation et la théorie s’accentue pour les sorties 
et entrées d’indice élevé, ce qui est naturel puisqu’il s’agit des coefficients de transmission 
associés aux plus grandes longueurs de lignes. De la même façon, les pertes d’insertion 
augmentent avec l’indice des ports d’entrées. Elles sont évaluées en simulation dans l’ordre  
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Tableau 12 : Paramètres de la matrice de Nolen 4×8 à loi d’amplitude non-uniforme 
 
 
Figure 56 : Matrice de Nolen 4×8 à loi d’amplitude non-uniforme 
 
des entrées à 1,15, 1,40, 1,63 et 1,87dB. Une erreur de phase plus importante apparaît dans 
cette matrice due essentiellement à la variation de la phase d’insertion des coupleurs hybrides 
avec le paramètre de couplage. L’erreur pire cas entre la simulation et la théorie est de 37,2°. 
Par contre, il est intéressant de constater que la différence de phase entre deux sorties 
N 
M 
1 2 3 4 5 6 7 8 
1 0,186 0° 
0,284 
45° 
0,441 
90° 
0,549 
135° 
0,657 
180° 
0,778 
225° 
0,832 
270° 
1,000 
315° 
2 0,189 0° 
0,286 
180° 
0,467 
0° 
0,547 
180° 
0,731 
0° 
0,760 
180° 
1,000 
0°  
3 0,193 0° 
0,309 
270° 
0,512 
180° 
0,679 
90° 
0,816 
0° 
1,000 
270°   
4 0,196 0° 
0,313 
180° 
0,570 
0° 
0,691 
180° 
1,000 
0°    
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successives reste relativement constante et proche de la théorie, ce qui est confirmé par les 
résultats présentés dans le Tableau 15. L’erreur pire cas constatée est de 18,9°, mais concerne 
finalement peu de coefficients de transmission puisque l’erreur moyenne n’est que de 2,8°. De 
plus, les erreurs pire cas concernent surtout les coefficients de transmission vers les sorties 
extrêmes (premières ou dernières), qui du fait de la dynamique en amplitude auront donc 
moins d’impact sur les performances globales en rayonnement. 
 
Tableau 13 : Amplitude des coefficients de transmission à 4GHz de la matrice de 
Nolen 4×8 à loi d’amplitude non-uniforme  
(de haut en bas : simulation et valeur théorique) 
 
Tableau 14 : Phase relative des coefficients de transmission à 4GHz de la matrice de 
Nolen 4×8 à loi d’amplitude non-uniforme  
(de haut en bas : simulation et valeur théorique) 
N 
M 
1 2 3 4 5 6 7 8 
1 0,184 0,186 
0,264 
0,279 
0,383 
0,415 
0,415 
0,464 
0,398 
0,464 
0,342 
0,415 
0,221 
0,279 
0,138 
0,186 
2 0,176 0,186 
0,254 
0,279 
0,370 
0,415 
0,401 
0,464 
0,387 
0,464 
0,337 
0,415 
0,213 
0,279 
0,144 
0,186 
3 0,170 0,186 
0,242 
0,279 
0,357 
0,415 
0,383 
0,464 
0,381 
0,464 
0,330 
0,415 
0,224 
0,279 
0,135 
0,186 
4 0,163 0,186 
0,232 
0,279 
0,339 
0,415 
0,371 
0,464 
0,376 
0,464 
0,330 
0,415 
0,209 
0,279 
0,145 
0,186 
N 
M 
1 2 3 4 5 6 7 8 
1 0° 0° 
39,9° 
45° 
81,9° 
90° 
126,9°
135° 
171,5°
180° 
-143,4°
-135° 
-98,2° 
-90° 
-53,8° 
-45° 
2 0° 0° 
-134,0° 
-135° 
93,4° 
90° 
-40,4° 
-45° 
-174,8°
180° 
49,6° 
45° 
-85,1° 
-90° 
138,9°
135° 
3 0° 0° 
146,2° 
135° 
-73,4° 
-90° 
65,0° 
45° 
-157,6°
180° 
-20,9° 
-45° 
113,0° 
90° 
-113,7°
-135° 
4 0° 0° 
-26,1° 
-45° 
-61,5° 
-90° 
-103,6°
-135° 
-144,2°
180° 
172,2°
135° 
125,2° 
90° 
74,3° 
45° 
Chapitre III – Matrices multifaisceaux orthogonales 
98 
Tableau 15 : Différence de phase des coefficients de transmission à 4GHz entre deux 
sorties adjacentes de la matrice de Nolen 4×8 à loi d’amplitude non-uniforme  
(de haut en bas : simulation et valeur théorique) 
 
Les diagrammes de rayonnement obtenus avec un réseau linéaire dont le pas est fixé à 
45,2mm, soit 0,60 0  à 4GHz, correspondant à la distance entre deux sorties successives de la 
matrice dimensionnée, sont présentés pour les différents faisceaux sur la Figure 57. Nous 
avons retenu comme précédemment un élément rayonnant dont le diagramme est défini 
analytiquement sous la forme qcos  avec 2,1q . On note une bonne corrélation entre la 
simulation sous Momentum et la théorie. Par ailleurs, la comparaison avec une matrice 
équivalente à loi d’amplitude uniforme confirme la réduction des lobes secondaires, passant 
de -13dB environ à des valeurs inférieures à -20dB, sauf pour le lobe de réseau qui apparaît 
dans le domaine visible pour les deux faisceaux les plus dépointés. Ce résultat est conforme à 
la théorie puisque le lobe de réseau est un lobe image du faisceau principal et son niveau n’est 
donc pas modifié par la distribution en amplitude. On note également sur certains faisceaux 
un léger dépointage, attendu compte tenu des erreurs constatées sur la phase des coefficients 
de transmission. Par ailleurs, la légère asymétrie des lois en amplitude due aux pertes 
d’insertion affecte peu le fonctionnement en rayonnement, les niveaux de lobes secondaires 
étant très comparables entre simulation et théorie. Enfin, on vérifie conformément à la théorie 
que la réduction des lobes secondaires s’accompagne d’une légère augmentation de 
l’ouverture angulaire du lobe principal. 
 
N 
M 
1/2 2/3 3/4 4/5 5/6 6/7 7/8 
1 39,9° 45° 
42,0° 
45° 
45,0° 
45 
44,6° 
45° 
45,1° 
45° 
45,2° 
45° 
44,4° 
45° 
2 -134,0° -135° 
-132,6° 
-135° 
-133,8° 
-135° 
-134,4° 
-135° 
-135,6° 
-135° 
-134,7° 
-135° 
-136,0° 
-135° 
3 146,2° 135° 
140,4° 
135° 
138,4° 
135° 
137,4° 
135° 
136,7° 
135° 
133,9° 
135° 
133,3° 
135° 
4 -26,1° -45° 
-35,4° 
-45° 
-42,1° 
-45° 
-40,6° 
-45° 
-43,6° 
-45° 
-47,0° 
-45° 
-50,9° 
-45° 
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(a) 
 
 
(b) 
 
(c) 
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(d) 
Figure 57 : Diagrammes de rayonnement produit par un réseau linéaire associé à la 
matrice de Nolen 4×8 à loi d’amplitude non-uniforme pour (a) l’entrée 1a ,  
(b) l’entrée 2a , (c) l’entrée 3a  et (d) l’entrée 4a  
 
Nous terminons cette section en soulignant que la règle de dimensionnement identifiée 
conduit à des matrices qui ne sont pas carrées. Elles sont sans pertes en émission (le nombre 
d’entrées est inférieur au nombre de sorties), mais peuvent présenter des pertes intrinsèques 
en réception. En émission, la matrice étudiée est sans pertes intrinsèques du fait de l’isolation 
des coupleurs directionnels. Pour toute combinaison linéaire de signaux cohérents appliquée 
sur les quatre ports d’entrée, 1a  à 4a  selon les notations de la Figure 46, il ne peut y avoir 
d’énergie dissipée dans les ports isolés (les quatre ports au bas de la Figure 56 reliés à des 
charges adaptées). Mais compte tenu des caractéristiques de ces mêmes coupleurs en 
réception, une partie de l’énergie peut être dirigée vers les ports chargés. Le niveau d’énergie 
dissipé dans les charges adaptées dépend en fait du rapport d’amplitude et du déphasage entre 
les deux signaux en entrée, selon la terminologie en réception, de chaque coupleur ayant un 
port chargé (les quatre coupleurs au bas de la Figure 56). Ce déphasage et différence 
d’amplitude éventuels dépendent directement de la distribution en amplitude et phase des 
signaux reçus par les sources élémentaires. Afin d’illustrer ce point, nous avons supposé que 
le réseau linéaire de 8 éléments reçoit une onde plane dont nous avons fait varier l’angle 
d’incidence. Cette hypothèse revient à considérer que l’antenne émettrice servant de référence 
est ponctuelle, isotrope et infiniment distante de l’antenne réseau étudiée. La géométrie du 
réseau et le diagramme de rayonnement des sources élémentaires sont pris en compte selon 
les mêmes hypothèses qu’en émission. La répartition de la puissance sur les quatre ports de 
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sortie du réseau en réception est illustrée sur la Figure 58 en fonction de l’angle d’incidence. 
Ces données sont normalisées en faisant l’hypothèse que l’antenne réseau intercepte une 
puissance de 1W à incidence normale. On retrouve comme attendu une image des faisceaux 
produits par le réseau aux pertes d’insertion près et pondérée par le diagramme de 
rayonnement de la source élémentaire. Les pertes simulées du réseau d’alimentation en 
réception, incluant pertes intrinsèques et pertes d’insertion (pertes ohmiques et diélectriques), 
sont données en fonction de l’angle d’incidence sur la Figure 59, et comparées à celles d’un 
réseau théorique sans pertes d’insertion. On note que les pertes intrinsèques, correspondant à 
l’énergie dissipée dans les quatre ports isolés de la matrice, s’accentuent pour des angles 
d’incidence intermédiaires entre deux faisceaux. Pour des angles d’incidence correspondant à 
une des directions de pointage des quatre faisceaux produits en émission, les pertes observées 
sont quasiment réduites aux pertes d’insertion. Il est important de souligner que cette énergie 
dissipée dans les charges en réception ne remet pas en cause le théorème de réciprocité, selon 
lequel les performances globales d’une antenne passive, rayonnement inclus, sont les mêmes 
en émission et en réception. La matrice  S  de la structure proposée, de dimension 12×12, est 
d’ailleurs réciproque, puisqu’il s’agit d’une structure passive. Mais une matrice réciproque 
n’est pas nécessairement orthogonale. En fait, les matrices orthogonales ont la particularité de 
produire un ensemble de facteurs de réseau qui couvre totalement le domaine visible (voir III. 
2. 2). La somme des contributions de chaque facteur de réseau dans une direction angulaire 
donnée est constante, de sorte que toute l’énergie captée en réception est distribuée vers un ou 
plusieurs ports de sortie de la matrice. Dans le cas de la matrice de Nolen 4×8 étudiée, les lois 
produites en émission sont orthogonales deux à deux mais la matrice en elle-même n’est pas 
orthogonale. Les facteurs de réseau produits ne couvrent donc plus l’ensemble du domaine 
visible de façon uniforme, comme illustré sur la Figure 60. L’énergie dissipée dans les 
charges de la matrice de Nolen 4×8 en réception en fonction de l’angle d’incidence est 
l’image des variations de la somme des contributions des facteurs de réseau produits en 
émission, aux pertes d’insertion et aux erreurs de pointage près. L’énergie effectivement 
captée par l’antenne de référence lorsque l’antenne étudiée fonctionne en émission dépend de 
la direction angulaire considérée. Cette variation de l’énergie captée en fonction de l’angle 
d’incidence ne se produit pas en réception car les diagrammes élémentaires sont supposés 
isotropes. Cela entraine naturellement une différence de fonctionnement entre émission et 
réception au niveau du rayonnement qui explique la différence de fonctionnement constatée 
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au niveau du réseau d’alimentation, tout en maintenant un bilan de liaison global identique 
dans les deux modes de fonctionnement, conformément au théorème de réciprocité. 
 
 
Figure 58 : Répartition de l’énergie en réception sur les quatre ports  
de la matrice de Nolen 4×8 à loi d’amplitude non-uniforme 
 
Figure 59 : Pertes en réception de la matrice de Nolen 4×8  
à loi d’amplitude non-uniforme 
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Figure 60 : Facteurs de réseau normalisés de la matrice de Nolen 4×8  
à loi d’amplitude non-uniforme 
 
Évidemment, si le bilan énergétique était fait sur une matrice 8×8, en considérant les 4 
ports chargés comme des ports d’entrée selon la terminologie en émission, le réseau 
d’alimentation serait orthogonal et donc sans pertes tant en émission qu’en réception. La 
matrice orthogonale 8×8 ainsi obtenue produirait 8 faisceaux couvrant totalement le domaine 
visible. Mais en réalité, la contrainte imposée dans notre étude sur les 4 faisceaux « utiles » 
(loi d’amplitude non-uniforme) et la topologie retenue pour le réseau d’alimentation 
(suppression dans une matrice de Nolen carrée des lignes d’alimentation non-utilisées) 
rendent les 4 faisceaux restant inexploitables. Afin d’illustrer ce que l’on entend par 
inexploitables, le Tableau 16 donne les lois d’alimentation théoriques obtenues en alimentant 
successivement les quatre ports chargés. Les facteurs de réseau associés à ces lois 
d’alimentation sont illustrés sur la Figure 61. Ces lois d’alimentation étant toutes caractérisées 
par une distribution de l’énergie sur deux sources uniquement, distantes de 4 fois le pas du 
réseau (2,4 0  dans le cas illustré sur la Figure 61), les facteurs de réseau obtenus présentent 
donc plusieurs lobes de réseau dans le domaine visible. Par ailleurs, on note qu’ils sont 
quasiment tous identiques, ce qui indique que les pertes en réception dans la matrice de Nolen 
4×8 étudiée sont distribuées de façon quasi-uniforme sur les quatre charges adaptées pour un 
certain nombre de direction angulaires. 
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Tableau 16 : Lois d’alimentation obtenues avec les ports chargés de la matrice de 
Nolen 4×8 à loi d’amplitude non-uniforme 
 
 
Figure 61 : Facteurs de réseau normalisés obtenus avec les ports chargés de la 
matrice de Nolen 4×8 à loi d’amplitude non-uniforme 
 
Si nécessaire, la matrice de Nolen 4×8 pourrait être rendue sans pertes en réception en 
remplaçant les 4 coupleurs directionnels ayant un port chargé par des jonctions té 
déséquilibrées. Ces composants permettent une conception sans charges adaptées (donc sans 
pertes) au détriment d’une dégradation de l’adaptation en entrée et de l’isolation entre ports 
N 
M 
1 2 3 4 5 6 7 8 
5 0,929 0° 
0,000 
- 
0,000 
- 
0,000 
- 
0,371 
0° 
0,000 
- 
0,000 
- 
0,000 
- 
6 0,000 - 
0,830 
0° 
0,000 
- 
0,000 
- 
0,000 
- 
0,558 
0° 
0,000 
- 
0,000 
- 
7 0,000 - 
0,000 
- 
0,558 
0° 
0,000 
- 
0,000 
- 
0,000 
- 
0,830 
0° 
0,000 
- 
8 0,000 - 
0,000 
- 
0,000 
- 
0,371 
0° 
0,000 
- 
0,000 
- 
0,000 
- 
0,929 
0° 
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d’entrée, selon la terminologie en réception. Pour pousser plus loin cette étude, nous avons 
également évalué la distribution des pertes en fonction de l’angle d’incidence lorsque les lois 
d’alimentation produites par la matrice de Nolen 4×8 sont uniformes. Les résultats obtenus en 
émission (diagrammes de rayonnement dans le cas de sources isotropes) sont présentés sur la 
Figure 62. Contrairement au cas précédent, on note que les « zéros » des diagrammes de 
rayonnement sont tous dans des directions angulaires identiques et un maximum de 
rayonnement pour un faisceau correspond à des « zéros » de rayonnement pour les trois autres 
faisceaux. Cette caractéristique, propre aux lois orthogonales à distribution uniforme, 
introduit une singularité dans le mode de fonctionnement de la matrice d’alimentation à la 
réception, à savoir qu’elle est sans pertes dans les directions angulaires correspondant aux 
maxima des faisceaux produits. Cela se comprend puisque les coupleurs directionnels sont 
dimensionnés en émission pour produire une distribution uniforme. Or, le mode de 
fonctionnement réciproque donne lui aussi une distribution uniforme (onde plane). Donc, 
lorsque la direction angulaire d’incidence de l’onde plane est telle que le signal reçu 
correspond rigoureusement à la loi produite par l’un des ports d’entrée en émission, toute 
l’énergie captée par l’antenne est dirigée vers ce port, dans le cas d’une matrice théorique sans 
pertes d’insertion.  
 
Figure 62 : Facteurs de réseau normalisés d’une matrice de Nolen 4×8 à loi 
d’amplitude uniforme 
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Enfin, on note que ces matrices à distribution non-uniforme produisent des faisceaux 
avec des niveaux de recoupement très faibles. Une solution pour assurer une couverture 
« continue » dans le cas d’applications pratiques consiste à entrelacer les faisceaux issus de 
deux sous-systèmes tels que présentés dans cette section. Cette méthode a été appliquée dans 
[61] avec des matrices de Butler à loi d’amplitude non-uniforme. On note d’ailleurs avec 
intérêt que la solution proposée dans [61] utilise des jonctions té, rendant la matrice sans 
pertes également en réception. Cette solution est bien adaptée dans le cas des matrices de 
Butler à loi d’amplitude non-uniforme car les jonctions té sont positionnées entre la matrice 
de Butler standard et les éléments rayonnants, réduisant ainsi l’impact de la désadaptation en 
sortie des jonctions té sur le fonctionnement global du réseau d’alimentation. 
Finalement, la connaissance des pertes intrinsèques en réception en fonction de l’angle 
d’incidence pour des matrices de Nolen non-orthogonales n’a pas d’impact significatif sur le 
dimensionnement d’une antenne pour une application donnée puisque le bilan de liaison est le 
même en émission et en réception. De plus, les niveaux d’énergie reçus dans le cas 
d’applications spatiales sont extrêmement faibles. Par contre, une bonne connaissance de ce 
phénomène peut être utile dans les phases de test au sol, incluant des tests en puissance. 
III. 3. 6 Exemples de réalisations de matrices de Nolen dans la littérature 
Comme nous l’avons déjà mentionné, les matrices de Nolen sont très peu discutées 
dans la littérature ouverte. Cela dit, il est intéressant de voir qu’il existe quelques réalisations 
très proches du concept général des matrices de Nolen. C’est le cas du réseau d’alimentation 
décrit dans [66] et illustré sur la Figure 63. Il s’agit en fait d’une matrice de Nolen à deux 
entrées. 
 
 
Figure 63 : Réseau d’alimentation série à deux entrées [66] 
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La référence [67] présente une variante des matrices de Blass qui est en fait une forme 
de matrice proche des matrices de Nolen. Celle-ci est présentée dans le cas d’une matrice 3×3 
sur la Figure 64. Cette matrice est utilisée pour alimenter un réseau planaire pour des 
applications de diversité spatiale. On note qu’elle comporte un coupleur directionnel de plus 
qu’une matrice de Nolen 3×3 équivalente, par contre elle a l’avantage de n’utiliser que des 
coupleurs équilibrés. En fait, la topologie proposée revient à remplacer le coupleur 
déséquilibré d’une matrice de Nolen 3×3 par la cascade de deux coupleurs équilibrés et d’un 
déphaseur tel que détaillé sur la Figure 47. 
 
 
Figure 64 : Matrices de Blass modifiée proche d’une matrice de Nolen [67] 
 
Le réseau d’alimentation présenté dans [68] est également une évolution de matrice de 
Nolen, où un coupleur directionnel est remplacé par un diviseur de puissance afin de produire 
un réseau récepteur 2×3. Le schéma de principe du réseau d’alimentation et le modèle 
Momentum de deux sous-réseaux linéaires disposés orthogonalement et possédant chacun un 
réseau d’alimentation 2×3 sont illustrés sur la Figure 65. 
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(a)       (b) 
Figure 65 : Matrice de Nolen modifiée : (a) schéma de principe et (b) modèle 
Momentum deux axes [68] 
 
Enfin, nous terminons cette section dédiée aux réalisations de matrices de Nolen en 
présentant les solutions étudiées en technologie GIS dans le cadre d’une R&T CNES réalisée 
dans la continuité des activités présentées dans ce rapport de thèse. Une solution planaire 
monocouche a été conçue et validée expérimentalement par T. Djerafi [69, 70]. Celle-ci est 
présentée sur la Figure 66. On note que l’utilisation d’un coupleur en croix permet une 
conception relativement bien adaptée à la topologie des matrices de Nolen sur une couche. A. 
Ali [71, 72] a proposé une solution exploitant un coupleur deux-couches large bande. La 
représentation schématique de la structure résultante est présentée sur la Figure 67. Le 
concept pourrait être étendu à une conception multicouche afin de réduire significativement 
l’encombrement de cette matrice en comparaison de son équivalent planaire monocouche. Par 
ailleurs, le coupleur deux-couches utilisé a l’avantage de permettre une correction de phase 
par changement de section (réduction du grand côté de la section du guide d’onde équivalent) 
dans la zone de couplage sans modifier significativement l’encombrement du composant. 
Comme nous l’avons vu, cette propriété peut s’avérer intéressante pour des applications 
nécessitant une stabilisation des directions de pointage avec la fréquence. 
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Figure 66 : Matrice de Nolen 44 planaire en technologie GIS [69, 70] 
 
 

 
Figure 67 : Schéma d’une matrice de Nolen 44 sur deux couches 
en technologie GIS [71, 72] 
 
III. 4 Comparaison des matrices de Butler et Nolen 
Suite aux différents résultats présentés dans cette section, il nous a semblé judicieux de 
conclure sur une comparaison entre les deux matrices étudiées afin de mieux situer leurs 
domaines d’application respectifs.  
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Le premier point de comparaison à souligner est la contrainte sur le nombre de ports 
que présente une matrice de Butler standard. En effet, comme nous l’avons vu, ces matrices 
ont un nombre d’entrées égal au nombre de sorties et s’écrivant sous forme de puissance de 
deux. Nous avons vu néanmoins avec les matrices de Butler à loi d’amplitude non-uniforme 
qu’il est possible de dimensionner une matrice de Butler dont le nombre de sorties est un 
multiple entier du nombre d’entrées. Cette configuration est particulièrement intéressante 
pour produire des lois d’amplitude formées, mais si nécessaire elle peut aussi servir à former 
des lois uniformes en utilisant des diviseurs de puissance équilibrés en sortie de la matrice 
standard. La matrice de Nolen quant à elle ne présente pas de contraintes particulières, si ce 
n’est que le nombre de sorties doit être égal au nombre d’entrées pour que la matrice soit 
orthogonale tant en émission qu’en réception. Lorsqu’un seul mode de fonctionnement est 
souhaité (émission ou réception), le nombre d’entrées peut être différent du nombre de sorties 
tout en maintenant le caractère sans pertes de la matrice d’alimentation.  
Un autre point de comparaison important est le nombre de composants. Comme nous 
l’avons déjà mentionné, les matrices de Butler sont une forme de matrice de répartition 
canonique puisqu’elles réduisent le nombre de composants au strict nécessaire. En 
contrepartie, elles introduisent des croisements de voies d’autant plus nombreux que la 
matrice est grande. Le Tableau 17 compare le nombre de composants (coupleurs et 
déphaseurs) nécessaires pour les matrices de Butler et Nolen. Pour permettre une comparaison 
objective, les matrices de Nolen ont autant de sorties que d’entrées. Ces résultats confirment 
qu’une matrice de Butler nécessite moins de composants qu’une matrice de Nolen. Par contre, 
en faisant l’hypothèse que dans une réalisation planaire la fonction de croisement de voies est 
produit par la combinaison de deux coupleurs hybrides, on note que les deux structures sont 
finalement très similaires en complexité, à ceci près que les matrices de Butler ne nécessitent 
la conception que d’un coupleur directionnel équilibré alors que les matrices de Nolen 
peuvent nécessiter plusieurs coupleurs différents. Plus généralement, ces composants peuvent 
être vus comme des degrés de liberté dans l’optimisation des lois d’alimentation à produire. 
Les matrices de Nolen présentant généralement plus de composants que les matrices de 
Butler, elles offrent donc plus de flexibilité sur le type de lois d’alimentation accessible 
(distribution d’amplitude uniforme ou non-uniforme, progression de phase arithmétique ou 
non-arithmétique). Néanmoins, celles-ci doivent nécessairement vérifier la contrainte 
d’orthogonalité, associée au caractère unitaire de chaque loi d’alimentation. Cette contrainte 
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de loi d’alimentation unitaire est la principale différence entre les matrices de Nolen et les 
matrices de Blass, et traduit le caractère sans pertes du réseau d’alimentation en complément 
de la contrainte d’orthogonalité. 
 
Matrices de Butler Matrices de Nolen 
N 
Coupleurs Déphaseurs Croisements Total Coupleurs Déphaseurs Total 
2 1 0 0 1 1 1 2 
4 4 2 2 10 6 6 12 
8 12 8 16 52 28 28 56 
16 32 24 88 232 120 120 240 
32 80 64 416 976 496 496 992 
Tableau 17 : Comparaison des matrices de Butler et Nolen en nombre de composants 
 
Le comportement fréquentiel des deux matrices considérées est un autre point de 
comparaison important. Les matrices de Butler sont naturellement large bande, tandis que les 
matrices de Nolen sont généralement dispersives. Néanmoins, nous avons vu qu’il est 
possible de faire évoluer la matrice de Nolen pour la rendre large bande. Il est également 
possible d’exploiter son comportement dispersif pour compenser le dépointage des faisceaux 
qui apparaît naturellement dans un réseau rayonnant lorsque la fréquence varie. Cette 
correction est plus difficile à mettre en œuvre dans une matrice de Butler car l’ajustement des 
longueurs de lignes dépend de l’angle de pointage et doit donc être adapté par entrée. Or dans 
les matrices de Butler toutes les entrées sont connectées en parallèle et influent donc l’une sur 
l’autre, contrairement à une matrice de Nolen où les entrées sont définies séquentiellement, 
une entrée n’étant pas affectée par celles d’indice supérieur. 
Enfin, pour conclure cette comparaison entre les deux matrices orthogonales 
présentées, nous revenons sur le lien entre matrices multifaisceaux et transformée de Fourier 
discrète (DFT). Il existe un cas particulier de DFT : la Transformée de Fourier Rapide (FFT 
pour Fast Fourier Transform). Cette dernière permet par une réécriture particulière de réduire 
le nombre d’opérations à effectuer pour le calcul de la DFT dans le cas particulier où N  est 
une puissance de 2 , soit nN 2 . Une telle propriété, associée à la démonstration faite dans la 
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littérature [65] qu’une matrice de Nolen peut être réduite à une matrice de Butler dans le cas 
particulier où nN 2 , permet d’affirmer qu’il existe un cas particulier de matrice de Butler 
réalisant la FFT des signaux présentés en entrée. En fait, une matrice de Butler formée de 
coupleurs hybrides 180° a une écriture équivalente à la FFT des signaux en entrée [73, 74]. 
Inversement, il serait possible de définir une forme de FFT modifiée équivalente à une 
matrice de Butler constituée de coupleurs hybrides 90°. Un dernier lien intéressant est la 
comparaison du nombre d’opérations dans le calcul de la DFT et de la FFT au nombre de 
composants dans les matrices multifaisceaux de dimensions NN  . En reprenant les formules 
de dénombrement de composants pour le cas particulier d’une matrice NN  , il vient qu’une 
matrice de Nolen en utilise   21NN  et une matrice de Butler 2Nn . Nous pouvons noter 
avec intérêt que le nombre d’opérations dans une DFT est proportionnel à 2N , tandis que 
dans une FFT ce nombre devient proportionnel à Nn , le nombre exact d’opérations 
dépendant de la méthode numérique employée. Nous retrouvons donc ici un autre élément 
associant la matrice de Butler à la FFT, et plus généralement la matrice de Nolen à la DFT. 
III. 5 Conclusions et perspectives 
Ce chapitre nous a permis de présenter et comparer deux formes de matrices 
orthogonales. Il ressort de cette comparaison que lorsqu’une matrice avec un nombre 
d’entrées pouvant s’écrire sous forme de puissance de deux est nécessaire, la matrice de 
Butler reste certainement la solution à privilégier, surtout si la technologie retenue permet de 
réaliser simplement les croisements de voies RF. La matrice de Nolen a l’avantage de 
présenter un peu plus de flexibilité, notamment sur le nombre de ports et le type de lois 
d’alimentation accessible. Elle pourrait donc être envisagée comme un composant de base 
pour généraliser le concept des matrices de Butler à des matrices avec un nombre de ports 
d’entrée s’écrivant comme une puissance d’un entier supérieur à deux ou plus généralement 
comme un produit de puissances de nombre premiers, tel qu’envisagé par Shelton [46]. Les 
matrices de Nolen seraient alors intéressantes avec un nombre de ports limité n’étant pas une 
puissance de 2 (typiquement 3, 5…). En effet, on note avec intérêt que dans le cas d’une 
matrice orthogonale 3×3, il n’existe pas de solution plus simple que la matrice de Nolen 
correspondante. Dans le cas de matrices de dimensions supérieures, Cummings [65] a proposé 
une technique de réduction permettant de limiter le nombre de composants d’une matrice 
orthogonale généralisée par rapport à la forme standard de la matrice de Nolen. Un exemple 
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de réduction dans le cas d’une matrice 5×5 est reporté sur la Figure 68. La technique de 
réduction permet de supprimer 2 coupleurs directionnels, par contre un déphaseur 
supplémentaire est nécessaire et surtout des croisements de voies apparaissent rendant cette 
configuration moins adaptée pour des réalisations planaires. Il est évident que cette technique 
de réduction sera d’autant plus intéressante que la taille de la matrice sera importante. Mais 
pour des matrices de dimensions réduites et dont le nombre de ports n’est pas une puissance 
de 2, les matrices de Nolen sont clairement intéressantes et leur combinaison sous forme de 
matrices de Butler généralisées pourrait être utilisée pour réaliser des matrices de dimensions 
plus importantes. 
Il faut également retenir que les deux matrices étudiées imposent une condition 
d’orthogonalité sur les lois d’alimentation, ce qui contraint la forme des faisceaux produits 
(ouverture de faisceau, niveaux de recoupement entre faisceaux adjacents, niveaux des lobes 
secondaires, etc.). Par contre, ces structures ont l’avantage d’être théoriquement sans pertes, si 
l’on exclut les pertes linéiques (ohmiques, diélectriques, etc.) présentes dans toute structure. 
La contrainte d’orthogonalité des matrices conduit à la formation de faisceaux eux-mêmes 
orthogonaux couvrant le domaine visible, ce qui les rend particulièrement bien adaptées à des 
applications de réseaux linéaires réguliers, voire planaires de forme carrée par un agencement 
judicieux de deux niveaux de matrices disposés orthogonalement [12] tel qu’illustré sur la 
Figure 69. Par contre, sans exclure quelques cas d’application très particuliers, ces matrices 
orthogonales sont moins adaptées à des réseaux planaires de forme quelconque ou plus 
généralement à des réseaux conformés ou irréguliers. Les matrices multifaisceaux présentées 
dans le chapitre suivant sont mieux adaptées à ce type d’antennes réseaux. 
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(a) 
 
(b) 
Figure 68 : (a) Matrice de Nolen 55 et (b) matrice orthogonale 55 réduite [65] 
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Figure 69 : Matrices de Butler pour réseaux rayonnants planaires carrés [12] 
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Chapitre IV -  Matrices multifaisceaux à lois de phase 
uniformes 
 
IV. 1 Introduction 
Contrairement aux matrices orthogonales, les matrices multifaisceaux à lois de phase 
uniformes offrent une certaine flexibilité sur la définition des lois d’alimentation en dissociant 
la distribution en amplitude du contrôle en phase. Les matrices de Blass pourraient donc à 
juste titre être incluses dans cette catégorie lorsqu’elles sont conçues pour produire ce type de 
lois. En fonction de la topologie retenue, le contrôle, voire la reconfiguration éventuellement 
en orbite, des faisceaux produits peut se faire de façon plus ou moins indépendante. En contre 
partie, cette flexibilité se traduit par des pertes qu’il est important de connaître précisément 
afin de garantir la compatibilité de la solution avec le besoin.  
Nous abordons dans ce chapitre deux solutions de matrices à lois de phase uniformes. 
La première, très répandue dans les applications spatiales, s’appuie sur une structure de base 
en forme de chandelier [17]. La deuxième, qui fait l’objet de plusieurs publications récentes, 
est une forme de structure nommée C-BFN s’appuyant sur le principe de la loi binomiale [16, 
75-77]. Il nous a paru nécessaire sur cette dernière structure d’approfondir certains points, et 
plus particulièrement le mode de dimensionnement et l’évaluation de l’efficacité car ces 
informations ne sont pas disponibles dans la littérature. Nous proposons de plus une évolution 
intéressante de cette structure particulièrement bien adaptée à des réseaux circulaires. 
IV. 2 Diviseur / combineur de puissance 
Avant de décrire les matrices à lois de phase uniformes considérées, il nous paraît 
judicieux de détailler le composant élémentaire. Il s’agit d’un composant 3 ports, illustré 
schématiquement sur la Figure 70, pouvant être utilisé soit comme un diviseur de puissance 
(le port 1 sert d’entrée et les ports 2 et 3 servent de sorties) soit comme un combineur de 
puissance (les ports 2 et 3 servent d’entrées et le port 1 sert de sortie). La matrice de 
répartition associée est la suivante : 
 









001
001
110
2
1S         (86) 
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Figure 70 : Représentation schématique d’un combineur/diviseur de puissance 
 
Par soucis de généralisation, la phase d’insertion n’est pas prise en compte dans cette 
écriture puisque seul le différentiel de phase entre les deux voies est important. On note très 
facilement que cette matrice n’est pas orthogonale. En réalité, il est impossible 
mathématiquement parlant de trouver un composant 3 ports qui serait en théorie parfaitement 
adapté sur tous les ports (termes de la diagonale de la matrice de répartition nuls) tout en étant 
sans pertes. Par contre, il est intéressant de voir que ces pertes dépendent du mode 
d’opération. En effet, lorsque le composant est utilisé comme diviseur de puissance, la 
puissance disponible en sortie est la même que celle en entrée. Si nous appliquons un signal 
complexe 1a  sur le port 1, la matrice de répartition nous donne une distribution en amplitude 
équilibrée et sans pertes : 
 


















2
2
0
0
0
1
1
1
a
a
a
S         (87) 
Par contre, lorsque le composant est utilisé comme combineur de puissance, le 
rendement   dépend du rapport de puissance et de la différence de phase entre les deux 
signaux combinés. Soient deux signaux complexes 2a  et 3a  appliqués respectivement sur les 
ports 2 et 3, la matrice de répartition permet d’évaluer le signal recombiné selon la formule 
suivante : 
 
 







 










0
0
20 32
3
2
aa
a
aS        (88) 
Le rendement du composant est alors défini comme le rapport suivant : 
 2322
2
32
2 aa
aa

         (89) 
Chapitre IV – Matrices multifaisceaux à lois de phase uniformes 
118 
Cette équation peut être réécrite sous la forme suivante : 
 12
1cos2


R
RR        (90) 
où  R  est le rapport de puissance entre les deux signaux en entrée et   la 
différence de phase. 
La variation de l’efficacité avec le rapport de puissance dans le cas de signaux en 
entrée en phase est illustrée sur la Figure 71. On note que le cas extrême pour lequel un seul 
port est alimenté induit un rendement de 50%, soit des pertes de 3dB. La variation de 
l’efficacité en fonction de la différence de phase dans le cas de signaux en entrée équilibrés en 
amplitude est illustrée sur la Figure 72. Dans ce cas particulier, la combinaison des signaux 
peut être nulle lorsque ceux-ci sont en opposition de phase. À une fréquence donnée, le 
rendement présente un caractère périodique. 
 
Figure 71 : Efficacité d’un combineur de puissance en fonction du rapport de 
puissance entre les signaux en entrées dans le cas équi-phase 
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Figure 72 : Efficacité d’un combineur de puissance en fonction de la différence de 
phase entre les signaux en entrée dans le cas équi-amplitude 
 
Pour les simulations présentées dans la suite de ce chapitre, nous avons retenu un 
diviseur / combineur de puissance en anneau, qui est en fait un composant 5 ports dont deux 
ports sont adaptés [78]. Ce composant élémentaire est illustré sur la Figure 73.  
 
02Z
0Z
4
g
4
g
4
g
4
g
2
g
 
Figure 73 : Diviseur / combineur de puissance en anneau 
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Il a l’avantage d’être large bande et particulièrement peu sensible à la précision de 
positionnement des charges adaptées, celles-ci étant placées sur des lignes 50Ω. Le travail de 
simulation sur ce composant et les matrices associées a été réalisé par N. Ferrando dans le 
cadre de son stage au CNES. Les mesures des différents prototypes réalisés ont été faites au 
CNES, et plus particulière avec un analyseur de réseau vectoriel E8364B d’Agilent 
Technologies pour l’évaluation des paramètres de répartition (mesures réalisées par M. 
Romier) et dans la Base Compacte de Mesure d’Antennes pour la caractérisation en 
rayonnement (mesures réalisées par D. Belot et L. Féat). Le substrat utilisé pour ces 
réalisations est le NY9208 de Neltec déjà décrit précédemment. La fréquence de travail est 
fixée à 6GHz. Par ailleurs, pour mieux rendre compte des pertes intrinsèques aux structures 
étudiées par la suite, nous avons calibré les pertes d’insertion d’un composant élémentaire en 
ajustant le paramètre des pertes tangentielles du substrat pour assurer une bonne corrélation 
entre simulations et mesures. Le composant élémentaire en question est présenté sur la Figure 
74 selon deux modes de réalisation, à savoir 3 et 5 ports. Dans le cas à 3 ports, les deux ports 
isolés sont directement connectés à des résistances soudées sur le circuit imprimé. Le retour à 
la masse après les résistances est assuré par un dépôt de métallisation dans un trou traversant 
le substrat de part en part. Le modèle de résistance retenu est de type SMC (Surface Mount 
Chip) de la série FC produite par la société Vishay. La configuration à 5 ports a été réalisée 
pour anticiper un disfonctionnement éventuel de la configuration à 3 ports. En réalité, les 
performances du composant 3 ports sont en ligne avec le modèle, comme on peut le voir sur 
la Figure 75 pour l’adaptation et l’isolation et sur la Figure 76 pour les coefficients de 
transmission.  
 
   
                                               (a)                                                              (b) 
Figure 74 : Diviseur de puissance en anneau avec (a) 5 et (b) 3 ports 
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Figure 75 : Adaptation et isolation d’un diviseur de puissance en anneau 
 
 
Figure 76 : Coefficients de transmission d’un diviseur de puissance en anneau 
 
À la fréquence de fonctionnement, les coefficients de transmission mesurés sont de  
-3,44dB, contre -3,09dB en simulation. L’écart est en parti dû aux connecteurs. Concernant 
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les performances en adaptation, elles sont en ligne avec la simulation. L’isolation est par 
contre dégradée mais reste tout de même suffisamment basse pour ne pas trop affecter 
l’insertion de ce composant dans un ensemble plus complexe. 
IV. 3 Réseaux d’alimentation en chandelier 
IV. 3. 1 Description et performances 
Historiquement, le concept de réseau d’alimentation multifaisceaux en chandelier, 
également appelé en parallèle, semble antérieur aux autres concepts déjà présentés dans ce 
rapport de thèse. Le premier document le décrivant de façon relativement précise dans une 
configuration en parallèle est le brevet de Kadak [15]. Cela dit, certains principes fondateurs 
sont déjà présents dans [79], et Butler fait référence à un concept visiblement très similaire 
lorsqu’il introduit sa matrice [12].  
Pour bien comprendre le principe de ce réseau d’alimentation, nous commençons par 
décrire le cas monofaisceau. En fait, l’objectif d’un réseau en chandelier dans sa forme 
équilibrée est de produire une loi d’alimentation en sortie uniforme en amplitude et phase. 
Pour cela, il suffit de chaîner différents niveaux de diviseurs de puissance équilibrés selon le 
schéma présenté sur la Figure 77.  
 
2b1b 1Nb Nb jb3b
a  
Figure 77 : Réseau d’alimentation en chandelier monofaisceau 
 
Dans le cas général, on peut envisager d’utiliser des diviseurs de puissance 
déséquilibrés pour produire une loi formée en amplitude. L’intérêt de cette structure dans le 
cas équilibré est de dissocier le réseau d’alimentation de la couche de contrôles en amplitude 
(atténuateurs) et/ou phase (déphaseurs) permettant la formation de faisceau.  
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Considérons maintenant le cas multifaisceaux. Supposons que l’on souhaite produire 
M  faisceaux avec un réseau de N  éléments rayonnants. Le premier niveau consiste à diviser 
l’ensemble des signaux en entrée de façon indépendante en utilisant un réseau en chandelier 
avec N  sorties par entrée. Toutes les sorties des différents réseaux en chandelier 
correspondant à un même élément rayonnant sont ensuite combinées via un réseau en 
chandelier utilisé en combineur, tel qu’illustré sur la Figure 78. Dans l’hypothèse où le 
composant de base pour produire le réseau en chandelier est un composant à 3 ports comme 
celui décrit dans la section précédente, les nombres d’entrées et de sorties sont nécessairement 
des puissances de deux, sans forcément être égaux, pour avoir le même niveau de pertes 
d’insertion sur toutes les voies RF. Cette configuration particulière, associée à une matrice de 
contrôles en amplitude et/ou phase positionnée entre le niveau de division et le niveau de 
combinaison, permet une définition indépendante des lois d’alimentation de chaque faisceau, 
offrant ainsi une flexibilité totale pouvant s’adapter à toutes formes de réseaux rayonnants et 
plus particulièrement des réseaux conformés tel que suggéré dans [15]. 
 
Figure 78 : Réseau d’alimentation multifaisceaux en chandelier [15] 
 
Compte tenu des résultats présentés sur le composant de base, on en déduit que le 
niveau de division est nécessairement sans pertes. Par contre, le niveau de combinaison entre 
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signaux non-cohérents (fréquences différentes) issus d’entrées différentes induit une perte 
systématique de 3dB par étage de combineurs. Finalement, pour un réseau linéaire à N  
éléments rayonnants avec nN 2 , le niveau de combinaison induit n3 dB de pertes. Les 
pertes augmentent donc de façon logarithmique avec le nombre de sorties. 
IV. 3. 2 Exemples de réalisations de réseaux d’alimentation en chandelier 
dans la littérature 
Les exemples de réalisation dont on dispose dans la littérature sont pour la plupart liés 
à des applications spatiales. Le premier exemple concerne les antennes réseaux à rayonnement 
direct de la constellation Globalstar [80, 81]. La Figure 79 présente une vue éclatée de 
l’antenne active d’émission en bande S. Il s’agit d’un réseau de forme globale hexagonale 
avec une maille triangulaire produisant 16 faisceaux fixes. L’élément rayonnant élémentaire 
est un patch dans une cavité alimenté par deux accès orthogonaux et associé à un coupleur 
hybride pour produire la polarisation circulaire. La décomposition des sous-systèmes de 
l’antenne est détaillée sur la Figure 80.  
 
 
Figure 79 : Vue éclatée de l’antenne active multifaisceaux d’émission en bande S 
embarquée sur les satellites Globalstar [81] 
 
Le niveau de division est constitué de réseaux d’alimentation en technologie imprimée 
(stripline) 1:91. Le nombre de sorties n’étant pas une puissance de deux, soit le réseau 
d’alimentation est une combinaison de plusieurs formes de diviseurs de puissance, soit 
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certains ports de sortie sont inutilisés et donc chargés sur 50Ω. Cette dernière configuration 
n’est pas la plus judicieuse puisqu’elle introduit des pertes dans le niveau de division qui 
serait autrement sans pertes intrinsèques. Le réseau d’alimentation comporte ensuite un 
niveau de combineurs 16:1. Le réseau est certainement constitué de 4 couches de combineurs 
de puissance, soit des pertes intrinsèques de 12dB, qui viennent s’ajouter aux pertes 
d’insertion de la technologie imprimée retenue.  
 
 
Figure 80 : Représentation schématique par sous-systèmes de l’antenne active 
multifaisceaux d’émission en bande S embarquée sur les satellites Globalstar [81] 
 
Une autre réalisation intéressante de réseau d’alimentation est l’antenne embarquée sur 
la constellation IRIDIUM [82]. Chacun des trois réseaux formant l’antenne est constitué d’un 
peu plus de 100 éléments rayonnants (106 selon les vues d’artiste présentées dans [82]), 
disposés selon une maille triangulaire avec une forme globale elliptique (cette forme 
particulière est liée à l’aménagement des antennes sur les faces latérales du satellite), tel 
qu’illustré sur la Figure 81. Le réseau d’alimentation, présenté schématiquement sur la Figure 
82, est une combinaison judicieuse de matrices orthogonales avec un réseau à lois de phase 
uniformes. Huit matrices de Butler 16×16 sont connectées aux éléments rayonnants, d’où la 
forme globale elliptique du réseau rayonnant. En réalité, les sorties de matrices sont réparties 
selon une forme rectangulaire mais quelques éléments en bordure ne sont pas utilisés, cette  
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Figure 81 : Photo d’un réseau rayonnant sous test pour l’antenne active 
multifaisceaux émission/réception en bande L  
embarquée sur les satellites IRIDIUM [82] 
 
 
Figure 82 : Représentation schématique du réseau d’alimentation de l’antenne active 
multifaisceaux émission/réception en bande L  
embarquée sur les satellites IRIDIUM [82] 
 
forme elliptique favorisant la baisse des lobes secondaires comme discuté dans la section I. 3. 
Cette configuration particulière induit des pertes en émission sur ce premier niveau de 
matrices, mais celles-ci restent modérées (de l’ordre de 0,8dB) compte tenu du rapport 
relativement faible du nombre de ports inutilisés sur le nombre de ports total. La 
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configuration est a priori sans pertes en réception. Ces matrices sont connectées à un second 
niveau constitué de 10 matrices de Butler 8×8 disposées orthogonalement par rapport au 
premier niveau (voir chapitre précédent). De fait, on n’utilise que 80 faisceaux sur l’ensemble 
des 128 faisceaux réalisables compte tenu du premier niveau de formateur de faisceau. Mais 
ces 80 faisceaux orthogonaux suffisent à couvrir la zone de service. La charge utile étant 
dimensionnée pour produire 16 faisceaux simultanément, un troisième niveau de réseau 
d’alimentation constitué de diviseurs / combineurs de puissance est donc ajouté. Ces 16 
faisceaux sont chacun une combinaison linéaire à coefficients complexes des 80 faisceaux 
orthogonaux, les coefficients étant optimisés pour diviser la zone de couverture en spots à 
même Puissance Isotrope Rayonnée Équivalente (PIRE) tout en contrôlant le niveau de lobes 
secondaires. Ce troisième niveau constitué d’un réseau d’alimentation à lois de phase 
uniformes n’est pas détaillé dans la littérature. Il s’agit peut être d’une architecture en 
chandelier 16:80 telle que décrite dans cette section, mais il se peut aussi que l’architecture ait 
été optimisée pour réduire le nombre de composants et donc les pertes de ce niveau sachant 
que chacun des 16 faisceaux à produire n’est une combinaison que d’un nombre limité de 
faisceaux orthogonaux (4 à 6 faisceaux orthogonaux typiquement pour former le lobe 
principal, mais les contraintes sur les lobes secondaires, non détaillées dans la littérature, 
imposent peut être un nombre de faisceaux orthogonaux plus important). 
Nous terminons en abordant le réseau d’alimentation des antennes émission 
SPACEWAY. Il s’agit d’un réseau rayonnant constitué de 1500 cornets élémentaires bi-
polarisation, le réseau d’alimentation est défini par rangées de 12 à 22 éléments rayonnants 
selon le principe décrit dans cette section, tel qu’illustré sur la Figure 83 [83] (22 éléments 
rayonnants représentent une demi-rangée pour les rangées les plus longues). La particularité 
de cette antenne par rapport aux précédentes solutions présentées est de disposer de 
déphaseurs variables contrôlés numériquement (voir Figure 84) pour assurer une forte 
flexibilité de pointage pour les 24 faisceaux produits, 12 par polarisation. En fait, chaque 
faisceau est pointé à un instant donné en fonction du besoin en ressources des utilisateurs vers 
une des 106 cellules prédéfinies formant la couverture en réception. Par ailleurs, 12 n’étant 
pas une puissance de deux, on note que le niveau de recombinaison n’est pas équivalent pour 
tous les faisceaux comme détaillé dans cette section, mais doit être aménagé tel qu’illustré sur 
la Figure 84, certains signaux passent donc par quatre niveaux de combinaison tandis que 
d’autres n’en ont que trois. 
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(a) 
 
 
(b) 
Figure 83 : Représentation schématique (a) d’une rangée d’éléments rayonnants de 
l’antenne active en émission sur le satellite SPACEWAY et (d) du réseau 
d’alimentation associé [83] 
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Figure 84 : Détail d’un sous-ensemble du combineur de l’antenne active en émission 
sur le satellite SPACEWAY [83] 
 
IV. 4 Réseaux d’alimentation périodiques 
IV. 4. 1 Description 
La particularité de ce réseau d’alimentation en comparaison de la structure précédente 
est d’alterner des diviseurs et des combineurs de puissance équilibrés afin de produire une loi 
de distribution en puissance proche de la loi binomiale. La loi binomiale est décrite par le 
triangle de Pascal dont la relation de base est la suivante : 






 





p
n
p
n
p
n 1
1
1
 avec np 0     (91) 
où   !!
!
pnp
n
p
n




 est le nombre de combinaisons non-ordonnées de p  
éléments parmi n . 
Cette relation aboutit à la représentation proposée dans le Tableau 18. Elle permet de 
voir qu’un nombre d’une couche donnée du triangle de Pascal contribue à la définition de 
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deux nombres de la couche suivante et tout nombre, en dehors de ceux en bord de couche, est 
obtenu par sommation de deux nombres de la couche précédente. Il est donc possible de 
produire une loi binomiale en puissance en alternant des diviseurs et combineurs de puissance 
selon le schéma illustré sur la Figure 85. Sur ce schéma, nous avons normalisé la puissance 
par couche par rapport au signal le plus faible afin de mettre en évidence la loi binomiale. 
 
 
 
 
 
 
 
 
 
 
 
Tableau 18 : Triangle de Pascal 
 
2b1b 4b3b
a
1
1
1
11
11
2
33
41 64
101 105
5b 6b
1
5 1
 
Figure 85 : Réalisation d’une loi binomiale en puissance par alternance de diviseurs et 
de combineurs de puissance 
 
N 
p 
1 2 3 4 5 6 
1 1 1 1 1 1 1 
2  1 2 3 4 5 
3   1 3 6 10 
4    1 4 10 
5     1 5 
6      1 
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Cette loi présente une symétrie par rapport à l’élément (cas impair) ou aux deux 
éléments (cas pair) centraux et est caractérisée par une décroissance gaussienne vers les bords. 
Les lois d’alimentation à distribution en amplitude gaussienne sont particulièrement 
intéressantes pour réduire le niveau des lobes secondaires. En pratique, des pertes 
apparaissent dans la structure du fait de recombinaisons déséquilibrées en puissance à partir 
de la troisième couche, de sorte que la loi en puissance effectivement obtenue s’éloigne 
progressivement de la loi binomiale à mesure que le nombre de couches augmente. Par 
ailleurs, on note que dans le cas d’une réalisation concrète, des déphaseurs sont ajoutés en 
bord de structure tel qu’illustré sur la Figure 86 afin de produire la même phase d’insertion et 
pente de phase qu’un combineur de puissance et permettre ainsi un comportement large bande 
pour l’ensemble de la structure par un équilibrage des chemins électriques. Pour la structure à 
5 couches illustrée, la loi binomiale en puissance normalisée serait caractérisée par la 
distribution suivante : 0,03, 0,16, 0,31, 0,31, 0,16 et 0,03. Comme attendu, les pertes 
n’affectent pas les niveaux de puissance en bord de structure puisque les signaux en question 
ne passent pas par des combineurs de puissance. Les pertes apparaissent par contre dans la 
partie centrale, mais restent dans ce cas modérées puisque le nombre de couches est limité. 
Les combineurs présentant des pertes du fait d’un déséquilibre des puissances en entrée sont 
mis en évidence sur la Figure 86. Finalement, cela concerne tous les combineurs en dehors de 
l’axe de symétrie de la structure, présents à partir de la troisième couche.  
 
2b1b 4b3b
a
1
25,0
5b 6b
13,0
25,0
25,0 25,0 13,0
18,006,0
11,0 11,003,0 18,0 18,0
03,0
11,0 11,0 03,0
18,0 06,0
03,013,0 13,029,0 29,0
 
Figure 86 : Réseau d’alimentation périodique monofaisceau large bande 
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La structure de la Figure 86 peut facilement être généralisée à des applications 
multifaisceaux, il suffit pour cela de remplacer les déphaseurs en bord d’une structure 
monofaisceau par des combineurs et de reproduire autant que nécessaire le schéma de 
distribution d’une structure monofaisceau. L’énergie se distribue toujours selon le principe du 
triangle de Pascal, décrivant ainsi une zone de propagation « triangulaire ». Contrairement 
aux autres structures étudiées, il n’est plus possible de distribuer un signal sur l’ensemble des 
sorties à partir d’une seule entrée. Cela se traduit par un certain niveau de recouvrement entre 
faisceaux, chaque faisceau partageant certaines sorties avec les faisceaux adjacents tel 
qu’illustré sur la Figure 87. Le niveau de recouvrement entre faisceaux dépend du nombre de 
couches. On note par ailleurs qu’il nous faut ajouter dans ce cas des charges adaptées en bord 
de structure. Celles-ci sont nécessaires pour assurer un comportement équivalent à tous les 
faisceaux, notamment les faisceaux en bord de structure. 
 
2b1b 4b3b
2a
5b 6b
1a 3a
7b
 
Figure 87 : Réseau d’alimentation périodique multifaisceau 
 
Plusieurs publications récentes produites par le Groupe Antenne de l’Université de 
Navarre ont approfondi le sujet et envisagé des applications, notamment dans le spatial, en 
plaçant ce type de réseau dans le plan focal d’une antenne à réflecteur [76, 77]. En réalité, ce 
genre de structure alternant diviseurs et combineurs était déjà décrit dans l’article de Butler 
[12] afin de créer une distribution en amplitude de type cosinus ou cosinus carré en entrée 
d’une matrice orthogonale (voir section III. 2. 3). La référence [29] décrit cette même 
topologie en alimentation directe d’une antenne réseau en se limitant à un maximum de deux 
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couches. Le problème de l’efficacité y est abordé puisqu’il est précisé qu’une structure 
produisant une distribution en cosinus (une couche) présente un rendement de 50%, réduit à 
seulement 25% pour une distribution en cosinus carré (deux couches). Une analyse 
approfondie du rendement de ces structures nous a donc paru nécessaire car peu mis en 
évidence dans les publications plus récentes.  
IV. 4. 2 Cas des réseaux d’alimentation périodiques monofaisceau 
Avant d’aborder le cas général multifaisceaux, il est préférable de commencer par le 
cas des réseaux monofaisceaux, ceux-ci étant plus simples. Nous les traitons en considérant 
que nous sommes en émission, mais une description similaire pourrait être faite pour un 
réseau d’alimentation utilisé en réception. 
Pour simplifier l’écriture de la matrice de transfert de ce réseau d’alimentation, nous 
avons identifié la forme générique de la matrice de transfert élémentaire associée à une seule 
couche. Si nous considérons la première couche, qui est en fait réduite à un simple diviseur de 
puissance, la matrice de transfert peut s’écrire comme suit :  



2
2
2
1
1T          (92) 
Les sorties de cette première couche sont contenues dans le vecteur obtenu par le 
calcul suivant : 
  11
2
1 aT
b
b 


 
où  1a  est le signal en entrée du réseau d’alimentation monofaisceau. 
La couche suivante est composée de deux diviseurs intercalés d’un combineur et peut 
être mise sous la forme matricielle suivante : 









20
11
02
2
1
2T         (93) 
Dans cette matrice, les colonnes produisent la fonction de division de puissance tandis 
que les lignes permettent la combinaison des signaux. La combinaison de ces deux opérations 
se traduit par un coefficient de transfert égale à 0,5 en dehors des deux signaux en bordure.  
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Selon ce principe, nous pouvons définir plus généralement la matrice de transfert de la 
couche n  par : 
  nn
nT














12000
11
000
110
0011
0002
2
1






      (94) 
Il ressort de cette écriture qu’un réseau linéaire à N  éléments rayonnants aura 
nécessairement 1N  couches.  
La loi d’alimentation en amplitude associée est donnée par la relation matricielle 
suivante : 
 11221
1
aTTTT
C
C
C
NN
N
n 










 


      (95) 
Évaluons maintenant l’efficacité d’une telle matrice. Comme nous l’avons vu en 
introduisant le composant élémentaire, des pertes par combinaison apparaissent lorsque les 
amplitudes en entrée sont déséquilibrées. L’évaluation des pertes en fonction du nombre de 
couches est présentée sur la Figure 88. Les pertes théoriques rendent compte des pertes 
intrinsèques de la structure, soit les pertes par combinaison, tandis que les pertes simulées 
cumulent ces pertes intrinsèques aux pertes d’insertion (pertes diélectrique et pertes 
ohmiques). Comme attendu, on constate que les pertes intrinsèques augmentent avec le 
nombre de couches puisqu’il y a de plus en plus de combineurs déséquilibrés. Par ailleurs, les 
pertes simulées s’éloignent progressivement des pertes théoriques car les pertes d’insertion 
augmentent linéairement avec les longueurs de lignes, elles-mêmes augmentant naturellement 
avec le nombre de couches. 
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Figure 88 : Pertes dans un réseau d’alimentation périodique monofaisceau 
 
Un bilan sur le gain de réseau est présenté sur la Figure 89. On note qu’en cumulant 
les pertes intrinsèques de la structure aux pertes liées à une loi non-uniforme le gain de réseau 
semble converger rapidement dès une dizaine de couches. Si nous ajoutons à ce bilan les 
pertes d’insertion, le gain de réseau présente alors un maximum autour de 8 à 10 couches. 
L’impact en rayonnement d’un tel réseau d’alimentation associé à un réseau linéaire est 
illustré sur la Figure 90. Nous avons fait l’hypothèse d’éléments rayonnants espacés de 
0,785 0  à la fréquence centrale (correspondant à la distance physique entre deux sorties dans 
le cas des réalisations présentées dans la section suivante, soit 39,25mm) et dont le 
diagramme de rayonnement élémentaire est modélisé par une gaussienne présentant une 
ouverture à mi-puissance de 86° (voir section IV. 5. 2). On note que le niveau pire cas des 
lobes secondaires décroît rapidement et est sensiblement inférieur aux 13dB obtenus 
typiquement avec une distribution en amplitude uniforme, même pour un nombre de couches 
relativement réduit. Par ailleurs, la baisse des lobes secondaires se traduit comme attendu par 
une augmentation de l’ouverture angulaire du lobe principal. L’ensemble de ces résultats 
permet de voir qu’un réseau d’alimentation à 3 ou 4 couches présente déjà des caractéristiques 
en rayonnement intéressantes tout en conservant un niveau de pertes intrinsèques et 
d’insertion relativement faibles. 
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Figure 89 : Gain de réseau d’un réseau d’alimentation périodique monofaisceau 
 
 
Figure 90 : Caractéristiques en rayonnement d’un réseau linéaire associé à un réseau 
d’alimentation périodique monofaisceau 
 
Le cas que nous venons de traiter est caractérisé par des sorties en phase, ce qui se 
traduit par un lobe principal pointant dans la direction orthogonale au réseau rayonnant. Pour 
introduire une capacité de dépointage de faisceau avec un seul déphaseur variable, les auteurs 
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de [16, 75] proposent la structure illustrée sur la Figure 91. L’ajout d’un déphaseur variable 
rompt la symétrie de la structure, de sorte que maintenant même les combineurs sur l’axe de 
symétrie présentent des pertes liées au déséquilibre en phase des signaux en entrée. Les autres 
combineurs présentent également des pertes accrues puisque les signaux déjà déséquilibrés en 
amplitude le sont maintenant également en phase. Il est intéressant de noter que les pertes 
évoluent en fonction de la valeur du déphaseur. Ceci est illustré sur la Figure 92. Nous avons 
dû nous limiter à un déphasage maximum de 90°, car au-delà la distribution en sortie n’est 
plus gaussienne. 
 
2b1b 4b3b
a
5b 6b
 
Figure 91 : Matrice périodique monofaisceau à balayage électronique 
 
Une autre information intéressante est la manière dont se propage la phase dans la 
structure. Ceci est illustré sur la Figure 93. On note en effet que le déphaseur variable 
introduit entre la première et la deuxième couche ajuste la dynamique de phase entre les ports 
de sortie puisqu’il fixe la différence de phase entre les deux chemins électriques en bord de 
structure. De ce fait, pour généraliser les résultats présentés, nous donnons sur la Figure 92 les 
phases relatives (première sortie prise en référence) normalisées par rapport à la phase 
introduite par le déphaseur variable. On note que les combinaisons successives à mesure que 
l’on augmente le nombre de couches tendent à dégrader la linéarité de la loi de phase en 
sortie, caractéristique nécessaire pour produire une recombinaison optimale en rayonné dans 
une direction angulaire donnée. Par contre, il est intéressant de noter que la loi de phase reste 
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Figure 92 : Pertes dans un réseau d’alimentation périodique monofaisceau  
avec un déphaseur 
 
 
Figure 93 : Distribution de phase en sortie dans un réseau d’alimentation périodique 
monofaisceau avec un déphaseur en fonction du nombre d’éléments rayonnants 
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globalement linéaire sur les éléments rayonnants centraux, les écarts à la progression 
arithmétique les plus importants apparaissant en bord de réseau rayonnant. Or ces derniers 
éléments présentent une amplitude relative de plus en plus faible avec le nombre de couches 
et contribuent donc peu au rayonnement, ce qui nous permet de conclure que les pertes par 
recombinaison en rayonnement du fait de la non-linéarité de la phase restent relativement 
modérées, le phénomène prépondérant étant les pertes liées à la recombinaison en rayonné de 
signaux caractérisés par une distribution en amplitude non-uniforme. Nous avons mis cet 
aspect en évidence sur la Figure 93 en indiquant la phase des éléments dont l’amplitude est 
15dB sous l’amplitude maximale (centrale) en pointillés. Par ailleurs, on note que si l’on se 
limite à une structure à 2 couches (correspondant à un réseau linéaire à 3 éléments 
rayonnants), les pertes restent modérées et la phase est linéaire. Cela nous permet de 
comprendre pourquoi les cas de réalisations pratiques traités dans [16, 75] sont 
volontairement limités à 2 couches. La réduction du nombre de contrôles en phase dans le cas 
d’une application d’antenne réseau à rayonnement direct tel que détaillé dans [16] reste donc 
limitée. 
IV. 4. 3 Cas des réseaux périodiques multifaisceaux 
Abordons maintenant la configuration multifaisceaux. Il s’agit en fait d’une 
configuration monofaisceau dans laquelle les déphaseurs en bord de structure sont remplacés 
par des combineurs de puissance. Ces composants supplémentaires rendent la matrice de 
transfert plus générique puisque nous n’avons plus l’exception liée aux chemins électriques en 
bord de structure. La matrice de transfert de la couche n  devient alors : 
  nn
nT














11000
11
000
110
0011
0001
2
1






      (96) 
Dans le cas particulier des matrices multifaisceaux, la première couche a donc M  
entrées, correspondant aux M  faisceaux à produire.  
 
 
 
Chapitre IV – Matrices multifaisceaux à lois de phase uniformes 
140 
Finalement, la loi d’alimentation d’un réseau linéaire constitué de N  éléments 
rayonnants est donnée par le calcul matriciel suivant, correspondant à la succession de 
MN   couches telles que décrites par l’équation (96) : 
 






















M
jMMNN
N
n
a
a
a
TTTT
C
C
C





1
121
1
     (97) 
Il est intéressant de noter qu’il est possible de donner une formulation analytique 
simple pour les pertes supplémentaires apportées dans la configuration multifaisceaux par les 
combineurs en bord de structure, c'est-à-dire en bord de la zone de propagation triangulaire de 
chaque faisceau. Du fait des divisions et combinaisons successives, on note en effet que ces 
pertes suivent une loi géométrique de raison 41  et de premier terme 21 , les pertes totales en 
bord de structure étant finalement la somme des termes de cette suite géométrique. Les pertes 
en transmission, exprimées en dB, se mettent alors sous la forme suivante : 


  

2
0
10 4
1
2
11log10
N
n
ndBP
 
      (98) 
Après simplifications, cette équation se met sous la forme suivante : 


 

  110 4
21
3
1log10 NdBP       (99) 
Les pertes totales de la structure multifaisceaux sont alors la somme de ces pertes en 
bord de structure et des pertes à l’intérieur de la structure, du même ordre que celles mises en 
évidence dans le cas monofaisceau. Afin de valider les résultats obtenus, nous avons fait 
réaliser deux circuits, tous deux produisant 3 faisceaux, l’un ayant deux couches et l’autre 
quatre couches. Les circuits en question sont présentés sur la Figure 94. Le détail des résultats 
de mesures sur ces circuits d’alimentation est reporté en annexe J. On note globalement un 
bon accord entre simulations et mesures autour de la fréquence nominale de fonctionnement, 
sachant que la simulation électromagnétique rigoureuse n’a pu être réalisée sur les circuits 
complets compte tenu de leurs dimensions, ce qui a amené à négliger partiellement certains 
effets de couplage liés à la proximité des composants élémentaires sur ces réalisations. Il en 
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résulte que, lorsque l’on analyse les résultats sur une bande de fréquence un peu plus 
importante, on constate globalement un décalage en fréquence. Mais ces résultats sont 
suffisants pour nous permettre de confirmer les analyses de rendement présentées dans cette 
section. Les pertes d’une structure multifaisceaux en fonction du nombre de couches sont 
présentées sur la Figure 95. Les résultats de mesures viennent confirmer les résultats 
théoriques aux pertes d’insertion près. 
 
 
(a) 
 
 
(b) 
Figure 94 : Réseaux d’alimentation périodiques multifaisceaux réalisés avec (a) 2 
couches et (b) 4 couches. 
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Figure 95 : Pertes dans un réseau périodique multifaisceaux 
 
Plus précisément, les pertes obtenues en mesures sont en moyenne de 4,63dB et 
6,26dB sur les différents accès pour respectivement la matrice périodique à deux couches et la 
matrice périodique à quatre couches. La simulation, prenant en compte les pertes d’insertion, 
prévoyait respectivement 4,52dB et 6,16dB, soit un écart à la mesure relativement faible et 
pouvant être imputé essentiellement aux pertes d’insertion des connecteurs qui ne sont pas 
prises en compte dans la simulation. Ces résultats mettent donc en évidence le fait que sur ces 
structures multifaisceaux, les pertes en bord de structure, nécessaires pour assurer le 
recouvrement des différents faisceaux, sont prédominantes. En fait, la première couche 
introduit à elle seule 3dB de pertes.  
En faisant le bilan sur le gain de réseau en fonction du nombre de couches, présenté 
sur la Figure 96, on constate que la mise en réseau n’apporte finalement aucun gain, le gain 
lié à la mise en réseau étant équilibré par les pertes intrinsèques de la structure. En incluant les 
pertes d’insertion, on constate même une dégradation progressive à mesure que la taille du 
réseau augmente. Ces structures présentent donc un intérêt limité en l’état pour des antennes 
réseaux à rayonnement direct. Elles peuvent par contre présenter un intérêt pour la conception 
de réseaux focaux à condition que le nombre de couches reste très limité, ce qui se traduira 
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finalement par un niveau de recouvrement entre faisceaux relativement réduit mais 
potentiellement suffisant pour des applications d’antennes à réflecteur multifaisceaux. La 
Figure 97 présente les caractéristiques en rayonnement d’un réseau linéaire associé à un 
réseau d’alimentation périodique multifaisceaux. Les performances obtenues sont 
sensiblement identiques à celles du cas monofaisceau en assumant les mêmes hypothèses sur 
la définition du réseau linéaire et le diagramme de rayonnement élémentaire. Il est intéressant 
de noter que le lobe principal est un peu plus large dans le cas multi-faisceau malgré une 
augmentation légère du niveau pire cas des lobes secondaires par rapport au cas 
monofaisceau. Ceci est dû à la distribution de l’énergie dans les lobes secondaires, condensée 
dans un nombre réduit de lobes dans le cas multifaisceau, et une dynamique en amplitude plus 
importante accentuant les pertes liées à l’efficacité de rayonnement. Ces phénomènes sont 
clairement illustrés sur la Figure 98, comparant les diagrammes de rayonnement obtenus dans 
les cas mono et multifaisceaux pour un réseau d’alimentation périodique à 4 couches. 
 
Figure 96 : Gain de réseau d’un réseau d’alimentation périodique multifaisceaux 
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Figure 97 : Caractéristiques en rayonnement d’un réseau linéaire associé à un réseau 
d’alimentation périodique multifaisceaux 
 
Figure 98 : Comparaison de diagrammes de rayonnement pour des réseaux 
d’alimentation périodiques mono et multifaisceaux à 4 couches 
 
En prenant une topologie de réseau d’alimentation telle qu’illustrée sur la Figure 99, 
qui consiste finalement à prendre seulement un accès sur deux et à simplifier le réseau 
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d’alimentation en conséquence, il est possible de réduire sensiblement les pertes. Dans ce cas 
particulier, les pertes de 3dB présentes dans la première couche de la structure générale sont 
évitées. Pour valider ce point expérimentalement, nous avons réalisé le circuit présenté sur la 
Figure 100 correspondant à un réseau à quatre couches selon le mode de réalisation proposé 
ici, c'est-à-dire en supprimant un port d’entrée sur deux. En conséquence, les deux faisceaux 
adjacents ne partagent plus que trois ports de sortie sur les sept disponibles contre quatre pour 
 
2b1b 4b3b
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Figure 99 : Réseau d’alimentation périodique à pertes intrinsèques réduites 
 
 
 
Figure 100 : Exemple de réalisation de réseau d’alimentation périodique à pertes 
intrinsèques réduites par réduction de recouvrement entre faisceaux 
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une structure générale à quatre couches. Les pertes moyennes par accès obtenues en mesure à 
la fréquence centrale sont de 3,44dB, contre 3,12dB en simulation. Ces résultats confirment la 
réduction de pertes envisagée, soit exactement 2,82dB en mesure contre 3,04dB en simulation 
et 3,01dB en théorie.  
Il est évidemment possible de pousser davantage cette simplification de la topologie. 
À mesure que le niveau de recouvrement entre faisceaux adjacents est réduit, les pertes 
diminuent, mais la structure perd de son intérêt puisque l’on cherche justement par ce type de 
réseau d’alimentation à produire un certain niveau de recouvrement des signaux. Ayant ces 
informations à l’esprit, il revient donc au concepteur de définir convenablement le niveau de 
recouvrement souhaité entre faisceaux adjacents pour minimiser les pertes. 
D’autres configurations ont été envisagées et approfondies dans le cadre du stage de 
N. Ferrando, notamment l’impact d’une capacité d’agilité de faisceau par dépointage dans une 
configuration multifaisceaux. Mais compte tenu des pertes associées, elles nous paraissent 
moins pertinentes pour des applications spatiales. Nous n’avons donc pas jugé utile de les 
reprendre dans ce rapport de thèse.  
IV. 5 Réseaux d’alimentation périodiques refermés 
IV. 5. 1 Description 
Les réseaux étudiés dans la section précédente présentent une topologie 
pseudopériodique. Il nous a donc paru intéressant de pousser un peu plus loin cette 
particularité en refermant la structure sur elle-même, lui donnant ainsi une forme d’invariance 
ou périodicité par rotation autour d’un axe principal. Le principe de fonctionnement est 
illustré sur la Figure 101. Il consiste en une portion rectangulaire du réseau d’alimentation 
périodique précédemment décrit refermée sur elle-même, en ce sens que les chemins 
électriques de l’extrémité gauche sont reliés aux chemins électriques de l’extrémité droite. De 
cette façon, la structure par faisceau est inchangée, chaque faisceau présentant le même 
nombre de sorties. Par contre, les résistances en bord de structure ne sont plus nécessaires et 
le nombre de composants est réduit pour un nombre de faisceaux et de couches donnés. Un 
avantage évident de cette nouvelle structure est que les recouvrements entre faisceaux 
adjacents sont maintenant similaires pour tous les faisceaux, puisqu’il n’y a plus d’exceptions 
liées aux faisceaux en bord de structure. Évidemment, l’évolution décrite dans le cas de la 
structure planaire consistant à simplifier la ou les premières couches de la structure afin de 
Chapitre IV – Matrices multifaisceaux à lois de phase uniformes 
147 
réduire les pertes intrinsèques reste valable. Le concept a été validé expérimentalement en 
technologie micro-ruban avec un réseau d’alimentation à 7 entrées et 14 sorties, la première 
couche de la structure étant simplifiée par la suppression d’un port d’entrée sur deux et des 
composants associés. Le prototype correspondant est présenté sur la Figure 102. Nous avons 
conservé le même substrat que celui utilisé pour les structures planaires, sa souplesse 
permettant les rayons de courbure nécessaires. Les chemins électriques en bord de substrat 
sont raccordés par des soudures. Nous avons également conservé le dimensionnement réalisé 
précédemment dans le cas de structures planaires car la prise en compte du rayon de courbure 
affecterait sensiblement les temps de calculs. 
Le dimensionnement retenu associe 4 ports de sortie par port d’entrée avec un niveau 
de transmission théorique à -5,51dB pour les deux éléments centraux et -15,05dB pour les 
éléments périphériques, soit des pertes intrinsèques de 2,04dB. En simulation, les pertes sont 
évaluées à 2,37dB à la fréquence centrale en incluant les pertes ohmiques et diélectriques. En 
mesure, les pertes sont en moyenne de 3,7dB à 6GHz, dont 0,25dB dues à la désadaptation en 
entrée (-12,5dB à 6GHz). Compte tenu de la très bonne corrélation entre simulations et 
mesures sur les structures planaires, il apparaît clairement que cette dégradation des 
performances est liée à la courbure du substrat. Le choix d’une technologie mieux adaptée à 
une réalisation en 3 dimensions serait préférable pour des applications pratiques. Les 
performances obtenues sont tout de même acceptables et permettent de valider le concept. 
Des résultats de mesure détaillés pour trois ports d’entrée sont reportés en annexe J et 
permettent de vérifier la très bonne reproductibilité des performances.  
 
2b1b 4b3b
2a1a 3a 4a
5b
5a  
Figure 101 : Réseau d’alimentation périodique refermé  
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Figure 102 : Réalisation d’un réseau d’alimentation périodique refermé en technologie 
micro-ruban 
 
IV. 5. 2 Antennes réseaux circulaires alimentées par des réseaux 
périodiques refermés 
Compte tenu de leur géométrie invariante par rotation, les réseaux périodiques 
refermés semblent particulièrement intéressants pour des applications d’antennes réseaux 
circulaires. Nous avons étudié ce point en associant le réseau d’alimentation présenté dans la 
section précédente à un réseau circulaire de sources élémentaires imprimées. Un exemple de 
réalisation est présenté sur la Figure 103. Deux prototypes ont été réalisés avec le même 
concept de réseau d’alimentation (soit trois couches dont la première est simplifiée pour 
n’avoir qu’un faisceau sur deux) : le premier est une réplique du prototype décrit dans la 
section précédente soit 7 entrées et 14 sorties liées à une antenne réseau circulaire de 14 
patchs imprimés, le deuxième est un réseau d’alimentation à 10 entrées et 20 sorties associées 
à un réseau circulaire de 20 patchs imprimés. Ces deux réalisations permettent d’évaluer 
l’impact du rayon de courbure du réseau sur les performances en rayonné. Le pas du réseau 
circulaire est fixé par la distance entre deux ports de sortie adjacents soit 39,25mm (0,785λ0 à 
6GHz) et est le même pour les deux réalisations. Le premier réseau présente donc un diamètre 
de 174,9mm tandis que le deuxième est caractérisé par un diamètre de 249,9mm. La 
numérotation des ports d’entrée et sortie se fait dans le même sens en partant de la zone de 
raccordement des deux extrémités du substrat. Le patch élémentaire a été optimisé par N. 
Ferrando avec l’outil commercial FEKO d’EMSS (basé sur la Méthode des Moments) pour 
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produire une résonance à 6GHz. Un prototype a permis de valider ces résultats 
expérimentalement et a servi à calibrer le modèle de type gaussien du diagramme élémentaire, 
associé au facteur de réseau d’un réseau circulaire tel que défini par l’équation (21), soit 
finalement dans le plan d’azimut défini par 
2
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      (100) 
où A  et q  sont des paramètres caractérisant le diagramme élémentaire de type 
gaussien et n  est la position angulaire de l’élément rayonnant n  telle que définie à 
l’équation (21).  
La Figure 104 et la Figure 105 présentent quelques exemples d’adaptations mesurées 
en entrée dans le cas respectivement du réseau circulaire à 14 et 20 éléments rayonnants. Ces 
résultats sont de plus comparés à l’adaptation d’un élément imprimé seul. On note que la 
fréquence de résonance pour l’ensemble de la structure dans les deux cas de réalisation est 
maintenue autour de 6GHz. Par ailleurs le rayon de courbure a peu d’impact sur ce paramètre 
puisque les performances sont sensiblement similaires dans les deux cas. La Figure 106 et la 
Figure 107 présentent quelques exemples d’isolations entre entrées adjacentes et séparées par 
un port d’entrée dans le cas respectivement du réseau circulaire à 14 et 20 éléments 
rayonnants. Pour les ports adjacents, on note que l’isolation est fortement dépendante des 
conditions d’adaptation en sortie du réseau d’alimentation puisqu’on retrouve clairement 
l’image de l’adaptation du patch élémentaire avec un pic d’isolation marqué à 6GHz. La 
valeur trouvée est également liée à l’isolation au niveau du diviseur de puissance élémentaire. 
Le signal est divisé deux fois puis combiné deux fois de façon totalement déséquilibrée (le 
signal entrant sur un port uniquement du combineur), soit une atténuation théorique de 
12,04dB, à laquelle s’ajoute l’isolation du composant élémentaire, oscillant essentiellement 
entre -10 et -20dB sur la bande de fréquence considérée et dans de bonnes conditions 
d’adaptation sur l’ensemble des ports. Les valeurs d’isolation mesurées oscillant autour de  
-20dB en dehors de la fréquence d’adaptation semblent donc cohérentes. Comme attendu, 
l’isolation entre ports non directement adjacents est sensiblement plus importante avec une 
valeur moyenne autour de -50dB pour des ports séparés par un seul port et n’ayant donc déjà 
plus d’élément rayonnant (port de sortie) en commun. 
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Figure 103 : Antenne réseau circulaire alimenté par un réseau périodique refermé  
 
Figure 104 : Exemples d’adaptations mesurées pour le réseau circulaire à 14 patchs 
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Figure 105 : Exemples d’adaptations mesurées pour le réseau circulaire à 20 patchs 
 
Figure 106 : Exemples d’isolations mesurées pour le réseau circulaire à 14 patches 
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Figure 107 : Exemples d’isolations mesurées pour le réseau circulaire à 20 patchs 
 
Les performances en rayonnement à 6GHz sont présentées sur la Figure 108 et la 
Figure 109 pour respectivement le réseau circulaire à 14 et 20 patchs. On note une très bonne 
corrélation entre simulation et mesures sur le lobe principal. Les lobes secondaires s’avèrent 
plus faibles qu’attendu en simulation. Quelques analyses ont été menées pour identifier la 
cause de cet écart avec le modèle. Il s’avère que le diagramme est peu sensible aux écarts  
constatés entre simulation et mesure sur la dynamique d’amplitude. L’hypothèse sur le 
diagramme élémentaire semble affecter davantage le niveau des lobes secondaires. Il est très 
probable en effet que la mise en réseau de l’élément rayonnant affecte le diagramme 
élémentaire, rendant le lobe principal un peu plus étroit dans ce cas d’application. On note 
également quelques asymétries dans les lobes principaux, visibles essentiellement dans le cas 
du réseau circulaire à 14 éléments rayonnants. Les dimensionnements retenus pourraient être 
intéressants pour des applications multifaisceaux, le niveau de recoupement entre faisceaux 
adjacents étant de l’ordre de -3dB. Pour des applications d’antenne à balayage électronique, 
on pourrait évidement conserver la structure initiale du réseau d’alimentation, qui aurait pour 
conséquence d’ajouter un faisceau intermédiaire entre chaque faisceau du dimensionnement 
proposé, soit un niveau de recoupement entre faisceaux adjacents de l’ordre de -1dB et une  
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(a) 
 
 
(b) 
Figure 108 : Diagrammes de rayonnement en amplitude normalisés :  
(a) simulation et (b) mesure dans le cas du réseau circulaire à 14 patchs  
Chapitre IV – Matrices multifaisceaux à lois de phase uniformes 
154 
 
(a) 
 
 
(b) 
Figure 109 : Diagrammes de rayonnement en amplitude normalisés :  
(a) simulation et (b) mesure dans le cas du réseau circulaire à 20 patchs 
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résolution angulaire améliorée pour le pointage du faisceau. Mais cela serait au détriment 
d’une perte additionnelle de 3dB dans le réseau l’alimentation. Le bilan de liaison apparaît 
donc moins favorable. Une autre solution pour réduire le niveau de recoupement en rayonné 
sans dégrader les pertes intrinsèques consiste à augmenter sensiblement le nombre d’éléments 
rayonnants et par voie de conséquence le nombre de faisceaux, mais cela se fait évidemment 
au détriment de l’encombrement. 
Pour illustrer l’intérêt d’une distribution gaussienne en amplitude dans le cas de 
réseaux circulaires, nous présentons les diagrammes de rayonnement obtenus avec un réseau 
d’alimentation distribuant les signaux selon un schéma similaire aux réseaux périodiques 
refermés mais avec distribution en amplitude uniforme (une telle structure pourrait être 
obtenue par exemple à partir des réseaux en chandelier compte tenu de leur flexibilité). Ceux-
ci sont reportés sur la Figure 110. On note comme attendu que le niveau des lobes secondaires 
est sensiblement dégradé, mais également que la courbure du réseau d’éléments rayonnants 
induit des oscillations importantes dans le lobe principal. Ce second phénomène est lié au 
rayon de courbure du réseau circulaire : plus le rayon est petit, plus les oscillations seront 
importantes. Ces oscillations augmentent la zone de recoupement entre faisceaux adjacents et 
peuvent être défavorable en termes d’interférences dans le cas d’applications multifaisceaux. 
 
Figure 110 : Diagrammes de rayonnement en amplitude normalisés obtenus avec  
un réseau d’alimentation refermé à distribution d’amplitude uniforme 
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Nous avons ensuite analysé l’impact de la distribution en phase uniforme. En effet, 
l’équation (22) indique clairement que l’optimum de recombinaison du signal en rayonné 
nécessite une loi en phase spécifique, fonction du rayon de courbure. En prenant comme 
référence un réseau linéaire uniforme de 4 éléments rayonnants, dont le gain de réseau est de 
6,02dB, la loi d’amplitude retenue réduit ce gain de réseau à 5,05dB dans le cas linéaire. 
Considérant maintenant l’impact du rayon de courbure, le gain de réseau théorique de la 
structure proposée est de 1,37 et 3,15dB pour respectivement un réseau circulaire de 14 et 20 
éléments rayonnants. En faisant l’hypothèse d’un réseau circulaire équivalent à amplitude 
uniforme, le gain de réseau serait respectivement de -0,21 et 3,23dB. Comme attendu, le fait 
de ne pas respecter la condition de phase (22) dégrade le gain de réseau. Par contre, il est 
intéressant de constater qu’une distribution gaussienne pour la loi d’amplitude est plus 
favorable ou équivalente (en fonction du rayon de courbure) à une distribution uniforme, ce 
qui se comprend dans la mesure où, lorsque la condition de recombinaison en phase n’est pas 
respectée, la dégradation qui en découle est moins importante si l’un des signaux est 
prédominant. Or dans le cas étudié, il y a un écart de près de 10dB entre les signaux centraux 
et périphériques. La forme du diagramme de rayonnement des sources élémentaires vient 
également dégrader le gain final de l’antenne. En pratique, les gains mesurés sont de 7,6 et 
8,8dB pour un réseau circulaire de 14 et 20 éléments rayonnants respectivement, sachant que 
la directivité d’un élément rayonnant seul a été mesurée à 7,4dB. Une comparaison en gain 
entre le modèle retenu et la mesure est présentée sur la Figure 111 pour les deux prototypes 
réalisés. On note un léger écart entre modèle et mesure sur le gain maximum, lié 
essentiellement à l’hypothèse sur le diagramme de rayonnement élémentaire affecté par la 
mise en réseau, mais la forme du lobe principal est en bon accord avec le modèle retenu bien 
que relativement simple. Pour les mêmes raisons, les lobes secondaires sont quelque peu 
surestimés par le modèle. 
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(a) 
 
(b) 
Figure 111 : Diagrammes de rayonnement en gain pour un réseau circulaire de (a) 14 
et (b) 20 éléments rayonnants 
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Nous avons envisagé la possibilité d’insérer des déphaseurs dans la structure afin de 
respecter la condition (22), mais ceux-ci ne peuvent être ajoutés en sortie compte tenu du 
recoupement entre faisceaux adjacents et leur insertion dans la structure elle-même perturbe la 
distribution gaussienne (des combinaisons de signaux déphasés apparaissent, modifiant la 
dynamique en amplitude et augmentant les pertes intrinsèques). Il serait possible d’ajouter des 
déphaseurs sans affecter le fonctionnement multifaisceaux et la distribution en amplitude de la 
structure en utilisant la topologie rapportée sur la Figure 112. Il s’agit en fait d’un réseau 
d’alimentation périodique à 2 couches, la première étant simplifiée pour réduire les pertes 
comme décrit précédemment. Les pertes intrinsèques sont réduites à 1,25dB pour cette 
structure. Chaque faisceau est produit par 3 éléments rayonnants et partage ses éléments 
rayonnants périphériques avec les faisceaux adjacents. Le positionnement proposé pour les 
déphaseurs assure un déphasage symétrique pour tous les faisceaux. Les diagrammes de 
rayonnement obtenus en alimentant un réseau circulaire avec cette structure sont reportés sur 
la Figure 113. On note que l’écart sur le gain maximum entre les structures à lois de phase 
uniforme et non-uniforme est réduit. Ceci est dû au fait qu’avec cette nouvelle structure, le 
déphaseur nécessaire pour satisfaire la condition (22) est réduit : respectivement 62,4 et 44,0° 
pour les réseaux circulaires à 14 et 20 éléments rayonnants. En guise de comparaison, un 
déphasage respectivement de 121,6 et 87,0° aurait été nécessaire avec la structure à 3 couches 
étudiée précédemment. Par ailleurs, la distribution gaussienne apporte peu sur la réduction des 
lobes secondaires, mais on pouvait s’attendre à ce résultat compte tenu du nombre réduit 
d’éléments rayonnants. Elle permet néanmoins, tout comme le contrôle en phase, de former le 
diagramme de rayonnement, ce qui peut être favorable pour réduire les niveaux 
d’interférences en fonction des applications. 
2b1b 4b3b
1a 2a  
Figure 112 : Réseau d’alimentation phasé à distribution d’amplitude gaussienne pour 
antennes réseaux circulaires 
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(a) 
 
(b) 
Figure 113 : Diagramme de rayonnement d’un réseau d’alimentation phasé associé à 
un réseau circulaire de (a) 14 et (b) 20 éléments rayonnants 
 
Finalement, on peut noter que les diagrammes obtenus présentent une ouverture 
angulaire réduite de 35 à 26° en comparaison de la configuration précédente associée à un 
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réseau circulaire à 20 éléments rayonnants. Il faudra donc un réseau circulaire de 28 éléments 
rayonnants approximativement pour obtenir un niveau de recoupement entre faisceaux 
adjacents d’environ 3dB sous le maximum de rayonnement. 
IV. 6 Comparaison des réseaux d’alimentation en chandelier et 
périodiques 
Les réseaux d’alimentation en chandelier et périodiques présentent certaines 
similarités dans leurs structures et caractéristiques, il paraît donc intéressant de dégager 
quelques grandes lignes comparatives. Les premiers aspects qui ressortent clairement de cette 
comparaison est que les réseaux en chandelier sont plus flexibles sur la définition des lois en 
amplitude et phase, permettent de distribuer l’énergie sur l’ensemble des sorties et surtout 
permettent un dimensionnement de chaque faisceau de façon indépendante. En contre partie, 
même pour des applications d’antennes réseaux linéaires, une conception multicouches est 
nécessaire. Les réseaux périodiques sont quant à eux moins flexibles sur la distribution en 
amplitude, mais présentent une topologie mieux adaptée à des réalisations planaires. Dans le 
cas multifaisceaux, ils ont l’inconvénient de ne repartir l’énergie que sur un sous-ensemble 
des ports de sortie, ce qui impose un surdimensionnement du nombre de sorties dans le cas 
d’antennes réseaux à rayonnement direct. Pour cette raison, l’utilisation des C-BFN 
multifaisceaux semble mieux adaptée à des réseaux focaux pour lesquels on cherche à obtenir 
un certain niveau de recouvrement entre faisceaux adjacents. 
Comme nous l’avons déjà mentionné, un réseau d’alimentation en chandelier peut être 
dimensionné pour produire des lois d’amplitude à distribution gaussienne en utilisant des 
diviseurs de puissance déséquilibrés. Il est donc possible de dimensionner des réseaux en 
chandelier produisant les mêmes lois d’alimentation que des réseaux périodiques, permettant 
ainsi une comparaison plus poussée. Afin d’illustrer la complexité respective de ces deux 
structures, nous avons étudié deux cas à savoir des réseaux produisant 3 et 4 faisceaux, les 
résultats en fonction du nombre de couches étant reportés respectivement dans le Tableau 19 
et le Tableau 20. Deux exemples de dimensionnements comparatifs sont donnés, un issu du 
Tableau 19, présenté de façon schématique sur la Figure 114, et un issu du Tableau 20, 
présenté sur la Figure 115. Dans les deux cas, le réseau périodique et son équivalent en réseau 
chandelier sont représentés. On note que les combineurs en périphérie des réseaux en 
chandelier pourraient être simplifiés, car certains ports ne sont pas utilisés. Néanmoins, par 
soucis de généralisation, il est préférable de conserver une structure similaire pour tous les 
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faisceaux. En effet, si l’on augmente significativement le nombre de faisceaux à produire, les 
simplifications en question auront un impact réduit sur les dénombrements présentés dans 
cette section car elles ne concernent que les faisceaux en bord de structure. Cette forme 
générique permet par ailleurs d’assurer des performances similaires, notamment en gain, pour 
tous les faisceaux. C’est ce même argument qui impose les charges en bord des réseaux 
périodiques. Les résultats obtenus tant sur le nombre de composants que sur les pertes 
intrinsèques indiquent que les réseaux d’alimentation périodiques sont comparables aux 
réseaux d’alimentation en chandelier lorsque le nombre de couches est réduit. De plus, il est 
intéressant de noter que les pertes dans un réseau périodique ne dépendent que du nombre de 
couches, alors que dans un réseau en chandelier équivalent ces pertes dépendent également du 
nombre de faisceaux. Enfin, on note que les réseaux périodiques sont bien adaptés à des  
 
Réseau en chandelier Réseau périodiques Nombre de 
couches Nombre de 
Composants 
Nombre de 
Croisements Pertes 
Nombre de 
composants Pertes 
1 7 0 3,01dB 7 3,01dB 
2 16 2 4,77dB 16 4,26dB 
3 21 7 4,77dB 27 5,05dB 
4 28 15 4,77dB 40 5,63dB 
Tableau 19 : Comparaison des réseaux d’alimentation en chandelier et périodiques 
produisant 3 faisceaux 
 
Réseau en chandelier Réseau périodiques Nombre de 
couches Nombre de 
Composants 
Nombre de 
Croisements Pertes 
Nombre de 
composants Pertes 
1 9 0 3,01dB 9 3,01dB 
2 20 3 4,77dB 20 4,26dB 
3 33 11 6,02dB 33 5,05dB 
4 40 25 6,02dB 48 5,63dB 
5 47 45 6,02dB 65 6,09dB 
Tableau 20 : Comparaison des réseaux d’alimentation en chandelier et périodiques 
produisant 4 faisceaux 
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réalisations planaires car ils ne présentent pas de croisements de voies, ce qui n’est pas le cas 
des réseaux en chandelier. 
 
2b1b 4b3b
2a
5b 6b
1a 3a  
(a) 
 
2b1b 4b3b
2a
5b 6b
1a 3a
1:4 1:4 1:4
3:1 3:1 3:1 3:1 3:13:1
 
(b) 
Figure 114 : (a) Réseau périodique 3 vers 6 (3 couches) et (b) réseau d’alimentation en 
chandelier équivalent 
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2b1b 4b3b
2a
5b 6b
1a 3a 4a  
(a) 
 
2b1b 4b3b
2a
5b 6b
1a 3a
1:3
3:1 3:1 3:1 3:1 3:13:1
1:3 1:3 1:3
4a  
(b) 
Figure 115 : (a) Réseau périodique 4 vers 6 (2 couches) et (b) réseau d’alimentation en 
chandelier équivalent 
 
Pour des applications de réseaux focaux nécessitant un nombre de faisceaux important 
mais un niveau de recouvrement faible, les réseaux d’alimentation périodiques semblent donc 
une solution envisageable, à condition évidemment que la distribution en amplitude 
gaussienne imposée par la topologie du réseau corresponde au besoin. Par ailleurs, les C-BFN 
seuls ne semblent pas adaptés à des applications d’antennes réseaux à rayonnement direct 
compte tenu du surdimensionnement qu’ils entrainent sur la taille de l’antenne réseau et des 
pertes qui augmentent avec le nombre de ports de sortie par entrée (contrairement aux réseaux 
en chandelier pour lesquels les pertes intrinsèques ne dépendent que du nombre d’entrées). 
Cela est d’autant plus vrai dans le domaine spatial, les contraintes sur le bilan de liaison 
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nécessitant généralement des antennes de forte directivité. Par contre leur combinaison avec 
un autre type de matrice multifaisceaux pourrait présenter un certain intérêt pour ce type 
d’application, comme l’avait suggéré Butler dans [49] pour réduire les lobes secondaires 
d’une matrice orthogonale (voir III. 2. 3). 
IV. 7 Conclusions et perspectives 
Ce chapitre nous a permis de détailler deux types de réseaux à lois de phase uniformes. 
Les structures en chandelier offrent une flexibilité totale sur la définition des lois 
d’alimentation en amplitude et phase au même titre que la matrice de Blass, mais leur 
structure en parallèle rend leur conception plus systématique et plus simple que celle des 
matrices de Blass. Il n’est donc pas surprenant de voir que cette solution est souvent 
privilégiée pour des applications d’antennes réseaux à rayonnement direct, surtout lorsque le 
nombre de faisceaux à produire est relativement important. Associés à un étage 
d’atténuateurs/déphaseurs variables, ces structures permettent également de reconfigurer 
relativement simplement les lois d’alimentation notamment pour des applications nécessitant 
un balayage électronique indépendant des différents faisceaux produits. Nous avons 
également étudié les structures alternant diviseurs et combineurs de puissance, dites C-BFN. 
En particulier, nous avons proposé une formulation matricielle relativement simple pour 
évaluer les lois d’alimentation produites par de telles structures. Nous avons également 
analysé en détail l’efficacité de ces structures et identifié les zones de pertes intrinsèques (les 
résultats présentés font l’hypothèse d’un fonctionnement en émission, mais les informations 
fournies permettent d’étendre facilement cette étude à un fonctionnement en réception). Il 
ressort de ces analyses qu’une utilisation de ces structures pour des réseaux focaux semble 
plus pertinente qu’une utilisation pour des antennes à rayonnement direct dans la mesure où il 
est possible de se limiter à un nombre de couches relativement faible tout en assurant un 
niveau de recoupement des diagrammes secondaires suffisant. La généralisation du concept à 
des réseaux planaires serait alors préférable à condition d’identifier un composant élémentaire 
adapté pour conserver une topologie relativement simple. Une alternative proposée dans [16] 
consiste à disposer orthogonalement deux niveaux de C-BFN empilés selon le même principe 
que celui décrit pour les matrices orthogonales (voir Figure 69). Par ailleurs, nous avons mis 
en évidence l’importance de dimensionner au mieux le niveau de recouvrement entre signaux 
adjacents, dans la mesure où une réduction de ce recouvrement permet de simplifier la 
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structure et réduire sensiblement les pertes intrinsèques par la suppression de composants 
dans les premières couches. 
Nous avons également proposé une évolution des C-BFN adaptée à des réseaux 
circulaires. Cette configuration a l’avantage d’être extrêmement simple au détriment d’une 
efficacité souvent réduite. Le choix technologique s’avère particulièrement important pour ce 
type de structure. Les réalisations présentées en technologie imprimée ont permis de valider le 
concept, mais s’avèrent moins efficaces comparées aux réalisations planaires. Par ailleurs, la 
zone de raccordement peut introduire des erreurs notamment sur la phase d’insertion. Pour 
des applications nécessitant une précision accrue, une technologie mieux adaptée à des 
réalisations en trois dimensions devra être privilégiée. L’ajout de déphaseurs peut également 
être envisagé et une configuration adaptée à un fonctionnement multifaisceau associé à une loi 
d’alimentation phasée gaussienne a été proposée. Ces structure refermées ont été analysées 
pour des applications de réseaux circulaires, mais pourraient également être utilisées pour des 
réseaux cylindriques. L’utilisation du réseau d’alimentation proposé en combinaison avec un 
réseau d’alimentation orthogonal par exemple permettrait la formation des diagrammes de 
rayonnement en élévation et azimut. 
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Ce rapport de thèse a permis de faire le point sur plusieurs réseaux d’alimentation en 
structure guidée. Dans les différents cas étudiés, des éléments de comparaison ont été donnés 
tant au niveau circuit qu’au niveau antenne, avec néanmoins un certain nombre d’hypothèses 
simplificatrices dans le deuxième cas afin de garder une certaine généralité (sources 
ponctuelles et isotropes, lois d’alimentation caractérisées par une même distribution en 
amplitude, etc.). Les réseaux orthogonaux ont été étudiés, avec une attention particulière pour 
les matrices de Nolen, étant une forme généralisée de matrices orthogonales. La comparaison 
avec les matrices de Butler a permis d’identifier le domaine d’application de chacune de ces 
matrices. En règle générale, on utilisera les matrices de Butler quand le nombre de ports est 
compatible avec le dimensionnement standard de ces matrices car les matrices de Nolen sont 
plus complexes et nécessitent l’optimisation de davantage de composants. Par contre, lorsque 
qu’un nombre de ports autre qu’une puissance de deux est requis, ou encore lorsque des 
nombres d’entrées et de sorties différents sont nécessaires, les matrices de Nolen peuvent 
trouver un intérêt en tant que réseau d’alimentation ou en tant que brique de base d’un réseau 
d’alimentation sous forme de matrice de Butler généralisée. Cette dernière solution présente 
des perspectives intéressantes et reprend d’une certaine façon les travaux de Shelton [46]. 
L’étude de matrices de Nolen large bande, s’inspirant des matrices de Blass large bande, 
présente également un intérêt pour des applications pratiques notamment en 
télécommunications, pour lesquels une bande de fréquence relativement large est souvent 
requise. Nous avons également approfondi la possibilité d’utiliser le caractère dispersif des 
réseaux d’alimentation en série pour stabiliser le dépointage des faisceaux avec la fréquence. 
Le mode de dimensionnement utilisé peut être généralisé aux matrices de Blass à plusieurs 
accès lorsque les lignes d’alimentation sont suffisamment découplées. Par contre, son 
application aux matrices de Nolen, prenant rigoureusement en compte le couplage entre lignes 
d’alimentation, est moins évidente et mérite d’être approfondie. Enfin, il est important de 
souligner que, compte tenu de leur complexité et des contraintes imposées sur les lois 
d’alimentation (et donc directement sur la formation de faisceau), l’utilisation des matrices 
orthogonales, bien qu’attrayantes du fait de leurs faibles pertes, reste limitée en nombre de 
faisceaux, les réalisations pratiques allant rarement au-delà de 16 faisceaux. Pour des 
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architectures d’antennes nécessitant un nombre de faisceaux plus important, les solutions à 
base de structures quasi-optiques sont à privilégier. En particulier, des travaux récents ont 
montré l’intérêt des lentilles de Rotman pour des applications spatiales avec un nombre de 
faisceaux important [84, 85]. Une configuration particulière empilant des lentilles de Rotman 
avec 44 ports d’entrée associées à une antenne à double-réflecteurs permet de produire jusqu'à 
1463 faisceaux fixes simultanés de 0,4° d’ouverture angulaire couvrant l’ensemble de la Terre 
depuis l’orbite géostationnaire [86]. En contre partie, ces structures introduisent des pertes par 
dépointage relativement importantes (jusqu’à 5dB pour les lentilles de Rotman à 44 ports 
décrites dans [86]).    
Nous avons également abordé deux solutions de matrices à lois de phase uniformes, se 
distinguant par leur distribution en amplitude. La structure en chandelier produisant dans sa 
forme standard une distribution en amplitude uniforme est particulièrement intéressante par 
son caractère générique. Le dimensionnement est relativement simple et dissocie le réseau 
d’alimentation de la section de contrôle en amplitude et/ou phase, permettant l’insertion de 
contrôles variables pour une reconfiguration en vol. Cette caractéristique est particulièrement 
intéressante pour des applications de télécommunications par satellite, l’évolution des besoins 
en couverture étant souvent rapide en comparaison de la durée de vie d’un satellite. Par 
contre, cela se fait au détriment des pertes intrinsèques dans le cas d’un fonctionnement 
multifaisceaux. Pour cette raison, cette solution est souvent associée à une amplification 
distribuée (antenne active) pour minimiser l’impact des pertes. Nous avons également 
présenté une étude détaillée des C-BFN indiquant que le niveau de pertes augmente avec le 
nombre de sorties par entrées, rendant ainsi ces structures moins pertinentes pour des 
configurations d’antennes réseaux à rayonnement direct. D’autant que ces structures ont la 
particularité, contrairement à toutes les autres structures étudiées, de ne pouvoir adresser 
qu’un sous-ensemble des ports de sortie par entrée. Ce qui impose un surdimensionnement de 
la structure pour des applications d’antennes réseaux à rayonnement direct. La distribution de 
l’énergie dans ces structures les rend mieux adaptées pour alimenter un réseau focal dans une 
configuration d’antenne à réflecteur. Pour cela, il serait intéressant d’approfondir la 
généralisation de ce concept à des réseaux planaires (distribution de l’énergie selon deux 
directions orthogonales au lieu d’une seule comme présenté dans ce mémoire de thèse). La 
difficulté réside dans l’identification d’un composant de base approprié. Des travaux ont déjà 
été publiés avec des structures produisant des divisions et combinaisons successives en 
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rayonné (structures empilées alternant des patchs et des fentes) [87]. Les performances de 
telles structures restent à évaluer, notamment en comparaison des structures à Bande Interdite 
Electromagnétique (BIE) dont le mode d’utilisation est assez similaire, à savoir un 
positionnement au dessus d’un réseau de sources afin de produire un recouvrement des 
champs électromagnétiques issus de ces sources. Enfin, nous avons également mis en 
évidence l’intérêt potentiel de ces structures pour des antennes réseaux circulaires. 
Évidemment, ce rapport de thèse ne prétend pas être exhaustif sur la thématique des 
réseaux d’alimentation en structures guidées. D’autres solutions disponibles dans la littérature 
n’ont pas été abordées faute de temps, bien qu’intéressantes pour certaines applications 
spécifiques. On peut mentionner par exemple, la structure décrite dans [88] et adaptée à des 
réseaux circulaires. La topologie de cette structure est assez similaire à celle des réseaux 
périodiques refermés en remplaçant les diviseurs et combineurs par des coupleurs 
directionnels. L’utilisation de coupleurs hybrides permet à cette structure d’être sans pertes, 
contrairement à celle proposée dans ce rapport de thèse. De plus, les phases d’insertion 
peuvent être optimisées pour maximiser la recombinaison en rayonné des signaux issus d’un 
réseau circulaire. Par contre, ces caractéristiques sont obtenues au détriment de la simplicité 
de conception. En effet, la structure proposée nécessite une réalisation sur deux couches du 
fait de croisements de voies RF et la répartition en puissance des coupleurs hybrides doit être 
optimisée en fonction de leur position dans la structure. Un autre concept intéressant est celui 
décrit dans [89], appelé habituellement réseau d’alimentation multi-modes, permettant de 
réaliser un réseau focal assurant un certain niveau de recouvrement entre faisceaux adjacents 
sans introduire de pertes autres que les pertes ohmiques (les pertes d’insertion ont été 
mesurées à 0,22dB en bande Ka pour le cas pratique décrit dans [89]). Cette caractéristique 
est obtenue en combinant des coupleurs directionnels. Le caractère orthogonal du réseau 
d’alimentation contraint fortement les lois d’amplitude et phase réalisables et requiert une 
optimisation des coefficients du réseau d’alimentation au niveau antenne pour assurer les 
performances exigées sur l’ensemble de la couverture. Cela se traduit par une certaine 
complexité du réseau focal, le dimensionnement proposé dans [89] utilisant 100 coupleurs et 
150 déphaseurs pour produire 18 faisceaux. 
Finalement, ayant toutes ces informations à l’esprit, il serait intéressant de mener une 
réflexion au niveau antenne et non plus sous-système d’alimentation afin d’évaluer les 
concepts les plus prometteurs pour une application donnée. Les travaux présentés dans ce 
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rapport de thèse avaient plutôt vocation à donner une vision étendue des structures 
disponibles indépendamment de l’architecture antenne visée (antenne active ou passive, 
réseau à rayonnement direct ou réseau focal, taille et forme de l’antenne réseau, contraintes 
liées au pas du réseau, etc.). Une étude similaire sur les systèmes quasi-optiques serait 
nécessaire en complément de ce mémoire pour donner une vision exhaustive sur les réseaux 
d’alimentation. Ayant toutes ces informations à l’esprit et partant d’exigences liées à une 
mission spécifique, il serait alors possible de dériver les besoins associés en termes de réseau 
d’alimentation permettant d’identifier la topologie la mieux adaptée au besoin. Il peut même 
être judicieux dans certains cas de combiner différents types de sous-systèmes.   
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Annexe A - Orthogonalité d’une matrice sans pertes 
 
Nous montrons dans cette annexe le lien entre matrice sans pertes et orthogonalité. En 
partant de la relation (26) traduisant la conservation de la puissance, combinée à la définition 
(23) d’une matrice  S  de dimensions PP , il vient : 
       ASASAA TT       (A-1) 
Soit, en appliquant une propriété des transposées : 
       ASSAAA TTT       (A-2) 
Pour arriver à la condition d’orthogonalité sur la matrice  S , nous devons introduire 
une base vectorielle, de dimension P , notée   Piie 1 , associée à un espace vectoriel   défini 
sur l’ensemble des nombres complexes, noté C .  
On peut interpréter la matrice     SS T  comme l’écriture matricielle d’une forme 
bilinéaire     Cyxfyxf  ,,: 2 . 
On peut donc écrire la relation suivante : 
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Pour deux vecteurs x  et y  décomposés comme suit dans la base   Piie 1  : 



P
i
iiexx
1
 et  


P
i
iieyy
1
      (A-4) 
La propriété de bilinéarité de f  permet d’écrire la relation suivante : 
   
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Cette relation peut se mettre sous forme matricielle comme suit : 
         ySSxyxf TT,       (A-6) 
On introduit également la forme quadratique     Cxxfxqxq  ,: . Il 
ressort de la relation (A-5) que la forme quadratique q  peut s’écrire comme suit : 
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Tout ceci nous permet d’écrire l’égalité suivante : 
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 (A-8) 
De plus, nous avons la relation suivante : 


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P
i
ii
T aaAA
1
.         (A-9) 
En égalisant les relations (A-8) et (A-9), l’unicité d’écriture d’une forme quadratique 
impose les conditions suivantes sur la matrice de la forme bilinéaire f  : 
  1, ii eef   Pi ...1  
et   0, ji eef  Pi ...1 , Pj ...1  et ji      (A-11) 
Ceci implique que la matrice associée à la forme bilinéaire f  est la matrice unité de 
dimension PP , notée PI . Il vient donc naturellement la relation suivante : 
    PT ISS .          (A-12) 
Nous avons ainsi montré que la matrice  S  définissant un réseau sans pertes est 
nécessairement orthogonale au sens du produit scalaire hermitien. De la relation (A-2), il 
ressort que la réciproque est évidente, à savoir qu’un réseau défini par une matrice 
orthogonale est nécessairement sans pertes.  
Dans le cas d’une matrice  S  associée à un circuit distinguant M  ports d’entrée et N  
ports de sortie, caractérisé par une adaptation de tous les ports et un découplage entre toutes 
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les entrées, respectivement entre toutes les sorties, l’équation (28) indique que la contrainte 
d’orthogonalité se reporte sur la matrice de transfert ou matrice  S  réduite, de dimension 
MN  . Dans le cas général, cette matrice de transfert n’est pas nécessairement carrée. 
Néanmoins, on peut étendre partiellement la propriété d’orthogonalité telle que définie par 
(A-12). Cette matrice réduite est constituée de M  vecteurs colonnes de dimension N , notés 
 mC  pour Mm ...1 . Il s’agit en fait des lois d’alimentation produites par le réseau 
d’alimentation. Le membre de gauche de l’équation (A-12) peut donc s’écrire dans ce cas : 
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   (A-13) 
Le résultat est donc une matrice carrée de dimensions MM   contenant les produits 
scalaires hermitiens des vecteurs colonnes de  S , les éléments de la diagonale correspondant 
à la norme de ces vecteurs. Il vient donc naturellement que si les vecteurs colonnes de  S  
forment une famille de vecteurs unitaires linéairement indépendants, c'est-à-dire orthogonaux 
deux à deux au sens du produit scalaire hermitien, la matrice obtenue est une matrice unité de 
dimension MM  . Les vecteurs considérés étant de dimension N , cette propriété ne sera 
vérifiée que si NM  . Par ailleurs, cette propriété entraine que le mode de fonctionnement 
réciproque (les sorties deviennent les entrées et les entrées deviennent les sorties), caractérisé 
par la matrice de transfert transposée  TS  composée de N  vecteurs colonnes de dimension 
M , ne peut vérifier la relation (A-12). En effet, le rang de cette famille de vecteurs ne peut 
être supérieur à la dimension de l’espace vectoriel. Il s’en suit que la famille constituée par les 
vecteurs colonnes de  TS  est liée, donc certains produits scalaires sont non-nulles et le 
membre de droite de l’équation (A-13) n’est plus une matrice unité.  
Cette analyse permet de justifier qu’une matrice de transfert rectangulaire peut donc 
être sans pertes dans un mode de fonctionnement, tout en ayant des pertes dans le mode de 
fonctionnement réciproque. Par ailleurs, le mode de fonctionnement sans pertes n’est possible 
que si le nombre d’entrées est inférieur au nombre de sorties et que les lois d’alimentation 
produites sont unitaires et orthogonales deux à deux. 
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Annexe B -  Orthogonalité de faisceaux et lois 
d’alimentation orthogonales 
 
Nous considérons une famille de M  faisceaux produits par un réseau linéaire sans 
pertes comportant N  sources élémentaires. D’après la propriété dérivée en annexe A, les lois 
d’alimentation de ces M  faisceaux sont mutuellement orthogonales. Nous allons appliquer le 
produit scalaire hermitien intégral normalisé aux facteurs de réseau définissant ces M  
faisceaux. De la relation (21), il vient : 
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En effectuant le produit des deux sommes et en sortant de l’intégrale tous les termes 
indépendants de la variable d’intégration, nous arrivons à l’écriture suivante : 
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 Nous allons maintenant évaluer l’intégrale. Pour ce faire, nous distinguons deux cas. 
Lorsque qp  , l’intégrale se calcule simplement : 
  1
2
1
2
1       dudue uqpj       (B-3) 
Dans les cas où qp  , le calcul se décompose comme suit : 
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En utilisant les formules d’Euler, la relation (B-4) se simplifie comme suit : 
      

 qpqp
due uqpj   sin121      (B-5) 
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Il s’en suit que cette intégrale est toujours nulle pour qp  . La relation (B-2) se 
simplifie donc de la manière suivante : 
               
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Soit pour des lois d’alimentation orthonormées : 
        ijji duufuf 

  21  pour Nji ...1,     (B-7)  
où  ij  est le symbole de Kronecker, tel que 1ii   pour Ni ...1  et 0ij  pour 
Nji ...1,   et ji  . 
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Annexe C - Orthogonalité et Transformée de Fourier 
Discrète 
 
Nous démontrons dans cette annexe que la Transformée de Fourier Discrète assimilée 
à une matrice multifaisceaux présente une propriété d’orthogonalité. En s’appuyant sur le 
résultat démontré en annexe A, nous allons donc démontrer le caractère « sans pertes » de la 
transformée.  
L’analogie avec les matrices multifaisceaux, présentée dans la section I. 5. 3, permet 
d’écrire les puissances en entrée et sortie comme suit : 
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En développant le calcul à partir de la formule (63), il vient : 
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0
2 11N
k
N
q
kq
N
j
q
N
p
kp
N
j
psortie exN
ex
N
P

    (C-3) 
Cette expression peut être reformulée comme suit : 
  





 



1
0
1
0
1
0
21 N
k
N
p
N
q
qpk
N
j
qpsortie exxN
P

      (C-4) 
En sortant de la double somme les termes quadratiques, il vient : 
  

















1
0
1
0
1
0
21
0
1 N
k
N
p
N
pq
q
qpk
N
j
qp
N
n
nnsortie exxxxN
P

    (C-5) 
Soit, après simplifications : 
  







 
1
0
1
0
1
0
21
0
1 N
k
N
p
N
pq
q
qpk
N
j
qp
N
n
nnsortie exxN
xxP

     (C-6) 
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En réordonnant les sommes, cette relation peut s’écrire : 
   







 



1
0
1
0
1
0
21
0
1 N
p
N
pq
q
N
k
qpk
N
j
qp
N
n
nnsortie exxN
xxP

    (C-7) 
Cette dernière relation fait apparaître la somme des N  premiers termes d’une suite 
géométrique de premier terme 1 et de raison 
 qp
N
j
e
 2
, ce qui donne le résultat suivant : 
   
 qp
N
j
qpjN
k
qpk
N
j
e
ee





  221
0
2
1
1        (C-8) 
Les signes sommes définissant p  et q  nous permettent d’affirmer que qp   est un 
entier non nul vérifiant 1 Nqp . De sorte que la relation (C-8) est toujours définie et 
égale à 0 pour les valeurs de p  et q  imposées par la relation (C-7). Cette dernière relation se 
simplifie donc comme suit : 



1
0
N
n
nnsortie xxP         (C-9) 
Soit : 
entréesortie PP           (C-10) 
Cette propriété permet donc d’affirmer le caractère sans pertes, et donc orthogonal de 
la matrice de transfert associée à la Transformée de Fourier Discrète. 
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Annexe D - Calcul des coupleurs du deuxième accès 
d’une matrice de Blass sans déphaseurs  
 
Nous cherchons dans cette annexe à dériver une formulation générique des paramètres 
de couplage du deuxième accès B , soit les Bn  pour Nn ...1 , en fonction des coefficients 
D
nc  pour Nn ...1  associés à la loi d’amplitude du faisceau « différence » et des autres 
paramètres connus dans le cas d’une matrice de Blass sans déphaseurs à deux faisceaux. Nous 
reprenons avec nos notations la démonstration en annexe de l’article de Jones et DuFort [35]. 
Pour cela, nous partons du système d’équations suivant : 








A
n
B
n
D
n
A
n
D
n
D
n
B
n
D
n
D
n
A
n
B
n
D
n
A
n
D
n
D
n
bac
bb
baa



cossinsin
cos
sinsincos
1
1
 pour Nn ...1    (D-1) 
En combinant la première et la dernière équation du système (D-1), nous obtenons une 
formule de récurrence sur les Dna  où ne figure pas 
B
n  : 
D
n
A
n
D
n
A
n
D
n aac    cossin 1    pour Nn ...1     (D-2) 
Il s’en suit que tous les Dna , pour Nn ...1 , peuvent être exprimés en fonction de DNa 1  
et des coefficients Dnc  : 
A
n
D
n
N
nl
A
l
D
N
D
n caa  sincos1 

 

  
 






N
nk
A
k
D
k
k
nl
A
l c
1
1
sincos     pour Nn ...1    (D-3) 
La validité de cette formule peut être vérifiée en l’insérant dans la relation (D-2). Pour 
simplifier cette écriture, nous avons recours à une relation dérivée de l’analyse de la ligne 
d’alimentation A  : 
A
n
S
n
S
n aa cos1    pour Nn ...1       (D-4) 
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En multipliant les relations données par (D-4), il vient : 





N
nl
S
l
S
l
N
nl
A
l a
a 1cos    pour Nn ...1      (D-5) 
En simplifiant les termes de (D-5) répétés dans le numérateur et le dénominateur, nous 
pouvons réécrire cette relation comme suit : 
S
n
S
N
N
nl
A
l a
a 1cos 

    pour Nn ...1       (D-6) 
En utilisant la relation An
S
n
S
n ac sin , il vient : 
A
nS
n
S
N
N
nl
A
l c
a  sincos 1

   pour Nn ...1      (D-7) 
La relation (D-3) peut ainsi se mettre sous la forme suivante : 


  


N
nk
D
k
S
k
S
N
D
NS
n
A
nD
n ccaac
a 11
sin
 pour Nn ...1     (D-8) 
La dernière relation du système (D-1) peut se mettre sous la forme suivante : 
A
n
D
nA
n
D
nB
n
D
n a
cb  tancossin   pour Nn ...1     (D-9) 
Combinée à la relation (D-8), il vient : 
D
Nnn
B
n
D
n ab 1sin   pour Nn ...1      (D-10) 
où  


N
nk
D
k
S
kS
n
A
n
A
n
A
n
D
n
n ccc
c 

sintan
cos
  et An
A
nS
n
S
N
n c
a  tansin1  
Finalement, en utilisant la deuxième relation du système (D-1), il vient la relation de 
récurrence suivante : 
      BnDnDnDn bbb sin2221    pour Nn ...1    (D-11) 
En ajoutant terme à terme les 1 nN  dernières égalités ainsi obtenues, nous 
obtenons la relation suivante : 
     

 
N
nl
B
l
D
l
D
n
D
N bbb 22221 sin   pour Nn ...1    (D-12) 
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En introduisant la relation (D-10) dans cette dernière relation, il vient : 
     



 
N
nl
D
NllB
n
D
NnnD
N a
ab 212
2
12
1 sin       
pour Nn ...1   (D-13) 
D’où la formulation donnant les paramètres de la ligne d’alimentation B  dans le cas 
d’une matrice de Blass sans déphaseurs : 
 
   




 N
nl
D
Nll
D
N
D
NnnB
n
ab
a
2
1
2
1
2
12sin    pour Nn ...1   (D-14) 
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Annexe E - Algorithme de résolution du deuxième 
accès d’une matrice de Blass sans déphaseurs 
 
Nous présentons l’algorithme basé sur l’étude de formes quadratiques proposé par 
Jones et DuFort [35] afin de trouver la valeur minimale de    2121 DNDN ba    satisfaisant 
l’inéquation suivante : 
 
    
2
2
1
2
1
2
1 sin






N
nl
D
Nll
D
N
D
Nnn
ab
a
  pour Nn ...1   (E-1) 
 où  


N
nk
D
k
S
kS
n
A
n
A
n
A
n
D
n
n ccc
c 

sintan
cos
  et An
A
nS
n
S
N
n c
a  tansin1  
On réécrit l’inégalité (E-1) de manière à introduire la puissance totale dissipée dans la 
charge, notée P  : 
     



 
N
nl
D
Nll
D
NnnD
N a
aaP 212
2
12
1 sin    pour Nn ...1  (E-2) 
Le second terme de l’inégalité (E-2) peut être vu comme un polynôme du second 
degré en DNa 1  et fonction de n . On introduit donc la famille de polynômes suivante : 
      nDNnDNnDNn aaaP    1211 2   pour Nn ...1   (E-3) 
vérifiant l’égalité : 
       



 
N
nl
D
Nll
D
NnnD
N
D
Nn a
a
aaP 212
2
12
11 sin     
pour Nn ...1  (E-4) 
Ces polynômes sont représentés graphiquement par des paraboles. On définie une suite 
d’aires, notées nS , dans le plan  Pa DN ,1  et vérifiant la relation (E-2) : 
  nDNn PPPaS   ,1   pour Nn ...1     (E-5) 
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De sorte que la configuration pour obtenir une puissance dissipée minimale 0P  
correspond au minimum en P  de l’intersection de toutes ces aires, soit : 
 
SPa
P
P D
N   ),(
min
1
0   avec 
N
n
nSS
1
      (E-6) 
La représentation graphique de ce problème, reportée sur la Figure 116, permet de voir 
que la solution sera toujours sur l’enveloppe de l’aire S .  
 
 
Figure 116 : Solution graphique du deuxième accès 
 d’une matrice de Blass sans déphaseurs [35] 
 
De la même façon, la Figure 116 permet d’affirmer que la solution du problème est 
soit un point d’intersection de deux paraboles soit un sommet de parabole ayant un coefficient 
de plus haut degré positif, seul minimum local possible avec ce type de courbes. Il est donc 
possible de trouver la solution exacte du problème en cherchant le minimum en P  parmi 
l’ensemble de ces points particuliers. 
Toutefois, les auteurs de la référence [35] proposent une méthode approchée 
permettant de simplifier la résolution du problème. En comparant les équations (E-4) et (E-5), 
il vient : 




 
N
nl
l
n
n
2
2
sin
1   pour Nn ...1     (E-7) 
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Cette formule permet de voir qu’il existe au moins une parabole ayant un n  positif 
(celle correspondant à Nn  ). De sorte que l’on peut affirmer que pour des valeurs de P  
grandes, l’aire S  est délimitée par la parabole ayant le coefficient n  le plus grand. Soit 0n  
ce coefficient. Ainsi, la recherche de la solution peut se limiter à l’intervalle défini par les 
extrêmes suivant : 
      
  







 nn
nnnnnnnn
nn
a 

0
00
2
00
0
min
min
  (E-8) 
      
  







 nn
nnnnnnnn
nn
a 

0
00
2
00
0
max
max
  (E-9) 
Ces valeurs correspondent aux points d’intersection extrêmes entre 0nP  et les nP  pour 
0nn  . Pour une valeur ka  donnée de l’intervalle  maxmin ,aa , la frontière de l’aire S  
correspond à la valeur maximale de  kn aP , pour Nn ...1 .  
La solution numérique approchée est donc : 
    



 knk aPNnaaaP ...1
max
,
min
maxmin
     (E-10) 
La précision de la solution dépendra de l’échantillonnage de l’intervalle  maxmin ,aa . 
Connaissant ainsi P  et DNa 1 , on peut déterminer 
D
Nb 1  puis les paramètres des coupleurs de la 
ligne d’alimentation B  à l’aide de la formule dérivée en annexe D. 
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Annexe F - Formule de récurrence pour les matrices 
de Blass à M accès 
 
Nous détaillons la dérivation de la formule de récurrence permettant de calculer le 
vecteur iF  dans le cas des matrices de Blass à M  accès connaissant les paramètres des 
coupleurs directionnels et les déphaseurs des lignes d’indice inférieur à i , ainsi que les 
coefficients d’alimentation des éléments rayonnants associés à l’alimentation du port 1ia . 
Cette annexe reprend l’appendice de [27] à quelques modifications mineures près. 
Partant de la matrice  S  d’un coupleur directionnel et de la description d’un nœud 
élémentaire de la matrice de Blass à M  accès, il vient les relations suivantes : 
 
   








mnnmmnmnnm
mn
j
nmmn
j
mnmn
jfaa
efejaf mnmn

 
sincos
cossin
11
1    pour 



Nn
Mm
...1
...1
  (F-1) 
Nous introduisons les matrices suivantes : 









mN
m
m
S
m



sin00
0sin0
00sin
2
1




     (F-2) 









mN
m
m
C
m



cos00
0cos0
00cos
2
1




     (F-3) 














mN
m
m
j
j
j
m
e
e
e







00
00
00
2
1
      (F-4) 
 TmNmmmm aaaaa 321       (F-5) 
De sorte qu’il est possible d’écrire la première équation du système (F-1) sous la 
forme matricielle suivante : 
1 mCmmmSmmm FajF   pour Mm ...1   (F-6) 
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Par commodité d’écriture, nous introduisons également la famille de vecteurs unitaires 
de dimension N  suivante : 
 
nrang
T
nu 00100  ,      (F-7) 
ainsi que la matrice de dimension NN   suivante : 













10000
01000
00100
00010
00000






T .       (F-8) 
La relation (F-6) peut donc s’écrire comme suit : 
  111  mCmmmSmmm FaTuajF  pour Mm ...1  (F-9) 
De la même façon, en réécrivant la deuxième équation du système (F-1) comme suit : 
    mnnmnmmnmn jfaa  sincos 11     pour 



Nn
Mm
...1
...1
,  (F-10) 
nous pouvons introduire l’écriture matricielle suivante : 
 
  11
mN
1-Nm
m3
m2
m1
1cos0000
01cos000
001cos00
0001cos0
00001cos






















m
S
m
Nm
m Fj
a
a











 
      pour Mm ...1 .  (F-11) 
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En définissant la matrice de dimensions NN  suivante : 
 



















mN
Nm
m
m
m
mA





cos0000
1cos000
01
cos00
001cos0
0001cos
1
3
2
1






  
pour Mm ...1 ,  (F-12) 
la relation (F-11) peut s’écrire sous la forme compacte suivante : 
  11   mSmNNmmm FjuaaA  pour Mm ...1 .   (F-13) 
En prenant en compte les hypothèses simplificatrices, à savoir que lorsque l’accès 1ia  
est excité seule la charge de la même ligne dissipe de la puissance, il vient les conditions 
suivantes : 
 



 0
0
1
1
Nm
m
a
a
  pour Mm ...1  et im      (F-14) 
De sorte que les relations (F-9) et (F-13) se simplifient comme suit : 
 1 mCmmSmmm FaTjF  pour Mm ...1    (F-15) 
et : 
1 mSmmm FjaA   pour Mm ...1     (F-16) 
En utilisant la relation (F-13) pour exprimer le vecteur ma  et en le substituant dans la 
relation (F-9), il vient la relation suivante entre les vecteurs mF  et 1mF  : 
  11   mSmmSmCmmm FATF  pour Mm ...1   (F-17) 
Ce qui permet d’arriver à la formule de récurrence suivante : 
mmm FBF   11  pour Mm ...1      (F-18) 
 avec   SmmSmCmmm ATB  1  
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En exploitant la récursivité de cette formule, il vient l’expression de iF  en fonction 
des paramètres des coupleurs directionnels et des déphaseurs des lignes d’indice inférieur à i , 
ainsi que des coefficients d’alimentation des éléments rayonnants associés à l’alimentation du 
port 1ia  : 
1
1
1
1
2
1
1 FBBBF iii           (F-19) 
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Annexe G - Détermination du nombre de 
croisements de voies dans une matrice de Butler 
 
La topologie particulière des matrices de Butler caractérisées par une alimentation en 
parallèle de l’ensemble des sorties entraîne des croisements de voies RF, particulièrement 
contraignants pour des réalisations pratiques. Il nous a paru nécessaire, pour une comparaison 
plus juste entre matrices orthogonales, de ne pas seulement prendre en compte le nombre de 
composants mais également le nombre de croisements (ceux-ci étant souvent réalisés par 
l’ajout de composants supplémentaires dans le cas de réalisations planaires). N’ayant pas 
trouvé cette information dans la littérature, nous proposons donc une méthode de 
dénombrement associée à la méthode de dimensionnement détaillée dans ce rapport de thèse, 
qui est la méthode la plus répandue. 
Contrairement aux matrices hybrides pour lesquels la distribution en phase n’a pas 
d’importance, les croisements de voies dans une matrice de Butler sont imposés à la fois par 
la distribution en amplitude et en phase. Si l’on ne prend pas en compte la valeur effective des 
déphaseurs, il est possible d’identifier une formation par itérations des matrices de Butler 
comparable à celle des matrices hybrides, soit la mise en parallèle de deux sous-matrices 
ayant chacune deux fois moins de ports que la matrice finale et interconnectées via une 
couche supplémentaire de coupleurs directionnels. Cette méthode de conception est illustrée 
sur la Figure 117 pour les premières itérations. On note que l’ajout d’une nouvelle couche de 
coupleurs directionnels pour passer à la matrice de dimension supérieure induit des 
croisements de voies avant et après cette dernière couche. En fait, les croisements de voies 
avant cette dernière couche sont contraints par la distribution en amplitude, tandis que ceux 
après la dernière couche (et qui ne sont pas nécessaires pour des matrices hybrides) 
permettent seulement de former la distribution en phase. 
Soit iX  le nombre de croisements d’une couche i  comportant 
12 i  coupleurs, soit i2  
sorties. Cette couche est connectée à deux sous-matrices de Butler de dimension 12 i . La 
méthode de dimensionnement retenue impose que l’ensemble des sorties d’une sous-matrice 
croise l’ensemble des sorties de l’autre sous-matrice, sauf les sorties deux à deux équivalentes 
(qui se « croisent » via les coupleurs directionnels), soit : 
 122 11   iiiX         (G-1) 
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  (a)              (b) 
Matrice de Butler 
8x8 (hors 
déphaseurs)
Matrice de Butler 
8x8 (hors 
déphaseurs)
 
(c) 
Figure 117 : Dimensionnement itératif des matrices de Butler (hors déphaseurs) 
illustré pour des matrices à (a) 4, (b) 8 et (c) 16 ports d’entrée 
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Pour une matrice de dimension n2 , toute couche comporte nécessairement 12 n  
coupleurs directionnels. En utilisant (G-1), l’ensemble des croisements de la couche i  d’une 
matrice à n  couches peut s’écrire :  
 
ii
n
n
i XX 1
1
2
2


         (G-2) 
Soit après simplifications : 
   122 11   inniX         (G-3) 
Le nombre total de croisements d’une matrice de Butler à n  couches peut s’écrire : 
     




n
i
in
n
i
n
i
n XX
1
11
1
122       (G-4) 
Cette écriture fait apparaître la somme des termes d’une suite géométrique de premier 
terme 1 et de raison 2, et la somme des termes d’une suite constante. En utilisant les 
propriétés correspondantes, il vient donc : 
   122 1   nX nnn        (G-5) 
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Annexe H - Écriture matricielle des matrices de 
Nolen avec des coupleurs hybrides 90° 
 
Cummings [67] a proposé une mise en équation matricielle des matrices de Nolen 
dans le cas de coupleurs hybrides 180° (coupleurs caractérisés par un port somme et un port 
différence). Toutefois, les coupleurs hybrides 90° sont plus répandus car souvent plus 
compacts, nous nous proposons donc d’adapter dans cette annexe la mise en équation des 
matrices de Nolen de Cummings à de tels coupleurs.  
La matrice de transfert d’un nœud de la matrice de Nolen, incluant un coupleur 
hybride 90°  et un déphaseur, peut se mettre sous la forme : 
  



cc
j
c
j
c
j
eej
S 
 
sincos
cossin
     
 (H-1) 
Dans ce développement, la matrice de Nolen est supposée carrée (autant de ports 
d’entrée que de sortie) sans perte de généralité, puisqu’il suffirait de supprimer les lignes 
d’alimentation non-utilisées si l’on ne souhaite pas une matrice carrée. Une représentation 
schématique de la matrice est proposée sur la Figure 118, A  étant la matrice de transfert ou 
matrice réduite des paramètres de répartition. La matrice A  est de dimension NN  . 
 
1a
2a
1Na
Na
ia
2b1b jb 1Nb Nb


NNA 
 
Figure 118 : Représentation matricielle schématique de la matrice de Nolen 
 
L’objectif est de réduire la matrice A , c'est-à-dire l’écrire comme le produit de 
matrices élémentaires. La première itération est illustrée sur la  Figure 119. On parle de 
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réduction de la matrice de Nolen car la matrice A  ainsi obtenue, bien que de dimension 
NN   également, comprend un nœud de moins que la matrice de Nolen initiale. Une écriture 
matricielle simple est obtenue en introduisant la matrice élémentaire 1E  correspondant au 
circuit décrit schématiquement sur la Figure 120. La matrice de transfert associée s’écrit : 
   
    NNNN
j
N
j
N
j
eej
E
NN



















1111
1111
1
sincos000
cossin000
00100
00010
00001
1111

 




  (H-2) 
Ce qui permet d’écrire l’égalité matricielle suivante : 
AEA  1          (H-3) 
 
1a
2a
1Na
Na
ia
2b1b jb 1Nb Nb


NNA 
2Nb
1b 2b jb 2Nb 1Nb
Nb

 
Figure 119 : Première itération de la réduction d’une matrice de Nolen 
 
2b1b jb 1Nb Nb 2Nb
1a 2a ia 2Na 1Na Na  
Figure 120 : Schéma correspondant à la première matrice élémentaire de 
décomposition d’une matrice de Nolen 
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L’étape suivante permet d’extraire un deuxième coupleur de la première ligne 
d’alimentation selon le schéma illustré sur la Figure 121. Cette étape introduit une matrice 
réduite A   comportant deux coupleurs de moins que la matrice initiale. Nous introduisons la 
matrice élémentaire 2E , décrite par : 
   
   
NN
NN
j
N
j
N
j
eej
E
NN


















 
10000
0sincos00
0cossin00
00010
00001
2121
2121
2 2121





    (H-4) 
L’intérêt de cette formulation, avec des matrices élémentaires dont l’écriture diffère de 
celles proposées par Cummings par un choix différent de la numérotation des ports, est de 
conservé la matrice de transfert du nœud considéré comme une sous-matrice de la matrice 
élémentaire. On note donc que cette sous-matrice « se déplace » progressivement selon la 
diagonale à mesure que l’on réduit la première ligne de la matrice de Nolen.  
 
1a
2a
1Na
Na
ia
2b1b jb 1Nb Nb


NNA 
3Nb
1b  2b  jb  2Nb
1Nb
Nb 

2Nb
3Nb
NNA  NNA 
 
Figure 121 : Deuxième itération de la réduction d’une matrice de Nolen 
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La dernière itération de la première ligne aboutie donc à la matrice élémentaire 1NE , 
décrite par : 
NN
jj
N
j
eej
E
















10000
01000
00100
000sincos
000cossin
1111
1111
1
1111






 
   (H-5) 
La réduction de la deuxième ligne s’opère de la même façon. La première itération de 
cette deuxième ligne sera donnée par la matrice élémentaire NE , décrite par : 
   
    NNNN
j
N
j
N
N
j
eej
E
NN



















2222
2222
sincos000
cossin000
00100
00010
00001
2222

 




 (H-6) 
La dernière itération de cette deuxième ligne est donnée par la matrice élémentaire 
32 NE , décrite par : 
NN
jj
N
j
eej
E
















10000
01000
00sincos0
00cossin0
00001
2121
2121
32
2121






 
   (H-7) 
On note que cette deuxième ligne présente, comme on peut si attendre du fait de la 
topologie des matrices de Nolen, une itération de moins que la ligne supérieure.  
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En prolongeant la démarche, il est donc possible de réduire l’ensemble de la matrice 
avec des matrices élémentaires, dont la forme générique aboutit à une matrice élémentaire 
pour la première itération de la ligne i  sous la forme :  
  
       
    NNiNiiNi
j
iNi
j
iNi
iNiN
j
eej
E
iNiiNi





















 
sincos000
cossin000
00100
00010
00001
1
2
122




(H-8) 
La sous-matrice correspondant au nœud considéré se déplace ensuite selon la 
diagonale jusqu’à arriver à la dernière itération de la ligne i  sous la forme : 
  
NN
ii
j
i
j
i
eme
emeiNiN
j
eej
i
iE ii



















100000
010000
00sincos00
00cossin00
000010
000001
11
11
2
2212 11









 
 
(H-9) 
La dernière itération correspondant au seul coupleur de la dernière ligne donne donc : 
 
       
    NNNN
j
N
j
N
NN
j
eej
E
NN




















1111
1111
21
sincos000
cossin000
00100
00010
00001
1111

 




 (H-10) 
Finalement, la matrice de transfert de la matrice de Nolen peut se décomposer avec 
l’ensemble des matrices élémentaires : 
 
2
1321  NNEEEEA         (H-11) 
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Comme la matrice de Nolen considérée est carrée, elle est orthogonale, ce qui se 
traduit par : 
N
T IAA            (H-12) 
où  NI  est la matrice unité de dimension NN  .  
Cummings [67] propose d’utiliser le caractère orthogonal de la matrice combiné à la 
décomposition précédente donnée par l’équation (H-11) pour évaluer l’ensemble des 
coupleurs directionnels. Mathématiquement parlant, la propriété d’orthogonalité suffit dans le 
cas des coupleurs hybrides 180° car les matrices obtenues sont à coefficients réels. Dans le 
cas traité ici, les matrices sont à coefficients complexes, il faut donc exploiter plus 
précisément le caractère unitaire de la matrice A , ce qui se traduit par : 
NIAAAA           (H-13) 
Soit en combinant (H-11) et (H-13) : 
  NNN IEEEEA  
2
1321        (H-14) 
L’évaluation des inconnues peut se faire de proche en proche, mais la mise en écriture 
complète reste relativement lourde. 
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Annexe I - Résultats de mesure de la matrice de 
Nolen 4×4 réalisée 
 
Pour ne pas alourdir le présent rapport de thèse, nous avons préféré reporter 
l’ensemble des résultats de mesure de la matrice de Nolen réalisée en bande S dans cette 
annexe. Le détail de ces résultats est très intéressant pour mettre en évidence l’excellente 
corrélation entre les performances simulées et mesurées. 
 
Figure 122 : Coefficient de transmission de l’entrée 1 vers la sortie 1 
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Figure 123 : Coefficient de transmission de l’entrée 1 vers la sortie 2 
 
Figure 124 : Coefficient de transmission de l’entrée 1 vers la sortie 3 
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Figure 125 : Coefficient de transmission de l’entrée 1 vers la sortie 4 
 
Figure 126 : Coefficient de transmission de l’entrée 2 vers la sortie 1 
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Figure 127 : Coefficient de transmission de l’entrée 2 vers la sortie 2 
 
Figure 128 : Coefficient de transmission de l’entrée 2 vers la sortie 3 
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Figure 129 : Coefficient de transmission de l’entrée 2 vers la sortie 4 
 
Figure 130 : Coefficient de transmission de l’entrée 3 vers la sortie 1 
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Figure 131 : Coefficient de transmission de l’entrée 3 vers la sortie 2 
 
Figure 132 : Coefficient de transmission de l’entrée 3 vers la sortie 3 
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Figure 133 : Coefficient de transmission de l’entrée 3 vers la sortie 4 
 
Figure 134 : Coefficient de transmission de l’entrée 4 vers la sortie 1 
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Figure 135 : Coefficient de transmission de l’entrée 4 vers la sortie 2 
 
Figure 136 : Coefficient de transmission de l’entrée 4 vers la sortie 3 
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Figure 137 : Coefficient de transmission de l’entrée 4 vers la sortie 4 
 
Figure 138 : Coefficient d’adaptation de l’entrée 1 
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Figure 139 : Coefficient d’adaptation de l’entrée 2 
 
Figure 140 : Coefficient d’adaptation de l’entrée 3 
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Figure 141 : Coefficient d’adaptation de l’entrée 4 
 
Figure 142 : Pertes d’insertion mesurées des 4 ports d’entrée 
 
 208 
Annexe J - Résultats de mesure des réseaux 
périodiques multifaisceaux réalisés 
 
Les résultats de mesure des différents réseaux d’alimentation périodiques ou C-BFN 
multifaisceaux décrits dans ce rapport de thèse sont détaillés dans cette annexe. Les résultats 
sont introduits par ordre d’apparition des matrices dans ce rapport de thèse. 
Pour le réseau d’alimentation périodique refermé, seuls trois ports sur les 7 disponibles 
sont présentés afin d’illustrer la bonne reproductibilité des résultats sans surcharger ce 
mémoire. Par ailleurs, les ports retenus ne sont pas situés dans la zone de raccordement, le 
mode de réalisation utilisé visant la simplicité de fabrication plutôt que la performance RF. Il 
est attendu qu’un mode de réalisation mieux adapté ou une technologie différente assurerait 
une meilleure reproductibilité sur l’ensemble des ports, ce qui est évidemment indispensable 
pour des applications pratiques. Les ports sont numérotés de gauche à droite pour les 
structures planaires et dans le sens des aiguilles d’une montre vue des entrées en prenant 
comme référence la zone de raccordement et en tournant dans un même sens pour les entrées 
et les sorties pour la structure refermée. 
 
Figure 143 : Coefficients de transmission associés à l’entrée 1  
du réseau périodique 3 vers 5 à 2 couches 
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Figure 144 : Coefficients de transmission associés à l’entrée 2  
du réseau périodique 3 vers 5 à deux couches 
 
Figure 145 : Coefficients de transmission associés à l’entrée 3 
 du réseau périodique 3 vers 5 à deux couches 
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Figure 146 : Phases d’insertion associées à l’entrée 1  
du réseau périodique 3 vers 5 à deux couches 
 
Figure 147 : Phases d’insertion associées à l’entrée 2  
du réseau périodique 3 vers 5 à deux couches 
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Figure 148 : Phases d’insertion associées à l’entrée 3  
du réseau périodique 3 vers 5 à deux couches 
 
Figure 149 : Adaptation des entrées du réseau  
périodique 3 vers 5 à deux couches 
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Figure 150 : Pertes d’insertion par entrées du réseau  
périodique 3 vers 5 à deux couches 
 
Figure 151 : Coefficients de transmission associés à l’entrée 1  
du réseau périodique 3 vers 7 à quatre couches 
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Figure 152 : Coefficients de transmission associés à l’entrée 2  
du réseau périodique 3 vers 7 à quatre couches 
 
Figure 153 : Coefficients de transmission associés à l’entrée 3  
du réseau périodique 3 vers 7 à quatre couches 
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Figure 154 : Phases d’insertion associées à l’entrée 1  
du réseau périodique 3 vers 7 à quatre couches 
 
Figure 155 : Phases d’insertion associées à l’entrée 2  
du réseau périodique 3 vers 7 à quatre couches 
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Figure 156 : Phases d’insertion associées à l’entrée 3  
du réseau périodique 3 vers 7 à quatre couches 
 
Figure 157 : Adaptation des entrées du réseau  
périodique 3 vers 7 à quatre couches 
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Figure 158 : Pertes d’insertion par entrées du réseau  
périodique 3 vers 7 à quatre couches 
 
Figure 159 : Coefficients de transmission associés à l’entrée 1 
du réseau périodique 2 vers 7 à quatre couches 
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Figure 160 : Coefficients de transmission associés à l’entrée 2 
du réseau périodique 2 vers 7 à quatre couches 
 
Figure 161 : Phases d’insertion associées à l’entrée 1  
du réseau périodique 2 vers 7 à quatre couches 
Annexe J – Résultats de mesure des réseaux périodiques multifaisceaux réalisés  
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Figure 162 : Phases d’insertion associées à l’entrée 2  
du réseau périodique 2 vers 7 à quatre couches 
 
Figure 163 : Adaptation des entrées du réseau  
périodique 2 vers 7 à quatre couches 
Annexe J – Résultats de mesure des réseaux périodiques multifaisceaux réalisés 
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Figure 164 : Pertes d’insertion par entrées du réseau  
périodique 2 vers 7 à quatre couches 
 
Figure 165 : Coefficients de transmission associés à l’entrée 2 
du réseau périodique refermé 7 vers 14 à trois couches 
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Figure 166 : Coefficients de transmission associés à l’entrée 4 
du réseau périodique refermé 7 vers 14 à trois couches 
 
Figure 167 : Coefficients de transmission associés à l’entrée 5 
du réseau périodique refermé 7 vers 14 à trois couches 
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Figure 168 : Phases d’insertion associées à l’entrée 2  
du réseau périodique refermé 7 vers 14 à trois couches 
 
Figure 169 : Phases d’insertion associées à l’entrée 4  
du réseau périodique refermé 7 vers 14 à trois couches 
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Figure 170 : Phases d’insertion associées à l’entrée 5  
du réseau périodique refermé 7 vers 14 à trois couches 
 
Figure 171 : Adaptation des entrées du réseau  
périodique refermé 7 vers 14 à trois couches 
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Figure 172 : Pertes d’insertion par entrées du réseau  
périodique refermé 7 vers 14 à trois couches 
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Résumé—Les réseaux d’alimentation d’antennes multifaisceaux sont un sous-système 
particulièrement important dans la mesure où ils permettent de réutiliser une même ouverture 
rayonnante pour l’ensemble des faisceaux à produire. Ces solutions trouvent naturellement 
application dans le spatial, l’espace disponible pour aménager des antennes étant fortement 
contraint sur les satellites. Plusieurs solutions de réseaux d’alimentation sont disponibles dans 
la littérature, incluant des structures quasi-optique ou lentilles et des structures guidées. Nous 
avons approfondie cette deuxième catégorie en étudiant différentes solutions, incluant les 
matrices de Blass, de Butler, de Nolen, ainsi que des structures à lois de phase uniformes. En 
particulier, un mode de dimensionnement des matrices de Nolen, défini comme un cas 
particulier asymptotique d’un algorithme de dimensionnement  de matrices de Blass, a été 
proposé et validé expérimentalement en bande S. La flexibilité du dimensionnement des 
matrices de Nolen proposé a été exploitée pour concevoir une matrice à distribution 
d’amplitude non-uniforme, afin de réduire le niveau des lobes secondaires. Enfin, le caractère 
dispersif d’une alimentation en série a été utilisé pour rendre le pointage angulaire du faisceau 
produit par une antenne réseau linéaire indépendant de la fréquence de fonctionnement et 
pourrait être étendu à des matrices de Blass et Nolen. Des structures à lois de phase uniformes 
et à distribution d’amplitudes uniforme et gaussienne ont été approfondies, afin de mettre en 
évidence notamment le niveau de pertes intrinsèques. La structure à distribution d’amplitude 
gaussienne a été modifiée pour l’adapter à des applications d’antennes réseaux circulaires. 
L’ensemble des informations regroupées dans ce mémoire permet d’identifier la topologie de 
réseau d’alimentation la mieux adaptée à une application donnée. Une combinaison de 
différents concepts peut s’avérer une bonne solution dans certains cas. 
Mots clés—Antenne multifaisceaux, matrice orthogonale, matrice de Butler, matrice de 
Nolen, matrice de Blass, réseau d’alimentation. 
 
 
Abstract—Beam forming networks for multiple beam antennas are a very important antenna 
sub-system as they enable to reuse the same radiating aperture to produce all the beams. 
These solutions naturally find application in space as stringent accommodation constraints on 
board of satellites ask for space saving. Several concepts are available in the literature, 
including quasi-optic solutions and guided wave solutions. We investigated on this second 
category, including namely Blass, Butler and Nolen matrices as well as beam forming 
networks producing uniform phase distribution. In particular, we proposed a designed 
method, defined as an asymptotic singular case of a more general Blass matrix design 
procedure. Experimental validation was carried out with a specific design in S-band. 
Flexibility on the design of Nolen matrix has been used to generate non-uniform amplitude 
distribution to reduce side-lobe level. Also, natural phase dispersion of a serial feeding 
network has been used to produce frequency independent beam pointing linear arrays with 
potential application to Blass and Nolen matrices. Beam forming networks with uniform 
phase distribution associated to uniform and Gaussian amplitude distributions were also 
investigated, in particular to highlight the level of the intrinsic losses. The structure with 
Gaussian amplitude distribution was also modified to be adapted to circular array antennas. 
All this information should help to identify the best suited beam forming network concept for 
a given application. In some particular cases, a combination of different concepts can even be 
considered. 
Keywords—Multibeam antenna, orthogonal matrix, Butler matrix, Nolen matrix, Blass 
matrix, beam forming network.  
