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ABSTRAK 
Pneumonia merupakan infeksi akut yang menyerang jaringan paru-paru (alveoli) disebabkan 
oleh berbagai mikroorganisme seperti virus, jamur dan bakteri. 15% dari kasus kematian balita di dunia 
diseabkan oleh Pneumonia. Pada tahun 2018 di Indonesia sendiri masih terdapat 43,48% kasus pneumonia 
yang masih belum ditelurusi. Pendekatan data driven computer aided diagnostic bisa menjadi salah satu 
solusi inovatif. Dari hasil percobaan menggunakan algoritma Deep Convolutional Neural Network, 
GoogLeNet mampu mencapai akurasi pendeteksian sebesar 74,9%, model ShuffleNet V2 mampu 
mencapai akurasi 76% serta model Convolutional Neural Network yang penulis rancang, mampu 
mencapai akurasi pendeteksian sebesar 79, 8% dengan waktu pelatihan paling cepat di antara semua 
model.  
Kata Kunci: Pneumonia, Deep Learning, Convolutional Neural Network 
 
PENDAHULUAN 
Pneumonia merupakan infeksi akut 
yang menyerang jaringan paru-paru 
(alveoli) disebabkan oleh berbagai 
mikroorganisme seperti virus, jamur dan 
bakteri (Kesehatan, 2018). Penyakit ini 
dapat tersebar melalui peredaran darah 
dan udara(batuk & bersin). Pada balita 
sendiri, pneumonia ditandai dengan batuk 
dan/atau kesulitan bernapas (adanya nafas 
cepat). Menurut World Health Organization 
pada situs resminya, pneumonia adalah 
pembunuh utama balita di dunia, yang 
memiliki persentase 15% dari semua 
penyebab kematian balita. Pada tahun 
2017 balita yang tercatat meninggal akibat 
pneumonia berjumlah 808.694 jiwa (WHO, 
2019). 
Di Indonesia sendiri sampai saat ini 
program dalam pengendalian pneumonia 
lebih diprioritaskan kepada balita 
(Kesehatan, 2018). Berdasarkan data 
laporan rutin Subdirektorat Infeksi Saluran 
Pernafasan Akut tahun 2018, per 1000 
balita yang ada di Indonesia 20,06% 
terjangkit pneumonia. Salah satu upaya 
yang dilakukan untuk mengendalikan 
penyakit ini adalah dengan meningkatkan 
penemuan kasus pneumonia pada balita. 
Persentase cakupan penemuan pneumonia 
pada balita di Indonesia pada tahun 2018 
adalah 56,52% (Kesehatan, 2018) artinya 
masih terdapat 43,48% kasus pneumonia 
balita yang belum ditelusuri. 
 Keterangan di atas menunjukkan 
bahwa kasus kematian balita akibat 
pneumonia tidak dapat dipandang sebelah 
mata. Dalam mengidentifikasi pneumonia 
dari foto hasil rontgen paru-paru, Dokter 
akan melihat bercak-bercak putih yang ada 
pada paru-paru tersebut (Saraiva et al. 
2019). Hasil identifikasi tidak selalu tepat 
karena bisa jadi penyakit yang 
teridentifikasi bukanlah pneumonia, 
melainkan TBC ataupun Bronkitis. Metode 
lain yang handal adalah chest computed 
tomography, metode tersebut tidak dapat 
digunakan pada diagnosa rutin karena 
dalam penggunaanya melibatkan radiasi 
yang tinggi (Saraiva et al. 2019). Inovasi 
yang dapat diterapkan dari permasalahan 
ini adalah dengan melakukan otomatisasi 
klasifikasi data, seperti penelitian 
sebelumnya dengan dataset serupa yang 
dilakukan oleh Saraiva et al. 2019, Stephen 
et al. 2019, Liang & Zheng 2019, Josef, 
Yagmur, & Doruk 2019, dan Thakker et al. 
2019. Pada penelitian yang dilakukan oleh 
Thakker et al. 2019 didapatkan hasil akurasi 
sebesar 81%. Otomatisasi klasifikasi data 
dimaksudkan untuk membantu tugas 
dokter dalam menentukan hasil diagnosa, 
dengan kata lain dapat digunakan sebagai 
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pembanding oleh dokter akan hasil 
diagnosanya. 
Melalui penelitian ini penulis 
mengusulkan untuk membuat sebuah 
sistem klasifikasi data hasil pemeriksaan foto 
rontgen menggunakan sinar-X. Dengan 
menggunakan data yang telah diberi label 
oleh peneliti, sebuah model deep 
convolutional neural network dapat 
dimanfaatkan untuk mendeteksi apakah 
pada paru-paru balita terdapat pneumonia 
atau tidak. Nantinya, Dokter di lapangan 
dapat melakukan klasifikasi secara efisien 
dengan pendekatan data driven computer 
aided diagnostic. Kami menggunakan 
model ShuffleNet V1 dan GooLeNet karena 
pada penelitian sebelumnya (Thakker et al. 
2019) kedua model tersebut belum pernah 
digunakan. 
 
METODE PENELITIAN 
1. Perangkat 
Dalam melakukan penelitian ini penulis 
menggunakan perangkat keras dengan 
spesifikasi prosesor Intel® Core™ i7-8550U 
(clock rate 1.8-4.0Ghz), RAM 8 GB DDR4, 
GPU 2048 MB NVIDIA GEFORCE 150MX. 
Kemudian untuk perangkat lunak 
penulis menggunakan sistem operasi 
Xubuntu 18.04.2 – 64bit, driver accelerator 
CUDA 9.0 + CuDNN 7.6, bahasa 
pemrograman Python 3.6.8, IDE Jupyter 
Notebook, Libraries/frameworks (Numpy, 
PyTorch/TorchVision, Matplotlib, dan Scikit-
Learn). 
 
2. Dataset 
Dataset yang penulis gunakan terdiri 
dari 5.856 gambar citra digital rontgen 
paru-paru balita. Dataset citra tersebut 
merupakan kumpulan foto rontgen pasien 
balita yang berusia satu hingga lima tahun 
yang dikeluarkan oleh Pusat Medis Wanita 
dan Anak-anak Guangzhou, Cina. Dataset 
penulis dapatkan melalui situs resmi 
Mendeley (Kermany, Zhang, & Goldbaum 
2018).  Semua citra digital tersebut 
merupakan dokumentasi dari perawatan 
klinis rutin pasien. Terdapat tiga jenis 
kategori dari 5.856 citra digital tersebut, 
yaitu : Normal (tidak terinfeksi pneumonia), 
bakteri (terinfeksi pneumonia melalui 
bakteri), dan virus (terinfeksi pneumonia 
melalui virus). Berikut pada Gambar 1, 
Gambar 2, dan Gambar 3 adalah contoh 
citra dari masing-masing kelas tersebut: 
 
Gambar 1. Paru-paru yang terinfeksi 
pneumonia melalui bakteri. 
 
 
Gambar 2. Paru-paru yang terinfeksi 
pneumonia melalui virus. 
 
 
Gambar 3. Paru-paru normal. 
 
3. Praproses Data 
Praproses merupakan tahapan di 
mana seluruh data yang digunakan 
dibersihkan kemudian disamakan 
formatnya untuk melakukan proses mining. 
Metode praproses sangat banyak oleh 
karena itu metode praproses harus tepat 
dengan tipe data yang hendak diolah. 
Praproses data diperlukan agar hasil dari 
penambangan data dapat dikatakan baik, 
tidak overfitting, menyingkat waktu 
pelatihan, dan model yang didapatkan 
optimal (Danubianu, 2015). 
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4. Convolutional Neural Network 
(CNN) 
Penulis menggunakan algoritma 
Convolutional Neural Network (CNN) pada 
penulisan makalah ini. CNN sendiri 
merupakan salah satu algoritma deep 
learning populer yang digunakan pada riset 
serta dunia industri pada saat ini (Albawi et 
al. 2017). 
 
 
Gambar 4. Ilustrasi CNN (Deshpande, 2016). 
 
Pada Gambar 4 adalah CNN 
menggabungkan algoritma jaringan saraf 
tiruan serta teknik konvolusi, algoritma ini 
seringkali digunakan untuk data citra 
digital. Arsitektur CNN terdiri dari input 
layer, hidden layers, serta output layer. Yang 
membuat CNN berbeda adalah pada 
hidden layers terdapat lapisan pooling dan 
kernel konvolusi citra. Pada ImageNet Large 
Scale Visual Recognition Challenge 2014, 
algoritma ini mampu memperoleh error rate 
sebesar 7,3% (Simonyan & Zisserman 2015). 
 
5. Model CNN Pretrained 
5.1 ShuffleNet V2 
 
Gambar 5. Ilustrasi blok konvolusi 
ShuffleNet V2. a) dengan residual; b) 
terdapat sub-blok SE (squeeze dan 
exication); c) terdapat residual dan sub-
blok SE (Ma et al. 2018). 
 
ShuffleNet V2 adalah arsitektur 
convolutional neural network yang 
menyempurnakan performa dari dari 
ShuffleNet versi sebelumnya (V1). 
ShuffleNet dirancang untuk perangkat 
mobile yang memiliki sumber daya 
memori yang rendah dengan fokus 
kepada arsitektur CNN yang efisien & 
praktis (Ma et al. 2018).  Berikut pada 
tabel 4.1 adalah spesifikasi arsitektur 
ShuffleNet V2: 
 
Tabel 1. Spesifikasi arsitektur ShuffleNet 
V2 (Ma et al. 2018) 
 
 
5.2 GoogLeNet 
GoogLeNet merupakan arsitektur 
jaringan saraf tiruan konvolusi yang 
dirancang oleh Google yang 
berkolaborasi dengan University of 
North Carolina, University of Michigan, 
dan Magic Leap untuk ImageNet Large 
Scale Visual Recognition Challenge 2014. 
Arsitektur ini Dirancang untuk efisiensi 
komputasi yang praktis sehingga dapat 
dijalankan pada tiap perangkat dengan 
sumber daya komputasi(memori) yang 
rendah (Szegedy et al. 2015). Berikut 
adalah spesifikasi dan ilustrasi dari 
arsitektur GoogLeNet: 
 
Tabel 2. Spesifikasi arsitektur 
GoogLeNet (Szegedy et al, 2015) 
 
 
6. Parameter 
Dalam membuat sistem deteksi 
(klasifikasi) penyakit pneumonia, 
setidaknya terdapat dua parameter 
yang penulis sesuaikan pada seluruh 
model CNN yang digunakan. 
Parameter disesuaikan agar kedua 
Vol. 6 No 1 Jan 2020 
4 
 
JURNAL narodroid 
Tersedia Online di https://jurnal.narotama.ac.id/index.php/narodroid 
model yang penulis gunakan dapat 
menghasilkan performa yang baik 
pada proses pelatihan maupun 
pengujian. Kedua parameter tersebut 
adalah adam untuk optimasi serta cross 
entropy loss untuk mendapatkan nilai 
error/loss saat proses pelatihan. 
6.1 Adam 
Adam merupakan algoritma yang 
digunakan untuk mengoptimalkan 
kinerja pelatihan jaringan saraf tiruan 
berbasis RMSprop dan stochastic gradient 
descent (Bushaev 2018). Metode ini mudah 
untuk diterapkan, komputasinya tidak 
rumit, tidak memakan sumber daya 
memori yang banyak serta cocok 
digunakan untuk data yang berukuran 
besar (Kingma & Lei 2017). 
 
6.2 Cross Entropy Loss 
Cross Entropy Loss merupakan salah 
satu fungsi yang digunakan untuk 
mendapatkan nilai error/loss pada output 
layer di sebuah jaringan saraf tiruan 
(Zhang & Sabuncu 2018). 
 
−  , log,


                              (1) 
 
Persamaan (1) menghasilkan nilai loss 
yang besar ketika nilai yang keluar pada 
output layer selisihnya kecil antara node 
yang satu dengan node lainnya. Namun 
persamaan ini mengembalikan nilai loss 
yang kecil apabila nilai prediksi yang 
dikeluarkan tidak jauh berbeda dengan 
nilai pada label asli. 
 
7. Evaluasi Kinerja Sistem 
Evaluasi kinerja sistem merupakan 
evaluasi yang melihat peluang kesalahan 
sistem berdasarkan kriteria yang diberikan. 
kriteria yang digunakan adalah akurasi 
total. Nilai akurasi total menyatakan nilai 
proporsi dari dua kategori yang 
diklasifikasikan dengan benar oleh 
algoritma klasifikasi (Johnson & Wichern, 
2007). Pada makalah ini penulis 
menggunakan confusion matrix untuk 
mengevaluasi sistem yang telah dirancang. 
Jumlah dimensi dari confusion matrix dapat 
disesuaikan dengan jumlah kategori pada 
variabel yang hendak diprediksi. Berikut 
adalah confusion matrix untuk multi kelas: 
Tabel 3. Confusion Matrix Multi Kelas 
 
  Hasil Prediksi 
  Kategori 1 Kategori 2 Kategori 3 
Nilai 
Asli 
Kategori 
1 
True 
Positives 
(TP) 
False 
Negatives (FN) 
False Negatives 
(FN) 
Kategori 
2 
False 
Positives 
(FP) 
True 
Negatives 
(TN) 
False Negatives 
(FN) 
Kategori 
3 
False 
Positives 
(FP) 
False 
Negatives (FN) 
True Negatives 
(TN) 
 
di mana, 
TP : Jumlah kategori positif yang tepat 
terprediksi pada kategori positif 
TN : Jumlah kategori negatif yang tepat 
terprediksi pada kategori negatif 
FP : Jumlah kategori negatif yang tepat 
terprediksi pada kategori positif 
FN : Jumlah kategori positif yang tepat 
terprediksi pada kategori negatif 
 
Dari sebuah confusion matrix, penulis 
dapat mendapatkan metrik yang bisa 
menilai performa suatu algoritma klasifikasi, 
yaitu precision, recall, F1, dan akurasi 
(Arthana 2019). Berikut adalah keterangan 
dari keempat istilah tersebut: 
1. Precision, merupakan rasio prediksi 
benar positif dibandingkan dengan 
keseluruhan hasil yang diprediksi positif, 
 

 +                                                  (2) 
 
2. Recall, merupakan rasio prediksi benar 
positif dibandingkan dengan 
keseluruhan data yang benar positif, 
 

 +                                                  (3) 
 
3. F1, merupakan perbandingan rata-rata 
presisi dan recall, 
 
2 − ( . !"#"$%)
 + !"#"$%                   (4) 
 
4. Akurasi, merupakan prediksi benar pada 
keseluruhan data, 
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 + 
 +  +  +                         (5) 
 
8. Diagram Alir 
Diagram alir yang digunakan untuk proses 
pelatihan:  
 
 
Gambar 7. Diagram alir proses pelatihan. 
 
Dalam pembuatan sistem klasifikasi 
pneumonia pada paru-paru balita, 
terdapat tiga proses utama, yaitu praproses 
data, pelatihan model, dan pengujian 
model. Selain menggunakan model 
ShuffleNet V1 dan GoogLeNet penulis juga 
menggunakan rancangan convolutional 
neural network sederhana yang selanjutnya 
disebut PMHNet V1. 
 
HASIL DAN PEMBAHASAN 
Setelah dilakukan pelatihan dan 
pengujian model CNN, terdapat tiga hasil 
percobaan yang dijabarkan pada bagian 
ini, yaitu grafik yang menggambarkan 
proses pelatihan, confusion matrixs, dan hasil 
dari masing-masing metrik yang diberikan. 
Berikut adalah grafik metrik loss selama 
proses training: 
 
 
Gambar 8. Grafik loss selama proses 
training. 
 
Berdasarkan grafik di atas, mulai 
dari epoch 1 sampai epoch ke-15 model 
convolutional neural network ShuffleNet V2 
memiliki lajur (nilai-nilai) loss yang lebih 
rendah dari GoogLeNet dan PMHNet V1. 
Artinya pada saat proses pelatihan model 
berlangsung, jumlah kesalahan saat 
mengklasifikasi pneumonia yang dihasilkan 
oleh GoogLeNet dan PMHNet V1 lebih besar 
dibanding jumlah kesalahan yang 
dihasilkan oleh ShuffleNet V2, dengan selisih 
yang sedikit. 
 Model PMHNet V1 memiliki nilai loss 
paling besar pada epoch pertama di antara 
kedua model lainnya dan turun signifikan 
pada epoch kedua. Ini terjadi karena 
PMHNet V1 memiliki bobot awal bernilai 
acak tidak seperti ShuffleNet V2 dan 
GoogLeNet yang memiliki bobot pre-
trained. Setelah proses pelatihan selesai, 
ketiga model CNN kemudian diuji 
performanya dengan mengklasifikasikan 
data uji yang terdiri dari 1755 citra 
pneumonia paru-paru balita. Dari proses 
pengujian tersebut didapatkan confusion 
matrix dari masing-masing model. Berikut 
adalah confusion matrix yang didapatkan 
beserta pembahasannya : 
 
Tabel 4. Confusion Matrix Shuffle Net V2. 
  Hasil Prediksi 
  
Pneumonia 
Bakteri 
Normal 
Pneumonia 
Virus 
Nilai 
Asli 
Pneumonia 
Bakteri 
664 35 130 
Normal 16 428 25 
Pneumonia 
Virus 
181 34 242 
 
Secara keseluruhan, ShuffleNet V2 
berhasil mengklasifikasikan 1334 (76%) data 
dengan benar dari 1755 data uji. Lebih rinci 
lagi, pada kategori pneumonia bakteri, 
ShuffleNet V2 mampu mengklasifikasi 
dengan benar 664 data dari 839 data. 
Sedangkan pada kategori normal 
ShuffleNet V2 mampu mengklasifikasikan 
428 data dengan benar dari 493 data. 
Kemudian pada kategori pneumonia virus, 
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ShuffleNet V2 mampu mengklasifikan 242 
data dari 423 data. 
 
Tabel 5. Confusion Matrix GoogLeNet 
  Hasil Prediksi 
  
Pneumonia 
Bakteri 
Normal 
Pneumonia 
Virus 
Nilai 
Asli 
Pneumonia 
Bakteri 
738 29 62 
Normal 44 413 12 
Pneumonia 
Virus 
257 36 164 
 
Secara keseluruhan GoogLeNet 
berhasil mengklasifikasikan 1315 (74.9%) 
data dengan benar dari 1755 data uji. Lebih 
rinci lagi, pada kategori pneumonia bakteri, 
GoogLeNet mampu mengklasifikasi dengan 
benar 738 data dari 839 data. Sedangkan 
pada kategori normal GoogLeNet mampu 
mengklasifikasikan 413 data dengan benar 
dari 493 data. Kemudian pada kategori 
pneumonia virus, GoogLeNet mampu 
mengklasifikan 164 data dengan benar  dari 
423 data. 
 
Tabel 6. Confusion Matrix PMHNet V1. 
  Hasil Prediksi 
  
Pneumonia 
Bakteri 
Normal 
Pneumonia 
Virus 
Nilai 
Asli 
Pneumonia 
Bakteri 
747 8 74 
Normal 18 420 31 
Pneumonia 
Virus 
202 21 234 
 
Secara keseluruhan PMHNet V1 
berhasil mengklasifikasikan 1401 (79.8%) 
data dengan benar dari 1755 data uji. Lebih 
rinci lagi, pada kategori pneumonia bakteri, 
PMHNet V1 mampu mengklasifikasi dengan 
benar 747 data dari 839 data. Sedangkan 
pada kategori normal PMHNet V1 mampu 
mengklasifikasikan 420 data dengan benar 
dari 493 data. Kemudian pada kategori 
pneumonia virus, PMHNet V1 mampu 
mengklasifikan 234 data dari 423 data. 
 
 
 
 
Tabel 7. Metrik Evaluasi Seluruh Model 
 
Model 
CNN 
Kategori 
Metrik 
Precision Recall F1 
Akurasi 
(%) 
Waktu 
training 
ShuffleNet 
V2 
Normal 0.86 0.91 0.89 
76.011 1021.988 
Pneumonia 
Bakteri 
0.77 0.80 0.79 
Pneumonia 
Virus 
0.61 0.53 0.57 
GoogLeNet 
Normal 0.86 0.88 0.87 
74.928 1037.574 
Pneumonia 
Bakteri 
0.71 0.89 0.79 
Pneumonia 
Virus 
0.69 0.36 0.47 
PMHNet 
V1 
Normal 0.94 0.90 0.92 
79.829 999.943 
Pneumonia 
Bakteri 
0.77 0.90 0.83 
Pneumonia 
Virus 
0.69 0.51 0.59 
 
Secara garis besar hasil 
ShuffleNetV2, GoogLeNet, dan PMHNet V1 
telah berhasil melakukan klasifikasi data 
(dengan rata-rata akurasi keseluruhan 
76.922%). Nilai precision, recall, dan F1 
berkisar antara 0,51-0,94. Akurasi yang 
dicapai oleh model ShuffleNet V2 sebesar 
76%, GoogLeNet sebesar 74.9%, dan model 
buatan penulis (PMHNet V1) hampir 80% 
dengan waktu latih paling singkat diantara 
ketiga model yaitu 999.943 detik atau 
sekitar 16 Menit. 
 
PENUTUP 
Berdasarkan pengujian yang telah 
dilakukan dapat ditarik beberapa 
kesimpulan, antara lain: 
1. PMHNet V1 yang penulis rancang 
mendapatkan hasil akurasi yang lebih 
tinggi (79, 829%) dibanding ShuffleNet V2 
(76.011 %) dan GoogLeNet (74.928%) 
sesuai dengan hasil pada Tabel 7. 
2. Proses pelatihan PMHNet V1 juga lebih 
cepat (999.943 detik) dibandingkan 
dengan ShuffleNet V2 (1021.988) dan 
GoogLeNet (1037.547) sesuai dengan hasil 
pada Tabel 7. 
3. Semua model terbukti dapat mendeteksi 
keberadaan pneumonia pada data 
rontgen paru-paru balita dengan baik 
berdasarkan nilai-nilai metrik pada 
Tabel 4, 5, dan 6 yang didapatkan dari 
confusion matrix masing-masing model. 
4. Dalam penelitian ini, penulis berhasil 
menerapkan deep learning untuk 
mendeteksi keberadaan pneumonia 
pada sel darah manusia dan 
membuktikan bahwa PMHNet V1 lebih 
baik dibanding ShuffleNet V2 dan 
GoogLeNet dari segi pendeteksian 
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adanya pneumonia pada paru-paru 
balita. 
 
Berdasarkan hasil penelitian yang telah 
dilakukan penulis memiliki beberapa saran 
untuk penelitian serupa ke depannya: 
1. Parameter pada seluruh model CNN 
yang penulis gunakan dapat di-tuning 
lagi untuk meningkatan hasil akurasi 
pada data uji. 
2. Diperlukan dataset rontgen paru-paru 
balita Indonesia lebih banyak dan 
dibuatkan pangkalan datanya agar hasil 
klasifikasi yang hendak dicapai dapat 
sesuai dengan karakteristik paru-paru 
balita Indonesia. 
3. Pada penelitian milik Thakker et al. 2019 
akurasi tertinggi mereka adalah sekitar 
81%. Ini karena mereka menjadikan data 
latihnya sebesar 80%, percobaan yang 
kami lakukan hanya menggunakan 70% 
data latih. Tidak menutup kemungkinan 
apabila kami mengubah jumlah data uji 
menjadi 80% model CNN yang kami 
gunakan bisa mendapatkan akurasi 
yang lebih besar dari 81% 
4. Jika datanya bertambah banyak, penulis 
menyarankan untuk menggunakan 
ShuffleNet V2 dan GoogLeNet karena 
model tersebut telah teruji pada dataset 
ImageNet yang terdiri dari 1000 kelas. 
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