Abstract. Given any matrix B in SL(2, Z), we will describe an algorithm that provides at least one elliptic fibration over the disk, relatively minimal and Lefschetz, within each topological equivalence class, whose total monodromy is the conjugacy class of B.
Introduction
Locally holomorphic fibrations have received a great deal of attention due to the close relationship that exists between a 4-dimensional manifold M admitting a symplectic form and the existence of locally holomorphic fibrations over M (see [1] , [5] ). Such fibrations have been studied extensively by several authors: Over the sphere, by Moishezon [9] , and over closed surfaces of arbitrary genus by Matsumoto [8] . Their classification over the disk, for the case when the total space is two dimensional, is carried out in [10] , [6] .
In [2] , the authors studied distinguished factorizations in SL (2, Z) in terms of conjugates of the matrix U = 1 1 0 1 , which naturally arise as the monodromy around a singular fiber in an elliptic fibration.
In that article, it is proved that if M is one of the matrices in the Kodaira's list, and if M = G 1 · · · G r where each G i is a conjugate of U in SL(2, Z), then after applying a finite sequence of Hurwitz moves, the product G 1 · · · G r can be transformed into another product of the form
where H 1 · · · H n is some fixed shortest factorization of M in terms of conjugates of U, and G ′ n+1 · · · G ′ r = Id 2×2 . We used this result to obtain necessary and sufficient conditions under which a relatively minimal elliptic fibration over the disk D without multiple fibers, φ : S → D, admits a weak deformation into another such fibration having only one singular fiber.
In general, the problem of classification of elliptic fibrations over D which are relatively minimal and Lefschetz strict (see definition 3), up to topological equivalence, is equivalent to the problem of studying the set {(g 1 , . . . , g n ) : n ≥ 0 and g i ∈ SL(2, Z) is a conjugate of U} , where two n-tuples are identified if one can be obtained from the other by a finite sequence of Hurwitz moves followed by conjugation (see [1] , and Definition 6). A satisfactory answer to the problem would comprise:
(1) A method by which given any B ∈ SL(2, Z), one could obtain a subcollection of the set of all equivalent classes of factorization of B in terms of conjugates of U, modulo Hurwitz moves, has at least one representative in this subcollection. (2) An algorithm to decide if two factorizations of B in conjugates of U are Hurwitz equivalent. In this article we construct an algorithm that completely solves the first of these goals. Similar results were obtained in [8] and [9] , for the case where the base is a closed surface.
The second goal seems to be a very difficult problem. It is known that some cases turned out to be undecidable (see [11] ).
The article is organized as follows: in Section 2 we introduce the basic notions concerning elliptic fibrations over the unit disk and their classification. The central result is theorem 1 which relates the problem of classifying all of special elliptic fibrations over the disk to the problem of classifying their monodromy representations, up to conjugation and Hurwitz equivalence, in the modular group. Section 3 is devoted to the study of the relationship between special factorizations in P SL(2, Z) and their liftings to SL(2, Z). The next section deals with a combinatorial study of Hurwitz equivalence of special factorization in the modular group. The last section presents an algorithm for generating a relatively simple H-complete set of special factorizations of any given element in the modular group.
Elliptic fibrations over the disk and Hurwitz equivalence
Definition 1. Let Σ be a compact, connected and oriented smooth two dimensional manifold (with or without boundary). A topological elliptic fibration over Σ is a smooth function f : M → Σ such that
(1) M is a compact, connected and oriented four dimensional smooth manifold (with or without boundary).
(4) f has a finite number (possibly zero) of critical values q 1 , . . . , q n all contained in int(Σ). (5) f is locally holomorphic, that is, for each p ∈ int(M) there exists orientation preserving charts from neighborhoods of p and f (p), to open sets of C 2 and C (endowed with their standard orientations), respectively, relative to which f is holomorphic. (6) The preimage of each regular value is a smooth two dimensional manifold that is closed and connected, and of genus one.
Two topological elliptic fibrations are regarded equivalent according to the following definition.
Definition 2. Two topological elliptic fibrations f 1 : , and f is injective when restricted to the set of critical points.
If f : M → Σ satisfies both conditions, we will say that f is a special fibration.
We notice that being special is preserved by topological equivalence.
In what follows we will only consider special elliptic fibrations over the closed unit disk, D = {z ∈ C : |z| ≤ 1}, endowed with its standard orientation.
Definition 4. Let G be a group. Any n-tuple of elements of G, α = (g 1 , . . . , g n ), n ≥ 0, will be called a factorization. The only 0-tuple (the empty tuple) will be denoted by ( ). The element g 1 · · · g n will be called the product of the factorization, and will be denoted by prod(α). When α is empty, we define its product as the identity element of G.
Given any g in G, we will say that α is a factorization of g if its product is equal to g.
If A ⊂ G, F (A, G) will denote the set formed by all factorizations in G whose entries are all in A. A , J. D. VÉLEZ B , AND LUIS F. MORENO C We will be interested in the case where G is SL(2, Z) and A = C(U)
is the set of all conjugates of the element U = 1 1 0 1 . (U represents the monodromy around a critical point in any special fibration, as explained below.) Definition 5. We will say that a factorization in SL(2, Z) is special if it belongs to F (C(U), SL(2, Z)). This set will be denoted simply by F (U).
Definition 6. Let G be a group, and n ≥ 2. For any integer 1 ≤ i ≤ n−1, a Hurwitz right move, at position i, is the function
. . , g n ) . The inverse function is called a Hurwitz left move, at position i, which is given by
. . , g n ) by a Hurwitz right move (respectively, by a Hurwitz left move) at position i.
If
. . , g n ) by a successive applications of finite Hurwitz moves, we will say that α and α ′ are H-equivalent, which we denote by α ∼ H α ′ . In this case, it follows immediately that n = m and g ′ 1 · · · g ′ n = g 1 · · · g n , and therefore their product is the same. If, moreover, there exists an element h such that
, we will say that α and α ′ are C + Hequivalent. This will be denoted by α ∼ C+H α ′ .
The set of classes F (U)/ ∼ H , and F (U)/ ∼ C+H will be denoted by ε H , and ε C+H , respectively. It is clear that being C + H-equivalent is weaker than being H-equivalent.
Hurwitz complete sets.
As in definition 4, C(B) denotes the conjugacy class in SL(2, Z) of the matrix B. Let us notice that if α = (G 1 , . . . , G r ) in F (U) has product B , then any other element α ′ in the H-equivalence class of α also has product B. On the other hand, if α ′ is just C + H-equivalent to α, then its product belongs to the conjugacy class of B.
Definition 7. For any matrix B in SL(2, Z), a subset of F (U) will be called H-complete (respectively, H + C-complete) if it contains at least one representative within each class of equivalence under the relation ∼ H , (respectively, under ∼ C+H ).
Let f : M → D be any special fibration over the disk. Let us denote by q 0 the point (1, 0), and by C the boundary of the disk with its standard counterclockwise orientation. As usual,
will stand for the monodromy representation where we have identified the mapping class group of T 2 , a fixed model of the regular fiber, with SL(2, Z). The mapping ρ is an anti-homomorphism determined by its action on any basis of the rank n free group π 1 (D − {q 1 , . . . , q n }, q 0 ). We may take {[γ 1 ], . . . , [γ n ]} the standard basis consisting of the classes of clockwise oriented, pairwise disjoint arcs where each γ i surrounds exclusively the critical value q i , i = 1, . . . , n. We may choose the γ i 's in such a way that (for an appropriate numbering of the q i 's) the product
is called the total monodromy of the fibration. It can be readily seen that this is a well defined notion. Remark 1. If f : M → D is any special fibration over the disk, since each singular fiber has a single ordinary double point (of type I 1 , in Kodaira´s classification [7] ) the monodromy around any of these fibers is in the conjugacy class of
Special fibrations over D can be classified up to conjugation and Hurwitz moves. More precisely:
Let us fix monodromy representations ρ and ρ ′ , and basis
. Then, f 1 and f 2 are topologically equivalent if and only if α = (g 1 , . . . , g n ) and α
are equivalent under the equivalence relation ∼ C+H (Definition 6).
For a proof see [4] . Hence, the elements of ε C+H are in bijective correspondence with topological equivalency classes of special fibrations over the disk. Therefore, in order to classify these fibrations, it suffices to describe the elements of ε C+H . In this article we present an algorithm that for any given matrix B in SL(2, Z) produces an H-complete set of factorizations of B. In general, this set could be redundant in the sense that it might contain more that one representative in some equivalence classes. Since C + H-equivalence is weaker than H-equivalence, it is clear that this set is also H + C-complete. Therefore, for any given B, this algorithm will provide at least one special elliptic fibration over the disk A , J. D. VÉLEZ B , AND LUIS F. MORENO C within each topological equivalence class, whose total monodromy is the conjugacy class of B.
Special factorizations in P SL(2, Z)
Even though it is well known that SL(2, Z) is generated by the matrices
it is important for our purposes that a decomposition of any matrix in SL(2, Z) as product of powers of S and U (or equivalently, as a product of powers of S and R = SU) can be achieved algorithmically. This is the content of the next proposition.
Proposition 1. Every matrix in SL(2, Z) can be written as a product of powers of S and U. Moreover, there is an algorithm that given any matrix B in SL(2, Z) yields one of such factorizations.
Proof. For any matrix A, U n A is the matrix obtained from A by performing the row operation corresponding to adding n times the second row to the first, while SA is the matrix obtained from A by performing the row operation corresponding to interchanging the first and second row, and multiplying the first row by −1.
For any matrix B = a b c d , since det(B) = 1, the entries a and c must be relatively prime. If |c| < |a| , by the euclidean algorithm, if a = cn + r, then by premultiplying by U −n we obtain a matrix of the
In case where |a| < |c|, we may first multiply by S to interchange the rows. Thus, in any case, premultiplying by U −n , or by U −n S, has the effect of putting B in the form r b
where lcd(a, c) = lcd(c, r) (lcd denotes the lest common divisor). By successively premultiplying by S, and suitable powers of U, we may transform B into a matrix of the form
where P is a product of S and powers of U. Since B ′ is in SL(2, Z), k must be equal to ±1. Therefore,
The modular group, SL(2, Z)/{±I 2 }, will be denoted by P SL(2, Z). For the sake of brevity, we will denote this group simply by M.The classes of S, U and R will be denoted by ω, u and b, respectively. Note that b = ωu. It is a well known fact
The following corollary is an immediate consequence of the previous proposition.
Corollary 1.
There is an algorithm that expresses any element in M as a product of positive powers of ω and b.
Let π : SL(2, Z) → M denote the canonical homomorphism to the quotient.
We observe that each special factorization α = (g 1 , . . . , g n ) in M has exactly one lift. Indeed, if g i = a i ua Proof. The proposition follows from the obvious observation that if
H-complete sets in M
In this section, M will be identified with the free product
There is a unique automorphism φ of M that sends ω into itself and b into b It is important to have a symbol for the empty word: We will denote it by 1.
It is a standard fact that each element a in M can be written uniquely as a product a = t k · · · t 1 , where each t i is either ω, b, or b 2 and no consecutive pair t i t i+1 is formed either by two powers of b or two copies of ω. .We call the product t k · · · t 1 the reduced expression of a, and we call k the length of a, denoted by l(a). Let z = t The element s 1 is trivially a conjugate of itself of length 3. It can be easily seen that if g is a conjugate of greater length, its reduced expression is of the form Q −1 s 1 Q, where Q is a reduced word that begins with ω (see [3] ), and l(g) = 2l(Q) + 3. We will call a conjugate of s 1 (conjugate will always mean conjugate of s 1 in M) short if g ∈ {s 0 , s 1 , s 2 }, otherwise it will be called long.
The following notion is the key ingredient for understanding the reduced expression of a product of conjugates of s 1 . Definition 9. We will say that two conjugates g and h of s 1 join well if l(gh) ≥ max(l(g), l(h)). Otherwise, we say they join badly.
The notion of being a special factorization will be used in the following sense:
Definition 10. A factorization α = (g 1 , . . . , g n ) in M is called special if each g i is a conjugate of s 1 . We say α is well jointed if each pair of elements g i , g i+1 join well. Otherwise, we say that α is badly jointed.
The empty factorization will be regarded as being special, and well jointed. Special factorizations with just one element will also be regarded as well jointed.
Remark 2. We notice that the following identities hold: The following propositions will be useful for the proof of one of the main results used for the construction of H-complete sets.
Proposition 3. Let g 1 , g 2 be conjugates of s 1 such that g 1 , g 2 do not joint well. Then:
(1) g 1 , g 2 are short conjugates or (2) (g 1 , g 2 ) may be transformed by a Hurwitz move into a new pair
Proof. It follows from the proof of Proposition 4.15, [3] . (s 2 , s 0 ). It follows that for each s i there exists an s j such that (s j , s i ) does not join well. We also notice that any two of these pairs are Hequivalent. Hence, for g 3 , there is s j such that (s j , g 3 ) does not join well. Therefore, after a Hurwitz move performed on the pair (g 1 , g 2 ), transforming it into (g (1) Every factorization (g 1 , . . . , g n ) where each g i is a short conjugate, and where not all pairs of elements g i , g i+1 join well, is H-equivalent to a factorization (g factorization (g 1 , . . . , g n ) in short conjugates where not all pairs of elements g i , g i+1 join well is H-equivalent to a factorization (g For each factorization α = (g 1 , . . . , g n ) (n ≥ 2) in short conjugates where not all pairs of elements g i , g i+1 join well we associate the integer k(α) = n − max{r : (g r , g r+1 ) does not join well}. The proof proceeds by induction on k. If k = 1, then (g n−1 , g n ) join badly, and the result follows. For k 0 ≥ 1, let us suppose that the result is true for all α such that k(α) ≤ k 0 . Let β = (g 1 , . . . , g n ) be a factorization with k(β) = k 0 + 1. This implies that (g n−k 0 −1 , g n−k 0 ) does not join well. Applying Proposition 5 we infer that (
, thus the proposition holds for β ′ , i.e., β ′ is H-equivalent to another factorization in short conjugates
join badly. We conclude that the result also holds β, since β is Hurwitz equivalent to β ′′ . This proves the first statement. The second assertion easily follows from the fact that all pairs of short conjugates that join badly are H-equivalent to (s 0 , s 1 ). (g 1 , . . . , g n ) in short conjugates is H-equivalent to another factorization in short conjugates, of the form (g = (g 1 , . . . , g n ) be a factorization in short conjugates. Each factorization β = (h 1 , . . . , h n ) in short conjugates that is H-equivalent to α can be written uniquely as (h 1 , . . . , h m , s 0 , s 1 In the first case, β already has the desired form, since the fact that the factors join well implies that (g
Proposition 7. Every factorization
, and consequently r = 0. Now, in case β consists of short conjugates that join well, then it also has already the desired form for the same reason. Hence, let us suppose that β is a factorization in short conjugates that is badly joined. By Proposition 7, this factorization is H-equivalent to another one in short conjugates, of the form (g Theorem 2. For each g ∈ M, the set of all special factorizations of g having either of the following two forms is H-complete:
(1) (g 1 , . . . , g m , s 0 , s 1 , . . . , s 0 , s 1 ), where there are r > 0 pairs s 0 , s 1 , (g 1 , . . . , g m ) is well jointed, and each g i is short. (2) (g 1 , . . . , g p ), where this factorization is well jointed.
An algorithm to produce H-complete sets
For h in the modular group, let us denote by W J(h) the set formed by all special factorizations of h that are well jointed, and by W JS(h) the subset of factorizations in short conjugates. Remember that we regard the empty factorization ( ) as a well jointed special factorization of the identity 1, in short conjugates.
Since s 0 s 1 = b and b 3 = 1, we have that (s 0 s 1 ) 3k+l equals 1 if l = 0, b if l = 1 and b 2 if l = 2. According to Theorem 2, for any fixed element g, the union of the following four sets of factorizations of g is H-complete:
(1) A = {α : α is a well jointed special factorization of g}. = {(g 1 , . . . , g m , s 0 , s 1 , . . . , s 0 , s 1 ) : (g 1 , . . . , g m ) is a well jointed special factorization of gb 2 in short conjugates and the number of pairs s 0 , s 1 is of the form 3k + 1, with k ≥ 0}. (4) D = {(g 1 , . . . , g m , s 0 , s 1 , . . . , s 0 , s 1 ) : (g 1 , . . . , g m ) is a well jointed special factorization of gb in short conjugates and the number of pairs s 0 , s 1 is of the form 3k + 2, with k ≥ 0}. In consequence:
Remark 3. In order to find an H-complete set of special factorizations of an element g we need i) an algorithm that takes an element h in the modular group, and produces the set W J(h), and ii) an algorithm that extracts the subset W JS(h).
This second task is trivial, but the first one is less so. The key ingredient to formulate the algorithm in i) is discussed next.
Definition 11. We define the left part of short conjugates of bωb as lef t(s 0 ) = lef t(ωb 2 ) = ω, lef t(s 1 ) = lef t(bωb) = bω, lef t(
For long conjugates, lef t(P −1 bωbP ) = P −1 bω, where P is an element of the modular group that begins with ω.
The following result is Lemma 2.4 in [8] .
Proposition 9. If (h 1 , . . . , h n ) with n ≥ 1 is a special factorization that is well jointed, its product h 1 · · · h n begins with lef t(h 1 ).
Proof. See [8] .
According to this result, if (h 1 , . . . , h n ) is a well jointed special factorization of an element h in the modular group, then h 1 is either one of the following:
(1) ωb 2 if h begins with ω, (2) bωb if h begins with bω, (3) b 2 ω if h begins with b 2 ω, (4) P −1 bωbP if h begins with P −1 bω for any P that begins with ω. In particular, the element 1 has only one well jointed special factorization, namely the empty factorization. Also, b and b 2 admit no well jointed special factorization. Now we give an algorithm, that we will call FirstFactor, which takes as input any element h in the modular group, with h not in the set {1, b, b 2 }, and produces all possible candidates to be first factors in any well jointed special factorization of h. This algorithm outputs a set that contains: a: ωb 2 , if h begins with ω, b: bωb, if h begins with bω, c: b 2 ω, if h begins with b 2 ω d: For each occurrence of bω that is not at the beginning of h, the element P −1 bωbP, where P −1 is the initial section of h ending right before the occurrence of bω starts.
Then we define another algorithm that we will call Sibling. This algorithm receives as input an ordered pair ((g 1 , . . . , g n ), z), where (g 1 , . . . , g n ) is a special factorization and z is any element in the modular group. Then, Sibling takes the following actions: A , J. D. VÉLEZ B , AND LUIS F. MORENO C (d) Let z / ∈ {1, ω, b, b 2 } and let g ∈ FirstFactor(z). Let us see that l(g −1 z) < l(z). Let z begin with ω and g = ωb 2 . Then z will be of the form ωb δ Q, where δ = 1, 2 and Q is a reduced word that is 1 or begins with ω. We have
where γ is 0 or 2, and clearly l(b γ Q) < l(ωb δ Q). Let z begin with bω and g = bωb. In this case z is of the form bωQ, where Q is a reduced word that is either 1 or begins with b or b 2 . We have g −1 z = (b 2 ωb 2 )(bωQ) = b 2 Q, and clearly l(b 2 Q) < l(bωQ). Let z begin with b 2 ω and let g = b 2 ω. It is clear that l(g −1 z) < l(z) in this case. Let z begin with P −1 bω, where P is a reduced word that begins with ω, and let g = P −1 bωbP . Then z is of the form P −1 bωQ, where Q is a reduced word that is either 1 or begins with b δ with δ = 1, 2. Then g −1 z = (P −1 b 2 ωb 2 P )(P −1 bωQ) = P −1 b 2 Q. Clearly, l(P −1 b 2 Q) < l(P −1 bωQ).
Now we define another routine, that we will call SiblingSets that takes as input a set S whose elements are ordered pairs of the form ((g 1 , . . . , g n ), z), and outputs the set ∪ s∈S Sibling(s). Notice that SiblingSets applied to the empty set gives the empty set. Finally, we define a routine, that we call WellJointed that takes an element h in the modular group as input, then calculates the result of applying l(h) + 1 times SiblingSets to the set {(( ), h)}, i.e. calculates T = SiblingSets l(h)+1 ({(( ), h)}), and then outputs the set formed by the first components of the ordered pairs in T .
By all the observations above, the algorithm WellJointed finds all possible well jointed special factorizations of any element h. By Remark 3 this is all we needed in order to find an H-complete set of special factorizations of an element g.
