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In this paper, we introduce a newmodel for recurrent event data characterized by a baseline rate function
fully parametric, which is based on the exponential-Poisson distribution. The model arises from a latent
competing risk scenario, in the sense that there is no information about which cause was responsible for
the event occurrence. Then, the time of each recurrence is given by theminimum lifetime value among all
latent causes. The new model has a particular case, which is the classical homogeneous Poisson process.
The properties of the proposedmodel are discussed, including its hazard rate function, survival function,
and ordinary moments. The inferential procedure is based on the maximum likelihood approach. We
consider an important issue of model selection between the proposed model and its particular case
by the likelihood ratio test and score test. Goodness of fit of the recurrent event models is assessed
using Cox-Snell residuals. A simulation study evaluates the performance of the estimation procedure in
the presence of a small and moderate sample sizes. Applications on two real data sets are provided to
illustrate the proposed methodology. One of them, first analyzed by our team of researchers, considers
the data concerning the recurrence of malaria, which is an infectious disease caused by a protozoan
parasite that infects red blood cells.
Keywords: Gap time; Latent competing risks; Maximum likelihood estimation; Rate
function; Recurrent events.
 Additional supporting information may be found in the online version of this articleat the publisher’s web-site
1 Introduction
Studies involving recurrent event data arise in various settings, including biomedicine, public health,
engineering and reliability, political, sociology, among others. Examples in biomedicine and public
health include the recurrence of cancerous tumors, epileptic seizures, hospitalizations, and recurrence
of caries in an oral health study. In the engineering and reliability are included the recurrence of a crack
in concrete structures, failure or breakdown of an electronic system or a component of an equipment,
and software bugs. Examples in sociology and political settings include recidivism of an offender in a
crime, change of job, and conflicts of geographic regions.
Two types of time scale, namely, time-to-events (i.e. calendar times) and time intervals between
successive events (i.e. gap times) are usually used to analyze recurrent event data (Lawless, 2003; Aalen
et al., 2008). These two time scales have been studied on canonical frameworks such as nonhomoge-
neous Poisson process (NHPP) and renewal process models. As pointed out by one of the referees, the
∗Corresponding author: e-mail: louzada@icmc.usp.br
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NHPP models are often characterized through the properties of occurrence times, whereas renewal
processes are characterized through the distribution of gap times. Cox (1972), Berman and Turner
(1992), and Lawless and Thiagarajah (1996) studied modulated renewal and Poisson process models,
which accommodate the two above-mentioned time scales. In the same context, Louzada-Neto (2004,
2008) and Louzada and Cobre (2012) studied hybrid scale intensity models for analyzing recurrent
event data, which cover a broad class of intensity models including renewal and Poisson processes as
special cases.
Considering the Poisson process models and their extensions, several statistical methods have been
proposed for the analysis of recurrent event data, see, for example, Lawless and Nadeau (1995),
Lin et al. (2000), Wang et al. (2001), Lim and Zhang (2009), and Xu et al. (2012). Another study,
described in Pievatolo and Ruggeri (2010), was aimed to study train door reliability by considering
repairable systems modeled through Poisson processes. However, in many situations researchers have
more interest in gap times than the time-to-events. For example, studies where repairs in each failure
return the system to an operating state; studies involving phenomena such as infections, where a subject
returns to a similar state after the infection has been ended, or episodes of hospitalization; among
others (Cook and Lawless, 2007). In all these cases, the characterization of cycle length is of interest. In
this sense, methods for the analysis of gap time data on renewal processes were discussed by Prentice
et al. (1981), Kalbfleisch and Prentice (2002), and others. Moreover, more general models than the
renewal process also have been proposed to analyze gap time data of recurrent events, among them
the accelerated failure time models (Strawderman, 2005), multiplicative and additive hazard models
(Huang andChen, 2003; Sun et al., 2006; Lim andZhang, 2011). Othermodels, such as hiddenMarkov
models studied by Pievatolo et al. (2012) can also be considered as generalizations of renewal processes
for gap times. Recently, Sankaran and Anisha (2012) proposed the additive hazardmodels for gap time
with multiple causes, and Zhao and Zhou (2012) developed a marginal rate model for gap times, which
is derived from a nonhomogeneous Poisson process. Several other approaches to analyzing recurrent
events have been proposed, and many of these approaches can be found in Kalbfleisch and Prentice
(2002), Cook and Lawless (2007), and Aalen et al. (2008).
In many situations, the occurrence of an interest event is given by one or several causes. The number
of causes as well as the associated lifetime with each cause are not observable (Cox and Oakes, 1984),
called causes or latent risks, rather we observed only the minimum lifetime value among all causes.
For example, in reliability, we can observe only the minimum component lifetime of a series system
(Roman et al., 2012). Several authors have proposed models which are obtained through the process
of compounding and which accommodate univariate survival data in the presence of unobserved
competing risks. Among them, we can refer to Adamidis and Loukas (1998), Adamidis et al. (2005),
Kus (2007), and Roman et al. (2012). From a more general point of view, superposition of Poisson
processes such as those studied by Pievatolo andRuggeri (2004) can also be regarded as a compounding
method, in the presence of competing risks.
In the same way, for situations in which the event of interest may occur more than once for the same
subject we can assume that the time of each recurrence is associated with one or multiple latent causes,
where there is no information about which cause was responsible for the occurrence of the event.
Thus, as an example from the literature, consider the muscle soreness data, pertain to the occurrence
of muscle soreness among middle-aged men who begin a weight training (Hosmer et al., 2008). The
data set provides the gap times (in days) between successive soreness episodes of n = 400 participants
who joined a health club for the specific purpose of weight training. Subjects were followed and the
dates on which muscle soreness limited the prescribed exercises were recorded. The maximum number
of episodes per subject was four and a total of 1296 records have been observed, with almost 28% of
censoring. The data can be found on the site http://www.umass.edu/statdata/statdata/data. Muscle
soreness can be caused by excessive amount of exercise, lactic acid buildup in the muscles during
strenuous workouts where the oxygen supply in the body is depleted, ultrastructural disruptions of
myofilaments, amongst others which can be regarded as latent competing causes.
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As a real data example, first analyzed by our team of researchers, consider the data concerning the
recurrence (relapsed) of malaria, which is an infectious disease caused by a protozoan parasite that
infects red blood cells, and prevalent in countries with tropical and subtropical climate. The data set,
hereafter malaria data, provides the interoccurrence times (in days) of malaria infection for n = 154
subjects treated in the Faculty of Medicine of the Federal University of Mato Grosso, Cuiaba, Brazil.
There were a total of 234 relapsed events recorded for the subjects in the analysis. At least in principle,
several protozoan parasites of the genus Plasmodium (phylum Apicomplexa) can be regarded as latent
competing causes for malaria, such as the protozoa P. falciparum, P. malariae, P. ovale, P. vivax, and
P. knowlesi. Moreover, latent competing causes for malaria recurrence are the nonadherence to treat-
ment, as well as, the resistance of the parasite to the drug administered.
In this paper, we propose a new model for recurrent event data characterized by a baseline rate
function fully parametric, which is based on the two-parameters exponential-Poisson (EP) distribution
studied by Kus (2007). Assuming this specific parametric form, our model is stated inside a latent
competing risk scenario, and the time of each occurrence is given by the minimum lifetime value
among all latent causes. Hereafter, we will call it as the EP recurrent event model or simply REEP
model. We investigate applications in which a moderate or large number of subjects are observed and
a number of recurrences per subject may be quite small.
This paper is organized as follows. In Section 2, we describe the genesis for the REEP model and
present explicit formulas for its survival and probability density functions. Furthermore, we present
some properties of its hazard rate function and we also derive the ordinary moments. In Section 3,
we present the inferential procedure based on the usual maximum likelihood approach as well as
hypothesis testing for model selection and a diagnostic tool for assessing the goodness of fit of the
model. Section 4 includes the results of a simulation study performed to assess the performance of the
estimation procedure when a possibly small or moderate number of recurrences per unit is observed.
In Section 5, the proposed methodology is illustrated on two real data sets. Finally, our conclusion
and some final comments are presented in Section 6.
2 Model formulation
The proposed model in this paper is conceived in a context of recurrent events and founded on the
gap time modeling. Motivated by the idea of Zhao and Zhou (2012), we consider a rate model which
is derived from a nonhomogeneous Poisson process, given by a hazard rate function of the form
h(w|t) = h0(w + t), (1)
where h(w|t) is the rate function for the recurrence process up to time t + w and h0(t) is a parametric
baseline hazard rate function.
We consider a study with n independent units (e.g., individuals in a biomedical setting, electronic
systems in a reliability setting) who are submitted to experience an initial event and the recurrences (or
failures) of the same event are registered along the study period. Assume that the ith unit is observed
over the time period (0, τi], where τi is a stopping time as described in Andersen et al. (1993). For the
ith unit, we observe events at calendar times (referred to as the event times) 0 ≡ Ti0 < Ti1 < Ti2 < . . . ,
and associated with the calendar times are gap times (or time intervals between successive events) for
each unit defined as Wij = Ti j − Ti, j−1, where j, j ≥ 1, indexes each unit’s recurrences. In order to
simplify the notation, we will consider an arbitrary unit and drop the subscript i.
Thus, conditional on Tj−1 = t j−1, we assume that the baseline rate function has an exponential-
Poisson form and so the rate function of recurrence process N(w + t j−1) is given by
h(w|t j−1) =
λβe−β(w+t j−1)
1− e−λe−β(w+t j−1 )
, (2)
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Figure 1 Rate function of recurrence process N(w + t j−1) for an arbitrary unit and for fixed β = 1.
where w > 0, λ > 0, β > 0. It can be seen that the rate function (2) initially decreases with times but
stabilizes at β. Figure 1 illustrates some possible shapes of the rate function for fixed β = 1 and some
selected values of λ. Furthermore, as λ approaches zero, the rate function converges to β. Hence, in
this case the REEP model reduces to a homogeneous Poisson process (HPP) with constant rate equal
to β. In addition, the REEP model parameters can be directly interpreted in terms of competing risks.
The λ(1− e−λ)−1 represents the average number of latent causes, while β denotes the failure rate of the
distribution of time-to-event due to individual latent causes. It can be noted that the expected number
of latent causes tends to 1 as the parameter λ tends to zero.
We now consider the cumulative rate function over the interval (t j−1, t j−1 + w] defined as
H (t j−1,w) = H (w + t j−1) − H (t j−1) =
∫ w
0
h(s|t j−1)ds
=
∫ w
0
h0(s + t j−1)ds =
∫ t j−1+w
t j−1
h0(s)ds, (3)
where H (t) = ∫ t0 h(s)ds.
The (partial) survival function of gap timesWj = Tj − Tj−1 are, conditional on previous recurrences,
given by
S(w|t j−1) =
1− eλe−β(w+t j−1 )
1− eλe−βt j−1
, j = 1, 2, . . . . (4)
Note that the conditional distributions (4) are obtained from Pr(Wj > w|Tj−1 = t j−1) =
exp{−H (t j−1,w)}, and then the gap times are not in general statistically independent. From Eq. (4), it
is easy to obtain the (conditional) cumulative distribution function, F (w|t j−1) = 1− S(w|t j−1), which
is given by
F (w|t j−1) =
eλe
−β(w+t j−1 ) − eλe−βt j−1
1− eλe−βt j−1
. (5)
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Thus, given Tj−1 = t j−1, we may simulate gap timesWj considering the inverse transformation of the
cumulative distribution function given by Eq. (5), and so
Wj = F−1(u j ) =
log(λ) − βt j−1 − log[log(u j + (1− u j )eλe
−βt j−1
)]
β
, (6)
where u j, j ≥ 1, has uniform distributionU (0, 1). By repeating this for j = 1, 2, . . . , we can generate
successive time-to-events t j = t j−1 + wj .
Moreover, it follows fromEq. (4) that conditional onTj−1 = t j−1, the gap timesWj has rate function
(2) and density function given by
fWj (w|t j−1) = h(w|t j−1) exp{−H (t j−1,w)}
= λβ exp(−β(w + t j−1) + λe
−β(w+t j−1))
exp(λe−βt j−1 ) − 1 , (7)
where the parameters β and λ are scale and shape, respectively. The function defined in Eq. (7) is a
probability density function. The proof is a trivial computation and a known result (i.e., Kus (2007)
density function normalized in the time interval), then it is omitted. It may be noted that the first gap
timeW1 has a different distribution thanWj for j ≥ 2.
We also present a general expression for the rth ordinary moment of the gap times Wj, given by
Eq. (8), which follows directly from the raw moments of Kus (2007) by using Eq. (7). Through
moments, we can obtain important features of a model, such as mean and variance. For r ∈ N, the
ordinary moments are given by
μ
′
r =
u j(r + 1)
(eu j − 1)βr Fr+1,r+1([1, . . . , 1], [2, . . . , 2], u j ), (8)
where u j := u j (λ, β) = λe−βt j−1 and Fp,q(a, b, u j ) is the generalized hypergeometric function (Olver
et al., 2010). This function is defined as
Fp,q(a, b, u j ) =
∞∑
l=0
ulj
∏p
i=1 (ai + l )−1(ai)
(l + 1)∏qi=1 (bi + l )−1(bi) , (9)
where a = [a1, . . . , ap], p is the number of operands of a, b = [b1, . . . , bq] and q is the number of
operands of b. As pointed out by Kus (2007), generalized hypergeometric function can be readily
evaluated in standard softwares such as MATHEMATICA and MAPLE.
Considering Eq. (8), the mean and variance of the gap timesWj are given, respectively, by
E(Wj |t j−1) =
u j
β(eu j − 1)F2,2([1, 1], [2, 2], u j ),
Var(Wj |t j−1) =
u j
(eu j − 1)β2
[
2F3,3([1, 1, 1], [2, 2, 2], u j ) −
u j
(eu j − 1)F
2
2,2([1, 1], [2, 2], u j )
]
.
3 Inference
In this section, we reported the inferential procedures and hypothesis tests, which are based on the
usual maximum likelihood approach and large sample properties.
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Suppose that n units were observed. For the ith unit, let ki denote the total number of event
occurrences observedover themonitoring period (0, τi] and 0 < ti1 < ti2 < . . . < tiki the ordered epochs
of the ki recurrences, with wi j = ti j − ti, j−1, j = 1, 2, . . . , ki. In this case, the stopping time τi coincides
with the occurrence time of the ki failure, that is τi = tiki . Assuming that the censoring mechanism is
noninformative, the maximum likelihood estimates (MLEs) of the model parameters can be obtained
by direct maximization of the log-likelihood function given by
(λ, β) =
n∑
i=1
ki∑
j=1
δi j
{
log(λβ) − β(wi j + ti, j−1)
}
+ λe−β(wi j+ti, j−1)
+(1− δi j ) log
(
1− e−λ exp(−β(wi j+ti, j−1))
)
− log
(
eλ exp(−βti, j−1 ) − 1
)
, (10)
where δi j is a censoring indicator that equals zero or one, if the unit is right-censored or observed,
respectively. From the practical point of view, the last gap time of every unit until the end ofmonitoring
period is always a right censored time. We have considered the optim routine of the R system (R
Development Core Team, 2014) for direct maximization of Eq. (10), which is an optimization routine
for general purposes. This procedure has the advantage that runs immediately and it is easy to use.
Furthermore, we had no numerical problems, such as failure of convergence, in our numerical example
and simulation study with this procedure. Large sample inference for the parameters λ and β can be
based on the MLEs and their estimated standard errors, evaluated from the observed information
matrix.
The asymptotic normality is also helpful to assessment of fit of parameters and for the comparison
of models. The REEP model (2) has a special submodel, namely, HPP, and our interest is to verify if
the simpler model could be considered. In that sense, we may test the hypotheses H0 : λ = 0 versus
H1 : λ > 0, which leads to the submodel of model (2). For comparison of nested models, we consider
the likelihood ratio (LR) and score statistics. The statistic LR is given by 2{(θˆ) − (θˆ0)}, where (θˆ)
and (θˆ0) are the log-likelihoods for the model under the unrestricted hypothesis H1 and under the
restricted hypothesisH0, respectively, with θˆ = arg max(λ,β)(·) and θˆ0 = arg max(λ=0,β)(·). Since the
test is performed on the boundary of the parameter space of λ, Maller and Zhou (1995) showed
that the asymptotic distribution of the LR statistic is chi-squared with one degree of freedom with
probability 1/2 and point-mass at zero with probability 1/2. So, large positive values of LR statistic
provide favorable evidence in favor of the fullmodel.Moreover, the score statistic (Peng andXu, 2012) is
definedby (∂(θ)/∂λ)2/(−∂2(θ)/∂λ2 − A2B−1)∣∣
θˆ0
,whereA = −∂2(θ)/∂λ∂β andB = −∂2(θ)/∂β2.
The null distribution of the score statistic is approximated by chi-square distribution with one degree
of freedom. Again, large values of score statistic present favorable evidence to the full model.
Finally, we discuss a diagnostic tool for assessing the fit of model and ensure that assumptions
underlying the model are plausible to the available data. In this sense, we consider the Cox-Snell
residuals to assess the overall fit of the recurrent event models. These residuals are defined to be
Eˆi j = Hˆ (ti, j−1,wi j ), i = 1, . . . , n and j = 1, . . . , ki,where Hˆ (·) is the cumulative rate function obtained
from the fitted model (Cook and Lawless, 2007). The Cox-Snell residuals for the REEP model are
defined, with the estimates being the maximum likelihood estimates, as
Eˆi j = log
[
1− exp(λˆe−βˆti, j−1 )
1− exp(λˆe−βˆ(wi j+ti, j−1))
]
. (11)
The Cox-Snell goodness of fit plot is a visual diagnostic tool where the Nelson-Aalen estimate of
the cumulative hazard function is generated based on the Cox-Snell residuals, which are used as the
lifetimes failure and the original censoring used as failures (Collett, 2003).
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4 Simulations
We performed a simulation study to investigate the sample properties of MLEs for the proposed
model parameters, with the following goals of the study: (i) investigate the impact of sample size;
(ii) investigate the impact of number of event recurrences, and (iii) investigate the properties of the
estimated variances obtained through the observed informationmatrix.Wealso examined the empirical
power of the hypotheses tests. Further, the behavior of generalized residuals to the artificial data was
studied. The data are generated from Eq. (6), and different sample sizes n are considered, n = 30, 50,
and 100. For simulations we fixed β = 1, but the assessment of the inferential procedure does not
depend on the specific value of β selected for data generation, and we considered different values of
parameter λ, with λ ∈ {0.5, 1.5, 2}, which correspond to different degrees of inclination of the rate
function (2), as presented in Fig. 1. Moreover, for simplicity, we assumed that units have initially
the same number of recurrences, ki = k = 2, 7, and 15, i = 1, 2, . . . , n. This situation can however be
obtained, for instance, by a designed experiment, in which units are monitored until the occurrence of
the desired number of failures (i.e., a limited study by the number of failures).
Thus 27 settings are investigated. For each setting, 1000 artificial data were generated. In addition,
the goals were studied in situations with right-censored samples, where the percent of censoring in the
samples were 5, 15, and 30%. In this study, the censoring indicator variable was generated from the
Bernoulli distribution with parameter p, where p is the probability of success.
The results are reported for situations with 30% of censoring. Similar results hold for the parameter
sets with censoring smaller than 30%. Then, we assessed the accuracy of the approximation of the
variance and covariance of the MLEs determined through the Fisher information matrix. The simu-
lated values of Var(λˆ),Var(βˆ ), and Cov(λˆ, βˆ ) as well as the approximate values obtained by averaging
the corresponding values calculated using the inverse of the observed information matrix are shown
in Table 1. It can be noted that the approximate values computed from observed information matrix
are quite close to the simulated values for a larger sample size, but small and moderate numbers of
occurrence of the event do not harm the results. Furthermore, it is observed that the approximation
becomes quite accurate as the sample size and the number of recurrences increase.
Simulationswere also performed to investigate the frequentist properties of the estimation procedure.
In order to obtain the coverage probabilities (CP) of confidence intervals, for all samples, we calculated
the 95% confidence intervals for themodel parameters and verified if they contained the real parameter
values. The empirical CP for different parameter values, different sample sizes, and different numbers
of recurrent events per unit are condensate in Table 2, as well as the averages of the 1000 MLEs and
their standard errors. From Table 2, it is observed that the empirical CP are closer to the nominal
coverage level (95%) for a larger sample size, and again small and moderate numbers of recurrence
do not seem to harm the empirical CP. The differences between the average estimates and the true
values are always smaller than the empirical standard errors. These results suggest that the estimates
of parameters were performed consistently. The standard errors of MLEs decrease when sample size
increases. In addition, for a small number of recurrences, MLEs of parameters λ and β have little bias.
However, the bias of estimates are reduced for larger sample sizes and numbers of recurrence per unit.
The results are similar in three sets of parameters in Table 2.
Hereafter, we have also conducted a simulation study to examine the null distribution of both
likelihood ratio and score tests under the hypothesis H0 : λ = 0 as well as the power of the tests
to detect the alternative hypothesis. The results are condensate in Tables 3 and 4, which present,
respectively, the observed proportions of type I error and the empirical powers from the likelihood
ratio and score tests at a 5% nominal significance level. It can be noted that the empirical significance
levels of the likelihood ratio test are closer to the nominal level whereas those from score test are
slightly larger than the nominal level under sample size 30 and 50, particularly for k = 2. However, as
the sample size and the number of recurrences increase, the observed significance levels of both tests
are all approaching the 5% nominal significance level.
C© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com
208 M. A. C. Macera et al.: The exponential-Poisson model for recurrent event data
Table 1 Mean of the variances and covariances of the MLEs.
n k (λ, β) Simulated From information
Var(λˆ) Var(βˆ ) Cov(λˆ, βˆ ) Var(λˆ) Var(βˆ ) Cov(λˆ, βˆ )
30 2 (0.5, 1.0) 1.1017 0.0464 −0.1653 1.5863 0.0700 −0.2616
(1.5, 1.0) 2.1924 0.1096 −0.4015 2.6216 0.1189 −0.4379
(2.0, 1.0) 2.5965 0.1550 −0.5307 3.6692 0.1692 −0.6361
7 (0.5, 1.0) 0.2299 0.0065 −0.0184 0.3727 0.0074 −0.0291
(1.5, 1.0) 0.3810 0.0092 −0.0347 0.3834 0.0094 −0.0357
(2.0, 1.0) 0.4199 0.0106 −0.0414 0.4039 0.0108 −0.0410
15 (0.5, 1.0) 0.1744 0.0024 −0.0059 0.2989 0.0027 −0.0106
(1.5, 1.0) 0.2863 0.0028 −0.0104 0.2901 0.0029 −0.0113
(2.0, 1.0) 0.3038 0.0029 −0.0116 0.2918 0.0031 −0.0119
50 2 (0.5, 1.0) 0.4821 0.0290 −0.0878 0.7064 0.0397 −0.1369
(1.5, 1.0) 1.4918 0.0769 −0.2860 1.5448 0.0754 −0.2739
(2.0, 1.0) 1.8299 0.1097 −0.3867 2.0692 0.1044 −0.3840
7 (0.5, 1.0) 0.1505 0.0039 −0.0123 0.2212 0.0044 −0.0172
(1.5, 1.0) 0.2067 0.0052 −0.0196 0.2274 0.0056 −0.0211
(2.0, 1.0) 0.2184 0.0061 −0.0222 0.2389 0.0064 −0.0242
15 (0.5, 1.0) 0.1338 0.0015 −0.0051 0.1776 0.0016 −0.0062
(1.5, 1.0) 0.1810 0.0017 −0.0074 0.1722 0.0017 −0.0067
(2.0, 1.0) 0.1735 0.0017 −0.0072 0.1730 0.0018 −0.0070
100 2 (0.5, 1.0) 0.2543 0.0146 −0.0468 0.3154 0.0188 −0.0634
(1.5, 1.0) 0.8780 0.0411 −0.1652 0.6462 0.0374 −0.1315
(2.0, 1.0) 1.1998 0.0603 −0.2406 0.9688 0.0525 −0.1924
7 (0.5, 1.0) 0.0941 0.0021 −0.0074 0.1093 0.0022 −0.0085
(1.5, 1.0) 0.1174 0.0028 −0.0108 0.1120 0.0028 −0.0103
(2.0, 1.0) 0.1232 0.0032 −0.0123 0.1172 0.0031 −0.0118
15 (0.5, 1.0) 0.0714 0.0008 −0.0024 0.0885 0.0008 −0.0031
(1.5, 1.0) 0.0812 0.0009 −0.0030 0.0857 0.0009 −0.0033
(2.0, 1.0) 0.0836 0.0010 −0.0032 0.0861 0.0009 −0.0035
A larger sample size corresponds to larger empirical power for both tests, but small and moderate
numbers of recurrence do not harm the empirical powers. We can observe that there is a notable drop
in the empirical powers of the tests for values of λ closer to its boundary of the parameter space,
particularly for λ = 0.5. However, for the other values of λ with a moderate or large sample sizes, the
power of most of the tests is over 90%.
Finally, the proposed REEP model is tested for the overall goodness of fit, based on the simulated
data, using the Cox-Snell residuals. Figure 2 shows the Cox-Snell goodness of fit plots for the proposed
model, for different numbers of recurrences (k = 2, 7, and 15) and different sample sizes (n = 30, 50,
and 100). To generate these residuals, we calculated the cumulative Cox-Snell residual. This was
required since for recurrent event data we need a cumulative residual at each recurrence, given that in
the last recurrence of each unit is recorded a cumulative residual total. A good fit is observed when
the points have a close fitting to the diagonal. The Cox-Snell residual plots shown in Fig. 2 have no
departure from linearity, becoming still closer to the diagonal for larger sample sizes. Thus, we can
conclude that the results reflect a satisfactory fit of the proposed model. Further, we can again ensure
the form of data generation given by Eq. (6).
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Table 2 The averages of the 1000 MLEs for θ = (λ, β), Av(θˆ), their standard errors, Sd(θˆ), and the
coverage probabilities of the 95% confidence intervals for parameters of the model, CP(θ).
n k θ Av(θˆ) Sd(θˆ) CP(θ)
30 2 (0.5, 1.0) (0.745, 0.964) (1.120, 0.257) (1.000, 0.970)
(1.5, 1.0) (1.665, 1.011) (1.397, 0.330) (0.999, 0.930)
(2.0, 1.0) (2.115, 1.048) (1.567, 0.375) (0.951, 0.909)
7 (0.5, 1.0) (0.578, 0.987) (0.610, 0.086) (0.974, 0.961)
(1.5, 1.0) (1.498, 0.992) (0.618, 0.096) (0.954, 0.957)
(2.0, 1.0) (2.000, 0.992) (0.634, 0.103) (0.949, 0.949)
15 (0.5, 1.0) (0.565, 0.988) (0.546, 0.052) (0.976, 0.952)
(1.5, 1.0) (1.521, 0.989) (0.538, 0.054) (0.949, 0.947)
(2.0, 1.0) (2.028, 0.988) (0.540, 0.055) (0.941, 0.949)
50 2 (0.5, 1.0) (0.608, 0.990) (0.805, 0.197) (0.996, 0.978)
(1.5, 1.0) (1.568, 1.026) (1.060, 0.264) (0.967, 0.925)
(2.0, 1.0) (2.049, 1.050) (1.213, 0.304) (0.918, 0.896)
7 (0.5, 1.0) (0.547, 0.992) (0.470, 0.066) (0.979, 0.960)
(1.5, 1.0) (1.512, 0.994) (0.476, 0.075) (0.965, 0.958)
(2.0, 1.0) (2.018, 0.993) (0.488, 0.080) (0.961, 0.960)
15 (0.5, 1.0) (0.540, 0.993) (0.420, 0.040) (0.966, 0.949)
(1.5, 1.0) (1.499, 0.994) (0.415, 0.042) (0.943, 0.951)
(2.0, 1.0) (2.004, 0.993) (0.416, 0.043) (0.946, 0.951)
100 2 (0.5, 1.0) (0.567, 0.990) (0.550, 0.137) (0.992, 0.980)
(1.5, 1.0) (1.589, 1.000) (0.735, 0.189) (0.940, 0.936)
(2.0, 1.0) (2.122, 1.005) (0.876, 0.222) (0.928, 0.913)
7 (0.5, 1.0) (0.522, 0.996) (0.330, 0.047) (0.966, 0.957)
(1.5, 1.0) (1.506, 0.997) (0.335, 0.052) (0.944, 0.952)
(2.0, 1.0) (2.003, 0.997) (0.342, 0.056) (0.945, 0.953)
15 (0.5, 1.0) (0.502, 0.997) (0.297, 0.028) (0.975, 0.953)
(1.5, 1.0) (1.512, 0.996) (0.293, 0.029) (0.959, 0.952)
(2.0, 1.0) (2.015, 0.996) (0.293, 0.030) (0.963, 0.948)
Table 3 Empirical proportions of type I error of the likelihood ratio and score tests with 5% nominal
significance level.
Test n k = 2 k = 7 k = 15
LR 30 0.045 0.055 0.052
50 0.046 0.055 0.051
100 0.043 0.051 0.051
Score 30 0.070 0.050 0.050
50 0.076 0.052 0.050
100 0.058 0.053 0.051
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Table 4 Empirical powers of the likelihood ratio and score tests with 5% nominal significance level.
Test n λ = 0.5 λ = 1.5 λ = 2.0
k = 2 k = 7 k = 15 k = 2 k = 7 k = 15 k = 2 k = 7 k = 15
LR 30 0.122 0.199 0.241 0.416 0.796 0.879 0.568 0.939 0.977
50 0.141 0.280 0.334 0.579 0.955 0.970 0.718 0.996 0.999
100 0.248 0.469 0.541 0.843 0.994 1.000 0.941 1.000 1.000
Score 30 0.109 0.132 0.145 0.233 0.685 0.763 0.357 0.896 0.923
50 0.126 0.189 0.200 0.393 0.872 0.911 0.580 0.985 0.991
100 0.243 0.331 0.345 0.714 0.972 0.987 0.883 0.991 0.995
Figure 2 Overall goodness of fit plots generated using cumulative Cox-Snell residuals for sample sizes
n = 30 (upper panel), 50 (middle panel), and 100 (lower panel).
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Table 5 MLEs and their 95% confidence intervals (in parenthesis) for the two data sets.
Data set Model λ β (·)
Malaria REEP 7.6889 0.7556 120.1177
(4.5018, 10.8760) (0.3847, 1.1265)
HPP 4.1870 101.0827
(3.6506, 4.7235)
Muscle soreness REEP 3.1243 4.1714 1128.910
(1.9067, 4.3419) (2.7074, 5.6353)
HPP 8.5862 1080.302
(8.0370, 9.1354)
5 Applications to real data
In this section, we illustrate the proposedmethodology on the two real datasets introduced in Section 1.
We compared the proposed REEP model with its particular case (the HPP model). Further, goodness
of fit of the models is assessed by using Cox-Snell residuals. The idea is to show the applicability of
the new model to recurrent event data and the direct possibility to choose between a new model or its
particular case.
First, we fitted the REEP model to the two data sets, as well as its particular case. The MLEs and
the corresponding 95% confidence intervals (in parenthesis) for the parameters of the fitted models
are presented in Table 5. The last column of Table 5 provides the log-likelihood for all fitted models.
The REEP model (2) demonstrated an adequate fit for all considered data sets. It is suggested that
the HPP model did not fit these data once the assumption that the events are independent is perhaps
not appropriate in the considered contexts. For the malaria data, the average number of latent causes
contributing to recurrences of the event of interest is 7.692, whereas for muscle soreness data this
average number is equal to 3.268.
We compared the nested models by considering the test procedure presented in Section 3. The
likelihood ratio (LR) statistic of the hypothesis that λ = 0 provides an observed value equal to 38.070
for the malaria data. The 95th percentile, x.95, of the asymptotic distribution of the LR statistic can
be computed from 1/2+ 1/2P(χ21 ≤ x.95) = 0.95, so P(χ21 ≤ x.95) = 0.9, giving x.95 = 2.71 (Maller
and Zhou, 1995), where χ21 is a chi-squared random variable with one degree of freedom. Since
38.070 > 2.71, we rejectH0, with a p-value < 0.0001, and considered there is strong evidence in favor
of our REEP model. Similarly, the score statistic gives an observed value equal to 14.5847. Since this
value is much greater than χ21,0.05 = 3.841, we reject H0, with a p-value < 0.001, and again we can
conclude that there is strong evidence in favor of the REEPmodel. Similar results were obtained for the
muscle soreness data, the observed values of LR and score statistics are equal to 97.2163 and 82.5792,
respectively.
Assessing the overall goodness of fit of the models, for the two real data sets, was based on the
Cox-Snell residuals. Figure 3 presents the Cox-Snell goodness of fit plots for the REEP and HPP
models, for the data sets malaria and muscle soreness.
These Cox-Snell residual plots showed that our REEP model had a better fit when compared to its
particular case, demonstrated by closely fitting to the diagonal, for the two data sets considered. The
plot indicated the fit of the HPPmodel is not ideal, particularly formalaria datawith theNelson-Aalen
cumulative hazard having a longer tail to the right-hand than would normally be acceptable. Although
the REEP model does much better than the HPP model, it is not yet a good fit for the malaria data,
showing certain curvature in the residual plot, a possible indication for future refinements of the
modeling.
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Figure 3 Cox-Snell residuals to assess the fit of the REEP and HPP models for malaria data (upper
panel) and muscle soreness data (lower panel).
6 Conclusions
In this paper we proposed the REEP model, which is an application of the exponential-Poisson model
proposed by Kus (2007), for a recurrent event data structure, more specifically for gap time data. It
is conceived inside a latent competing risk scenario, in the sense that there is no information about
which cause was responsible for the event occurrence, only the minimum lifetime value among all
causes can be observed. Conditional distributions of gap times were obtained from the hazard rate
function. This is an attractive formulation for recurrent event datawith direct interpretations frequently
preferred by professionals on medical and biostatistical areas (Zhao and Zhou, 2012). The inferential
procedure based on the maximum likelihood approach is implemented straightforwardly. The results
of simulation study showed the effectiveness of the maximum likelihood estimation even for a small
and moderate numbers of recurrences and presence of censoring. The practical importance of the
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REEP model was demonstrated on two real data sets, where the our REEP model provided a better fit
in comparison with its particular case, the classical HPP model. Further, the Cox-Snell residual plots
were of great importance by allowing a more direct comparison of the recurrent event models.
Finally, it is important to mention that the analysis presented is a preliminary step for the develop-
ment of a more complete model and our modeling may be generalized in some directions. It is possible
that a model which includes effects in terms of the covariates, event counts, and possibly random
effects may be more appropriate under the current data.
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