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ABSTRACT

Large scale events such as landslides, debris-flows, and industrial accidents like
tailings dams failures are hard to predict, highly dangerous, and destructive. This
research work aims to study similar granular flows with controlled laboratory experiments
and numerical simulations. Monodisperse and well-graded granular materials were
instantaneously released in a rectangular channel with varying degrees of initial saturation.
Non-intrusive laboratory measurement techniques were developed to collect data from
experiments at a high spatial and temporal resolution, including flow interfaces and
velocity fields. The measured data were used to estimate constitutive model parameters.
Experimental results show that the selection of the constitutive relationship depends on
the initial flow conditions. Using the Material Point Method (MPM), it was shown that a
simple Mohr-Coulomb model could reasonably represent the dry granular dam-break
flows, but that a custom Mohr-Coulomb model taking strain softening into account was
necessary to capture more complex flow features such as progressive and block failures
that occurred during the experiments when the granular matrix was initially saturated.
The calibration of such models is challenging as multiple factors come into play at the
same time. The use of such models to simulate real life large scale events is still in its
infancy and must be done carefully and be data driven. These challenges are laid out in
this research study.
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INTRODUCTION

In this study the hydrodynamic and rheological properties of dam-break granular
flows are investigated. This chapter presents the overall objectives of this study along
with an overview of each chapter.

1.1

motivation

The highly-transient nature of granular flows in nature such as landslides or
tailings dam-breaks prompts us to prepare for such events in several different ways by
studying them from a theoretical, experimental, and practical point of view in order
to better be prepared to predict them. The results of this study can provide valuable
information to engineers and scientists both prior to and after their occurrence. The
behavior of the released material must be understood in terms of parameters such as the
total volume of the material, the particle size distribution, the amount of water or other
fluids mixed with the solid material, and the overall geometry of the surroundings in
order to provide a coherent set of tools for both the modeler and the engineer concerned
with practical considerations. The present work focuses on the hydrodynamics of granular
flow mixtures and the development of novel methods particularly in the experimental
domain to address the aforementioned issues.
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The literature regarding the study of the sudden release of granular material with
or without interstitial fluid often falls within one of the following categories:
• Theoretical studies: These studies typically address idealized dam-break problems
over simple geometry (i.e. flat bed and one dimensional model) and provide
analytical solutions. Results of these studies are useful to contextualize results
from experimental studies and numerical simulations. This approach typically fails
to capture more complex flow behavior, in particular when flowing over complex
geometry.
• Field studies: Field studies are of prime interest since naturally occurring events
are the reason why the study of the collapse of granular mixture exists and being
able to measure such events provides valuable data. Unfortunately most of those
studies rely on the study of the final deposit or have access to a limited number of
parameters.
• Laboratory studies: Laboratory studies provide a controlled environment where
repeated experiments can be carried out giving access to parameters not easily
measurable on the field. However the laboratory study of the collapse of granular
flow mixtures is often limited to simple bed geometries with regularly shaped
monodisperse material.
• Numerical studies: Numerical studies are valuable as they can provide physical
quantities not measurable in the field or in the laboratory. Great care has to be
taken in choosing the appropriate methods and constitutive models in order to
appropriately simulate granular flow events. A variety of numerical methods for
simulating granular flow can be found in the literature including continuum models,
multi-phase models, particle models used with finite element methods, mesh-free
methods, and hybrid methods.
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In practice these different approaches are interdependent and inform one another.
Nevertheless, results from experimental observations are essential to the global research
endeavor. The final goal being to gain an understanding of real world granular flow
events and the ability to describe them with accuracy and efficiency.
The highly-transient and complex flows triggered by the sudden collapse of granular materials are mainly influenced by the amount of interstitial fluid, its properties, those
of the solid phase such as the particle size distribution, and the initial flow conditions.
The granular mixture can behave in widely different ways depending on whether it
is a dry, partially, or fully saturated flow: at times behaving like a fluid and at times
exhibiting rigid solid behavior. The properties that can be measured without disturbing
the flow are limited to quantities such as flow velocities, volumes displaced and pressure
on specific locations with inside flow quantities mostly inaccessible. In the laboratory,
these flows are often measured laterally through a transparent side-wall, which often
requires a two-dimensional flow assumption during the analysis of the results. Laboratory experiments typically study simplified cases compared to real world events in
terms of geometries over which the flow can develop, types of material released, and
initial conditions. Crucial parameters such as internal stresses, particle arrangement,
and distribution away from the sidewalls are most often inaccessible to the experimenter.
Difficulties in measurement come from flow phenomena occurring at the grain scale and
at larger scales and exhibiting a combination of fluid-like and solid behavior (e.g. block
failures).

1.2

objectives

We aim to address some of the challenges described in the previous section in the
present study. Dam-break experiments with granular materials of various size and type
were carried out in multiple test scenarios where the amount of material and fluid released
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varied. These experiments were carried out in a horizontal flume with a rectangular
cross-section. The experimental methods employed were non-intrusive and relied on
photogrammetry to extract velocity fields (using Particle Image Velocimetry) as well
as the water-air and free surface interfaces. The collected data constituted a rich and
unique data-set for the study of sudden collapse of granular material, in particular, for
variably saturated and non-submerged experiments. This data-set was instrumental in
understanding these types of flows. Macroscopic empirical laws were obtained relating
to the flow run-out distance for the dry cases and the time and location of tension crack
apparation for variably saturated block failures. Finally, the experimental work was
the basis of a numerical analysis making use of the Material Point Method (MPM) to
study the constitutive relationships requirements to adequately model granular flow
particularly in two-phase conditions. Such work is rarely seen in this area of research;
here, the experimental and numerical work were highly complementary and necessary in
the development of numerical tools such as MPM.
The overall objectives of this PhD research are summarized in Table 1.1 along with
results highlights. Contents from this study were published in conference proceedings
and journals. Rébillout et al. (2016) was published in the proceedings of the River Flow
conference held in 2016 in Saint-Louis, Missouri and Rébillout et al. (2020) was published
in the Journal of Hydraulic Engineering. These papers report experimental results of dambreak experiments and the methods developed to study them. The overall direction of this
research work has been impacted by the COVID-19 pandemic as access to the facility to
perform laboratory dam-break experiments was restricted and prevented the completion
of additional experiments. This setback allowed, however, for a deeper exploration of
numerical modeling.
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Table 1.1: Summary of objectives and achievements
Objectives

Achievements

Describe dam-break flow of granular material and
develop relevant and non-intrusive experimental
methods of observation in a specific experimental
setup giving access to global and local quantities
pertaining to the flow such as velocity fields,
interfaces, or local particle count density

Laboratory dam-break experiments.
Imaging methods developed e.g.
interface tracking, PIV, particle
count using deep learning method

Explain dam-break flow hydrodynamics for different
different types of materials and saturation ratios in
terms of volume and mass of material displaced,
waves, and scaling laws

Extracted data from experiments
used to describe the flow under
different scenarios.

Extract semi-empirical laws from experimental data
of different dam-break for different dam-break
collapse scenarios

Appropriate scaling of profiles and
quantities is demonstrated. A law
to describe the time of apparation
and the location of tension cracks
for variably saturated cases is
extracted from the data

Propose methods to estimate rheological parameters
of granular material from dam-break experiments

Using slope stability methods and
PCA to estimate the position of the
piezometric surface in conjunction
with PIV data, the parameters of
the Mohr-Coulomb material for
variably saturated experiments can
be estimated.

Use existing simulation flow software to simulate
dam-break scenarios observed in the laboratory, and
compare them with experimentally obtained
laboratory results. Discuss requirements for
constitutive models

The Anura3D software has been
used to investigate dry and
variably saturated PET dam-break
experiments along with laboratory
experiments by Spinewine and
Zech. Characteristics and
requirements for constitutive
relationships are described for
adequate modeling of granular
dam-breaks.

1.3

outline

The first chapter gives an abstract and an overview of the present work and lays
out the motivation and the objectives of this work. The next chapter is a review of existing
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studies on granular flow is done. First, an overall definition of what granular flow is
given along with some general considerations. Second, naturally occurring natural flows
are considered and the attempts to study them. These flow can only typically be studied
after the flow and material has settled. Third, analytical solutions of idealized dam-break
problems are considered. Fourth, the laboratory experiments and the techniques used to
measure granular dam-break flow properties are reviewed. Finally, attempts to simulate
dam-break flow along with the rheological laws that are used to characterize the behavior
of granular mixtures are also considered.
The third chapter describes the experimental setup used for this study and a
series of granular flow experiments that were carried out with it. An emphasis is made
on the methods that were developed and adapted for this specific setup to study the
granular flow during the sudden collapse of dry, variably saturated, and submerged
granular-flow mixtures. The fourth chapter, the study of local properties of granular flow
mixtures is performed through the analysis of experimental results. Methods of analysis of
experimental data are described to derive primarily from imaging data information on the
local particle count density and rheological properties of the granular flow mixtures using
principles of slope stability problems. In the fifth chapter the laboratory observed dambreak experiments were simulated using existing software. Experiments performed by
Spinewine and Zech (2007) were also simulated. The parameters used for the simulations
will be informed by the results of the analysis of the data obtained during the experimental
campaign. The software used is Anura3D which makes use of the Material Point Method
(MPM). The method avoids typical problems of mesh distortion since it is a particle based
method typically suited for problems with large deformations. A significant part of the
discussion focused on the features required of the constitutive models to capture certain
flow properties. The final chapter concludes and synthesizes the research study and
draws final remarks.
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2

S TAT E O F T H E A R T

2.1

dam-break flows

The first known dam to be built is the Jawa Dam located in modern day Jordan.
It was constructed around 3000 BCE (Fahlbusch 2009). Like most early dams it was a
simple gravity dam, but it presented an innovative safety for its time: the upstream wall
was reinforced with rock fill in order to protect the wall from water pressure breach. This
innovation was only rediscovered during modern times. While the design of dams has
improved since then, failure of these structures is still not uncommon. When a dam fails,
the material contained behind the dam is released with potentially consequential life and
material losses. The extent of the consequences of the failure of a dam whether in terms
of human or material losses or simply the morphology of the deposit depends on many
factors such as the dam-height, the type of material retained, the architecture of the dam,
the topology downstream and the amount of developed and inhabited land exposed.
Dam-breaks are rapid flow of fluid-granular mixtures in which large quantity of
mixtures of fluid and solid particles of various sizes and mixture ratios can be released.
Such examples include landslides, debris flows, floods, pyroclastic flows, or avalanches.
Tailings dams in particular present a significant danger. A tailings dam is used to
store mining byproducts that can be liquid, solid or a mixture of liquid and solid
particles that can potentially be toxic or radioactive. Table A.1 in Appendix A gives a
list of major tailings dam failures that occured in the last five years as compiled by the
WISE Uranium projects1
1 https://www.wise-uranium.org/mdaf.html (last accessed May 11th , 2020)
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Such tailings-dam failures over the past five years caused fatalities, material losses
and sometimes environment pollution in a sudden and unpredictable way. Studying
dam-breaks and the way those mixtures of solid and liquid materials flow is relevant and
important. A first way to estimate and predict the extent of the area that could possibly be
impacted by a dam-failure is through statistical analysis of past events. Concha Larrauri
and Lall (2018) used the database initiated by Rico et al. (2008) and later on enriched by
Bowker and Chambers (2017) to produce regression of laws linking the dam-height h0 the
total impounded volume VT , the volume of tailings VF that could potentially be released,
and the run-out distance Xmax . The authors introduced the predictor H f considering
that the potential energy associated with the release volume may be better related to
the fractional volume released instead of the total volume of the tailing storage facility.
The authors obtained a set of empirical relationships (cf. (2.1)) to estimate the volume of
tailings released and the extent of the run-out distance.

H f = h0



VF
VT



VF

VF = 0.332VT0.95

(2.1)

Xmax = 3.04H 0.545
f

(a) Tailings dam at the Corrego (b) After rupture a torrent of (c) Residents view the destrucdo Feijao mine before rupture. mining waste spreads in the tion in the wake of the dam
valley below.
break in Brumadinho, Brazil.

Figure 2.1: The tailings dam at the Corrego do Feijao mine ruptured on January 25th ,
2019 “one of Brazil’s largest industrial accidents on record”. (Reuters). Satellite images
courtesy of DigitalGlobe. Photo by Washington Alves
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In these equations VF and VT are expressed in Mm3 , h0 in meters, and Xmax in
kilometers. The authors warn that these empirical regression equations that present
significant uncertainty about the mean. Also site conditions vary significantly (rheology,
water content, failure type, etc.) and those uncertainties need to be properly quantified.
Jantzer et al. (2008) and Wu et al. (1999) describe the physical properties of tailings dam
samples. In the former the material was made of mixture of crushed rock ans clay-sized
particles ranging from 0.002 mm to 1 mm with fine materials containing environmentally
harmful chemicals and metals. In the latter, the material was mostly made of sand particles
ranging between 0.075 mm and 2 mm. Thus when these dams fails the granular mixture
contains a hgih proportion of very fine solid particles. While the statistical analysis of past
events is useful, more data is required to further the understanding of these phenomena
as well as a theoretical framework to be able to make more accurate predictions. The goal
ultimately is to be able to incorporate this knowledge and understanding to numerical
models that are able to model these complex flows over complex terrain.

2.2

field study of natural granular collapse events

Natural granular collapse events are highly unpredictable and gathering measurements is not always possible. Scott and Yuyi took advantage of the known phenomenon
that monsoon rains trigger each summer debris flow surges at Jiangjia Ravine, in Yunnan
Province in southern China. The video footage obtained allowed to gather valuable
information on the debris flow such as its ability to move large boulders, and that at
similar volumetric flow rate the debris flows are faster than that of simple flood waves.
Similar work was performed a few years prior in the same locations Zhang and Xiong
(1997). Semi-automatic field observations are still carried out at the same location, the
Dongchuan Debris Flow Observation and Research Station (DDFORS) as reported in
Zhou and Ng (2010). For each surge the front velocity U (m/s), the channel width
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W (m), the traveling thickness of the debris flow h (m), the material density of each surge
γc (kg/m3 ) and the duration of each surge ∆t (s) are recorded with the help of two
monitored cross-sections along a straight channel at a known distance ∆L (m) from each
other; thus U = ∆L/∆t. Using these quantities and measured material parameters (listed
in Table 2.1) the authors computed a number of parameters as described in Table 2.2 in
which θ designates the bed slope angle and φ the effective contact friction angle. These
parameters were then used to obtain dimensionless numbers useful in characterizing the
debris flows.
Table 2.1: Material parameters of the debris flows at DDFORS
Parameter

Value

Density of water/fluid, ρ f
Density of solids, ρs
Solids mean particle diameter, d
Viscosity of pore fluid, µ f
Hydraulic permeability, k
Compressive stiffness for typical loose granular soils, E

1000 kg/m3
2750 kg/m3
5 mm
0.5 Pa · s
10−11 m2
107 Pa

Table 2.2: Computed parameters at DDFORS
Parameter

Formula

The front discharge
The avalanche length
The solid volume concentration
The solids discharge
The bulk density
The shear rate
The pore fluid volume concentration
The solid inertial stress
The fluid viscous shearing stress
The quasi static solid stress (particle contact
friction, Coulomb’s law)

Ts(q)

Q = UWh
 l = U∆t
CS = γc − ρ f / ρs − ρ f
QS = Qρs CS
ρ = ρ f + CS (ρs − ρ f )
γ̇ = dU/dh ∼ U/h
C f = 1 − CS
Ts(i) ∼ CS ρs γ̇2 d2
T f (q) = C f γ̇µ f

∼ CS ρS − ρ f gh cos θ tan φγ̇2 d2

The Reynolds number is well-known to identify laminar, transitioning and turbulent flows. For grain-fluid mixture the grain Reynolds number NRey can be used to
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identify the effects of particle collisions and pore fluid viscosity, which is defined in
equation (2.2) as seen in R. M. Iverson (1997):

NRey =

Ts(i) /T f (q)
ρs CS /ρ f C f

=

ρ f γ̇d2
µf

(2.2)

A high grain Reynolds number implies that stresses due to particle collision dominates
compared to the fluid viscous shearing stress. Zhou and Ng also reconsider the pore
fluid pressure dissipation number Np defined in R. Iverson et al. (2004).

Np =

p

µf

l/g

(2.3)

h2 /kE

This number is the ratio of the global flow characteristic timescale

p

l/g to the timescale of

the diffusion of disequilibrium pore fluid pressure normal to the flow direction µ f h2 /kE.
A smaller value of Np indicates a higher pore pressure inside the flow that can be
maintained for a longer duration which can have a significant effect on the overall motion
of the flow.
Stuart B Savage (1984) defined the Savage number Sa = g/γ̇2 d to identify different
flow regimes. R. M. Iverson (1997) suggests a modified Savage number NSav in the context
of granular debris flows:

NSav =

ρs γ̇2 d2

ρs − ρ f gh cos θ tan φ

(2.4)

When NSav is large (> 0.1) the contact stresses are less dominant and the kinematic
properties of the flow are mainly influenced by collisions. R. M. Iverson (1997) also
introduced the friction number for debris flows Nfric :

Nfric


ρs − ρ f gh cos θ tan φ
ν NRey
ν
=
=
1 − ν NSav
1−ν
γ̇µ f
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(2.5)

where ν is the solid volume fraction. This number expresses the ratio of the shear stresses
caused by enduring grain contacts and pore-fluid viscous shearing. The same authors
later define another dimensionless number to distinguish different debris flows based on
observation data (R. Iverson et al. 2004). Zhou and Q. Sun (2017) positively correlated
NRey and Np and negatively correlate CS and Np as shown in Figure 2.2. Knowing the
duration of each event and using empirical judgment they define three zones: zone 1
(Np > 0.03) for continuous flows; zone 3 (Np < 0.01) for surge flows with zone 2 inbetween for intermediate flows. Compared to surge flows, continuous flows with diluted
solid particles posses high Np values suggesting that high pore pressures developed
inside the granular body may dissipate quickly making the effects of of pre fluid pressure
negligible. The authors also show correlations between the normal stress σ = ρgh cos θ
and the shear rate γ̇ (Figure 2.3a), Nfric (Figure 2.3b), NRey (Figure 2.3c), and NSav (Figure
2.3d)
Zhou and Q. Sun (2017) found that these dimensionless numbers useful to classify
debris flows and understand the mechanisms at play. Their conclusion include that for
their observations NSav is able to identify flow dominated by contact friction for small
values or by a collisional regime for high values. Small values of NRey (< 1) indicate that
solid inertial stresses are small compared to shearing stresses. Conversely, grain collisions
tend to increase the normal stress acting on the slope. Natural debris flows often feature
large values of Nfric ( 1) where the shear stress borne by sustained grain contacts is
larger than the fluid viscous shearing stress. In real life cases, those numbers offer a
global description of each event but are not used for a local real time description of the
granular flow events.
Snow avalanches also fall in the range of granular flow Ancey and Meunier
(2004) studied 15 documented snow avalanches and estimated the bulk frictional forces
experienced by the avalanches over their course. Paired with the knowledge of the
velocity variation along the path profile different flow regimes have been identified:
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Figure 2.2: Classification of natural debris flows as a function of dimensionless numbers:
(a) the relationship between Np and grain Reynolds number NRey ; (b) the relationship
between Np and solid concentration (Figure from Zhou and Q. Sun (2017), dashed lines
represent the separation between surge flows and continuous flows)
Inertial where the frictional forces are negligible; Coulombic Frictional where the force is
fairly independent of the avalanche velocity; and the Velocity-Dependent regime where the
frictional force has a hysteretic and non-linear relationship with the velocity. Unfortunately
for most natural events the variation of the velocity along the path profile is unknown
as in most cases avalanches are unpredictable and no measurement of the velocity can
be made. The field study of avalanches is challenging and the measured quantities
are also mostly bulk quantities such as the mass balance where the release mass, the
maximum mass (by including the erosion/deposition effects), the average speed, the run
out distance and some properties of the released snow and deposited snow Perla (1977),
Sovilla, Sommavilla, et al. (2001), and Sovilla, Burlando, et al. (2006).
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(a) Normal stress in relation to the shear rate (b) Normal stress in relation to the friction
γ̇
number Nfric

(c) Normal stress in relation to the grain (d) Normal stress in relation to the modified
Reynolds number NRey
savage number NSav

Figure 2.3: Correlations of normal stress with the shear rate and dimensionless numbers
for natural debris flows at DDFORS (cf. Zhou and Ng (2010))
The use of video cameras to capture the flow is often used to determine flow depth
and speeds. Access to other quantities require different measurement methods. Fluid
pore pressure and forces can be measured with a sensor plate in the path of debris flow.
Pore pressure measurement can give access to the effective basal normal stress which
is useful to estimate the basal shear stress (cf. McArdell et al. (2007)). Methods that
give access to more local properties are more challenging to deploy if the aim is to have
non-intrusive methods of measurements.
The types of flow reviewed here so far represent only a small branch in the
taxonomy of granular-fluid mixture flows; the amount of interstitial fluid and its viscosity,
density, the shape of particles of the solid phase, their size distribution or their density
14

are all parameters that will influence the overall behavior of granular flow mixtures.
Examples of such flows have been regrouped in Table 2.3 (cf. Delannay et al. (2017)) Field
studies form the starting point for observing and understanding the basic mechanisms of
granular flow. Based on bulk quantities that can be collected after or during the event,
estimates of the impact of a potential type of debris flow can be made in terms of released
volume and areal extent of the impacted zone. Also, identifying dimensionless groups is
an essential step to understand the flows in different regimes and prepare the way for
building theoretical and numerical models.
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Subaerial,
subaqueous,
extraterrestrial
Subaerial,
extraterrestrial

Pyroclastic density
currents (dense, dilute)

Debris flows, lahars

Subaerial

Snow avalanches
(dense, powder)

Turbidity currents

Subaerial,
extraterrestrial

Subaerial landslides,
rockfalls, rock or debris
avalanches
Submarine landslides

Subaqueous
Subaqueous
Subaqueous

Setting,
ambient fluid

Flow type

Water

Volcanic
gases, air

Air

Air, none,
small water
content
Water
Water
Water

Interstitial
fluid

∼ 100 —1000

∼ 500 —3000
∼ 2000 —3000

10−4 —10−1
10−6 —100
10−4 —100

—
—
∼ 1500 —2500

∼ 2000 —3000

10−3 —101

—
—
10−4 —10−1

Particle density (kg/m3 )

Particle size
(m)

∼ 0.2 —0.8

∼ 0.1 —0.5
∼ 0.001 —0.01

—
—
∼ 0.001 —0.1
∼ 0.1 —0.4
∼ 0.001 —0.01

∼ 0.4 —0.7

Particle volume fraction

—
—
100 —101

100 —1013
100 —1013
106 —1010

104 —109

104 —108

100 —101

100 —101
101 —102

101 —102

10−1 —102

100 —1010
109 —1013

104 —106

Velocity
(m/s)

Volume
(m3 )

100 —101

100 —102

100 —102

100 —102

10−1 —100

101 —102
101 —102
101 —103

10−1 —102
10−1 —102
101 —102
100 —101

100 —101
101 —102

Runout
distance (km)
10−1 —102

Thickness
(m)

Table 2.3: Main types of geophysical flows and typical ranges of values of most relevant parameters (Table from Delannay
et al. (2017))

2.3

theoretical investigations of dam-breaks

The theoretical analysis of dam-breaks aims to solve a set of governing equations of
the sudden release of a volume of material. Most analytical solutions are based on finding
the solution to the Saint-Venant equations, also known as shallow water equations under
specific conditions. Analytical solutions for dam-break flow of mixtures over complex
geometries are at best impractical if not impossible to obtain, simplifying assumptions are
then required. The solutions found are depth averaged and the differences between one
model and another mostly rely on whether or not the model takes into account complex
channel geometries and the way it models external stresses i.e. the bottom friction. Ritter
(1892) found the first known analytical solution for the one dimensional dam-break
problem of an ideal fluid contained in a reservoir of constant depth h0 released over a
dry horizontal bed with a rectangular cross-section by using the method of characteristics
and finding Riemann invariants. Vertical acceleration is neglected and the horizontal
velocity profile u is uniform across the water layer of thickness h. The governing equations
simplified to (2.6):

∂h
∂h
∂u
+u +h
=0
∂t
∂x
∂x

∂u
∂u
∂h
+u +g
= g S0 − S f
∂t
∂x
∂x

(2.6)

For a flat bed and a frictionless fluid we have S0 = S f = 0 where S0 , is the bed
slope and S f is the friction slope. Assuming the fluid is initially defined for x < 0 at the
flow propagates in the x direction, Ritter’s solution for the free surface is a branch of
parabola contained between points of coordinates ( x − = −ct, h0 ) and ( x + = 2ct, 0) where
p
c = gh0 . The positive wave then progresses at a celerity c+ = 2c while the negative

wave moves upstream at a celerity c− = −c.
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h = h0
u=0
for x < x −
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2 x
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+ c for x ∈ x − , x +
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3 t



h = 0
u=0
for x > x +

(2.7)

Stoker (1957) expanded on this solution by including the case where the water
depth downstream is h = hd > 0. The free-surface now includes a discontinuity between
the downstream depth hd and an intermediate depth hm inducing a positive front. Upstream of the section of constant depth hm Ritter’s solution applies. Later, Wu et al. (1999)
generalized those solutions to a trapezoidal cross-section.
In 1989 St B Savage and Hutter laid out the framework for the dam-break problem
of a finite mass of granular material released from rest on a rough inclined plane. The
granular mass is treated as frictional Coulomb-like continuum with a Coulomb-like
basal friction law. The governing equations were based on Saint-Venant’s shallowwater equations; the authors solve those equations numerically1 and compared them
to experimental results by Huber (1980). Mangeney et al. (2000) derived an analytical
solution for the 1-D dam-break problem of a liquid over an inclined plane to test numerical
simulations, their model does not account for internal friction of the material but does
account for bed friction. Faccanoni and Mangeney (2013) solved similar depth-averaged
equations analytically in the case of the sudden release of a granular mass over an inclined
plane covered by a thin erodible bed made of the same material. The authors provided
solutions for the Riemann problem for all possible initial conditions including the cases of
Ritter (1892) and Stoker (1957), and generated seven classes corresponding to the different
possible wave patterns. Pudasaini (2011) solved similar equations analytically at steady
state and include Bagnold’s formulation for grain-inertia stress. Similarly Di Cristo,
Vacca, et al. (2010) proposed an analytical solution for the 1-D dam-break problem of dry
1 With Eulerian and Lagrangian description
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granular material over a flat bed, the formulation for the total stress is the sum of bed
shear stress and Bagnold’s collisional stress.
R. M. Iverson and Denlinger (2001) used a Coulomb mixture model with twodimensional depth-averaged equations. The authors noted that many implications of
these equations are revealed only through numerical simulations but exact analytical
solutions for specific cases can provide valuable insight. The authors looked at asymptotic
limits of steady flow in rectangular channels and at limiting static forms of hillslopes in
mechanical equilibrium. MiDi (2004) provided a depth averaged steady state velocity
profile of granular flow subjected to the µ( I ) local rheology for a flat bed at a given
angle of inclination. Dressler (1952), Whitham (1955), Chanson (2009), and Di Cristo,
Vacca, et al. (2010) offered a solution to the unsteady depth-averaged one-dimensional
dam-break problem by dividing the flowing medium into an external fluid flux region,
in which the frictional stress is dominant behind a collisional resistance dominated tip
zone. Zahibo et al. (2010) provided analytical solutions applied to avalanches using a
simplified Savage and Hutter model, e.g. for material initially shaped as a parabolic cap
or in a channel with a parabolic cross-section. Some of these solutions generalize the
solutions cited earlier. Zahibo et al. defend the use of a simplified rheology (Coulomb-like
with constant friction angle) as it is the only model that allows back analysis of historical
events as only one parameter needs to be calibrated. Such models are important for the
prediction of potential future events. Mangeney-Castelnau et al. (2005) made the same
choice of a Coulomb-type friction force when modeling the collapse of a cylinder of dry
material.
These solutions are useful but remain insufficient to describe natural events where
the released material is often a mixture of solid and liquid particles and the terrain over
which this mass is released is irregular and erodible. There are approaches aiming to
include erosion/deposition and sediment transport in analytical solutions, such as the
one taken by Fraccarollo and Capart (2002) where the flow is divided in three layers
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including a clear water layer above a moving sediment layer itself above an erodible layer.
In this model the erosion deposition process is governed by the Exner equation. Pritchard
and Hogg (2002) on the other hand, opted for a description of the erosion deposition
process where the sediment concentration is assumed to be dilute and well-mixed in the
water layer. The erosion deposition process is described by a velocity threshold based
equation (cf. Teisson et al. (1993)). Analytical solutions can be refined but most of the
existing solutions that still involve variables that are vertically averaged along one or
more layers. More pertinent approaches include two or three dimensional solutions
which require closure relationships to describe the mixture’s constitutive laws. Denlinger
and R. M. Iverson (2004) attempted to formulate a depth-averaged model that would be
useful to account for three-dimensional terrain irregularities and yielded encouraging
results as the numerically solved model agreed with sand avalanche experiments over
irregular terrain (R. Iverson et al. 2004). As models become more refined, and the domain
and initial conditions become more complex, the use of numerical methods to produce a
solution more viable. The calibration and validation of those new models relies heavily
on data obtained from laboratory experiments.

2.4

laboratory dam-break experiments

In real life, large scale sudden collapse of mixtures of fluid and granular material
involves complex geometry and sometimes unknown initial conditions. Laboratory
experiments of dam-break events where geometries can be simplified and initial moisture,
particle size distribution and saturation can be controlled are necessary to observe and
measure the mechanisms at play. Also, the data generated by these experiments is then
needed for validation of numerical models.
The first mention of dam-break experiments in the literature is the work of Schoklitsch (1917) and Eguiazaroff (1935); Schoklitsch found that the data obtained for the
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negative dam-break wave agreed with Ritter’s theoretical solution for the negative wave
while Eguiazaroff showed the influence of the bed roughness on the front tip velocity
compared to the theoretical solution (cf. Das (2008)). Further experiments were performed
by Bell et al. (1992) where the influence of bed roughness with straight and bending
channels, the measurement methods consisted in six capacitance probes to measure the
negative wave in the upstream reservoir and cameras in five stations to measure flow
elevation for the positive wave in the downstream channel. Bellos et al. (1992) also
investigated the effects of bed roughness in dam-break scenarios in a converging and
diverging channel with the dam-site located at the bottleneck with or without a wet downstream channel. Measurements were collected along the center-line of the channel with
pressure transducers and wave meters at nine sections along the 21.20 m long channel.
Experiments involving impacts have been conducted such as the study of a dam-break
wave over a triangular sill. The measurement techniques relied on data obtained from
high-speed cameras and water level gauges before and after the sill (cf. Soares-Frazão
(2007)). Escande et al. (1961) performed dam-break experiments over a 1:300 model
of the Truyère valley below the Sarrans dam in France. They experimented with five
different roughness by using meshes of different sizes on the walls of the miniature
valley; the wave celerity was measured with twelve gauges placed at different sections
along the miniature valley. Lajeunesse, Quantin, et al. (2006) looked at landslides in the
Valles-Marineris canyons on Mars and drew an analogy with lab-scale dry granular flow
experiments and concluded that the deposit of landslides’ runout distance and height
are mainly functions of the aspect ratio of the mobilized rock mass before slope failure.
They also concluded that in these cases the interstitial fluid played a minor part in the
dynamics of Valles-Marineris landslides.
In the case of dry granular experiments, this idea of scaling laws involving the
initial aspect ratio, the deposit height and the total deposit extent is often used in both
the unidirectional case (rectangular channel) and axisymmetric case (release of cylinder
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of granular material). In experiments performed on a horizontal slope the three main
parameters used to describe the deposit after the collapse a column of granular material
are: the initial aspect ratio of the column R, the normalized run-out distance x ? , and the
normalized deposit height h? such as:

h0
x0
x f − x0
x? =
x0
hf
h? =
x0
R=

(2.8)
(2.9)
(2.10)

h0 is the initial column height, x0 is the initial column length, x f is the total extent of the
final deposit, and h f is the final deposit height (see Figure 2.4). The scaling laws are then
expressed as:

x ? = λRn
h? = λ0 Rn

(2.11)
0

(2.12)

Here λ and λ0 , depend on material properties while n and n0 are parameters that depend
on the initial configuration. Data for h? does not show trends as consistent as the one for
x ? . Data showed that for small values of R (less than 1.6 –3), n = 1 while for higher R,
n < 1 but approaches 1 as the channel width increases and side effects become negligible.

ℎ0
ℎ𝑓
𝑥𝑓

𝑥0

Figure 2.4: Diagram definition of h0 , x0 , h f , and x f
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Examples of studies that obtained a scaling law on this model in the unidirectional case
include Balmforth and Kerswell (2005), Lajeunesse, Monnier, et al. (2005), Lube et al.
(2005), Lacaze et al. (2008), and Mériaux and Triantafillou (2008).

2.5

constitutive laws and rheology

Modeling granular flow almost always requires simplifying assumptions. In addition to the continuity and the momentum equations, closure relationships are required on
one hand to describe the way the flow behaves at the boundaries and more particularly
how external stresses influence the flow, and on the other hand to describe the way the
internal stresses are propagated, dissipated and respond to medium deformation.
The rheology models and laws that have been developed so far greatly depend on
the different flow regimes that have been defined earlier. The behavior of the granular
medium in each of these regimes has to be controlled in the stress tensors that describes
the stresses within the flow at any point. One of the challenges is to define a model that
does not impose a regime that will dominate over the others.
Typical models include a kinetic gas theory in which particles can only interact
with one another through instantaneous collisions one at a time; continuum models
where the particles and the fluid surrounding them are modeled as one mixture; and
two or three phase models where the solid, liquid, and gaseous phase (air) are modeled
separately, and interaction forces are defined.

2.5.1

Kinetic gas theory

An analogy between the random motion of granular particles and the thermal
motion of gases is often drawn (Campbell 1990). The mean square value of the fluctuating
component of the velocity is called granular temperature, a term first coined by Ogawa
2

(1978) T = hu0 i, where h·i is an “appropriate average” and u0 is the instantaneous
23

deviation from the mean velocity. In the case of granular flow, the granular temperature
greatly depends on the flow conditions. A system left to itself will have its energy with
granular temperature dissipated by inter-particles collisions much like shaking a box of
cereal induces motion akin to molecular collisions but once it stops the system comes to a
rest very quickly. To maintain granular temperature, energy must be continuously added
to the system to balance the energy lost to dissipative collisions.
A set of equations can be derived for granular flow in terms of granular temperature. The conservation of mass can be expressed as:

dρ
+ ρ∇ · u = 0
dt

(2.13)

The conservation of momentum is written as:

ρ

du
= −∇ · τ + ρf
dt

(2.14)

And finally the conservation of the kinetic energy contained in the granular
temperature:

1 dT
ρ
= −∇ · q + τ : ∇u − Γd
2 dt

(2.15)

Where d/dt = ∂/∂t + u · ∇ is the Lagrangian derivative, ρ is the local mixture
density, τ is the total stress tensor, f is the body force vector. τ : ∇u1 is the temperature
production by shear work, Γ is the dissipation of the granular temperature into thermodynamic heat, and q is the “granular heat” flux vector which represents the conduction
of granular temperature within the material (analogous to Fourier’s law). Additional
equations regarding angular momentum should be added if particle surface-friction
1 for second order tensors such as τ and ∇u the double dot product is computed as: τ : ∇u = (τ )ij (∇u)ij =
tr (τ · ∇u)

24

rotation needs to be included. The biggest difference between the granular temperature
model and the kinetic gas theory is the dependence of the quantities τ, q, and Γd on
the flow properties ∇u, ρ, and T, and on the properties and sizes of the solid particles.
Other formulations have been proposed in the literature, e.g. Armanini et al. (2008) offer
a formulation with a dense gas analogy for dense granular flows.

2.5.2

Rheology of granular material

Critical state theory
The critical state theory, first formulated by Roscoe et al. (1958), refers to a state
that the granular material is in after sufficient plastic shearing. In this state, the void ratio
e, the mean effective stress p0 , and the Von Mises equivalent stress q are constant, such as:

∂p0
∂q
∂e
=
=
=0
∂ed
∂ed
∂ed

(2.16)

where ed is the deviatoric strain. With σij the Cauchy stress tensor we have the following
definitions:
• The deviatoric stress tensor:
sij = σij −

σkk
δ
3 ij

(δij : Kronecker delta)
• The infinitesimal strain tensor:
eij =


1
ui,j + u j,i
2

(ui : local displacement vector; the comma represents the spatial derivative)
• The equivalent Von Mises stress:
q=

r
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3
s s
2 ij ij

• Similarly defined, the deviatoric strain:
r 


e
e
3
ed =
eij − kk δij eij − kk δij
2
3
3
Schofield and Wroth (1968) describes the material in this state behaving as a
frictional fluid rather than a yielding solid. In this state, there is no more dilatancy due to
shear, i.e. the void ratio is constant at a value called the critical state void ratio ec . The
critical state is uniquely defined by a line in the ( p0 , q, e) space described by:

q = Mp0

(2.17)

e = Γ − λ ln p0

(2.18)

M, Γ, and λ being material constants. This state can be achieved in multiple ways
depending on the constitutive model chosen.
Mohr-Coulomb model
While kinetic theory implies brief contacts between particles, in the frictional
regime, the grains experience prolonged contact and force chains emerge. The distribution of stress in the material thus needs to be described with more adapted methods.
In 1773, the Mohr-Coulomb theory is introduced by Charles-Augustin de Coulomb
(Coulomb 1773) and then later generalized by Mohr at the end of the nineteenth century.
The Mohr-Coulomb is introduced as a failure criterion by Terzaghi (1943). The author
introduces a failure criterion for brittle materials such as concrete or granular material
and defines the relationship between principal normal σ and principal shear τ stresses at
failure conditions (assuming a positive σ in compression):

τ = σ tan φ + c
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(2.19)

where tan φ is the slope of the failure envelope, φ is the angle of internal friction, and
φ is called the cohesion. This model is widely used in geotechnical and structural
engineering and allows to consider the material as a whole and not at the grain scale.
The Mohr-Coulomb model assumes isotropy of the material while in reality granular
flow experiments do not show isotropy as the solid fraction is oberserved to change and
decrease in regions of faster flow. Thus, the only parameters to characterize the material
are the angle of internal friction φ and the cohesion φ (c ≈ 0 for dry material).
µ( I ) model
MiDi (2004) propose the so-called µ( I ) model for granular material. It is a Coulombian type model in which the friction coefficient depends on the inertial number I defined
as:

I= p

γ̇d
P/ρs

(2.20)

where ρs is the particle density, d the particle diameter, and P a confining normal
stress. One can notice that I is just the square root of the Savage number Sa and can be
interpreted as the ratio between the macroscopic deformation timescale (1/γ̇) and an
p
inertial timescale ( d2 ρs /P).
The model can then be expressed as:

τ = µ( I ) P

(2.21)

where:

µ( I ) = µs +
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( µ2 − µ s )
1 + II0

(2.22)

where µs = tan φs is a critical friction coefficient at zero shear rate and converges to a
limiting value of µ2 = tan φ2 at high I. The model can then be rewritten as:

τ
I tan φs + I tan φ2
= 0
P
I0 + I

(2.23)

and can be interpreted as weighted combination of two Coulombian models: one applied
on the bed where the static friction angle φs is adopted, and the second applied at a
somewhat arbitrary point far from the bed, where the friction angle φ2 is assumed. φs is a
property of the material but φ2 is also a property of the flow field and cannot be known a
priori; plus the model does not provide any relation to the normal stress and is therefore
incomplete. For this reason, in the original version of the model, the concentration was
assumed constant or linearly related to the inertial number I. In this case, the model
reduces to a coulombian law function of the concentration which is not different from
models developed in the eighties. In addition, this model requires the knowledge of four
parameters.

2.6

where this research fits in

The present study focused on an experimental and numerical modeling approach.
A variety of laboratory dam-break experiments with different types of granular materials
and water saturation levels were carried out with innovative and non-intrusive measurement and analysis techniques developed for these specific experiments. A rich and
unique set of experiments with accompanying measurements is thus presented. The
Material Point Method was also used to determine the abilities of different constitutive
models to capture flow features characteristic of granular dam-breaks. The parameters of
these models were derived from the laboratory experiments. This research provides more
insight and understanding of single and multiphase granular flows and the requirements
for models to accurately represent these flows.
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HYDRODYNAMICS OF GRANULAR FLOW

3

EXPERIMENTS

introduction

This chapter presents the experimental setup, material and methods to study
dam-break flow of granular material. Four types of material are considered in three types
of scenarios based on the saturation level of the material. Experiments were carried out
on a dam-break setup owned by the National Center for Computational Hydroscience
and Engineering (NCCHE) located at the USDA-ARS National Sedimentation Laboratory
in Oxford, MS. This system was originally built with funding from the Southeast Regional
Research Initiative (SERRI), the Department of Homeland Security (DHS) Science and
Technology directorate (S&T) for NCCHE’s DSS-WISE project. The main objective of this
chapter is to introduce the methods developed to analyze the results of the experiments
which mainly focused on imaging methods including Particle Image Velocimetry (PIV).
Those methods are used to characterize the granular dam-break flow at a macroscopic
level in terms of volume displaced, discharge, and types of failures observed.
The chapter is organized as follows: First, the laboratory dam-break setup used in
this study is presented along with the list of experiments performed. Second, the granular
materials used in the experiments are described in terms of their physical properties.
Image-based measurements using high-speed camera footage are detailed. Fourth, results
of the experiments are given for each of the three types of experiments considered.
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3.1

methods of analysis of laboratory experimental data: hydrody-

namics

3.1.1

Dam-break setup & preparation of a run

The experiments were conducted at NCCHE’s dam-break flow facility, located
at the USDA-ARS National Sedimentation Laboratory in Oxford, MS. Figure 3.1 shows
the dam-break setup and the camera arrangement used. The facility consists of a 0.5 m
wide, 0.6 m high and 7.58 m long channel. This channel is divided into a 3.24 m long
upstream reservoir (test section) and a 4.42 m long downstream region by a sliding gate.
The channel walls are made of tw = 1.27 cm thick transparent acrylic. Six high-speed
cameras were used to capture the flow field in the channel.
Throughout this document, h0 refers to the dam height, defined as h0 = max(hw , hs )
with hs the initial granular sediment height and hw the initial water height. To prepare
a dry case experiment (Figure 3.2a), particles were loosely poured upstream of the gate
slightly above the desired sediment height h0 . A concrete vibrator was then inserted at
several locations along the width and the length of the flume to pack the material. The
material was leveled at the desired height h0 by scraping the excess material with a flat
plate moving on a rail above the reservoir. In the variably saturated experimental cases
(Figure 3.2b), the same packing procedure was followed after adding water to the loose
material; the excess water was then drained to the desired water height hw = hs = h0 . In
the submerged experimental cases (Figure 3.2c), after packing the material following the
same procedure described above, the water was slowly raised to the desired water height
hw = 2hs . Neutrally buoyant Pliolite VTAC-L (by OMNOVA Solutions) were added to
the water prior to the run as seeding particles for the PIV analysis. A laser sheet parallel
and 1 cm away from the inside of the side wall was used in the submerged experimental
cases to illuminate Pliolite particles with the assumption that the flow is two-dimensional
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and that wall effects are negligible. The laser wavelength is 635 nm and its output power
is 1000 mW. The list of experiments used in this study are reported in Table 3.1.
According to Lauber and Hager (1998) and given the maximum dam-height
h0 = 0.4 m used in this study, the maximum removal time of the gate to make the
√ p
instantaneous dam-break assumption should be of at least tmax = 2 h0 /g = 0.285 s

with g = 9.81 m · s−2 . For the experiments here, the gate was pulled up at speeds

up to 8 m/s using a computer controlled weight drop mechanism. At this velocity,
the maximum removal time was 0.05 s which is enough to consider the dam-break as
p
instantaneous.
h0 /g is a characteristic time and non-dimensional time is defined as
p
T = t/ h0 /g.
1.83 m

0.59 m

High-speed cameras conﬁg. 1
High-speed cameras conﬁg. 2

0.2 m

30 cm

16.3 cm

7.3 cm

0.78 m
Laser sheet

14 cm

4.1 m

0.2 m

0.79 m

GATE

(1 cm from inside edge)

0.5 m

Flow direction

3.24 m

4.42 m

Figure 3.1: Top view of the experimental setup and camera arrangement
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upward moving gate

h0

z
x

(a) Dry
upward moving gate

h0

z
x

(b) Saturated
upward moving gate

hw
z

hs

x

(c) Submerged

Figure 3.2: Initial configuration of the dry, saturated, and submerged experimental
conditions
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Table 3.1: Matrix of submerged, variably saturated and dry experiments

Id.

a

Material

PIV Cameras
Configuration
(cf. Figure 3.2)

Framerate
(fps)

hw (cm)

hs (cm)

160708-01
160720-01
160824-01

PET
PET
PET

Config. 1
Config. 1
Config. 2

400
400
400

40
40
40

20
20
20

160721-01
160801-01
160802-01
160803-01

PET
PET
PET
PET

Config.
Config.
Config.
Config.

1
2
2
2

400
400
400
400

40
40
40
40

40
40
40
40

170703-01
170706-01
170801-01
170801-02
170802-01
170802-02
170802-03
170803-01
170803-02
171121-01
180416-01
180418-03
180514-01
180514-01

PET
PET
PET
PET
PET
PET
PET
PET
PET
Urea
CWS
CWS
Sand
Sand

Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.
Config.

2a
2a
2a
2a
2a
2a
2a
2a
2a
2a
2a
2a
2a
2a

200 USb , 400 DSc
200 USb , 400 DSc
400
400
400
400
400
400
400
400
400
400
400
400

0
0
0
0
0
0
0
0
0
0
0
0
0
0

40
40
30
30
20
20
20
40
40
40
40
30
30
40

Modified with one additional PIV camera upstream of the gate as described in Configuration 1
US = Upstream, DS = Downstream

b,c
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3.1.2

Granular material

Four different types of granular material were used in the experiments described
in this research study: Polyethylene terephtalate (PET) pellets, crushed walnut shells
(CWS), granular Urea-formaldehyde (Urea), and natural sand. These materials were
chosen in order to identify processes of dam-break events that can be influenced by
changes in their physical properties. Table 3.2 summarizes some of the properties of these
materials. Diameters d90 , d50 , d10 , and the mean nominal diameter dm were obtained from
sieve analysis. The internal angle of friction (angle of repose) φ was measured using
three different methods: The first method consisted in direct shear tests as defined in
the standard ASTM D3080 ASTM (2011); the second method is a gravity based method
(equilibrium slope method) where the material was poured in a small reservoir in a
rectangular channel behind a plate that was then slowly removed to let the material reach
its final slope that was then measured. The third method (linear fitted slope method)
consisted in measuring the slope of the material after it failed in the dry dam-break
experiments; only the linear portion of the profile located upstream is used to measure
the slope. The bed friction angle δ of these four materials were also measured as described
in Plüss (1987), S. Savage and Hutter (1991), Hutter et al. (1995), and Zhou, Ng, and
Qi Cheng Sun (2014). Similar dam-break experiments were performed with each granular
materials.
Direct Shear Tests
a summary of the tests that have been performed with the value of the angle of
internal friction φ is provided on the left-hand side of Table 3.3. The values independently
measured previously by observing directly the angle of repose after release of a given
amount of the granular material in a rectangular container and the value of the repose
angle observed after failure of the material in the dry dam-break experiments are also
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added on the right-hand side for comparison. The dash symbols “–” represent missing
values or tests that could not performed.
The different methods do not yield the same values of the angle of internal friction
for the same material. The direct shear test is especially different as the specimen are
under load to measure φ while the independent measurements and the estimate from the
dam-break experiment final profiles rely on a natural arrangement of particles rolling
on each other under the effect of gravity. Nevertheless, across all three methods, the
following order is always respected φPET < φSand < φUrea . The angle of repose for the
crushed walnut shells exhibits the widest range of variation as it spans over 10 ◦ (from
29 ◦ to 41.9 ◦ ).
Table 3.2: Granular materials properties

dm [mm]
d90 [mm]
d50 [mm]
d10 [mm]
Internal angle of friction (direct shear test) φ [◦ ]
Internal angle of friction (equilibrium slope) φ [◦ ]
Internal angle of friction (linear fitted slope) φ [◦ ]
Bed friction angle δ [◦ ]
Specific Gravity [–]
Bulk density (packed) ρb [kg/m3 ]
Hydraulic conductivity (packed) K [mm/s]
Porosity [–]
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PET

Crushed Walnut Shells

Urea

Sand

2.86
2.92
2.87
2.81
32.8
30.5
27.0
16.5
1.39
927
16.6
0.33

1.48
1.90
1.34
1.27
41.8
31.5
29.0
18.9
1.48
684
12.2
0.46

2.05
2.64
2.24
1.76
38.4
34.9
33.4
15.5
1.51
831
8.51
0.47

–
–
0.20
–
34.5
–
31.5
22.3
2.65
–
–
0.30

Table 3.3: Summary of results for angle of internal friction and cohesion estimated with
different methods
Shearbox
diameter (in)
(cm)
3.93 (9.98)
2.5 (6.35)

PET

Applied
Normal Stress σ
(tsf) (kPa)

Cohesionless
φ (◦ )

0.2, 0.6, 1 (19, 58, 97)
0.5, 1.5, 2 (48, 144, 239)

32.8
–

Mean
Urea

3.93 (9.98)
2.5 (6.35)

40.2
36.6

Sand

34.9
34.1

Mean
3.93 (9.98)
Walnut Shells 2.5 (6.35)

41.7
41.9

Mean

3.1.3

41.8

30.5

33.4

34.9

31.4

–

29.0

31.5

0.994
0.962

34.5
0.2, 0.6, 1 (19, 58, 97)
0.5, 1.5, 2 (48, 144, 239)

27.0
0.997
0.997

38.4
0.2, 0.6, 1 (19, 58, 97)
0.5, 1.5, 2 (48, 144, 239)

φ (◦ ) measured
independently

0.992
–

32.8
0.5, 1.5, 2 (48, 144, 239)
0.5, 1.5, 2 (48, 144, 239)

Mean
3.93 (9.98)
2.5 (6.35)

R2

Mean φ (◦ ) measured
from dam-break
experiments

0.998
0.992

Image processing methods for estimation of granular flow properties

Interface tracking
Threshold based edge detection techniques were used to automatically digitize
the free surface of the material and the air-water interface for some experiments. Manual
digitization was used when the automated method failed to identify the interface. Only
a subset of the recorded frames were selected for manual digitization. The free surface
profiles were digitized more frequently at the beginning when the free surface of the
flow changed significantly from one frame to another as well as at other instances when
the flow accelerated so that at all times the interpolated profiles between two manually
selected profiles remained representative of the observed free surface. A livewire tool
implemented in Matlab (Wuerslin 2017) based on an algorithm described in Mortensen
and Barrett (1995) was used for manual digitization of the interfaces. The profiles inbetween the manually selected profiles were linearly interpolated. The interpolation
procedure is described as follows:
• The two profiles were resampled such that they have the same number of nodes N.
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• Nodes from the two profiles were paired in the direction of the flow. The two profiles


are described by a set of coordinates xi1 , z1i i∈[1..N ] at time t1 and xi2 , z2i i∈[1..N ] at
time t2 .

• For the intermediate time t? such that t1 ≤ t? ≤ t2 , a weighing factor 0 ≤ ω =

t ? − t1
? , z?
1
is
defined
and
the
intermediate
coordinates
≤
x
i
i i ∈[1..N ] are defined as
t2−t1
xi? = (1 − ω ) xi1 + ωxi2 and zi? = (1 − ω )z1i + ωz2i .

To ensure that the profiles represented the flow correctly, a visual comparison of
the interpolated profiles to the original frames was performed. Otherwise, additional
profiles were manually selected and the procedure was repeated. In cartesian coordinates
with x being the longitudinal axis and x = 0 the position of the gate, the free profile is
described by

Flow rate



z FS = f ( x, t) where data points are available
+
∀( x, t) ∈ R × R ,

z FS =
0
elsewhere

(3.1)

The flow rate (per unit width) at a given section x was estimated by calculating
the difference of the area under each free surface profile upstream/downstream of a
given section x. Thus, the total volume upstream vUS and downstream vDS of a given
section x per unit width at a given time t assuming no losses of fluid upstream and
Rx
R +∞
downstream are given by vUS ( x, t) = −∞ z FS (ξ, t)dξ and vDS ( x, t) = x z FS (ξ, t)dξ.

Thus, the unit flow rate leaving (qUS ) and entering (qDS ) at the cross section x are
estimated by qUS ( x, t) = − ∂v∂tUS and qDS ( x, t) =

∂vDS
∂t .

This method is only valid when

the two-dimensional flow assumption can be made and would be inaccurate if the free
surface was highly irregular in the transversal direction.
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Particle Image Velocimetry
The fundamentals of Particle Image Velocimetry were laid out by Adrian (1984)
first analogically with double exposition photographs and then using cross-correlation
which was used in this study. A review of Particle Image Velocimetry can be found in
Raffel et al. (2018). Granular flow is particularly suitable for this technique since the
granular particles themselves act as the seeding particles; and therefore, no additional
seeding is required. The PIVlab Matlab toolbox written by Thielicke (2014) was used to
estimate the velocity fields of the two phases of the flow particles (default settings) and
water. The essential steps of the adaptation of this method are summarized below:
Image preparation and processing First, the raw frames were rectified for distortion
and vibration, and each frame was converted to gray values using Matlab’s rgb2gray
function. Then, a local contrast enhancement function based on histogram equalization
was applied on each frame with a local window size parameter of 50 pixels (Px). A
gaussian high pass filter was also applied to filter out low background variations and
to make the particles stand out. The cross-correlation algorithm was then applied
to successive pairs of frames to obtain a velocity field for this pair of frames. Lens
distortion was corrected using a method described by Proença (2009). Vibration errors
were corrected by tracking fixed markers placed on the walls and applying a sub-pixel
registration method based on Guizar-Sicairos et al. (2008). The cameras recorded at
either 200 frames per second (fps) or 400 fps depending on the cases. The acquisition
rate depends on the characteristic velocity of the flow and the size of the window; those
parameters are chosen such as for a given group of particles in two successive frames
they do not completely leave the interrogation window. A displacement of a quarter of
the window size is usually deemed appropriate as recommended by Keane and Adrian
(1991).
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Post-processing The measured vector fields were processed to remove outliers in the
data. Global and local filtering methods detailed in Thielicke and Stamhuis (2014) and
Westerweel and Scarano (2005) were used to remove or adjust velocity vectors with
extremely high velocity magnitudes compared to the rest of the flow. The transparent
acrylic wall induces a small parallax error due to light refraction which was also taken
into account to correct the position of the vector fields. After this step, the fields from
each camera were combined and linearly resampled on a uniform spatial grid covering
the entire domain.
In-situ estimation of hydraulic conductivity in a channel
Traditional methods to measure saturated hydraulic conductivity include the
constant and falling head methods as described in Klute (1965). This sort of method most
often requires collecting a sample of material to be tested in a lab in a process that could
disturb it. In-situ methods exist to measure hydraulic properties of natural aquifers exist
that involve digging wells and extracting cores of material and using various devices
developed for the field such as a Guelph Permeameter1 , a velocity permeameter, a disk
permeameter, or the double-tube method (see Reynolds and Elrick (1985) and Mohanty
et al. (1994) for a presentation and use of different field measurement techniques).
The experimental setup (Figure 3.2) used here can be used to perform an in-situ
estimation of the hydraulic conductivity of the granular material placed in the channel
without disturbing the material and using colored water in a steady-state. The saturated
hydraulic conductivity is estimated from the steady-state piezometric surface.
In the presented setup, granular material is poured and leveled at a height of 40 cm
in a 50 cm wide prismatic channel with transparent acrylic walls. In this experiment,
granular particles of urea (plastic) are used to create the medium, Table 3.2 summarizes
physical properties of this medium. The material is vertically contained upstream of
1 Manufactured under license by Soilmoisture Equipment Corp., Santa Barbara, California
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the channel by a grid mounted with a fine mesh such that water can freely infiltrate the
medium and seep out. Prior to the experiment, the channel is filled and drained a total of
seven times to facilitate the packing and settling of the particles.
The experiment began by maintaining a constant head in the upstream reservoir
so that water can infiltrate the medium. The system was then allowed to reach a steady
state. Blue dye was mixed in the reservoir upstream to reveal the saturated portion of
this laboratory unconfined aquifer. Manometers are evenly installed along the center line
of the channel in order to monitor the piezometric head in the channel.
The profile created by the blue dye contrasting with the rest of the medium is
manually selected using a livewire tool implemented in Matlab by Christian Wuerslin
based on an algorithm described in Mortensen and Barrett (1995) that relies on graph cut
segmentation.
The obtained profile is then fit to the Dupuit equation for the discharge in a
rectangular unconfined aquifer is to identify K:

q=



K
h2 ( x ) − h2r
2 ( xr − x )

(3.2)

Where hr and xr are a reference upstream head and location respectively and h( x )
is the head at location x. This equation implies that the Dupuit assumption is valid, i.e.
that the hydraulic gradient is small. Naturally, the value of the hydraulic conductivity
obtained using this method only applies to the undisturbed material, once the material is
disturbed the pore space volume changes and so does the value of K.
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3.2

3.2.1

results and discussion

Dry dam-break experiments

Description of the flow
The test section was long enough for the negative wave to reach the back-wall in
any of the runs performed with different materials and initial heights. Repeatability was
verified for all runs, by comparing the profiles of experiments using the same granular
material (see next section). The camera configuration is indicated as "configuration 2" in
Figure 3.1.
As soon as the gate was opened, a wedge of material collapsed. For urea, walnut
shells and sand, the moving mass of material broke into individual smaller failures. PET
failure occurred in a single large slump. The wave front progressed downstream under
gravity and inertia of the collapse, and came to a stop at some distance from the gate.
Typically, the flow continued upstream near the surface even after the wave front came
to a stop, especially in the case of the sand. This observation is of particular interest
as it illustrates that in order to properly model this phenomenon, a rheological model
should be able to capture local changes in flow regimes such as the µ( I ) model Forterre
and Pouliquen (2003). Upstream, the material failed along a plane with a slope steeper
than the slope corresponding to the angle of repose: the front part of the material moved
forward until all the kinetic energy was dissipated and the material came to a stop. At
the same time, the material upstream slowly adjusted to reach the angle of repose. The
time scale of the mechanisms of the downstream flow progression and the upstream
slope adjustment were different. Models that rely for example only on the Coulomb
friction force are not able to capture those phenomena Faccanoni and Mangeney (2013)
and Di Cristo, Vacca, et al. (2010). Figure 3.3 shows the final profiles of the the four
different materials. Such raw images may seem to feature lateral variations of the free
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surface along the width of the channel but this can be accounted for in two ways: the first
one is due to optical effects, when the camera’s optical axis was above the free surface of
the flow capturing portions of it that seemed “higher” than the one visible against the
wall; the second one is that there was indeed some lateral variation but was negligible
compared to the vertical and longitudinal variations of the flow.

10c
m

10c
m
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(b) Urea
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(c) Crushed walnut shells

(d) Sand

Figure 3.3: Final profiles after dry dam-break of PET, Urea, Walnut Shells, Sand with
h0 = 40 cm

Flow profiles and influence of the gate
Figure 3.4 shows the captured profile of one dam-break experiment for each of
the four different types of material given in Table 3.2 with initial heights h0 = 20 cm,
30 cm, 40 cm. Since the dimensionless profiles of the repeated experiments were in good
agreement, only one experiment for each type of material was shown for simplicity. The
coordinates are non-dimensionalized as follows: X = x tan φ/h0 , Z = z/h0 , and φ being
the repose angle of the material. As mentioned previously, time was normalized as
p
follow: T = t/ gh0 . By including the tan φ term in the proposed normalization method,
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the profiles are scaled horizontally. Assuming the profile upstream reaches the angle of
repose φ, the proposed normalization guarantees that

dZ
dX

= −1.

The proposed method of non-dimensionalization of the variables collapsed the
profiles for the PET, urea, and crushed walnut shells to on a single trend. For the sand on
the other hand, the negative and positive wave front does not progress as far compared to
the other materials. This indicates that parameters like the bulk and specific density of the
material as well as the bed friction angle should be included in the dimensional analysis
to take into account the influence of the granular medium on the final and intermediate
profiles of the flow.
Figure 3.5 shows that for normalized times T < 1 a smaller initial height (e.g.
h0 = 20 cm or 30 cm) the detected profile near the gate separated due to some particles
being entrained in the upward movement. This effect of the gate is nevertheless minimal
since the profiles, at all initial heights h0 , collapse for T > 1.
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(a) T = 1.5

(b) T = 2

(c) T = 3

(d) Final profiles

Figure 3.4: Normalized profiles from selected dry experiments for PET, Urea, Crushed
Walnut Shells, and Sand (φ from fitted slopes of final profiles)

(a) T = 0.3

(b) T = 1

Figure 3.5: Normalized profiles for dry-dam break experiments of PET at different initial
heights illustrating the effect of the removal of the gate (φ from fitted slopes of final
profiles)
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Positive and negative wave location
For the dry experiments, the free-surface profiles were used to track the position
of the positive and the negative wave front. It was assumed that the positive and negative
waves arrived at a given point when the free surface at first varied by more than 2% of h0 ;
i.e. the negative wave front was where the height of the free surface first receded to 98%
of h0 , and the positive wave front was where the height of the free surface first exceeded
2% of h0 .
Figure 3.6 shows the time variation of the positive and negative wave front positions
during the failure of the dry material (see Table 3.1). The experimental results obtained
in this study are compared to similar channelized experiments reported in Figure 7 of
Di Cristo, Leopardi, et al. (2010), and with the results of dam-break flow experiments in a
channelized reservoir and open flood plain reported in Yavuz Ozeren et al. (2014). The
analytical solution derived by Di Cristo, Vacca, et al. (2010) is also included in Figure 3.6
for each type of material.
Upon removal of the gate, the mobilized failure wedge essentially moved downward before it started progressing forward for all of the experiments. Then, the wave
front speed stayed constant until it slowed down and came to rest. In terms of negative
and positive wave front speeds, the experiments here seem to scale across different grain
sizes with the exception of the sand, for which final positions of the positive and negative
waves came to rest closer to the gate compared to the other experiments, as previously
observed by Di Cristo, Leopardi, et al. (2010). Even though the dimensionless negative
and positive wave speeds were similar, the negative wave retreat, and positive wave extent
were segregated. Internal friction angle is accounted for in the dimensional analysis but
the bed friction, granular material density and diameter, which may also be relevant in
the establishment of the final profile, are not included which shows that traditional or
the proposed method of non-dimensionalization are not enough to fully describe the
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evolution of the profiles for granular materials much different from one another in terms
of physical properties.
The analytical solution presented in Di Cristo, Vacca, et al. (2010) is depth-averaged
and thus only takes into account the horizontal component of the velocity. Therefore,
the analytical solutions in Figure 3.6, is shifted in normalized time compared to their
respective experiments in order to account for the lag due to the initial acceleration of
the failure wedge. Also note that t = 0 was chosen as the time when the gate first
started moving which may introduce additional lag when the compared to the analytical
solution. The lag was estimated by correlating the analytical solution with the detected
signal between 0 < T < 3 and shifting the solution by the time offset that provided the
maximum correlation. The resulting lags for PET, urea, crushed walnut shells, and sand
are respectively Tlag = 0.9, 0.8, 0.8, 1.
The analytical solutions of the positive wave front progressions are similar to that of
the experiments in Figure 3.6, although it fails to predict the final position of each material.
For example, the final position of PET predicted by the analytical solution is closer to
the gate than the experimentally observed final positions, and the analytical solution
for the sand overestimates the final position it observed during the experiments. The
measured negative waves are not well represented by the analytical solution in Di Cristo,
Vacca, et al. (2010). The analytical solution predicts negative wave retreat approximately
an order of magnitude greater than the observed retreat for all the materials tested in
the current study. Such analytical solutions fail to capture specific features of granular
flows. Numerical models that are able to take into account local properties of the flow
along the depth are necessary. Additionally, in Figure 3.6, a unique value of the angle of
internal friction φ was used for the horizontal scaling. In light of what will be discussed
in further details in Chapter 5 regarding variation of the material properties based on
loading history, an axis of research regarding the scaling of the flow profile and wave
positions would be to consider a variation of φ to represent this change.
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Figure 3.6: Position and arrival time of the positive and negative wave of different
materials (PET, Urea, Walnut Shells, Sand), and comparison with experimental results
from Di Cristo, Vacca, et al. (2010) and previous experiments with open flood plain after
the gate Yavuz Ozeren et al. 2014. φ from fitted slopes of final profiles
Volume and flow rate estimates
Figure 3.7a shows the cumulative volume gain downstream (dashed) and volume
loss upstream (solid) of the gate for the dam-break experiments of dry material with
Figure 3.7c being the ratio of those two quantities respectively. The cumulative volume
followed the same trend for all the materials with a steep increase in volume until the
flow came to a rest at an asymptotic value with the downstream volume gain always
exceeding the upstream volume loss. Here, the dilatancy, which is defined as the final
ratio of downstream volume gain to upstream volume loss, ranged between 12% to 18%
for all granular materials.
Figure 3.7b shows the normalized upstream and downstream volume flow rates
as described in section 3.1.3 from the same cases shown in Figure 3.7a. A high-pass
Butterworth filter of order 6 with a cutoff frequency of 1 Hz and with a sampling frequency
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of 200 Hz was applied to the unit volume estimates vUS ( x, t) and vDS ( x, t) to reduce the
noise in the signal. Then, the unit flow rates qUS and qDS as defined in section 3.1.3 were
calculated numerically by using a central difference scheme. The solid line shows the flow
rate estimate upstream of X = 0, and the dashed lines show the flow rate downstream
of X = 0. The reported flow rates upstream and downstream are non-dimensionalized
qDS ( x,t)
qUS ( x,t)
and QDS ( x, t) = √
.
using the dam-height as follows: QUS ( x, t) = √
3
3
gh0

gh0

In all cases, the flow rate increased and reached a peak at T ≈ 1 and then decreased
to a value close to 0 as the flow came to a rest. As visible in Figure 3.7d for T < 2, the
flow rate downstream was greater than the upstream flow rate. This was due to the fact
that as the material fails and transitions from packed to final position, the same amount
of material occupied a greater amount of volume.
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(a) Cumulated volume loss upstream VUS
(solid) and volume gain downstream VDS
(dashed)

(b) Flow rate upstream and downstream

(c) Ratio VDS /VUS of cumulated volume appearing downstream to the volume lost upstream

(d) Difference of volume change rate upstream and downstream

Figure 3.7: Cumulated volume (a), flow rate (b), downstream to upstream volume ratios
(c), difference of downstream to upstream flow rate (d) at cross-section X = x/h0 = 0 for
four chosen dry PET, Urea, CWS, and Sand dam-break experiments
Velocity fields measurements with PIV
For each of the fourteen dry cases, the dimensionless flow fields obtained from
PIV were resampled over the same grid and averaged. The granular experiments with
sand were not included in the averaging procedure, as it was previously shown that the
non-dimensionalized free-surface profiles of the sand followed a different trend compared
to the other materials, and also because the size of the grains of sand is too small for the
PIV analysis for the camera resolution available at the time. Figure 3.8 shows the averaged
√
√
p
and dimensionless velocity norm (left) U 2 + V 2 = u2 + v2 / gh0 where u and v are
the horizontal and vertical velocity respectively, and U and V are the non-dimensional
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counterparts. Figure 3.8 shows standard deviation of the norm expressed as a percentage
p
of the characteristic velocity gh0 (on the right hand side). The velocity field in Figure

3.8a shows that upon opening of the gate, the thin initial failure wedge slid over a steep
failure plane moving essentially downward. Forward motion is visible only at the lowest
part. Contrary to the variably saturated case, this material failure was the only mass
failure observed. While most of the failed material came to rest, a thin layer near the
free surface of the material continued to flow slowly while the rest of the material in
the reservoir remained undisturbed. (Figures 3.8g and 3.8h). The particles came to rest
at approximately T = 5. The sub-figures on the right hand side of Figure 3.8 (3.8b,
3.8d, 3.8f, 3.8h) show that the standard deviation of the velocity magnitude was 6% of
the characteristic velocity, except at the gate section and around the wave front, where
standard deviation was greater than 10%. The velocity field at the gate section was
approximated by interpolating between the upstream and downstream velocity fields,
which were measured separately during different runs. The values attributed to this
area are less reliable than where the material is immediately observable. PIV performed
poorly near the wave front where the flow depth was too shallow, and the flow itself was
close to the bed where the visibility was limited through the side wall. Small values of
standard deviation shown here indicate that for dry dam-break flow experiments, the nondimensionalized velocity fields did not deviate significantly from the ensemble average of
all the runs for various materials and initial heights. Local variations of velocity field still
exists especially for sand, which was considerably finer than that of the other materials
tested. To be able to detect particles, it is recommended to use a resolution that allows
each particle to be represented at least by 2 to 4 pixels in the digital image. Also, the high
density of particles requires a smaller time step between two frames and interrogation
window size for PIV. The lack of distinct particle patterns traveling inside an interrogation
window during a short amount of time results in noisy signal. Considerations on particle
size and resolution for PIV are given in Kähler and Scharnowski (2012).
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(a) T = 1.00

(b) T = 1.00

(c) T = 2.00

(d) T = 2.00

(e) T = 3.00

(f) T = 3.00

(g) T = 5.00

(h) T = 5.00

Figure 3.8: Averaged normalized (with X = x tan φ/h0 , φ from fitted slopes of final
profiles) velocity norm
p (left) and local standard deviation (expressed as a percentage of
reference velocity gh0 ) (right) of dry granular collapse experiments of PET, Urea, and
Walnut Shells
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3.2.2

Saturated dam-break experiments

Description of the flow
Water hw and sediment heights hs were equal for the variably saturated case i.e.
hw = hs = h0 = 0.4 m. In some cases, blue dye was added to the water to improve the
visibility of the water table through the side wall. Four high-speed cameras were placed
on either the upstream or downstream side of the gate during each experiment and used
for PIV measurements. Two high-speed cameras were placed on the opposite side of
the channel to track the free surface and the phreatic surface. When the PIV cameras
were on the upstream side (configuration 1 in Figure 3.1), the pixel (Px) resolution of
each camera was 1280 Px (vertical) by 500 Px (horizontal), covering an area of 43 cm by
17 cm with a 3 cm horizontal overlap, which corresponded to 3.203 × 10−4 m/Px spatial
resolution. When they were placed on the downstream side (configuration 2 in Figure
3.1), their pixel resolution was set to 640 Px by 1000 Px covering an area of 20 cm by 32 cm
with 2 cm overlap between the images, which corresponded to 3.243 × 10−4 m/Px spatial
resolution.
Saturating the granular material in the reservoir significantly changed dam-break
flow characteristics compared to the dry experiments. As soon as the gate was removed
and stopped opposing the lateral material pressure, the water table in the reservoir began
to drop, which presumably led to a negative pore pressure in the granular matrix with
matric suction contributing then to an increase in apparent cohesion of the material in
the unsaturated zone. A sequence of block failures was then observed (see Figures 3.9b
to 3.9c). The time scale of the porous flow and water table decline (minutes) was much
larger compared to the block failure time scale (seconds), see Figures 3.9e and 3.9f. Each
block failure pushed the granular matrix downstream forward in a slow and intermittent
creeping motion. After the block failures, water seeped through the failed material out
through the front face of the granular matrix. Let us note in Figures 3.9a 3.9c 3.9e the
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presence of vertical darker zones that seem to indicate areas of higher porosity similarly
to the ones observed where the material failed some of them indicates areas of shear and
local granular dilatancy while others (upstream of the vertical dark rectangle) were likely
caused by the concrete vibrator during the packing procedure before the experiment
when the vibrator came close to the wall but do not indicate a region of shear at the time
at which the image was captured.
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(f) Downstream T = 23.6

Figure 3.9: Global field of view of variably saturated case with PET showing block failures
and groundwater type flow occurring at different time scales

Tension cracks apparition
As the water table declined and water drained out of the material, the stability of
the granular material changed: the effective stress along the failure planes increased and
led to a succession of block failures. Figure 3.10 shows the geometry of all the observed
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failure planes for dam-break experiments of variably saturated PET pellets. This figure
shows a variation of the geometry of the failure planes: the first one can be assimilated to
a straight failure plane while the subsequent failures show a curve. The toe of the first
(1–3) failures was located near X = 0 while the latter failures (3–5) were more deeply
seated with a location of the toe in the [−0.6, −0.2] range; the third failure was a transition
between those two groups of failures. The geometry of the failure surface of a uniform
soil has extensively been studied before with the most common geometries observed to
be a planar, circular, log-spiral Terzaghi (1943), Hazari et al. (2020), and W. Chen and
Snitbhan (1975). Slope stability has also been studied by different versions of the method
of slices for arbitrarily defined failure surfaces Bishop (1955), Spencer (1967), Nilmar
Janbu (1973), and Morgenstern and Price (1967). These methods are static methods and
do not include dynamic forces in the equilibrium equations that they use.
In the variably saturated dam-break experiments the location of tension cracks
xcrack and time at which they occur tcrack and preceding block failures varied from one
experiment to another. Except on one occasion1 , each experiment featured four major
block failures. Particularly for the first two failures, it was observed that the failure planes
were in the same region. The fourth and fifth failures were also clustered in the same
region upstream of the gate while the third failure was observed at various locations
in-between.
Figure 3.11 presents the location and time of apparition of all the tension cracks
(one for each block failure) of four variably saturated experiments (namely 160721-01,
160801-01, 160802-01, and 160803-01). Results from two similar experiments with variably
saturated PET pellets carried out by Yavuz Ozeren et al. (2014) where the time and
position of tension cracks apparition were also recorded were included in the analysis.
These experiments of Yavuz Ozeren et al. (2014) were carried out in the same experimental
setup in an open floodplain contrary to the channelized experiments carried out in the
1 experiment identifier: 160802-01
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present research. The position and time of apparition of the tension cracks can still be
compared. Despite the variation from one experiment to another, a correlation is observed
between xcrack and tcrack given by the following linear relationship:

t
x
pcrack = −12.66 crack − 4.139
h0
h0 /g

(3.3)

2

R = 0.772

Equation (3.3) is then an empirical law of the “negative wave propagation” of the
block failures showing a propagation in the negative direction of the apparition of cracks
at a constant velocity, i.e. in terms of characteristic velocity and defining Xcrack = xcrack /h0
p
and Tcrack = tcrack / h0 /g:
dXcrack
dxcrack
1 p
1
gh0 ⇐⇒
≈ −0.08
=−
=−
dtcrack
12.66
dTcrack
12.66

(3.4)

Experiments show that the block failures do not continue indefinitely, this relationship then only holds in a range in the vicinity of −1.5 < Xcrack < −0.4.

160721_01_hw40_hs40
160801_01_hw40_hs40_blue
160802_01_hw40_hs40_blue
160803_01_hw40_hs40_blue

Figure 3.10: Geometry of failure planes of four different dam-break experiments of
variably saturated PET pellets
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160721_01_hw40_hs40
160801_01_hw40_hs40_blue
160802_01_hw40_hs40_blue
160803_01_hw40_hs40_blue
ozeren_01_hw30_hs30
ozeren_06_hw40_hs40

Figure 3.11: Position and arrival time of tension cracks for variably saturated dam-break
experiments of PET granular material. Data points from similar experiments carried out
in Yavuz Ozeren et al. (2014) are added in. Linear fit through data points
A better approach to fit an empirical law through those data points would be to
use a rational function of the form:

Tcrack = − T f

Xcrack
Xcrack − X0

(3.5)

where T f is a fit parameter related to some time scale and X0 is the asymptote of the
rational function and represents the furthest crack allowed as time increases. This model
can then take into account the fact that in a reservoir with a constant initial volume
of material and water the progressive failures eventually stop. Figure 3.12 shows the
same figure as above but with the rationa function fit with parameters T f = 11.9 and
X0 = −2.66. In this case
T f X0
dXcrack
=
2
dTcrack
T f + Tcrack
56

(3.6)

which shows that the rate of apparition of tension cracks is inversely proportional to the
square of T f + Tcrack . Meaning that as observed in the laboratory the frequency of tension
cracks apparition greatly reduces with time.

160721_01_hw40_hs40
160801_01_hw40_hs40_blue
160802_01_hw40_hs40_blue
160803_01_hw40_hs40_blue
ozeren_01_hw30_hs30
ozeren_06_hw40_hs40

Figure 3.12: Position and arrival time of tension cracks for variably saturated dam-break
experiments of PET granular material. Data points from similar experiments carried out
in Yavuz Ozeren et al. (2014) are added in. Rational function fit through data

Volume and flow rate estimates
For the variably saturated experiments, in addition to the free-surface profile of
the granular matrix, the water table was also tracked upstream and downstream of the
gate. The water table was revealed by coloring the water with blue dye as described
earlier, and tracked using an interface tracking method described in the Methodology
section. Comparison with direct piezometric head measurements carried out with urea in
steady conditions showed that, the interface visualized by the blue dye was located in
the unsaturated zone, several centimeters above the zero-pressure surface. The authors
believe that the visualized interface represents the top of the capillary fringe above the
water table.
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Figure 3.13: Cumulative volume gain (downstream) and loss (upstream) of the total
granular matrix of PET material and the saturated zone (seeping) (experiment id. 16080301)
Figure 3.13 shows the non-dimensionalized cumulative volume V̂ = A/h20 where
A refers to the area occupied by the pore water or granular matrix that was lost upstream
or accumulated downstream of the gate for the variably saturated experiment identified as
160803-01 in Table 3.1. The total upstream volume loss of granular matrix and downstream
volume gain had similar trends but the downstream volume was consistently larger than
the upstream volume, which indicates that the porosity of the loose material accumulated
downstream was greater than the initial porosity of the packed material. The disturbed
mixture expanded leading to an increased pore-space volume as in the dry experiments.
At T ≈ 24, the volume of granular matrix downstream of the gate was 39% greater
than the volume of granular matrix lost upstream while at the same time the water
volume downstream was 33% smaller than the lost water volume upstream. The watersaturated zone in Figure 3.13, shows that the upstream water loss was always greater than
the downstream water gain. This can be because of the increase in pore space volume
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Figure 3.14: Estimated discharge of granular matrix (PET) and water seeping lost upstream
and gained downstream with comparison with flow rate integrated from the PIV velocity
immediately after the gate
reduced the volume of saturated material and by a portion of the water seeping out of
the material at the bed, and which was not captured by the method. The slopes of the
cumulative volume curves are steeper at certain times (T ≈ 2.5; 7; 11) in Figure 3.13 due
to the sudden block failures during the flow.
The normalized unit flow rate Q̂ = q/

q

gh30 , was calculated by taking the time

derivative of the dimensionless cumulative volume plotted in Figure 3.13. A low pass
Butterworth filter of order 2 was applied to diminish the effects of the noise in the
cumulative volume time series. A filter of higher order allows a better control of the
cut-off frequency with a sharper transition between the range of passing frequencies
and the higher range of filtered out frequencies compared to a lower order filter. The
time series was sampled at f s = 20.2 Hz with a cutoff frequency (frequency at which the
amplitude is

√1 )
2

is f c = 0.25 Hz. Figure 3.14 shows the calculated normalized flow rate

per unit width for the same case. The peaks in the flow rate curves indicates individual
block failures. The first and the largest of these peaks is at T ≈ 3 which corresponds to the
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initial collapse, and the remaining peaks correspond to the subsequent smaller failures.
The estimated flow rates are compared with the flow rate obtained by integrating the
horizontal velocity field near the gate obtained from PIV analysis. The first peak of the
flow rate curve from PIV, Q PIV is observed slightly earlier (T = 2) than the ones obtained
from interface tracking (T ≈ 3), QUS and Q DS . The magnitude of the peak of Q PIV is
comparable to the magnitude of the QUS peak. For T > 4 the trend of the flow rate from
PIV is in agreement with the volume discharge from volume variations, in particular the
volume variations of the downstream water, the downstream granular matrix, and the
upstream granular matrix. Although the flow rate obtained from volume variation is
noisy due to numerical derivation it still provides values of flow rate similar in trend and
magnitude to the one obtained from PIV.
Figures 3.15 and 3.16 show the same respective volume and flow rate figures
for the four recorded variably saturated cases (namely 160721-01, 160801-01, 160802-01,
and 160803-01). Those figures show some variability in the measurements as expected,
although a degree of repeatability is particularly visible in the volume Figure 3.15
in the clustering of the granular mixture downstream volume gain, the seeping water
downstream volume gain, the upstream volume loss of granular mixture and the upstream
volume loss of seeping water. This clustering is harder to observe in the discharge Figure
3.16 as this quantity is obtained by the process of numerical derivation of the cumulative
volume quantities. A notable observation is the occurrence of the downstream granular
mixture flow rate at the same time T ≈ 3.
Note that the obtained volumes and discharges refer to bulk quantities integrated
over the whole area in the camera field of view. In reality, the porosity of the granular
matrix varies both in time and space. This was observed in all of the dam-break flow
experiments carried out at the laboratory, and will be discussed in the upcoming sections.
Dilatancy playing a major role in granular flow, interface tracking method offers a way to
estimate expansion of the granular material. The detection of the profiles was usually
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greatly improved by maintaining a good contrast between each phase with appropriate
lighting conditions.

Run: 160721_01_hw40_hs40
Run: 160801_01_hw40_hs40_blue
Run: 160802_01_hw40_hs40_blue
Run: 160803_01_hw40_hs40_blue
Upstream Volume Loss
Downstream Volume Gain
Water
Granular Mixture

Figure 3.15: Cumulative volume gain (downstream) and loss (upstream) of the total
granular matrix of PET material and the saturated zone (seeping) for four repeated
experiments)
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Figure 3.16: Estimated discharge of granular matrix (PET) and water seeping lost upstream
and gained downstream with comparison with flow rate integrated from the PIV velocity
immediately after the gate for four repeated experiments
Velocity fields measurements with PIV
Figure 3.17 shows the velocity and non-dimensional absolute vorticity fields in the
reservoir for one of the variably saturated experiments with PET pellets. Vorticity ω is
the measure of the local tendency of the flow to rotate. The mathematical definition of
vorticity is ω = ∂v/∂x − ∂u/∂z. Similarly its normalized version in non-dimensional units:
Ω = ∂V/∂X − ∂U/∂Z. Since the failure planes and times were unique for each run, the
velocity and vorticity fields of the different variably saturated cases were not overlayed or
averaged. Nevertheless, similar processes were observed from one experiment to another.
In comparison with the dry experiments, the failures were observed with longer intervals.
The first mass failure (Figure 3.17a) exhibits a planar failure while the subsequent failures
were rotational failures. Areas of zero vorticity and uniform velocity field indicate that
the failure blocks tend to have a rigid body type of motion. Additionally, Figures 3.17a,
3.17c, and 3.17d illustrate that as a material fails, the loss of lateral confining pressure
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allows for smaller failures of now exposed material upstream as visible in the apparition
of tension cracks and regions of higher vorticity upstream of the current failure surface.
The flow velocities of the variably saturated experiments were on average less than
that of the dry and submerged experiments presumably due to the presence of matric
suction increasing the amount of energy required to overcome the negative pressure
between the grains. Thus, the required camera frame rate was also relatively small.
A higher time step allowed to capture the flow over a longer period of time for the
available camera memory. PIV is a non-intrusive and efficient method to capture the
flow velocity field as long as certain flow characteristics are met in terms of particle size,
interrogation window size, and number of particles in that interrogation window. It is
noted that, only the particles against the transparent wall were captured; hence, it is
assumed that the velocities in the transverse direction are negligible, and the measured
flow field is representative for the whole cross-section. Future studies would benefit from
an additional camera pointing at the top surface of the failing material to validate this
assumption.
Dimensionless numbers
Using the obtained PIV data, dimensionless numbers can be computed as defined
in section 2.2 in particular the grain Reynolds number NRey (equation (2.2)) and the
modified Savage number NSav (equation (2.4)) as defined by R. M. Iverson (1997). Figure
3.18 shows NRey (left-hand side) and NSav (right-hand side) at four different times. As a
reminder the dimensionless numbers are expressed as: (assuming θ = 0)

NRey =
NSav =

ρ f γ̇d2
µf

(3.7)

ρs γ̇2 d2
ρs γ̇2 d2


=
ρs − ρ f gh cos θ tan φ
ρs − ρ f gh tan φ
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(3.8)

(a) T = 1.29

(b) T = 7.68

(c) T = 11.64

(d) T = 12.97

Figure 3.17: Absolute vorticity fields for a variably saturated case (160721-01) with PET
showing successive block failures upstream of the gate. X = x/h0
In both cases, the numbers mainly deviate from zero in the location of the failure
planes. In those location the grain Reynolds number become much greater than unity
which indicates that locally, the particle collision stresses dominate over the fluid viscous
effects. Even though the modified Savage number increases along the failure planes, its
value remains small (much less than 0.1, threshold determined by Zhou and Ng (2010)
for natural debris flows), which indicates that for this type of variably saturated flows
enduring contact friction stresses always dominate over collisional and inertial stresses.
One notable difference with the work of Zhou and Ng (2010) is that the dimensionless
numbers computed in their case refered to macroscopic values of natural flow events
while in the current case those numbers are computed using both macroscopic quantities
(h for the local flow depth) and local quantities (i.e. γ̇ the local shear rate).
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(a) T = 2.49

(b) T = 2.49

(c) T = 7.94

(d) T = 7.94

(e) T = 9.91

(f) T = 9.91

Figure 3.18: Grain Reynolds number and Modified Savage number
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3.2.3

Submerged dam-break experiments

Description of the flow
For submerged experiments, the height of the granular layer was set to hs = 20 cm
and water level was hw = 40 cm. The two phases of the flow, namely granular-water
mixture region, and upper water region, were clearly visible in the upstream reservoir at
the beginning. When the gate was pulled, the water layer moved faster than the granular
layer, collapsed downstream, and entrapped air in the mixed flow (Figure 3.19a). In the
early stages, the two layers of granular material and water were easily distinguishable
in the upstream reservoir (Figure 3.19b). The upper water layer moved at a relatively
higher velocity than the granular mixture layer below. Initially, the granular material
was mobilized gradually as bed load transport due to the increase shear between the
two layers. After several seconds, underwater mass failures were observed inside the
granular phase which initiated a plug flow as the mixture was pushed downstream.
Later (T > 8), as the water level above the granular layer decreased and the velocity
difference between the two phases increased, three-dimensional rotational structures and
Kevin-Helmoltz instabilities were observed (Figure 3.19c). As the mixing continued and
propagated upstream, the two phases became indistinguishable along the entire channel
(Figure 3.19d). Across the different runs of submerged experiments the location and
duration of the rotational structures were random in nature and could not be predicted,
the plug flow behind the gate was always observed.
The two phases of the submerged experiments
Granular water mixture and the upper water region, had different velocity scales
throughout the experiments. PIV analysis uses parameters that depend on the velocity
scale of each phase, which can be as much as an order of magnitude different. Interface
tracking was also used to separate the two phases of the flow when they were distin66
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Figure 3.19: Flow features in submerged cases (a) Positive dam-break wave crest entrapping air, T = 1.13; (b) two distinct layers, T = 8.2 upstream of the gate; (c) rotational
structure, T = 8.2 upstream of the gate (different run, rotating structures occasionally
forming); (d) mixing of water and granular particles, T = 14 downstream of the gate.
guishable. This interface was identified by a level threshold method as the top of the
area where the laser sheet illuminates the granular material. The value of that threshold
was found by trial and error. In some cases the same manual selection method described
in the Methodology section was used. Figure 3.20 shows an example of PIV analysis
applied separately on the water and granular mixture layers using two different sets of
parameters for the PIV (i.e. window size, overlap, number of passes). The top of the
granular layer illuminated by the laser was used to find an interface between the two
phases. This technique worked well at the beginning of the experiments, when the two
phases were distinct. When the two phases began mixing, the interface between the two
phases was lost, and the interface detection was no longer possible nor required see the
velocities are similar (see Figure 3.19d).
Velocity fields measurements with PIV
For submerged experiments, when the distinction of the upper water layer and
the lower granular layer was possible, the PIV analysis was subdivided into two separate
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Figure 3.20: PIV analysis on a water and granular layer separately (submerged case
160720-01 T = 8.17), the relative size of the vectors of the granular layer is four times
larger than the vectors of the water layer. The black line materializes the location where
the separation between the two layers is made.
regions. Each region had a set of PIV and post-processing settings adapted to their
characteristic velocity, which significantly varried among the two regions. This was
crucial when selecting the interrogation window size for the PIV analysis, because a
smaller interrogation window size offered a higher spatial resolution for the velocities.
Separating the analysis made the identification of outliers easier since the granular layer
typically had a narrower histogram of vector magnitudes, which was used to set the
upper and lower limits of the velocities for each layer, compared to the upper water layer.
Upper and lower velocity limit for each region were set accordingly. The output of the
PIV analysis of each phase was then resampled and combined into a single velocity field.
When the inter mixing of the two phases is too important and velocities increase only one
set of settings is used.
Figure 3.21 shows the horizontal velocity profiles in the reservoir normalized with
the local depth h (see Table 3.4) instead of initial water height h0 = 0.4 m at X = x/h0 =

−1.25, −1.00,−0.75, −0.50, −0.25, and −0.13, and at T = 0.74, 8.17, and 19.8 of a typical
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submerged experiment. Initially at T = 0.74 (Figure 3.21a) the flow started to accelerate
increasingly approaching the gate. The velocity in the granular layer increased from the
bottom of the channel to the interface between the two layers. At T = 8.17 (Figure 3.21b)
for X < −0.7 the granular layer was almost immobile up until the water-granular interface
p
while the water layer flowed at a maximum velocity close to 0.3 gh. For X > −0.75

the whole depth of granular material was mobilized with a linear velocity profile for
p
0 < Z < 0.2 and then at a constant velocity close to 0.3 gh. The water layer located at
Z ≈ 0.6 displayed an acceleration with a maximum velocity at a fraction between 0.75
p
and 1 of the local characteristic velocity gh. This plug flow is also visible in Figure
3.22. In between the two sections (X > −0.7 and X < −0.75), the velocity profile was in

transition; the granular material was immobile near the bed but accelerated for Z > 0.3
and the local maximum velocity exceeded the local characteristic velocity by as much as
30%. At this section a rotational structure was observed as visible in Figure 3.19c and in
the absolute vorticity field in Figure 3.22b. Rotational structures were not systematically
observed across all cases, but plug flow was always present. Later, at T = 19.8 the entirety
of the material was mobilized in a similar fashion, but the granular layer had a very small
velocity for Z < 0.3 compared to the rapidly flowing water layer with maximum velocities
p
p
between 1.2 gh and 1.5 gh. The measured profile the closest to the gate (X = −0.13)
p
showed a maximum local velocity slightly higher than 1.5 gh.
PIV was able to capture specific flow features of submerged granular flow. When

the two layers (or regions) of the flow were distinct, the separate velocity analysis was
applied on each of the layers. In the case of the water layer, proper seeding was essential.
Despite a specific gravity near unity, Pliolite particles were not homogeneously distributed:
preventing proper velocity analysis near the surface.
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Table 3.4: Local water depth h (m) for case 160708-01 (Figures 3.21 and 3.22)

T = t/

p

X0 = x/h0
h0 /g

0.74
8.17
19.8

-1.25

-1.00

-0.75

-0.5

-0.25

-0.13

0.392 0.390 0.385 0.376 0.366 0.373
0.237 0.208 0.180 0.178 0.188 0.179
0.127 0.130 0.125 0.126 0.118 0.113

(a) T = 0.74

(b) T = 8.17

(c) T = 19.8

Figure 3.21: Submerged case 160708-01: horizontal velocity profiles upstream of the gate
at three different times
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(a) T = 8.17

(b) T = 8.17

Figure 3.22: Normalized velocity norm (left) and absolute vorticity (right) for submerged
case (160708-01) with formation of plug flow behind the gate. X = x/h0

71

In-situ estimation of saturated hydraulic conductivity of urea

3.2.4

Table 3.5 summarizes the hydraulic head measured by the manometers including
the head in the reservoir. The water discharge was measured by collecting and weighing
water downstream of the channel in a given amount of time; the unit mass discharge was
q = ṁ/W = 0.728(39) kg · s−1 · m−1 , ṁ being the average mass discharge measured.
Table 3.5: Location of manometers and water head reading
Id.

1

2

3

4

5

6

7

8

x (m) −0.12 −0.42 −0.72 −1.02 −1.32 −1.62 −1.92 −2.22
measured head h(cm)
7.5
14.1 18.7 22.7
25.8 28.8
31.3
34.0

9 (reservoir)
-2.57
35.3

Figure 3.23 shows an overview of the experiment along with the position of the
manometers and the head measured; a fit of the pressure head profile to the Dupuit
equation with the hydraulic conductivity K as parameter and a spline fit of that same
profile.
The upstream grid generating some head loss between the reservoir and the
granular material, the reference head is chosen to be the one measured by manometer 8
(cf. Table 3.5) for the purpose of curve fitting. In this case, the slope of the profile can
approach 10% which makes the Dupuit assumption non-valid for this case, however, it
does provide an estimate for the in situ hydraulic conductivity i.e. K = 2.74 cm/s which
is much greater than the one previously measured in packed material using a constant
head method K (packed) = 0.851 cm · s−1 .
The height difference between the digitized profile materialized by the blue dye
and the spline curve fitted through the measured head is reported in Figure 3.24. That
height difference highlights the presence of a partially saturated capillary fringe above
the phreatic surface. That difference varies along the flume between 1.39 and 2.68 cm. It
is conjectured that the variation of the thickness of that capillary fringe is due to local
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0.45

Dupuit Fit q = 7.28E-04 m2/s, K = 2.74 cm/s
Spline fit
Measured pressure head
Water Air Interface

0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

-2

-1.5

-1

-0.5

0

Figure 3.23: Side view of the flume with pressure head surface and water-air interface
variations in packing with some uncertainty also being due to the manual digitization of
the profile.
0.03

Head difference between pressure surface and water-air interface

0.025

0.02

0.015

0.01

0.005

0

-2

-1.5

-1

-0.5

0

Figure 3.24: Height difference between the blue profile and the pressure head profile
This experiment allowed to investigate the use of dye to track the evolution of flow
inside an unconfined granular medium. It was shown that in the case of urea the dye
does not exactly highlight the piezometric surface but rather some area of the capillary
fringe. Future investigation would require measuring the "Soil Moisture Characteristic
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Curve" of this synthetic material in order to know at which level of saturation the location
of the dye corresponds to in order to have a better characterization of the unsaturated
zone of the medium.

3.3

summary

Chapter 3 presents a new experimental campaign of dam-break granular flows.
The setup used as well as the techniques developed to perform measurements and analyze
them are described.
The dam-break events featured here are not simulations of real natural events
that occurred but rather idealized dam-breaks with the assumption that the release of
the material is instantaneous. The experiments described here involve monodisperse
material with three levels of saturation. The results obtained from imaging techniques
are obtained through a transparent lateral wall which only allows for a two-dimensional
interpretation of the results. The two-dimensional assumption is reasonable for the dry
and variably saturated experiments but is only valid for the early phases of the submerged
experiments.
The measurements obtained allowed to extract whole flow results that scaled
properly using characteristic dimensionless groups. In the variably saturated case a
simple law describing the rate of progression of failure blocks is also derived from the
experimental data. An experiment where granular material was contained and water
allowed to flow through it in a steady regime is also presented; this experiment allowed
to do an in-situ estimate of hydraulic conductivity.
Data from this experimental campaign is used in the following chapter to consider
local properties of the flow as well as rheological parameters helpful to characterize
liquid-granular mixtures in particular in simulations which is explored in chapter 5.
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In the future, further experiments with varying particle size distributions should
be performed, in particular with very fine suspended sediment to better understand and
characterize natural granular flows. Marc et al. (2021) did a meta analysis of particle size
distributions of several studies including 17 sampled landslide grain size distribution
measured by the authors. In most cases, landslides are not well graded and the particle
characteristic diameters can span multiple orders of magnitude. In the present study, for
the variably saturated and submerged conditions, the liquid phase did not have any fine
sediments whereas outside of the laboratory, fine suspended sediments are present and
will modify the viscous properties of the liquid phase.
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R H E O L O G Y A N D L O C A L P R O P E RT I E S O F G R A N U L A R
M AT E R I A L D E R I V E D F R O M D A M - B R E A K

4

EXPERIMENTS

introduction

In chapter 3 the methods developed to gather and interpret experimental data
from dam-break experiments were presented. In this chapter, the data gathered were
used to provide additional results concerning granular-flow and its properties at a local
scale. A Principal Component Analysis (PCA) based method was used to determine
the position of the water table in the variably saturated dam-break experiments. This
method was calibrated using experiments where the water table, the granular surface,
the position on the longitudinal axis, and time elapsed since opening of the gate were
known. Given all the other parameters, the position of the water table was then estimated
in new experiments where it was not measured. This estimate was used in a “slope
stability” approach to study variably saturated experiments. Assuming a Mohr-Coulomb
law for the liquid-granular mixture, and knowing the geometry of the failure, the factor
of safety was computed for different values of the apparent internal angle of friction
φ and cohesion c. Pairs of φ and c values yielding a factor of safety close to unity are
potential candidates as rheological parameters of the failing material. These parameters
were searched both in a semi-exhaustive way and using an optimization method called
Particle Swarm Optimization. Data from PIV were used to estimate and include the
dynamic forces in the force balance equation which are typically neglected when solving
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the slope stability problem. An imaging method using transfer learning was devised to
estimate the apparent local particle count density for a specific kind of material as it is a
parameter that can be linked to packing efficiency.

4.1

4.1.1

methods of analysis of laboratory experimental data

Piezometric surface estimate with Principal Component Analysis (PCA)

PCA process
In the case of variably saturated dam-break experiments (Figure 3.2b), the position
of the water table was not always known unless dye was used to reveal it. Principal
Component Analysis (PCA) was used to estimate the position of the water table when
based on time, location and free surface profile position. PCA was formalized by Pearson
(1901) and named as such by Hotelling (1933). Given a collection of N points and p
variables the method performs, a coordinate transform into an orthonormal basis of p
new vectors. The variance of the points when projected on the ith principal component
is greater than when projected on the ith + 1 principal component such that the first
principal component accounts (explains) for the most variance in the data while the pth
explains for the least.
To estimate the water table position based on a selection set of parameters, PCA
was performed on experiments where all the relevant quantities were available. For the
purposes of this analysis, the variables used are defined in Table 4.1 below (with h0 the
initial dam-height, and g Earth’s gravity acceleration). It is intuitive to have the position
of the water table depend on position and time but less so on the position of the granular
surface. However, here, a dependence was observed due to the time scales at play where
water was transported with the granular matrix in particular during the block failures
which occurred at a time scale much shorter than that of groundwater flow.
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Table 4.1: Definition of variables used in the PCA
Physical quantity
Abscissa x [m]
Top of granular surface z g [m]
Water table position zw [m]
Time since initiation of failure t [s]

Non-dimensional
form

Mean

Zero-Mean
Adjusted

X = x/h0
Zg = z g /h0
Zw = zp
w /h0
T = t/ h0 /g

X0
Zg0
Zw0
T0

X̂ = X − X0
Ẑg = Zg − Zg0
Ẑw = Zw − Zw0
T̂ = T − T0

The PCA provides an orthonormal basis of R p (with p = 4) made of the vectors
u(k) (k ∈ [1..p]). The first p − 1 vectors are the orthonormal basis of an hyperplane


H p−1 = vect u(1) , . . . , u( p−1)
such that

R p = H p −1

⊥
M



vect u( p)

In simpler terms, assuming p = 4, the vector space R p where X̂, Ẑg , T̂, Ẑw



variables are defined can be decomposed into a hyperplane H p−1 of “best fit” through all
the observation points and an additional orthogonal axis defined by the unit vector u( p)
along which the variance in the data is minimized and can therefore be ignored.
Thus, given independent zero-mean adjusted measurements collected during a
? = Z? − Z
similar experiment with X̂, Ẑg , and T̂ known, there exists Ẑw
w0 such that
w

? ∈H
?
X̂, Ẑg , T̂, Ẑw
p−1 and Ẑw is the estimate of the zero-mean non-dimensional water

table position:
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X̂, Ẑg , T̂, Ẑw
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(4.1)

Thus, the estimated non dimensional water table position is given by:
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 0
 
?
Zw
= A−1 B ·  
0
 
 
1

(4.2)

This process can easily be generalized for any p available observations to have a
better informed estimate of the water table position.
Windowed PCA The performance of the above procedure depends on the selection of
data points used for the analysis. Instead of using the data obtained throughout the
entire duration of the experiments to compute the characteristics of H p−1 , the data was
segmented according to windows of time in order to make water table estimates using
data collected in the same time window rather than the whole experiment time duration.
The time windows have a size ∆T and overlapped each other. Choosing the overlap and
window size was achieved by trial and error. In the present work, a time window of
∆T = 0.25 and an overlap of 75% yielding satisfying results. The spatial resolution is
identical to the pixel size of the source images used to extract the profiles (see section
3.2.1).
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4.1.2

Slope stability

Derivations for Factor of Safety
The factor of safety is defined for slope stability problems as the ratio of resisting
forces or moments to driving forces or moments for a given geometry of failure. A slope
is said to be stable if the factor of safety is greater than unity. Several methods exist
to derive the factor of safety with varying assumptions for each, most of them use a
subdivision of the mass of material into slices and are generically referred as Method
of Slices. In this method the slope is divided into multiple slices; the forces acting on
each slice (self weight, bottom shear and normal load, inter-slice forces, effective water
pressure or other external loads) are used to establish the equilibrium equations of forces
and moments along with a closing relationship linking the shear and normal forces along
the base of the slice. Methods for solving the set of equations differ depending on the
complexity of the approach, all the way from direct analytical expression for the most
simple ones like the Fellenius method (also known as Ordinary Method or Swedish Circle
Method) to iterative methods like Bishop (1955))
Table 4.2 presents a non-exhaustive list of popular methods for computing the
factor of safety with a summary of the assumptions made by each method and the equilibrium conditions that are verified for each. For more in-depth reviews and comparisons
of the methods, the reader is referred to multiple studies found in the literature, e.g.:
Fredlund and Krahn (1977), Furuya (2004), and Aryal (2006). Commercial software have
been developed making use of those methods or using other numerical methods such as
finite difference or finite element methods, see John Krahn et al. (2004), SEEP/W (2005),
Rocscience (2010), and Plaxis (2004).
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Table 4.2: Comparison of slope stability analysis methods based on used forces and
moments equilibria, and assumptions regarding inter-slice forces (inspired from Fredlund
(1984))

Method

Fellenius

Forces
Forces
equilibrium equilibrium
normal to
parallel to
base of
base of
slice
slice

×

Simplified Bishop
(1955)

×

Spencer (1967)
Eric Spencer (1969)
Eric Spencer (1973)

×

Chugh (1982)

Simplified N. Janbu
(1954)

Generalized
Nilmar Janbu (1973)

×

×

×

×

×

Moments
equilibria

Failure
surface

Assumptions

×

Circular

Interslice forces
are neglected

×

Circular

Horizontal
interslice forces
only (no shear)

×

Circular
Log-spiral
Arbitrary

Interslice forces
have constant
slope

Arbitrary

Similar to
Spencer’s method
with dynamic
forces considered

Arbitrary

Horizontal
interslice forces
only, empirical
correction factor
to account for
shear

Arbitrary

Assumed line of
thrust defines the
location of the
interslice normal
force

×

×

×

Morgenstern and
Price (1967)

×

×

×

Arbitrary

Arbitrary
direction of
interslice forces
using arbitrary
function and
computing factor
λ f (x)

Fredlund and Krahn
(1977)

×

×

×

Arbitrary

Similar to
MorgensternPrice

× = Satisfied
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Method of slices: with and without acceleration

Figure 4.1: Forces acting on a slice of uniform material with a Mohr-Coulomb model for
failure. Figure courtesy of Zhu et al. (2005)

Figure 4.1 shows a typical slice with the equilibrium forces acting on it as defined
in Zhu et al. (2005), where an algorithm for computing the factor of safety using the
Morgenstern-Price method is defined and used in the work presented here. The i

th

slice,

with height hi , width bi , and basal slope αi is subject to a certain number of forces shown
in Figure 4.1: the self weight Wi ; the seismic force Kc Wi , where Kc is the horizontal seismic
coefficient; an external force Qi at an angle ωi with the vertical; the resultant water force
Ui = ui bi sec αi , where ui is the average water pressure; the effective normal force on the

base Ni0 ; the mobilized shear resistance Si = Ni0 tan φi0 + ci0 bi sec αi /Fs with φi0 the angle
of internal friction, ci0 the cohesion along the base, Fs the factor of safety; Ei and Ei−1
are the normal interslice forces acting on the left and right boundaries of the slice; λ f i Ei
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and λ f i−1 Ei−1 are the shear interslice forces, where λ is a scaling factor assumed to be
constant along the failure plane, and the ratio between the normal and shear interslice
forces is assumed to be described by the function λ f ( x ). The function f can have different
forms, existing choices include a scaled semi-period of a sinus function over the width of
the failure block or simply a constant unit value (which is the choice that has been made
in the present study).
The method can be simplified when applied to the experiment in this study, where
there are no external loads hence Qi = 0, ωi = 0; also, the horizontal seismic coefficient is
assumed to be null Kc = 0.
In this study, the slope of the water table is non-negligible, the equipotentials are
not vertical thus the average water pressure is defined as ui = ρw gzw,i cos2 β i to account
for this correction, with zw,i the height of the water table from the base of the slice i and
β i the local slope of the water table (see Hopkins et al. (1975)). However, negative pore
water pressure i.e. zw,i < 0, when the water table was below the base of the slice was
neglected as the water saturation curve of the material was not known.
Dynamic slope stability analysis When block failures initiate, the blocks move typically
as a rigid solid (see Figure 3.17). The algorithm described in Zhu et al. (2005) can then
be modified to take the acceleration of the slices in the force balance using D’Alembert’s
principle. Similar to the idea presented in Chugh (1982) for earthquake analysis, the slope
stability problem is considered as a static problem with the dynamic forces included in
the force balance. Similarly, in the present study, the same Morgenstern-Price method
algorithm described in Zhu et al. (2005) is used with dynamic forces included in the force
balance.
In the experiments presented in this study, the failure surface is identified when
the material starts moving, although the displacement is small, the acceleration is then
non-zero, and dynamic forces can then be included in the force balance. The influence
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of the dynamic term will later be determined in the results section when applied to the
block failures observed in the laboratory.
When the velocity field is measured using PIV the mixture acceleration needs to
be computed from those measurements. The scheme used is described in Dabiri et al.
(2014). The material acceleration is derived from two sequential velocity fields captured
at two times t1 and t2 as:

uPIV xia , t2 − uPIV (xi , t1 )
Du
(x , t1 ) ≈
Dt i
t2 − t1

(4.3)

where:

xia

≈ xi +



uPIV (xi , t1 ) + uPIV (xi , t2 )
2



( t2 − t1 )

(4.4)

is the position of the fluid particles at grid point xi after being advected by the velocity
field during the time period ∆t = t2 − t1 . uPIV is the PIV velocity field obtained and
defined for each grid point xi at times t1 and t2 . Equation (4.4) is akin to a Crank and
Nicolson (1947) scheme for the particle positions.
Once the acceleration field is computed, the mean horizontal and vertical acceleration Ẍi and Z̈i can be computed for each slice i in the slope stability method as defined in
Zhu et al. (2005). Each slice has a mass mi defined as the sum of the mass of the granular
matrix and the mass of the water present in the pore spaces if any.
With these mean horizontal and vertical slice acceleration the algorithm given
given in Zhu et al. (2005) can easily be updated by rewriting the equilibrium equations
by including the dynamic forces just by operating the following substitutions in the
equations:

Kc Wi ←− Kc Wi − mi Ẍi
Wi ←− Wi − mi Z̈i
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(4.5)

4.1.3

Local area-averaged particle count density estimation

Filtering and thresholding: particle count method
A local, area-averaged particle count density was obtained by counting the particles
in a given window of interrogation. Similarly to the PIV analysis, the image was divided
into multiple overlapping windows of interrogations on which the counting procedure
was applied to generate a global density field. Figure 4.2 summarizes the process applied
to count the particles. First, the Matlab adapthisteq function uniformly equalized the
histogram of each of the three red, green and blue channels (Figure 4.2b); the image was
then converted to gray values using the rgb2gray function (Figure 4.2c); a Butterworth
band pass filter centered on a user specified frequency Dc being the characteristic particle
size with a half bandwidth s was applied to the image (Figure 4.2d); finally, a peak finding
algorithm where each pixel was compared to its immediate neighbors was applied (Figure
4.2e). The Butterworth band-pass filter (product of a low pass and a high pass) of order n
is defined as:



H (l, m) = 1 −

where D (l, m) =

√

1+

√

 



1
1
 


2n  · 
√

2n 
D (l,m)
D (l,m)
2−1
1+
2−1
Dc − s
Dc + s

(4.6)

l 2 + m2 in the frequency domain. The specific value of Dc and s used

in this study were equal to 8 Px and 2 Px, respectively. Thus, the particles were expected
to be detected in the range [ Dc − s, Dc + s]. Those parameters values were manually
tuned to maximize the number of detections in representative test images. Among the
peaks found in the final step, if two peaks were closer than half of the mean particle
diameter Dc , the peak with the lowest peak value was discarded . The final areal density
A g was obtained by dividing the number of detected particles Np in the window by the
area of the window (of width W and height H): A g =

Np
( H ×Ws2c )

(where sc is the meters

per pixel scaling factor). In this study H = W = 100 Px was chosen as a suitable window
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(a)

(b)

(c)

(d)

(e)

Figure 4.2: Grain counting workflow. (a) Original; (b) RGB Histogram equalization of
each layer; (c) Converting to gray scale; (d) Butterworth band-pass filtering; (e) Peak
finding and closeness filtering
size to have a resolution comparable to that of the PIV measurements as well as a robust
and cost efficient particle detection method.
Detected particles lying on the edge of the image were counted as a half particle.
In order to estimate the number of half particles to be removed from the total count
in each window, the initial total number of detected particles was divided by the total
number of pixels in the frame to obtain an estimate of the number of particles per pixel.
Then, a band around the image of width Dc /2, with Dc being an estimate of the diameter
of particles, was defined, and the total number of pixels in that band was multiplied by
the number of particles per pixel obtained in order to give an estimate of the number of
particles laying on the edge of the image. That number was removed from the initial total
count.
Deep learning and transfer learning particle count method
Transfer learning consists of taking an already trained neural network in order to
modify the last few layers and retrain the corresponding weights on specific data that
the original network was not trained on. This method takes advantage of the fact that
some networks retain the learned ability to identify shapes and other features in the
input while providing an output adapted to the current problem. GoogLeNet (Szegedy
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et al. 2015) is a convolutional network that is 22 layers deep that has been trained on the
ImageNet (Deng et al. 2009) data-set1 .
GoogLeNet is trained to recognize shapes and classify them. Here we turn the
last two classifying layers into a fully connected layer with a scalar output for regression.
The weights of the first 20 layers were frozen to preserve the ability of the network
to detect shapes and patterns. The network was then retrained on images containing
particles counted by hand. By freezing the first 20 layers, the training of the network
was achieved in a matter of hours on a CPU. GoogLeNet only accepts single channel
(grayscale) 224-by-224 pixel images. Therefore, the set of images used for training in this
study had to be resized to match this required resolution. An assessment of the efficiency
of the various particle counting methods developed in this study is given in Appendix B.
Particle Swarm Optimization
Particle Swarm Optimization is an optimization algorithm inspired by the natural
world in the behavior of bird flock or fish school. A problem is optimized by assigning a
set of particles to the problem, each particle being a candidate solution. These particles
move on the search space to find the optimal solution. The movement of the particles
is governed by updating their “position” and “velocity” according to their individual
best known position and the position of other particles in the search space. One of the
advantages of this method is that it does not require computing the derivatives of the
objective function.
The specific implementation of this algorithm used in this study is the Matlab
function particleswarm developed by MathWorks according to Kennedy and Eberhart
(1995) using modifications suggested in Mezura-Montes and Coello (2011) and Pedersen
(2010). It is used to find pairs of apparent cohesion and internal angle of friction that
1 over 14 million images for 1000 object categories
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would yield a value of the factor of safety FS = 1 indicating that failure conditions are
met.

4.2

4.2.1

results and discussion

Assessment of water table estimation with PCA

The performance of the water table position estimation technique was tested on
the three variably saturated dam-break experiments with PET where the granular and
water tables were available namely 160801-01, 160802-01, and 160803-01 (cf. Table 3.1). In
order to test the method, the PCA was successively performed on the data from pairs
of experiments (160802-01, 160803-01) and compared against the measurement from the
remaining one (160801-01).
Figure 4.3 shows the comparison of the estimated position of the water table (blue)
in the particular case where the windowed PCA was performed on data from experiments
160802-01 and 160803-01 with a window size of non-dimensional time ∆T = 0.25 and an
overlap of 75% against the observed water table of the 160801-01 experiment.
We see that the observed water table is “smoother” than the estimated one overall
while the shape of the estimated surface is mostly driven by the geometry of the free
granular surface. The smoothness of the profile can be understood by looking at the
simplified model of the one-dimensional unsteady groundwater flow model for an
unconfined aquifer:

∂h
K ∂
=
∂t
µ ∂x



∂h
h
∂x



(4.7)

where h is the head, K the hydraulic conductivity and µ the interstitial fluid viscosity.
The equation above, is isotropic and homogeneous. Dupuit’s assumption can be made
assuming no vertical accelerations. The above equation is a form of the diffusion equation:
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∂ϕ(r, t)
= ∇ · [ D ( ϕ, r)∇ ϕ(r, t)]
∂t

(4.8)

where ϕ is a scalar function, r is the position vector, and D ( ϕ, r) is the diffusion coefficient.
One of the properties of the solutions of this equation is that local maxima and local
minima are gradually smoothed out and filled in respectively over time leading to an
overall smoother solution as time passes.
Figure 4.4 displays the Root Mean-Squared Error (RMSE) (Figure 4.4a) with
respect to time with the distinction between total, upstream, and downstream RMSE.
An important observation is that the biggest source of error is downstream during the
first failure while the upstream error is smaller than 3% of h0 for T < 5. For T > 5 the
total error slightly increases but does not go higher than 5%. The absolute error map
(Figure 4.4b) confirms these observations with the maximum amount of error located
in the neighborhood of X = 0 and near the front tip for T < 5. Within this error, PCA
can provide a useful estimate of the position of the water table in similar cases where it
cannot be measured.
Measured Water Table

Measured Water Table

(a) T = 2

(b) T = 5
Measured

Measured

(c) T = 10

(d) T = 20

Figure 4.3: Comparison of water profiles estimated from PCA computed on 160802-01,
160803-01 against the measured profile of 160801-01
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(a) RMSE

(b) Absolute Error

Figure 4.4: Absolute Error and Root Mean Square Error (RMSE) (both as a percentage
of h0 ) upstream and downstream of water profiles estimated from PCA computed on
160802-01, 160803-01 against the measured profile of 160801-01
4.2.2

Inverse problem: estimation of rheological parameters of variably saturated granular
material

Using the PCA procedure described in section 4.1.2 it is possible to estimate
rheological parameters of the variably saturated medium. Here, an estimation of the
position of the water table using the velocity field measured with PIV, was made at the
time of failure knowing the geometry of the failure surface. A map of the factor of safety
FS was built for different pairs of apparent cohesion c and apparent internal angle of
friction φ assuming the material obeys a Mohr-Coulomb rheological law along the failure
plane:

τ = σ tan φ + c

(4.9)

In the present study, it is assumed that at the time of failure the factor of safety is
near unity (equal or slightly less than one) as the resisting forces cannot overcome the
driving forces anymore. The material and failure surface geometries were collected from
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the experimental data. When not available, the position of the ground water table was
estimated using the PCA method described in section 4.1.1.
Figure 4.5 shows the mean factor of safety map for an exhaustive search for (c, φ)
pairs for a selection of times around the second massive failure of variably saturated
experiment 160721-01 and a fixed number of slices of 25. Using this map, it was then
possible to identify a contour FS = 1 where candidates for the parameters of the MohrCoulomb model for the partially saturated failing material were identified. In the upper
left corner of the two factor of safety maps we see that the algorithm failed to converge,
this area corresponds to a high friction low cohesion material which is inconsistent with
the apparent behavior of the partially saturated material which exhibited properties of
apparent cohesion.
Computations with and without taking into account the dynamics of the slices
were performed. A very similar locus of the FS = 1 contour is observed as visible in
Figures 4.5a and 4.5b. Computations with dynamics taken into account imply that for
a candidate apparent cohesion c the corresponding apparent internal friction angle φ is
lower than in the case without dynamic forces considered although not by a considerable
amount to necessarily require the inclusion of dynamic forces in this type of analysis. The
range of apparent cohesion c found is characteristic of very soft and loose soils; standard
values of c are typically given in kilopascals and values of apparent cohesion between 0
and 5 kPa are characteristic of materials such as soft clays, silty clays, loose sandy silts
and gravelly sands (Standard (2002)).
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Figure 4.5: Exhaustive computation of the mean factor of safety (FS) for pairs of apparent
cohesion c and apparent internal angle of friction φ for the second block failure of variably
saturated case 160721-01 at normalized time T = 6.96, 6.97, 7, 7.16
Particle Swarm Optimization
In the present case, the search was restricted to a search window 25 ≤ φ ≤ 41 (in
degrees), 190 ≤ c ≤ 600 (in Pascals) with a swarm of 100 particles. The objective function
for a given set of failure and top surface geometries, material properties and water table
was the following:

f PSO : (c, φ) 7→ ( FS − 1)2

(4.10)

This function is minimized when FS tends towards 1. In this study, the algorithm then,
sought minimization parameters (c, φ) for the Mohr-Coulomb model consistent with the
observed behavior of the failing material. Figure 4.6 shows the result of the optimization
algorithm identifying the model parameters at T = 6.96, 6.97, 7, 7.16 (which correspond
to the time where the second block failure started to initiate) for variably saturated case
160721-01 in the form of box plots as a function of the number of slices. Those instants
were manually selected as the failure plane is just starting to form and the block is starting
to move and show early signs of failures. In reality the exact value of FS is not known but
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by choosing those times where failure is just starting to be initiated it is the assumption
that is being made.
Note for both φ and c, an increasing number of slices did not imply a convergence
of the parameters as the difference between minimum and maximum values for each
of the four times considered did not reduce. Results for the apparent angle of internal
friction φ were spread out over the whole range of the search area with a median value
located in the [25◦ , 34◦ ] degrees range (see Figure 4.6a). Values of the apparent cohesion c
showed less variance than φ with a slight downward trend of the median value as the
number of slices increases with values in the [312, 416] Pa range (see Figure 4.6b). Those
values are consistent with the values corresponding to the ones on the FS = 1 contour in
Figure 4.5.
Figure 4.7 shows the results of the Particle Swarm Optimization for different
number of slices with the addition of the dynamic forces on each slice obtained from
PIV in the computation. For the same four times as the case without the dynamic forces:
the results obtained were similar. The median value remained in the [36◦ , 38◦ ] for the
four numbers of slices selected namely 12, 25, 50, and 75 (see Figure 4.7a). Including
the dynamic forces seemed to yield a higher median value of the angle of friction than
the method without. The opposite effect was observed on the apparent cohesion (see
Figure 4.7b), i.e. including the dynamic forces seemed to lower the estimated value of the
cohesion compared to the computation without them. For the same number of slices, not
including the dynamic forces yielded median values of c in the [350, 420] Pa range while
including them lowered them to the [300, 360] Pa range.
The amount of moisture present has been observed to influence the behavior of
the material, the present results indicate that for PET, the apparent internal angle of
friction of the material in variably saturated dam-break experiments is higher than the
one measured for the dry material (between 27◦ and 32.8◦ depending on the methods,
see Table 3.2).
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The influence of moisture on granular material has been studied before with
similar results. Srivastava et al. (1993) described that the apparent internal friction in soil
with pure sliding action first increased with moisture content due to adhesion effects
and then decreases as the moisture film then starts acting as a lubricant. Karimi et al.
(2009) observed an increase in apparent internal angle of friction of wheat based granular
material as moisture increases. Unuigbe et al. (2013) drew the same conclusions as Karimi
et al. (2009) regarding the internal angle of friction as a function of moisture for the
Dika-nut (wild mango tree) seeds. X. Chen et al. (2018) observed a similar behavior with
straw, but only a quasi constant angle of friction for a blend of straw and pulverized dry
coal in the range of moisture content considered. Also, Pei-yong and Chao (2016), when
studying unsaturated sands, observed an inverted v-shaped curve of the total shear stress
reaching a maximum at 15% water content. The angle of internal friction is monotonically
decreasing from 30◦ at 10% saturation to 27.8◦ at 20% saturation.
Compared to other solid materials such as metals, bone, plastics and glass, the
properties of granular soils and materials typically present significantly more variability
(see Ameratunga et al. (2016)). The method presented here yields values of c and φ for
the studied material within the range of values of similar granular materials using only
photogrammetry.
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Figure 4.6: Result of the minimization of f PSO : box plot for apparent internal angle
of friction, φ (a) and apparent cohesion, c (b) for the second block failure of variably
saturated case 160721-01 at normalized time T = 6.96, 6.97, 7, 7.16
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Figure 4.7: Result of the minimization of f PSO : box plot for apparent internal angle
of friction, φ (a) and apparent cohesion, c (b) for the second block failure of variably
saturated case 160721-01 at normalized time T = 6.96, 6.97, 7, 7.16. The dynamic forces
are included
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4.2.3

Use of the deep learning counting method for variably saturated dam-break

The deep learning method developed above is used on variably saturated cases
captured upstream and downstream of the gate at T = 21, and the result is shown in
Figure 4.8. The network was trained on samples taken from upstream frames and is able
to show that the local particle density decreases mainly along the failure plane and is
near homogeneous elsewhere. The average particle density upstream is 9.5 particles per
cm2 , while downstream of the gate the average density is 4.7 particles per cm2 . Although
the frames downstream were captured under different lighting conditions and with the
presence of blue dye that could result in detection bias, the lower density is also due to
the fact that the material transitions from a packed to a looser configuration. Another
network for downstream data should preferably be trained in a future study to remove

Particles per cm2

some of that bias.

Figure 4.8: Number of particles per square centimeter estimated using Deep Learning at
T = 21

Figure 4.9 shows for different times the failing material on the left hand side (color
coded depending on the ( x, z) coordinates and color saturation a function of the effective
strain rate computed from PIV) and the effective strain rate as a function of the local
particle count on the right hand side. The majority of the undisturbed material remains
at a high particle count density near 15 particles per square centimeter. As the effective
strain rate increases (along the failure planes), the local particle count density decreases
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to as low as the [5, 10] particles per cm2 range, where high shear is present including
at the bed near the position of the gate x = 0 (see the translation of the light blue color
coded points in the scatter plot from, Figure 4.9a through Figure 4.9d).
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(a) T = 2

(b) T = 4

(c) T = 8

Figure 4.9: Strain rate and particle count density relationship for variably saturated case
160721-01
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(d) T = 10

Figure 4.9: Strain rate and particle count density relationship for variably saturated case
160721-01 (Continued)
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4.3

summary

In this chapter, methods to determine in situ properties of the flow and material were implemented. An inverse slope stability problem was formulated to assign
Mohr-Coulomb parameters (c, φ) to the saturated and partially saturated PET material.
A method to estimate the location of the water table during the collapse of variably saturated PET was described using the X and T variables along with the profile of the solid
phase. A deep learning method was implemented in MATLAB using transfer learning to
estimate the local grain density visible near the wall, the training and validation sets were
constructed using a crowd sourcing approach where volunteers would manually count
visible particles in given windows of interrogations. The deep learning method performed
better than traditional particle detection algorithms by a significant margin. The network
trained on the upstream data was used with some reserve on the downstream data as
the lighting conditions are different and blue dye was used. The neural network was
used to show that a negative correlation between effective strain rate and local particle
grain count. Material characterization methods often require the collection of a sample,
in this chapter in situ techniques are used to estimate material properties that do not
disturb the flow. In the next chapter, further research and discussion on requirements of
constitutive models and the appropriate parameters to capture granular dam-break flow
features using numerical methods were carried out.
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NUMERICAL MODELING OF DAM-BREAK OF

5

G R A N U L A R M AT E R I A L S

introduction

In this chapter, laboratory dam-break experiments are simulated using numerical
models based on the Material Point Method (MPM). By carrying out numerical simulations physical properties of the flow that are otherwise not easily accessible in the
laboratory can be assessed. In this chapter a particular attention will be paid to the
constitutive models and different formulations of MPM and in what way they are able
to capture the different failure processes observed in the laboratory experiments. Some
of the dam-break experiments described in this study have previously been numerically
modeled by Pophet (2019) where the author used interFoam and porousMixtureInterFoam
(two OpenFOAM modules) to model dry and variably saturated cases. The author
implemented two modules in OpenFOAM: one with a constant friction Coulomb-type
model and another with a µ( I ) rheology model for the dry cases that performed well. For
the variably saturated case, the author used a Mohr-Coulomb constitutive model with a
constant angle of internal friction and cohesion.
In this research, the Anura3D software was used to simulate granular dam-break
experiments relying on the Material Point Method (MPM). Anura3D was released under
an open-source license on Friday May 30th , 2021. Some of the main references on this
software and the material point method are taken from The material point method for
geotechnical engineering: a practical guide by Fern, Rohe, et al. (2019) and the Scientific
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Manual (available on the Anura3D website www.anura3d.com) along with publications
and papers written by members of the Anura3D research community.
MPM is particularly suitable to model large deformation and soil-water-structure
interaction. Compared to other particle methods, such as Smoothed Particle Hydrodynamics, the implementation of boundary conditions is simplified as they can be specified
on the background mesh rather than the particles themselves. MPM allows for different
formulations to model mixtures of granular material and water, including formulations
where the two phases are represented by each point, and models where the two phases
are represented by two sets of points.
The dry and variably saturated cases described in Chapter 3 will be considered.
The experimental data will be compared with simulated results in order to identify
adequate simulation parameters for the various types of flow considered. The sensitivity
of MPM to various simulation parameters such as the mesh size, the number of particles
used, the material constitutive parameters, the friction with the bed, or other specified
calculation parameters will be assessed.

Material Point Method: General Framework

The basic idea of MPM first formulated by Sulsky et al. (1994) is to discretize a
continuum medium into a set of material points (MPs) that represent a portion of the
medium and carry its local properties such as mass, velocities, stresses, strains, and other
relevant variables. Throughout the computation, the position of the MPs is updated to
represent how the continuum is deforming, thus providing a Lagrangian description of
the system. This step is followed by a computational step during which the information
carried by the MPs is mapped onto the nodes of a background mesh. The discretized
equations are then solved on the computational mesh akin to a traditional Finite Element
Method (FEM); the primary unknown variables are the nodal accelerations from which the
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velocity and position of the MPs are derived. The updated variables are then transferred
back to the MPs where the stresses and strains are computed. The positions of the
MPs is subsequently updated and the mesh is redefined or simply reset, which avoids
problems of mesh distorsion typical of FEM. MPM facilitates the specification of boundary
conditions either on the nodes of the mesh, for example to prevent displacement, or on
the MPs themselves to impose a velocity field on the medium.
MPM has been used to study the behavior of dry granular materials. Ceccato
(2017) studied the run-out of sand along a slope transitioning into a steep adverse slope
using a 3D formulation of MPM. Gabrieli and Ceccato (2016) compared MPM and a
Discrete Element Method (DEM) to model the granular mass flowing along a slope of
varying angle impacting a rigid wall, they found that qualitatively the two methods were
similar but that the obtained force values were different giving the advantage to the DEM
although more costly recommending future work on constitutive relationships used in
MPM. Cone Penetration Tests (CPT) are quite common in the geotechnical field, Martinelli
and Galavi (2021) took advantage of the abilities of MPM to model large deformations to
perform a full simulation of CPTs.

Drawbacks of the Material Point Method

Although MPM is a very attractive numerical option for certain types of cases,
particularly for large-scale deformations where the numerical problems of mesh distortion
are eliminated, MPM still presents undesirable drawbacks. Generally, MPM is more
computationally expensive than FEM as at every step, in addition to the points carrying
the data, the mesh needs to be reset and reinitialized. Other issues that have been
observed in the simulations shown in this chapter exist such as cell-crossing or volumetric
locking. Cell-crossing occurs when a point with its representative volume crosses the
edge of a cell. Similarly to FEM, class C0 shape functions are used, which by definition
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are continuous but their derivatives are not. When this crossing happens, quantities
relying on derivatives will be incorrectly evaluated and insert noise into the solution of
quantities such as stresses and strains. Increasing the number of points per element is one
strategy that has been used to remedy this effect (as each particle individual volume will
be smaller and will reduce the likelihood of cell crossing, but it is not a foolproof method
and increases the computational resources needed). Volumetric locking is a problem that
occurs when dealing with incompressible or weakly compressible materials that will resist
volume change leading to an overly stiff response. Combining the use of such materials
with the use of low-order mesh elements in MPM, the number of constraints inside an
element are sometimes greater than the number of degrees of freedoms allowed by the
elements. Cell-crossing and volumetric locking often result in checkerboard patterns in
gradient quantities, particularly for the mean stress. These undesirable effects are at the
origin of multiple mitigation efforts such as those of Coombs et al. (2018), or even more
recently Wang et al. (2021) and Wilson et al. (2021).

5.1

dry granular flow simulations

In this section, simulations of dry dam-break experiments performed with Anura3D
are presented. A more detailed overview of the implementation of MPM for dry granular material can be found in Appendix C. Then, the influence of different calculation
parameters such as mesh size, time step, number of MPs will be investigated to find a
model that provides realistic results in a reasonable amount of time. It was assumed that
the granular material is in a plane-strain state such that the three-dimensional domain
can be reduced to two dimensions (longitudinal and vertical). Then, the model template
simulations parameters (consitutive relationships, boundary conditions) are varied to: (1)
assess the capabilities of MPM to capture the physics of the laboratory experiments, and
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(2) perform an inverse problem analysis to estimate the material properties of the dry
medium.

5.1.1

Numerical model setup and choice of numerical parameters

Setting up a MPM model involves choosing parameters such as the time step,
the mesh size and discretization, or turning on or off options such as strain smoothing.
Beyond those parameters, it is essential to also choose the appropriate material parameters associated with the chosen constitutive model, for example the Mohr-Coulomb
constitutive model expects five parameters: Young’s elasticity modulus E, Poisson’s ratio
ν, the angle of internal friction φ, the cohesion c, and the angle of dilatancy ψ.
Influence of mesh size
Even though the information is carried by the MPs, a mesh is still required in
MPM during an intermediate step to solve the governing equations (Equations (C.1) to
(C.3)) of the model. Thus, the choice of an appropriate mesh is important as it can have
an influence on the results. A fine mesh will allow for a finer discretisation but will
dramatically increase the computational cost, while a coarse mesh may not yield accurate
results. Figure 5.2 shows the influence of the mesh size on computational time and on
the simulated free surface profile at different times. The flow profiles obtained with a
mesh characteristic size of 2 cm and 1 cm are comparable however the computational
time jumps from 31 minutes to 166 minutes on the same computer. For this sensitivity
analysis, the fixed constitutive parameters are E = 1 MPa, φ = 33 ◦ , ψ = 0 ◦ , c = 0 kPa,
and ν = 0.35. Figure 5.2 shows that the free surface profiles obtained from the simulations
with a 1 cm-element size mesh and a 2 cm-element size mesh are almost identical, while
the computational time for the 1 cm-element mesh size is substantially larger than that
for a 2 cm-element size mesh. Throughout the rest of this section the 2 cm element size
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mesh is used (which roughly requires 20 elements for the whole height of the dam). The
final mesh is composed of 7161 triangular elements and 3744 nodes; the mesh can be seen
in Figure 5.1.

Figure 5.1: Unstructured mesh with triangular elements of 2 cm characteristic size; 7161
triangular elements and 3744 nodes

Influence of number of MPs
The influence of the number of MPs on the simulation results is studied by using
the same parameters described in the previous section and varying the number of MPs per
element. Figure 5.3 shows the free surface profile for simulations with 1, 3, 6, and 12 MPs
at four different times. The free surface profiles obtained for the simulations with 3, 6, and
12 MPs per element are generally close to one another, except where the front position
extends further for the 12 MPs/element downstream (see Figure 5.3d). This is explained
by the presence of a few “lone” particles that separated from the bulk. The computational
time almost doubles between the 3MPs/element and 6MPs/element simulations, and
increases again by 74% for a total of 101 minutes when using 12 MPs/element. Figure
5.4 shows the set of MPs colored according to their velocity magnitude at t = 0.35 s, the
figure shows that although the set of points is denser the computed fields are similar for
simulations with 3 MPs/element and 12 MPs/element.
Discussion
Increasing the number of MPs or refining the mesh gives more detailed results,
but it is practical only up to a certain point. Increasing the number of MPs drastically
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increases the computational time, whereas a coarser mesh and a lesser density of MPs
can yield satisfactory results for a fraction of the computational effort and storage cost.
In the past sections, it was shown that to adequately simulate the release of a filled
reservoir of dry PET pellets with MPM, an unstructured mesh of triangular elements with
a characteristic size of 2 cm (about 20 elements for the initial height h0 ) with a density of
3 MPs/element is sufficient to represent the domain and the moving medium. A local
damping value of 5% was used to provide stability to the model which should no be
exceeded according to recommendations in Fern, Rohe, et al. (2019) and Ceccato (2015).
The base over which the medium is flowing is made rigid throughout the simulation
by using the Anura3D moving mesh functionality and prescribing a zero velocity of
the points covering the base. Simulations of collapse of granular cohesionless material
showed instability for certain pairs of Young’s elasticity modulus, E, and internal angle
of friction φ. A correlation between those two quantities was experimentally obtained by
Shatri et al. (2017), who performed an analysis of the correlation of 50 types of cohesive
soils found in Albania. Equation (5.1) shows the obtained correlation.

φ = 13.1727E[MPa] + 15.0255

(5.1)

By using this equation for the sensitivity analysis, issues of instabilities causing
material points to be ejected from the domain were reduced. In the next section, the
Mohr-Coulomb constitutive model is used to simulate the dry dam-break collapse of PET
pellets; however, the Young’s elasticity modulus, E, is fixed. Similarly the Poisson ratio
is assumed constant, the material is assumed to be cohesionless and with no dilatancy.
Other issues inherent to the method can persist such as a mesh dependence of the stresses
along the failure surface. This can be partially remediated using an unstructured mesh
and techniques such as strain smoothing, the efficacy will be explored in the next section.
The values used in the model are summarized in Table 5.1.
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Table 5.1: Simulation parameters chosen for the dry experiments
Name

Symbol

Unit

Value

General Porous Medium Parameters
Material Density
Initial Porosity

ρs
n

kg · m−3
–

1390
0.33

Mohr Coulomb Model Parameters
E
ν
c
ψ
φ

Young’s Elasticity Modulus
Poisson’s ratio
Cohesion
Angle of dilatancy
Angle of internal friction

kPa
–
kPa
◦

1000
0.35
0
0
Variable

–
cm
s
–

Variable
2
0.01
0.55

◦

Hyper-parameters
Bed friction coefficient
µ
Mesh Element Size (unstructured) –
Time step
dt
K0 Stress initialisation
K0
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(a) t = 0.2 s

(b) t = 0.4 s

(c) t = 0.5 s

(d) Final profile

Figure 5.2: Influence of the mesh size on the free surface profile
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(a) t = 0.2 s

(b) t = 0.4 s

(c) t = 0.5 s

(d) Final profile

Figure 5.3: Influence of the initial number of MPs per element on the free surface profile.
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(a) 3 MPs/element

(b) 12 MPs/element

Figure 5.4: Velocity magnitude of dry column collapse of PET particles for different initial
densities of material points at t = 0.35 s. φ = 33 ◦ , µ = 0.4, E = 1 MPa, φ = 33 ◦ , ψ = 0 ◦ ,
c = 0 kPa, and ν = 0.35, and no strain smoothing
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Inverse problem using the Mohr-Coulomb model

5.1.2

Four hundred and forty different scenarios are simulated by varying two model
parameters of the Mohr-Coulomb constitutive model, namely the angle of internal friction,
φ, and the bed friction coefficient, µ, as well as selectively using the strain smoothing
option.
Mohr-Coulomb constitutive model
In this study the elasto-plastic, Mohr-Coulomb failure criterion is used. This model
comes from the failure criterion developed by Coulomb in soil sciences describing the
shear stress along a failure plane as being a function of the cohesion, c, and the angle
of internal friction, φ. See section 2.5.2 for more details on the failure criterion. The
complete elasto-plastic model consists of defining six yield functions, Fi that describe the
admissible stress states; in the principal stresses domain, those Fi functions are defined
as:

1
|σ2 − σ3 | +
2
1
F2 = |σ1 − σ3 | +
2
1
F3 = |σ1 − σ2 | +
2

F1 =

1
(σ2 + σ3 ) sin φ − c cos φ
2
1
(σ1 + σ3 ) sin φ − c cos φ
2
1
(σ1 + σ2 ) sin φ − c cos φ
2

(5.2)
(5.3)
(5.4)

when Fi < 0 the material behaves according to the elastic stress-strain relationship
and deformations are recoverable. When Fi = 0 the yield condition is met and plastic
deformations occur. Fi > 0 corresponds to a stress state that is not admissible. When the
yield condition is met, the plastic strains e p are given by the flow rule:

de p = dΛ

112

dG
dσ

(5.5)

where dΛ is called the plastic multiplier, G is the plastic potential function, defined, like
F in the principal stresses space as:

1
|σ2 − σ3 | +
2
1
G2 = |σ1 − σ3 | +
2
1
G3 = |σ1 − σ2 | +
2
G1 =

1
(σ2 + σ3 ) sin ψ
2
1
(σ1 + σ3 ) sin ψ
2
1
(σ1 + σ2 ) sin ψ
2

(5.6)
(5.7)
(5.8)

In the case where F = G the flow rule is called associative. The plastic multiplier may be
determined by enforcing the conditions:

F≤0

(5.9)

dΛ ≥ 0

(5.10)

FdΛ = 0

(5.11)

Thus, during plastic flow an increase in stress translates into an increase in the hardening
parameters such that the stresses remain on the yield surface F, i.e. dF = 0 during plastic
flow.
The dilatancy angle, ψ, represents the ratio of plastic volume change over plastic
shear strain. For loose cohesionless material this angle is known to be significantly smaller
than the angle of friction φ (Vermeer and De Borst 1984). For φ > 30◦ the approximation
ψ = φ − 30◦ is often made. A negative value of ψ is acceptable for rather loose sands, and
in most cases the ψ = 0 assumption can be adopted (Fine Software 2021). Bolton (1986)
provides a more in-depth review of corelations between the dilatancy and the friction
angles as well as other material parameters for sands.
In an elasto-plastic model, the incremental strain is decomposed into an elastic
and plastic part:
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de = dee + de p

(5.12)

and the stress increment is only due to the change in elastic strain such as:

dσ = Ddee

(5.13)

with:


ν
ν
1 − ν

 ν
1−ν
ν



 ν
ν
1−ν
E

D=
(1 − 2ν) (1 + ν) 
 0
0
0


 0
0
0


0
0
0

1
2

0

0

0

0

0

0

−ν

0

0

1
2

0



−ν
0

1
2

0 

0 



0 


0 


0 


−ν

(5.14)

When using the Mohr-Coulomb model, the angle of friction, φ, and cohesion, c, are
typically replaced with their “effective” values noted as φ and c respectively.
Error formulation
The error estimation consists of comparing two-dimensional point clouds, one


(exp,1) (exp,2)
, xi
from the experimental data xi
and the other from the simulated
i ∈[1,Nexp ]


(sim,1) (sim,2)
results xi
, xi
, where Nexp is the number of points in the experimental
i ∈[1,Nsim ]

data and Nsim is the number of points in the simulated data. The error, Enn , is defined
as the mean value of the nearest neighbor distance computed for every point in the
experimental point cloud:

Enn

1
=
Nexp

Nexp

∑

min

i =1 1≤ j≤ Nsim

r



(exp,1)
xi

−


(sim,1) 2
xj
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+



(exp,2)
xi

−


(sim,2) 2
xj

!

(5.15)

In the case of the positive and negative wave curves, the Normalized Nash-Sutcliffe
Efficiency coefficient (NNSE1 ) is used, which is based on the Nash-Sutcliffe Efficiency
coefficient (NSE1 ):

Tf

NSE1 = 1 −
NNSE1 =

t − xt
∑ t = t1 x m
o
Tf
∑ t = t1

1
2 − NSE1

| xo −

xot |

(5.16)
(5.17)

t and x t are the modeled and observed positions respectively at time t, x is the
where xm
o
o

mean observed value over time, t1 is a predetermined initial time and T f the final time.
The subscript “1” indicates the use of the absolute value in the sum of errors instead of
using the square of the error. This makes the coefficient less sensitive to large differences.
A perfect model will yield NSE1 = 1 ( NNSE1 = 1). A model for which NSE1 = 0

( NNSE1 = 0.5) has the same predictive power as the mean of the time-series. When
−∞ < NSE1 < 0, the mean is a better predictor than the model. The normalized
Nash-Sutcliffe coefficient rescales the efficiency coefficient in the [0, 1] interval.
Free surface profiles and positive and negative wave determination
The free surface is obtained from the coordinates of the set of MPs representing
the material. The MATLAB alphaShape function is used with a critical alpha radius that
generates the tightest shape enclosing all points. Points of the boundaries in contact
with the base or the back wall are removed to only keep the points belonging to the free
surface.
Similar to the method described in Chapter 3, the locus of the negative wave is
defined from the previously obtained free surface profile where the height of the profile
is at 98% of the initial height, h0 . The locus of the positive wave is not defined by the free
surface profile since some MPs occasionally get projected forward and make its definition
weak. Instead, the locus of the positive wave is defined as the section where 99.9% of the
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total mass of points is upstream of the section. The threshold values for the positive and
negative waves were obtained by trial and error.
Free surface profiles
The experimental free surface profiles of dry dam break experiments of PET pellets
were averaged and used as reference since it has been shown in Chapter 3 that they were
reliably repeatable. Figures 5.5 and 5.6 show the temporal variation of the normalized
mean error (as defined in the section above, i.e. Enn /h0 ) as a function of internal angle of
friction φ and base friction coefficient µ, and without or with the strain smoothing option.
Minimizing this error allows to identify model parameters that represent the material
best.
When strain smoothing is not applied, the minimum error is obtained for different
combinations of parameters depending on the vertical position along the profile. The left
column of Figure 5.5 shows the normalized mean error for the top half of the material, i.e.
z ≥ h0 /2. At t = 0.4 s the normalized error is almost uniform at 5% for all combinations
of φ and µ (Figure 5.5a). Figures 5.5d and 5.5g (t = 0.8 s and t = 2 s) show that for µ > 0.2,
the dependence of the error on the bed friction is weak which is intuitively explained by
the fact that the behavior of the granular flow away from the bed is not impacted as much
as the portion of the granular flow near it. At t = 2 s, an area of low error is localized
around the combination (φ, µ) = (28◦ , 0.3).
When focusing on the bottom half of the material only, i.e. z ≤ h0 /2 (Middle
column of Figure 5.5), the influence of the bed friction coefficient is more important. At
t = 0.4 s, t = 0.8 s, and t = 2 s the minimum error is obtained when 0.2 ≤ µ ≤ 0.3. Earlier
in the simulation (t = 0.4 s Figure 5.5b) the minimum is obtained for 27◦ ≤ φ ≤ 30◦ ,
while at t = 0.8 s, and t = 2 s (the final profile is established) it is attained for a greater
value: 36◦ ≤ φ ≤ 40◦ .
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The right hand side column of Figure 5.5 considers the entire height of the profile
and can be seen as a combination of the two preceding columns. The minimum error is
then obtained at intermediate values as the ones described in the paragraphs above, and
yields an overall minimum error in the vicinity of (φ, µ) = (35◦ , 0.25) for t ≥ 0.8 s.
When strain smoothing is applied, Figure 5.6 shows the normalized errors in the
same way as for the no strain smoothing scenario i.e. the first column shows the error
for z ≥ h0 /2, the middle column for z ≤ h0 /2 and the last column for the entire profile.
Similar to the case without strain smoothing, for z ≤ h0 /2, the error is weakly dependent
on the bed friction coefficient for µ ≥ 0.3. Before reaching the final profile, the error is
high for small values of µ and φ, while it is homogeneous near 6% in the rest of the (φ, µ)
space. In the final profile, the minimum error is attained for (φ, µ) = (38◦ , 0.35) with an
error less than 2%. As for the lower part of the profile, the minimum error is located in an
area corresponding to small values of φ and µ and then migrates towards higher values
of φ (i.e. in the area near (φ, µ) = (39◦ , 0.25)) with an error less than 2%. The error map
for the overall profile is mainly influenced by the lower part of the profile, yielding the
same areas of minimal error for φ and µ.
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(a) t = 0.4 s

(b) t = 0.4 s

(c) t = 0.4 s

(d) t = 0.8 s

(e) t = 0.8 s

(f) t = 0.8 s

(g) t = 2 s

(h) t = 2 s

(i) t = 2 s

Figure 5.5: Normalized mean error (nearest neighbor distance (m) for each point in the
measured experimental profile) in the (φ, µ) search space. Left-hand side column for
upper portion of the profile (z ≥ h0 /2); Middle-Column for the lower portion of the
profile (z ≤ h0 /2); Right-hand side column for the entire height of the profile. Without
strain smoothing option
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(a) t = 0.4 s

(b) t = 0.4 s

(c) t = 0.4 s

(d) t = 0.8 s

(e) t = 0.8 s

(f) t = 0.8 s

(g) t = 2 s

(h) t = 2 s

(i) t = 2 s

Figure 5.6: Normalized mean error (nearest neighbor distance (m) for each point in the
measured experimental profile) in the (φ, µ) search space. Left-hand side column for
upper portion of the profile (z ≥ h0 /2); Middle-Column for the lower portion of the
profile (z ≤ h0 /2); Right-hand side column for the entire height of the profile. With strain
smoothing option
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Positive and negative waves
In dam-break flows, it is useful to consider the propagation of the positive and the
negative waves which can be visualized in an x − t diagram. Figures 5.7 and 5.8 show the
positive and negative waves for the same simulations of PET pellets as presented in the
previous section, that is without and with strain smoothing, and with varying bed friction
coefficient, µ, and angle of friction, φ. The red lines in these figures represent the average
position of the positive and negative waves for all the dry dam-break experiments with
h0 = 40 cm. Overall, the bed friction coefficient has little impact on the distribution of
the negative waves, the angle of friction and whether or not strain smoothing is applied
are the main factors influencing the propagation of the negative wave. When strain
smoothing is not applied, the positions of the negative waves for varying angle of friction
are narrowly grouped with the majority of the simulations predicting a final position
(t = 1.2 s) in the [−0.4 m, −0.3 m] range similar to the experimental results. When strain
smoothing is applied, the simulated negative waves are more spread out compared to the
case without strain smoothing, with a final position mostly in the [−0.6 m, −0.35 m] range.
The positive wave location in time is controlled more by φ and µ then it is controlled
by the use of strain smoothing. For a small bed friction coefficient or angle of internal
friction, the runout distance overshoots the distance measured in the laboratory. Figures
5.7 and 5.8, show that certain pairs of (φ, µ) capture the evolution of the positive and
negative waves well.
In order to quantitatively assess which of the (φ, µ) combinations yield the best
results, the Normalized Nash-Sutcliffe Efficiency coefficient was computed independently
for the positive and negative waves for each simulation performed and is shown in
Figures 5.9 and 5.10 without and with strain smoothing applied. When strain smoothing
is applied, the models yield NNSE1 ≤ 0.5, except for high values of φ and µ that limits
the propagation of the negative wave the most. Thus, the mean of the experimental data
is a better predictor of the position of the negative wave then the models when strain
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smoothing is applied. When strain smoothing is not applied, one can see in Figure 5.9a
that the dependence on µ is very weak when µ ≥ 0.3, and that the maximum NNSE1 ≈
0.55 is obtained for φ close to 30 ◦ . Regarding the positive wave, both models without
and with strain smoothing perform similarly (see Figures 5.9b and 5.10b respectively) the
highest values are located on a line segment between (φ, µ) = (41◦ , 0.25) and (26◦ , 0.5)
with a maximum value NNSE1 = 0.97 attained for (φ, µ) = (32◦ , 0.35).
Discussion
In this section, the material point method was used to simulate granular dry dam
break flows, replicating experiments performed in the laboratory with dry PET pellets.
A simple perfectly plastic Mohr-Coulomb model was used. MPM proved to be useful
to capture the dynamics of the flow, in particular, the initial acceleration of the front
position to reach a near constant velocity and then settle to reach the final deposition
profile (see the slope of the x − t diagram in Figures 5.7 and 5.8). This version of the
Mohr-Coulomb model fails to capture all aspects of the flow since constitutive parameters
such as the internal angle of friction are assumed to be constant while in reality they
are dependent on the plastic history of the medium. Also, this type of simple model
such as Mohr-Coulomb typically do not take into account variations of the stress strain
state due to the loading history (loading and unloading). Nonetheless, the parameters
that minimized the errors defined for the geometry of the profile, or the evolution of the
positive and negative waves are not inconsistent with values of angle of internal friction
and bed friction measured in the laboratory for the same material (See Table 3.2), since
the static bed friction coefficient was experimentally found to be µ = tan 16.5◦ ≈ 0.3 and
the internal angle of friction in the [27◦ , 32.8◦ ] range (depending on the method).
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(a) Without strain smoothing, µ = 0.25

(b) Without strain smoothing, µ = 0.3

(c) Without strain smoothing, µ = 0.35

(d) Without strain smoothing, µ = 0.4

(e) Without strain smoothing, µ = 0.45

(f) Without strain smoothing, µ = 0.5

Figure 5.7: Comparison of positive and negative waves of dry dam-break simulations
with that of dry experimental with varying bed friction coefficient µ and internal angle of
friction φ. Without strain smoothing option
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(a) With strain smoothing, µ = 0.25

(b) With strain smoothing, µ = 0.3

(c) With strain smoothing, µ = 0.35

(d) With strain smoothing, µ = 0.4

(e) With strain smoothing, µ = 0.45

(f) With strain smoothing, µ = 0.5

Figure 5.8: Comparison of positive and negative waves of dry dam-break simulations
with that of dry experimental with varying bed friction coefficient µ and internal angle of
friction φ. With strain smoothing option
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(a) Negative wave

(b) Positive wave

Figure 5.9: Normalized Nash-Sutcliffe coefficient (NNSE1 ) comparing simulated and
observed positive and negative waves for different combinations of µ and φ. Without
strain smoothing option

(a) Negative wave

(b) Positive wave

Figure 5.10: Normalized Nash-Sutcliffe coefficient (NNSE1 ) comparing simulated and
observed positive and negative waves for different combinations of µ and φ. With strain
smoothing option
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5.2

5.2.1

two-phase dam-break simulations

Specific flow features and constitutive modeling

As observed and described in Chapter 3, the behavior of variably saturated granular
dam-breaks differs greatly from the dry granular dam-breaks. Multiple progressive
failures are observed and a simple Mohr-Coulomb constitutive model is insufficient to
capture these types of events. Zabala and Alonso Pérez de Agreda (2011) applied the
Material Point Method with a Mohr-Coulomb constitutive model with localized strain
softening on the clay foundation of the Aznalcóllar dam and simulated the apparation
of localized shear bands; the geometry of the latter failure surfaces matching the ones
observed in the fields. The need to take into account local strain softening to simulate
progressive failures has also been numerically investigated by Yerro et al. (2014), Alonso
et al. (2014), and Fern and Soga (2016).
Figure 5.11 describes different general types of constitutive models, and their
trends past the yield point (transition elastic to elasto-plastic). So far, the Mohr-Coulomb
model used in this study behaved as described in Figure 5.11a where the stress state is
constant past the yield point. Some materials will soften as described in Figure 5.11b,
where past the yield point, the yield surface shrinks as strain increases. Alternatively, a
material may harden when strain increases beyond the yield point i.e. the yield surface
dilates (Figure 5.11c)
Here, a strain dependent Mohr-Coulomb model was adopted in the two-phase
simulations. Referred hereafter as Mohr-Coulomb with Strain Softening (MCSS), the
model is plasticity dependent. In the simple Mohr-Coulomb model, the location of the
yield surface in the stress space is fixed and determined by the angle of internal friction
and the cohesion, and is indepedent of the local state history of the material.

125

Stress
Elastic

Stress
Elasto-plastic

Stress

Elastic

Elasto-plastic

Strain

(a) Perfectly plastic model

Elastic

Elasto-plastic

Strain

(b) Strain softening

Strain

(c) Strain hardening

Figure 5.11: Behavior of perfectly plastic, strain softening, and strain hardening models

p

φ = φres + φ peak − φres e− βEd
p

c = cres + c peak − cres e− βEd
p

ψ = ψres + ψ peak − ψres e− βEd

p

(5.18)
(5.19)
(5.20)

Ed is the accumulated equivalent plastic strain computed as:

∑

p

Ed =
p
eeq

=

p

eeq

(5.21)

past time steps

r

2
tr (e p e p )
3

(5.22)

where e p is the local deviatoric plastic strain rate tensor and β is a constant value of strain
softening rate. The “peak” and “res” subscripts refer to the initial (maximum) and residual
(minimum) value of the angle of internal friction φ, the cohesion c, and the dilatancy
angle ψ.
This constitutive model was implemented for the purposes of this study for the
Material Point Method software Anura3D using the UMAT interface to define constitutive
models as it was not available in the released version of the software used.
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5.2.2

Single-point formulation: Unsaturated three-phase

The two-phase single point formulation exists in the context of continuum mechanics with a single set of material points representing both the solid, the liquid, and the
gas phases of an unsaturated porous medium. Similar to the single phase description in
Section C.1, the material overall has to obey the laws of conservation of mass, momentum,
and energy. This formulation was introduced in Yerro et al. (2015) and Yerro et al. (2016).
The full description of the formulation used in Anura3D is also given in Fern, Rohe, et al.
(2019) and is summarized in Appendix C.
MPM simulations setup for PET variably saturated dam-break experiments
The PET variably saturated dam-break experiments were modeled using an unsaturated 3-phase single point formulation in a 2D plane-strain assumption. Figure 5.12
shows the mesh used for those simulations. The unstructured mesh was made of 7654
triangular elements and 3981 nodes. The mesh was refined with elements of characteristic
length 2 cm for x > −60 cm. Elsewhere, the material is not mobilized and the mesh is
coarser to lighten the computational cost. Typical simulation times were up to 4 hours on
a personal laptop with an Intel i7 2.8 GHz processor. The solid material further upstream
was not mobilized and the liquid pressure field did not deviate significantly from the
hydrostatic pressure conditions. The upstream material was represented with 3 MPs per
element.
The boundary conditions for those single point saturated formulations consist of a
horizontal solid, liquid and gas fixity on both the upstream and downstream ends of the
domains and a vertical solid, liquid and gas fixities on the upper part of the domain. The
variably saturated material is flowing over a set of points representing a rigid base1 . This
base allows the definition of a friction boundary condition with the base with a custom
1 Achieved by imposing a zero velocity field on the material points of the base
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friction coefficient µ identical to the dry case. Table 5.2 provides the list of parameters (or
range of parameters) used in the simulations.

(a) Zoomed in view of mesh

(b) Overview of the mesh

Figure 5.12: Mesh used for the single point 3-phase single point 2D plane strain simulations. 7654 triangular elements and 3981 nodes

Results and stability problems with unsaturated simulations
Table 5.2 presents two sets of Van-Genucthen parameters as well as the two values
of Young’s elasticity modulus that differ by a factor of 10. Those choices are a reflection of
the fact that the current Anura3D algorithm that handles the computation of pore water
pressure is not adapted to this type of variably saturated dam-breaks. The Van-Genuchten
parameters of PET were not measured in the laboratory but the material being coarse,
the assumption is made that the transition from saturated moisture content to residual
moisture content is almost instantaneous motivating the choice of a λ parameter in the
Van Genuchten law closer to unity. Conversely, choosing a set of parameters with a
greater reference pressure and smaller slope parameter λ would represent a soil-moisture
characteristic curve where the transition from saturated to residual moisture content is
more gradual. Figure 5.13 shows a comparison of two such curves.
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Table 5.2: Simulation parameters chosen for the single-point formulation of variably
saturated dam-break experiments
Name

Symbol

Unit

Value(s)

General Porous Medium Parameters
Material Density
Liquid Density
Gas Density
Initial Porosity
Liquid intrinsic permeability
Gas intrinsic permeability
Liquid dynamic viscosity
Gas dynamic viscosity

kg · m−3
kg · m−3
kg · m−3
–
m2
m2
kPa · s
kPa · s

ρS
ρL
ρG
n
κL
κG
µL
µG

1390
1000
1
0.33
10−10
10−11
10−6
10−9

Mohr Coulomb Strain Softening Model Parameters
E
ν
c peak

cres ≤ c peak
φ peak

φres ≤ φ peak
β
ψ

Young’s Elasticity Modulus
Poisson’s ratio
Peak Cohesion
Residual Cohesion
Peak angle of internal friction
Residual angle of internal friction
Softening rate
Angle of dilatancy

kPa
–
kPa
kPa

1000, 10 000
0.35
0.2, 0.4, 0.6, 0.8, 1
0, 0.2, 0.4, 0.6, 0.8, 1
27, 33
1, 10, 20, 27, 28, 30, 32, 33
20, 100, 200, 500, 1000
0

◦

◦

–
◦

Van Genuchten Parameters (Equation (C.25))
Maximum Saturation
Minimum Saturation
(Reference pressure, Slope parameter)

Smax
Smin
( P0 , λ)

–
–
(kPa,–)

1
0
(2, 0.9) , (50, 0.09)

Hyper-parameters
Bed friction coefficient
Mesh Element Size (unstructured)
Time step
K0 Stress initialisation

–
cm
s
–

µ
–
dt
K0
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0.05, 0.2, 0.25, 0.35, 0.4, 0.45
2
0.025
0.55

When the material is released, the front face is suddenly transitioning from hydrostatic pressure to atmospheric pressure which creates a large pore water pressure
gradient near the front that can be challenging to handle numerically. Figures 5.14a
and 5.14b show that for similar constitutive parameters the simulation quickly becomes
unstable with the sharp moisture curve transition, with very large variation of pore
liquid pressure whereas with ( P0 , λ) = (50, 0.09) the solution does not diverge. Similarly,
Figures 5.14c and 5.14d show that choosing a higher value of the elasticity modulus
makes the simulation less prone to numerical instabilities caused by the sudden change
in liquid pressure on the front face. Figure 5.15, nevertheless, shows a few results where
Young’s elasticity modulus and the Van Genuchten parameters are chosen such that the
simulation is stable, i.e. E = 10 MPa, ( P0 , λ) = (50, 0.09) and with a variety of choice
in constitutive parameters. No configuration of parameters as presented in Table 5.2
were able to capture the progressive failures that were observed in the laboratory. This
implementation shows in all cases a continuous deformation of a single block of material.
Unfortunately, the current implementation of Anura3D makes the simulation of
the dam-break of variably saturated granular material in air difficult. Luckily, Anura3D
is still at its early development stage, and the numerical schemes used to compute pore
water pressure as well as the overall architecture of the code are already being improved
by the development team. A double point formulation approach was then prefered from
then on as detailed in the next section.
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Figure 5.13: Moisture-Suction curve for two sets of Van Genuchten parameters ( P0 , λ) =
(2, 0.9) (sharp transition) and ( P0 , λ) = (50, 0.09) (slow transition)

(a) T = 1.5, E = 1 MPa, φ peak = 33 ◦ , φres =
20 ◦ , c peak = cres = 0.8 kPa, β = 1000, µ =
0.25, ( P0 , λ) = (2, 0.9) (sharp transition from
saturated to dry)

(b) T = 1.5, E = 1 MPa, φ peak = 33 ◦ , φres =
20 ◦ , c peak = 0.6 kPa, cres = 0.4 kPa, β = 1000,
µ = 0.3, ( P0 , λ) = (50, 0.09) (mostly saturated)

(c) T = 4, E = 1 MPa, φ peak = 33 ◦ , φres = 10 ◦ ,
c peak = cres = 0.4 kPa, β = 100, µ = 0.2

(d) T = 4, E = 10 MPa, φ peak = 33 ◦ , φres =
10 ◦ , c peak = cres = 0.4 kPa, β = 100, µ = 0.2

Figure 5.14: Figures (a) and (b) show the influence of Van Genuchten parameters and (c)
and (d) Young’s elasticity modulus on the stability of the computation all other parameters
being equal
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(a) T = 5.625, φ peak = 27 ◦ , φres = 10 ◦ , c peak = 1 kPa, cres = 0.2 kPa, β = 1000, µ = 0.05

(b) T = 5.625, φ peak = 27 ◦ , φres = 10 ◦ , c peak = 1 kPa, cres = 0.2 kPa, β = 1000, µ = 0.2

(c) T = 25, φ peak = 27 ◦ , φres = 10 ◦ , c peak = 0.6 kPa, cres = 0.4 kPa, β = 1000, µ = 0.05

Figure 5.15: Deviatoric strain rate for the single point MPM solutions with various sets of
input material parameters
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5.2.3

Double-point formulation

Initially presented by Bandara (2013) and Wieckowski (2013) and later extended by
Abe et al. (2014) and Martinelli (2016), the double-point formulation uses two independent
sets of points to represent the solid and liquid phases. Three possible configurations can
arise from this formulation: dry porous media (when a cell only has solid MPs); saturated
porous media (solid MPs and liquid MPs share the same cell); and free liquid (a cell is
only populated by liquid MPs). As of the time of writing, an unsaturated double point
formulation has not been fully developed and implemented. A comparison of single and
double point formulations in soil-water interactions is given by Ceccato et al. (2018) in the
geotechnical field. The authors consider a one dimensional consolidation problem as well
as a saturated column collapse. The authors concluded that the single-phase formulation
assumes the validity of the Darcy law (i.e. laminar flow inside the porous medium)
while the double point formulation uses a drag formulation that is valid at small and
higher velocities. The two formulations are equivalent for seepage problems with small
velocities, in which case the double point formulation is more computationally expensive
due to the larger number of material point methods. The double-point formulation is
capable of capturing free liquid flow and higher velocities, which is relevant in many
geophysical applications such as debris flows, dike stability or other coastal applications.
The governing equations and outline of the method is detailed in Appendix C.
Simulation of Spinewine and Zech (2007) experiments with a Double Point MPM
formulation
Spinewine and Zech (2007) performed a series of laboratory dam-break flow
experiments over movable bed. Those experiments were performed with PVC pellets
and sand as the granular material. Different initial ratios of saturated porous medium
to water levels upstream and downstream of the retaining gate were investigated. The
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case “(e)” in the original text is of particular interes which used 10 cm of saturated porous
medium as bed, 32.5 cm of that porous medium held behind the gate with an additional
2.5 cm layer of water on top of it. Those experiments are of interest as they are similar to
the variably saturated PET dam-break experiments performed in Chapter 3. The double
point material point method is especially suited to model these types of experiments
where fluid-solid interaction and large deformations are observed.
Flow observations Figure 5.16 shows the flow mosaics of the dam-break flow of PVC
particles while Figure 5.17 is a figure provided by Spinewine and Zech (2007) giving the
location of the mobilized material (internal), the interface between the porous medium
and the free surface water, and the location of the water free surface. The granular
material is generally seen behaving more as a viscous fluid than a solid medium. At
t = 0.25 s, Figure 5.17 shows that a portion of the bed was mobilized immediately
downstream of the gate for x < 30 cm and z > −5 cm. As the flow develops, the bed
material downstream remained flat for the most part, only moving horizontally in a
shearing mode. It is worth noting that some of the major differences between this case
and the experiments described in Chapter 3 are: (1) that the gates is in their case removed
in a downward movement compared to an upward movement in our experiments; (2) the
varialby saturated PET flowed over a dry bed downstream while Spinewine and Zech
(2007) have a uniform and saturated bed of the same failing material; (3) the material
used by Spinewine and Zech compared to PET, is coarser and denser with a greater angle
of friction. The material properties of PET can be found in Table 3.2 while the properties
of PVC can be found in Table 5.3 along with the parameters used in the simulations.
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(a) t = 0.00 s

(b) t = 0.25 s

(c) t = 0.50 s

(d) t = 0.75 s

(e) t = 1.00 s

(f) t = 1.25 s

Figure 5.16: Flow mosaic of the dam-break flow of PVC particles from t = 0.00 s to
t = 1.25 s. Spinewine and Zech (2007)
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Figure 5.17: Mobilized material, porous medium, and water free surface interfaces as
reported by Spinewine and Zech (2007). One set of profiles every 0.25 s per color (water
free surface, solid free surface, mobilized interface from top to bottom)
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MPM Simulations Setup Numerical simulations using MPM double point formulation
were performed using the material properties and numerical parameters given in Table
5.3. Figure 5.18 shows the dimensions and the boundary conditions used for the model. A
vertical solid fixity was used on the top part of the material bed downstream in accordance
with the experimental observations. This vertical fixity helped ensure numerical stability.
Indeed, in test simulations the toe of the retained material would push on the bed material
and would create a bulge that would grow as the material progressed downstream and
lead to numerical instabilities. In the experiments, the gate was removed in a downward
fashion releasing for a brief instant the top material while retaining the bottom part
preventing this bulge from forming. Setting this vertical fixity (in purple in the Figure)
resolved the instability problem.
The mesh used was an unstructured mesh made of 15 000 triangular elements and
7826 nodes, the characteristic length of each element was 2 cm. In the initial configuration,
each element containing porous material was seeded with 3 SMPs and 3 LMPs while
each element of the layer containing only water contained 3 LMPs.
The original paper provided a number of material parameters that were kept
fixed thoughout the simulations (e.g. particle size, density, angle of internal friction,
cohesion, packing density); those parameters are reported in Table 5.3. The influence of
the maximum porosity thresold nmax and the damping coefficient αdamp was studied. The
former governs the conditions upon which the effective stresses vanish when there is no
significant contact between the grains, and the latter is a parameter that dampens the
effect of forces on the material (see the “Numerical Enhancements” subsection of section
C.1). αdamp can be used to represent the energy loss due to inter-particle contact.
The solid constitutive model used in these simulations is the perfectly plastic MohrCoulomb model due to the general behavior of the flow and the absence of progressive
failures as observed in the PET experiments and also because of its simplicity and the
lack of additional material parameters in the original paper.
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z
x

“x” and “z” solid
and liquid fixity

2.5 cm
“x” solid and liquid
fixity

32.5 cm
“z” solid fixity

10 cm
3m

3m

Figure 5.18: Dimensions and boundary conditions of the numerical simulations (drawing
not to scale)

Table 5.3: Parameters chosen for the double point formulation MPM simulations of the
Spinewine and Zech (2007) experiments
Name

Symbol

Unit

Value

General Porous Medium Parameters
PVC Material Density
Grain size diameter
Initial Porosity

ρS
Dp
n

kg · m−3
mm
–

1580
3.9
0.42

Mohr Coulomb Model Parameters
E
ν
c
ψ
φ

Young’s Elasticity Modulus
Poisson’s ratio
Cohesion
Angle of dilatancy
Angle of internal friction

kPa
–
kPa
◦
◦

1000
0.35
0
0
38

Liquid Phase Parameters
Water Density
Water Bulk Modulus
Water dynamic viscosity

ρL
KL
µL

Numerical Parameters
Mesh Element Size (unstructured) –
Time step
dt
K0 Stress initialisation
K0
Maximum porosity threshold
nmax
Damping coefficient
αdamp
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kg · m−3
kPa
kPa · s
cm
s
–
–
–

1000
20000
10−6
2
0.025
0.55
Variable
Variable

MPM Simulations Results Simulations with a non zero damping parameter caused
the flow to dissipate too much energy and progress more slowly than the experiment.
Similarly, high values of maximum porosity threshold nmax prevent the granular flow
mixture from fluidizing resulting also in a flow progressing more slowly than the one
observed in the laboratory. Figure 5.19 shows the comparison of simulated free-surface
and porous medium profiles at five distinct times for nmax = 0.45 and αdamp = 0, which
yielded the best fit to the experimental results for the set of parameters tested. In all
of these time frames, the experimental profile of the solid phase was found to exhibit
a smoother retreat with a negative wave progressing further upstream while the front
position featured a bigger bulge compared to the experimental one with a front position
close but slightly behind the one of the experiment. The upstream portion of the simulated
water free surface profile is in good agreement with the experimental profile throughout
the simulation time. In the experiment, the water free surface position coincided with the
position of the porous medium near the front of the positive wave, and the lower portion
of the flow for t < 1 s. As the water layer thickness diminished above the flowing porous
medium upstream, the water phase presumably seeps through the porous medium and
reemerges above the front position of the flow solid granular phase. This effect is also
observed in the numerical simulations (see Figures 5.19d, and 5.19e). Compared to the
solution of Ritter (1892) for an instantaneous dam-break of non-frictional liquid, both
experimental and numerical profiles showed the existence of the same pivot point for
liquid and solid phase. Ritter’s pivot point is located at x = 0 and z =

4
9 h0 ;

in the

simulations and experiments the pivot occurs slightly downstream of the initial gate
position, x ≈ 9 cm and at z ≈ 12.5 cm (comparing to 49 h0w = 49 35 ≈ 15.6 cm).
Figure 5.19 also showed the front position as defined by Dressler (1952). Compared
to Ritter’s solution, Dressler introduces a dimensionless friction coefficient R in his
solution of the dam-break wave problem. The dimensionless variables used in this
p
p
formulation are X = x/h0 , T = t/ h0 /g, V = u/ gh0 where x is the downstream
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distance from the gate, t is the time after the removal of the gate, and u is the mean
horizontal flow velocity. Ritter’s velocity reads:

2
V=
3



X
1+
T



(5.23)

and is self similar as it only depends on the X/T ratio. Dressler added another factor to
that equation:

2
V=
3



X
1+
T



1−

2 (1 + X/T )

(2 − X/T )2

RT

!

(5.24)

Furthermore, he defined the front velocity C + as the velocity where the velocity reaches
its maximum:

h

+

C = 2 1 − ( RT )

1/3

i

h
i
2
1/3
1/3
1 − ( RT )
1 − ( RT )
3



(5.25)

The above expression can then be integrated to obtain an expression for the dimensionless
front position X + .


T 
1/3
2/3
60 − 75 ( RT ) + 48 ( RT ) − 20RT
X =
30
+

(5.26)

In the case of Spinewine and Zech (2007), the friction coefficient was reported to be
R = 0.0014 by Leal et al. (2006). Although this formulation is no longer self similar (since
it no longer depends exclusively on the X/T ratio), by choosing h0 = 35 cm the position
of the front (marked by the vertical green line on Figure 5.19) is accurately predicted.
For a different set of initial conditions Spinewine and Zech (2007) show selfsimilarity in the flow by applying a Froude scaling on the variables, i.e. applying the
following non-dimensionalization on the horizontal and vertical dimensions:
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x
X̂ = p
t gh0
z
Ẑ =
h0

(5.27)
(5.28)

where t is current time, and h0 is the initial height of each phase (h0w = 35 cm for water
and h0s = 32.5 cm for the solid granular medium). Figure 5.20 contains both numerical
and experimental profiles for both phases at four different times, and shows that: besides
the first set of profiles at t = 0.25 s governed by the inertial phase, the rest of the profiles
show self similarity. The greatest variation is observed for 0.8 < Ẑ < 1 where the inertial
phase of the flow might be felt locally for a longer time compared to other experimental
test cases shown in Spinewine and Zech (2007) where less sediment is present. Froude
scaling is thus mostly preserved even in this type of granular flow over a movable bed but
as the authors warn, this argument is not sufficient when transitioning from laboratory
experiments to large scale real life scenarios.
The solid and liquid phase velocity fields obtained from the MPM simulations
were used to compute the non dimensionalized unit discharge Q̂ of each phase at x = 0.
Where:

Q̂ = q
q=

q

gh30
Z ∞
0

u ph (z)dz

(5.29)
(5.30)

where u ph is the horizontal velocity of either phase (liquid or solid) at x = 0 . Figure
5.21 shows the time series of Q̂ for each phase (continuous lines for the solid phase and
discontinuous lines for the liquid phase), the four different colors indicate four different
values of the maximum porosity threshold nmax . For T < 1 all the time series coincide
almost exactly with one another as this portion corresponds to the inertial phase, when
the flow rate peaks at Q̂ ≈ 0.24 at T ≈ 0.8. For 0.8 < T < 2 the flow rate decreases
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sharply and reaches a quasi-steady state that lasts approximately for 2 < T < 4 where Q̂
is near constant. Spinewine and Zech call this phase the transport phase in their original
article. This phase is followed by what the authors call a viscous phase where drag forces
dominate, sediment redeposition takes place, and the flow progressively decelerates.
Figure 5.21 shows that after the inertial phase nmax acts uniformly on the flow rate, as
nmax increases the unit discharge of both phases decreases as the fluidization criterion
becomes stricter until nmax = 1 where fluidization never occurs. Conversely, when the
initial porosity is 0.42, the nmax = 0.43 allows for the flow to fluidize easily and progress
faster along the channel. Overall, between these two extremes, the flow rate varies only
within a band approximately ∆ Q̂ = 0.05.
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(a) t = 0.25 s

(b) t = 0.50 s

(c) t = 0.75 s

(d) t = 1.00 s

(e) t = 1.25 s

Figure 5.19: Comparison of water and solid profiles for simulated and experimental
results from Spinewine and Zech (2007)
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Figure 5.20: Dimensionless solid and liquid profiles comparison

Figure 5.21: Influence of nmax on the solid and liquid normalized unit discharge of the
simulated cases from Spinewine and Zech (2007)
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Necessity of the Mohr-Coulomb with Strain Softening (MCSS) model
In this section, the necessity of the Mohr-Coulomb with Strain Softening solid
phase constitutive model in addition to the double point formulation is shown and used to
simulate variably saturated PET dam-break experiments described in Chapter 3. While in
appearance the PET experiments were very similar to the experiments of Spinewine and
Zech (2007) investigated in the previous section where a simple Mohr-Coulomb model
was enough to give an accurate overall representation of the flow, variably saturated PET
experiments required a different modeling approach. The dam-break PET experiments
differed from the Spinewine and Zech (2007) experiments in a few major ways:
• The material was packed using a vibrator before release while Spinewine and Zech
only set the PVC in place using random close packing.
• Only the pore space was filled with water and no additional layer of water was
added on top of the PET.
• The PET and water mixture flowed in air over an initially dry bed whereas the PVC
was released over a saturated movable bed made of the same material.
• PET is lighter, smaller, and with a lower angle of internal friction compared to the
PVC used by Spinewine and Zech.
• In the PVC experiments, the mixture flowed downstream as one single wave while
in the PET variably saturated experiments progressive failures were observed.
Thus, the behavior of the flow in these two types of experiments was significantly
different.
Simulations setup The variably saturated PET dam-break experiment with an initial
material height h0 = 40 cm was simulated using the MPM double-point formulation
using the 2D plane strain assumption. The domain was discretized using 7356 triangular
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elements constituted of 14 227 nodes. Similar to the single point formulation the material
was flowing over a rigid base except no friction coefficient was defined as it is unavailable
in the version of Anura3D used at the time, therefore the relevant boundary conditions
were:
• Vertical fixity1 for the solid and liquid phase upstream
• Vertical and horizontal fixity for the liquid phase over the base
• Horizontal fixity for the solid phase over the bed (stick contact algorithm implemented by the algorithm given by in Kafaji (2013))
The material reaching the end of the channel is collected into a sump downstream
and below the base so that it does not accumulate inside the channel. Table 5.4 summarizes
the simulation parameters used in this study. The stability problems encountered in the
single point formulation simulations were not encountered with this formulation.
Simulations results and discussion The purpose of using MPM with the MCSS constitutive model is to be able to capture complex flow features that occur during dam-break
experiments of variably saturated PET in air, namely progressive failures along with
slow creeping motion of material in the initially dry downstream channel. Indeed, the
constitutive properties of the material used in the experiments were not homogeneous and
changed locally as a function of the history of plastic deformations. The material softened
along the progressive failure planes and the material retained some of its cohesion as
it was failing but gradually lost is cohesion as it accumulated downstream. The input
parameters given in Table 5.4 were varied in order to find a combination of those causing
the simulated material to flow in similar fashion as the experiments.
The main parameters influencing the flow were the MCSS constitutive model
parameters (β, c peak , cres , φ peak , φres ) as well as the maximum porosity threshold nmax . The
1 “fixity” terminology used in Anura3D referring to directions where the degree of freedom is removed
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Table 5.4: Simulation parameters chosen for the single-point formulation of variably
saturated dam-break experiments
Name

Symbol

Unit

Value(s)

General Porous Medium Parameters
Material Density
Liquid Density
Initial Porosity
Liquid intrinsic permeability
Liquid dynamic viscosity

kg · m−3
kg · m−3
–
m2
kPa · s

ρS
ρL
n
κL
µL

1390
1000
0.33
10−10
10−6

Mohr Coulomb Strain Softening Model Parameters
Young’s Elasticity Modulus
Poisson’s ratio
Peak Cohesion
Residual Cohesion
Peak angle of internal friction
Residual angle of internal friction
Softening rate
Angle of dilatancy

E
ν
c peak

cres ≤ c peak
φ peak

φres ≤ φ peak
β
ψ

kPa
–
kPa
kPa
◦
◦

–
◦

1000
0.35
0.4, 0.6, 0.8, 1
0, 0.2, 0.3, 035, 0.4, 0.6, 0.8, 1
33
10, 20, 26, 28, 29, 33
1, 20, 50, 200, 500
0

Hyper-parameters
Mesh Element Size (unstructured) –
Time step
dt
K0 Stress initialisation
K0
Maximum porosity threshold
nmax
Damping coefficient
αdamp

cm
s
–
–
–

2
0.025
0.55
0.34, 0.35, 0.36, 0.37, 0.38, 0.39, 0.40, 0.45
1%

multiplicity of these parameters make the search for a representative set of parameters
challenging. It is then important to understand the individual influence of each parameter
to guide the search paired with an understanding of the physical processes at play.
One important observation to make is that the material cannot be modeled as a
cohesionless material as it was the case in the Spinewine and Zech experiments. The
packing of the material favored interlocking of the particles and as the water drains from
the material suction effects are felt and increase the cohesion as well. In the double-point
formulation, the solid phase is considered either totally saturated or completely dry,
therefore keeping c peak and cres at non-zero values allows to partially take into account the
packing and suction effects. As an example case, Figure 5.22 shows the deviatoric strain
at T = 6.25 for the input parameters β = 100, φ peak = 33 ◦ , φres = 26 ◦ , c peak = cres = 1 kPa.
This case is considered “extreme” in the fact that 1 kPa is a relatively high value of
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cohesion for PET. One single block failure was observed during that simulation. The
failed block barely suffered any deformation and the rest of the solid phase ceased to
move with only water permeating through it. Thus a cohesion of 1 kPa can be viewed as
an upper boundary for the solid phase. Figure 5.22 also highlights the tendency for the
stresses to align with mesh nodes when using MPM. This problem is inherent to MPM
and is also a problem encountered with the FEM which can sometimes be remediated by
refining the mesh.

Figure 5.22: Deviatoric strain for the double point MPM formulation at T = 6.25.
φ peak = 33 ◦ , φres = 26 ◦ , c peak = cres = 1 kPa, β = 100
The softening of the internal angle of friction turns out to be a factor of great
influence in the macroscopic behavior of the dam-break failure. In an extreme case, using
a simple Mohr-Coulomb model and choosing an angle of internal friction to be 0 ◦ and a
non-zero cohesion, the model virtually reduces to that of a Bingham plastic where the
material behaves as a rigid body at low stresses and a viscous fluid at higher stresses.
This type of model is often used to model slurries and mudflows. Therefore, using
a small residual angle of internal friction allows to locally navigate between different
types of representation for the material i.e. from solid and frictional to liquefied mixture.
Figure 5.23 shows the failure process of a dam-break with a small residual angle of
internal friction φres = 10 ◦ . Unlike the laboratory experiments, the two first failures
occur simultaneously (Figure 5.23a) instead of having one wedge failing later followed by
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another portion of the material. However, as the flow develops, the simulation reveals the
apparition of tension cracks and progressive failures (Figures 5.23b, and 5.23c) despite
the fact that the solid phase cohesion is kept constant. The downstream portion of the
simulated flow resembles with experimental case in the fact that small lumps of material
still retain some cohesion (as identified with little to no deviatoric strain in Figure 5.23c)
while the lower portion of the material exhibits a fluid like creeping motion (identified
with deviatoric strain ≥ 100%).

(a) T = 1.25

(b) T = 2.5

(c) T = 6.25

Figure 5.23: Deviatoric strain for the double point MPM formulation at different times
for φ peak = 33 ◦ , φres = 10 ◦ , c peak = cres = 0.4 kPa, β = 100, nmax = 0.55
The softening rate parameter β controls how sensitive the material is to the
cumulated plastic deformations. Figure 5.24 shows the case of a variably saturated
column-colapse with a constant angle of internal friction φ peak = φres = 33 ◦ and a
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softening of the cohesion from c peak = 0.4 kPa to cohesionless at the same time T = 18.75.
In the first case β = 1 (Figure 5.24a) the mobilized portion of the material above the
curved failure surface flows down in an almost cohesionless fashion (with a few lumps
of material retaining some of their initial cohesion). On the other hand, as β increases,
greater portions of the material lose their cohesion and the overall mass behaves more
like the material in the dry experiments.

(a) β = 1

(b) β = 20

(c) β = 100

Figure 5.24: Deviatoric strain for the double point MPM formulation at T = 18.75.
Influence of β. φ peak = φres = 33 ◦ , c peak = 0.4 kPa cres = 0.0 kPa
Similar to the low residual angle of friction, the maximum porosity threshold nmax
can be used to control the liquefaction process except that the process is not continuous
contrary to the softening of the other constitutive parameters. This parameter is important
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to account for, as it carries some information about the geometry of the particles and its
impact on how much contact there is between the particles as porosity increases. For
a given set of constitutive parameters (φ peak = 33 ◦ , φres = 10 ◦ , c peak = cres = 0.6 kPa,
β = 100), Figure 5.25 shows how the value of nmax influences the deposition of the
solid phase (at T = 25 which is often after the solid phase has reached an equilibrium
deposition profile except for the nmax = 0.34 which is a special case). Figure 5.25a
shows that with a higher maximum porosity threshold nmax = 0.55 portions of the failed
material has not undergone significant deviatoric strain and retains its cohesion. As nmax
decreases, the deposited material retains less and less of its cohesion and behaves more
like a fluid, and progresses further downstream (Figures 5.25b to 5.25g). As a failure
plane begins to appear upstream, the material only liquefies along the plane detaching
the material as a block. For nmax < 0.40 the detaching block exhibits a geometry that was
not observed in the laboratory since it features a concave face. The nmax = 0.34 case is
specific as it matches the initial porosity of the material which implies that under the
slightest increase in porosity, the material immediately liquefies. Thus an appropriate
value of nmax for this case would be in the [0.40, 0.55] range to correctly simulate the
materials used during the experiments.
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(a) nmax = 0.55

(b) nmax = 0.40

(c) nmax = 0.39

(d) nmax = 0.38

Figure 5.25: Influence of the nmax threshold on material deposition. T = 200, φ peak = 33 ◦ ,
φres = 10 ◦ , c peak = cres = 0.6 kPa, β = 100
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(e) nmax = 0.37

(f) nmax = 0.36

(g) nmax = 0.35

(h) nmax = 0.34 (initial porosity)

Figure 5.25: Influence of the nmax threshold on material deposition. T = 200, φ peak = 33 ◦ ,
φres = 10 ◦ , c peak = cres = 0.6 kPa, β = 100 (cont.)
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A comparison is made between the PET variably saturated dam-break experimental
profiles (dotted lines) and the simulated profiles (solid lines) of the water and solid phase
free surfaces for an almost identical set of input parameters φ peak = 33 ◦ , φres = 10 ◦ ,
β = 100, nmax = 0.55. The cohesion is kept constant and is equal to 0.6 kPa in Figure
5.26 and 0.8 kPa in Figure 5.27. The simulations, of which the results were shown in
these two figures, were chosen as they offered the closest similarities with the features
of the flow observed in laboratory conditions, in particular the block failures and the
softening of the material even though the simulated and experimental profiles do not
match exactly at a given time. As expected, the simulation where the material has a
lower cohesion allows for the front of the flow to travel further than in the case where the
cohesion is higher. Note that the simulated failures systematically occured before their
respective experimental counterparts especially the first failure where in the experiments,
the material behing it stays almost in the initial configuration for a longer period of time
than in the simulations (see Figure 3.18a). Presumably, having a greater control of the
bed friction in the simulations would be a crucial parameter to be able to numerically
represent this phenomenon. Moreover, beyond the value of the initial porosity, the method
used to pack the material definitely has an effect on the initial internal friction of the
material, as the interlocking of the particles is increased compared to a loose packing.
The calibration of all of these parameters (φ peak , φres , c peak , cres , β, nmax and in some
measure the damping coefficient αdamp ) is a real challenge using only laboratory results
from dam-break experiments as a reference. Additionally, the single point simulations
both dry and variably saturated show that the bed friction coefficient is a significant
factor in the prediction of the evolution of the flow. Unfortunately, at the time of writing
this parameter cannot be controlled in Anura3D; although, it is a feature in development.
Therefore, with limited computing power and features available, a semi-exhaustive search
guided by intuition helps in the choice of those parameters. Nevertheless, these simulations showed that the double-point two-phase formulation associated with a constitutive
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model taking strain softening into account was able to capture essential features of the
collapse of variably saturated material in air such as progressive failures, liquefaction
and creeping flow. Several directions of improvement have been identified mainly in the
treatment of the bed contact boundary condition. Another future improvement would
be to consider an unsaturated formulation where partial saturation and suction can be
accounted for as well as its effects on the constitutive parameters, in particular the internal
angle of friction and the cohesion. This coupling has been considered but only for the
single point formulations as of now (Yerro et al. 2015).
Despite a simple initial configuration of saturated and packed material in a rectangular channel, many parameters come into play to deliver complex flow features. While
submerged dam-break studies are often performed both experimentally and numerically,
the collapse of initially saturated material in air is less often explored. Here, it has
been shown that a simple perfectly plastic Mohr-Coulomb model was not enough to
account for all the features observed, and that the Material Point Method with a double
point formulation and a Mohr-Coulomb model accounting for strain softening offered
a meaningful approach to numerically represent these types of flows. Simple models
present the advantage of having few material parameters to calibrate for but might lack in
the range of behaviors that can be captured. On the other hand, an advanced model will
necessitate a greater number of parameters to account for which can be hard to obtain, in
particular for naturally occurring granular flows.
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(a) T = 1.3

(b) T = 2

(c) T = 3

(d) T = 5

(e) T = 6

Figure 5.26: Comparison of solid and liquid free surface profiles at different times for
simulation parameters φ peak = 33 ◦ , φres = 10 ◦ , β = 100, nmax = 0.55 against experimental
profiles from the PET variably saturated dam-break and for c peak = cres = 0.6 kPa
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(a) T = 1.3

(b) T = 2

(c) T = 3

(d) T = 5

(e) T = 6

Figure 5.27: Comparison of solid and liquid free surface profiles at different times for
simulation parameters φ peak = 33 ◦ , φres = 10 ◦ , β = 100, nmax = 0.55 against experimental
profiles from the PET variably saturated dam-break and for c peak = cres = 0.8 kPa
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5.3

summary

In Chapter 5, the laboratory dam-break experiments described in Chapter 3 and
experiments described by Spinewine and Zech (2007) are modeled using Anura3D, an
open-source Material Point Method (MPM) implementation. First, the dry dam-break
experiments of PET were considered using a simple Mohr-Coulomb consitutive model
with constant parameters. Values for the angle of internal friction and cohesion along
with bed friction coefficient were identified based on experimental results of the free
surface profile and the positive and negative wave position. Two-phase simulations
were then undertaken to model the initially saturated PET dam-break experiments
that behaved significantly differently from the dry experiments. In this case, a simple
Mohr-Coulomb constitutive model for the solid phase is not sufficient to represent the
behavior and features of the variably saturated flow such as progressive failures. A
Mohr-Coulomb model with strain softening effects taken into account was implemented
and used in Anura3D. A single-point formulation was investigated along with a doublepoint formulation. The double point formulation was able to capture the progressive
failures. The bed friction factor was kept constant although it is a major factor in the way
the flow develops. Similar experiments with fully saturated PVC pellets flowing over a
mobile bed were also modeled with the double point formulation and a simple MohrCoulomb models and MPM was able to capture the behavior of the flow by controlling
the fluidization parameter nmax . The MPM paired with appropriate constitutive models
can then be a useful tool to represent two-phase flows; for now limited to narrowly
distributed in size granular phase or homogeneous solid porous phase. Variable bed
friction is expecte to improve model performance, which was not available at the time of
this research.
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6

CONCLUSION

The frequency of natural, catastrophic weather related events, such as hurricanes,
floods, or heavy rainfall, has dramatically increased in the 21st century due mainly
to climate change. Dam-break flows, mud flows and debris flows through populated
landscapes can threaten human lives and cause significant material damage. Industrial
accidents can also be the cause of similar flows in the case of tailings-dam failures. Such
mixtures exhibit a behavior located between solid and liquid, depending on a large
number of parameters such as solid void space, water content, particle properties and
size distribution, and deformation history. This study was undertaken with the goal of
contributing to a more detailed understanding of transient granular dam-break flows
in dry and variably saturated conditions. It continues the experimental work of Aleixo,
Soares-Frazão, et al. (2010), Aleixo, Soares-Frazão, et al. (2011), Aleixo (2013), Aleixo,
Ozeren, et al. (2014), and Yavuz Ozeren et al. (2014) and the numerical simulations carried
out by Pophet (2019).
In this study, a series of laboratory dam-break experiments was performed in a
rectangular channel using four types of granular materials: PET pellets, crushed walnut
shells, urea, and sand; and at three different initial ratios of water and granular material:
dry, variably saturated, and submerged. The downstream channel was kept dry for
all experiments. The variably saturated dam-break case was of particular interest as
it has not often been explored in the literature compared to more commonly studied
dry or fully submerged cases. Experimental data acquisition and processing techniques
were implemented using high-speed cameras and non-intrusive imaging techniques.
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The data collected were used to extract two-dimensional velocity fields using Particle
Image Velocimetry (PIV). It was shown in the case of the dry dam-break experiments
that the flow scaled in terms of free surface profile, positive and negative wave positions,
and velocity field for the PET pellets, the crushed walnut shells, and the urea particles.
This scaling was not verified in the same way for the experiments using sand due to
its much finer characteristic size and higher material density, which yielded a different
dynamic behavior from the three other granular materials. For all types of materials,
the downstream bulk volume of the failed material was consistently higher than the
upstream volume loss of material, which indicated that the porosity of the failed material
was higher than that of the initially packed material. In the case of the variably saturated
PET dam-break experiments, that same volume increase between the material’s initially
packed configuration and its flowing state has been observed. The overall behavior of the
variably saturated PET dam-break experiments was significantly different from that of
the dry dam-break experiments. Multiple progressive failures were consistently observed
in the upstream reservoir which were not observed in the other cases tested in this study.
The relationship between the time that the tension cracks appear and their location was
found using a rational function fit. Significant differences were also observed between
the time scale of the solid granular flow and that of the pore water flow. Due to high
velocity gradients of the submerged experiments, the analysis was performed by treating
the solid and liquid flowing layers independently, until the flow became more complex,
and the interface between the layers was indistinguishable.
In the next chapter, the variably saturated PET dam-break experiments were
studied using a slope stability analysis approach. An inverse problem was formulated to
assign Mohr-Coulomb (φ, c) parameters to the failing of the variably saturated material
compatible with the observed behavior. A variation of that method was implemented
by including dynamic forces observed at the initiation of the block failures. The method
yielded values of the angle of friction and particularly cohesion within a reasonable range.
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The image dataset obtained from high-speed cameras was used to develop a tool to
locally estimate the grain count density at the wall using deep learning and crowdsourced
training set of images where the apparent number of particles was provided. Although it
remained a simple exercise for the purposes of this research, this method could become
more common in the treatment of images of laboratory experiments of granular flows
since it can be related to local granular porosity of the flow. Also, a method to estimate
the position of the water table only from the known position of the solid phase was
developed using Principal Component Analysis (PCA). This method was useful to provide
a reasonable estimate of the position of the water table required to carry out the inverse
problem analysis when it was not measured during the experiments.
In the last chapter, Anura3D, a Material Point Method (MPM) simulation tool, was
used to simulate dry and variably saturated granular dam breaks in order to deepen
the understanding of the behavior of these flows, and assess the requirements for a
constitutive model that can correctly capture observed features of these flows. In the
dry case, it was shown that a perfectly plastic Mohr-Coulomb model with a cohesionless
assumption was suitable to numerically model the flowing material, but great care was
needed in the choice of the angle of internal friction, and in the description of the friction
law between the flowing material and the bed. That same constitutive model paired
with a double-point formulation of MPM performed well in simulating the laboratory
experiments carried out by Spinewine and Zech (2007). Although for the dry cases
and for the Spinewine and Zech (2007) experiments, a single set of Mohr-Coulomb
constitutive parameters might be sufficient to model the flow: in the variably saturated
PET case this approach is no longer suitable, and a model taking into account the history
of plastic deformations and strain softening was needed to be able to capture more
complicated flow features such as progressive failures. A Mohr-Coulomb model with
strain softening (MCSS) was implemented using the UMAT interface, and used in the
Anura3D simulations in this study. This model, used with a double-point formulation of
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MPM, was able to capture the progressive failures observed in the laboratory without
controlling the friction relationship between the material and the bed. The version of
Anura3D used at the time of the study did not allow for variable bed friction but the
author believes that it is still an important factor in the accurate prediction of granular
dam break flows described in this study. Although the role of the constitutive model is
preponderant, additional parameters need to be accounted for, such as the fluidization
threshold nmax , in order to provide an accurate simulation of rapid granular flows.
Overall, this research work yielded a unique and rich experimental data-set of
dam-break granular flows in varied initial configurations, and innovative methods of
measurements and analysis were put forward. The results allowed for a review of the
variety of factors of influence on granular flows and their relative importance such as
individual particle properties, namely, size, shape, specific weight to bulk parameters
such as initial packing ratio, porosity, moisture content, and boundary conditions. This
led to a conversation regarding available constitutive models and their abilities to capture
the behavior of granular flows taking into account all of these influencing factors. It
prompted a reflection regarding the different scales at play during the development of
these flows, i.e. grain scale and macroscopic scale, as well as different time scales, and
invited future modeling efforts and mathematical models to take them into consideration
with results from this work as a guide.

perspectives for the future

The breadth of the research field in granular flow mixtures is of course way too
wide to be fully explored in a single work of research, and the present work could be
continued and improved upon in multiple ways. Efforts could be made on the experimental front to consider the three-dimensional aspects of these flows. The two-dimensional
treatment of the obtained data was sufficient for most of the tested cases, but variations
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along the width of the channel and wall effects were observed for some experiments,
particularly for the variably saturated and submerged experiments. Knowledge of the
interaction between the flowing material and the bed would be beneficial along with
similar experiments over mobile beds.
With regards to the numerical modeling aspect of the study, MPM is still a fairly
new method, in particular for two and three phase formulations, and promises exciting
developments in the future such as a double point unsaturated formulation, and hopefully
a three point formulation for fully coupled three-phase simulations. Anura3D, the open
source software used in this study, is frequently being improved and can be a great tool for
researchers and engineers in tackling two and three dimensional problems involving large
deformations and multi-phase interactions in an efficient way and applicable to complex
real world situations. Future improvements of numerical models, and MPM in particular,
will have to be able to take into account larger variations in grain size distribution without
modeling individual particles to be able to account for segregation. Further efforts should
be made to tie macroscopic observations that can be made immediately on the field to
mechanisms operating at a much smaller scale. Experiments and models performed at
different scales, with heterogeneous materials, varying particle size distributions over
complex geometries are the ultimate goal in order to be able to confidently tackle large
scale problems particularly in the context of disaster control.
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L I S T O F M A J O R TA I L I N G S D A M FA I L U R E S

A

Table A.1: Major tailings dam failures from 2015 to 2020 (non exhaustive)
Date

Location

Ore

Type of Incident

Release

Impacts

6000 m3

The tailings spilled on a nearby road and

type
2020,

San José de

lead,

Tailings dam

May 1

Los

zinc

failure

8000 m2 of land, reaching the San Bernabé

Manzanos,

stream after 5 km and the town of the same

Canelas,

name

Durango,
Mexico
2020,

Tieli,

molybdenum

2.53 Mm3

release of

Water and tailings flowed through surrounding

supernatant

area, reaching Yijimi river after 3 km, threaten-

Hei-

water and

ing the drinking water resource of 68,000 people

longjiang

tailings through

in Tieli City; by Apr. 4, the pollution reached

Province,

drainage tunnel

208 km downstream

March

Yichun City,

28

China
2019,

Cobriza

July 10

mine, San

copper

tailings dam

67 488 m3

failure

Tailings covered an area of 41 574 m2 and
reached Mantaro River

Pedro de
Coris
district,
Churcampa
province,
Huancavelica region,
Peru
Continued on next page . . .
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Table A.1 – continued from previous page
Date

Location

Ore

Type of Incident

Release

Impacts

tailings dams

12 Mm3

The tailings wave devastated the mine’s loading

type
2019,

Córrego de

Jan. 25

Feijão mine,

iron

failure

station, its administrative area, and two smaller

Brumad-

sediment retention basins (B4 and B4A); it then

inho,

traveled approx.

Região

ing Rio Paraopeba, thereby destroying a bridge

7 km downhill until reach-

Metropoli-

of the mine’s railway branch, and spreading to

tana de

parts of the local community Vila Ferteco, near

Belo

the town of Brumadinho; the slurry was then

Horizonte,

carried further by Rio Paraopeba; 259 people

Minas

were killed, and 11 are reported missing. (Fig-

Gerais,

ure 2.1)

Brazil
2018,

Cieneguita

gold,

tailings dam

249 000 m3 of

Dam failure results in tailings release travelling

June 4

mine,

silver

failure

tailings +

29 km downstream; most of the tailings have

Urique,

190 000 m3

of

been deposited along the course of the Cañitas

Chihuahua,

embankment

River. The Federal Attorney’s Office for Envi-

Mexico

material

ronmental Protection (PROFEPA) says that the
tailings don’t contain cyanide or any heavy metals. Three workers were killed, two wounded,
and four are reported missing.

2018,

Cadia, New

gold,

tailings dam

1.33 Mm3 of

Embankment failure results in "limited break-

Mar. 9

South

copper

failure

tailings +

through" of tailings material from the northern

Wales,

190 000 m3

of

to the southern tailings dam. The breakthrough

Australia

embankment

has been contained within the southern tailings

material

dam.

collapse of

80 000 m3

Recuay

embankment of

tailings

province,

tailings dam

Áncash

after heavy rain

2018,

Huancapatí,

Mar. 3

–

of

region,
Peru
Continued on next page . . .
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the incident has contaminated crops, the Sipchoc creek and the Santa river

Table A.1 – continued from previous page
Date

Location

Ore

Type of Incident

Release

Impacts

rupture of a

11 500 m3 of

Discharge of slurry containing cyanide into Sien

tailings

Creek. 30 people became as a result of pollution

type
2017,

Kokoya

gold

Sep.

Gold Mine,

section of the

17

Bong

geo-membrane

of the creek. This cause for the illnesses was

County,

layer /

later disputed

Liberia

overflow after
heavy rain

2017,

Mishor

June

Rotem,

30

Israel

2017,

Tonglvshan

100 000 m3 of

The toxic wastewater surged through the dry

acidic waste

Ashalim riverbed and left a wake of ecological

water

destruction more than 20 km long

a partial dam

approx.

The tailings flooded the fish pond downstream

phosphate phosphogypsum
dam failure

copper,

Mar.

Mine,

gold,

failure occurred

200 000 m3

12

Hubei

silver,

at the

tailings

ported dead and one was reported missing.

province,

iron

northwestern

tailings flow

at least

The leaked tailings flowed into Liang River, then
Ambalanga river before reaching Agno river.

of

of approx. 27 hectares. Two persons were re-

corner of the

China

tailings pond
2016,

Antamok

gold

Oct. 27

mine

through drain

50 000 tons of

(inactive),

tunnel of

tailings

Itogon,

underground

Benguet

mine after

province,

heavy rains

Philippines
840 000 m3 of

The liquid reached the Floridan Aquifer, a major

sinkhole

contaminated

drinking water resource

Mulberry,

appeared in a

liquid released

Polk

phosphogyp-

(as of Sep. 17,

County,

sum stack,

2016)

Florida,

opening a

USA

pathway for

2016,

New Wales

Aug.

plant,

27

phosphate a 14 m wide

contamined
liquid into the
underground.
Continued on next page . . .
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Table A.1 – continued from previous page
Date

Location

Ore

Type of Incident

Release

Impacts

failure of the

32 Mm3

slurry wave flooded town of Bento Rodrigues,

type
iron

2015,

Germano

Nov. 5

mine, Bento

Fundão tailings

destroying 158 homes, at least 17 persons killed

Rodrigues,

dam due to

and 2 reported missing; slurry pollutes North

distrito de

insufficient

Gualaxo River, Carmel River and Rio Doce over

Mariana,

drainage,

663 km, destroying 15 square kilometers of land

Região

leading to

along the rivers and cutting residents off from

Central,

liquefaction of

potable water supply

Minas

the tailings

Gerais,

sands shortly

Brazil

after a small
earthquake.
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A S S E S S M E N T O F PA R T I C L E C O U N T D E N S I T Y

B

METHODS

To estimate the efficiency of the counting methods over 12001 square images
with a side of 50 pixels were manually counted in order to test the efficiency of the
automated counting method. A first approach is to adjust parameters like the order n
of the Butterworth filter, the central frequency Dc , the half band size s, as well as the
estimated particle size p to achieve best results. Figure B.1a shows the error distribution
between the automatic counting method without edge particles correction (orange) and
with edge particle correction (blue). In this case n = 2, Dc = 3, s = 2, and p = 12. We
see that accounting for the edge particles greatly improves the accuracy of the counting
process as the cumulative distribution of the error converges faster to 1 then the error
distribution for the initial count (using the automated detection after band-pass filtering
as described in section 4.1.3). As an example, the probability of having an absolute
counting error |ecount | ≤ 5 is close to 70%, while for the initial count that probability falls
to 45%. Table B.1 shows the mean error and the sample standard deviation comparison
between the corrected and non corrected count.
Figure B.1b shows that the automatic counting methods used tend to overestimate
overall the number of particles in samples, in particular where there are few particles
present. The corrected method that estimates the number of edge particles particularly
reduced this bias for samples with higher number of particles (> 25)

1 1253 to be precise
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Figure B.1: Comparison of automatic vs. manual particle count. (a) Experimental
cumulative distribution of the absolute counting error. With and without applying a
correction for the number of particles laying on the edge and compared to deep learning
particle count. (b) Scatter plot of initial vs. corrected vs. manual count of particle numbers
in 1253 samples vs. deep learning count
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Table B.1: Error and standard deviation of the absolute counting error with and without
edge count correction
With Edge Count Correction Without Edge Count Correction
Mean |ecount |
|ecount | Sample Standard Deviation

4.3
3.9

7.3
5.2
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Deep Learning
3.0
2.5

I M P L E M E N TAT I O N O F M P M

C

In this appendix an overview of the MPM implementation for single and multiphase flows is given.

c.1

single phase formulation

The single phase formulation is appropriate when modeling a medium that can
mostly be regarded as homogeneous and monophasic such as a homogeneous dry porous
medium. Saturated material in drained, partially drained, or undrained conditions can
also be represented using this formulation depending on the loading conditions. The
general framework of the MPM algorithm used in Anura3D is described in details in
Fern, Rohe, et al. (2019). The main steps are described here along with the relevant
equations that are solved. The equations solved are general enough to represent any
kind of homogeneous material, and the same method is applied to simulate pure liquid
behavior.
In the case of porous medium, this formulation assumes there is no interaction
with the other phases (air or water). If the single phase model aims to take into account
the presence of water, the relative speed between the two phases as well as pore pressure
dissipation must be negligible. The main assumption of the numerical model is that each
point has a constant mass throughout the simulation. The mass conservation is then
automatically satisfied throughout the simulation outside of possible sources and sinks).
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c.1.1

Governing equations

The material is modeled as a continuum. It satisfies the laws of conservation of
mass, momentum, and energy. The system of equations is closed by means of constitutive
models that describe the stress-strain relationship of the material. The formulation of
MPM is represented by a Lagrangian framework.

c.1.2

Conservation of mass

The particles cover a domain Ω. The conservation of mass is described by equation
(C.1) below:


dρ
→
+ ρdiv −
v =0
dt

(C.1)

→
where ρ is the mass density of the material and −
v the velocity vector.

c.1.3

Conservation of momentum

The equation of motion of the continuum (C.2) is given by the conservation of
momentum (Newton’s 2nd Law). This equation relates internal stresses and external
forces to the motion of the medium.

→
−→
d−
v
→
ρ
= div (σ ) + ρ−
g =0
dt

(C.2)

→
where −
g is the gravity vector; σ is the Cauchy stress tensor (and is symmetrical due to
the conservation of angular momentum).
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c.1.4

Conservation of energy

In this formulation, heat effects are neglected and variation of energy is only due
to mechanical work. The conservation of energy is then expressed as:

ρ

dEint
= tr (σ ė)
dt

(C.3)

where Eint is internal energy per unit mass, ė is the deformation rate tensor, and tr (·) is
the trace operator.

c.1.5

Constitutive relationship

A constitutive relation is needed to express the relationship between deformations
(strain) and stress. The stress and strain tensors can be written in reduced vector forms
as:


→
→
σ≡−
σ −
x , t = [σ11 σ22 σ33 σ12 σ23 σ31 ] T

→
→
e≡−
e −
x , t = [e11 e22 e33 2e12 2e23 2e31 ] T

(C.4)

Where subscripts 1, 2, 3 correspond to the three orthogonal directions of the base. In this
formulation, the stress-strain relationship is given in an incremental way:

−
→
−
→
σ̇ = D ė

(C.5)

where D is the tangent stiffness matrix. Its components are determined based on the
chosen constitutive model.
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c.1.6

Numerical implementation

In the numerical implementation, the weak form of the momentum equation (C.2)
is solved. Similar to the finite element method, in which the domain Ω is represented by
a mesh of finite elements. Traditional shape functions are used to interpolate the values of
state variables onto the nodes of the mesh where the equations are solved. The continuum
is divided into subdomains called material points. The MPs represent the solid skeleton
of the continuum, move with it, and carry all the information (displacement, velocity,
stresses, and other relevant stress variables). The mass of the MPs are initialized to the
volume of the element in which they are located and the density of the material. Time is
discretized with a specified time increment ∆t. The main steps of the MPM computational
cycle are as follows:
1. The mass of the MPs and the internal and external forces are evaluated at the nodes
using the shape functions.

→
2. The momentum equation is solved to determine the acceleration −
a ik for each node
i at time tk .

→k+1 is updated using the acceleration computed at the
3. The velocity of the MPs −
v−
MP
previous step, the shape functions, and the time-step ∆t.
4. The nodal momentum Pik+1 is then updated using the computed velocity and the
mass of the MPs.

→
5. The nodal velocity −
v ik+1 is updated using the nodal momentum
→
6. The nodal displacement ∆−
u ik+1 is computed from the nodal velocity and the timestep.

→
+1
7. The strain increment ∆−
e kMP
at the MPs is updated using the nodal displacement
previously computed and the shape functions.
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8. The stresses are updated using the material constitutive model.
9. The volume and mass density of MPs are updated using the volumetric strain rate
(the mass remains constant).

→
→
+1
+1
10. The MPs displacement ∆−
u kMP
and global position ∆−
x kMP
are updated using the
nodal displacement and the shape functions.
11. The nodal values are then discarded as all updated information is carried by the
MPs.
Numerical options
Strain smoothing Strain smoothing is a numerical technique used to address the issue
of kinematic locking encountered in MPM and FEM. It consists in averaging out the
volumetric strain over neighboring cells to smooth it out. This reduces the dependence
on the mesh and gives a better defined failure surface and deposition profile but also
induces a softening effect with a milder failure surface.
Homogeneous local damping Local damping can be used to introduce energy dissipation if the constitutive model does not take it into account, and to mitigate effects of
ejected particles due to vibration of the base layer. Local damping is applied by adding
−
→
an additional damping force f damp to the nodal momentum balance equation (C.6)
−
→
proportional to the out-of-balance force f and in the opposite direction of the velocity.
−
→ −
→
−
→
−
→
−
→
f = f ext − f int , where f ext is the external force and f int the internal force.

−
→ −
→
→
M−
a = f + f damp
→
−
→damp
−
→ −
v
f
= −αk f k −
→
kvk
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(C.6)
(C.7)

Contact algorithm When MPs from different media are approaching, Anura3D determines the type of contact that occurs (stick or slip), and updates the tangential and normal
forces, and reflects it on the velocities to make sure that there is no interpenetration of
the two media. When setting up the model the user can define an adhesion and a friction
coefficient. When neglecting adhesion and with a friction coefficient smaller than unity,
the contact is always of the slip type in which case, when the contact is detected, the
norm of the tangential force kftan k is set to be proportional to the norm of the normal
force kfnorm k between the two bodies i.e.

−
→
−
→
k f tan k = µk f norm k

(C.8)

This algorithm is detailed in Fern, Rohe, et al. (2019) and Ceccato (2015).

c.2

single-point formulation: unsaturated three-phase

The two-phase single point formulation exists in the context of continuum mechanics with a single set of material points representing both the solid, the liquid, and the
gas phases of an unsaturated porous medium. Similar to the single phase description in
Section C.1, the material overall has to obey the laws of conservation of mass, momentum,
and energy. This formulation was introduced in Yerro et al. (2015) and Yerro et al. (2016).
The full description of the formulation used in Anura3D is also given in Fern, Rohe, et al.
(2019).

c.2.1

Governing Equations

In this formulation, the mass of the solid phase is attached to each material point
and is kept constant while the mass of the liquid and gas phases is subject to change
depending on water and gas inflow and outflow.
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Conservation of momentum

→
→
aS , −
a L , and −
a→
The primary unknowns are the accelerations −
G (The S, L, and G refer
to solid, liquid, and gas phases). The dynamic momentum balances for the gas, liquid
and mixtures are then written as:

−
→d
−
→
ρG −
a→
G = ∇ pG − f G + ρG g
−
→
→
→
ρL −
aL = ∇ pL − f L d + ρL −
g

→
→
−
→
nS ρS −
aS + n L ρ L −
a L + nG ρG −
a→
G = div ( σ ) + ρm g

(C.9)
(C.10)
(C.11)

with ρS , ρ L , and ρG the solid, liquid and gas densities respectively. nS is the volumetric
concentration ratio of solid, n L is the volumetric concentration ratio of liquid, and nG is
the volumetric concentration ratio of the gas phase in the material. ρm is the mixture
−
→
−
→
density (ρm = nS ρS + n L ρ L + nG ρG ). f G d and f L d are the gas and liquid drag forces
respectively. The porosity of the skeleton is defined as n = n L + nG . Additionally, by
defining the degree of saturation Sr , the following relationships between the volume
ratios hold true: n L = Sr n; nG = (1 − Sr )n.
Conservation of mass
The mass conservation of the solid, liquid, and gas phases are expressed as:


d (nS ρS )
→
+ div nS ρS −
vS = 0
dt

d (n L ρ L )
+ div n L ρ L −
v→
L =0
dt

d (nG ρG )
+ div nG ρG −
v→
G =0
dt

(C.12)
(C.13)
(C.14)

From the solid mass conservation, an equation governing the evolution of the
porosity is obtained:
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DS n L
→
= nS div −
vS
Dt

where:

d
DS
→
(·) = (·) + −
vS ∇(·)
Dt
dt

(C.15)

(C.16)

is the material derivative with respect to the solid. The mass balance equations can be
reformulated in terms of degree of saturation and porosity:




DS ( ρ L S r )
→
→
= div ρ L nSr −
vS − −
v→
− ρ L Sr div −
vS
n
L
Dt



DS (ρG (1 − Sr ))
→
→
n
vS − −
v→
− ρ L (1 − Sr ) div −
vS
= div ρ L n (1 − Sr ) −
G
Dt

(C.17)
(C.18)

The material derivatives on the left hand side of the above equations can finally

be expressed in terms of the primary variables p L and pG (the liquid and gas pressures
respectively).

n

d ( ρ L S r ) DS p L
d ( ρ L S r ) DS p G
+n
dp L
Dt
dpG
Dt




→
→
vS − −
v→
vS (C.19)
= div ρ L nSr −
− ρ L Sr div −
L

d (ρG (1 − Sr )) DS p L
d (ρG (1 − Sr )) DS pG
n
+n
=
dp L
Dt
dpG
Dt



→
→
div ρ L n (1 − Sr ) −
vS − −
v→
− ρ L (1 − Sr ) div −
vS (C.20)
G
Constitutive relations

→
The solid phase constitutive model is expressed in terms of the net stress −
σ net ,
which is equal to the excess of total stress over gas pressure. It is convenient to define the
net/effective stress as follows:
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−
→
→
→
m
σ net = −
σ − max { pG , p L } −

(C.21)

s = max { pG − p L , 0}

(C.22)

−
→
m = (1, 1, 1, 0, 0, 0)T

(C.23)

to take into account the saturated conditions where p L > pG , and s ≡ 0 when Terzaghi’s
effective stress formulation is used. Thus, the solid phase constitutive relationship is
expressed as:

→
→ −
S−
→ DS s
DS −
σ net
ep D e
=D
+ h0
Dt
Dt
Dt

(C.24)

−
→
where D ep is the tangent stiffness matrix and h0 is a constitutive vector.
The saturation can be described using the Van Genuchten (1980) relationship.
"
  1 #−λ
Sr − Smin
s 1− λ
= 1+
Smax − Smin
P0

(C.25)

with Smin and Smax the minimum and maximum saturation respectively, P0 a constant
reference pressure related to the air-entry pressure of the soil, and λ a constant shape
parameter.
Additional assumptions
This formulation considers that the gas and fluid flows are considered to be in
a laminary and stationary regime in low velocity regime. The drag forces between the
phases are then governed by Darcy’s Law (Darcy 1856)

−
→d n L µ L −
−
→
fL =
v→
L − vS
κL
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(C.26)

where µ L is the dynamic viscosity of the liquid phase, and κ L is the liquid intrinsic
µ

permeability which can be expressed in terms of Darcy permeability k L , i.e. κ L = k L ρ LLg .
Similarly the gas drag force can be expressed as:

−
→d n G µ G −
−
→
v→
fG =
G − vS
κG

(C.27)

with κ G and µG the gas intrinsic permeability and dynamic viscosity, respectively. The
laminar slow velocity regime hypothesis can be controversial as in some cases higher
velocities can be observed.

c.2.2

Numerical implementation

The MPM numerical implementation for the single point 3-phase formulation
is analogous to the one presented in the Section describing the single phase C.1. The
computational cycle will only be briefly addressed here. For further details the reader
is referred to Yerro et al. (2015), Yerro et al. (2016), and Fern, Rohe, et al. (2019). The
numerical scheme is explicit in time. The computational cycle is as follows:
1. Gas and liquid nodal accelerations are computed by solving the discretized form of
the momentum equations (C.9) and (C.10).
2. Those accelerations are used to compute the solid phase acceleration using the
discretized form of equation (C.11).
3. Velocities and momenta of the MPs are updated using the obtained nodal accelerations
4. Nodal velocities are calculated from the nodal momenta and then used to compute
the strain rate on the MPs location.
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5. Liquid and gas pore pressure rates at the MPs are computed from the discretized
version of the liquid and gas mass balances of equtions (C.13) and (C.14).
6. The constitutive stresses increment are calculated from equation (C.23).
7. The displacement and position of each MP are updated based on the velocity of the
solid phase.
8. Additional properties such as the porosity, degree of saturation or permeability are
then updated at the MPs according to their respective constitutive relationships.
9. The nodal values are discarded as the MPs then carry all the relevant information.

c.3

double-point formulation

The full description of the double-point formulation used in Anura3D is also given
in Fern, Rohe, et al. (2019).

c.3.1

Governing Equations

The governing equations of this formulation include the momentum and mass balances of the liquid and solid phases along with their respective constitutive relationships.
Conservation of momentum
The momentum balance equations for the solid and liquid phase in saturated
conditions are:

−
→
→
→
nS ρS −
aS = div (σS ) + f L d + nS ρ L −
g

(C.28)

−
→
→
→
nL ρL −
a L = div (σL ) − f L d + n L ρ L −
g

(C.29)
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where σS = σ 0 − nS σL are σL = n L σL the partial stresses for solid and liquid phases, σ 0
is the effective stress tensor, σL is the stress tensor of the liquid phase (i.e. pore pressure
p L in saturated conditions)
Conservation of mass
The mass conservation of the solid and liquid phases are given by:


d (nS ρS )
→
+ div nS ρS −
vS = 0
dt

d (n L ρ L )
+ div n L ρ L −
v→
L =0
dt

(C.30)
(C.31)

From the solid mass conservation equation, an equation governing the volume
ratio of water n L can be derived (C.32)


DS n L
→
= nS div −
vS
Dt

(C.32)

The liquid volumetric strain rate evol,L equation (C.33) is also obtained:




DL evol,L
1 
−
→ −
→
→
v→
vS + n L div −
=
nS div −
L + v L − vS ∇n L
Dt
nL

(C.33)

Note that the third term in the equation above is dependent on the velocity difference of the two phases, and on the gradient of the porosity which can vary significantly,
especially near the free surface.
Constitutive relations
Equation (C.34) is used for the constitutive relation of the solid phase represented
by the SMPs, while equation (C.35) is used to compute the volumetric stress p L of the
liquid.
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−
→
→
e
DS σ0
DS −
=D
Dt
Dt
S
DS evol,L
D pL
= KL
Dt
Dt

(C.34)
(C.35)

D is called the tangent matrix (it is defined according to the constitutive model chosen)
and K L is the elastic liquid bulk modulus.
In this formulation, the LMPs can represent a fluidized mixture when the computed
porosity exceeds a threshold nmax which is the maximum value of porosity of the solid
phase in its loosest state. In this case, the deviatoric part of the stresses are also accounted
for:

σdev,L

DL evol,L
= 2µeq
Dt

(C.36)

The effective dynamic viscosity µeq is computed as a function of the solid volume fraction
suspended in the liquid phase Beenakker (1984).
Additional assumptions
The double point formulation is unique in the fact that the material can range
from dry, to saturated material, and to liquid only. The consequence on the flow is that
important gradient in velocities and porosities can occur. Thus, the drag force between
the solid and liquid phases is generalized to account for both laminar and high velocity
regimes:

−
→d n2L µ L −
−
→
−
→ −
→ −
−
→
3
v→
v→
fL =
L − vs + βn L ρ L v L − vS
L − vS + σL ∇n L
κL
B
β= q
κ L An3l
κL =

D2p

n3L

A (1 − n L )2
204

(C.37)
(C.38)

(C.39)

Equation (C.38) is given by Ergun (1952) to estimate the drag force between the solid and
liquid phase, while (C.39) is the Kozeny-Carman equation used to update the soil intrinsic
permeability (Kozeny 1927; Carman 1937). A and B are Ergun constants: respectively,
150 and 1.75.
The ∇n L term present in equations (C.37) and (C.33) presents a challenge to
compute as n L is discontinuous near the interface between the porous medium and
free surface water; Martinelli (2016) suggested to remedy the problem by introducing a
transition zone where n L is smoothly interpolated between the two zones.

c.3.2

Numerical implementation

For a complete and thorough exposition of the implementation as it is used in the
Anura3D software the reader is referred to Fern, Rohe, et al. (2019) and Martinelli (2016).
Here, two sets of material points are used. Solid Material Points (SMPs) represent a
portion of the solid phase while Liquid Material Points (LMPs) represent a portion of the
liquid phase. The integration scheme is explicit in time and the steps can be summarized
as follows:

→
1. The nodal value of the liquid acceleration −
a L is computed using the discretized
form of the liquid momentum equation (C.29).

→
→
a L using the
2. −
a L is then used to obtain the nodal acceleration of the solid phase −
discretized form of the solid momentum equation (C.28).
3. The velocities and the momenta of each set of MPs are updated using the nodal
accelerations
4. Nodal velocities are calculated from nodal momentum and used to compute the
strain rate at the material point locations.
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5. The increment of liquid stress and effective stress for the LMPs and SMPs respectively are computed based on the constitutive relationships (C.34), (C.35), and
(C.36).
6. The stresses of the LMPs belonging to the free surface are set to zero.
7. The displacement and position of each MP is updating according to their corresponding velocity for the given time step.
8. Nodal values are discarded as the MPs now carry all the updated information, the
computational grid is initialised for the next time step (typically the same grid is
kept all throughout but the method does not require it).
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