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Abstract 
The paper aims to develop an automated breast mass characterization system for assisting the radiologist to analyze the digital 
mammograms. Mammographic Image Analysis Society (MIAS) database images are used in this study. Fuzzy C-means 
technique is used to segment the mass region from the input image. GLCM texture features namely contrast, correlation, energy 
and homogeneity are obtained from the region of interest. The texture features extracted from gray level co-occurrence matrix 
(GLCM) are computed at distance d=1 and θ=0°, 45°, 90°, 135°. These with three classifiers namely adaboost, back propagation 
neural network and sparse representation classifiers are used for characterizing the region containing either benign mass or 
malignant mass. The experimental results show the SRC classifier is more effective with an accuracy of 93.75% and with the 
Mathew’s correlation coefficient (MCC) of 87.35%. 
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1. Introduction 
Globally, breast cancer statistics is alarming and it is the second leading fatal cancer in women next to cervical 
cancer. In India, breast cancer cases are expected to double by 2025. The Indian Cancer Society has declared 2013 as 
breast cancer awareness year and is taking various initiatives to create awareness in people. Achieving benign 
detection and adequate treatment will lead to better long term survival as well as a better quality of life.  
Film Mammography is the highly used imaging modality for breast cancer detection and diagnosis. The 
availability of digital mammograms today facilitates the computer aided detection and diagnosis of breast cancer as 
the breast image could be easily stored in digital format directly into the computer memory.Digital mammography 
process, guidelines and advantages are vividly explained in1. Micro-calcifications and masses are two important 
early signs of breast cancer. Masses are often obscured in the surrounding parenchymal tissue, so it is a challenging 
process to distinguish between the mass region and normal breast region. Abnormal growth of cells are considered 
as mass which is seen as high intensity regions in an mammogram. Masses are considered to benign or malignant 
where benign masses are cancerous tumors and malignant are non-cancerous tumors.  
Masses are found in several shapes namely circumscribed, speculated, ill-defined or lobulated. Masses with more 
irregular shapes are malignant and masses with regular and smooth boundaries are in benign stage. For these 
reasons, texture measures have been proposed for distinguishing between benign and malignant masses. In this paper 
GLCM and statistical texture measures are incorporated to extract the features. A novel sparse representation 
classification method is proposed to classify the benign and malignant tumors in mammograms.  
The paper is organized as follows. Section 2 briefly reviews some existing technique for segmentation and 
classification of mammographic mass. Section 3 describes the materials and proposed methodology for automatic 
characterization of breast mass. Section 4 demonstrates the results and performance and finally conclusions are 
presented in section 5. 
2. Literature Review 
Many researchers developed and reviewed automatic mass detection and classification with different CAD 
approaches2-5. Most of the existing methods differ in the types of features and classifiers that have been used for 
benign and malignant classification and the way the features have been extracted. Texture is an important 
characteristic that helps to discriminate and identify the objects. Texture descriptors have been used for detecting 
normal and abnormal lesion regions in mammograms 6,7.  
The authors in8 classified the benign and malignant masses using the shape based continuous Zernike orthogonal 
moment and discrete Krawtchouk orthogonal moment descriptors as features. The extracted feature dimensions are 
reduced using PCA and K-nn classifier. The accuracy obtained was 81% and 90.2% using Zernike moment and 
Krawtchouk moment respectively. From the four directions of the gray level co-occurrence matrices, texture 
features such as Contrast, Energy and Homogeneity features were extracted9. These features classified the mass into 
either speculated, ill-defined or circumscribed. Decision tree with five criteria wereanalyzed for classification of 
masses. Morphologic multiple concentric layer analysis is used to identify mammographic masses10. The detection 
rate of this CAD technique outperformed for identifying malignant masses than benign masses. Gabor filter bank at 
different scales and orientations is used to extract the texture features for characterizing the mass in mammography. 
This method achieved 94.92% and 85.53% accuracy with SVM classifier for normal-mass classification and benign-
malignant classification respectively11. Segmentation approaches are classified into region based methods12, contour 
based methods13, clustering and thresholding methods14 and model based methods15. In this work, the clustering 
based segmentation technique is used.  
3. Materials and methods  
The block diagram showing the various steps of the proposed method is given in Fig. 1. 
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3.1. Database description  
An organization in UK called Mammography Image Analysis Society (MIAS) has created a mammogram 
database. This database is used in this study. It contains both the right and left breast images of the same patient with 
a uniform size of 1024 x 1024 pixels. The mammogram in this database is digitized to a resolution of 50m x 50m, 8 
bits represents each pixel. The database contains 322 mammograms of 161 patients, in which 209 are normal 
mammograms and 113 are abnormal mammograms which includes both mass and microcalcification. The database 
has the ground truth details such as tissue types, class of abnormality, severity of abnormality and location of 
abnormality like xy image-coordinates of centre of abnormality, and approximate radius (in pixels) of a circle 
enclosing the abnormality16. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Block diagram showing the various steps of the proposed method 
3.2. Mass region Segmentation  
For computer aided detection and diagnosis of breast mass, segmenting the mass region accurately is the most 
vital step. Breast masses are obscured by the normal breast parenchymal tissue. Fuzzy K-means clustering based 
segmentation approach is used in this work.  
Fuzzy C-Means  
In the medical domain, FCM is one of the most commonly used unsupervised pattern recognition approach for 
tumor segmentation. In 1981,As an alternative to C-means clustering algorithm Bezdekformulated the Fuzzy C-
means algorithm17. FCM employs fuzzy partitioning, this approach partitions the data points into K clusters and the 
degree of association of a data point to each cluster is denoted by the membership grades ranging between 0 and 1. 
In hard C-means algorithm, each group of data points in a dataset completely belongs to one cluster. Whereas, 
Fuzzy C-means algorithm allows data points nearer to the cluster center have a high degree of belonging and those 
that are far away from the cluster center have a less degree of association with its cluster centers. 
 
Algorithm for Fuzzy C-Means clustering: 
 
The goal of Fuzzy c-means  is to minimize the following objective function of weighted distances of the data to 
the centers. 
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where m>1, the degree of membership of Xj in the cluster Ci is given by Vij ,Ci is the ith cluster of the n-
dimensional centerand xj is theith data point of the n-dimensional data. 
 
The membership matrix V=[vij] have elements with the values ranging between 0 and 1. The objective function 
(Om) is optimized with an iterative function to achieve fuzzy partitioning and the elements of the membership 
matrix  and the cluster center is updated and is given by : 
 
  
    (2) 
 
 
 
In medical clustering, the pixel intensity variation is very useful to segment the tumor region and normal region. 
When the high membership values are assigned to the pixel intensities which are close to a cluster center and low 
membership values are assigned to the pixel intensities which are far away from the cluster center, then the objective 
function is minimized. In this work Fuzzy K-means algorithm is applied to segment the mass region. 
3.3. Feature Extraction 
Texture characteristics give more significant information in pattern recognition area and in this work and for 
mass classification GLCM features are derived from the mass region. GLCM is one of the widely used techniques 
for texture analysis. Four texture descriptors namely contrast, correlation, energy and homogeneityused for 
classification of benign and malignant masses are computed at different orientations with the distance of 1 pixel. 
Intensitycontrast between a current pixel and its neighbour in an image is given by the contrast descriptor. 
Correlation tells how current pixel and its neighbourhood pixel is related to one another. Energy is the angular 
second moment. Homogeneity gives the idea about the closeness of the distribution of GLCM elements to its 
diagonal 
3.4. Classification 
Ada Boost 
 
 In 2003, Yoav Freund and Robert Schaphire formulated a machine learning meta-algorithm called Adaptive 
Boosting (AdaBoost). It is very simple to implement and good for generalization. It improves the classification 
accuracy and not prone to over fitting. It is an iterative algorithm and during an each iteration of the training phase, a 
new weak learner is added to create a strong learner that is only slightly correlated to the classifier. The weighting 
vector is adjusted every time the weak learner is added to the ensemble to focus on examples that were misclassified 
in the earlier iteration. Hence it is called adaptive and finally results with a classifier with better accuracy. 
 
Back Propogation Neural Network (BPNN) 
 
 A BPNN is a supervised machine learning technique and uses a feed-forward architecture. The BPNN is based 
on the gradient descent technique for solving an optimization problem, which involves the minimization of the 
network cumulative error. Error is the difference between the target output and the actual output. This BPNN is 
designed in such a way as to update the weights in the direction of the gradient descent of the cumulative error. This 
is done in an iterative way. The weights are adjusted during each iteration by propagating the errors backwards. This 
is continued until the mean square error is minimized to an acceptable level18. 
 
The Sparse Representation based classifier (SRC) 
 
In this work for mass classification SRC is used. In SRC, the given test sample can be represented as a linear 
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combination of the training sample and does not require any formal training process19, 20. 
 
Let A be the training sample matrix of p classes. 
   
^ ` },........,{,....., 12121 iiiip nvvvAAAA       (3) 
A test mammaogram image y can be well approximated as a linear combination of the training sample taken 
from Aiand is given by 
¦   inj ijijVay 1                (4) 
wherenrepresents the total samples in the ith class. Now eqn. (4) can be rewritten as 
y=Ax0                 (5) 
Since A is the dictionary containing all the training samples. 
^ `Tniii ix 0,...0,,...,,0,....0 ,2,1,0 DDD is the coefficient vector  where only a few coefficients are non- zero  
whereas others are zero. The nonzero coefficients are alone related to class i. Thus sparse solution of the coefficient 
vector which is same as solving the following optimization problem (l0 minimization) could be evaluated as given in 
equation (6). 
    00
minargˆ xx  subject to Ax=y             (6) 
Because the lack of l0 norm’s mathematical representation, l0 minimization is regarded as an NP-hard problem, as 
it is too complex and almost impossible to solve. In many cases, l0 minimization problem is relaxed to be higher 
order norm problem such as l1 minimization and l2 minimization. The SRC approximated the l0 norm coefficients by 
l1 minimization problem21.  
If the test sample y belongs to a certain class, the coefficients in the estimated 0xˆ not within this class should all 
be zeros. But given the noise and the modelling error, the noisy model is modified as:  
 
y=Ax0+ε                (7) 
whereε is the noise level. Then, the equation (6) is converted into:  
00
minargˆ xx  subject to Hd
2
yAx
             (8)
 
We consider using the residual error to classify y. After estimating 1xˆ , the given test mass image yˆ is 
approximated as:  
)ˆ(ˆ iii xAy G               (9) 
where )ˆ( ii xG  is a new vector. The nonzero entries in 1xˆ are alone related to class i. The residual error  yri ˆ is: 
   iiii xAyyr ˆˆ G          (10) 
The test sample y is classified with the class having the minimal residual error. The SRC algorithm has good 
1767 K. Vaidehi and T.S. Subashini /  Procedia Computer Science  46 ( 2015 )  1762 – 1769 
generalization ability. So it is more suitable for medical applications. 
3.5. Performance measures 
Table 1 presents a confusion matrix for binary classification, where Arepresents true positive, Brepresents false 
positive, Crepresents false negative, and Drepresents true negative counts. Accuracy, sensitivity, specificity, PPV, 
NPV, MCC are some of the measures used for evaluating the performance of the  classifiers used in this work 
namely adaboost, SRC 22. 
 
Table 1. Confusion matrix for mass classification 
Class/Recognised  Benign Malignant 
Benign True Positive (A) False Negative (C) 
Malignant False Positive (B) True Negative (D) 
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Mathews Correlation Coefficient (MCC) is another accuracy evaluation measure which could give a better 
picture of the performance of the classifier. MCC is used as a metric rather than accuracy when the number of 
samples in the two classes is unbalanced. 
4. Experimental Results 
 The MIAS database contains ground truth of the image which includes the center of the mass and approximate 
radius of the circle enclosing the mass in terms of number of pixels. Totally 48 abnormal mammograms containing 
mass is considered for this study. Out of which 16 are malignant mammograms and 32 are benign mammograms. A 
square region of area 174x174 pixels is taken as the ROI for further processing. The value 174 is chosen in 
consultation with the radiologist because it is the radius of the largest mass present in the database and moreover 
mass will not be more than the size of 174x174. Fig.2. shows the segmented input breast region. 
 
 
 
 
 
 
 
Fig. 2. 174 x 174 size segmented input breast region 
 
From the input ROI thus obtained which is shown in Fig. 3a., the mass region is segmented using fuzzy K-means 
clustering algorithm and Fig.3b. shows the segmented mass region. To obtain the contour of the mass image, 
morphological erosion applied image is subtracted from the original image which is nothing but the gradient of the 
original image. The contour thus obtained is shown in Fig. 3c. Then morphological operation “areaopen” is applied, 
to retain only those regions which contain more than 600 pixels and this removes smaller regions. Fig.3d. shows the 
mass region alone without smaller regions. Then the original image is compared with Fig.3d and all the pixels which 
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is white is replaced with the original intensity values to obtain the segmented mass and it is shown in Fig. 3e.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. a) input ROI  b) FCM segmented mass image c) contour of mass d) after applying morphological operation e) orginal pixel values of the 
segmented mass. 
 
Four features derived from the GLCM (contrast, correlation, energy and homogeneity) are calculated at θ = 0°, 
45°, 90°, 135° and d=1, Since the reliable information cannot be given by a single direction.Therefore, 4directions 
from the co-occurrence matrix are used for extracting the second order texture information from the mammograms. 
The derived features are fed into the classifiers namely Adaboost, SRC and BPNN. 
 
Table 2. Performance measures of different classifiers with local binary pattern texture features 
Type Accuracy 
(%) 
Sensitivity 
(%) 
Specificity 
(%) 
PPV (%) NPV (%) MCC 
(%) 
Adaboost 81.25 78.12 87.5 92.59 66.66 62.36 
BPNN 77.08 75.0 81.25 88.88 61.90 53.45 
SRC 93.75 90.62 99.99 99.99 84.21 87.35 
 
The performance measures used for classification are accuracy, sensitivity, specificity, PPV, NPV and MCC. 
Leave one out procedure has been adopted in testing the performance of the various classifiers. Table 2 shows the 
performance of the three classifiers with GLCM features. It could be seen that the SRC outperformed Adaboost and 
BPNN in classifying benign and malignant masses. The accuracy obtained was 93.75%. Mathews Correlation 
Coefficient (MCC) is calculated to get a better picture of the performance of the classifier, since the number of 
samples in the two classes is unbalanced. When compared to accuracy MCC is used in cases where the number of 
samples in each of the classes differs considerably. SRC obtained the highest MCC of 87.35% whereas the other 
classifiers reported relatively poor MCC. 
5. Conclusions 
 In this paper, it is proposed an automatic system which detects and categorizes benign mass and malignant mass 
regions from the breast ROI. Mini-mias database images are used for this study. This automatic detection of masses 
is beneficial to the radiologist for finding the early stage of (benign) mass and cancerous stage (malignant) without 
confusion. Even though the mass regions are obscured in the dense regions, the study reveals the usefulness of fuzzy 
C-means algorithm for segmenting mass regions from the ROI. The experimental results show that the extracted 
GLCM descriptors along with SRC classifier could be effectively used in classifying breast masses in digital 
mammograms. The SRC classifier obtained highest accuracy is 93.75%. The proposed work was carried out using 
MATLAB 2012a.  
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