Abstract-A swarm-intelligence-inspired approach to clustering data is described. The algorithm consists of two stages. In the first stage of the algorithm, ants move the cluster centers in feature space. The cluster centers found by the ants are evaluated using a reformulated fuzzy C-means (FCM) criterion. In the second stage, the best cluster centers found are used as the initial cluster centers for the FCM algorithm. Results on 18 data sets show that the partitions found using the ant initialization are better optimized than those obtained from random initializations. The use of a reformulated fuzzy partition validity metric as the optimization criterion is shown to enable determination of the number of cluster centers in the data for several data sets. Hard C-means (HCM) was also used after reformulation, and the partitions obtained from the ant-based algorithm were better optimized than those from randomly initialized HCM.
I. INTRODUCTION

M
ODERN technology provides us with efficient and lowcost techniques for data collection. Raw data, however, is of limited use for decision making and intelligent analysis. Machine learning aims to create automatic or semiautomatic tools for the analysis of raw data to discover useful patterns and rules. Clustering is one of the most important unsupervised learning techniques [1] , [2] .
Clustering approaches are typically quite sensitive to initialization. In this paper, we examine a swarm-inspired approach to building clusters that allows for a more global search for the best partition than iterative optimization approaches. The approach is described with cooperating ants as its basis. The ants participate in placing cluster centroids in feature space. They produce a partition that can be utilized as it is or further optimized. The further optimization can be done via a focused iterative optimization algorithm.
Experiments were done with both deterministic algorithms that assign each example to one and only one cluster, and fuzzy algorithms that partially assign examples to multiple clusters. The algorithms are from the C-means family [3] . These algorithms were integrated with swarm intelligence concepts which resulted in clustering approaches that were less sensitive to initialization. The clustering approach introduced here provides a framework for optimization of most any objective function that can be expressed in terms of cluster centroids. It is highly parallelizable, which could enable the time cost to be the same or lower than for classical clustering. The algorithm provides a high likelihood of skipping most poor local solutions resulting in a quality partition of data. The new algorithms are loosely based on cemetery organization and brood sorting as done by ants [4] . The algorithm introduced here requires the number of clusters be known but has minimal sensitivity to parameter choices and results in clusters that are often better optimized than those from current algorithms. Further, we show that it can be integrated with a cluster validity metric to potentially discover the number of classes in the data.
This paper proceeds in Section II with a discussion of swarm intelligence, the clustering algorithms used, and related work. Section III contains a description of applying the ants to centroids of clusters. Section IV discusses the data sets used in evaluating the performance, Section V contains the results of applying the centroid-based algorithm utilizing fuzzy clustering and Section VI utilizing hard clustering, Section VII explores execution time, Section VIII is a discussion including discovering the number of clusters, and Section IX contains conclusions.
II. SWARM INTELLIGENCE AND CLUSTERING
Research on using the social insect metaphor for solving problems is still in its infancy. The systems developed using swarm intelligence principles emphasize distributiveness, direct or indirect interactions among relatively simple agents, flexibility, and robustness [4] . Successful applications have been developed in the communication networks, robotics, and combinatorial optimization fields.
A. Cemetery Organization and Brood Sorting in Ants
Many species of ants cluster dead bodies to form cemeteries and sort the larvae into several piles [4] . This behavior can be simulated using a simple model in which the agents move randomly in space and pick up and deposit items on the basis of local information. The clustering and sorting behavior of ants can be used as a metaphor for designing new algorithms for data analysis and graph partitioning. The objects can be considered as items to be sorted. Objects placed next to each other have similar attributes. This sorting takes place in 2-D space, offering a low-dimensional representation of the objects.
Most swarm clustering work has followed the aforementioned model. In this paper, there is implicit communication among the ants making up a partition. The ants also have memory. However, they do not pick up and put down objects but rather place summary objects in locations and remember the 1083-4427/$25.00 © 2007 IEEE locations that are evaluated as having good objective function values. The objects represent single dimensions of multidimensional cluster centroids that make up a data partition.
B. Clustering
The aim of cluster analysis is to find groupings or structures within unlabeled data [5] . The partitions found should result in similar data being assigned to the same cluster and dissimilar data assigned to different clusters.
In most cases, the data are in the form of real-valued vectors. The Euclidean distance is one measure of similarity for these data sets.
Clustering techniques can be broadly classified into a number of categories [6] . In this paper, algorithms from the following categories are used.
• Deterministic crisp: Each example is assigned to one and only one cluster.
• Possibilistic/fuzzy: Degrees of membership indicate the extent to which the example belongs to the cluster. The sum of memberships of each example across all the clusters may not be 1 for possibilistic clustering but is equal to 1 in the fuzzy case.
1) Hard Clustering:
Hard C-means (HCM) is one of the simplest unsupervised clustering algorithms for a fixed number of clusters. The basic idea of the algorithm is to initially guess the centroids of the clusters and then refine them. Cluster initialization is very crucial because the algorithm is very sensitive to this initialization. A good choice for the initial cluster centers is to place them as far away from each other as possible. The nearest neighbor algorithm is then used to assign each example to a cluster. Using the clusters obtained, new cluster centroids are calculated. The aforementioned steps are repeated until there is no significant change in the centroids.
The objective function minimized by the HCM algorithm is given as follows:
where c ≥ 2 number of clusters; n number of data points; β i ith cluster prototype; x k kth data vector;
2) Fuzzy Clustering: Hard clustering algorithms assign each example to one and only one cluster. This model is inappropriate for real data sets in which the boundaries between the clusters may not be well defined. Fuzzy algorithms can partially assign data to multiple clusters. The strength of membership in the cluster depends on the closeness of the example to the cluster center.
The fuzzy C-means (FCM) algorithm [7] allows an example to be a partial member of more than one cluster. The FCM algo- 
where u ik membership of the kth object in the ith cluster; β i ith cluster prototype; m ≥ 1 degree of fuzzification; c ≥ 2 number of clusters; n number of data points;
The drawback of clustering algorithms like FCM and HCM, which are based on the hill climbing heuristic, is that prior knowledge of the number of clusters in the data is required and they have significant sensitivity to cluster center initialization [8] .
3) Work on Ant-Based Clustering: There has been work on clustering data utilizing swarm intelligence, and we describe the most related work here. A number of approaches [9] - [14] project the data to be clustered onto a grid that is based on the approach from [15] . In [10] , a small number of web pages from four classes were clustered into groups that were reasonably homogeneous. Promising results on artificial data were obtained by allowing ants to have short-term memory in traversing a portable grid to group documents in [13] . In [16] and [17] , some improvements have been made to the algorithms utilizing ants to perform clustering on a grid. Results were compared with K-means as was done here. Mostly synthetic data sets were used with three real data sets. They utilized the F-measure that requires class labels and sometimes obtained partitions better than K-means, particularly when there are unequal size clusters. They argue that their approach is pretty good for picking the number of cluster centers (which K-means cannot do). They get results that are pretty consistently close to or better than K-means with the correct number of clusters. They utilized the cosine distance, while we used the Euclidean distance.
In a gray level image segmentation problem domain [18] , an interesting approach was proposed where an ant produces a partition by making a single pass through the data and assigning data to cluster centers. Multiple ants (10) do this, and pheromone trails are used to guide the assignment of objects to classes. Only the ant that produces the best partition is allowed to cause an update to the pheromone trails. This is a bit of an ensemble clustering approach [19] and shows some clear promise with a noisy image.
In [20] , the ants were used to create a hierarchical cluster partition. There was one ant for every object, and they aligned themselves into a tree structure. The F-measure was used to evaluate the partitions and to show that some partitions are better than what you will get with K-means, which is not hierarchical.
In [21] , ants group feature vectors using the concept of odor. Feature vectors with a similar odor are assigned to the same cluster. Each ant is given a feature vector and a class label (initially none). They cannot change objects, but they can change class depending upon the class of other objects to which they have a similar odor (as determined by a similarity metric). Since clusters or classes can be created, this algorithm can automatically find the number of clusters. Experimental results are shown on 13 data sets (eight artificial) and compared to K-means that is always initialized with ten clusters. Usually, the F-measure (which requires class labels) shows this approach to be better. However, K-means might more typically be initialized with some number of clusters closer to the true number.
III. FUZZY ANT CLUSTERING WITH CENTROIDS
The ant-based clustering algorithms discussed so far cluster data by moving the objects in a 2-D space and merging them to form clusters. Another avenue we have pursued is to allow the ants to relocate cluster centroids in feature space. The formulation is similar at a very high level to what was done in [22] , but ants are utilized rather than a genetic approach.
In the algorithm discussed here, the stochastic property of ants was simulated to obtain good cluster centers. The ants move randomly in the feature space carrying a feature of a cluster center with them. After a fixed number of iterations, the cluster centers are evaluated using the reformulation of FCM that leaves out the membership matrix [23] . After the ant stage, the best cluster centers obtained are used as the initial cluster centers for the FCM and HCM algorithms.
The approach presented here does a type of global cooperative directed search for the optimal cluster centroids. Groups of ants cooperate in finding the optimal centroid values for the optimal partition. It might be compared with fuzzy J-means [24] that uses directed local neighborhood search in an attempt to find a global minima or at least skip local extrema. They remove a centroid and replace it with an unoccupied pattern that is far from existing centroids (though how exactly a pattern is chosen is not defined), and they keep doing this with some iterations of the algorithm to get new partitions. They show that better optimizations are obtained when the number of clusters is much greater than the true number. There is not much difference in performance when they are close to the true number of clusters which is of interest here.
We explore how our algorithm performs if it is viewed as an initialization algorithm. In this framework, it can be compared to [25] where 1-D clustering was used to find initializations. They report error on data sets, which is not necessarily the same as the best optimized partition for which we search here.
They do not compare their approach with the best result from a random set of initializations done in the same time it takes to produce a partition in their approach. In [26] , four different initialization methods for K-means were explored. It was found that, on average, random initialization was better than all but one method and could not be shown to be statistically inferior to the "Kaufman" initialization.
A. Reformulation of Clustering Criteria for FCM and HCM
In [23] , the authors have proposed a reformulation of the optimization criteria used in a couple of common clustering objective functions. The original clustering functions minimize the following objective function to find good clusters
where U ik membership of the kth object in the ith cluster; β i ith cluster prototype; m ≥ 1 degree of fuzzification; c ≥ 2 number of clusters; n number of data points;
The reformulation replaces the membership matrix U with the necessary conditions that are satisfied by U . The reformulated version of J m is denoted as R m .
For the hard clustering case, the U optimization is over a crisp membership matrix. The necessary condition for U and the necessary conditions for U for the fuzzy case are given as follows:
The distance
The reformulations for hard and fuzzy optimization functions are given, respectively, as follows:
The function R depends only on the cluster prototype and not on the U matrix, whereas J depends on both the cluster prototype and the U matrix. The U matrix for the reformulated criterion can be easily computed using (4) or (5).
B. Algorithm
A partition of data can be compactly described by a set of c cluster centroids in feature space. Clustering algorithms that produce centroids attempt to position the centroids, in feature space, in such a way as to minimize (or maximize) an objective function. Each centroid is described by s feature values. If an ant is assigned to move a feature value, in a normalized feature space, it helps in searching for the extrema of the objective function. For a given partition, a unique ant is assigned to a given feature of a given cluster. There will then be c × s ants involved in determining the structure of a partition. They will position the features of the centroids, thereby positioning the centroids and creating a data partition [each example belongs partially or fully to the nearest cluster(s)]. Each ant has a memory of the b = 5 most optimal locations visited. When the ant stops and the current partition is evaluated, it will appropriately replace the least good rank order stored position when the current position results in a more optimal partition.
The evaluation is done through an objective function for the particular cluster-based algorithm to be optimized. This forms the basis for the clustering algorithm presented here. The group of ants cooperate to find the best partition but work independently (though often from locations remembered as being good) to find a new location that will result in a new data partition.
The ants coordinate to move cluster centers in feature space in the search for optimal cluster centers. Initially, the feature values are normalized between 0 and 1. Each ant is assigned to a particular feature of a cluster in a partition. The ants never change the feature, cluster, or partition assigned to them. A pictorial view is given in Fig. 2 , where each vertical line is a dimension in parallel coordinates [27] , [28] . The links between ants show that a group of four is taken as working together. For example, they would represent the location of a cluster in a 4-D feature space. After randomly moving the cluster centers for a fixed number of iterations, which is called an epoch, the quality of the partition is evaluated by using the reformulated criterion (6) or (7) . If the current partition is better than any of the previous partitions in the ant's memory, then the ant remembers this partition, else the ant, with a given probability, goes back to a better partition or continues from the current partition. This ensures that the ants do not remember a bad partition and erase a previously known good partition. Even if the ants change good cluster centers to unreasonable cluster centers, the ants can go back to the good cluster centers as the ants have a finite memory in which they keep the best of the visited cluster center locations. There are two directions for the random movement of the ant. The positive direction is when the ant is moving in the feature space from 0 to 1, and the negative direction is when the ant is moving in the feature space from 1 to 0. If during the random movement the ant reaches the end of the feature space, the ant reverses direction. After a fixed number of epochs, the ants stop.
The data are partitioned using the centroids obtained from the best-known R m value. The nearest neighbor algorithm is used for assignment to a cluster. The cluster centers so obtained are then used as the initial cluster centers for the FCM or the HCM algorithm. The ant-based algorithm is presented in Fig. 3 . The values of the parameters used in the algorithm are shown in Table I. IV. DATA SETS Six real data sets and ten artificial data sets were used in the experiments. The data sets were given as follows: the Iris Plant data set, Wine Recognition data set, Glass Identification data set, Multiple Sclerosis data set, Magnetic Resonance Imaging (MRI) data set, British Towns data set, Gauss 1-5 data sets, Gauss500 1-5 data sets. These data sets are described in Table II .
Ten artificial data sets were generated from a mixture of five Gaussians. The probability distribution across all the data sets is the same, but the means and standard deviations of the Gaussians are different. Of the ten data sets, five data sets had 500 instances each, and the remaining five data sets had 1000 instances each. Each instance had two attributes. The parameters used to generate the data sets are shown in the Appendix.
To visualize the Iris data set, the principal component analysis (PCA) algorithm [29] was used to project the data points into 2-D and 3-D spaces. Fig. 4 shows the scatter of the points, after PCA, in 2-D for the Iris data set. One class is linearly separable from the other two. For clustering purposes, the Iris data set can be considered as having only two clusters. The age 
V. RESULTS FOR FUZZY ANT CLUSTERING WITH CENTROIDS ALGORITHM
The algorithm in Fig. 3 was applied to the six real data sets and ten artificial data sets described earlier. The results obtained for the data sets are shown in Table III . The results for the FCM and HCM are the average results from 50 random initializations. The Glass data set has been simplified to have just two classes, namely: 1) window glass and 2) nonwindow glass. The results for this modified data set are also shown in Table III . The attribute age plays an important role in the Multiple Sclerosis data set; the results considering the age feature and ignoring the age feature are also shown. Note that the R m value is always less than or equal to that from randomly initialized FCM except for Glass (six classes). Thirteen data sets have single extrema for the FCM algorithm. That is, they converge to the same extrema, for all initializations tried here. This is reflected in Table III , where we have the same values in columns 3 and 4 for the 13 data sets.
The parameters number of epochs, D min , and D max play an important role in determining the quality of the clusters found. By performing manual search, new parameters, which enabled better results by allowing finer search, were found. The values of the new parameters are shown in Table IV , and the results obtained by using these modified parameters are shown in Table V . Clear improvements were observed for the three data sets. For the British Towns data set, the average value for R m after FCM decreased from 1.6033 to 1.5999; similarly for the Glass (six classes) data set, the average value for R m after FCM decreased from 7.2937 to 7.2897. This average value is better than that obtained from randomly initialized FCM. The average value for R m after FCM for the MRI data set decreased from 302.1302 to 301.9198.
VI. HCM RESULTS
The ant algorithm was applied with the HCM objective function. The ants find the cluster centers, and these centers are used as the initial centers for the HCM algorithm. The parameter values are those shown in Table I .
From Table VI Tables VII and VIII show the variation in the results obtained by changing the number of ants per partition and epochs for the British Towns and Wine data sets. From the tables, we see that as the number of epochs increase, the minimum R 1 found by the ants decreases; this is to be expected because as the number of epochs increase the ants get more time to refine the centroids found. Likewise as the number of ants increase, lower R 1 values are found. Table IX shows the results obtained for different MRI slices; the parameter values used for the MRI data set are the ones from Table IV , and ants equivalent to 50 partitions were used. All the partitions have lower R 1 values than HCM.
VII. EXECUTION TIME
The variation of the minimum R m (using FCM) found by the ants by changing the number of ants to allow for more partitions for MRI slice 35 is shown in Table X . As the number of ants increases, the minimum R m found decreases but at the cost of because the British Towns data set is the smallest (in terms of number of examples) data set and the MRI data set is the largest data set used in the study. The values are an average from 20 000 epochs and five experiments for the British Towns data set and from 6000 epochs and three experiments for the MRI data set. One experiment consists of the ant stage, and the following consists of the FCM or the HCM stage. The time required for one epoch for the British Towns data set was more than that for the MRI data set as there are more classes, and hence more ants, in the British Towns data set. The time required for the entire experiment was more for the MRI data set as there are more examples in the MRI data set. The time required for the FCM algorithm is also shown in Table XI . From Table XI , we see that, for the British Towns data set, approximately 9100 random FCM initializations can be performed in the time required for one ant experiment. Similarly, approximately 225 random FCM initializations can be performed for the MRI data set.
We performed 11 300 (≈225 × 50) random initializations for the MRI data set and averaged the best 50 R m values. The average R m value was 301.9189, and the average R m value found by ants from 50 random initializations was 301.9189. Similarly for the British Towns data set, the average of the best 50 R m values over 20 000 iterations was 1.5999 and the average The experiments were performed on an Intel Pentium IV 2.53-GHz processor with 512-kB cache and 2 GB of main memory.
VIII. DISCUSSION
The ants move the cluster centers in feature space to find a good partition for the data. There are less controlling parameters than the previous ant-based clustering algorithms [5] . The previous ant clustering algorithms typically group the objects on a 2-D grid.
Results from 18 data sets show the superiority of our algorithm over the randomly initialized FCM and HCM algorithms. For comparison purposes, Tables XII-XIV show the frequency of occurrence of different extrema for the ant initialized FCM and HCM algorithms and the randomly initialized FCM and HCM algorithms. The ant initialized FCM algorithm always finds better extrema for the MRI data set, and for the British Towns data set, the ant initialized algorithm finds the better extrema 49 out of 50 times. The ant initialized HCM algorithm always finds better extrema for the Iris data set, and for the Glass (two classes) data set, a majority of the time. For the different MRI slices, the ant initialized HCM algorithm finds a better extrema most of the time. In [22] , a genetic programming approach was used to optimize the clustering criteria; the genetic approach for HCM found better extrema 64% of the time for the Iris data set. The ant initialized HCM finds better extrema all the time.
The number of ants is an important parameter of the algorithm. This number only increases when more partitions are searched for at the same time, as ants are (currently) added in c × s increments. The quality of the final partition improves with an increase of ants, but the improvement comes at the expense of increased execution time. Future work might focus on automatically finding the minimal number of ants needed.
It would be possible, and perhaps quite helpful, to do a couple of iterations of a standard iterative clustering algorithm to refine the obtained partition after every epoch. This might well result in equivalent partitions in perhaps the same or less time.
A. Finding the Number of Clusters
The clustering approach described here requires knowledge of the number of clusters. It is possible to use cluster validity metrics on the resulting partitions created with different numbers of clusters to determine the right number of clusters [3] , [30] . Alternatively, one might replace the function R m or R 1 being optimized by the swarm of ants with a partition validity metric. Perhaps the ants would place clusters that were not needed in locations where few, if any, examples would be closer to them than others.
We have explored this possibility using the Xie-Beni partition validity metric that is used for fuzzy partitions. It can be described by the following equation as in [31] 
It is clearly tied to the FCM functional with a strong preference for keeping the smallest distance between any two cluster centroids as large as possible. The smallest XB(β, X) is considered to be the best. So, we just replace R m with XB in Algorithm 1 and begin with an overestimate of the number of clusters. Generally, we expect that it will be possible to guess a number greater than the likely number of clusters (and less than the number of examples).
1) Choosing the Number of Clusters Experiments:
Experiments were done with the Wine and Iris data sets discussed earlier. In addition, an artificial data set with two attributes, five classes, and 1000 examples was generated using a Gaussian distribution. It is shown in Fig. 5 . The classes are slightly unequally sized [8] (248, 132, 217, 192 , and 211, respectively).
The default parameters were used. Each experiment was done with the known number of clusters or more. For the Iris data set, we also tried two classes because of the fact that in feature space an argument can be made for this number of classes.
We will look at the results from the Iris data set first. When we tried to cluster into three classes, a partition with 50 examples from class 1 and 100 examples from class 2/class 3 was found 10 of 30 times. For the rest of the time, a cluster with one example was found four times, and in the other experiments, the cluster with class 1 had a few examples from another However, a repeatable method that could objectively determine how many classes existed was necessary. We used a threshold on the number of examples in a cluster. The FCM functional has a bias toward producing approximately equal size clusters. It is not the right functional to use for widely different sized clusters. Hence, we used a threshold that was the percent of examples assuming each cluster was of the same size.
If a cluster had less than the threshold, we interpreted that to mean there was no cluster and the cluster should be merged with the one closest in feature space. We did not, in these experiments, try to merge the clusters. The equation is
where n is the number of examples, c is the number of clusters searched for, and P is the percentage of the average cluster size. Any percentage 2 or greater will lead to the conclusion that there are only two clusters in the Iris data when we search for three. Results are summarized for different c in Table XV . Searching for four clusters in the Iris data, a partition with 50 examples from class 1 and the other two classes perfectly mixed occurred three times. There was always one empty cluster, and the largest cluster size was 9 in the case that three clusters were found. So, any threshold above 30% will provide the conclusion that there are only two clusters.
With five clusters, there were typically two or three empty clusters, and the "perfect" partition into two clusters occurs twice. If a percentage of 90 or above is used, the conclusion will be two clusters exist. This search space is significantly larger and no more epochs were utilized, so it appears the result is a strong one. We also tried six clusters where there were typically two or three empty clusters. In this case, with a percentage of 90 or above, the average number of classes was 2.5. There were a number of cases in which the linearly separable class would get discovered as one cluster and the other two classes would be split into two (maybe 67/33 or 74/26 for example). Again, in this large search space, this seems to be a very reasonable result. One would probably not guess double (or triple!) the number of actual classes.
In order to evaluate whether a more complete search might result in the discovery of two clusters more often when we initially searched for six, we changed the number of epochs to 4000 and the number of iterations per epochs to 25. This causes the ant to move less during epochs and have more opportunities (epochs) to find good partitions. With these parameters and a percentage of 90, only two clusters were found for all 30 trials. The examples in the linearly separable class were assigned, by themselves, to one cluster nine times.
Finally, we report the results when searching for only two clusters. In this case, there were always two clusters found (for P < 0.65). In 14/30 trials, a partition with the linearly separable class and the other two classes mixed was found. In the other experiments, a few examples were assigned with the linearly separable class making its size between 51 and 54. So, a very reasonable partition was obtained when searching for two classes.
For the artificial data, we did experiments with five, six, seven, eight, and nine clusters. Results are summarized for different c in Table XVI . The ant-based clustering always found five clusters when it started with five. In fact, it found the exact original partition 15 times. When it was incorrect, it had some small confusion between class 2 and class 5. A typical partition that did not match the original was (248, 133, 217, 192, 210) in which one example had switched between class 2 and class 5. This seems to be a pretty reasonable clustering result given the larger search space of the ants. When it searched for six classes, it always found five for a P ≥ 0.3 or greater. The sixth cluster typically had between zero and two examples assigned to it. When searching for seven classes, it found five classes 29 times for P ≥ 0.3. One time it found six classes. In that case, there was an empty cluster, and then class 4 was split into two clusters.
For eight classes, exactly five were found for a P = 0.75. Making it larger would occasionally cause four to be found when cluster 5 was split exactly into two chunks. For nine classes, five classes were always found for a percentage of 80 up to about 90. There might be two or three empty clusters. The other nonclusters were very lightly populated with less than 15 examples closest to their centroid in the usual case. As the percentage got too high, it would cause a class to split into two and to occasionally be missed resulting in four clusters. For example, with P = 1 and T = 111.11, class 4 was split into two clusters with 107 and 86 examples in each, respectively.
IX. CONCLUSION
We discussed a swarm-inspired optimization algorithm to partition or create clusters of data. We described it using the ant paradigm. The approach is to have a coordinated group of ants position cluster centroids in feature space.
The algorithm was evaluated with a soft clustering formulation utilizing the fuzzy C-means objective function and a hard clustering formulation utilizing the hard C-means objective function.
The presented clustering approach seems clearly advantageous for the data sets where it is expected that there will be a lot of local extrema. The cluster discovery aspect of the algorithm provides the advantage of obtaining a partition, while indicating the number of clusters. That partition can be further optimized or accepted as it is. This is in contrast to some other schemes that require partitions to be created with different numbers of clusters and then evaluated.
The results are generally a better optimized partition (objective function) than those obtained with FCM/HCM. One needs a large number of random initializations to be competitive in terms of skipping some of the poor local extrema that was done with the ant-based algorithm. It has provided better final partitions on average than a previously introduced evolutionary computation clustering approach for several data sets. Random initializations have been shown to be the best approach for the C-means family [26] , and the ant clustering algorithm results in generally better partitions than a single random initialization. A parallel version of the ant algorithm TABLE XVII  PARAMETERS USED TO GENERATE THE GAUSSIAN DATA SETS   TABLE XVIII  PARAMETERS USED TO GENERATE THE GAUSSIAN DATA SETS could operate much faster than the current sequential implementation, thereby making it a clear choice for minimizing the chance of finding a poor extrema when doing C-means clustering. This algorithm should scale better for large numbers of examples than grid-based ant clustering algorithms.
APPENDIX
The parameters used to generate the data sets are shown in Tables XVII and XVIII. 
