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Abstract
Non-convex variational problems in many situations lack a classical solution. Still they can be
solved in a generalized sense, e.g., they can be relaxed by means of Young measures. Various sets
of optimality conditions of the relaxed non-convex variational problems can be introduced. For ex-
ample, the so-called “variations” of Young measures lead to a set of optimality conditions, or the
Weierstrass maximum principle can be the base of another set of optimality conditions. Moreover
the second order necessary and sufficient optimality conditions can be derived from the geometry
of the relaxed problem. In this article the sets of optimality conditions are compared. Illustrative
examples are included.
 2004 Elsevier Inc. All rights reserved.
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Introduction
Non-convex optimization problems (e.g., optimal control, variational calculus prob-
lems, and non-cooperative games), except special situations (cf. Refs. [1–6]), have no
classical solution. This so-called non-attainment usually happens due to oscillations of
approximate solutions. Then it is suitable to redefine the problem and solve it in a general-
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be substituted by its weak lower semi-continuous envelope, which requires a convexifica-
tion of the involved integrand. This convexification may be difficult to obtain analytically.
The numerical approach to the convexification can be found in Refs. [7,8]. The other pos-
sibility is to extend the original problem continuously on a hull of the original function
spaces (cf. Refs. [9–15]). This article concentrates on the relaxation done by means of so-
called Young measures. This relaxation is a special case of the extension of the original
problem mentioned above.
A set of necessary optimality conditions for the relaxed problem can be obtained using
the so-called “variations” of Young measures, if the dimension of the variational problem
is one (cf. Refs. [16,17]). Another set of necessary optimality conditions can be derived di-
rectly from the geometry of the relaxed problem. The set then contains a condition known
as the Weierstrass maximum principle (cf. Ref. [15]). It is shown in this article that the
second set of conditions is more selective than the first set, i.e., the first set of conditions is
always satisfied, if the second set of conditions is satisfied. An analytically solvable exam-
ple is included to illustrate this evidence. Another interesting set of necessary optimality
conditions can be found in Ref. [18]. We prove that this set of optimality conditions is
equivalent to the set of optimality conditions containing the Weierstrass maximum princi-
ple.
Second order necessary optimality conditions for the relaxed problem can be obtained
by application of the general form of second order necessary optimality conditions derived
for the optimization problems in a Banach space (cf. Ref. [19, Section 3.2.2]).
A set of sufficient conditions for existence of a local extreme is presented at the end
of the article. This set can be obtained by completing the set of optimality conditions
containing the Weierstrass maximum principle by a suitable second order condition.
Examples of the application of the second order conditions to non-convex relaxed prob-
lems are included.
1. Relaxation of the non-convex variational problem
The class of non-convex variational problems studied in the sequel is
minimize Φ(u) :=
∫
Ω
F
(
x,u(x),∇u(x))dx,
where u ∈ W 1,p(Ω), u|∂Ω = uD, (1)
and W 1,p(Ω) is a Sobolev space, so it is natural that uD belongs to a Sobolev space
W 1−1/p,p(∂Ω), provided Ω ⊂ Rn is a bounded Lipschitz domain. It is assumed that
F :Ω ×R×Rn →R is a Carathéodory function satisfying inequalities
c1|s|p − c2|u|p1 − C  F(x,u, s) a0(x) + C
(|u|q + |s|p), (2)∣∣F(x,u1, s) − F(x,u2, s)∣∣

(
a1(x) + b|u1|q−1 + b|u2|q−1 + b|s|p(q−1)/q
)|u1 − u2| (3)
J. Mach / J. Math. Anal. Appl. 298 (2004) 157–170 159for some c1 > 0, c2, C ∈R, p > 1, p1 < p, p1 < q , a0 ∈ L1(Ω), a1 ∈ Lq/(q−1)(Ω), b > 0,
1 q  pn/(n − p) for 1 < p < n, 1 q < ∞ for p  n. Under these assumptions Φ is
coercive and continuous. Non-convexity of F(x,u, ·) can cause that Φ is not weakly lower
semi-continuous, which is related with possible non-existence of a solution due to oscilla-
tions of gradients of minimizing sequences (cf. Ref. [4]). To obtain a generalized solution,
the problem can be extended by means of Lp-Young measures. The relaxed problem is
minimize Φ˜(u, ν) :=
∫
Ω
∫
Rn
F
(
x,u(x), s
)
νx(ds) dx,
subject to
∫
Rn
s νx(ds) = ∇u(x) for a.a. x ∈ Ω,
u ∈ W 1,p(Ω), ν ∈ Yp(Ω;Rn), u|∂Ω = uD. (4)
The set of Lp-Young measures is defined as follows:
Yp(Ω;Rn) :=
{
ν ≡ {νx}x∈Ω ∈ L∞w
(
Ω; rca(Rn)); νx ∈ rca+1 (Rn) for a.a. x ∈ Ω,
∫
Ω
∫
Rn
|s|p νx(ds) dx < ∞
}
,
where rca(Rn) stands for Radon measures, rca+1 (Rn) denotes the set of probability Radon
measures, and L∞w (Ω; rca(Rn)) is a Bochner space of bounded weakly measurable map-
pings from Ω into rca(Rn). The set of Lp-Young measures forms a convex σ -compact
hull of Lp(Ω) thanks to a dense and (norm, weak∗)-continuous embedding y → ν :=
{δy(x)}x∈Ω , where δs means a Dirac measure supported at s ∈Rn (cf. Ref. [15]). The func-
tional Φ˜ in problem (4) can be convex even for non-convex F . Problem (4) then becomes
minimization of a convex functional over a convex set.
Theorem 1 (Kinderlehrer and Pedregal [20], here modified). Assumptions (2), (3) imply
(i) problem (4) has a solution,
(ii) inf(1) = min(4),
(iii) every minimizing sequence of the problem (1) contains a subsequence, whose embed-
ding u → (u, {δ∇u(x)}x∈Ω) converges to a solution of the problem (4),
(iv) conversely, any solution to the problem (4) can be attained by a minimizing sequence
of the problem (1).
Existence can be shown by coercivity and continuity arguments (cf. Refs. [15,20,21]).
The solution in Lp-Young measures exists only for p > 1, as assumed (cf. Eq. (2)) oth-
erwise the concentration of energy cannot be avoided in the sense that the set {x →
F(x,ui(x),∇ui(x)): i ∈ N} is not relatively weakly compact in L1(Ω), provided {ui}i∈N
is the minimizing sequence of the problem (1). For a more detailed proof cf. Ref. [20].
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The optimality conditions of the problem (4) can be formulated if the function F is
regular enough. Regularity of F is the subject of these lemmas.
Lemma 2. Let q  3, p  3, F(x, ·, s) ∈ C2(R), and let there exist constants b,C ∈R and
functions a1 ∈ Lq/(q−1)(Ω), a2 ∈ Lq/(q−2)(Ω), a3 ∈ Lq/(q−3)(Ω) such that∣∣∣∣∂F∂u (x,u, s)
∣∣∣∣ a1(x)+ C(|u|q−1 + |s|p(q−1)/q), (5)∣∣∣∣∂2F∂u2 (x,u, s)
∣∣∣∣ a2(x)+ C(|u|q−2 + |s|p(q−2)/q), (6)∣∣∣∣∂2F∂u2 (x,u1, s) − ∂
2F
∂u2
(x,u2, s)
∣∣∣∣

(
a3(x) + b|u1|q−3 + b|u2|q−3 + b|s|p(q−3)/q
)|u1 − u2|. (7)
Let assumption (2) hold, too. Then the functional Nν :Lq(Ω) → R, defined by Nν(u) :=
Φ˜(u, ν), is twice continuously differentiable.
Proof. The functionalN ′ν(u) :Lq(Ω) →R defined by
N ′ν(u)[v] :=
∫
Ω
∫
Rn
∂F (x,u(x), s)
∂u
v(x) νx(ds) dx
is the Gâteaux differential of Nν at u. Indeed, by definition, it is enough to show that
lim
t→0
Nν(u + tv) −Nν(u)
t
=N ′ν(u)[v]. (8)
The differentiability of F together with the mean value theorem assure that for each u,v ∈
Lq(Ω), t ∈R, there exists t∗ ∈R such that 0 < t∗ < t , and
F(x,u(x)+ tv(x), s) − F(x,u(x), s)
t
= ∂F (x,u(x)+ t
∗v(x), s)
∂u
v(x).
Then it follows from the assumption (5) and Hölder’s inequality that∫
Ω
∫
Rn
∣∣∣∣F(x,u(x)+ tv(x), s) − F(x,u(x), s)t
∣∣∣∣ νx(ds) dx

[
‖a1‖Lq/(q−1)(Ω) + C
(
‖u + t∗v‖q−1Lq(Ω) +
∥∥∥∥∥
∫
Rn
|s|p(q−1)/q νx(ds)
∥∥∥∥∥
Lq/(q−1)(Ω)
)]
× ‖v‖Lq(Ω).
The definition of Lp-Young measures and Jensen’s inequality lead to the inequality∣∣∣∣∣
∫
n
|s|p(q−1)/q νx(ds)
∣∣∣∣∣
q/(q−1)

∫
n
|s|p νx(ds),
R R
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∫
Rn
|s|p(q−1)/q νx(ds)
∥∥∥∥∥
Lq/(q−1)(Ω)

(∫
Ω
∫
Rn
|s|p νx(ds) dx
)(q−1)/q
< ∞.
Then Eq. (8) follows from the Lebesgue’s dominated convergence theorem. Similar argu-
ments based on assumption (6) assure that the functional N ′′ν (u) :Lq(Ω) × Lq(Ω) → R
defined by
N ′′ν (u)[v,w] :=
∫
Ω
∫
Rn
∂2F(x,u(x), s)
∂u2
v(x)w(x) νx(ds) dx
is the second Gâteaux differential of Nν at u. From the assumption (7) it follows that the
mapping u →N ′′ν (u) is continuous. It holds that∣∣∣∣∂F∂u
(
x,u1(x), s
)− ∂F
∂u
(
x,u2(x), s
)∣∣∣∣

∣∣∣∣∣
1∫
0
∂2F(x, tu1 + (1 − t)u2, s)
∂2u
dt
∣∣∣∣∣|u1 − u2|,
which is sufficient for continuity of the mapping u → N ′ν(u) (cf. Eq. (6)). Continuity of
Nν can be proved in the same manner as the continuity of the mapping u →N ′ν(u). 
Lemma 3. Let n = 1, p  2, q  2, F(x, · , ·) ∈ C2(R×Rn), and let there exist constants
b ∈R, C ∈R and functions a4 ∈ Lp/(p−1)(Ω), a5 ∈ Lp/(p−2)(Ω) such that∣∣∣∣∂F∂s (x,u, s)
∣∣∣∣ a4(x)+ C(|u|p−1 + |s|p−1), (9)
∣∣∣∣∂2F∂s2 (x,u, s)
∣∣∣∣ a5(x)+ C(|u|p−2 + |s|p−2), (10)
∣∣∣∣ ∂2F∂u∂s (x,u, s)
∣∣∣∣ a5(x)+ C(|u|p−2 + |s|p−2). (11)
Let assumptions (2), (5), and (6) hold, too. Then the original functional Φ :W 1,p(Ω) →R
(cf. Eq. (1)), is twice Gâteaux differentiable.
The proof of this lemma is similar to the proof of the previous lemma.
A set of the first and the second order optimality conditions can be derived using the
“variations” of Young measures (cf. Ref. [17]). This method gives practically usable opti-
mality conditions only for n = 1. The necessary optimality conditions of the problem (4)
based on the first and second order optimality conditions obtained by the “variations” of
Young measures are summarized in this theorem.
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Let (u, ν) be a solution of the problem (4), and let
λ(x) :=
∫
R
∂F
∂s
(
x,u(x), s
)
νx(ds). (12)
Then ∫
R
∂F
∂u
(
x,u(x), s
)
νx(ds) = dλ
dx
(x) in W−1,p(Ω) (13)
and
supp(νx) ⊂
{
s ∈R; ∂F (x,u(x), s)
∂s
= λ(x)
}
∩
{
s ∈R; ∂
2F(x,u(x), s)
∂2s
 0
}
for a.a. x ∈ Ω. (14)
Another set of necessary optimality conditions of the relaxed problem (4) can be derived
by means of the natural Young measure geometry and results to the Weierstrass maximum
principle. The necessary optimality conditions derived directly from the relaxed problem
(4) are the subject of the following theorem. It involves only the conditions of the first
order, still the conditions included in this theorem turn out to be more selective than the
conditions in the theorem above.
Theorem 5 (Roubícˇek [15]). Let assumptions (2) and (5) be satisfied, and let (u, ν) be a
solution of the problem (4). Then there exists λ ∈ Lp/(p−1)(Ω,Rn) such that∫
Rn
∂F
∂u
(
x,u(x), s
)
νx(ds) = divλ(x) in W−1,p(Ω) (15)
and
max
s∈Rn
{
λ(x) · s − F (x,u(x), s)}= ∫
Rn
(
λ(x) · s − F (x,u(x), s))νx(ds) (16)
for a.a. x ∈ Ω . Conversely, if Φ˜ is convex (cf. Eq. (4)), functions (u, ν) ∈ W 1,p(Ω) ×
Yp(Ω;R), u|∂Ω = uD , λ ∈ Lp/(p−1)(Ω) satisfy the conditions (15) and (16), and it holds
that ∫
Rn
s νx(ds) = ∇u(x), (17)
then (u, ν) solves the problem (4).
For n = 1 there exists a correspondence between the two sets of optimality conditions
above. It is expressed in the following theorem.
Theorem 6. Let n = 1. Let assumptions (2), (5), (6), (9)–(11) be satisfied. Then the opti-
mality conditions (15) and (16) are satisfied, only if conditions (13) and (14) are satisfied.
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tion (16) implies that the function λ from Theorem 5 must be equal to the function λ defined
in Eq. (12). Then the condition (13) follows from the condition (15). If the condition (16)
holds, then the validity of the condition (14) follows from the smoothness of F . 
Another set of necessary optimality conditions for the relaxed variational problems is
the subject of this theorem. Let
F ′s :=
(
∂F
∂s1
, . . . ,
∂F
∂sn
)
.
Theorem 7 (Demoulini [18], here modified for stationary case). Let assumptions (2)
and (5) be satisfied. Let F(x,u, ·) ∈ C1(Rn) for a.a. x ∈ Ω , and for all u ∈ R. Let (u, ν)
be a solution of the problem (4). Then it holds that∫
Rn
∂F
∂u
(
x,u(x), s
)
νx(ds) = div
∫
Rn
F ′s
(
x,u(x), s
)
νx(ds) in W−1,p(Ω), (18)
supp(νx) ⊂
{
s ∈Rn; F (x,u(x), s)= F ∗∗(x,u(x), s)} a.e. in Ω, (19)
and ∫
Rn
F ′s
(
x,u(x), s
) · s νx(ds) =
∫
Rn
F ′s
(
x,u(x), s
)
νx(ds) ·
∫
Rn
s νx(ds)
a.e. in Ω. (20)
The equivalence of the latter two sets of optimality conditions is formulated below.
Theorem 8. Let assumptions (2) and (5) be satisfied. Let F(x,u, ·) ∈ C1(Rn) for a.a.
x ∈ Ω , and for all u ∈R. Then the set of optimality conditions (15) and (16) is equivalent
to the set of optimality conditions (18)–(20).
Proof. Let the conditions (15) and (16) be satisfied. For F smooth, the condition (16)
implies that
λ(x) =
∫
Rn
F ′s
(
x,u(x), s
)
νx(ds).
The condition (18) then follows from the condition (15). It holds that
max
s∈Rn
{
λ(x) · s − F(x, s)}= max
s∈Rn
{
λ(x) · s − F ∗∗(x, s)}. (21)
As F ∗∗(x, s) F(x, s), the condition (19) then follows from the condition (16). As F is
smooth, the condition (16) implies that
F ′s
(
x,u(x), s
)= λ(x) for a.a x ∈ Ω and for all s ∈ supp(νx).
Thus F ′s (x,u(x), s) is constant in s on supp(νx), and the condition (20) is satisfied.
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y(x) :=
∫
Rn
s νx(ds).
Equation (20) can be rewritten as follows:∫
Rn
F ′s
(
x,u(x), s
) · s νx(ds) =
∫
Rn
F ′s
(
x,u(x), s
) · y(x) νx(ds).
The sum of this equality with the identity∫
Rn
[F ∗∗]′s
(
x,u(x), y(x)
) · (s − y(x))νx(ds) = 0
leads to∫
Rn
(
F ′s
(
x,u(x), s
)− [F ∗∗]′s(x,u(x), y(x))) · (s − y(x))νx(ds) = 0 a.e. in Ω.
As F(x,u, ·) ∈ C1(Rn) for a.a. x ∈ Ω , and for all u ∈ R, also F ∗∗(x,u, ·) ∈ C1(Rn) for
a.a. x ∈ Ω , and for all u ∈R (cf. Ref. [22]). Moreover F ′s (x,u(x), s) = [F ∗∗]′s(x,u(x), s),
for s such that F(x,u(x), s) = F ∗∗(x,u(x), s), e.g., for s ∈ supp(νx). Therefore the con-
dition (19) together with the equality above gives∫
Rn
([F ∗∗]′s(x,u(x), s)− [F ∗∗]′s(x,u(x), y(x))) · (s − y(x))νx(ds) = 0
a.e. in Ω. (22)
The convexity of F ∗∗ implies([F ∗∗]′s(x,u(x), s)− [F ∗∗]′s(x,u(x), y(x))) · (s − y(x)) 0
for all s ∈ supp(νx), a.e. in Ω.
Then Eq. (22) implies that
[F ∗∗]′s
(
x,u(x), s
)= [F ∗∗]′s(x,u(x), y(x)) for all s ∈ supp(νx), a.e. in Ω.
Let
λ(x) :=
∫
Rn
F ′s
(
x,u(x), s
)
νx(ds).
Then the condition (15) follows from Eq. (18). As
F ′s
(
x,u(x), s
)= [F ∗∗]′s(x,u(x), s)= [F ∗∗]′s(x,u(x), y(x))
for all s ∈ supp(νx), a.e. in Ω,
it holds that
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∫
Rn
[F ∗∗]′s
(
x,u(x), s
)
νx(ds) = [F ∗∗]′s
(
x,u(x), s
)
for all s ∈ supp(νx), a.e. in Ω.
This is a sufficient condition for the concave function s → λ(x) · s −F ∗∗(x, s) to reach its
maximum on supp(νx). Then Eq. (21) together with the condition (19) implies the validity
of the condition (16). 
If the relaxed problem (4) is non-convex, it is suitable to use the optimality conditions
of the second order. Let U := {u ∈ W 1,p(Ω); u|∂Ω = uD}, and let K := {(u, ν) ∈ U ×
Yp(Ω;Rn); ∫
Rn
s νx(ds) = ∇u(x) a.e. in Ω}. Let for (u, ν) ∈ K ,
C(u, ν) :=
{
(uˆ, νˆ) ∈ U × L∞w
(
Ω; rca(Rn)); there exist µ > 0, (u˜, ν˜) ∈ K,
such that (uˆ, νˆ) = µ((u˜, ν˜) − (u, ν)), and∫
Ω
[ ∫
Rn
∂F
∂u
(
x,u(x), s
)
uˆ(x) νx(ds)
+
∫
Rn
F
(
x,u(x), s
)
νˆx(ds)
]
dx  0
}
be the so-called critical cone at (u, ν). The necessary optimality condition of the second
order can be formulated as follows.
Theorem 9 (Bonnans and Shapiro [19, Section 3.2.2], here modified). Let assumptions
(2), (5)–(7) be satisfied, and let (u, ν) be a solution of the problem (4). Let C(u, ν) be the
critical cone at (u, ν) as defined above. Then∫
Ω
[ ∫
Rn
∂2F
∂u2
(
x,u(x), s
)
uˆ(x)2 νx(ds) + 2
∫
Rn
∂F
∂u
(
x,u(x), s
)
uˆ(x) νˆx(ds)
]
dx  0
for all (uˆ, νˆ) ∈ C(u, ν). (23)
Proof. Fix (uˆ, νˆ) ∈ C(u, ν). Let (u˜(t), ν˜(t)) := (u, ν) + t (uˆ, νˆ), t > 0. The definition of
C(u, ν) and the convexity of K assure that there exists t∗ > 0 such that for all t ∈ (0, t∗) it
holds that (u˜(t), ν˜(t)) ∈ K , thus Φ˜(u˜(t), ν˜(t)) Φ˜(u, ν). Due to the regularity assured by
Lemma 2, the following approximation holds:
Φ˜
(
u˜(t), ν˜(t)
)= Φ˜(u, ν) + t ∫
Ω
[ ∫
Rn
∂F
∂u
(
x,u(x), s
)
uˆ(x) νx(ds)
+
∫
n
F
(
x,u(x), s
)
νˆx(ds)
]
dxR
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∫
Ω
[ ∫
Rn
∂2F
∂u2
(
x,u(x), s
)
uˆ(x)2 νx(ds)
+ 2
∫
Rn
∂F
∂u
(
x,u(x), s
)
uˆ(x) νˆx(ds)
]
dx + o(t2).
As Φ˜(u˜(t), ν˜(t)) Φ˜(u, ν) on (0, t∗), the equality above allows to claim that∫
Ω
[ ∫
Rn
∂F
∂u
(
x,u(x), s
)
uˆ(x) νx(ds) +
∫
Rn
F
(
x,u(x), s
)
νˆx(ds)
]
dx  0.
As (uˆ, νˆ) ∈ C(u, ν), the inequality above turns to equality, and the approximation above
leads to the condition (23). 
Let for (u, ν) ∈ K ,
B(u, r) := {u˜ ∈ U ; ‖u˜ − u‖W 1,p (Ω)  r}
and
YF (ν, r) :=
{
ν˜ ∈ Yp(Ω;Rn); ess sup
x∈Ω
∣∣∣∣∣
∫
Rn
∂2F
∂u2
(
x,u(x), s
) [ν˜x − νx ](ds)
∣∣∣∣∣ r
}
.
The sufficient local optimality condition of the second order can be formulated in the fol-
lowing way.
Theorem 10. Let assumptions (2), (5)–(7) be satisfied, and let a couple (u, ν) ∈
W 1,p(Ω) × Yp(Ω;Rn) satisfy the conditions (15)–(17) with some function λ ∈
Lp/(p−1)(Ω;Rn), and let it also satisfy the condition∫
Rn
∂2F
∂u2
(
x,u(x), s
)
νx(ds)  > 0 for a.a. x ∈ Ω. (24)
Then the couple (u, ν) is a local minimum of the problem (4), in the sense that there exists
r > 0 such that for all (u˜, ν˜) ∈ B(u, r) × YF (ν, r) it holds that Φ˜(u˜, ν˜) Φ˜(u, ν).
Proof. The condition (24) implies that there exists r˜ > 0 such that for all ν˜ ∈ YF (ν, r˜) it
holds that∫
Rn
∂2F
∂u2
(
x,u(x), s
)
ν˜x(ds) > 0 for a.a. x ∈ Ω. (25)
The regularity of Nν assured by Lemma 2 together with the generalized Taylor’s theo-
rem imply that there exists r > 0 such that r < r˜ and for each couple (u˜, ν˜) ∈ B(u, r) ×
YF (ν, r) ∩ K there exists a function u∗ ∈ B(u, r) such that
J. Mach / J. Math. Anal. Appl. 298 (2004) 157–170 167Φ˜(u˜, ν˜) = Φ˜(u, ν˜) +
∫
Ω
∫
Rn
∂F
∂u
(
x,u(x), s
)(
u˜(x) − u(x)) ν˜x(ds) dx
+
∫
Ω
∫
Rn
∂2F
∂u2
(
x,u(x), s
)(
u∗(x) − u(x))2 ν˜x(ds) dx.
As the condition (17) is satisfied and (u˜, ν˜) ∈ K , it holds that
Φ˜(u˜, ν˜) − Φ˜(u, ν) = Φ˜(u, ν˜) − Φ˜(u, ν) −
∫
Ω
∫
Rn
λ(x) · s [ν˜x − νx ](ds)
+
∫
Ω
∫
Rn
[
∂F
∂u
(
x,u(x), s
)(
u˜(x)− u(x))
+ λ(x) · (∇u˜(x)− ∇u(x))] ν˜x(ds) dx
+
∫
Ω
∫
Rn
∂2F
∂u2
(
x,u(x), s
)(
u∗(x)− u(x))2 ν˜x(ds) dx.
The Green’s theorem with the conditions (15) and (16) then lead to
Φ˜(u˜, ν˜) − Φ˜(u, ν)
∫
Ω
∫
Rn
∂2F
∂u2
(
x,u(x), s
)(
u∗(x)− u(x))2 ν˜x(ds) dx.
The inequality (25) then assures that the couple (u, ν) is the minimum of Φ˜ on B(u, r) ×
YF (ν, r). 
As the condition (24) is rather strong, the neighborhood YF (ν, r) is a superset of some
neighborhood of ν in the norm topology of Yp(Ω;Rn). Still the set YF (ν, r) is not a
neighborhood of ν in the weak∗ topology of Yp(Ω;Rn).
3. Examples
The following examples illustrate the above studied optimality conditions.
Example 11. The data of the example are Ω = (0,1),
F(x,u, s) = (s2 − 1)2 + 1
4
(s + 1)2.
This example shows the difference between the set of optimality conditions (13), (14),
and the set (15), (16). The feasible Young measure ν¯ = δ−1 together with the Lagrange
multiplier λ(x) = 0 satisfies the optimality conditions (13), (14), as well as the optimality
conditions (15), (16). The optimality condition (14) gives
supp(νx) ⊂
{
−1, 2 +
√
2
}
.4
168 J. Mach / J. Math. Anal. Appl. 298 (2004) 157–170While the optimality condition (16) leads to
supp(νx) = {−1}.
It shows that the conditions (13), (14) are less selective than the conditions (15), (16).
Example 12 (Roubícˇek, not published, here modified). The data of the example are Ω =
(0,1),
F(x,u, s) = (s2 − 1)2 − u2, uD = 0.
This example shows the use of the second order necessary condition (23). The feasible
couple u¯ = 0, ν¯ = 12δ1 + 12δ−1 together with λ = 0 satisfies the necessary conditions (15),(16). Thus the couple satisfies the conditions (13), (14) according to Theorem 6, and it
also satisfies the conditions (18)–(20) according to Theorem 8. It is shown below that the
second order necessary condition (23) is not satisfied at (u¯, ν¯), while the second order
condition (14) is satisfied, as mentioned above. It shows again that the condition (14) is
little selective.
The critical cone at (u¯, ν¯) (cf. Theorem 9) is
C(u¯, ν¯) =
{
(uˆ, νˆ) ∈ U × L∞w
(
Ω; rca(Rn)); there exist µ > 0, (u˜, ν˜) ∈ K,
such that (uˆ, νˆ) = µ((u˜, ν˜) − (u¯, ν¯)), and∫
Ω
∫
R
(s2 − 1)2 ν˜x(ds) dx  0
}
.
As ν˜x is a positive measure, there exists f (x) ∈ L∞(0,1) such that 0 f (x) 1 and
ν˜x = f (x)δ−1 +
(
1 − f (x))δ1.
As (u˜, ν˜) ∈ K , it holds that
u˜(ξ) =
ξ∫
0
u˜′(x) dx =
ξ∫
0
∫
R
s ν˜x(ds) dx =
ξ∫
0
1 − 2f (x) dx.
The boundary condition u˜(1) = 0 implies
1∫
0
f (x) dx = 1
2
.
For example, f (x) = x satisfies the condition above, thus the couple (uˆ, νˆ) satisfying
uˆ(x) = u˜(x) =
x∫
0
1 − 2ξ dξ = x − x2,
νˆx = ν˜x − ν¯x =
(
x − 1
)
(δ−1 − δ1)2
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−2
1∫
0
uˆ2(x) dx  0,
the condition (23) is not satisfied at (u¯, ν¯).
Example 13. The data of the example are Ω = (0,1),
F(x,u, s) = (s2 − 1)2 + u3 − 3u, uD = 1.
This example shows the use of the second order sufficient condition (24). The feasible
couple u¯ = 1, ν¯ = 12δ1 + 12δ−1 together with λ = 0 satisfies the necessary conditions (15),(16). It satisfies also the condition (24), because
∂2F
∂u2
(
x, u¯(x), s
)= 6u¯(x) = 6.
Thus there exists r > 0 such that the couple (u¯, ν¯) is optimal in B(u¯, r) × YF (ν¯, r) =
B(u¯, r) ×Yp(Ω;Rn) (cf. Theorem 10).
Acknowledgment
I thank Tomáš Roubícˇek for hints and remarks which helped me very much to write the article.
References
[1] P. Bauman, D. Philips, A non-convex variational problem related to change of phase, Appl. Math. Optim. 21
(1990) 113–138.
[2] A. Cellina, On minima of a functional of the gradient, Nonlinear Anal. 20 (1993) 337–341, 343–347.
[3] A. Cellina, G. Colombo, On a classical problem of the calculus of variations without convexity assumptions,
Ann. Inst. H. Poincarè Anal. Non Linéaire 7 (1990) 97–106.
[4] F. Flores, The lack of lower semi-continuity and nonexistence of minimizers, Nonlinear Anal. 23 (1994)
143–153.
[5] R. Gabasov, B.S. Mordukhovich, Individual existence theorems for optimal equations, Dokl. Akad. Nauk
SSSR 15 (1974) 576–581.
[6] B.S. Mordukhovich, Existence of optimum controls, J. Soviet Math. 7 (1977) 850–886.
[7] B. Brighi, M. Chipot, Approximated convex envelope of a function, SIAM J. Numer. Anal. 31 (1994) 128–
148.
[8] C. Carstensen, P. Plechácˇ, Numerical solution of the scalar double-well problem allowing microstructure,
Math. Comp. 66 (1997) 997–1026.
[9] R.A. Nicolaides, N.J. Walkington, Computation of microstructure utilizing Young measures representation,
in: C.A. Rogers, R.A. Rogers (Eds.), Recent Advances in Adaptive and Sensory Materials and Their Appli-
cations, Technomic, Lancaster, 1992, pp. 131–141.
[10] R.A. Nicolaides, N.J. Walkington, Strong convergence of numerical solutions to degenerate variational prob-
lems, Math. Comp. 64 (1995) 117–127.
[11] P. Pedregal, Numerical computation of parameterized measures, Numer. Funct. Anal. Optim. 16 (1995)
1049–1066.
170 J. Mach / J. Math. Anal. Appl. 298 (2004) 157–170[12] P. Pedregal, On the numerical analysis of non-convex variational problems, Numer. Math. 74 (1996) 325–
336.
[13] T. Roubícˇek, Finite element approximation of a microstructure evolution, Math. Methods Appl. Sci. 17
(1994) 377–393.
[14] T. Roubícˇek, Numerical approximation of relaxed variational problems, J. Convex Anal. 3 (1996) 329–347.
[15] T. Roubícˇek, Relaxation in Optimization Theory and Variational Calculus, de Gruyter, Berlin, New York,
1997.
[16] M. Chipot, D. Kinderlehrer, Equilibrium configurations of crystals, Arch. Rational Mech. Anal. 103 (1988)
237–277.
[17] P. Pedregal, Equilibrium conditions for Young measures, SIAM J. Control Optim. 36 (1998) 797–813.
[18] S. Demoulini, Young measure solutions for a nonlinear parabolic equation of forward–backward type, SIAM
J. Math. Anal. 27 (1996) 376–403.
[19] J.F. Bonnans, A. Shapiro, Perturbation Analysis of Optimization Problems, Springer, New York, 2000.
[20] D. Kinderlehrer, P. Pedregal, Gradient Young measures generated by sequences in Sobolev spaces, J. Geom.
Anal. 4 (1994) 59–90.
[21] C. Carstensen, T. Roubícˇek, Numerical approximation of Young measures in non-convex variational prob-
lems, Numer. Math. 84 (2000) 395–415.
[22] G. Friesecke, A necessary and sufficient conditions for non-attainment and formation of microstructure
almost everywhere in scalar variational problems, Proc. Roy. Soc. Edinburgh Sect. A 124 (1994) 437–471.
