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Abstract – This paper introduces a stochastic approach that 
considers the distributed classification problem for a network of 
underwater acoustic sensors. The proposed classifier applies the 
third order polynomial regression to the instantaneous frequency 
extracted from time-frequency representation of different classes 
of signals and represent the polynomial’s coefficients in a three-
dimensional representation space. This automatic classifier is 
then compared to a non-parametric classifier based on the 
training of a standard neural network. The results of the 
proposed method on real data illustrate the efficiency of this 
algorithm, in terms of signal’s characterization and lower 
communication bit rates between each sensor and the data 
center.  
 
Keywords — signal classification; neural network clustering; 
pattern recognition; distributed signal processing; time-frequency 
analysis. 
 
I.     INTRODUCTION 
 
The design and the operation of networks with distributed 
sensors are nowadays activities that increase the operational 
performances of monitoring of large areas of observation. The 
key point in the design of distributed networks of sensors is 
the capacity of the distribution of signal processing algorithms 
that are generally aimed to detect, localize and classify the 
signals in the area of interest.    
In our previous work [1], an architecture of network has 
been proposed, with processing tools based on local time-
frequency coherence, at sensor level, and detection and 
localization, at central level. The state-of-the-art in marine 
intelligent sensing is the use of an energy detector (fixed or 
adaptive) and the estimation of the time-frequency content 
describing an event through either local Fourier analysis or 
Wavelet multi-resolution analysis. However, highly energetic 
efficient methods were proven to be the time-frequency 
coherence processing algorithms in [2]. One of the greatest 
advantage of this detector is that it improves the 
characterization of signals with fewer parameters than the 
previous mentioned methods. These parameters are sent out to 
the central processing unit that will reconstruct, for each 
sensor, the corresponding Instantaneous Frequency Law (IFL). 
The IFL is then modeled with a third order polynomial 
regression whose coefficients are then used for classification 
in a 3D space, similarly to the K-means clustering algorithm, 
frequently used as a clustering technique in a 2D space.   
The paper is organized into 6 Sections. The Section 2 puts 
into light the time-frequency-phase coherence-based method 
and describes the architecture of the distributed network used 
for the detection, classification and localization of marine 
acoustical sources. The Section 3 presents the context of the 
classification problem and explicitly defines the classes of 
frequency modulated marine acoustical signals. The Section 4 
presents the results of classification using a non-parametric 
method as it is the neural network. The Section 5 validates the 
proposed parametric method for classification on real-context 
signals acquired during an off-shore experimentation. Finally, 
the Section 6 compares the two methods and concludes this 
paper with analyzing the advantages of the proposed 
classification method. 
 
II.    DISTRIBUTED SIGNAL PROCESSING 
 
The acoustic network is composed by two main 
elements: the set of sensors and the central-level processing 
unit, as seen in Fig. 1a. 
Each sensor contains an embedded processing algorithm 
that allows the detection of a signal of interest and the 
extraction of the key parameters describing the signal in an 
analysis window W. This processing algorithm uses the time-
frequency coherence analysis to locally estimate the frequency 
modulations in the window W. 
The time-frequency-phase algorithm assumes that the 
signal is scanned locally with windows of N samples. For each 
window W, we firstly look for the local Linear Frequency 
Modulation (LFM) that approximate the best the local time-
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Mathematically, the detection based on
frequency coherence is defined in relation (4
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