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Résumé
Nous nous intéressons dans cette thèse à certains modèles mathématiques permettant
une description de systèmes ouverts classiques et quantiques. Dans l’étude de ces sys-
tèmes en interaction avec un environnement, nous montrons que la dynamique induite par
l’environnement sur le système donne lieu à l’apparition de bruits.
Dans une première partie de la thèse, dédiée aux systèmes classiques, le modèle décrit
est le schéma d’interactions répétées. Etant à la fois hamiltonien et markovien, ce mo-
dèle en temps discret permet d’implémenter facilement la dissipation dans des systèmes
physiques. Nous expliquons comment le mettre en place pour des systèmes physiques avant
d’en étudier la limite en temps continu. Nous montrons la convergence Lp et presque sûre
de l’évolution de certains systèmes vers la solution d’une équation diﬀérentielle stochas-
tique, à travers l’étude de la limite de la perturbation d’un schéma d’Euler stochastique.
Dans une seconde partie de la thèse sur les systèmes quantiques, nous nous intéres-
sons dans un premier temps aux actions d’environnements quantiques sur des systèmes
quantiques aboutissant à des bruits classiques. A cette ﬁn, nous introduisons certains
opérateurs unitaires appelés « classiques », que nous caractérisons à l’aide de variables
aléatoires dites obtuses. Nous mettons en valeur comment ces variables classiques ap-
paraissent naturellement dans ce cadre quantique à travers des 3-tenseurs possédant des
symétries particulières. Nous prouvons notamment que ces 3-tenseurs sont exactement
ceux diagonalisables dans une base orthonormée. Dans un second temps, nous étudions
la limite en temps continu d’une variante des interactions répétées quantiques dans le
cas particulier d’un système biparti, c’est-à-dire composé de deux systèmes isolés sans
interaction entre eux. Nous montrons qu’à la limite du temps continu, une interaction
entre ces sous-systèmes apparaît explicitement sous forme d’un hamiltonien d’interaction;
cette interaction résulte de l’action de l’environnement et de l’intrication qu’il crée. Nous
illustrons ce résultat à l’aide de systèmes physiques simples permettant ainsi une étude ap-
profondie de certaines propriétés. Nous prouvons, par exemple dans le cas thermique, que
ces systèmes possèdent la propriété du retour à l’équilibre donnant l’existence d’un unique
état invariant, ainsi que le convergence vers celui-ci pour tout état initial du système.
Nous étudions aussi l’évolution de l’intrication de formation mesurant le lien quantique
qui existe entre ces deux sous-systèmes.

Abstract
This dissertation is dedicated to some mathematical models describing classical and quan-
tum open systems. In the study of these systems interacting with an environment, we
particularly show that the dynamics induced by the environment leads to the appearance
of noises.
In a ﬁrst part of this thesis, devoted to classical open systems, the repeated interaction
scheme is developed. This discrete-time model, being Hamiltonian and Markovian at the
same time, has the advantage to easily implement the dissipation in physical systems. We
explain how to set this scheme up in some physical examples. Then, we investigate the
continuous-time limit of these repeated interactions. We show the Lp and almost sure
convergences of the evolution of the system to the solution of a stochastic diﬀerential
equation, by studying the limit of a perturbed Stochastic Euler Scheme.
In a second part of this dissertation on quantum systems, we characterize in a ﬁrst
work classical actions of a quantum environment on a quantum system. In this study, we
introduce some “classical” unitary operators representing these actions and we highlight
a strong link between them and some random variables, called obtuse random variables.
We explain how these random variables are naturally connected to some 3-tensors having
some particular symmetries. We particularly show that these 3-tensors are exactly the
ones that are diagonalizable in some orthonormal basis. In a second work of this part,
we study the continuous-time limit of a variant of the repeated interaction scheme in a
case of a bipartite system, that is, a system made of two isolated systems not interaction
together. We prove that an explicit Hamiltonian interaction between them appears at
the limit. This interaction is due to the action of the environment and the entanglement
between the two systems that it creates. This results is also illustrated by some physical
examples whose some properties are then studied : return to equilibrium and evolution of
entanglement.
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Introduction Générale
Nous nous intéressons dans cette thèse à des théories mathématiques motivées par des
problèmes issus de la physique. Plus précisément, ce travail concerne l’émergence du bruit
dans les systèmes ouverts classiques ou quantiques, notamment à travers l’étude d’un
modèle appelé interactions répétées.
Un système ouvert est un système en interaction avec un environnement, ce qui repré-
sente la quasi-totalité des systèmes physiques qui nous entourent. Pour de très nombreux
systèmes ouverts, nous n’avons pas accès à l’environnement ou tout du moins à la tota-
lité de l’environnement, mais uniquement au système que nous souhaitons étudier. Il est
alors naturel de se demander quelles évolutions nous pouvons observer lorsqu’on se focalise
seulement sur le petit système. L’interaction avec l’environnement est de manière générale
à l’origine de l’apparition d’un bruit sur le système. C’est exactement ce phénomène et
l’étude de ces bruits qui sont au centre des travaux présentés dans cette thèse ; que ce soit
dans la description de l’action d’un bains quantiques qui donnent lieu à un bruit classique
sur le système, ou dans l’étude du schéma d’interactions répétées classiques et quantiques.
Pour étudier ces systèmes ouverts, deux approches sont souvent considérées. La pre-
mière, appelée hamiltonienne, consiste en une description très précise du système, de l’en-
vironnement, de l’interaction et de la dynamique de l’ensemble. Cette approche a souvent
l’inconvénient d’aboutir à des modèles et des calculs extrêmement compliqués. De plus,
pour de nombreux systèmes physiques, l’environnement est trop compliqué à décrire tota-
lement, voire même inaccessible aux mesures. Une description précise est alors impossible.
La seconde approche est celle dite markovienne. Dans cette approche, l’objectif de décrire
complètement l’environnement est abandonné pour se concentrer sur son action eﬀective
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sur le petit système. Sous certaines hypothèses concernant particulièrement l’environne-
ment, l’évolution du petit système est alors markovienne. L’avantage de cette approche
est d’aboutir à une étude plus simple de la dynamique. Cependant, la nature physique de
l’environnement et de l’interaction est souvent oubliée et l’action de l’environnement est
juste représentée par un aléa.
Le schéma d’interactions répétées est un modèle à mi-chemin entre ces deux approches.
En eﬀet, le caractère hamiltonien est présent car l’action eﬀective de l’environnement est
conservée. D’autre part, par nature, ce modèle possède une structure markovienne qui
a l’avantage de mener à des équations pouvant être plus facilement étudiées. Décrivons
maintenant plus précisément ce modèle formalisé mathématiquement en mécanique quan-
tique par Attal et Pautrat dans [12]. L’environnement est dans ce schéma supposé être
composé d’une collection inﬁnie de parties (sous-systèmes) identiques pouvant être dans
des états diﬀérents. L’interaction entre le système et l’environnement est alors la suivante.
La première partie de l’environnement est couplée au temps 0 avec le système. Ils inter-
agissent pendant un temps, noté h. Cette interaction est quelconque a priori mais provient
généralement d’un hamiltonien dans les systèmes physiques considérés. Au temps h, l’in-
teraction est arrêtée. Nous supposons que la partie de l’environnement qui vient d’interagir
n’interviendra plus par la suite dans l’évolution du système. La deuxième partie de l’en-
vironnement est alors couplée au système et ils interagissent eux aussi pendant un temps
h, et ainsi de suite. Chaque partie agissant de manière indépendante avec le système, le
caractère markovien de ce modèle apparaît donc naturellement.
A noter que ce type de schéma n’est pas seulement théorique, il correspond aussi à une
réalité physique, notamment dans la série d’expériences [30, 31] réalisées par Serge Haroche
et son équipe, qui lui a valu le prix Nobel de physique. Brièvement et schématiquement,
leur système physique est une cavité comportant un nombre inconnu de photons piégés.
Des particules, dans un état préparé, sont envoyées les unes après les autres dans la cavité
et interagissent avec les photons. A la sortie, les particules sont mesurées. Cette mesure
permet ensuite de déterminer le nombre de photons dans la cavité sans les détruire.
Le modèle général des interactions répétées a aussi d’autres avantages physiques,
comme par exemple d’implémenter naturellement la dissipation. En eﬀet, des équations
comme l’équation de Langevin sont retrouvées comme limite de ces systèmes hamiltoniens
dans le cas quantique comme dans le cas classique.
Dans la première partie de cette thèse, nous nous intéressons aux systèmes ouverts
classiques et plus précisément au schéma d’interactions répétées classiques, très peu étudié
jusqu’à présent.
Dans le premier chapitre, nous présentons de manière générale le contexte des systèmes
classiques, que ce soit les systèmes dits fermés, en rappelant le formalisme hamiltonien
souvent utilisé pour une étude précise, ou les systèmes ouverts en présentant les approches
présentées précédemment dans ce cadre classique.
Le second chapitre est dédié à une description précise du schéma classique d’interac-
tions répétées introduit par Attal dans [2]. Ce modèle est mathématiquement basé sur un
parallèle entre certains systèmes dynamiques déterministes et les processus markoviens.
Nous présentons aussi un équivalent continu de cette connexion qui nous sert à décrire
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la limite en temps continu des interactions répétées, c’est-à-dire la limite quand le temps
d’interaction h tend vers 0.
Nous terminons cette partie sur les systèmes classiques par un chapitre présentant
brièvement les résultats obtenus dans l’article du chapitre 4.
Dans cet article, la convergence des systèmes dynamiques donnés par les interactions
répétées est étudiée. Nous montrons par exemple que le système à la limite a une évolution
donnée par une équation diﬀérentielle stochastique. Les convergences Lp et presque sûre
des processus sont en particulier prouvées pour certaines dynamiques en montrant la
convergence d’une perturbation d’un schéma d’Euler stochastique explicite et en utilisant
de nombreux outils du calcul stochastique.
Dans la seconde partie de la thèse, nous nous intéressons aux systèmes quantiques
ouverts et plus particulièrement à l’apparition de bruit classique, ou à la création d’une
interaction induite par l’environnement entre des systèmes qui au départ n’en avaient pas.
Dans le chapitre 5, nous décrivons les axiomes de la mécanique quantique pour des
systèmes fermés et ouverts.
Une description précise du schéma d’interactions répétées quantiques est ensuite don-
née dans le chapitre 6.
Dans le chapitre suivant, certaines variables aléatoires classiques, dites obtuses, sont
présentées dans le cas réel. Une extension au corps des complexes de ces variables est au
centre d’un travail décrit par la suite. Nous verrons comment elles interviennent natu-
rellement dans l’étude des actions classiques pouvant être induites par un environnement
quantique sur un système quantique.
Le chapitre 8 est dédié à une brève description des résultats obtenus sur les systèmes
quantiques ouverts dans les articles des chapitres 9 et 10.
Le premier de ces travaux concerne les variables obtuses complexes ainsi que certaines
évolutions unitaires, appelées classiques, qui aboutissent à un bruit classique sur un sys-
tème quantique. Nous verrons comment ces deux objets a priori disjoints sont reliés par
des 3-tenseurs, dits doublement symétriques, qui sont l’objet d’une étude précise.
Pour terminer, un dernier travail sur la limite du continu pour un système biparti
(composé de deux sous-systèmes sans interaction entre eux) est développé. Nous montrons
qu’en passant à la limite, une interaction apparaît entre ces deux parties, due aux inter-
actions répétées de l’environnement. Nous illustrons ces résultats avec certains exemples
simples, que ce soit dans un cas thermique ou non, notamment en calculant l’intrication
de formation entre les deux sous-systèmes.

Première partie
Systèmes classiques ouverts
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Chapitre 1
Introduction aux systèmes classiques
Dans ce premier chapitre, nous présentons le contexte générale des systèmes classiques,
qu’ils soient fermés ou ouverts.
Dans la section 1.1, le formalisme hamiltonien permettant une description précise des
systèmes physiques classiques considérés est succinctement rappelé.
Nous présentons ensuite, dans la section 1.2, les diﬀérentes approches pour l’étude de
systèmes classiques ouverts en les illustrant avec certains modèles et travaux existants.
1.1 Systèmes hamiltoniens classiques
Le formalisme hamiltonien est l’un des principaux points de vue adoptés physiquement
pour décrire un système classique dans le but d’étudier son évolution au cours du temps.
Nous présentons maintenant brièvement pour un système dans Rd (pour une description
plus générale dans le cas d’une variété voir par exemple [1]).
Un système hamiltonien est un système physique dont l’énergie au cours du temps est
conservée. Un exemple typique de système hamiltonien est celui d’un système isolé, c’est-
à-dire sans interaction avec son environnement. Dans ce formalisme, l’état d’un système
est décrit par sa position, notée q, et sa quantité de mouvement, notée p. L’ensemble de
tous les états possibles du système est appelé espace des phases. Un système de Rd a donc
son état représenté par le vecteur (q, p) de R2d, avec q = (q1, · · · , qd) et p = (p1, · · · , pd),
deux vecteurs de Rd.
La quantité centrale dans ce point de vue hamiltonien est l’énergie totale du système,
appelée hamiltonien. Cette énergie est représentée par une fonction de l’espace des phases
R
2d dans R, notée souvent H, dépendant de q et p. Comme, par déﬁnition, cette énergie
est conservée au cours du temps, le système évolue donc dans l’ensemble
{(q, p) ∈ R2d | H(q, p) = E0} ,
où E0 est l’énergie initiale du système.
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Le fait important dans ce formalisme hamiltonien est que, connaissant l’énergie, son
hamiltonien, nous pouvons connaître l’évolution du système au cours du temps. En eﬀet,
celle-ci est donnée par les équations de Hamilton :
dqi
dt
= ∂H
∂pi
et dpi
dt
= −∂H
∂qi
,
pour tout i de {1, · · · , d}.
Notez en particulier le caractère diﬀérentiel de ces équations. Une des grandes diﬃcultés
de ce type de système est qu’il est rarement possible d’obtenir une évolution explicite au
cours du temps en intégrant ces équations. Les systèmes hamiltoniens sont l’objet de très
nombreux travaux dans lesquels leurs propriétés sont étudiées (voir une introduction aux
systèmes intégrables par exemple dans [14]).
Exemple 1.1.1. L’oscillateur harmonique dans R est un des exemples les plus usuels et les
plus simples car nous pouvons intégrer les équations de mouvement. Il nous servit aussi
d’exemple dans l’article chapitre 4.
Nous considérons un système dans R dont l’état est représenté par (q, p) dans R2.
L’hamiltonien de ce système est donné par
H(q, p) = p
2
2 +
1
2ω
2q2 ,
où p2/2 est l’énergie cinétique du système et ω2q2/2 l’énergie potentielle. La constante ω
est une constante qui dépend du système.
Les équations du mouvement du système sont données par
dq
dt
= p et dp
dt
= −ω2q .
L’évolution exacte est dans ce cas, pour des conditions initiales (q0, p0) :
q(t) = q0cos(ωt) +
p0
ω
sin(ωt) et p(t) = −q0ωsin(ωt) + p0cos(ωt) .
Nous verrons dans l’étude de la limite en temps continu de systèmes d’interactions ré-
pétées que même si une évolution explicite du système ne peut pas être déterminée comme
dans cet exemple simple, les équations du mouvement permettent d’obtenir facilement une
évolution approchée du système suﬃsante pour déterminer l’équation limite.
1.2 Systèmes classiques ouverts
Le formalisme précédent concerne les systèmes dont l’énergie au cours du temps est conser-
vée. Dans le cas d’un système ouvert, l’interaction avec l’environnement implique géné-
ralement des échanges d’énergie entre le système et l’environnement. Par conséquent, le
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système seul ne peut pas être décrit de manière hamiltonienne et d’autres approches sont
alors nécessaires.
Comme présentée dans l’introduction, une première approche est de considérer le sys-
tème et l’environnement comme formant un plus gros système qui, lui, est isolé et donc
hamiltonien. Ainsi la présentation précédente peut alors s’appliquer au système total. A
partir des équations du mouvement du système total, l’évolution du « petit » système peut
être déterminée en regardant uniquement les composantes correspondantes. Cependant,
cette approche n’est possible que dans des cas très simples. Par exemple, même pour une
chaîne d’oscillateurs harmoniques, l’étude est loin d’être évidente (voir [35]).
L’autre approche, dite markovienne, consiste à oublier une description précise notam-
ment de l’environnement nécessaire pour déﬁnir l’hamiltonien. Sous certaines hypothèses,
le système est alors markovien. La dynamique du système est gouvernée par certaines
probabilités de transition. Ces probabilités proviennent a priori d’une interaction avec
l’environnement, mais nous oublions complètement cette origine. Certaines propriétés phy-
siques de ce système sont alors étudiées plus facilement. Beaucoup de modèles aléatoires
sont basés sur cette approche. Citons par exemple le processus d’exclusion simple consi-
déré par Derrida, Bodineau, Lebowitz ou Gerschenfeld et bien d’autres (dans [18, 17, 24]).
Ce système consiste à regarder des particules sur un réseau comme Z pouvant sauter de
manière indépendante à gauche ou à droite si le site voisin est libre. Les probabilités de
saut peuvent être interprétées comme provenant d’une interaction avec un champ ou autre.
Pour une étude des systèmes ouverts, un compromis entre ces deux approches est
souvent à la base de nombreux modèles. En eﬀet, le caractère markovien a l’avantage
de faciliter les calculs tandis que le caractère hamiltonien permet un plus grand réalisme
physique des modèles.
Nous pouvons citer certains travaux de De Bievre, Parris, par exemple [23], où le
système de départ est totalement hamiltonien car constitué d’une particule se déplaçant
dans un champ d’oscillateurs qui interagissent avec la particule uniquement quand elle
est à proximité. Dans ce genre de système, il est extrêmement diﬃcile (voire impossible)
de déterminer exactement quelle est la trajectoire de la particule (Avec quel oscillateur la
particule agira ? Quand l’interaction commence ?...) surtout lorsque la convergence vers un
état d’équilibre nous intéresse, nécessitant bien évidemment une étude asymptotique de
l’évolution. Le caractère markovien apparaît quand la répartition exacte des oscillateurs
est oubliée permettant ainsi une étude plus facile des propriétés du système.
Dans d’autres travaux, comme [26] de Eckmann, Pillet et Rey-Bellet, [15] de Bernardin,
[16] de Bernardin et Olla, ou encore [19] de Bodineau et Lefevere, le système est totalement
déterministe et hamiltonien mais l’environnement est modélisé par une perturbation aléa-
toire (souvent continue) de la dynamique. Dans ces travaux par exemple, le système est
une chaîne d’oscillateurs (harmoniques ou non) perturbée par un bain thermique modélisé
par une équation de type Langevin ou une équation d’onde.
Le but des travaux présentés dans cette partie de la thèse est de considérer le schéma
d’interactions répétées classiques, un modèle général mélangeant lui aussi à la fois une
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approche hamiltonienne du système et un caractère markovien, rendant l’étude de son
évolution plus accessible.
Chapitre 2
Systèmes dynamiques, processus
markoviens et interactions répétées
Dans ce chapitre, nous laissons momentanément de côté le cadre physique pour nous
concentrer sur le formalisme mathématique permettant de décrire le schéma d’interac-
tions répétées qui sera au centre des travaux présentés de cette partie. Le modèle clas-
sique, introduit par Attal dans [2], est principalement basé sur un parallèle entre systèmes
dynamiques et processus markoviens. Nous verrons comment dans certains systèmes dyna-
miques déterministes l’aléa apparaît naturellement lorsque nous n’avons pas accès à toute
l’information sur la dynamique mais juste à une partie représentant le système physique
que nous souhaitons modéliser.
2.1 Systèmes dynamiques et chaînes de Markov
Nous commençons par présenter ce cadre mathématique dans le cas du temps discret. Un
système dynamique général en temps discret est l’itération d’une application d’un espace
dans lui-même. Les exemples les plus connus sont le « shift » ou décalage sur les suites
à valeurs dans {0, 1} (un dérivé de ce système dynamique interviend dans la suite), les
rotations sur le cercle unité (interprétées aussi comme une addition sur le tore), et les
systèmes hyperboliques comme la multiplication sur R2 par une matrice de taille 2 ayant
une valeur propre positive et une valeur propre négative. Dans notre contexte, la déﬁnition
est la suivante.
Déﬁnition 2.1.1. Un système dynamique est la donnée d’un espace mesurable (F,F) et
d’une application mesurable T̂ de F dans lui-même.
La dynamique est alors donnée par la suite (T̂n)n∈N∗ des itérations de la fonction T̂ .
Remarquons que cette dynamique sur les éléments de F en induit naturellement une sur
les fonctions de F . En eﬀet, considérons l’espace L∞(F,F) des applications mesurables
bornées de F dans R. Déﬁnissons la fonction mesurable T de L∞(F,F) dans lui-même par
Tf(x) = f(T̂ (x)) ,
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pour tout f de L∞(F,F) et tout x de F .
Présentons maintenant les systèmes dynamiques qui nous servirons à modéliser l’évo-
lution d’un système physique classique, appelé « petit système » (même si celui-ci peut
avoir un nombre inﬁni de degré de liberté), avec son environnement. Considérons une ap-
plication mesurable T̂ agissant sur un espace produit S × E où (S,S) et (E, E) sont deux
espaces mesurables. L’espace S représente l’espace des états du petit système et E celui
de l’environnement. L’espace produit S × E est donc interprété comme l’espace des états
du petit système couplé à l’environnement. L’application T̂ donne ainsi l’interaction entre
le système et l’environnement. Nous verrons dans la partie II que cette construction est
similaire à celle développée pour les systèmes quantiques. Comme précédemment remar-
qué, cette application T̂ sur les éléments de S ×E permet de créer une dynamique sur les
applications de L∞(S × E).
Rappelons que nous souhaitons étudier des systèmes dans le cas où nous manquons
d’information sur l’état de l’environnement car celui-ci serait trop complexe, inaccessible
aux mesures, ou tout simplement inconnu. Autrement dit, nous voulons comprendre quelle
évolution nous obtenons si nous restreignons T uniquement à S, ou plutôt si nous ne
pouvons voir uniquement que l’évolution du petit système. Il est naturel d’étudier l’action
de T sur les fonctions ne dépendant que de l’état du petit système, les « observables »
classiques du petit système. Cependant, l’application T ne peut agir que sur L∞(S × E)
donc nous commençons par injecter canoniquement L∞(S) dans L∞(S×E) de la manière
suivante. Considérons une fonction bornée f sur S. Nous l’étendons à S×E en déﬁnissant
une application f ⊗ 1 par
(f ⊗ 1)(x, y) = f(x) ,
pour tout x de S et tout y de E. Cette fonction f ⊗ 1 représente la fonction d’origine f
mais agissant sur l’espace S×E. Le système dynamique T peut maintenant agir sur f ⊗1.
A cette étape, nous devons faire une hypothèse. Nous supposons que l’espace E est muni
d’une mesure de probabilité μ. Le manque d’information sur l’environnement se traduit
de la manière suivante. Ce que nous pouvons observer sur le système est uniquement une
moyenne sur E de l’action de T sur S × E selon la mesure de probabilité μ. Remarquons
que la mesure μ choisie au départ est totalement quelconque pour le moment.
Finalement, l’objet que nous souhaitons étudier est le suivant. Pour toute fonction f
de L∞(S) et tout élément x de S, nous déﬁnissons un opérateur, noté L, de la manière
suivante
Lf(x) =
∫
E
T (f ⊗ 1)(x, y) dμ(y) .
Nous pouvons noter que Lf appartient bien à L∞(S). L’opérateur L représente alors la
restriction de la dynamique de T à L∞(S) seulement.
Mathématiquement, nous avons en ﬁn de compte déﬁni le diagramme commutatif
suivant
L∞(S × E) T−−−−→ L∞(S × E)
⊗1
⏐⏐ ⏐⏐∫E · dμ
L∞(S) −−−−→
L
L∞(S)
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L’objet qu’il faut alors étudier et comprendre est l’opérateur L. Mais avant de donner un
résultat, rappelons d’abord la déﬁnition d’un noyau markovien associé à une chaîne de
Markov.
Déﬁnition 2.1.2. Un noyau markovien Π est une application de S × S dans [0, 1] telle
que :
• la fonction x → Π(x,A) est mesurable, pour tout élément A de la tribu S
• l’application A → Π(x,A) est une mesure de probabilité, pour tout x de S.
La valeur de Π(x,A) peut être interprétée comme la probabilité qu’a une chaîne de
Markov associée à Π d’aller dans l’ensemble A à partir de x, en un pas.
Le théorème suivant prouvé par Attal dans [2] donne une réponse sur la nature de
l’opérateur L.
Théorème 2.1.3. Il existe un noyau markovien Π permettant d’écrire l’opérateur L sous
la forme suivante
(2.1.1) Lf(x) =
∫
S
f(z)Π(x, dz) ,
pour tout f ∈ L∞(S).
Réciproquement, si S est un espace lusinien et si Π est un noyau markovien sur S,
alors il existe un espace de probabilité (E, E , μ) et une application T̂ sur S × E tels que
l’opérateur
Lf(x) =
∫
S
f(z)Π(x, dz) ,
puisse s’écrire de la forme
Lf(x) =
∫
E
T (f ⊗ 1)(x, y) dμ(y)
pour toute fonction f de L∞(S).
Rappelons qu’un espace lusinien est espace mesurable homéomorphe à une partie bo-
rélienne d’un espace compact et métrisable. Cette condition apparaît car la démonstration
nécessite l’utilisation du théorème d’extension de Kolmogorov.
Notons que l’opérateur L n’est pas un système dynamique mais la restriction d’un
système dynamique à une partie de l’espace produit. Plus précisément, il représente ce
que nous pouvons voir de la dynamique sur S × E quand nous observons uniquement le
système S. Ce théorème montre aussi que cet opérateur contient un certain aléa, alors
que la dynamique donnée par T est totalement déterministe. Cet aléa provient de notre
méconnaissance de l’environnement due au fait que nous perdons une grande partie de
l’information sur T . Un opérateur de la forme (2.1.1) est appelé opérateur markovien.
En résumé, en observant le système S, un aléa apparaît à cause de l’interaction avec
l’environnement.
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Dans la réciproque du théorème précédent, notons que la dilatation de L par T n’est
évidemment pas unique. Cependant, il existe une construction explicite présentée dans [2]
d’une dilatation à partir de n’importe quel noyau markovien sur un espace lusinien.
Maintenant une question naturelle se pose. L’opérateur L vient de la moyenne sur E
après une itération de T sur S × E. La « projection » après k itérations de T est-elle
donnée par l’opérateur L appliqué k fois ? La réponse est non de manière générale car lors
de la projection de la dynamique de S ×E à S en faisant la moyenne sur E, nous perdons
beaucoup trop d’informations. Un contre-exemple assez simple est donné dans [2].
Cependant, à partir de toute dilatation de l’opérateur L, nous pouvons construire un
système dynamique T dilatant n’importe quelle puissance de L. Plus précisément, nous
pouvons construire une application T telle que le système dynamique tout entier (T k)k∈N
dilate toute la suite (Lk)k∈N. Autrement dit, il existe une manière de dilater L telle que,
pour tout entier k, le diagramme suivant soit commutatif
L∞(S × E) Tk−−−−→ L∞(S × E)
⊗1
⏐⏐ ⏐⏐∫E · dμ
L∞(S) −−−−→
Lk
L∞(S)
Cette construction introduite dans [2] est celle du schéma classique d’interactions répétées
que nous décrivons maintenant.
2.2 Schéma d’interactions répétées classiques
Ce schéma classique est exactement l’équivalent du modèle quantique introduit dans [12]
que nous présenterons dans la partie II et que nous avons présenté de manière générale
dans l’introduction.
Le point de départ de ce schéma est un système dynamique T̂ sur S × E dilatant un
opérateur markovien L. Cette application T̂ est mesurable de S ×E dans S ×E. Donc, il
existe deux applications mesurables U et V , respectivement de S ×E dans S et de S ×E
dans E, telles que, pour tout x de S et tout y de E, nous avons
T̂ (x, y) = (U(x, y), V (x, y)) .
L’application U donne l’état du système après l’interaction donnée par T̂ et l’application
V , l’état de l’environnement.
Dans le schéma d’interactions répétées, l’environnement est supposé composé d’une
inﬁnité de parties toutes identiques (mais qui peuvent être dans des états diﬀérents).
L’environnement est alors représenté par l’espace E˜ = EN∗ , muni de la tribu produit E⊗N∗
et de la mesure produit μ˜ = μ⊗N∗ . Un élément de E˜ = EN∗ est une suite (ym)m∈N∗ donnant
l’état de chaque partie de l’environnement : y1, l’état de la première partie, y2 celui de la
deuxième et ainsi de suite.
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Déﬁnissons maintenant un nouveau système dynamique T˜ sur S × E˜ par
T˜ (x, y) = (U(x, y1), θ(y)) ,
pour tout x de S , toute suite y = (ym)m∈N∗ de E˜ et où la fonction θ est le shift sur E˜,
c’est-à-dire
θ(y) = (ym+1)m∈N∗ .
Physiquement, cette dynamique est exactement celle décrite dans l’introduction. La pre-
mière partie arrive, interagit avec le système et s’en va (représenté par le shift qui supprime
l’état de la première partie). Donc si nous itérons, la seconde arrive, interagit et s’en va.
Nous pouvons remarquer que l’interaction entre le système et chaque partie de l’environ-
nement se fait de manière indépendante des autres et les unes après les autres. C’est pour
cette raison que ce schéma est appelé « interactions répétées ».
Il est à noter aussi que l’application V n’intervient plus dans ce schéma. Ceci est en
réalité assez naturel. Cette application donne l’état de la partie de l’environnement qui
vient d’interagir avec le système. Comme son état n’aura aucune importance dans la suite,
il n’est pas nécessaire de le conserver.
Pour voir maintenant le lien avec l’opérateur L de départ, nous déﬁnissons comme
précédemment le système dynamique T sur L∞(S × E˜). Le résultat suivant, prouvé dans
[2], montre que cette nouvelle application T dilate bien toute la suite des opérateurs
markoviens (Lk)k∈N.
Théorème 2.2.1. Pour tout m de N, tout x de S et toute fonction f de L∞(S), nous
avons
(Lmf)(x) =
∫
E˜
Tm(f ⊗ 1)(x, y) dμ˜(y) .
Nous pouvons regarder maintenant ce que cette construction donne au niveau de l’évo-
lution du système. Rappelons-nous que l’opérateur L est la restriction du système dyna-
mique T à L∞(S) et qu’il est associé à un noyau markovien Π. Considérons maintenant
un état initial du système x de S et un état de l’environnement y de E˜. L’évolution du
système est gouvernée par les itérations de l’application U et où l’état de chaque partie E
de l’environnement est donné par un élément de y. Plus précisément, la suite (Xn(y))n∈N
représentant les états successifs du système suit la relation
Xn+1(y) = U(Xn(y), yn+1) ,
pour n ∈ N et avec X0 = x.
Si l’état de l’environnement est inconnu, le système évolue selon (Xn)n∈N. Cette suite
est en réalité une chaîne de Markov déﬁnie sur l’espace de probabilité (EN∗ , E⊗N∗ , μ⊗N∗)
à valeurs dans S. Ses transitions sont données par le noyau Π associé à L, pouvant aussi
être exprimé en fonction de μ et U de la manière suivante, pour tout x de S,
Π(x, ·) = U(x, ·)#μ ,
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l’image de μ par l’application U(x, ·) (voir [2]).
Nous avons ainsi déﬁni la suite (Xn)n∈N donnant l’évolution du système. Nous pou-
vons maintenant écrire les puissances du système dynamique T˜ d’interactions répétées de
manière plus condensée à partir de cette suite. Pour tout état x de S, tout état y de E˜ et
tout instant k de N, nous avons
T˜ k(x, y) = (Xk(y), θk(y)) ,
où X0 = x et θk est le shift appliqué k fois, i.e. θk(y) = (yn+k)n∈N∗ .
Depuis le début de cette section, nous avons décrit ce modèle en temps discret. La
dynamique est indexée par N, signiﬁant implicitement que chaque interaction dure un
temps 1. Nous pouvons introduire un nouveau paramètre h, la durée de chaque interaction.
Cet ajout ne change pas radicalement le modèle précédent. Nous indexons maintenant les
suites des états des diﬀérents systèmes par hN à la place de N : (X(h)nh )n∈N, y = (ynh)n∈N∗ ....
Les applications T (h), U (h), ..., elles aussi peuvent dépendre de ce nouveau paramètre. Ceci
est physiquement naturel car l’état du système après une interaction dépend de la durée
de celle-ci.
Dorénavant, les états successifs du système sont donnés par la suite (X(h)nh )n∈N évoluant
de la manière suivante
X
(h)
(n+1)h(y) = U
(h)(X(h)nh (y), y(n+1)h) .
Le système dynamique construit à partir du schéma d’interactions répétées est maintenant
T˜ (h) déﬁni par
T˜ (h)(x, y) = (U (h)(x, yh), θ(h)(y)) ,
où θ(h) est le shift sur EhN∗ , i.e. θ(h)(y) = (y(n+1)h)n∈N∗ .
Les travaux réalisés sur ces systèmes classiques d’interactions répétées durant cette
thèse concernent la limite en temps continu de ces systèmes dynamiques ou uniquement
sur le processus (X(h)nh )n∈N quand le paramètre d’interaction h tend vers 0. La limite de
ces chaînes de Markov sont des solutions d’équations diﬀérentielles stochastiques. Pour
cette raison, nous décrivons dans la section qui suit ce même parallèle entre systèmes
dynamiques déterministes et processus markoviens, mais dans le cas continu.
2.3 Systèmes dynamiques et équations diﬀérentielles sto-
chastiques
Dans le cas discret, nous avons décrit un moyen de dilater une chaîne de Markov tout
entière en un système dynamique déterministe sur un espace plus grand. Nous présentons
maintenant un équivalent dans le cas des solutions d’équations diﬀérentielles stochastiques.
Nous nous restreignons dans cette section à l’étude d’équations diﬀérentielles à valeurs dans
R
m avec m ≥ 1.
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Déﬁnition 2.3.1. Un système dynamique en temps continu est un semi-groupe (Tt)t∈R+
d’applications mesurables, c’est-à-dire satisfaisant
Ts ◦ Tt = Ts+t ,
pour tout s, t de R+.
Considérons une équation diﬀérentielle stochastique de la forme suivante
(2.3.1) dXt = b(Xt) dt + σ(Xt) dWt ,
où Wt est un mouvement brownien standard d-dimensionnel, b et σ sont deux applications
mesurables respectivement, de Rm dans Rm et de Rm dans Mm,d(R), l’espace des matrices
réelles de taille m × d.
Dans toute la suite, nous aurons besoin de l’existence et de l’unicité de la solution de
l’équation diﬀérentielle stochastique pour toutes conditions initiales et sur tout intervalle
de temps. Pour cette raison, nous nous restreignons à deux cas.
Le premier type d’équation diﬀérentielle stochastique est celui dont les coeﬃcients b et
σ sont globalement Lipschitz, c’est-à-dire
(H1) il existe K0 > 0 tel que pour tout x, y, nous avons
|b(x) − b(y)| ≤ K0 |x − y| et ‖σ(x) − σ(y)‖ ≤ K0 |x − y| ,
Le deuxième type, un peu plus général, est le cas de coeﬃcients localement Lipschitz et
localement bornés, c’est-à-dire
(H2) les fonctions b et σ sont localement Lipschitz : pour tout N > 0, il existe KN > 0
tel que pour tout x, y ∈ B(0, N), la boule centrée en 0 de rayon N , nous avons
|b(x) − b(y)| ≤ KN |x − y| et ‖σ(x) − σ(y)‖ ≤ KN |x − y| ,
(H3) les fonctions b et σ sont linéairement bornées : il existe K1 > 0 tel que
|b(x)| ≤ K1(1 + |x|) et ‖σ(x)‖ ≤ K1(1 + |x|) ,
où |·| est la norme euclidienne sur Rm et ‖ · ‖ la norme Hilbert-Schmidt sur Mm,d(R)
déﬁnie par
‖σ‖2 =
d∑
j=1
m∑
i=1
(σi,j)2 .
Nous pouvons remarquer que si les coeﬃcients sont globalement Lipschitz alors ils sont
localement Lipschitz et linéairement bornés. La distinction est faite car dans les résultats
de cette thèse, dans le cas globalement Lipschitz, la convergence sera plus forte. Dans
cette section, les propriétés réellement importantes sont l’existence et l’unicité de la solu-
tion en tout temps et pour toutes conditions initiales. Les conditions précédentes ne sont
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évidemment pas nécessaires mais elles sont suﬃsantes et classiques mathématiquement
(voir [33]).
Présentons maintenant une dilatation de la solution de l’équation diﬀérentielle stochas-
tique (2.3.1) dans un contexte équivalent au cas discret. Il faut alors trouver un environ-
nement et un semi-groupe tels que si nous restreignons le système dynamique au système
représenté ici par Rm, alors nous obtenons la solution de l’équation. Une telle construction
est aussi faite dans [2] en se basant sur des résultats présents par exemple dans [38].
L’environnement choisi est l’espace de Wiener (Ω,F ,P) associé au mouvement brow-
nien (Wt)t∈R+ . Cet espace canonique est plus précisément l’ensemble des applications
continues de R+ dans Rd s’annulant à l’origine. Sur cet espace, le mouvement brownien
(Wt)t∈R+ n’est autre que l’ensemble des applications coordonnées, c’est-à-dire, pour tout
t de R+ et toute application ω de Ω, nous avons Wt(ω) = ω(t).
Sur cet espace Ω, un shift θt similaire au shift discret existe. Pour tout t de R+, nous
déﬁnissons θt par
θt(ω)(s) = ω(t + s) − ω(t) ,
pour tout ω de Ω et tout s de R+.
Nous pouvons maintenant construire un système dynamique (Tt)t∈R+ sur R+ ×Ω dila-
tant la solution de l’équation diﬀérentielle stochastique (2.3.1). Nous déﬁnissons la famille
(Tt)t∈R+ par
Tt(x, ω) = (Xt(ω), θt(ω)) ,
pour tout x ∈ Rm et tout ω ∈ Ω, où Xt est la solution de (2.3.1) au temps t partant de
X0 = x.
Dans [2], Attal montre le résultat suivant justiﬁant le fait que nous avons bien dilaté
la solution de l’équation diﬀérentielle stochastique par un système dynamique continu.
Théorème 2.3.2. La famille (Tt)t∈R+ est un système dynamique en temps continu sur
R
m × Ω.
La question naturelle qui suit dans cet équivalent continu du parallèle décrit en discret
dans la section précédente est la suivante : quel objet joue le rôle de l’opérateur markovien
L ?
La réponse est tout simplement le semi-groupe dont le générateur inﬁnitésimal est
exactement celui de l’équation diﬀérentielle stochastique (2.3.1). Avant de décrire plus
précisément ce fait, nous rappelons la déﬁnition et quelques propriétés des générateurs
inﬁnitésimaux associés à des processus markoviens. Comme nous étudions des processus, et
plus particulièrement des solutions d’équations diﬀérentielles stochastiques dont l’existence
et l’unicité sont supposées ou seront prouvées, nous ne présentons ici qu’un aperçu très
simpliﬁé de la théorie des générateurs markoviens sans rentrer dans les détails de domaine
et autres.
Considérons la solution (Xxt )t∈R+ de l’équation diﬀérentielle stochastique (2.3.1) par-
tant du point x. Nous pouvons déﬁnir une famille d’application (Pt)t∈R+ agissant sur
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C∞c (Rm), l’ensemble d’applications de Rm possédant un support compact, de la manière
suivante : pour tout t de R+, pour tout f de C∞c (Rm) et tout x de Rm
Ptf(x) = E [f(Xxt )] .
Grâce notamment à la propriété de Markov, cette famille (Pt)t∈R+ est un semi-groupe. Ce
semi-groupe possède un générateur inﬁnitésimal A permettant de voir (Pt)t∈R+ comme
(etA)t∈R+ . Ce générateur permet ainsi de décrire l’évolution du semi-groupe. Dans le cas
du mouvement brownien, cet opérateur A n’est autre que le Laplacien ; ceci justiﬁant
l’appellation de processus de diﬀusion grâce à cette forte relation avec l’équation de la
chaleur.
Dans le cas de la solution de l’équation diﬀérentielle stochastique (2.3.1), le générateur
inﬁnitésimal est
A = 12
d∑
i,j=1
ai,j(x) ∂
2
∂xi∂xj
+
d∑
i=1
bi(x) ∂
∂xi
,
où a est la matrice σσt.
Ce générateur inﬁnitésimal a la propriété de presque caractériser la loi du processus.
De cette manière, nous avons déﬁni un opérateur à partir d’un processus markovien.
Cependant, une question se pose sur l’unicité du processus associé à un générateur donné.
Cette question est directement liée à la notion de problème de martingales caractérisant
les processus associés à un générateur.
Déﬁnition 2.3.3. Soit x ∈ Rm. Un processus (Yt)t∈R+ est solution du problème de mar-
tingale (L, x), si, pour tout f de C∞c (Rd), le processus
Mft = f(Yt) − f(x) −
∫ t
0
Lf(Ys)ds ,
est une martingale relativement à Ft = σ(Ys, s ≤ t).
Dans notre cas d’existence et d’unicité de la solution de l’équation diﬀérentielle (2.3.1),
nous pouvons montrer que, pour tout x de Rm, le seul processus solution du problème de
martingale (A, x) est la solution (Xxt )t∈R+ (voir [33]).
Revenons maintenant aux systèmes dynamiques (Tt)t∈R+ sur Rm ×Ω. Comme dans le
cas discret, nous lui associons le système dynamique (Tt)t∈R+ sur L∞(Rm×Ω). L’opérateur
markovien apparaissait dans la section précédente quand nous nous intéressions à ce qui
se passe uniquement sur le système. Procédons de la même manière ici. Une application
f de L∞(Rm) est aussi vue comme une application de L∞(Rm × Ω) en tensorisant par
l’identité. Maintenant, le système dynamique (Tt)t∈R+ peut agir sur f ⊗ 1. Ensuite, ce
que nous observons quand nous regardons uniquement le système, c’est la moyenne sur Ω
suivant la mesure de probabilité P. Ainsi nous retrouvons le semi-groupe (Pt)t∈R+ étendu
aux fonctions de L∞(Rm) car
E [Tt(f ⊗ 1)(x, ·)] = E [f(Xxt )] = Pt(f)(x) ,
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pour tout x de Rm et tout f de L∞(Rm). Ceci montre que l’équivalent de la suite (Lk)k∈N
en temps continu n’est autre que le semi-groupe (Pt)t∈R+ .
Finalement dans cette section, nous avons présenté des systèmes dynamiques forma-
lisant l’évolution d’un système ouvert dans un schéma d’interactions répétées, ainsi que
leurs équivalents continus. Ce que nous traitons dans le chapitre suivant et qui est au
centre des travaux de cette thèse sur les systèmes classiques est la limite en temps continu
de ces interactions répétées.
Chapitre 3
Aperçu des résultats
Dans ce chapitre, nous présentons un bref aperçu des résultas obtenus sur les systèmes
classiques ouverts. Ceux-ci ont abouti à l’article [25] du chapitre 4.
Cet article concerne l’étude de la limite en temps continu des systèmes dynamiques
donnés par le schéma d’interactions répétées, c’est-à-dire la limite quand le temps d’in-
teraction h tend vers 0. Il est alors montré que certains systèmes dynamiques convergent
vers un semi-groupe associé à la solution d’une équation diﬀérentielle stochastique.
Dans la première section, nous décrivons un moyen d’obtenir une dynamique continue
comme limite d’un système dynamique discret dans un cadre mathématique permettant de
faire cohabiter les deux dynamiques. La section suivante est dédiée à la convergence en elle-
même des shifts sur l’environnement ainsi que celle des processus donnant l’évolution du
système. Nous terminons ensuite avec un exemple d’application assez simple des théorèmes
de convergence.
3.1 Construction d’une dynamique continue
Dans le but d’étudier la convergence de systèmes dynamiques en temps discret vers le
semi-groupe de la solution d’une équation diﬀérentielle stochastique dans Rm dirigée par
un mouvement brownien d-dimensionnel, nous commençons par nous restreindre naturel-
lement aux systèmes dynamiques dont l’espace des états du petit système S est Rm et
dont l’espace des états de chaque partie de l’environnement E est Rd.
La première étape est alors de trouver un moyen de faire agir les systèmes dynamiques
discrets sur le même espace Rm × Ω que le semi-groupe d’une équation diﬀérentielle sto-
chastique.
Considérons un système dynamique T˜ (h) sur Rm × (Rd)hN∗ donné par
T˜ (h)(x, y) = (U (h)(x, yh), θ(h)(y)) ,
où θ(h) est le shift sur (Rd)hN∗ et donc θ(h)(y) = (y(n+1)h)n∈N∗ .
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Concentrons nous pour le moment sur les environnements (Rd)hN∗ et Ω. Rappelons
que l’ensemble Ω est l’espace des fonctions continues de R+ dans Rd s’annulant à l’origine.
Nous déﬁnissons maintenant des applications φ(h)I et φ
(h)
P permettant de mettre ces deux
espaces en relation. L’espace (Rd)hN∗ est injecté dans Ω par φ(h)I de la manière suivante.
Pour tout suite y = (ynh)n∈N∗ de (Rd)hN
∗ , l’application φ(h)I interpole linéairement les
éléments de y vus comme des accroissements et nous obtenons donc
φ
(h)
I (y)(t) =
t/h∑
n=0
ynh +
t − 
t/hh
h
y(t/h+1)h ,
pour tout t de R+ avec par convention y0 = 0.
Réciproquement, l’application φ(h)P est déﬁnie de Ω dans (Rd)hN
∗ qui a une fonction ω
associe ses accroissements sur les intervalles de longueur h,
φ
(h)
P (ω) = (Wnh(ω) − W(n−1)h(ω))n∈N∗ = (ω(nh) − ω((n − 1)h))n∈N∗ .
On peut remarquer que les applications φ(h)P et φ
(h)
I satisfont la relation
φ
(h)
P ◦ φ(h)I = Id(Rd)hN∗ .
L’image de (Rd)hN∗ par φ(h)I est un sous-espace de Ω qui « remplit » tout l’espace quand
h tend vers 0. En eﬀet, l’espace Ω est un espace polonais (métrique, séparable et complet)
pour la distance D de la topologie de la convergence uniforme sur les compacts déﬁnie par
D(ω, ω′) =
∞∑
n=1
1
2n
sup
0≤t≤n
|ω(t) − ω′(t)|
1 + sup
0≤t≤n
|ω(t) − ω′(t)| ,
pour tout ω et ω′ et où |·| est la norme euclidienne sur Rd. Le lemme suivant montre qu’à
la limite nous n’oublions aucune partie de Ω au sens de D.
Lemme 1. Pour tout ω ∈ Ω,
lim
h→0
D(ω, φ(h)I ◦ φ(h)P (ω)) = 0 .
La preuve de ce résultat est basée sur le fait qu’une fonction continue peut être appro-
chée sur les compacts par une fonction linéaire par morceaux.
Maintenant que les environnements sont mis en relation, nous pouvons déﬁnir, à partir
de T˜ (h), un système dynamique en temps discret sur Rm × Ω. Les applications φ(h)I et
φ
(h)
P , n’agissant uniquement que sur l’environnement, sont relevées de manière canonique
respectivement sur Rm × (Rd)hN∗ et sur Rm × Ω par
Φ(h)I = (Id, φ
(h)
I ) et Φ
(h)
P = (Id, φ
(h)
P ) .
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Ensuite, nous associons à T˜ (h) le système dynamique T (h) sur Rm × Ω donné par
T
(h) = Φ(h)I ◦ T˜ (h) ◦ Φ(h)P .
Remarquons que les applications satisfont la relation Φ(h)P ◦Φ(h)I = IdRm×(Rd)hN∗ et que par
conséquent, pour tout n ≥ 1, nous avons le diagramme commutatif suivant
R
m × Ω (T
(h))n−−−−−→ Rm × Ω
Φ(h)P
⏐⏐ ⏐⏐Φ(h)I
R
m × (Rd)hN∗ −−−−−→
(T˜ (h))n
R
m × (Rd)hN∗
Le système dynamique T˜ (h) sur Rm × (Rd)hN∗ est ainsi relevé sur Rm × Ω.
La dernière étape consiste à interpoler linéairement en temps la dynamique de ((T (h))k)k∈N
pour avoir une dynamique en temps continu et ainsi pouvoir la comparer avec celle d’un
semi-groupe. A cette ﬁn, considérons alors la famille (T (h)t )t∈R+ déﬁnie par
T
(h)
t = (T
(h))t/h + t − 
t/hh
h
{
(T (h))(t/h+1) − (T (h))t/h
}
= (
t/h + 1)h − t
h
(T (h))t/h + t − 
t/hh
h
(T (h))(t/h+1) ,
où par convention (T (h))0 = Id.
A cause de l’interpolation linéaire, la famille (T (h)t )t∈R+ n’est pas un semi-groupe mais
nous pouvons cependant étudier la convergence vers un semi-groupe d’une équation diﬀé-
rentielle stochastique.
Remarquons aussi que les états de l’environnement dans (Rd)hN∗ sont donnés pour un
ω de Ω par son image par φ(h)P , ses accroissements sur les intervalles de longueur h. En loi,
ce sont des lois normales centrées de variance h.
Notons par X(h)t et θ
(h)
t , les applications sur les deux composantes de T
(h)
t . Plus pré-
cisément, pour tout ω de Ω, pour tout x de Rm et pour tout t de R+, nous avons
T
(h)
t (x, ω) = (X
(h)
t (φ
(h)
P (ω)), θ
(h)
t (ω)) .
Remarquons que le processus X(h)t n’est pas un processus markovien à cause aussi de
l’interpolation linéaire.
3.2 Convergence du processus et du shift
La convergence de la dynamique (T (h)t )t∈R+ vers le semi-groupe d’une équation diﬀéren-
tielle stochastique est faite composante par composante.
Commençons par la convergence des shifts sur l’environnement pour la convergence
uniforme sur les compacts donnée par le théorème suivant.
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Théorème 3.2.1. Soit ω une fonction de Ω. Alors pour tout t de R+, nous avons
lim
h→0
D(θt(ω), θ
(h)
t (ω)) = 0 .
La preuve de ce résultat est aussi basée sur la convergence sur les compacts des fonctions
linéaires par morceaux vers les fonctions continues.
La convergence du processus X(h)t vers la solution d’une équation diﬀérentielle stochas-
tique revient à montrer la convergence d’une chaîne de Markov linéairement interpolée vers
cette solution. Rappelons que cette chaîne de Markov évolue selon la fonction U (h). Comme
nous sommes intéressés par la limite quand h tend vers 0, l’application U (h), supposée suf-
ﬁsamment régulière, est écrite sous forme d’un développement limité en h. Nous pouvons
alors lire sur son approximation l’évolution limite. Nous avons les deux résultats suivants
dépendant des conditions sur les coeﬃcients à l’ordre 0 et 1 en h : global Lipschitz ou
localement Lipschitz et linéairement bornés.
Théorème 3.2.2. Supposons qu’il existe deux applications globalement Lipschitz b, σ, et
une application η(h) vériﬁant ∣∣∣η(h)(x, y)∣∣∣ ≤ K2(hα |x| + |y|) ,
avec α ∈]0,+∞] et K2 > 0, telles que
U (h)(x, y) = x + σ(x)y + hb(x) + hη(h)(x, y) .
Alors, pour tout x0 de Rm et pour tout τ positif, le processus (X
h
t )t∈R+ partant de x0
converge sur l’intervalle [0, τ ] dans Lp, pour tout p ≥ 1, et presque sûrement, quand h
tend vers 0, vers la solution de
dXt = b(Xt)dt + σ(Xt)dWt ,
avec X0 = x0.
Théorème 3.2.3. Supposons qu’il existe deux applications localement Lipschitz et linéai-
rement bornées b, σ, et une application η(h) vériﬁant∣∣∣η(h)(x, y)∣∣∣ ≤ K2(hα |x| + |y|) ,
avec α ∈]0,+∞] et K2 > 0, telles que
U (h)(x, y) = x + σ(x)y + hb(x) + hη(h)(x, y) .
Alors, pour tout x0 de Rm et pour tout τ positif, le processus (X
h
t )t∈R+ partant de x0
converge sur l’intervalle [0, τ ] dans Lp, pour tout p ≥ 1, quand h tend vers 0 vers la
solution de
dXt = b(Xt)dt + σ(Xt)dWt ,
avec X0 = x0.
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L’application η(h) dans ces résultats regroupe tous les termes d’ordre élevé en h qui
n’interviennent pas dans l’évolution limite.
Ces deux théorèmes sont les conséquences de deux résultats prouvés de manière un peu
plus générale sous forme de convergence de la perturbation d’un schéma d’analyse numé-
rique stochastique. La preuve du premier théorème est basée sur plusieurs utilisations de
la formule d’Itô, de l’inégalité de Burkholder et d’autres théorèmes de calcul stochastique.
La diﬃculté réside dans la gestion de cette perturbation η(h) de forme assez générale.
Cette application a priori anodine fait perdre la structure intégrale de l’approximation
et ne permet pas l’utilisation des théorèmes stochastiques usuels de manière directe. Le
deuxième résultat utilise des temps de sorties de certaines boules et la non-explosion des
processus concernés pour se ramener au cas globalement Lipschitz .
3.3 Applications à des systèmes physiques
Dans cette section, nous illustrons ces résultats avec des exemples physiques assez simples
comme le cas d’une interaction harmonique amortie ou non.
Le premier exemple est un système hamiltonien dans lequel l’interaction entre le petit
système et une partie de l’environnement est représentée par l’hamiltonien suivant,
H
[(
Q1
P1
)
,
(
Q2
P2
)]
= P
2
1
2 +
P 22
2 +
1
2(Q2 − Q1)
2 ,
où P 21 /2 est l’énergie cinétique du petit système, P 22 /2 celle d’une partie de l’environnement
et l’interaction est harmonique 1/2(Q2 − Q1)2.
Une approximation de l’application U (h) donnant l’état du système après une interac-
tion est déterminée à partir des équations de Hamilton. Après un renforcement en 1/h,
non pas de toute l’interaction harmonique mais uniquement des termes d’interaction pure
(ou de manière équivalente du bruit uniquement), les théorèmes précédents peuvent s’ap-
pliquer dans le cas où les états de l’environnement sont donnés par une loi normale (qui
dans ce cas peut représenter un état de Gibbs sur l’environnement).
L’évolution du petit système converge alors dans Lp, pour tout p ≥ 1, et presque
sûrement sur tout intervalle [0, τ ] vers la solution de l’équation diﬀérentielle stochastique
dXt =
(
X
(2)
t
−X(1)t
)
dt +
(
0 0
1 0
)
dWt ,
où X(j)t représente la j-ième composante de Xt.
Cette équation apparaît dans certains travaux, [43] et [37] par exemple, comme la
perturbation naturelle d’un oscillateur harmonique.
Le formalisme et les résultats présentés peuvent être appliqués à des systèmes non-
hamiltoniens. Par exemple, le cas d’une interaction harmonique amortie.
Nous considérons le système précédent en ajoutant une friction ﬂuide −fP1 sur le
système. Cette force supplémentaire fait perdre de l’énergie au système qui ne va plus être
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hamiltonien. Cependant, une approximation de la fonction U (h) peut être aussi obtenue à
partir des équations de Newton. Après la même renormalisation, les théorèmes s’appliquent
encore et l’évolution limite est donnée par l’équation de type Langevin{
dQ1 = P1dt
dP1 = −f P1 − Q1dt + dW (1)t .
Les équations de Langevin sont très étudiées physiquement et possèdent notamment un
comportement asymptotique connu.
Chapitre 4
Article 1 : Limite du continu
d’interactions répétées pour des systèmes
classiques
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Continuous Time Limit of Classical Repeated Interaction
Systems
Julien DESCHAMPS
Abstract
We consider the physical model of a classical mechanical system (called "small system")
undergoing repeated interactions with a chain of identical small pieces (called "environ-
ment"). This physical setup constitutes an advantageous way of implementing dissipation
for classical systems; it is at the same time Hamiltonian and Markovian. This kind of
model has already been studied in the context of quantum mechanical systems, where it
was shown to give rise to quantum Langevin equations in the limit of continuous time
interactions ([12]), but it has never been considered for classical mechanical systems yet.
The aim of this article is to compute the continuous limit of repeated interactions for clas-
sical systems and to prove that they give rise to particular stochastic diﬀerential equations
in the limit. In particular we recover the usual Langevin equations associated to the action
of heat baths. In order to obtain these results, we consider the discrete-time dynamical
system induced by Hamilton’s equations and the repeated interactions. We embed it into
a continuous-time dynamical system and we compute the limit when the time step goes to
0. This way we obtain a discrete-time approximation of stochastic diﬀerential equation,
considered as a deterministic dynamical system on the Wiener space, which is not exactly
of the usual Euler scheme type. We prove the Lp and almost sure convergence of this
scheme. We end with applications to concrete physical examples such as a charged par-
ticle in a uniform electric ﬁeld or a harmonic interaction. We obtain the usual Langevin
equation for the action of a heat bath when considering a damped harmonic oscillator as
the small system.
4.1 Introduction
To study open physical systems, i.e., systems in interaction with a large environment,
two main approaches are often considered. The ﬁrst one is Hamiltonian, it consists in
describing completely the small system, the environment and their interactions in a com-
pletely Hamiltonian way. Then, one studies the associated dynamical system. The other
approach is Markovian; it consists in giving up describing the environment (which is too
complicated or unknown) and to describe only the eﬀective action of the environment on
the small system. Under some assumptions on the environment, the evolution of the small
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system is a Markov process. One can then study this Markov process with the associated
probabilistic tools (invariant measure, etc).
In the context of quantum mechanical systems, Attal and Pautrat propose in [12] a
new type of model for the interaction of a small system and the environment: the scheme
of repeated interactions. In this setup, the environment is seen as an inﬁnite assembly of
small identical pieces which act independently, one after the other, on the system during a
small time step h. This approach has the advantage of being in between the two previous
approaches: it is Hamiltonian for each interaction of the small system with one piece of
the environment is described by a full Hamiltonian, it is also Markovian in its structure
of independent and repeated interactions with fresh pieces of the environment.
This approach, in the quantum context, has also the advantage of giving rise to a
rather workable way of implementing the dissipation. It is physically realistic, as shown
in [12] that, in the continuous interaction limit (h tends to 0), the associated dynamics
converges to the usual quantum Langevin equations associated to open quantum systems.
Our aim in this article is to consider this scheme of repeated interactions, and its
continuous time limit, for classical physical systems.
Attal describes in [2] a mathematical framework for classical systems of repeated in-
teractions. His construction is based on a strong connection between Markov processes
and dynamical systems that he describes; we present it in Section 4.2. The main idea
is that Markov processes are all obtained from deterministic dynamical systems on prod-
uct spaces when ignoring one of the two components. In particular stochastic diﬀerential
equations can be seen as deterministic dynamical systems on the state space times the
Wiener space.
The dynamical system associated with repeated classical interactions is discrete in
time, depending on the time parameter h. If one wants to consider all these dynamical
systems for all h and their continuous limit, when h tends to 0, we have to embed discrete
time and continuous time dynamical systems into a common natural setup. This is what
we develop in Section 4.3.
Section 4.4 is devoted to presenting several physical examples to which our main the-
orems will be applied at the end of the article.
The convergence of the discrete dynamical systems associated with classical repeated
interactions is carefully studied in Section 4.5. More precisely, the evolution of the system
undergoing repeated interactions shall be represented by a Markov chain (Xhnh). The study
of a limit evolution comes down to the convergence of a linearly interpolated Markov chain
to the solution of a stochastic diﬀerential equation. Indeed, the embedded dynamics leads
to consider the linear interpolation of (Xhnh), i.e., the process (Xht ) deﬁned by
Xht = Xht/hh +
t − 
t/hh
h
{
Xh(t/h+1)h − Xht/hh
}
.
The main theorems of Section 4.5 are concerned with the convergence of this process
(Xht ) under some assumptions. Theorem 4.5.2 and 4.5.7 shows the Lp and almost sure
convergences when the evolution of the Markov chain is given by
Xh(n+1)h = Xhnh + σ(Xhnh)(W(n+1)h − Wnh) + hb(Xhnh) + hη(h)(Xhnh,W(n+1)h − Wnh) .
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The limit process is the solution of the stochastic diﬀerential equation
dXt = b(Xt) dt + σ(Xt) dWt
when the maps b and σ are Lipschitz or locally Lipschtiz and linearly bounded, and when
η(h) satisﬁes ∣∣∣η(h)(x, y)∣∣∣ ≤ K(hα |x| + |y|) .
All these results are then applied in Sect. 4.6 to the physical examples previously
presented in Sect. 4.4.
4.2 Dynamical Systems and Markov Processes
4.2.1 Discrete Time
A connexion between deterministic dynamical systems and Markov chains has been re-
cently presented by Attal in [2]. He shows that randomness in Markov chains appears
naturally from deterministic dynamical systems when loosing some information about
some part of the system. In this section, we present the context and the main results of
[2].
A discrete time dynamical system is a measurable map T̂ on a measurable space (F,F).
The dynamics of this system is given by the sequence (T̂n)n∈N∗ of iterations of T̂ . From
this map T̂ , one can naturally deﬁne a map T on L∞(F,F), the set of bounded functions
on F , by
Tf(x) = f(T̂ (x)) ,
for all f in L∞(F,F) and all x in F .
Now consider a dynamical system T̂ on a product space S ×E where (S,S) and (E, E)
are two measurable spaces. Furthermore, assume that (E, E) is equipped with a probability
measure μ. Physically, S is understood as the phase space of a “small” system and E as
the one of the environment. Let T be the map on L∞(S × E) induced by T̂ .
The idea of the construction developed in [2] is to consider the situation where one
has only access to the system S and not to the environment E (for example E might be
too complicated, or unknown, or unaccessible to measurement). One wants to understand
what kind of dynamics is obtained from T when restricting it to S only.
Consider a bounded function f on S, we naturally extend it as a (bounded) function
on S × E by considering
(f ⊗ 1)(x, y) = f(x),
for all x in S, all y in E. That is, the function f made for acting on S only is seen as
being part of a larger world S × E.
The dynamical system T can now act on f ⊗ 1. We assume that what the observer of
the system S sees from the whole dynamics on S × E is an average on E along the given
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probability measure μ. Therefore, we have to consider the operator L on L∞(S) deﬁned
by
Lf(x) =
∫
E
T (f ⊗ 1)(x, y) dμ(y) .
Note that Lf also belongs to L∞(S). This operator L on L∞(S) represents the restriction
of the dynamics T̂ on S. In other words, we have the following commuting diagram :
L∞(S × E) T−−−−→ L∞(S × E)
⊗1
⏐⏐ ⏐⏐∫E · dμ
L∞(S) −−−−→
L
L∞(S)
It is natural now to wonder what is the nature of the operator L obtained this way. In [2]
the following result is proved.
Theorem 4.2.1. There exists a Markov transition kernel Π such that L is of the form
Lf(x) =
∫
S
f(z)Π(x, dz) ,
for all f ∈ L∞(S).
Conversely, if S is a Lusin space and Π is any Markov transition kernel on S, then
there exist a probability space (E, E , μ) and a dynamical system T̂ on S × E such that the
operator
Lf(x) =
∫
S
f(z)Π(x, dz) ,
is of the form
Lf(x) =
∫
E
T (f ⊗ 1)(x, y) dμ(y)
for all f ∈ L∞(S).
Recall that a Markov transition kernel is a map from S × S to [0, 1] such that, for all
A in S, the map x → Π(x,A) is measurable, and, for all x in S, the map A → Π(x,A)
is a probability measure. The value of Π(x,A) can be understood as the probability of a
Markov chain related to Π has to go from x into A. Moreover, recall also that a Lusin
space is measurable space homeomorphic to a Borel subset of a compact metrisable space.
This condition is mainly necessary for Kolmogorov Consistency Theorem.
The mapping L on the system S is not a dynamical system anymore. It represents
the part of the dynamics on the large system S × E which is obtained when observing
S only. The main fact of the above result is that L encodes some randomness, while T
was completely deterministic. This randomness arises from the lack of knowledge on the
environment.
Note that in the reciprocal above, the dynamical system T which dilates L is not
unique.
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The Markov operator L obtained above comes from the projection of only one iteration
of the dynamical system T . It is not true in general that if one projects the mapping T k
on S one would obtain Lk (see [2] for a counter-example). It would be very interesting to
be able to construct a dynamical system T which dilates a Markov operator L not only
for one step, but for all their powers T k and Lk. This would mean that we have a whole
dynamical system (T k)k∈N which dilates a whole Markov chain (Lk)k∈N when restricting
it to S. This is to say that one wants the following diagram to commute for all k ∈ N:
L∞(S × E) Tk−−−−→ L∞(S × E)
⊗1
⏐⏐ ⏐⏐∫E · dμ
L∞(S) −−−−→
Lk
L∞(S)
As explained in [2] this can be obtained through the scheme of repeated interactions, as
follows.
Let T̂ be a dynamical system on S ×E which dilates a Markov operator L. Since T̂ is
a measurable map from S × E to S × E, there exist two measurable maps U and V such
that, for all x in S, all y in E,
T̂ (x, y) = (U(x, y), V (x, y)) .
Now, consider the space E˜ = EN∗ endowed with the usual σ-ﬁeld E⊗N∗ and the product
measure μ˜ = μ⊗N∗ . From the map T̂ , one deﬁnes a dynamical system T˜ on the space
S × E˜ by
T˜ (x, y) = (U(x, y1), θ(y)) ,
for all x in S, all sequence y = (ym)m∈N∗ in E˜, where θ is the shift on E˜, that is,
θ(y) = (ym+1)m∈N∗ .
Physically, this construction can be understood as follows. The system S is in interaction
with a large environment. This large environment is a chain E˜ made of copies of a small
piece E. One after the other, each part E of this environment interacts with the system
S, independently from the others. This is the so-called “repeated interactions scheme”.
Note that the function V doesn’t appear in the deﬁnition of T˜ . From the physical point
of view this is natural, the map V gives the evolution of the part E of the environment
which acts on the system. As this part shall not be involved in the dynamics of the system
S, its new state has no importance for the system.
As previously, the mapping T˜ induces an operator T on L∞(S×E˜). Then, the following
theorem (proved in [2]) shows that the sequence (T k) of iterations of T dilates the whole
Markov chain (Lk)k∈N.
Theorem 4.2.2. For all m in N∗, all x in S, and all f in L∞(S),
(Lmf)(x) =
∫
E˜
Tm(f ⊗ 1)(x, y) dμ˜(y) .
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The operator L represents the action of a Markov kernel Π on bounded maps and the
restriction of the whole dynamics given by T to S. On the other hand, the Markovian
behaviour on functions associated with the action of Π can be also seen on points when
focusing on the dynamical system T˜ . Indeed, for all initial state x of the system in S, and
all state of the environment y in E˜, the evolution of the system is given by the sequence
(Xxn(y))n∈N deﬁned by
Xxn+1(y) = U(Xxn(y), yn+1) ,
with X0 = x. Now if the state of the environment is unknown, the dynamics of the system
is represented by the sequence (Xxn)n∈N of maps from E˜ to S. This sequence (Xxn) is a
Markov chain. Furthermore, the Markov transition kernel of (Xxn) is Π again.
Note that the whole dynamics of T˜ can be expressed from this sequence (Xxn) as follows.
For all k in N, all x in S, and all y in E˜,
T˜ k(x, y) = (Xxk (y), θk(y)) ,
where θk(y) is the sequence y which is shifted k times, i.e. θk(y) = (yn+k)n∈N∗ .
Note that sequences are indexed by N∗ in this scheme of repeated interactions. Phys-
ically, this can be understood as repeated interactions between the systems which last for
a time duration 1. Now, a new parameter h is added. It represents the time step for the
interactions. Henceforth, all the sequences are now indexed by hN∗.
For instance, the dynamics of the system is now given by the Markov chain (X(h)nh )n∈N
deﬁned for all starting state x by
X
(h)
(n+1)h(y) = U
(h)(X(h)nh (y), y(n+1)h) ,
with X(h)0 = x.
The dynamical system given by the scheme of repeated interactions is now
T˜ (h)(x, y) = (U (h)(x, yh), θ(h)(y)) ,
where θ(h) is the shift, i.e. θ(h)(y) = (y(n+1)h)n∈N∗ .
Note that the map U (h) can also depend on the time step h. We shall see in the
examples of Section 4.4 explicit expressions for this map U (h) in some physical situations.
Our aim is now to understand what can be the limit dynamics of these repeated
interactions when the time step h goes to 0.
Attal and Pautrat, in [12], have studied open quantum systems with an equivalent setup
of repeated interactions. They show the convergence of repeated interactions to quantum
stochastic diﬀerential equations. In Section 4.5, we shall see that the limit evolutions in
the classical case are solutions of some stochastic diﬀerential equations. Therefore, we
shall need to extend our parallel between Markov chains and dynamical systems to the
continuous time setup and in particular to solutions of stochastic diﬀerential equations.
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4.2.2 Continuous Time
As previously seen, from a Markov operator L, with the help of repeated interactions,
one can construct a dynamical system which dilates the whole sequence (Lk). Moreover,
the evolution of the ﬁrst component is given by a Markov chain associated to the Markov
transition kernel. We wish to extend this idea to Markov processes which are solutions of
stochastic diﬀerential equations.
A continuous time dynamical system is a semigroup of measurable functions (Tt)t∈R+ ,
that is, which satisfy Ts ◦ Tt = Ts+t , for all s, t in R+.
Consider now a stochastic diﬀerential equation (SDE) on Rm,
(4.2.1) dXt = b(Xt) dt + σ(Xt) dWt ,
where Wt is a d-dimensional standard Brownian motion, b and σ are measurable functions
respectively from Rm to Rm, and from Rm to Mm,d(R), the space of m× d real matrices.
We want to create an environment Ω and a deterministic dynamical system (Tt) on Rm×Ω
which dilates the solution and such that the ﬁrst component of Tt is the solution of (4.2.1)
at time t.
However, we shall need existence and uniqueness of the solution of (4.2.1) at all time t
and for all initial conditions. In order to guarantee that properties, we have to make some
assumptions on the functions b and σ. We require them to be either globally Lipschitz,
(H1) there exists K0 > 0 such that for all x, y we have
|b(x) − b(y)| ≤ K0 |x − y| and ‖σ(x) − σ(y)‖ ≤ K0 |x − y| ,
or locally Lipschitz and linearly bounded,
(H2) the functions b and σ are locally Lipschitz: for all N > 0, there exists KN > 0 such
that for all x, y ∈ B(0, N) we have
|b(x) − b(y)| ≤ KN |x − y| and ‖σ(x) − σ(y)‖ ≤ KN |x − y| .
(H3) linear growth bound: here exists a constant K1 > 0 such that
|b(x)| ≤ K1(1 + |x|) and ‖σ(x)‖ ≤ K1(1 + |x|) ,
where |·| is the euclidean norm on Rm and ‖ · ‖ is the Hilbert-Schmidt norm on Mm,d(R)
deﬁned by
‖σ‖2 =
d∑
j=1
m∑
i=1
(σi,j)2 .
Note that Assumption (H1) implies (H2) and (H3). We diﬀerentiate the two cases because
the convergences studied in Section 4.5 shall be stronger for globally Lipschitz functions b
and σ.
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Note also that Assumption (H1) or Assumptions (H2) and (H3) are suﬃcient (see [33])
but not necessary. One can now construct the environment and the dynamical system.
Consider the Wiener space (Ω,F ,P) associated to the canonical Brownian motion (Wt).
This is to say that Ω = C0(R+,Rd) is the space of continuous functions from R+ to Rd
vanishing at the origin. In this case, Wiener measure P plays the part of the measure μ of
the last section. The canonical Brownian motion (Wt) is then deﬁned by Wt(ω) = ω(t),
for all ω ∈ Ω and all t ∈ R+.
Consider the shift θt deﬁned on Ω by
θt(ω)(s) = ω(t + s) − ω(t) .
and the family of mappings (Tt)t∈R+ on R+ × Ω deﬁned by
Tt(x, ω) = (Xxt (ω), θt(ω)) ,
for all x ∈ Rm, all ω ∈ Ω, where Xxt is the solution of (4.2.1) at time t, starting at x. In
[2], Attal shows the following.
Theorem 4.2.3. The family (Tt) on Rm × Ω is a continuous time dynamical system.
Let us denote by Tt the map induced by Tt on L∞(Rm). It induces a semigroup
(Pt)t∈R+ on L∞(Rm) by
Pt(f)(x) = E [Tt(f ⊗ 1)(x, ·)] .
The generator of this semigroup (Pt) is
A = 12
d∑
i,j=1
ai,j(x) ∂
2
∂xi∂xj
+
d∑
i=1
bi(x) ∂
∂xi
,
where a is the symmetric matrix σσt.
4.3 Embedding Discrete Time into Continuous Time
In order to prove the convergence of the discrete time dynamical systems, associated to
repeated interactions, to the continuous time dynamical systems associated to solutions of
stochatic diﬀerential equations, we need to explicitly embed the discrete time dynamical
systems into a continuous time setup.
The state space on which the repeated interaction dynamical system T˜ (h) acts is
R
m × (Rd)hN∗ , whereas the one of (Tt)t∈R+ is Rm × Ω. The ﬁrst step in constructing
the embedding of dynamical systems is to construct an embedding of (Rd)hN∗ into Ω.
4.3.1 Discrete Approximation of Ω
Let φ(h)I be the map from (Rd)hN
∗ to Ω deﬁned by
φ
(h)
I (y)(t) =
t/h∑
n=0
ynh +
t − 
t/hh
h
y(t/h+1)h ,
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where y0 = 0. This map φ(h)I actually builds a continuous piecewise linear function whose
increments are the elements of the sequence y. The range of φ(h)I is denoted by Ω(h), it is
a subspace of Ω.
Conversely, deﬁne the map φ(h)P from Ω to (Rd)hN
∗ by
φ
(h)
P (ω) = (Wnh(ω) − W(n−1)h(ω))n∈N∗ = (ω(nh) − ω((n − 1)h))n∈N∗ .
In other words, the range of an element of Ω by φ(h)P is the sequence of its increments at
the times nh, for all n ∈ N∗. Note that these functions φ(h)I and φ(h)P satisfy
φ
(h)
P ◦ φ(h)I = Id(Rd)hN∗ .
In particular the map φ(h)I is an injection from (Rd)hN
∗ to Ω, the spaces (Rd)hN∗ and Ω(h)
are in bijection through the functions φ(h)I and (φ
(h)
P )|Ω(h) .
We now show that (Rd)hN∗ can be viewed as an approximation of Ω for the usual metric
associated to the topology of uniform convergence on compact sets. For two elements ω
and ω′ in Ω deﬁne the distance
D(ω, ω′) =
∞∑
n=1
1
2n
sup
0≤t≤n
|ω(t) − ω′(t)|
1 + sup
0≤t≤n
|ω(t) − ω′(t)| ,
where |·| is the euclidean norm on Rd. The space Ω endowed with this metric is a separable
complete metric space.
Lemma 4.3.1. For all ω ∈ Ω,
lim
h→0
D(ω, φ(h)I ◦ φ(h)P (ω)) = 0 .
Proof. This result is based on the uniform convergence of piecewise linear maps to con-
tinuous one on compact sets. Let ω be a function in Ω. Then, by deﬁnition,
φ
(h)
P (ω) = (ω(nh) − ω((n − 1)h))n∈N∗ .
Now the mapping φ(h)I is applied to the sequence φ
(h)
P (ω). For all t in R+, we have
φ
(h)
I ◦ φ(h)P (ω)(t) =
t/h∑
n=0
(ω(nh) − ω((n − 1)h))+
+ t − 
t/hh
h
{
ω((
t/h + 1)h) − ω(
t/hh)
}
= ω(
t/hh) + t − 
t/hh
h
{
ω((
t/h + 1)h) − ω(
t/hh)
}
.
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Note that φ(h)I ◦ φ(h)P (ω)(t) is a point in the segment
[
ω(
t/hh)) , ω((
t/h + 1)h)
]
Since
ω is continuous we have
lim
h→0
ω(
t/hh) = lim
h→0
ω((
t/h + 1)h) = ω(t) .
Therefore,
lim
h→0
φ
(h)
I ◦ φ(h)P (ω)(t) = ω(t) .
Let n ∈ N, as [0, n] is compact the function ω is uniformly continuous on this interval.
Thus,
lim
h→0
sup
0≤t≤n
∣∣∣ω(t) − φ(h)I ◦ φ(h)P (ω)(t)∣∣∣ = 0 .
On the other hand, note that
sup
0≤t≤n
∣∣∣ω(t) − φ(h)I ◦ φ(h)P (ω)(t)∣∣∣
1 + sup
0≤t≤n
∣∣∣ω(t) − φ(h)I ◦ φ(h)P (ω)(t)∣∣∣ ≤ 1 .
Hence, by Lebesgue’s theorem,
lim
h→0
D(ω, φ(h)I ◦ φ(h)P (ω)) = 0 .
4.3.2 Embedding the Discrete Time Dynamics
The ﬁrst step in the construction of a continuous dynamics from T˜ (h) is to relate it to a
discrete time evolution on Rm × Ω. Since the functions φ(h)I and φ(h)P are only deﬁned on
(Rd)hN∗ or Ω, we extend them to Rm × (Rd)hN∗ and Rm × Ω, respectively, by
Φ(h)I = (Id, φ
(h)
I ) , Φ
(h)
P = (Id, φ
(h)
P ) .
Consider the dynamical system T (h) on Rm × Ω given by
T
(h) = Φ(h)I ◦ T˜ (h) ◦ Φ(h)P .
As we have
Φ(h)P ◦ Φ(h)I = IdRm×Ω ,
the following diagram is commuting for all n ≥ 1:
R
m × Ω (T
(h))n−−−−−→ Rm × Ω
Φ(h)P
⏐⏐ ⏐⏐Φ(h)I
R
m × (Rd)hN∗ −−−−−→
(T˜ (h))n
R
m × (Rd)hN∗
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We now relate this dynamical system to a continuous time dynamics, by linearly interpo-
lating in time. Deﬁne a new family of maps (T (h)t )t∈R+ by
T
(h)
t = (T
(h))t/h + t − 
t/hh
h
{
(T (h))(t/h+1) − (T (h))t/h
}
= (
t/h + 1)h − t
h
(T (h))t/h + t − 
t/hh
h
(T (h))(t/h+1) ,
where, by convention, (T (h))0 = Id.
The projections on the ﬁrst and the second component of T (h)t are respectively denoted
by X(h)t and θ
(h)
t . More precisely, for all initial x ∈ R and ω, the value of T (h)t (x, ω) can
be also expressed as
T
(h)
t (x, ω) = (X
(h)
t (φ
(h)
P (ω)), θ
(h)
t (ω)) .
Note that, in general, the family (T (h)t )t∈R+ is not a semigroup because of the linear
interpolation. The random process X(h)t is not also Markovian but a linearly interpolated
Markov chain.
Also note that the state of the environment for the evolution of the system is given by
φ
(h)
P (ω), i.e. by the increments of a continuous function of the Wiener space Ω. In other
words, the measure μh on the environment is a Gaussian of mean 0 and variance h.
Finally, the convergence of the dynamical system T˜ (h) to a continuous one can be
studied by examining the dynamics of (T (h)t )t∈R+ , more exactly the convergence of the
random process X(h) to a solution of a stochastic diﬀerential equation and the convergence
of θ¯(h)t to the shift θt on Ω according to the metric D.
However, before hands, we want to illustrate this framework and in particular the
scheme of repeated interactions, through physical examples.
4.4 Application to some Physical Systems
As explained in the introduction, the main motivation for the study of repeated interaction
schemes and their continuous limit is to try to obtain physically justiﬁed and workable
models for the dissipation of a simple system into a large environment, such as a heat
bath for instance. In this section, we present some physical examples whose forces due
to the environment on the small system are essentially linear to satisfy the conditions of
Theorems 4.5.6 and 4.5.8 . Particularly, a way to obtain the function U (h) from a Taylor
expansion of the dynamics is described. We shall see that the limit evolution can be
determined from terms of order 1 in a Taylor expansion in h.
4.4.1 Charged Particle in a Uniform Electric Field
Consider a particle of charge q and mass m in a uniform electric ﬁeld E in dimension 1.
Its energy without interaction with E is just kinetic, i.e. p2/2m. In the presence of the
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exterior electric ﬁeld, the particle has a potential energy −qxE, where x is the position.
Thus, the Hamiltonian of the particle is
H(x, p) = p
2
2m − qxE .
The dynamics of the particle is governed by Hamilton’s equations of motion,⎧⎨⎩x˙ =
p
m
p˙ = qE .
These equations can be easily solved and give⎧⎨⎩x(t) =
qE
2mt
2 + p(0)
m
t + x(0)
p(t) = qEt + p(0) .
Now we set up the scheme of repeated interactions. The small system is the particle. As
it moves in dimension 1, the space S is R2 endowed with its Borelian σ-algebra. The
environment is the exterior electric ﬁeld. Hence, the space E is R. Intuitively, the limit
process shall be a solution of a SDE driven by a 1-dimensional Brownian motion (Wt).
The environment of the discrete time dynamics at time step h is the set RhN∗ . The
interaction between the system and the environment is described as follows. At each time
(n − 1)h, the value of the electric ﬁeld E(nh) is sampled from the increment W (nh) −
W ((n − 1)h) of the 1-dimensional Brownian motion. The system evolves during a time h
according to the solution of the equations whose initial values x((n− 1)h) and p((n− 1)h)
and where the electric ﬁeld is E(nh). After this time h, the interactions are stopped and
one repeats the procedure.
In particular the evolution of the system is given by the following Markov chain⎧⎨⎩x(nh) = x((n − 1)h) + h
p((n − 1)h)
m
+ h2 qE(nh)2m
p(nh) = p((n − 1)h) + hqE(nh) .
However, one has to make some renormalization somewhere. Indeed, when the time
step h decreases, the eﬀect of the electric ﬁeld on the particle becomes smaller and smaller.
To counter that, the interactions have to be reinforced. The electric ﬁeld E is renormalized
by multiplying by a factor 1/h.
This normalization factor can be intuitively understood as follows. First if one wants
to keep the same intensity (at least in law) for the interactions, a factor 1/
√
h is needed.
On the other hand, one needs to renormalize with an other 1/
√
h as in the quantum case
of [12], since the inﬂuence of the environment decreases with the time step h. Thus, the
value of the electric ﬁeld is now sampled from 1/h
(
W (nh) − W ((n − 1)h)).
Therefore, the new dynamics of the system is⎧⎨⎩x(nh) = x((n − 1)h) + h
p((n − 1)h)
m
+ hqE(nh)2m
p(nh) = p((n − 1)h) + qE(nh) .
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In other words, using vector notations, the dynamics is
X(nh) = U (h)(X((n − 1)h), E(nh)) ,
where the map U (h) is deﬁned by
U (h)(x, y) = x + σ(x)y + hb(x) + hη(h)(x, y) ,
with
σ
(
x1
x2
)
=
(
0
q
)
, b
(
x1
x2
)
=
( x2
m
0
)
, η(h)(x, y) =
( qy
2m
0
)
.
4.4.2 Harmonic Interaction
Our second example is another example where Hamilton’s equations can be explicitly
solved.
Consider two unit mass systems linked by a spring whose spring constant is 1. We
assume that the two objects can just horizontaly move without friction.
In this case, the Hamiltonian of the two objects is
H
[(
Q1
P1
)
,
(
Q2
P2
)]
= P
2
1
2 +
P 22
2 +
1
2(Q2 − Q1)
2 ,
where P 21 /2 is the kinetic energy of the system 1 and P 22 /2 the kinetic energy of the system
2.
The dynamics of the whole system is given by Hamilton’s equations⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Q˙1 =
∂H
∂P1
= P1 and P˙1 = − ∂H
∂Q1
= Q2 − Q1
Q˙2 =
∂H
∂P2
= P2 and P˙2 = − ∂H
∂Q2
= −(Q2 − Q1) .
These equations can be solved and give this evolution of the whole system according to
the initial conditions
Q1(t) =
1
2 (P1(0) + P2(0)) t +
1
2(Q1(0) + Q2(0))+
+ 12(Q1(0) − Q2(0)) cos(
√
2t) + 1
2
√
2
(P1(0) − P2(0)) sin(
√
2t)
P1(t) =
1
2(P1(0) + P2(0)) −
1√
2
(Q1(0) − Q2(0)) sin(
√
2t)+
+ 12(P1(0) − P2(0)) cos(
√
2t)
44 Article 1 : Limite du continu pour des systèmes classiques
Q2(t) =
1
2(P1(0) + P2(0))t +
1
2(Q1(0) + Q2(0))+
− 12(Q1(0) − Q2(0)) cos(
√
2t) − 1
2
√
2
(P1(0) − P2(0)) sin(
√
2t)
P2(t) =
1
2(P1(0) + P2(0)) +
1√
2
(Q1(0) − Q2(0)) sin(
√
2t)+
− 12(P1(0) − P2(0)) cos(
√
2t) .
Let h be a ﬁxed time step. As h is supposed suﬃciently small, an approached expression
of the discrete time dynamical system can be computed by a Taylor expansion.
On the other hand, as we shall be only interested in the dynamics of the system 1, the
evolutions of Q2 and P2 are forgotten. We get
Q1(h) = Q1(0) + hP1(0) +
1
2 (Q2(0) − Q1(0))h
2 − 16 (P1(0) − P2(0))h
3 + ◦(h3)
P1(h) = P1(0) + (Q2(0) − Q1(0))h + 12 (P2(0) − P1(0))h
2+
+ 13 (Q1(0) − Q2(0))h
3 + ◦(h3) .
We now introduce the scheme of repeated interactions. System 1 is chosen as the small
system. Thus, the space S is R2. System 2 plays the role of one piece of the environment.
The space E is also in this case R2.
At time nh, the small system is in the state Q1(nh) and P1(nh). The values of
Q2((n+1)h) and P2((n+1)h) are sampled from the increments of a 2-dimensional Brownian
motion Wt. One makes the system and the environment interact during a time h with the
initial conditions for the environment Q2((n + 1)h) and P2((n + 1)h). The interaction is
stopped after a time h. One then repeats the procedure.
However, for the same reasons as for the ﬁrst example, interactions need to be renor-
malized by a factor 1/h. The Markov chain which gives the evolution of the system
becomes
Q1(nh) = Q1((n − 1)h) +
(
P1((n − 1)h) + 12Q2(nh)
)
h+
− 12
(
Q1((n − 1)h) − P2(nh)3
)
h2 + ◦(h2)
P1(nh) = P1((n − 1)h) + Q2(nh) −
(
Q1((n − 1)h) − 12P2(nh)
)
h+
−
(P1((n − 1)h)
2 +
Q2(nh)
3
)
h2 + ◦(h2) ,
or, equivalently
X(nh) = U (h)(X((n − 1)h), Y (nh))
where
U (h)(X,Y ) = X + σ(X)Y + hb(X) + hη(h)(X,Y ),
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with
b
(
x1
x2
)
=
(
x2
−x1
)
, σ
(
x1
x2
)
=
(
0 0
1 0
)
,
and
η(h)
[(
x1
x2
)
,
(
y1
y2
)]
= 12
(
y1
y2
)
− h2
(
x1 − y2/3
x2 + 2y1/3
)
+ ◦(h) .
Note that this function U (h) is of the same form as in the case of the particle in a
uniform electric ﬁeld.
Note also that the renormalization can be understood in a more general way as follows.
In the two examples above, the interactions are reinforced by changing the states of the
environment in the scheme of repeated interactions. But, in the same way as in the
quantum case, the renormalization can be understood as a reinforcement of the interaction
in the Hamiltonian.
Indeed, the Hamiltonien of the whole system can be written in general way,
H = H1︸︷︷︸
System
+ H2︸︷︷︸
Environment
+ I︸︷︷︸
Interaction
,
where H1 is the part of the Hamiltonian which only depends on the state of the system
( P 21 /2 + Q21/2 for instance in the case of the harmonic interaction), H2, the part which
only depends on the state of the environment (P 22 /2 + Q22/2) and the interaction part
I which really depends on the two states (−Q1Q2). Our renormalization factor can be
viewed as a reinforcement of the interaction term I by multiplying it by this factor 1/h, a
greater coupling constant. In the harmonic case, this not equivalent to a renormalization
of the spring constant which also appears in H1 and H2. Then, the scheme of repeated
interactions is set up from this new Hamiltonian which depends on h.
4.4.3 Damped Harmonic Oscillator
The formalism developped in Section 4.2 is general and it can also be applied to non-
Hamiltonian systems. An example based on a change of the harmonic interaction by
adding a friction term for the system is presented in this part.
Consider the same system as previously, i.e. two harmonically interacting objects of
mass 1. We assume that the system 1 also undergoes a ﬂuid friction in −fP1 where the
positive constant f is the friction coeﬃcient. Because of this force, the energy is not
conserved, and therefore, the system is not Hamiltonian.
The evolution of the system follows Newton’s law of motion,{
Q˙1 = P1
P˙1 = −fP1 + Q2 − Q1 .
On the other hand, the environment part stays Hamiltonian and evolves according to the
equations {
Q˙2 = P2
P˙2 = Q1 − Q2 .
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For a small time h > 0, Taylor’s expansions and the previous equations lead to a state of
the system after a time h{
Q1(h) = Q1(0) + hP1(0) + O(h2)
P1(h) = P1(0) + h(−fP1(0) + Q2(0) − Q1(0)) + O(h2) .
We now set up the repeated interactions framework. The space of the system is R2.
The environment is represented by the chain (R2)hN∗ . The motion of the system is given
by the following Markov chain{
Q1((n + 1)h) = Q1(nh) + hP1(nh) + O(h2)
P1((n + 1)h) = P1(nh) + h(−fP1(nh) + Q2(nh) − Q1(nh)) + O(h2) .
The sequence (Q2(nh), P2(nh))n∈N is sampled from the increments of a 2-dimensional
Brownian motion. However, as previousy, states of the environment are reinforced by a
factor 1/h. Hence, the Markov chain (X(nh)) is deﬁned by
X(nh) = U (h)(X((n − 1)h), Y (nh))
where
U (h)(X,Y ) = X + σ(X)Y + hb(X) + hη(h)(X,Y ),
with
b
(
x1
x2
)
=
(
x2
−x1 − fx2
)
, σ
(
x1
x2
)
=
(
0 0
1 0
)
,
and the remaining terms of Taylor’s expansion are grouped together in the map η(h).
Note that this last function could be explicitely determined from the equations of
Newton’s law of motion from which higher derivatives can be expressed.
4.5 Convergence of Dynamics
We leave for the moment our physical examples and come back to the general setup as
introduced in Sections. 4.2 and 4.3. In Sect 4.3.2, a continuous dynamics T (h) related to
T˜ (h) was deﬁned on Rm × Ω. The convergence of T (h) to a continuous time dynamical
system like (Tt) is now studied in this part.
Each dynamics acts on a product space. Therefore, we examine separately the func-
tions on each component. More precisely, the convergence of the function θ(h)t to θt for
all t on Ω is ﬁrstly proved in the next subsection. Then, the one of the processes Xt to a
solution of stochastic diﬀerential equation depending particularly on the function U (h) is
studied.
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4.5.1 Convergence of Shift
The space of the environment is Ω, the set of continuous functions from R+ to Rd vanishing
at the origin. If the limit dynamical system exists, the space on which the shift acts has
to be Ω too. Therefore, we now consider the shift θt on Ω. Recall that it is deﬁned by
θt(ω)(s) = ω(t + s) − ω(t) ,
for all t, s in R+ and all ω.
The convergence of θ(h)t to θt according to the natural metric D on Ω for all t is shown
in the next theorem.
Theorem 4.5.1. Let ω be a function in Ω. For all t ∈ R+,
lim
h→0
D(θt(ω), θ
(h)
t (ω)) = 0 .
Proof. As for the proof of Lemma 4.3.1, this result is also based on the convergence of
piecewise linear functions to continuous one on compact sets. However, note that two
linear interpolations constitute the deﬁnition of θ(h)t instead of one: one is due to the
injection φ(h)I and the other one is due to the construction of the continuous dynamics on
R
m × Ω.
For all ω ∈ Ω and for all t and s in R+, we start by computing θt(ω)(s) − θ(h)t (ω)(s).
By deﬁnition of T (h)t , the point θ
(h)
t (ω)(s) is obtained by linear interpolation between
φ
(h)
I ◦(θ(h))t/h ◦φ(h)P (ω)(s) and φ(h)I ◦(θ(h))(t/h+1) ◦φ(h)P (ω)(s). Therefore, let us compute
these two values. We have
φ
(h)
I ◦ (θ(h))t/h ◦ φ(h)P (ω)(s) = ω((
t/h + 
s/h)h) − ω(
t/hh)+
+ s − 
s/hh
h
{
ω((
t/h + 
s/h + 1)h) − ω((
t/h + 
s/h)h)
}
.
On the other hand,
φ
(h)
I ◦ (θ(h))(t/h+1) ◦ φ(h)P (ω)(s) = ω((
t/h + 
s/h + 1)h) − ω((
t/h + 1)h)+
+ s − 
s/hh
h
{
ω((
t/h + 
s/h + 2)h) − ω((
t/h + 
s/h + 1)h)
}
.
Since θ(h)t (ω)(s) is a barycenter between these two points whose coeﬃcients are given by
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the linear interpolation on t, then
θ
(h)
t (ω)(s) =
(
t/h + 1)h − t
h
(φ(h)I ◦ (θ(h))t/h ◦ φ(h)P )(ω)(s)+
+ t − 
t/hh
h
(φ(h)I ◦ (θ(h))(t/h+1) ◦ φ(h)P )(ω)(s)
= (
t/h + 1)h − t
h
{
ω((
t/h + 
s/h)h)+
+ s − 
s/hh
h
[
ω((
t/h + 
s/h + 1)h) − ω((
t/h + 
s/h)h)
]}
+
+ t − 
t/hh
h
{
ω((
t/h + 
s/h + 1)h)+
+ s − 
s/hh
h
[
ω((
t/h + 
s/h + 2)h) − ω((
t/h + 
s/h + 1)h)
]}
+
− (
t/h + 1)h − t
h
ω(
t/hh) − t − 
t/hh
h
ω((
t/h + 1)h) .
As seen in the proof of Lemma 4.3.1, the term
−(
t/h + 1)h − t
h
ω(
t/hh) − t − 
t/hh
h
ω((
t/h + 1)h)
tends to −ω(t) when h goes to 0.
We just have to prove now that the other terms converge to ω(t + s). As the function
ω is continuous, we have
lim
h→0
|ω((
t/h + 
s/h + 1)h) − ω((
t/h + 
s/h)h)| = 0 .
For the same reason,
lim
h→0
|ω((
t/h + 
s/h + 2)h) − ω((
t/h + 
s/h + 1)h)| = 0 .
On the other hand,
0 ≤ ([t/h] + 1)h − t
h
≤ 1 , 0 ≤ t − [t/h]h
h
≤ 1 ,
and, obviously,
0 ≤ ([s/h] + 1)h − s
h
≤ 1, 0 ≤ s − [s/h]h
h
≤ 1 ,
Therefore,
lim
h→0
∣∣∣∣(
t/h + 1)h − th
∣∣∣∣ ∣∣∣∣s − 
s/hhh
∣∣∣∣×
× |ω((
t/h + 
s/h + 2)h) − ω((
t/h + 
s/h + 1)h)| = 0 ,
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and
lim
h→0
∣∣∣∣ t − 
t/hhh
∣∣∣∣ ∣∣∣∣s − 
s/hhh
∣∣∣∣×
× |ω((
t/h + 
s/h + 1)h) − ω((
t/h + 
s/h)h)| = 0 .
For the same reasons as previously, the remaining terms
(
t/h + 1)h − t
h
ω((
t/h + 
s/h)h) + t − 
t/hh
h
ω((
t/h + 
s/h + 1)h)
tend to ω(t + s).
As a conclusion, for all t, s in R+, we have
lim
h→0
∣∣∣θt(ω)(s) − θ(h)t (ω)(s)∣∣∣ = 0 .
Since the interval [0, n] is compact, by uniform continuity of these functions
lim
h→0
sup
0≤s≤n
∣∣∣θt(ω)(s) − θ(h)t (ω)(s)∣∣∣ = 0 .
Finally, by Lebesgue’s Theorem,
lim
h→0
D(θt(ω), θ
(h)
t (ω)) = 0 .
The theorem is proved.
Eventually, the function θ(h)t converges to the shift θt when h goes to 0 for all t on Ω
whatever be the continuous time dynamical system as long as the noise of the stochastic
diﬀerential equation is a d-dimensional Brownian motion whose canonical space is Ω.
4.5.2 Lp and Almost-Sure Convergence
After having studied the convergence of the shift, we want now to give conditions on U (h)
for the Lp and almost sure convergence, on every time interval [0, τ ], of the process Xht ,
the ﬁrst component of T ht , to the solution Xt of a SDE.
As the process Xht is just a linearly interpolated Markov chain, this convergence boils
down to the convergence of some schemes of stochastic numerical analysis. Thus, our
result belongs to a more general problem (see [20], [33], [34]), that we shall apply later on
to the process Xht in Theorem 4.5.6.
Consider the solution Xt in Rm starting in X0 of the SDE (4.2.1)
dXt = b(Xt)dt + σ(Xt)dWt ,
where (Wt) is a d-dimensional Brownian motion, and where the functions b and σ, re-
spectively from Rm to Rm and from Rm to Mm,d(R), are Lipschitz or locally Lipschitz
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and linearly bounded. Recall that this assumption is required for the existence and the
uniqueness of the solution of the SDE on every time interval [0, τ ] and for all initial con-
ditions.
Let (Xhnh)n∈N be a Markov chain for a time step h whose evolution is given by
Xh(n+1)h = Xhnh + σ(Xhnh)(W(n+1)h − Wnh) + hb(Xhnh) + hη(h)(Xhnh,W(n+1)h − Wnh),
with Xh0 = x0 and where η(h) is a measurable function.
Note that the form of the equation above is identical to the ones previously seen in the
physical examples. Also note that, without the term η(h), the scheme above is the usual
stochastic Euler one. Hence our context is more general than the usual Euler scheme for
the discrete-time approximation of SDE. We have to adapt convergence theorem to this
situation.
The Markov chain (Xhnh) is now linearly interpolated to obtain a continuous time
process (Xht )t∈R+ deﬁned by
Xht = Xht/hh +
t − 
t/hh
h
{
Xh(t/h+1)h − Xht/hh
}
= Xht/hh +
t − 
t/hh
h
{
σ(Xht/hh)(W(t/h+1)h − Wt/hh)+
+ hb(Xht/hh) + hη(h)(Xht/hh,W(t/h+1)h − Wt/hh)
}
,
for all t, and with Xh0 = x0.
For the convergence of the process Xht , we make one more assumption to control the
term in η(h).
(H4) There exist α ∈]0,+∞] and K2 such that∣∣∣η(h)(x, y)∣∣∣ ≤ K2(hα |x| + |y|) .
The dissymmetry in x and y in (H4) can be understood as follows. We shall see that,
when h goes to 0, the limit evolution depends only on b and σ. Thus, the function η(h)
represents the terms in the function giving Xh(n+1)h according to Xhnh which shall not be
involved in the limit evolution. Seen as a Taylor expansion in h, this map η(h) groups
together terms of order greater than 1 in W(n+1)h − Wnh and greater than 2 in Xhnh.
We start with the main result on the convergence of processes in the case of globally
Lipschitz functions.
Theorem 4.5.2. For all τ > 0 and for all p ≥ 1, under Assumptions (H1) and (H4), the
process (Xht ) converges in Lp to the solution (Xt) of the SDE (4.2.1) on [0, τ ].
More precisely, for h small enough and p = 2q with q > 1,
E
[(
sup
t∈[0,τ ]
∣∣∣Xt − Xht ∣∣∣ )2q] ≤ C(h2qα + hq−1(− log h)q)
where C is a constant depending only on τ , q, K0 and K2.
Moreover the convergence is also almost sure on [0, τ ].
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In order to prove this theorem, we use the same strategy as Faure considered in his PhD
thesis ([28]) for the convergence of the explicit Euler scheme, i.e. without the term hη(h).
Beforehand, we need two long and technical Lemmas 4.5.3 and 4.5.5 and a property on
solution of stochastic diﬀerential equation, Lemma 4.5.4. These lemmas shall be applied
in the proof in the case of locally Lipschitz and linearly bounded maps because the linear
growth condition shall be the key property.
The ﬁrst lemma gives an inequality on the Lp-norm of some stochastic processes. In
order to obtain this result, the deﬁnition of a Lp-continuous process is introduced.
A process Yt is Lp-continuous if the function t −→ E [|Yt|p] is continuous.
Lemma 4.5.3. Let Yt be a process deﬁned by Yt = Y0 +
∫ t
0 As dWs +
∫ t
0 Bs ds , where As
and Bs are L2p-continuous, and E [|Y0|p] < ∞. Then Yt is Lp-continuous.
Moreover,
E [|Yt|p] ≤ E [|Y0|p] + C
∫ t
0
E [|Ys|p + ‖As‖p + |Bs|p] ds ,(4.5.1)
where C is a constant which depends only on p, and the dimensions m, d.
Proof. First, by the convexity of the function x −→ xq, we have for all x, y, and z non-
negative reals
(x + y + z)2q ≤ C2q(x2q + y2q + z2q) .
Hence,
E
[
|Yt|2q
]
≤ C2q
(
E
[
|Y0|2q
]
+ E
[∣∣∣ ∫ t
0
As dWs
∣∣∣2q ]+ E[∣∣∣ ∫ t
0
Bs ds
∣∣∣2q ]) .
By Hölder’s inequality we claim that
(4.5.2) E
[∣∣∣ ∫ t
0
Bs ds
∣∣∣2q ] ≤ C0 t2q−1 ∫ t
0
E
[
|Bs|2q
]
ds .
Indeed, ﬁrst note that ∣∣∣ ∫ t
0
Bs ds
∣∣∣2q = ( m∑
i=1
∣∣∣ ∫ t
0
Bis ds
∣∣∣2 )q .
Component by component, we have by Hölder’s inequality,
E
[∣∣∣ ∫ t
0
Bis ds
∣∣∣2q ] ≤ t2q−1E[ ∫ t
0
∣∣∣Bis∣∣∣2q ds] .
By the convexity of the function t −→ tq we have the announced inequality (4.5.2). For
the second term, there exists Burkholder inequality (see [33]) based on Itô’s formula which
gives a similar bound:
E
[∣∣∣ ∫ t
0
As dWs
∣∣∣2q ] ≤ C1tq−1 ∫ t
0
E
[
‖As‖2q
]
ds .
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Finally, we have obtained the following bound
E
[
|Yt|2q
]
≤ C2q
(
E
[
|Y0|2q
]
+ C0t2q−1
∫ t
0
E
[
|Bs|2q
]
ds + C1tq−1
∫ t
0
E
[
‖As‖2q
]
ds
)
.
Now for the Lp-continuity of this process, Itô’s formula is applied between two times s, t
with s ≤ t to the process (Yt). Indeed, since the function x −→ |x|2q is twice diﬀerentiable
for q ≥ 1, we get
|Yt|2q = |Ys|2q +
m∑
i=1
∫ t
s
2q |Yu|2q−2 Y iu dY iu +
+ 12
∑
i=j
∫ t
s
2q(2q − 2) |Yu|2q−4 Y iuY ju d〈Y i, Y j〉u +
+ 12
∑
i
∫ t
s
2q(2q − 2)(Y iu)2 |Yu|2q−4 + 2q |Yu|2q−2 d〈Y i, Y i〉u
where Yu = (Y iu)i=1,··· ,m .
From the deﬁnition of Yu,
dY iu =
d∑
j=1
Ai,ju dW
j
u + Biu du ,
we have
d〈Y i, Y j〉u =
d∑
k=1
d∑
l=1
Ai,ku A
j,l
u d〈W k, W l〉u =
d∑
k=1
Ai,ku A
j,k
u du .
Hence we get
|Yt|2q = |Ys|2q + 2q
m∑
i=1
∫ t
s
|Yu|2q−2 Y iuBiu du + 2q
m∑
i=1
d∑
j=1
∫ t
s
|Yu|2q−2 Y iuAi,ju dW ju+
+ 2q(q − 1)
∑
i,j
d∑
k=1
∫ t
s
|Yu|2q−4 Y iuY ju Ai,ku Aj,ku du+
+ p
m∑
i=1
d∑
k=1
∫ t
s
|Yu|2q−2 (Ai,ku )2 du .
Taking the expectation, we obtain
E
[
|Yt|2q
]
=E
[
|Ys|2q
]
+ 2q
m∑
i=1
∫ t
s
E
[
|Yu|2q−2 Y iuBiu
]
du+
+ 2q(q − 1)
∑
i,j
d∑
k=1
∫ t
s
E
[
|Yu|2q−4 Y iuY ju Ai,ku Aj,ku
]
du+
+ p
m∑
i=1
d∑
k=1
∫ t
s
E
[
|Yu|2q−2 (Ai,ku )2
]
du .
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Hence,
(4.5.3)
∣∣∣E [|Yt|2q]− E [|Ys|2q]∣∣∣ ≤ C1 ∫ t
s
E
[
|Yu|2q−1 |Bu|
]
du+
+ C2
∫ t
s
E
[
|Yu|2q−2 ‖Au‖2
]
du .
Consider the ﬁrst term in Inequality (4.5.3). By Hölder’s inequality we have
E
[
|Yu|2q−1 |Bu|
]
≤ E
[
|Yu|2q
](2q−1)/2q
E
[
|Bu|2q
]1/2q
.
In the same way for the second term in (4.5.3) we get
E
[
|Yu|2q−2 ‖Au‖2
]
≤ E
[
|Yu|2q
](q−1)/q
E
[
‖Au‖2q
]1/q
.
Therefore,
∣∣∣E [|Yt|2q]− E [|Ys|2q]∣∣∣ ≤ C1 ∫ t
s
E
[
|Yu|2q
](2q−1)/2q
E
[
|Bu|2q]
]1/2q
du+
+ C2
∫ t
s
E
[
|Yu|2q
](q−1)/q
E
[
‖Au‖2q
]1/q
du .
Since E
[
|Yu|2q
]
is bounded for all s ≤ u ≤ t and by the Lp-continuity of Au and Bu, one
can conclude that the process Yt is Lp-continuous.
Let us proceed now with the proof of Inequality (4.5.1). By Itô’s formula between t
and 0 we have
|Yt|2q = |Y0|2q +
m∑
i=1
∫ t
0
2q |Ys|2q−2 Y is dY is +
+ 12
∑
i=j
∫ t
0
2q(2q − 2) |Ys|2q−4 Y is Y js d〈Y i, Y j〉s+
+ 12
∑
i
∫ t
0
2q(2q − 2)(Y is )2 |Ys|2q−4 + 2q |Ys|2q−2 d〈Y i, Y i〉s .
Hence, taking the expectation we get
E
[
|Yt|2q
]
= E
[
|Y0|2q
]
+ 2q
m∑
i=1
∫ t
0
E
[ ∣∣∣Y is ∣∣∣2q−2 Y is Bis] ds+
+ 2q(q − 1)
∑
i,j
d∑
k=1
∫ t
0
E
[
|Ys|2q−4 Y is Y js Ai,ks Aj,ks
]
ds+
+ q
m∑
i=1
d∑
k=1
∫ t
0
E
[
|Ys|2q−2 (Ai,ks )2
]
ds .(4.5.4)
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Let us start with the last term of the (4.5.4). First recall that
m∑
i=1
d∑
k=1
(Ai,ks )2 = ‖As‖2 .
Note that, for all k in [|0, 2q|] and x, y in R, we claim that x2q−kyk ≤ x2q + y2q. Indeed we
have Y k ≤ 1 + Y 2q, for all Y in R and we apply it to Y = y/x (if x = 0, the inequality is
clearly true). Therefore we get
m∑
i=1
d∑
k=1
|Ys|2q−2 (Ai,ks )2 ≤ |Ys|2q + ‖As‖2q .
Now consider the ﬁrst term in (4.5.4). If the scalar product on Rm is denoted by ( , ), then
m∑
i=1
|Ys|2q−2 Y is Bis = |Ys|2q−2 (Ys, Bs) ≤ |Ys|2q−1 |Bs| .
From the previous inequality, one obtains
m∑
i=1
|Ys|2q−2 Y is Bis ≤ |Ys|2q + |Bs|2q .
Let us consider now the last term of (4.5.4). Note that,
|Ys|2q−4 Y is Y js Ai,ks Aj,ks ≤ |Ys|2q−2 ‖As‖2 .
Hence, ∑
i,j
d∑
k=1
|Ys|2q−4 Y is Y js Ai,ks Aj,ks ≤ C3(|Ys|2q + ‖As‖2q) .
In conclusion, there exists a constant C such that
E
[
|Yt|2q
]
≤ E
[
|Y0|2q
]
+ C
∫ t
0
E
[
|Ys|2q + ‖As‖2q + |Bs|2q
]
ds .
The lemma is proved.
The next lemma (proved in [34]) gives some regularities of trajectories of solutions Xt
of the SDE (4.2.1).
Lemma 4.5.4. Let (Xt) be the solution of (4.2.1) for all t ∈ [0, τ ]. Suppose that the maps
b and σ are locally Lipschitz (H2) and linearly bounded (H3) .
Then, for all t ∈ [0, τ ] and for all q ≥ 1,
E
[
|Xt|2q
]
≤ (1 + E
[
|x0|2q
]
)eCt,(4.5.5)
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and, for all t, s such that t ≥ s,
E
[
|Xt − Xs|2q
]
≤ D(1 + E
[
|x0|2q
]
)(t − s)qeC(t−s),(4.5.6)
where C and D are positive constants depending only on τ , q and K1.
Moreover, for all τ > 0
E
[
sup
t∈[0,τ ]
|Xt|2q
]
< +∞
For the convergence of the process Xht to Xt the main tool shall be Lemma 4.5.3.
However, notice that the evolution of Xht doesn’t allow to apply this lemma because of
the linear interpolation. More precisely, for all n, between the times nh and (n+1)h, this
process is not of the form Xhnh +
∫ t
nh As dWs +
∫ t
nh Bs ds. Therefore, in order to apply it,
it’s natural to introduce the new process Y ht deﬁned by
Y ht = Y ht/hh +
∫ t
t/hh
b(Y ht/hh) + ηh(Y ht/hh,W(t/h+1)h − Wt/hh)) ds+
+
∫ t
t/hh
σ(Y ht/hh) dWs .
Note that Xh(n+1)h = Y h(n+1)h for all n.
The last lemma gives equivalent bounds as in Lemma 4.5.4 but for the processes (Xht )
and (Y ht ).
Lemma 4.5.5. Let (Xht ) and (Y ht ) be the processes deﬁned above. Suppose that the maps
b and σ are locally Lipschitz and linearly bounded. Moreover, suppose that Hypothesis
(H4) are satisﬁed. Then, for all t ∈ [0, τ ] and all q ≥ 1,
E
[ ∣∣∣Xht ∣∣∣2q ] ≤ C0(1 + E[ ∣∣∣Xh0 ∣∣∣2q ])eC1t ,
and,
E
[ ∣∣∣Y ht ∣∣∣2q ] ≤ C0(1 + E[ ∣∣∣Xh0 ∣∣∣2q ])eC1t .(4.5.7)
Moreover, for all t and for h small enough,
E
[ ∣∣∣Xht − Xht/hh∣∣∣2q ] ≤ C2(h2q + hq(− log h)q) ,
and,
E
[ ∣∣∣Y ht − Y ht/hh∣∣∣2q ] ≤ C2(h2q + hq(− log h)q) .(4.5.8)
On the other hand, for all h ≤ h0,
E
[
(sup
t≤τ
∣∣∣Y ht ∣∣∣)2q] ≤ C3(1 + E[ ∣∣∣Xh0 ∣∣∣2q ]) ,
where (Ci) are constants depending only on τ , q, K1 and K2.
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Proof. Before the proof, we want to note that Assumption (H1) implies the fact that the
functions b and σ are linearly bounded. More precisely, there exists K1 ≥ 0 such that
|b(x)| ≤ K1(1 + |x|) and ‖σ(x)‖ ≤ K1(1 + |x|) .
This linear growth property shall be often used in the following proofs.
The proof of this lemma is achieved in several steps.
The ﬁrst step is to bound E
[ ∣∣∣Xht ∣∣∣2q ] according to E[∣∣Xht/hh∣∣2q ]. From the deﬁnition
of Xht , we have∣∣∣Xht ∣∣∣2q ≤ C0( ∣∣∣Xht/hh∣∣∣2q +h2q ∣∣∣b(Xht/hh)∣∣∣2q +
+ ‖σ(Xht/hh)‖2q
∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q
+ h2q
∣∣∣ηh(Xht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ) .
The process Xht at time 
t/hh is independent of W(t/h+1)h −Wt/hh. Therefore, by the
linear growth property, we get
(4.5.9) E
[ ∣∣∣Xht ∣∣∣2q ] ≤ C0(E[ ∣∣∣Xht/hh∣∣∣2q ]+ CpK2q1 h2q(1 + E[ ∣∣∣Xht/hh∣∣∣2q ])+
+ CpK2q1 (1 + E
[ ∣∣∣Xht/hh∣∣∣2q ])E[ ∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q ]+
+ h2qE
[ ∣∣∣ηh(Xht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ]) .
In the same way as above, the following bound can be found for (Y ht ):
(4.5.10) E
[ ∣∣∣Y ht ∣∣∣2q ] ≤ C0(E[ ∣∣∣Y ht/hh∣∣∣2q ]+ CqK2q1 h2q(1 + E[ ∣∣∣Y ht/hh∣∣∣2q ])+
+ CpK2q1 (1 + E
[ ∣∣∣Y ht/hh∣∣∣2q ])E[ ∣∣∣Wt − Wt/hh∣∣∣2q ]+
+ h2qE
[ ∣∣∣ηh(Y ht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ]) .
The next step is now to bound E
[ ∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q ] and
E
[ ∣∣∣Wt − Wt/hh∣∣∣2q ]. By deﬁnition of the norm, one can ﬁnd an upper bound by examining
the supremum of d 1-dimensional standard Brownian motions (Bkt )k=1···d on the time
interval [0, h]. Thus, consider the process Mh deﬁned by
Mh = max
k∈[|1,d|]
sup
t∈[0,h]
∣∣∣Bkt ∣∣∣ .
The aim is to ﬁnd a bound on E
[
M2qh
]
. Firstly, note that,
E
[
M2qh
]
≤ E
[
M2qh 1
{
Mh>2
√
h(− log h)
}]+ C1hq(− log h)p .
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But,
E
[
M2qh 1
{
Mh>2
√
h(− log h)
}] ≤ d∑
k=1
E
[
( sup
t∈[0,h]
∣∣∣Bkt ∣∣∣)2q 1{ sup
t∈[0,h]
|Bkt |>2
√
h(− log h)
}] .
By using the reﬂexion principle we get
E
[
M2qh 1
{
Mh>2
√
h(− log h)
}] ≤ 2 d∑
k=1
E
[
( sup
t∈[0,h]
Bkt )2q 1{ sup
t∈[0,h]
Bkt >2
√
h(− log h)
}]
≤ C2
∫
x≥2
√
h(− log h)
x2qg(x) dx ,
where g(x) = 2 e−x2/2h/
√
2πh .
Hence,
E
[
M2qh 1
{
Mh>2
√
h(− log h)
}] ≤ C3hq−1/2 ∫
u≥2
√
− log h
u2qe−u
2/2 du .
Let us compute now this integral. By integration by parts, we have
Iq =
∫
u≥2
√
− log h
u2qe−u
2/2 du =
[
u2q−1(−e−u2/2)
]∞
2
√
− log h
+ (2q − 1)
∫
u≥2
√
− log h
u2q−2e−u
2/2dx
=(2
√− log h)2q−1e−(2√− log h)2/2 + (2q − 1)Iq−1
=(2
√− log h)2q−1h2 + (2q − 1)Iq−1 .
By recurrence, Iq ≤ C4(
√− log h)2q−1h2. Therefore, for h small enough,
E
[
M2qh
]
≤ C5hq(− log h)q .
Thus, we obtain
E
[ ∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q ] ≤ C6hq(− log h)q ,
and
E
[ ∣∣∣Wt − Wt/hh∣∣∣2q ] ≤ C6hq(− log h)q .
Then, from Assumption (H3),
E
[ ∣∣∣ηh(Xht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ] ≤ C7(h2qαE[ ∣∣∣Xht/hh∣∣∣2q ]+
+ E
[ ∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q ])
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and with the previous inequality on E
[ ∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q ],
(4.5.11) E
[ ∣∣∣ηh(Xht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ] ≤ C7(h2qαE[ ∣∣∣Xht/hh∣∣∣2q ]+
+ C6hq(− log h)q) .
Hence, for h small enough, Inequilties (4.5.9) and (4.5.10) becomes
E
[ ∣∣∣Xht ∣∣∣2q ] ≤C8((1 + h2q + hq(− log h)q) E[ ∣∣∣Xht/hh∣∣∣2q ]+ h2q + hq(− log h)q) ,(4.5.12)
and,
E
[ ∣∣∣Y ht ∣∣∣2q ] ≤C8((1 + h2q + hq(− log h)q) E[ ∣∣∣Y ht/hh∣∣∣2q ]+ h2q + hq(− log h)q) .(4.5.13)
These inequalities allow us to bound the expectation of the norm of the processes Xht and
Y ht according to the time in hN∗ just before.
The next step is to understand how the norm of this process between two successive
times in hN∗ evolves. In other words, we want to study the evolution of the norm of the
Markov chain (Xhnh) = (Y hnh).
Recall that
Xh(n+1)h = Xhnh + σ(Xhnh)(W(n+1)h − Wnh) + hb(Xhn)+
+ hη(h)(Xhnh,W(n+1)h − Wnh) .
This can be also written as
Xh(n+1)h = Xhnh +
∫ (n+1)h
nh
b(Xhnh) + ηh(Xhnh,W(n+1)h − Wnh)) ds+
+
∫ (n+1)h
nh
σ(Xhnh) dWs .
One obtains from Lemma 4.5.3 between the times nh and (n + 1)h for the process Y ht+nh
that
E
[ ∣∣∣Xh(n+1)h∣∣∣2q ] ≤ E[ ∣∣∣Xhnh∣∣∣2q ]+ C9 ∫ (n+1)h
nh
(
E
[ ∣∣∣Y hs ∣∣∣2q ]+ E[‖σ(Xhnh)‖2q]+
+ E
[ ∣∣∣b(Xhnh) + ηh(Xhnh,W(n+1)h − Wnh))∣∣∣2q ]) ds .
The value of E
[ ∣∣∣Y hs ∣∣∣2q ] can be bounded with (4.5.13). Hence, for h suﬃciently small, and
from the linear growth property, it follows that
E
[ ∣∣∣Xh(n+1)h∣∣∣2q ] ≤(1 + C10h)E[ ∣∣∣Xhnh∣∣∣2q ]+ C11h .
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Note that, the sequence (E
[ ∣∣∣Xhnh∣∣∣2q ])n∈N is subarithmetico-geometric, that is, this se-
quence has the following form xn+1 ≤ βxn + γ where β ≥ 1. Thus, each E
[ ∣∣∣Xhnh∣∣∣2q ] can
be controlled by only E
[ ∣∣∣Xh0 ∣∣∣2q ] and the time n. Indeed, if a sequence (xn) satisﬁes the
previous inequality, then, for all n,
xn ≤ βnx0 + nen(β−1)γ .
Therefore, for all t in [0, τ ],
E
[ ∣∣∣Xht/hh∣∣∣2q ] ≤(1 + C10h)t/hE[ ∣∣∣Xh0 ∣∣∣2q ]+ theC10tC11h
≤(E[ ∣∣∣Xh0 ∣∣∣2q ]+ C11t)eC10t .
Hence with Inequality (4.5.12),
E
[ ∣∣∣Xht ∣∣∣2q ] ≤ C12(E[ ∣∣∣Xh0 ∣∣∣2q ]+ C11t)eC10t
≤ C13(1 + E
[ ∣∣∣Xh0 ∣∣∣2q ])eC10t ,
and, for the same reason,
E
[ ∣∣∣Y ht ∣∣∣2q ] ≤ C13(1 + E[ ∣∣∣Xh0 ∣∣∣2q ])eC10t .
Let us proceed now with the proof of Inequality (4.5.8). For all t, we get
E
[ ∣∣∣Xht − Xht/hh∣∣∣2q ] ≤ C0E[h2q ∣∣∣b(Xht/hh)∣∣∣2q +
+ ‖σ(Xht/hh)‖2q
∣∣∣W(t/h+1)h − Wt/hh∣∣∣2q +
+ h2q
∣∣∣ηh(Xht/hh,W(t/h+1)h − Wt/hh)∣∣∣2q ] .
Then, we have
E
[∣∣Xht − Xht/hh∣∣2q] ≤ C8((h2q + hq(− log h)q)E[∣∣Xht/hh∣∣2q]+
+ h2q + hq(− log h)q
)
.
Finally, from the bound (4.5.7) on E
[∣∣Xht/hh∣∣2q], we obtain
E
[ ∣∣∣Xht − Xht/hh∣∣∣2q ] ≤ C14(h2q + hq(− log h)q)
and the same reasons
E
[ ∣∣∣Y ht − Y ht/hh∣∣∣2q ] ≤ C14(h2q + hq(− log h)q) .
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We now proceed with the proof of the last inequality. Note that the process Y ht can be
also written by this way
Y ht = X0 +
∫ t
0
τ/h∑
k=0
1]kh,(k+1)h](s)
(
b(Y hkh) + η(h)(Y hkh,W(k+1)h − Wkh)
)
ds+
+
∫ t
0
τ/h∑
k=0
1]kh,(k+1)h](s)σ(Y hkh) dWs .
We deﬁne the process Zht by
Zht = sup
s≤t
∣∣Y ht ∣∣ .
The aim is to ﬁnd a bound on E
[
(Zht )2q
]
independent of h.
Note that from the deﬁnition of the norm and the convexity of the function x −→ |x|q,
E
[
(Zht )2q
] ≤ C15 m∑
i=1
E
[(
Zh,it
)2q]
,
where Zh,it is deﬁned by Z
h,i
t = sups≤t
∣∣Y h,it ∣∣. Therefore it is suﬃcient to bound component
by component. For all i ∈ [|1,m|], by the triangle inequality,
(4.5.14) E
[∣∣Zh,it ∣∣2q] ≤ C16(E[ |X0|2q ]+
+ E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)
du
∣∣)2q ]+
+ E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
d∑
j=0
1]kh,(k+1)h](u)σi,j(Y hkh) dW ju
∣∣)2q ]) .
Consider the second term in this inequality. By Hölder’s inequality,
∣∣ ∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)
du
∣∣2q ≤
≤ s2q−1
∫ s
0
∣∣ τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)∣∣2q du .
Note that this sum over k is reduced to one term for each s. Hence,
∫ s
0
∣∣ τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)∣∣2q du . ≤
≤ C17
∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(∣∣bi(Y hkh)∣∣2q + ∣∣η(h),i(Y hkh,W(k+1)h − Wkh)∣∣2q) du .
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From Assumption (H3) and the linear growth bound on the function b,
∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(∣∣bi(Y hkh)∣∣2q + ∣∣η(h),i(Y hkh,W(k+1)h − Wkh)∣∣2q) du ≤
≤ C18
∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(
1 +
(
Zhu
)2q + hα2q(Zhu)2q + ∣∣W(k+1)h − Wkh∣∣2q) du .
Since we are interested in h small, we can consider h ≤ 1. Therefore, since t ≤ τ , we
obtain
E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)
du
∣∣)2q ] ≤
≤ C19(1 +
∫ t
0
E
[(
Zhu
)2q ]+ E[ τ/h∑
k=0
1]kh,(k+1)h](u)
∣∣W(k+1)h − Wkh∣∣2q ] du) .
Recall that for each u the sum over k is reduced to one term. Since each term can be
bounded by hq(− log h)q as previously shown, then, for h suﬃciently small,
E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
1]kh,(k+1)h](u)
(
bi(Y hkh) + η(h),i(Y hkh,W(k+1)h − Wkh)
)
du
∣∣)2q ] ≤
≤ C20
(
1 +
∫ t
0
E
[(
Zhu
)2q ]
du
)
.
Consider now the last term in Inequality (4.5.14). By Burkhölder Inequality, we get
E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
d∑
j=0
1]kh,(k+1)h](u)σi,j(Y hkh) dW ju
∣∣)2q ] ≤
≤ C21tq−1
( ∫ t
0
E
[ τ/h∑
k=0
d∑
j=0
1]kh,(k+1)h](u)
∣∣σi,j(Y hkh)∣∣2q ] du) .
From the the linear growth bound of σ, we obtain
E
[(
sup
s≤t
∣∣ ∫ s
0
τ/h∑
k=0
d∑
j=0
1]kh,(k+1)h](u)σi,j(Y hkh) dW ju
∣∣)2q ] ≤
≤ C22
(
1 +
∫ t
0
E
[(
Zhu
)2q ]
du
)
.
Finally, we get
E
[∣∣Zh,it ∣∣2q] ≤ C23(1 + ∫ t
0
E
[(
Zhu
)2q ]
du
)
,
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and then,
E
[(
Zht
)2q] ≤ C24(1 + ∫ t
0
E
[(
Zhu
)2q ]
du
)
.
Hence, by Gronwall’s lemma,
E
[(
Zhτ
)2q] ≤ C25 ,
where C25 is independent of h.
Proof. Theorem 4.5.2. For all positive τ , the same strategy as in the proof of Lemma 4.5.5
is set up to show the convergence on the time interval
[
0, τ ].
The error between the solution Xt of the SDE and the process Xht is denoted by t.
Let us begin with a formula which relates the errors at two consecutive points of hN,
(n+1)h =X(n+1)h − Xh(n+1)h
=nh +
∫ (n+1)h
nh
σ(Xs) − σ(Xhnh) dWs+
+
∫ (n+1)h
nh
b(Xs) − b(Xhnh) − ηh(Xhnh,W(n+1)h − Wnh) ds .
As previously seen, Lemma 4.5.3 is applied to the process (Xnh+t−Y hnh+t) instead of nh+t
because of the linear interpolation in the deﬁnition of Xht . Then, we get
E
[∣∣(n+1)h∣∣2q] ≤E[ |nh|2q ]+ C0 ∫ (n+1)h
nh
(
E
[ ∣∣∣Xs − Y hs ∣∣∣2q ]+
+ E
[‖σ(Xs) − σ(Xhnh)‖2q]+
+ E
[ ∣∣∣b(Xs) − b(Xhnh) − ηh(Xhnh,W(n+1)h − Wnh)∣∣∣2q ]) ds .
Or,
Xs − Y hs = nh + Xs − Xnh + Y hnh − Y hs .
Then, we obtain
E
[ ∣∣∣Xs − Y hs ∣∣∣2q ] ≤ C1(E[ |nh|2q ]+ E[ |Xs − Xnh|2q ]+ E[ ∣∣∣Y hs − Y hnh∣∣∣2q ]) .
From Lemma 4.5.4,
E
[ |Xs − Xnh|2q ] ≤ C2(1 + E[ |X0|2q ])(s − nh)q ≤ C3hq
For the process Y ht , Lemma 4.5.5 gives the inequality
E
[ ∣∣∣Y hs − Y hnh∣∣∣2q ] ≤ C4(h2q + hq(− log h)q) .
Therefore, for a small h,
E
[ ∣∣∣Xs − Y hs ∣∣∣2q ] ≤ C5(E[ |nh|2q ]+ hq(− log h)q) .
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Since σ is a Lipschitz function,
E
[‖σ(Xs) − σ(Xhnh)‖2q] ≤ K2q0 E[ ∣∣∣Xs − Xhnh∣∣∣2q ]
≤ K2q0 E
[ ∣∣∣Xs − Xnh + Xnh − Xhnh∣∣∣2q ]
≤ C6(E
[ |nh|2q ]+ hq) .
On the other hand, the last term can be also bounded
E
[ ∣∣∣b(Xs) − b(Xhnh) − ηh(Xhnh,W(n+1)h − Wnh)∣∣∣2q ]
≤ C7
(
E
[ ∣∣∣b(Xs) − b(Xhnh)∣∣∣2q ]+ E[ ∣∣∣ηh(Xhnh,W(n+1)h − Wnh)∣∣∣2q ]) .
As E
[ ∣∣∣Xhnh∣∣∣2q ] is ﬁnite,
E
[ ∣∣∣ηh(Xhnh,W(n+1)h − Wnh)∣∣∣2q ] ≤ K(hq(− log h)q + h2qα) .
And, ﬁnally, we have
E
[ ∣∣∣b(Xs) − b(Xhnh) − ηh(Xhnh,W(n+1)h − Wnh)∣∣∣2q ] ≤ C8(E[ |nh|2q ]+
+ hq(− log h)q + h2qα) .
Thus, for h suﬃciently small,
E
[ ∣∣∣(n+1)h∣∣∣2q ] ≤ E[ |nh|2q ]+ C0h(C5(E[ |nh|2q ]+ hq(− log h)q)+
+ C6(E
[ |nh|2q ]+ hq) + C8(E[ |nh|2q ]+ hq(− log h)q + h2qα))
≤ (1 + C9h)E
[ |nh|2q ]+ C10hq+1(− log h)q + C11h1+2qα .
Note that (E
[ |nh|2q ]) is an other subarithmetico-geometric sequence. Hence, as 0 = 0,
E
[
|nh|2q
]
≤nenC9h(C10hq+1(− log h)q + C11h1+2qα) .
On the other hand,
t = t/hh + Xs − Xnh + Xhnh − Xhs .
Therefore, for a time t in [0, τ ],
E
[ |t|2q ] ≤C5(E [∣∣∣t/hh∣∣∣2q]+ hq(− log h)q)
≤C5
[ t
h
et/hC9h(C10hq+1(− log h)q + C11h1+2qα) + hq(− log h)q
]
≤C12(hq(− log h)q + h2qα) .(4.5.15)
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Eventually, a bound on E
[ ∣∣∣Xt − Xht ∣∣∣2q ] is found. However, we want to prove the inequality
on the supremum
E
[(
sup
t∈[0,τ ]
|t|
)2q] ≤ C(h2qα + hq(− log h)q) .
Let us proceed with the proof of this inequality. From the deﬁnition of the norm and the
convexity of the map x −→ |x|p,
E
[(
sup
t∈[0,τ ]
|t|
)2q] ≤ C13 m∑
i=1
E
[(
sup
t∈[0,τ ]
∣∣∣it∣∣∣ )2q] .
Thus, it is suﬃcient to control the supremum of each component.
For all i in [|1,m|],
it =
∫ t
0
τ/h∑
k=0
[
bi(Xs) − bi(Xhkh) − (η(h))i(Xhkh,W(k+1)h − Wkh)
]
1]kh,(k+1)h](s) ds
+
∫ t
0
τ/h∑
k=0
d∑
j=1
[
σi,j(Xs) − σi,j(Xhkh)
]
1]kh,(k+1)h](s) dW js
+
d∑
j=1
σi,j(Xht/hh)
[
W jt − W jt/hh −
t − 
t/hh
h
(W j(t/h+1)h − W jt/hh)
]
.
Then,
(4.5.16) E
[(
sup
t∈[0,τ ]
∣∣∣it∣∣∣ )2q]
≤ C14
(
E
[(
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
{
bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
}
1]kh,(k+1)h](s) ds
∣∣)2q]
+ E
[(
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
d∑
j=1
{
σi,j(Xs) − σi,j(Xhkh)
}
1]kh,(k+1)h](s) dW js
∣∣)2q]
+ E
[(
sup
t∈[0,τ ]
∣∣ d∑
j=1
σi,j(Xht/hh)
{
W jt − W jt/hh+
− t − 
t/hh
h
(W j(t/h+1)h − W jt/hh)
}∣∣)2q]) .
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Consider the ﬁrst term of (4.5.16), by Hölder’s inequality, we get
E
[(
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
{
bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
}
1]kh,(k+1)h](s) ds
}∣∣)2q]
≤ C15 E
[ ∫ τ
0
∣∣ τ/h∑
k=0
{
bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
}
1]kh,(k+1)h](s)
∣∣2q ds] .
Note that, for all s, the sum over k is just composed by only one term; thus
E
[
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
{
bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
}
1]kh,(k+1)h](s) ds
∣∣2q]
≤ C15
∫ τ
0
E
[ τ/h∑
k=0
∣∣bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
∣∣2q1]kh,(k+1)h](s)] ds ,
or, from previous inequalities on processes,
E
[
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
{
bi(Xs) − bi(Xhkh)+
− (η(h))i(Xhkh,W(k+1)h − Wkh)
}
1]kh,(k+1)h](s) ds
∣∣2q]
≤ C16(hq(− log h)q + h2qα) .
Consider now the second term of (4.5.16). By Burkholder’s inequality, we obtain
E
[(
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
d∑
j=1
(σi,j(Xs) − σi,j(Xhkh))1]kh,(k+1)h](s) dW js
∣∣)2q]
≤ C17E
[ ∫ τ
0
∣∣ τ/h∑
k=0
d∑
j=1
(σi,j(Xs) − σi,j(Xhkh))1]kh,(k+1)h](s)
∣∣2q ds]
≤ C17
∫ τ
0
E
[ τ/h∑
k=0
∣∣ d∑
j=1
(σi,j(Xs) − σi,j(Xhkh))
∣∣2q1]kh,(k+1)h](s)] ds .
Therefore, from Assumption (H1) and the bound on t,
E
[(
sup
t∈[0,τ ]
∣∣ ∫ t
0
τ/h∑
k=0
d∑
j=1
(σi,j(Xs) − σi,j(Xhkh))1]kh,(k+1)h](s) dW js
∣∣)2q]
≤ C18(hq(− log h)q + h2qα) .
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Let us proceed with the remaining term of (4.5.16). Note that
E
[(
sup
t∈[0,τ ]
∣∣ d∑
j=1
σi,j(Xht/hh)
{
W jt − W jt/hh+
− t − 
t/hh
h
(W j(t/h+1)h − W jt/hh)
}∣∣)2q] ≤
≤ C19E
[
sup
t∈[0,τ ]
( d∑
j=1
∣∣σi,j(Xht/hh)∣∣2q sup
s∈[t/hh,(t/h+1)h]
∣∣W js − W jt/hh∣∣2q)]
≤ C19E
[
sup
k∈[|0,τ/h|]
( d∑
j=1
∣∣σi,j(Xhkh)∣∣2q sup
s∈[kh,(k+1)h]
∣∣W js − W jkh∣∣2q)]
Since the supremum of non-negative elements is less than the sum of this elements and
from the linear growth bound on σ, we get
E
[
sup
k∈[|0,τ/h|]
( d∑
j=1
∣∣σi,j(Xhkh)∣∣2q sup
s∈[kh,(k+1)h]
∣∣W js − W jkh∣∣2q)] ≤
≤ C20E
[ τ/h∑
k=1
(
1 +
∣∣Xhkh∣∣2q) sup
s∈[kh,(k+1)h]
∣∣W js − W jkh∣∣2q]
Since E
[
sup
t∈[0,τ ]
∣∣σi,j(Xht/hh)∣∣2q] is ﬁnite (Lemma 4.5.5), by independence of increments of
Brownian motion and, from the bound on the supremum of these increments on a time
interval of length h, we obtain
E
[(
sup
t∈[0,τ ]
∣∣ d∑
j=1
σi,j(Xht/hh)
{
W jt − W jt/hh+
− t − 
t/hh
h
(W j(t/h+1)h − W jt/hh)
}∣∣)2q] ≤
≤ C21
τ/hhq(− log h)q .
Finally, we obtain
E
[(
sup
t∈[0,τ ]
∣∣∣it∣∣∣ )2q] ≤ C22(hq−1(− log h)q + h2qα) .
And, therefore, we have
E
[(
sup
t∈[0,τ ]
|t|
)2q] ≤ C22(hq−1(− log h)q + h2qα) .
This inequality implies the convergence in Lp of the process (Xht ) to (Xt) on [0, τ ] when h
tends to 0. For the remaining p, the convergence is due to the inclusion of the spaces Lp.
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For the almost sure convergence, we take an exponent p such that p > 4 and pα > 1.
Thus, the previous result gives
∞∑
k=1
E
[(
sup
t∈[0,τ ]
∣∣Xt − X1/kt ∣∣)2q] < ∞ .
As
(
supt∈[0,τ ]
∣∣Xt − X1/kt ∣∣)2q are non-negative random variables, then
lim
h→0
sup
t∈[0,τ ]
|t| = 0 a.s. .
From the convergence of this scheme of stochastic numerical analysis, the main result
on the convergence of the process Xht to a solution of a SDE is deduced.
Theorem 4.5.6. Suppose that there exist measurable maps b, σ, and η(h) which verify As-
sumption (H1) for b and σ, and (H4) for η(h) such that the function on the ﬁrst component
of T˜ (h) is of the following form,
U (h)(x, y) = x + σ(x)y + hb(x) + hη(h)(x, y) .
For all x0 in Rm, and all τ > 0, let Xx0t be the solution on [0, τ ] of the SDE
dXx0t = b(Xx0t )dt + σ(Xx0t )dWt .
Then, the process (Xht ), starting in x0, converges to (Xx0t ) when h tends to 0 in Lp, for
all p ≥ 1 on [0, τ ].
Moreover, the convergence is almost sure on [0, τ ].
We now present a similar result in the case of locally Lipschitz and linearly bounded
functions b and σ, that is to say satisfying Assumptions (H2) and (H3).
Theorem 4.5.7. For all τ > 0, under the assumptions (H1), (H2), and (H3), the process
(Xht ) converges in Lp to the solution (Xt) of the SDE (4.2.1) on [0, τ ] for all p ≥ 1.
More precisely,
lim
h→0
E
[
( sup
t∈[0,τ ]
∣∣Xt − Xht ∣∣)p] = 0 .
Proof. For all τ > 0 and all natural N , we deﬁne two stopping times τN and τ (h)N by
τN = inf{t; |Xt| ≥ N} and τ (h)N = inf{t;
∣∣X(h)t ∣∣ ≥ N} .
Note that, from Theorem 4.5.2,
E
[(
sup
t∈[0,τ ]
∣∣Xh
t∧τ (h)N ∧τN
− X
t∧τ (h)N ∧τN
∣∣)2q] ≤ CN (hq−1(− log h)q + h2qα) ,
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where CN notably depends on KN .
E
[(
sup
t∈[0,τ ]
∣∣Xht − Xt∣∣)2q] ≤ E[( sup
t∈[0,τ ]
∣∣Xh
t∧τ (h)N ∧τN
− X
t∧τ (h)N ∧τN
∣∣)2q]+
+ E
[(
sup
t∈[0,τ ]
∣∣Xht ∣∣2q + ∣∣Xt∣∣2q : τ (h)N ≤ τ]+
+ E
[(
sup
t∈[0,τ ]
∣∣Xht ∣∣2q + ∣∣Xt∣∣2q : τN ≤ τ] .
Hence, we get for all N
E
[(
sup
t∈[0,τ ]
∣∣Xht − Xt∣∣)2q] ≤ E[ sup
t∈[0,τ ]
∣∣Xh
t∧τ (h)N ∧τN
− X
t∧τ (h)N ∧τN
∣∣2q]+
+ 2
N
E
[
sup
t∈[0,τ ]
∣∣Xht ∣∣2q+1 + sup
t∈[0,τ ]
∣∣Xt∣∣2q+1] .
Since the expectation of the supremum of Xt (Lemma 4.5.3) and the supremum of Xht
(Lemma 4.5.4) can be bounded by a constant independent of h for all h suﬃciently small,
then
lim
h→0
E
[
( sup
t∈[0,τ ]
∣∣Xt − Xht ∣∣)2q] = 0 .
Theorem 4.5.7 implies the following result on the limit evolution of the system when
the time step h for the interactions goes to 0.
Theorem 4.5.8. Suppose that there exist measurable maps b, σ, and η(h) which verify
Assumptions (H2) and (H3) for b and σ, and (H4) for η(h) such that the function on the
ﬁrst component of T˜ (h) is of the following form,
U (h)(x, y) = x + σ(x)y + hb(x) + hη(h)(x, y) .
For all x0 in Rm, and all τ > 0, let Xx0t be the solution on [0, τ ] of the SDE
dXx0t = b(Xx0t )dt + σ(Xx0t )dWt .
Then, the process (Xht ), starting in x0, converges to (Xx0t ) when h tends to 0 in Lp, for
all p ≥ 1 on [0, τ ].
Physically, the results of these two theorems of convergence can be understood as
follows. If the eﬀective action of the environment on the system is roughly linear, the
limit evolution of the system is given by a solution of a stochastic diﬀerential equation.
This SDE is deduced from a Taylor expansion of the function U (h).
With the quantum repeated interactions scheme, Attal and Pautrat (in [12]) ﬁnd quan-
tum Langevin equations as limits of some Hamiltonian systems. There are some similarities
with their results, particularly on the form of considered interactions.
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4.6.1 Charged Particle in a Uniform Electric Field
The ﬁrst example was a charged particle in a uniform electric ﬁeld. Recall that the
evolution for a time step h is given by
X(nh) = U (h)(X((n − 1)h), E(nh)) ,
where the map U (h) is deﬁned by
U (h)(x, y) = x + σ(x)y + hb(x) + hηh(x, y) ,
with
σ
(
x1
x2
)
=
(
0
q
)
b
(
x1
x2
)
=
( x2
m
0
)
ηh(x, y) =
( qy
2m
0
)
.
Note that this function U (h) is of the form of Theorem 4.5.6. The function σ is constant
and the function b is linear. Finally, they are Lipschitz functions. For the function ηh,
Assumption (H4) is also veriﬁed with α = +∞ and K2 = q2m . Therefore, Theorem 4.5.6
can be applied for this system.
For all intial x0 and p0, all τ > 0, the limit process which gives the evolutions of the
charged particle is almost surely the solution Xt =
(
X
(1)
t
X
(2)
t
)
on [0, τ ] of the stochastic
diﬀerential equation
dXt =
(
X
(2)
t
m
0
)
dt +
(
0
q
)
dWt,
where Wt is a 1-dimensional standard Brownian motion and with X0 = (x0, p0).
4.6.2 Harmonic Interaction
The second example was a harmonic interaction between the system and the environment.
The evolution of the system was descibed by the Markov chain
X(nh) = U (h)(X((n − 1)h), Y (nh))
where
U (h)(X,Y ) = X + σ(X)Y + hb(X) + hη(h)(X,Y ) ,
with
b
(
x1
x2
)
=
(
x2
−x1
)
, σ
(
x1
x2
)
=
(
0 0
1 0
)
,
70 Article 1 : Limite du continu pour des systèmes classiques
and
η(h)
[(
x1
x2
)
,
(
y1
y2
)]
= 12
(
y1
y2
)
− h2
(
x1 − y2/3
x2 + 2y1/3
)
+ ◦(h) .
The functions b and σ are Lipschitz. For the map η(h), Assumptions (H4) is veriﬁed too
for α = 1. Theorem 4.5.6 can be applied for this system. Therefore, we conclude that for
all τ > 0 and all Q1(0), P1(0) in R, the limit evolution on [0, τ ] of the system is given
almost surely by the solution of the stochastic diﬀerential equation
dXt =
(
X
(2)
t
−X(1)t
)
dt +
(
0 0
1 0
)
dWt ,
starting at time 0 in X0 =
(
Q1(0)
P1(0)
)
.
Note that this SDE is the equation of a harmonic oscillator perturbed by a Brownian
noise. This kind of SDE was already considered in [43] and [37] for instance.
Let us focus now on the asymptotic behaviour of this process. This stochastic diﬀeren-
tial equation has no stationary measure since the non-perturbed diﬀerential equation has
no stable point. Physically, the energy of the system whose evolution is governed by this
SDE inscreases with the time. More precisely, we get
E
[(
X
(1)
t
)2 + (X(2)t )2] = Q1(0)2 + P1(0)2 + t .
However, in [37], it is shown that the system oscillates inﬁnitely often. This means that
the system is excited by repeated interactions which bring energy and it has no time to
dissipate it. The next example shall be diﬀerent.
4.6.3 Damped Harmonic Oscillator
The last example is the damped harmonic oscillator. The system undergoing repeated
interactions evolves following the Markov chain (X(nh)) deﬁned by
X(nh) = U (h)(X((n − 1)h), Y (nh))
where
U (h)(X,Y ) = X + σ(X)Y + hb(X) + hη(h)(X,Y ),
with
b
(
x1
x2
)
=
(
x2
−x1 − fx2
)
, σ
(
x1
x2
)
=
(
0 0
1 0
)
.
The map η(h) is not explicitly expressed. But as said in the section 4, from Newton’s law
of motion, high derivative of P1 and Q1 can be bounded with Q1, P1, Q2 et P2. Then a
required bound on η(h) can be found. Moreover, the maps b et σ are Lipschitz. Therefore
Theorem 4.5.6 can be applied.
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Hence, the limit evolution of the system is governed by the solution of the stochastic
diﬀerential equation {
dQ1 = P1dt
dP1 = −f P1 − Q1dt + dW (1)t .
Then, we examine the asymptotic behaviour of the system. This stochastic diﬀerential
equation is a Langevin equation whose stationary measure is given by the Gibbs measure
dμ = e
−f (Q1)2+(P1)22
Z dQ1 dP1 ,
where Z is a normalizing constant.
Contrary to the previous example, the friction force allows the system to dissipate a
part of its energy and then, the convergence of the dynamics to the stationary state (see
[36]). Physically, the system is thermalised by the environment and the temperature is
1/f .

Deuxième partie
Systèmes quantiques ouverts
73

Chapitre 5
Introduction aux systèmes quantiques
Dans ce chapitre, nous présentons le formalisme de la mécanique quantique ainsi que les
grands principes généraux pour un système fermé ou ouvert (voir, pour une description
plus approfondie, par exemple [3, 9, 10, 11]). Dans la première section, nous rappelons
les, axiomes de base de la mécanique quantique pour un système fermé. Nous décrivons
ensuite les axiomes dérivés des précédents permettant une étude des systèmes quantiques
ouverts.
5.1 Mécanique quantique
Le formalisme mathématique de la mécanique quantique est totalement diﬀérent de celui
de la mécanique classique. Il est basé sur certains axiomes que nous présentons ici, d’abord
pour un système fermé.
Premier axiome : Etats
L’espace des états d’un système est décrit par un espace de Hilbert H. Les états du
système sont les vecteurs de norme 1 de H. Plus précisément, ce sont les classes d’équi-
valence de vecteurs de norme 1 à multiplication par un scalaire de module 1 près. Toute
l’information sur le système est contenue dans une de ces classes de vecteurs, appelée aussi
fonction d’onde.
Deuxième axiome : Observables
Les observables du système sont les quantités physiques qui peuvent être mesurées sur
le système : position, vitesse, énergie, ... . Une observable est représentée par un opérateur
auto-adjoint X sur H. Le résultat de la mesure de cette observable est à valeur dans le
spectre de X.
Dans le cas de la dimension ﬁnie (ce qui sera le cas dans la majorité des travaux
présentés ici), une observable peut toujours être diagonalisée dans une base orthonormée
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et donc peut être écrite comme
X =
n∑
i=1
λiPi ,
où les λi sont les valeurs propres de X et les opérateurs Pi sont les projections orthogonales
sur les sous-espaces propres.
En dimension inﬁnie, il faut consider la mesure spectrale associée à X.
Troisième axiome : Mesures quantiques
Le résultat de la mesure d’une observable X est aléatoire, à valeurs dans le spectre de
X. Plus précisément, pour un système dans un état ψ, le résultat de la mesure de X est
λi avec la probabilité pi = ‖Piψ‖2 = 〈ψ, Piψ〉.
De plus, si nous observons la valeur λi, après la mesure l’état du système devient
immédiatement
ψi =
Piψ
‖Piψ‖ .
Cette projection de l’état du système après la mesure est appelée réduction du paquet
d’ondes.
Quatrième axiome : Dynamique
Parmi toutes les observables, l’énergie totale H du système appelée, comme en méca-
nique classique, l’hamiltonien, donne l’évolution du système au cours du temps. Si nous
déﬁnissons les opérateurs unitaires Ut par
Ut = e−itH ,
pour tout t de R+, alors l’état du système après un temps t sera
ψt = Utψ .
5.2 Mécanique quantique pour un système ouvert
Dans le cas d’un système ouvert, le formalisme précédent doit être étendu. Nous décrivons
donc dans cette section l’extension des axiomes qui nous permettra de décrire un système
en interaction avec son environnement.
Avant cela, nous avons besoin d’introduire certaines notations : Bra, Ket et la trace
partielle.
Sur un espace de Hilbert H dont le produit scalaire est noté 〈 , 〉, nous déﬁnissons
pour un vecteur ψ de H les deux applications linéaires suivantes : le Bra |ψ〉
|ψ〉 : C −→ H
λ −→ λψ ,
et le Ket 〈ψ|
〈ψ| : H −→ C
y −→ 〈ψ, y〉 .
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Nous identiﬁerons dans la suite le Bra |ψ〉 avec le vecteur ψ même si mathématiquement
les deux objets sont diﬀérents. Nous pouvons remarquer que le Ket peut aussi agir sur
les Bras de manière canonique. Il est à noter aussi que ces notations permettent par
exemple d’écrire facilement par |ψ〉〈φ| l’application qui à un vecteur |y〉 associe 〈φ , y〉|ψ〉.
En particulier, la projection orthogonale sur la droite engendrée par un vecteur ψ est
l’opérateur |ψ〉〈ψ|.
Un système ouvert (système + environnement) est représenté en mécanique quantique
par le produit tensoriel des espaces de Hilbert
H ⊗ K ,
où H est l’espace de Hilbert associé au petit système et K celui de l’environnement. Cet
espace est l’équivalent quantique de l’espace produit S × E classique. Le système total,
ainsi obtenu, est fermé et donc le formalisme précédent peut être utilisé. Pour étudier ce
que nous obtenons quand nous ne regardons que le petit système à partir de H ⊗ K, nous
introduisons la trace partielle déﬁnie à partir du théorème suivant.
Théorème 5.2.1. Pour tout opérateur à trace T de H ⊗ K, il existe un unique opérateur
à trace TrK(T ) sur H tel que, pour tout opérateur borné X sur H,
Tr (TrK(T )X) = Tr (T (X ⊗ I)) .
L’unique opérateur TrK(T ) est appelé trace partielle sur K de T .
Expliquons maintenant comment à partir de la trace partielle une généralisation na-
turelle des états dans le cas d’un système ouvert peut être facilement obtenue.
Pour un petit système et un environnement représenté par H ⊗ K, comme dans le
cas classique, nous voulons étudier ce que nous pouvons voir lorsque nous regardons uni-
quement le petit système. A cette ﬁn, considérons une observable X sur H décomposée
comme
X =
n∑
i=1
λi Pi ,
où les λi sont les valeurs propres de X et les opérateurs Pi sont les projections orthogonales
sur les sous-espaces propres. Cette observable peut être relevée comme une observable sur
H ⊗ K en tensorisant par l’identité. Notons alors que,
X ⊗ I =
n∑
i=1
λi Pi ⊗ I .
D’après le formalisme décrit précédemment, le résultat de la mesure selon X ⊗ I est λi
avec la probabilité
‖(Pi ⊗ I)ψ‖2 = Tr (|ψ〉〈ψ|(Pi ⊗ I)) = Tr (TrK(|ψ〉〈ψ|)Pi) .
Nous pouvons donc déduire, à partir de TrK(|ψ〉〈ψ|), tout ce qui se passe sur le petit
système, en utilisant uniquement des opérateurs sur H.
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Pour cette raison, les états dans le cas du système ouvert sont généralisés en considérant
cette trace partielle. Il est donc naturel d’essayer de caractériser ces opérateurs obtenus à
partir de la trace partielle.
Théorème 5.2.2. Soit ρ un opérateur sur H. Alors nous avons équivalence entre
• il existe un espace de Hilbert K et un vecteur ψ de norme 1 sur H ⊗ K tels que
ρ = TrK(|ψ〉〈ψ|) .
• l’opérateur ρ est auto-adjoint, positif et de trace 1.
Un opérateur vériﬁant ces propriétés est appelé matrice densité. Ces opérateurs repré-
sentent maintenant les états du petit système. Comme ils sont en particulier des opérateurs
compacts, ils peuvent être écrits comme une somme de projecteurs,
ρ =
∑
n∈N
μn|en〉〈en| ,
avec (en)n∈N une base orthonormée de H et les μn des réels positifs satisfaisant∑
n∈N
μn = 1 .
Dans le cas où la matrice densité ρ peut s’écrire comme un projecteur sur une unique
droite engendrée par un vecteur |ψ〉, c’est-à-dire ρ = |ψ〉〈ψ|, l’état est appelé pur. On
retrouve alors le formalisme des systèmes fermés.
Maintenant que l’état d’un système ouvert est représenté par une matrice densité,
nous étendons les autres axiomes (pour une description précise de cette extension, voir
[3]). Dans le cas d’un petit système dans un état ρ et d’une l’observable X décomposée
comme ∑ni=1 λiPi, la probabilité que le résultat de la mesure soit λi est Tr(ρPi). De plus,
si la valeur est λi, l’état du système devient immédiatement
ρi =
PiρPi
Tr(ρPi)
.
Ceci est la réduction du paquet d’ondes dans le formalisme des matrices densités.
Nous nous intéressons maintenant à l’évolution du système. Avant de donner de manière
générale l’évolution du système, nous traitons un exemple simple. Le système total (petit
système + environnement) étant fermé, l’évolution est déterminée par son hamiltonien.
Prenons l’exemple d’un hamiltonien de la forme suivante,
H = HH ⊗ I + I ⊗ HK ,
où HH et HK sont respectivement l’hamiltonien du petit système et celui de l’environne-
ment. L’opérateur H représente une évolution sans interaction entre le petit système et
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l’environnement. Chaque partie évolue de manière autonome. L’unitaire donnant l’évolu-
tion est alors
U(t) = e−itH = e−itHH ⊗ e−itHK = UH(t) ⊗ UK(t) ,
le produit tensoriel des deux unitaires. Considérons un état initial du système total ψ
donnant une matrice densité ρ = TrK(|ψ〉〈ψ|) sur le petit système. L’état du système total
au temps t étant ψt = U(t)ψ, nous obtenons ainsi, en revenant à la déﬁnition de la trace
partielle, un état du petit système
ρt = TrK(|ψt〉〈ψt|) = UH(t)ρUH(t)∗ .
Cet exemple montre que l’évolution du système dans le cas d’une matrice densité semble
être donnée par la conjugaison par l’opérateur unitaire. Dans ce cas particulier, l’expression
est simpliﬁée car il n’y a aucune interaction entre le système et l’environnement.
Présentons maintenant l’axiome sur l’évolution d’un système ouvert de manière plus
générale. Le système total évolue selon un opérateur unitaire U (le temps est oublié dans
cette description). Pour un état initial du système ρ et un état de l’environnement |φ〉〈φ|,
le système couplé après l’interaction est dans l’état
U(ρ ⊗ |φ〉〈φ|)U∗ .
Dans le but d’obtenir l’état du petit système, nous calculons ensuite la trace partielle sur
K de cet élément. Mathématiquement, nous avons un diagramme commutatif
S(H ⊗ K) U ·U∗−−−−→ S(H ⊗ K)
⊗|φ〉〈φ|
⏐⏐ ⏐⏐TrK(·)
S(H) −−−−→
L
S(H)
où les ensembles S(H) et S(H ⊗ K) sont respectivement l’ensemble des matrices densités
de H et de H ⊗ K.
Notons que ce diagramme est l’équivalent quantique du diagramme classique donnant
le lien entre un opérateur markovien et une dilatation par un système dynamique.
Grâce à ce diagramme, nous avons déﬁni une application L donnant l’état du petit
système après une interaction représentée par un opérateur unitaire U . L’opérateur L est
appelé application complètement positive.
Une application complètement positive L peut toujours être décomposée de la manière
suivante
L(ρ) =
∑
n
MnρM
∗
n ,
où les opérateurs Mn sont des opérateurs bornés vériﬁant∑
n
M∗nMn = I .
Cette écriture est appelée décomposition de Krauss d’une application complètement posi-
tive.
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Maintenant que nous avons décrit les principes fondamentaux de la mécanique quan-
tique des systèmes ouverts, nous présentons dans ce contexte, le schéma d’interactions
répétées.
Chapitre 6
Interactions répétées quantiques et
équations diﬀérentielles stochastiques
quantiques
Le schéma d’interactions répétées quantiques, formalisé mathématiquement par Attal et
Pautrat dans [12], est un modèle introduit dans le but d’étudier l’évolution d’un système
ouvert quand l’environnement ne peut pas être décrit complètement.
Dans la section suivante, nous le présentons dans ce contexte quantique. Ensuite, nous
décrivons brièvement et schématiquement la limite en temps continu de ces interactions
répétées donnée par des équations diﬀérentielles stochastiques quantiques qui sont notam-
ment au centre du travail fait dans [5].
6.1 Interactions répétées quantiques
Dans le schéma d’interactions répétées, l’environnement est supposé être une collection
inﬁnie de parties identiques. Il donc représenté par l’espace de Hilbert
TΦ =
⊗
n∈N∗
Kn ,
où les espaces Kn sont tous égaux à un même espace K. L’indice n n’est présent que dans
un souci de compréhension car il permet de se rappeler qu’il s’agit de la nième copie de
K. Une fois le modèle décrit cet indice sera oublié. Donnons une déﬁnition mathématique
plus précise de cet espace dans le cas simple où Kn = CN+1. Fixons, tout d’abord, une
base orthonormée {e0, e1, . . . , eN} de CN+1, où le premier élément e0, que nous notons
aussi Ω, est considéré comme l’état fondamental de cette partie de l’environnement. Le
produit tensoriel dénombrable TΦ est déﬁni pour la suite stabilisatrice Ω. Plus précisément,
donnons une base orthonormée de l’espace TΦ. Considérons par exemple la famille
{XA;A ∈ PN∗×{1,...,N}} ,
81
82 Interactions répétées quantiques et EDSQ
où PN∗×{1,...,N} est l’ensemble des parties ﬁnies de N∗ × {1, . . . , N} et l’élément XA avec
A = {(n1, i1), . . . , (nk, ik)} est
Ω ⊗ . . . ⊗ Ω ⊗ ei1 ⊗ Ω ⊗ . . . ⊗ Ω ⊗ ei2 ⊗ . . . ,
avec ei1 sur la copie Kn1 , ... .
Maintenant si nous considérons un petit système représenté par un espace de Hilbert
H, d’après le formalisme décrit dans le chapitre précédent, l’espace du petit système couplé
avec l’environnement est alors
H ⊗
⊗
n∈N∗
Kn .
Aﬁn de décrire l’interaction entre le petit système et l’environnement, nous déﬁnissons
certains opérateurs canoniques sur TΦ. Sur CN+1, nous notons par aij les opérateurs
satisfaisant
aijek = |ej〉〈ei|ek = δikej ,
pour tout i, j, k de {0, . . . , N}. La famille de tous ces aij forme une base des opérateurs sur
C
N+1. Sur TΦ, ces opérateurs peuvent être naturellement dilatés en les opérateurs aij(n)
où aij(n) agit comme aij sur Kn et l’identité sur les autres copies de K.
Nous pouvons décrire maintenant l’interaction entre le petit système et l’environne-
ment. Comme dans le cas classique, l’interaction entre une partie du l’environnement et
le petit système est hamiltonienne. Il nous suﬃt alors de ﬁxer cet opérateur. Prenons un
hamiltonien H sur H ⊗ K de la forme
H = HH ⊗ I + I ⊗ HK + HI ,
où HH et HK sont les hamiltoniens des systèmes isolés et HI décrit la « vraie » interaction
entre les systèmes. Pour une interaction durant un temps h, l’unitaire associé sur H⊗K est
U = e−ihH . Cet opérateur unitaire est lui aussi dilaté sur H ⊗ TΦ de la manière suivante.
Nous déﬁnissons l’opérateur Un sur H⊗TΦ comme celui agissant comme U sur H⊗Kn et
l’identité sur les autres copies de K. Ainsi Un représente l’interaction entre le petit système
et la nième partie de l’environnement.
Le schéma d’interaction entre le petit système et l’environnement TΦ est toujours le
même. Le système est couplé à la première copie K1 et interagit pendant un temps h selon
U1. Au temps h, l’interaction est arrêtée et le système est couplé à K2 et ils interagissent
selon U2 et ainsi de suite...
Les opérateurs donnant l’évolution du système total sont alors les suivants
Vn = UnUn−1 . . . U1 ,
où Vn représente les n premières interactions. Selon le formalisme du chapitre précédent,
pour un état initial ρ de H ⊗ TΦ, l’état du système total après n interactions est
Vn ρ V
∗
n .
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Aﬁn d’introduire la limite en temps continu de ces interactions répétées, réécrivons cette
évolution d’une manière diﬀérente. L’unitaire U peut être décomposé sur la base des aij ,
U =
∑
i,j
U ij ⊗ aij ,
où les U ij sont des opérateurs bornés sur H. Par conséquent, pour tout n de N∗, l’unitaire
Un peut être écrit comme
Un =
∑
i,j
U ij ⊗ aij(n) .
Ainsi les opérateurs Vn vériﬁent l’équation récurrente suivante
Vn+1 = Un+1Vn =
∑
i,j
U ij ⊗ aij(n + 1)Vn .
Dans la suite, nous enlevons « par abus » le produit tensoriel (en réalité, il suﬃt tout
simplement de dilater sur H ⊗ TΦ les U ij et les aij(n)). Remarquons que l’opérateur Vn et
les aij(n + 1) commutent car Vn agit uniquement sur les n premières copies de K et les
aij(n + 1) agissent uniquement sur la (n+1)ième. Par conséquent, l’équation précédente
peut s’écrire
Vn+1 =
∑
i,j
U ijVna
i
j(n + 1) .
Notons que ces opérateurs aij(n) jouent exactement le même rôle que la suite (yn) de
l’environnement dans le cas classique. Cette équation ressemble à celle donnant l’évolution
de la chaîne de Markov Xhnh. Ces opérateurs sont appelés bruits quantiques. Nous verrons en
particulier dans le chapitre suivant sur les marches obtuses et surtout dans [4] que les bruits
classiques peuvent être retrouvés dans le formalisme quantique. Certaines combinaisons de
ces bruits quantiques peuvent être interprétées comme une variable classique : une variable
Bernoulli, de Poisson ou autres.
Ce schéma d’interactions répétées est au centre de plusieurs travaux s’intéressant à
des problématiques diverses, citons par exemple [22, 8, 21]. Dans la ﬁn de ce chapitre,
nous en présentons une sur la convergence de ces interactions répétées quand le temps
d’interaction h tend vers 0, traitée dans [12]. Comme dans le cas classique, l’évolution
limite sera donnée par une équation diﬀérentielle stochastique. Dans la section suivante,
nous décrivons les équations obtenues à partir de ces dynamiques particulières.
6.2 Equations diﬀérentielles stochastiques quantiques
Nous ne voulons pas ici décrire rigoureusement toute la théorie des équations diﬀérentielles
stochastiques quantiques (pour une plus grande description [10, 3]) mais juste donner les
idées principales sans rentrer dans les détails.
Nous avons vu dans la section précédente que les opérateurs unitaires importants dans
le schéma d’interactions répétées sont les Vn qui évoluent selon
Vn+1 =
∑
i,j
U ijVna
i
j(n + 1) ,
84 Interactions répétées quantiques et EDSQ
équation pouvant être réécrite de la manière suivante
Vn+1 − Vn =
∑
i,j
(U ij − δij)Vnaij(n + 1) .
Une équation diﬀérentielle stochastique quantique est par analogie une équation en temps
continu de la forme
dVt =
∑
i,j
LijVtda
i
j(t) .
Comme expliqué précédemment, nous n’allons pas donner un sens mathématique aux
daij(t), ni même à l’espace sur lequel ils agissent, mais juste en présenter quelques intuitions.
La première étape est de décrire l’environnement continu. Dans le schéma d’interactions
répétées, l’environnement est représenté par le produit tensoriel dénombrable
TΦ =
⊗
n∈N∗
Kn .
Une extension continue serait dans ce cas un produit tensoriel sur R+,⊗
t∈R+
Kt ,
où les Kt = K = CN+1 par la suite. Cependant, ce produit non dénombrable n’a pas de
sens mathématique. Pour cette raison, l’idée est de trouver un espace qui joue le rôle de
ce produit non dénombrable : l’espace de Fock Φ = Γ(L2(R+,K)). Nous n’allons pas le
décrire mais il faut garder à l’esprit que cet espace peut être vu comme ⊗t∈R+ Kt. Sur cet
espace, il existe une base continue d’opérateurs {daij(t) |i, j = 0, . . . , N, t ∈ R+} telle que
pour tout t de R+, l’opérateur daij(t) agit sur Kt de la même manière que les aij(n) sur
chaque Kn et l’identité sur les autres copies. Dans cette base, un élément est particulier,
da00(t) qui est l’élément habituel « dt ».
Une fois cet environnement continu trouvé, comme dans le cas classique, les dynamiques
discrètes et continues n’agissent pas sur les mêmes espaces. Il faut donc essayer d’injecter en
particulier l’espace TΦ dans l’espace Φ. Ceci peut être réalisé en « découpant » le produit
tensoriel continu en intervalle de longueur h. En renormalisant de manière adéquate les
bruits, une identiﬁcation naturelle entre ces espaces peut être faite.
En résumé, dans le cas d’un système ouvert (système + environnement) représenté par
H ⊗ Φ, l’équation donnant l’évolution des unitaires Vn+1 = ∑i,j U ijVnaij(n + 1) possède
son équivalent continu donné par l’équation diﬀérentielle stochastique quantique,
dVt =
N∑
i,j=0
LijVtda
i
j(t) ,
avec Lij des opérateurs bornés sur H et les opérateurs daij(t), les bruits quantiques continus.
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Comme pour le discret, les bruits classiques comme le mouvement brownien ou le
processus de Poisson peuvent être retrouvés dans ce formalisme quantique (voir [13]).
Nous nous intéressons maintenant à des questions importantes à propos de ces équa-
tions diﬀérentielles stochastiques quantiques que sont l’existence et l’unicité de la solution
ainsi que le caractère unitaire de la solution au cours du temps qui est déterminant dans la
description de l’évolution d’un système quantique. Le théorème suivant donne un critère
général qui sera suﬃsant dans la suite.
Théorème 6.2.1. Si H est un espace de Hilbert séparable et si les opérateurs Lij sont
bornés sur H alors l’équation
dVt =
N∑
i,j=0
LijVtda
i
j(t)
possède une unique solution.
De plus, si les coeﬃcients vériﬁent
L00 = −(iH +
1
2
N∑
k=1
L∗kLk)
L0j = Lj
Li0 = −
N∑
k=1
L∗kS
k
i
Lij = Sij − δijI
où H est opérateur auto-adjoint, les Li sont des opérateurs sur H et les Sij dont des
opérateurs tels que (Sij)i,j=1,...,N soit unitaire, alors la solution est une famille d’opérateurs
unitaires.
Maintenant que nous avons présenté ce cadre général des équations diﬀérentielles sto-
chastiques quantiques, nous donnons un résultat de convergence des interactions répétées
prouvé dans [12] pour un certain type d’opérateurs hamiltoniens.
Considérons le cas d’un schéma d’interactions répétées dont l’interaction entre le petit
système et une partie de l’environnement est donnée par l’hamiltonien suivant sur H ⊗ K
H = HH ⊗ I + I ⊗ HK +
N∑
i=1
Vi ⊗ a0i + V ∗i ⊗ ai0 +
N∑
i,j=1
Dij ⊗ aij
où les Vi et les Dij sont des opérateurs bornés sur H, HH et HK des opérateurs hermitiens
donnant les évolutions sans interaction des deux systèmes et où les Dij satisfont aussi les
relations D∗ij = Dji.
Ce type d’opérateurs hamiltoniens regroupe beaucoup de systèmes physiques comme
l’émission spontanée de photons que nous étudierons dans un cas particulier dans [5].
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Comme dans le cas classique, dans la limite en temps continu quand le temps d’inter-
action h tend vers 0, les bruits sur l’environnement doivent être ampliﬁés. L’hamiltonien
est alors renormalisé de la manière suivante
H = HH ⊗ I + I ⊗ HK + 1√
h
N∑
i=1
Vi ⊗ a0i + V ∗i ⊗ ai0 +
1
h
N∑
i,j=1
Dij ⊗ aij .
Ces renormalisations diﬀérentes en 1/h et 1/
√
h peuvent être interprétées comme une
renormalisation en 1/
√
h des a0j et des a
j
0. Comme nous avons la relation aij = a0jai0, ces
bruits sont donc eux multipliés par 1/h et non 1/
√
h.
Aﬁn de noter de manière concise les résultats, nous introduisons les notations suivantes.
Notons par D la matrice de taille N ×N dont les coeﬃcients sont les (Dij)i,j=1,...,N et par
V le vecteur suivant
V =
⎛⎜⎝ V1...
VN
⎞⎟⎠ .
Intéressons nous maintenant à l’évolution du système total. Celle-ci est donnée par une
interaction entre le petit système et une partie de l’environnement durant un temps h
gouvernée par l’unitaire U relatif à l’hamiltonien H, c’est-à-dire U = e−ihH .
Dans le schéma d’interactions répétées, le système total évolue selon est les unitaires
Vn satisfaisant
Vn+1 = Un+1Vn ,
avec V0 = I et Un les dilatations naturelles de U à Φ .
Dans [12], Attal et Pautrat montrent le résultat suivant donnant la limite des ces
unitaires quand h tend vers 0.
Théorème 6.2.2. La solution (Vn)n∈N∗ sur H ⊗Φ converge fortement quand h tend vers
0 vers la solution de l’équation diﬀérentielle stochastique quantique
dVt =
N∑
i,j=0
LijVtda
i
j(t)
avec
L00 = −(iK +
1
2W
∗W )
L0. = W
L.0 = −W ∗S
L.. = S − I
où
K = HH + 〈Ω , HKΩ〉I + V ∗D−2(sinD − D)V
W = D−1(e−iD − I)V
S = e−iD .
Chapitre 7
Marches obtuses réelles
Dans les chapitres précédents, nous avons présenté les bruits quantiques, les aij en temps
discret ou les daij(t) en temps continu. A plusieurs reprises, il a été mentionné que cer-
taines combinaisons de ces bruits quantiques permettaient de retrouver les bruits classiques
comme les variables de Bernoulli, les variables normales ou d’autres processus classiques.
Dans ce chapitre, nous présentons les résultats existants sur les variables obtuses réelles
et notamment ceux donnant des premiers liens entre les bruits quantiques et classiques
développés dans [6, 13] à travers certains 3-tenseurs appelés doublement symétriques.
7.1 Variable obtuse réelle
Les variables obtuses réelles sont introduites par Attal et Emery (voir [7]) dans le contexte
des martingales normales. Ce sont des variables aléatoires à support ﬁni prenant des valeurs
parmi un système particulier de vecteurs.
Déﬁnition 7.1.1. Un système obtus de RN est une famille de N + 1 vecteurs v0, . . . , vN
tels que
〈vi , vj〉 = −1
pour tout i = j.
Une variable obtuse réelle de RN est une variable aléatoire prenant ses valeurs dans
un système obtus de RN . Plus précisément, elle prend N + 1 valeurs, données par des
v0, . . . , vN formant un système obtus avec probabilité p0, . . . , pN .
Montrons maintenant que ces variables obtuses sont caractéristiques dans la théorie
des probabilités. Considérons une variable aléatoire X, prenant N + 1 valeurs non nulles
v0, . . . , vN avec probabilité p0, . . . , pN . Notons par X1, . . . , XN les coordonnées de X dans
R
N . La variable X est dite centrée si sa moyenne est nulle, c’est-à-dire
E[Xi] = 0 ,
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pour tout i, et dite réduite si sa matrice de covariance est I, c’est-à-dire
cov(Xi, Xj) = E[Xi Xj ] − E[Xi]E[Xj ] = δi,j ,
pour tout i, j = 1, . . . N .
Cette variable aléatoire X peut être réalisée sur son espace canonique (Ω,F ,P) où
Ω = {0, . . . , N}, F est la σ-algèbre des parties de Ω et la mesure P est donnée par
P ({i}) = pi. Sur cet espace, la variable X est déﬁnie par X(i) = vi. Si nous notons les
coordonnées de vi par vki pour tout k = 1, . . . , N , nous avons alors Xk(i) = vki .
Pour un vecteur v de RN , nous déﬁnissons le vecteur v̂ de RN+1 par
v̂ =
(
1
v
)
.
Remarquons que cette injection de RN dans RN+1 envoie un système obtus sur un système
orthogonal.
Déﬁnissons aussi la variable déterministe X0 sur (Ω,F ,P) toujours égale à 1 et la
variable X˜i par
X˜i(j) = √pj Xi(j)
pour tout i = 0, . . . , N et tout j ∈ Ω qui est une renormalisation de la variable Xi. Nous
avons alors le résultat suivant.
Proposition 7.1.2. Les assertions suivantes sont équivalentes :
1) X est centrée et réduite.
2)La matrice
(
X˜i(j)
)
i,j
de taille (N + 1) × (N + 1) est orthogonale.
3)La matrice
(√
pi v̂
j
i
)
i,j
de taille (N + 1) × (N + 1) est orthogonale.
4) La famille {v0, . . . , vN} est un système obtus et
pi =
1
1 + ‖vi‖2 ,
pour tout i de Ω.
Ce résultat montre qu’une variable centrée et réduite de RN prenant N + 1 valeurs à
ses valeurs dans un système obtus. De plus, les probabilités sont directement reliées aux
vecteurs de cet ensemble.
7.2 Lien avec les 3-tenseurs doublement symétriques
Nous relions maintenant les variables obtuses réelles à des 3-tenseurs qui possèdent cer-
taines symétries.
Déﬁnition 7.2.1. Un 3-tenseur réel est une collection (T ijk )ijk de coeﬃcients réels indexés
par 3 indices.
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Remarquons qu’une famille de coeﬃcients (T ijk )i,j,k=1,...,N peut être vue comme une
application de RN dans MN (R) de la manière suivante
(T (x))ij =
N∑
k=1
T ijk x
k ,
mais aussi comme une application de RN × RN × RN dans R par
T (x, y, z) =
N∑
i,j,k=1
T ijk x
iyjzk .
Associons un 3-tenseur à une variable obtuse de la manière suivante. Commençons par
remarquer que la famille {X0, . . . , XN} forme une base de L2(Ω,F ,P) (proposition pré-
cédente). Donc comme, pour tout i, j, le produit XiXj appartient aussi à L2(Ω,F ,P), il
peut être décomposé sur la base. Il existe donc des coeﬃcients réels (T ijk )ijk tels que
XiXj =
N∑
k=0
T ijk X
k .
La famille de tous ces coeﬃcients forment un 3-tenseur (T ijk )ijk lié à la variable X. Remar-
quons qu’à partir d’une variable de RN , nous avons déﬁni un 3-tenseur dont les indices
vont de 0 à N . Par déﬁnition de ce 3-tenseur, certaines symétries sur les indices peuvent
être déduites.
Proposition 7.2.2. Si X est une variable obtuse réelle, alors le 3-tenseur associé à X
possède les propriétés suivantes :
• T ij0 = δij
• (i, j, k) → T ijk est symétrique
• (i, j, l,m) → ∑k T ijk T lmk est symétrique
Un 3-tenseur satisfaisant ces symétries est appelé doublement symétrique.
Ainsi, à partir d’une variable obtuse, nous avons un 3-tenseur doublement symétrique.
En réalité, nous avons un peu plus, il existe une bijection entre les 3-tenseurs doublement
symétriques et les systèmes obtus.
Théorème 7.2.3.
Les formules
S =
{
v ∈ RN ; T (v̂) = |v̂〉〈v̂|
}
,
et
T (x) =
∑
v∈S
1
1 + ‖v‖2 〈v̂ , x〉 |v̂〉〈v̂| ,
établissent une bijection entre l’ensemble des 3-tenseurs doublement symétriques et l’en-
semble des systèmes obtus.
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Ce résultat a été démontré en premier par Attal et Emery dans [7]. Disons juste
quelques mots à propos de la preuve. L’écriture du 3-tenseur à partir du système obtus
est rapide en revenant à la déﬁnition du 3-tenseur. Par contre, l’association d’un système
obtus à partir d’un 3-tenseur doublement symétrique est un peu plus compliquée. A cette
ﬁn, considérons la famille des matrices
{(T ijk )ik | j = 0, . . . , N} .
Grâce aux symétries du 3-tenseur, cet ensemble est une famille de matrices symétriques
réelles qui commutent 2 à 2. La diagonalisation simultanée de ces matrices permet alors
d’obtenir une famille de vecteurs orthonormaux relatifs à un système obtus. Nous verrons
dans [4] qu’à ce point l’extension aux complexes est beaucoup plus diﬃcile.
7.3 Lien avec certaines actions quantiques
Justiﬁons maintenant l’introduction de ces 3-tenseurs doublement symétriques en mon-
trant comment ils apparaissent naturellement dans le monde quantique.
Considérons les pas d’une marche aléatoire X(k) indépendants et identiquement dis-
tribués de loi donnée par une variable obtuse réelle sur l’espace (ΩN,F⊗N,P⊗N).
Montrons qu’il existe un isomorphisme naturel entre L2(ΩN,F⊗N,P⊗N) et l’espace TΦ
des interactions répétées. Rappelons que sur TΦ, nous avons déﬁni la base
{XA;A ∈ PN∗×{1,...,N}} ,
où PN∗×{1,...,N} est l’ensemble des parties ﬁnies de N∗ × {1, . . . , N} et l’élément XA avec
A = {(n1, i1), . . . , (nk, ik)} est
Ω ⊗ . . . ⊗ Ω ⊗ ei1 ⊗ Ω ⊗ . . . ⊗ Ω ⊗ ei2 ⊗ . . . .
Sur L2(ΩN,F⊗N,P⊗N), pour toute partie A de PN∗×{1,...,N}, nous déﬁnissons la variable
aléatoire
YA =
∏
(k,i)∈A
Xi(k) ,
avec par convention X∅ = 1. L’ensemble {YA;A ∈ PN∗×{1,...,N}} forme une base or-
thonormée de L2(ΩN,F⊗N,P⊗N). De cette manière, un isomorphisme naturel F entre
L2(ΩN,F⊗N,P⊗N) et TΦ est déﬁni envoyant canoniquement une base sur l’autre.
Maintenant, nous avons le théorème suivant prouvé dans [13] par Attal et Pautrat.
Théorème 7.3.1. Soient X une variable obtuse réelle, (X(k))k∈N∗ et T respectivement
les pas d’une marche aléatoire et le 3-tenseur doublement symétrique associés à X.
Alors, pour tout k de N∗ et tout i de {1, . . . , N}, l’opérateur de multiplication MXi(k)
a pour image par l’isomorphisme F l’opérateur
FMXi(k)F ∗ = a0i (k) + ai0(k) +
N∑
j,l=1
T jli a
j
l (k) .
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De manière générale, une variable aléatoire classique est injectée dans le monde quan-
tique via son opérateur de multiplication sur un espace L2 car cela permet notamment de
retrouver avec elle toutes ses propriétés probabilistes. Ce qui est intéressant ici, c’est que
nous pouvons identiﬁer certains bruits quantiques (combinaisons des opérateurs aij) qui en
réalité représentent un bruit classique. Cette caractérisation se fait à partir de la décom-
position de l’opérateur de multiplication sur la base des aij(k) qui déﬁni un 3-tenseur. Ce
théorème nous dit que si un opérateur donne un 3-tenseur doublement symétrique, alors
il s’agit d’un opérateur de multiplication par une variable obtuse et représente donc un
bruit classique.
Exemple 7.3.2. Donnons l’exemple d’une marche de Bernoulli de paramètre p et q = 1−p.
L’opérateur associé est
a01 + a10 +
q − p√
qp
a11 .
La limite en temps continu de ces opérateurs a été en partie étudiée par Attal et Pautrat
dans [13] où nous retrouvons des processus markoviens classiques, comme le mouvement
brownien représenté par exemple par a01(t) + a10(t) ou le processus de Poisson compensé
a01(t) + a10(t) + a11(t). En dimension supérieure, des processus plus exotiques peuvent ap-
paraître comme des mouvements browniens sur certaines composantes et des processus de
Poisson sur d’autres.

Chapitre 8
Aperçu des résultats
Nous présentons dans ce chapitre les résultats obtenus sur les systèmes ouverts quantiques.
Ces travaux, en collaboration avec Attal et Pellegrini, ont abouti aux articles [4, 5] des
chapitres 9 et 10.
Le premier travail concerne l’étude de certaines actions classiques d’un environnement
quantique sur un système quantique. Nous montrons une forte connexion avec les marches
obtuses complexes et les 3-tenseurs doublement symétriques complexes.
Dans le second article, la limite en temps continu d’interactions répétées pour un
système biparti montre principalement l’apparition d’une interaction explicite entre deux
sous-systèmes qui au départ n’interagissent pas.
8.1 Article 2 : Actions classiques de systèmes quantiques et
marches aléatoires obtuses complexes
Dans le chapitre précédent, nous avons montré que certaines associations de bruits quan-
tiques représentent un bruit classique sur le système. La question qui nous intéresse dans
ce travail est la suivante : quelles actions d’un environnement quantique sur un système
quantique aboutissent à un bruit classique ?
Dans cet article, nous étudions des actions quantiques d’un environnement K sur un
système quantique H dont l’interaction est de la forme
U =
N∑
i=0
Ui ⊗ |fi〉〈fi| ,
avec Ui des opérateurs unitaires sur H et la famille des (fi)i=0,...,N forme une base otho-
normée de K. Ces opérateurs unitaires semblent être caractéristiques des actions classiques
d’un environnement quantique sur un système quantique.
Regardons l’action de ce type d’unitaire sur le système. Considérons un état ρ du petit
système et un état ω de l’environnement. Après l’interaction, l’état du petit système est
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donné par
L(ρ) = TrK (U(ρ ⊗ ω)U∗) =
∑
i
〈fi|ω |fi〉Ui ρU∗i .
Remarquons que cet état est exactement celui obtenu après l’action d’un opérateur unitaire
aléatoire sur H prenant les valeurs Ui avec les probabilités 〈fi|ω |fi〉. Pour cette raison,
ces opérateurs sont appelés unitaires classiques. Dans la suite, nous montrons qu’ils sont
directement liés à une extension complexe des variables obtuses.
8.1.1 Variables obtuses complexes
Présentons la généralisation des résultats du chapitre précédent aux complexes. Nous ver-
rons que cette extension n’est pas aussi évidente qu’elle pourrait sembler être.
Déﬁnition 8.1.1. Un système obtus de CN est une famille de N + 1 vecteurs v0, . . . , vN
tels que
〈vi , vj〉 = −1
pour tout i = j.
Comme dans le cas réel, nous montrons qu’une variable aléatoire centrée réduite pre-
nant N + 1 valeurs non nulles dans CN , c’est-à-dire
E[Xi] = 0
et
cov(Xi, Xj) = E[Xi Xj ] − E[Xi]E[Xj ] = δi,j ,
pour tout i, j = 1, . . . N , prend ses valeurs obligatoirement dans un système obtus avec les
probabilités données par 1/(1+‖vi‖2). Ces probabilités forment en réalité une loi naturelle
associée à un système obtus. Nous montrons inversement qu’à une transformation unitaire
près, il y a unicité de la variable obtuse liée à des probabilités ﬁxées.
De plus, une certaine « minimalité » de ces variables aléatoires est mise en valeur ;
minimalité au sens où toute variable centrée réduite (si ce n’est pas le cas une transforma-
tion aﬃne permet de se ramener à une variable centrée réduite) à support ﬁni peut être
vue comme l’image par une isométrie partielle d’une variable obtuse complexe comme le
montre le théorème suivant.
Théorème 8.1.2. Soit X une variable centrée réduite de Cd, prenant n valeurs diﬀérentes
v1, . . . , vn, avec probabilité p1, . . . , pn.
Alors, nous avons
n ≥ d + 1 .
De plus, si Y est une variable obtuse de Cn−1 associée aux probabilités p1, . . . , pn, il existe
une isométrie partielle A de Cn−1 dans Cd telle que
X = AY .
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8.1.2 Lien avec les 3-tenseurs doublement symétriques complexes
De la même manière que dans le cas réel, un 3-tenseur est associé à une variable obtuse
complexe. Ce 3-tenseur possède certaines propriétés de symétries sur les indices.
Proposition 8.1.3. Si X est une variable obtuse complexe, alors le 3-tenseur associé à
X possède les propriétés suivantes : pour tout i, j, k et l
• T ij0 = δij
• T ijk = T kji
• ∑Nm=0 T ijm Tmkl = ∑Nm=0 T kjm Tmil ,
• ∑Nm=0 T ijm T kml = ∑Nm=0 T kjm T iml .
Un 3-tenseur satisfaisant ces symétries est appelé doublement symétrique complexe.
Notons le moins grand nombre de symétries entre indices que dans le cas réel. Ceci est la
principale diﬃculté du passage des réels aux complexes. Nous pouvons particulièrement
remarquer dans la deuxième propriété que les coeﬃcients ne sont pas symétriques en tous
les indices mais uniquement en i et k. C’est exactement la commutation de l’indice j avec
les autres qui caractérise les 3-tenseurs doublement symétriques réels et donc les variables
obtuses réelles. Plus précisément, si nous considérons une variable obtuse complexe dont
le 3-tenseur possède la commutation des indices i et j en plus, alors la variable est réelle.
La caractérisation des variables obtuses réelles ne réside donc pas dans le caractère réel
des coeﬃcients, car il existe des variables obtuses complexes dont le 3-tenseur associé a
tous ses coeﬃcients réels.
Nous montrons aussi dans ce travail que, si nous retirons la première propriété qui
n’est due qu’au fait que la première coordonnée X0 soit toujours égale à 1, les trois autres
propriétés sont exactement les propriétés nécessaires et suﬃsantes pour qu’un 3-tenseur
soit diagonalisable dans une base orthonormée. Ces propriétés sont les équivalents à trois
indices du fait d’être normale pour une matrice (un 2-tenseur). En eﬀet, nous savons qu’être
normale pour une matrice est équivalent à être diagonalisable dans une base orthonormée.
Cette propriété est à la base du théorème suivant donnant la bijection entre les systèmes
obtus et les 3-tenseurs doublement symétriques.
Théorème 8.1.4. L’ensemble des 3-tenseurs doublement symétriques est en bijection avec
l’ensemble des systèmes obtus complexes.
Pour la preuve de ce théorème, la grande diﬃculté dans le cas complexe est de trouver
le système obtus associé à un 3-tenseur doublement symétrique donné. Rappelons que
dans le cas réel, nous nous servons du fait que la famille
{(T ijk )ik | j = 0, . . . , N}
est une famille commutante de matrices symétriques réelles et donc diagonalisable simulta-
nément. Dans le cas complexe, cette famille n’est plus commutante et surtout les matrices
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sont symétriques complexes (et pas hermitiennes) donc pas nécessairement diagonalisables.
Pour contourner ce problème, nous utilisons le résultat de factorisation suivant applicable
pour cette famille de matrices.
Théorème 8.1.5 (Factorisation simultanée de Takagi). Soit F = {Ai ; i ∈ J } une famille
de matrices symétriques complexes dans Mn(C). Soit G =
{
Ai Aj ; i, j ∈ J
}
. Il existe une
matrice unitaire telle que, pour tout i, la matrice UAiUT soit diagonale si et seulement si
la famille G est commutante.
A partir de cette matrice unitaire U , la base orthonormée diagonalisant le 3-tenseur,
et donc le système obtus, est obtenue.
Maintenant, une question naturelle se pose. Si nous avons en réalité un 3-tenseur
doublement symétrique réel (sans l’avoir encore remarqué), nous faisons une factorisation
de Takagi simultanée aﬁn d’obtenir un système obtus. Même si les matrices sont réelles,
cette factorisation donne des matrices diagonales complexes et une matrice unitaire. Une
question est alors : peut-on retrouver, à partir de la factorisation Takagi, la diagonalisation
simultantée ? Ce point n’étant pas traité dans l’article [4], nous le développons en détail
ici.
Proposition 8.1.6. Considérons une famille de matrices réelles symétriques {Ai} dont la
factorisation simultanée de Takagi donne une matrice unitaire U et des matrices diagonales
Di telles que
Ai = UDiU
−1
.
Alors, à partir de cette décomposition, nous retrouvons la diagonalisation simultanée des
Ai, c’est-à-dire une matrice orthogonale O et des matrices diagonales réelles D˜i telles que
Ai = OD˜iO−1 .
Démonstration. Rappelons, tout d’abord, que les matrices diagonales Di dans la factori-
sation de Takagi ne sont pas nécessairement réelles. Néanmoins, en multipliant la matrice
U par une matrice diagonale composée de phases appropriées, nous pouvons supposer que
la matrice D1 est positive réelle. Notons que ceci n’aﬀecte pas la factorisation simultanée
de Takagi. Uniquement les coeﬃcients de U et des Di sont modiﬁés, tout en gardant le
caractère unitaire ou diagonal des matrices. A cette étape, les matrices Di pour i ≥ 2
peuvent être complexes.
Concentrons nous sur la matrice A1. Soit λ une valeur propre réelle de D1 et u = a+ ib
un vecteur associé de U . La factorisation de Takagi nous donne
A1u = λu .
Le scalaire λ étant réel, nous avons Aa = λa et Ab = −λb. Les vecteurs a et b sont des
vecteurs propres de A1 pour les valeurs propres λ et −λ.
Maintenant, nous obtenons trois cas. Premièrement, supposons que si μ est une valeur
propre de A1 alors −μ ne l’est pas (en particulier 0 ne l’est pas). Alors la matrice U est faite
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de vecteur de la forme a ou ib, avec a et b réels. Plus précisément, un vecteur est de la forme
a si la valeur propre est positive et ib si la valeur propre est négative. Considérant la matrice
O composée des vecteurs a et b, nous obtenons une matrice orthogonale diagonalisant la
matrice A1. Nous passons alors de U à O en multipliant U par une matrice diagonale dont
les coeﬃcients sont 1 s’il correspond à un vecteur a ou i s’il correspond à un vecteur de la
forme ib. En notant D cette matrice diagonale, nous avons pour les autres matrices Ai,
Ai = UDiU
−1 = ODDiD
−1
O−1 .
Comme les Ai et O sont réelles, alors les matrices DDiD
−1 composées des valeurs propres
des Ai le sont aussi. Le résultat s’en suit.
Considérons maintenant le cas où λ et −λ sont des valeurs propres de A1 mais λ = 0.
Dans ce cas, nous avons simultanément a = 0 et b = 0. A partir de l’orthogonalité des
vecteurs propres associés à des valeurs propres diﬀérentes pour une matrice symétrique
réelle, nous avons 〈a, b〉 = 0. Ainsi en considérant (A1)2 = A1A∗1 = UD21U∗, nous obtenons
Ker(A1 − λI) ⊕ Ker(A1 + λI) = Ker((A1)2 − λ2I) = Span{ai} ⊕ Span{bi} ,
où les sommes directes sont orthogonales. En particulier, les parties réelles et imaginaires
des vecteurs de U donnent les vecteurs propres de A1. Prenons maintenant un vecteur
a + ib de A2, avec a = 0 et b = 0, tel que A1(a − ib) = λ(a + ib), A2(a − ib) = μ(a + ib)
où 〈a, b〉 = 0 et μ complexe. Ensuite, nous avons
A2a = Re(μ)a − Im(μ)b et A2b = −Re(μ)b − Im(μ)a.
Comme A2 commute avec A1, nous avons A2a ∈ Span{ai}. Donc, nous obtenons aussi
〈A2b, b〉 = 0 car 〈Span{ai}, b〉 = 0. Par conséquent, cela nous donne
A2a = Re(μ)a et A2b = −Re(μ)b
et μ réel. Il apparaît alors que les {ai} et les {bi} sont des vecteurs propres de A2, et avec
la même preuve pour les autres Ai. En distinguant après les diﬀérentes valeurs propres de
A2, nous pouvons décomposer chaque Span{ai} de la manière suivante,
Span{ai} =
⊕
Span{aij} ,
où les sommes sont directes. La conséquence est que chaque partie de la somme directe
précédente correspond à une seule valeur propre de A1 et de A2.
Par induction, nous trouvons une décomposition similaire
Span{ai} =
⊕
Span{aij}
telle que Span{aij} correspond à une seule valeur propre pour chaque Ai. De la même
manière, nous avons aussi une décomposition
Span{bi} =
⊕
Span{bij}
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avec la même propriété.
Maintenant sur chaque Span{aij} ou Span{bij}, nous pouvons extraire une famille
orthogonale diagonalisant chaque Ai. Le résultat s’en suit.
Le dernier cas est le cas où 0 est valeur propre de A1. Dans ce cas, nous avons,
Ker(A1) = Span{ai, bi} .
Comme Ker(A1) est stable par A2,
Ker(A1) = (Ker(A2) ∩ Ker(A1)) ⊕ E
où l’espace E regroupe les sous-espaces de valeurs propres non-nulles pour A2 mais 0
pour A1. Comme décrit précédemment, l’espace E est une somme directe de Span{ai} et
Span{bi}. Nous obtenons alors la décomposition
Ker(A1) = (Ker(A2) ∩ Ker(A1)) ⊕
⊕
Span{ai} ⊕
⊕
Span{bi} .
Par induction, en appliquant la même procédure pour les autres matrices Ai, nous avons
Ker(A1) = Span{a0i , b0i } ⊕
⊕
Span{aij} ⊕
⊕
Span{bij},
où l’espace Span{a0i , b0i } est le sous-espace commun à tous les Ai pour la valeur propre 0.
A partir de cette décomposition, nous pouvons extraire une famille orthogonale qui
diagonalise les matrices Ai.
Nous avons donc étendu aux complexes, les 3-tenseurs doublement symétriques associés
aux variables obtuses complexes.
8.1.3 Unitaires classiques et marches obtuses complexes
Comme dans le cas réel, à partir de l’isomorphisme F entre l’espace L2(ΩN,F⊗N,P⊗N),
associé à une marche obtuse indépendante et identiquement distribuée, et l’espace TΦ,
nous avons le théorème suivant sur l’opérateur de multiplication par les pas d’une marche
obtuse.
Théorème 8.1.7. Soient X une variable obtuse complexe, (X(p))p∈N∗ et T , respective-
ment les pas d’une marche obtuse et le 3-tenseur doublement symétrique associés à X.
Alors, pour tout p de N et tout i de {1, . . . , N}, l’opérateur de multiplication MXi(p)
a pour image par l’isomorphisme F l’opérateur
F MXi(p) F ∗ =
N∑
j,k=0
T ijk a
j
k(p) .
Le principal but de l’extension au complexe des marches obtuses réside dans le théo-
rème suivant donnant la décomposition d’un opérateur unitaire classique en terme d’opé-
rateur de multiplication par une variable obtuse complexe.
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Théorème 8.1.8. Soit U = ∑N+1i=1 Ui ⊗ |φi〉〈φi| un opérateur unitaire sur H ⊗ CN+1
agissant classiquement sur H. Supposons que 〈φi , e0〉 = 0 pour tout i. Alors il existe une
variable obtuse sur CN , telle que
(8.1.1) U = A ⊗ I +
N∑
i=1
Bi ⊗ F MXi F ∗
pour certains opérateurs A,B1, . . . , BN sur H.
Plus précisément, la variable obtuse X est celle associée à la distribution de probabilité
{|〈e0 , φi〉|2 , i = 1, . . . , N + 1} et aux valeurs
vji =
〈ej , φi〉
〈e0 , φi〉
pour i = 1, . . . , N + 1, j = 1, . . . , N . Les opérateurs A et Bi sont donnés par
A =
N∑
i=0
piUi
et
Bi =
N∑
j=0
pjvijUj .
Finalement, nous avons montré qu’une action quantique donnée par un unitaire clas-
sique peut être décomposée comme une somme d’opérateurs de multiplication par une
variable obtuse complexe.
8.2 Article 3 : Limite du continu pour un système biparti
Dans ce travail, nous étudions la limite du continu d’interactions répétées dans le cas
d’un petit système biparti aﬁn d’étudier certaines propriétés d’intrication provoquées par
l’environnement.
Le petit système est composé de deux parties distinctes A et B. Il est donc repré-
senté par un espace de Hilbert HS = HAS ⊗ HBS . De plus, nous supposons que les deux
sous-systèmes A et B n’interagissent pas entre eux. Ce petit système interagit avec son
environnement suivant le schéma d’interactions répétées. Cependant, contrairement au
schéma habituel, nous faisons une hypothèse supplémentaire. Chaque partie de l’envi-
ronnement interagit avec le sous-système A pendant un temps h, puis l’interaction est
arrêtée. Ensuite, cette partie interagit avec le sous-système B pendant aussi un temps h
pour après ne plus intervenir. Le schéma habituel aurait été, une seule interaction entre le
petit système complet et la partie de l’environnement. Mathématiquement, l’interaction
entre le sous-système A et une pièce de l’environnement est donnée par l’hamiltonien sur
HAS ⊗ HBS ⊗ H
HAtot = HA ⊗ I ⊗ I + I ⊗ I ⊗ HR + HAI ,
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tandis que celui entre le sous-système B et l’environnement est
HBtot = I ⊗ HB ⊗ I + I ⊗ I ⊗ HR + HBI ,
avec
HAI =
N∑
j=1
Vj ⊗ I ⊗ a0j + V ∗j ⊗ I ⊗ aj0 ,
et
HBI =
N∑
j=1
I ⊗ Wj ⊗ a0j + I ⊗ W ∗j ⊗ aj0 ,
où les Vj sont des opérateurs sur HAS et les Wj sur HBS . Notons que HAI agit uniquement
de manière non triviale sur HAS et H, et HBI sur HBS et H.
Dans notre cas, nous choisissons une hamiltonien de l’environnement de la forme
HR =
N∑
j=0
γj a
j
j =
N∑
j=0
γj a
0
ja
j
0 ,
où les γj sont les valeurs propres de HR.
Chaque hamiltonien HAtot ou HBtot induit une évolution unitaire donnée par
UA = e−ihHAtot
UB = e−ihHBtot .
Comme le sous-système A interagit en premier, suivi du sous-système B, l’unitaire donnant
l’interaction entre le système et une partie de l’environnement est donc
U = UBUA .
Notons que, habituellement, la dynamique serait la suivante. L’hamiltonien serait de la
forme
H˜tot = HA ⊗ I ⊗ I + I ⊗ HB ⊗ I + I ⊗ I ⊗ HR + H˜I ,
avec H˜I donnant l’interaction entre HS et H, et donc un unitaire
U˜ = ei2τH˜tot .
La principale diﬀérence est dans l’interaction où la non commutation a priori de HAI et
HBI empêche de pouvoir mettre directement U sous la même forme que U˜ .
Nous pouvons maintenant étudier de la même manière qu’habituellement dans un
schéma d’interactions répétées, l’évolution du système sur HAS ⊗ HBS
⊗
k H gouvernée par
la suite (Vn)n∈N∗ déﬁnie par
Vn = UnUn−1 . . . U1 ,
où Un sont les dilatations de l’unitaire U sur l’espace HAS ⊗ HBS
⊗
k H.
Nous obtenons alors l’évolution limite suivante quand le temps d’interaction h tend
vers 0.
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Théorème 8.2.1. Quand h tend vers 0, la dynamique continue converge fortement vers
l’évolution unitaire, solution de l’équation diﬀérentielle stochastique quantique
dUt =
⎡⎣−i(HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I) − 12 ∑
j
V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j
⎤⎦Utdt
− i
N∑
i=1
(Vj ⊗ I + I ⊗ Wj)Utda0j (t) + (V ∗j ⊗ I + I ⊗ W ∗j )Utdaj0(t) .
Remarquons que l’évolution limite peut être aussi mise sous la forme
dUt = L00Utdt +
N∑
j=1
Li0da
i
0(t) + L0i da0i (t) ,
avec, pour Sj = Vj ⊗ I + I ⊗ Wj , les coeﬃcients suivants
L00 = −i
⎛⎝HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I + i12 ∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
⎞⎠− 12 ∑
j
S∗j Sj ,
Lj0 = −iSj , L0j = −iS∗j ,
Notons l’apparition du terme
1/2
∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
montrant une action eﬀective de A sur B alors que le modèle discret n’en posséde pas.
Ceci étant dû au fait que l’état de la particule de l’environnement qui vient d’agir avec le
sous-système A garde une trace de cette interaction qui inﬂuence alors l’état de B.
Dans ce travail, nous présentons quelques exemples comme le cas de l’émission sponta-
née pour un état pur ou thermique sur l’environnement. Nous montrons aussi dans un cas
particulier le retour à l’équilibre de ces systèmes, c’est-à-dire la convergence faible asymp-
totique pour tout état initial vers un état invariant en utilisant des résultats de Fagnola
et Rebolledo ([27]).
Nous étudions aussi dans le cas de l’émission spontanée l’évolution de l’intrication de
formation entre les deux sous-systèmes en utilisant des résultats de Vogelsberger dévelop-
pés pendant sa thèse [44]. Nous obtenons une évolution caractéristique (représentée sur la
ﬁgure suivante), croissante jusqu’à un certain point avant de décroître vers 0.
Figure 8.1 – Intrication de formation
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Classical Action of Quantum Baths and Complex Obtuse
Random Variables
Stéphane ATTAL, Julien DESCHAMPS, Clément PELLEGRINI
Abstract
We consider the model of a quantum environment acting on a quantum system HS
via repeated quantum interactions, as deﬁned in [12]. We characterize those actions of
the environment which are classical, that is, where the environment acts as a classical
noise. We show that this situation is intimately related to a notion of complex obtuse
random variables, which extend real obtuse random variables as deﬁned in [7]. We explore
the structure of complex obtuse random variables and show that they are characterized
by a 3-tensor which admits certain symmetries. We show that these symmetries are the
exact 3-tensor analogue of the normal character for 2-tensors (i.e. matrices), that is,
a necessary and suﬃcient condition for being diagonalizable in some orthonormal basis.
This associated 3-tensor is the central object for writing the multiplication operator by
these random variables. We obtain a representation of the classical unitary actions of the
environment in terms of complex obtuse random variables. This allows to describe the
interaction with the environment as an explicit random walk in the unitary group U(HS).
We give explicit Hamiltonians which give rise to such classical evolutions. We discuss the
passage to the continuous-time limit for some cases.
9.1 Introduction
Repeated quantum interaction models are physical models introduced and developed in
[12] which consist in describing the Hamiltonian dynamics of a quantum system undergoing
a sequence of interactions with an environment made of a chain of identical systems.
These models were developed for they furnish toy models for quantum dissipative systems.
They are at the same time Hamiltonian and Markovian. They spontaneously give rise to
quantum stochastic diﬀerential equations in the continuous time limit. It has been proved
in [21] and [22] that they constitute a good toy model for a quantum heat bath in some
situations and that they can also give an account of the diﬀusive behavior of an electron in
an electric ﬁeld, when coupled to a heat bath. When adding to each step of the dynamics
a measurement of the piece of the environment which has just interacted, we recover all
the discrete-time quantum trajectories for quantum systems ([39], [40], [41]). Physically
this model corresponds exactly to physical experiments such as the ones performed by S.
Haroche et al on the quantum trajectories of a photon in a cavity ([30], [31]).
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The discrete-time dynamics of these repeated interaction systems, as well as their
continuous-time limit, give rise to time evolutions driven by quantum noises coming from
the environment. These quantum noises emerging from the environment describe all the
possible actions inside the environment (excitation, return to ground state, jumps in be-
tween two energy levels, ...). It is a remarkable fact that these quantum noises can also be
combined together in order to give rise to classical noises. That is, in discrete-time they
can give rise to any random walk; in continuous-time, they give rise to two cornerstones
of stochastic processes: Brownian motion and Poisson processes.
Our aim here is to characterize, among all the possible evolutions driven by repeated
quantum interactions, those who are driven by a classical noise. This characterization
is carried by the form of the basic unitary interaction in between the small system and
one piece of the environment. In this article we concentrate on a large class of those
classical unitary actions of the environment. We show that they are intimately related
to a particular algebraical structure: 3-tensors on CN that can be diagonalized in some
orthonormal basis, that is, the 3-tensor analogue of normal matrices for the 2-tensors.
We show that these diagonalizable 3-tensors are naturally associated to particular
random variables on CN : the obtuse random variables. They are a kind of basis for all the
random variables in CN , in a sense that we shall make precise in this article.
These particular random variables which appear as associated to the classical unitary
actions of the environment are those who drive this classical action.
This article is constructed as follows. In Section 10.2 we present the mathematical
setup associated to repeated quantum interactions. Section 10.3 is devoted to character-
izing those unitary operators on bipartite systems which act classically on one of the two
systems. We deﬁne there the class of unitary operators on which we will concentrate, for
we are not able to characterize all the classical unitary actions.
In Section 10.4 we introduce the notions of obtuse systems, of obtuse random variables
and their associated 3-tensors. We establish the important symmetries shared by these
tensors and we show our main result: these symmetries are the necessary and suﬃcient
conditions for the 3-tensor to be diagonalizable in some orthonormal basis.
Coming back to classical unitary actions, in Section 10.5, we show that the diagonal-
ization of 3-tensors gives an explicit representation of the repeated quantum interaction
dynamics in terms of obtuse random walks. This representation gives an explicit descrip-
tion of the evolution of the small system as a random walk on its unitary group.
We end in Section 10.6 and 10.7 with a few examples, where we can show up explicit
Hamiltonians which give rise to such classical dynamics and also where we can compute
their continuous-time limit.
9.2 Repeated Quantum Interactions
Let us describe precisely the physical and the mathematical setup of these models.
We consider a reference quantum system with state space HS , which we shall call
the small system (even if it is inﬁnite dimensional!). Another system HE , called the
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environment is made up of a chain of identical copies of a quantum system K, that is,
HE =
⊗
n∈N∗
K
where the countable tensor product is understood in a sense that we shall make precise
later.
The dynamics in between HS and HE is obtained as follows. The small system HS
interacts with the ﬁrst copy K of the chain during an interval [0, h] of time and following
some Hamiltonian Htot on HS ⊗K. That is, the two systems evolve together following the
unitary operator
U = e−ihHtot .
After this ﬁrst interaction, the small system HS stops interacting with the ﬁrst copy and
starts an interaction with the second copy which was left unchanged until then. This
second interaction follows the same unitary operator U . And so on, the small system H0
interacts repeatedly with the elements of the chain one after the other, following the same
unitary evolution U . Note that with our assumptions, the unitary operator U can be any
unitary operator on HS ⊗ K.
Let us now give a mathematical setup to this repeated quantum interaction model.
Let HS be a separable Hilbert space and K be a ﬁnite dimensional Hilbert space. We
choose a ﬁxed orthonormal basis of K of the form {Xi; i ∈ N ∪{0}} where N = {1, . . . , N},
that is, the dimension of K is N + 1 (note the particular role played by the vector X0 in
our notation). We consider the Hilbert space
TΦ =
⊗
n∈N∗
K
where this countable tensor product is understood with respect to the stabilizing sequence
(X0)n∈N∗ . This is to say that, denoting by Xin the vector corresponding to Xi in the n-th
copy of K, an orthonormal basis of TΦ is made of the vectors
Xσ =
⊗
n∈N∗
Xinn
where σ = (in)n∈N∗ runs over the set P of all sequences in N ∪ {0} with only a ﬁnite
number of terms diﬀerent from 0.
Let U be a ﬁxed unitary operator on HS ⊗K. We denote by Un the natural ampliation
of U to HS ⊗ TΦ where Un acts as U on the tensor product of HS and the n-th copy of
K and U act as the identity of the other copies of K. In our physical model, the operator
Un is the unitary operator expressing the result of the n-th interaction. We also deﬁne
Vn = Un Un−1 . . . U1,
with the convention V0 = I. The operator Vn is clearly the unitary operator expressing
the transformation of the whole system after the n ﬁrst interactions.
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Deﬁne the elementary operators aij , i, j ∈ N ∪ {0} on K by
aij X
k = δi,k Xj .
We denote by aij(n) their natural ampliation to TΦ acting on the n-th copy of K only,
that is, if σ = (in)n∈N∗
aij(n)Xσ = δi,in Xσ\{in}∪{j} ,
where we denote by σ \ {in} ∪ {j} the same sequence as σ but where the n-th term in has
been replaced by j.
Clearly, U can always be written as
U =
∑
i,j∈N∪{0}
U ij ⊗ aij
for some bounded operators U ij on HS . The unitarity of U is then equivalent to the
relations ∑
k∈N∪{0}
(Uki )∗ Ukj =
∑
k∈N∪{0}
Ukj (Uki )∗ = δi,j I .
With this representation for U it is clear that the operator Un, representing the n-th
interaction, is given by
Un =
∑
i,j∈N∪{0}
U ij ⊗ aij(n) .
With these notations, the sequence (Vn) of unitary operators describing the n ﬁrst repeated
interactions can be represented as follows:
Vn+1 = Un+1 Vn
=
∑
i,j∈N∪{0}
U ij ⊗ aij(n + 1)Vn .
But, inductively, the operator Vn acts only on the n ﬁrst sites of the chain TΦ, whereas the
operators aij(n+1) act on the (n+1)-th site only. Hence they commute. In the following,
we shall drop the ⊗ symbols, identifying operators like aij(n + 1) with IHS ⊗ aij(n + 1),
identifying U ij with U ij ⊗ ITΦ. This gives ﬁnally
(9.2.1) Vn+1 =
∑
i,j∈N∪{0}
U ij Vn a
i
j(n + 1) .
This equation is the one which describes completely the evolution of the whole sys-
tem. One can notice its particular form, where the step between Vn and the new Vn+1
is described by a basis of all the possible transformations coming from the environment,
namely the aij(n + 1) associated to corresponding eﬀect, namely U ij , on the small system
HS .
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9.3 Classical Actions of Quantum Environments
For a moment we leave repeated quantum interaction models in order to concentrate on
those unitary operators on HS ⊗ K which correspond to a classical action of the environ-
ment, that is, an action as a random unitary operator on HS .
9.3.1 Statistical Interpretation of Density Matrices
In the quantum mechanics of open systems the states are density matrices, that is, positive,
trace-class operators, with trace equal to 1. There are two ways to understand these density
matrices, two interpretations.
First of all, the open quantum system point of view: the density matrices are what
you see from a quantum system which is coupled to some environment, the whole coupled
system being in a pure state.
Theorem 9.3.1. Let ρ be an operator on a Hilbert space H. The following assertions are
equivalent.
i) There exist a Hilbert space K and a unit vector Ψ in H⊗K such that ρ = TrK(|Ψ〉〈Ψ|) .
ii) The operator ρH is positive, trace-class and TrρH = 1 .
Density matrices can always be decomposed as
(9.3.1) ρ =
∑
n∈N
λn |en〉〈en|
for some orthonormal basis e of eigenvectors and some positive eigenvalues λn satisfying∑
n∈N λn = 1.
The density matrices represent the generalization of the notion of wave function which
is necessary to handle open quantum systems. Their decomposition under the form (9.3.1)
can be understood as a mixture of wave functions.
The second point of view, usually shared by the physicists, is that a density matrix
can be understood as a random pure state. Le us describe this interpretation and explain
why it represents the same states as density matrices.
First of all recall the two main axioms of Quantum Mechanics concerning states. The
axioms of quantum mechanics say that measuring an observable X (that is, a self-adjoint
operator), with spectral measure ξX , gives a value of the measurement in the A with
probability
Tr(ρ ξX(A)) .
After the measurement of the observable X inside the set A, the state ρ is transformed
into the state
ξX(A) ρ ξX(A)
Tr(ρ ξX(A))
.
This is the so-called “reduction of the wave packet”.
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We shall now compare these elements for density matrices with the ones we obtain
with random states.
First of all, note the following extension of the representation of density matrices.
Lemma 9.3.2. If (φi)i=1,...,n is any family of norm 1 vectors in H and if (λi)i=1,...,n are
positive reals such that ∑ni=1 λi = 1, then
ρ =
n∑
i=1
λi |φi〉〈φi|
is a density matrix.
The diﬀerence with the representation (9.3.1) lies is the fact that we do not ask the
φi’s to be two by two orthogonal. In particular there can more of them than the dimension
of the state space.
Proof. Indeed, we have, for all x ∈ H
〈x , ρ x〉 =
∑
i
λi ‖〈x , φi〉‖2 ≥ 0 ,
and
Tr(ρ) =
∑
i
λi 〈φi , φi〉 = 1 .
Now consider a random pure state |φ〉 which is equal to |φi〉 with probability λi,
i = 1, . . . , n. Note that the φi’s are all norm 1 but not necessarily orthogonal with each
other.
Proposition 9.3.3. Let |φ〉 be a random pure state which is equal to |φi〉 with probability
λi, i = 1, . . . , n. Let ρ be the density matrix
ρ =
n∑
i=1
λi |φi〉〈φi| .
Then measuring any observable X with the random pure state |φ〉 gives a measure lying
in a set A with probability
Tr(ρ ξX(A)) .
Furthermore, after the measurement of X in A, the random state |φ〉 is transformed into
another random pure state |ψ〉 whose associated density matrix is
ξX(A) ρ ξX(A)
Tr(ρ ξX(A))
.
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Proof. Let us detail what happens if we measure the observable X with the random state
|φ〉. Let us adopt a helpful notation. By “(choose φi)" we mean the event that |φ〉 is equal
to the state |φi〉. By “(measure in A)" we mean “the event of having the result of the
measure of X lying in A". Adopting obvious probabilistic notations, we know that
P(choose φi) = λi and P(measure in A | choose φi) = ‖ξX(A) |φi〉‖2 .
In particular,
P(measure in A) =
∑
i
P(measure in A, choose φi)
=
∑
i
P(measure in A | choose φi)P(choose φi)
=
∑
i
λi〈φi , ξX(A)φi〉
= Tr(ρ ξX(A)) .
Hence measuring any observable X of H with the density matrix ρ or with the random
state |φ〉 gives the same probabilities.
Let us compute the reduction of the wave packet in this case too. If we have measured
X with the random state |φ〉 we have measured X with one the state |φi〉. After having
measured the observable X with a value in A, the state of the system is one of the pure
states
ξX(A)|φi〉
‖ξX(A)|φi〉‖ .
But what is exactly the probability to obtain the above pure state? We have to compute
P(choose φi |measure in A). This is equal to
P(measure in A, choose φi)
P(measure in A) =
λi〈φi , ξX(A)φi〉
Tr(ρ ξX(A))
= λi‖ξX(A)φi‖
2
Tr(ρ ξX(A))
.
Hence, after the measurement we end with a random pure state again, which corresponds
to the density matrix∑
i
λi‖ξX(A)φi‖2
Tr(ρ ξX(A))
ξX(A)|φi〉〈φi|ξX(A)
‖ξX(A)|φi〉‖2
=
∑
i
λi
ξX(A)|φi〉〈φi|ξX(A)
Tr(ρ ξX(A))
,
that is, the density matrix
ξX(A) ρ ξX(A)
Tr(ρ ξX(A))
.
In that sense, from the physicist point of view, these two states, when measuring
observables (which is what states are meant for) give exactly the same results, the same
values, the same probabilities, the same reduction of the wave packet. Hence they describe
the same “state" of the system.
This equivalence is only physical, in the sense that whatever one wants to do physically
with these states, they give the same results. Mathematically they are clearly diﬀerent
objects: one is a positive trace 1 operator, the other one is a random pure state.
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9.3.2 Classical Unitary Interactions
We now focus on unitary interactions between two quantum systems. We are given two
quantum systems HS and K interacting with each other; their dynamics is driven by a
total Hamiltonian
Htot = HS ⊗ I + I ⊗ K + Hint .
Both systems evolve this way during a time interval of length h, so that the evolution of
the state of the system is driven by the unitary operator
U = e−ihHtot ,
which is a rather general unitary operator U on HS ⊗ K.
We are interested in the resulting action of U on HS . This action is described as
follows. Consider any given state ω on K, we compute the mapping
L(ρ) = TrK (U(ρ ⊗ ω)U∗)
on all density matrices ρ of HS . This mapping exactly expresses what we recover from
the system HS of the action of the environment K via the unitary U .
This mapping L is well-known to be a quantum channel on HS and it admits a so-
called Krauss representation, that is, there exist bounded operators Li, i ∈ I, on HS such
that ∑
i∈I
L∗iLi = I
and
L(ρ) =
∑
i∈I
Li ρL
∗
i
for all density matrix ρ.
The Krauss representation of L as above is not unique, there is a little freedom in the
way of choosing the coeﬃcients Li. This non-uniqueness is completely described by the
following theorem.
Theorem 9.3.4 (GHJW Theorem). The two Krauss representations
L(ρ) =
l∑
i=1
Li ρL
∗
i
and
K(ρ) =
k∑
i=1
Ki ρK
∗
i ,
with l ≤ k say, represent the same quantum channel if and only if there exists a unitary
matrix (uij)i,j=1,...,k such that
Ki =
k∑
j=1
uij Lj ,
where the list of the Lj’s has been completed by zeros if l < k.
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Now we start characterizing those unitary actions that we call classical. We begin with
an important remark.
Proposition 9.3.5. Let L be a quantum channel on H which admits a Krauss decompo-
sition
L(ρ) =
n∑
i=1
Li ρL
∗
i
where the Li’s are all scalar multiples of unitary operators: Li = λi Ui on H. In particular
we have
n∑
i=1
|λi|2 = 1 .
Then the action of L on the states of H is exactly the same as if one were applying a
random unitary transform to H: choosing one of the unitary actions Ui with respective
probability ‖λi‖2 .
Proof. According to the rules of Quantum Mechanics, if the unitary transform Ui is applied
to H then the state ρ of H is transformed into Ui ρU∗i . If this occurs randomly with
probability pi, respectively, then the new state of H is one of the states Ui ρU∗i with
probability pi. That is, according to the statistical interpretation of density matrices
developed above, we end with the state
n∑
i=1
pi Ui ρU
∗
i =
n∑
i=1
(√pi Ui) ρ (√pi Ui)∗ .
This gives the result.
This motivates the following deﬁnition of a classical unitary action from K onto H.
Deﬁnition 9.3.6. A unitary operator U on H ⊗ K gives rise to a classical action of K
onto H if for every state ω on K, the quantum channel
L(ρ) = TrK (U(ρ ⊗ ω)U∗)
on H admits a Krauss decomposition made of multiples of unitary operators only.
For short we may say that U is a classical unitary, but one has to keep in mind that
it is classical for its action on H only.
Due to the freedom left by the GHJW Theorem on the Krauss representation of a given
quantum channel, the above deﬁnition of a classical unitary action seems very diﬃcult to
characterize. At least, we have not been able to completely characterize it. There is a
very strong condition in the above deﬁnition: it is the fact that this property is asked for
every state ω on K. But the strength of this condition is compensated by the fuzziness of
the sentence “there exists a Krauss decomposition made of ...", which seems very hard to
characterize in general.
In this article we concentrate on a very large class of unitary actions which are classical
in that sense. We are strongly convinced and we conjecture that they are the only possible
classical unitaries. But we have not been able to prove this fact.
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Proposition 9.3.7. If U is of the form
U =
k∑
i=1
Ui ⊗ |ei〉〈fi|
for some unitary operators Ui on H, some orthonormal bases (ei) and (fi) of K, then U
is a classical unitary action from K onto H.
Proof. First of all, let us check that an operator of the form above is a unitary operator.
We have
U∗U =
∑
i,j
U∗i Uj ⊗ |fi〉〈ei| |ej〉〈fj |
=
∑
i
U∗i Ui ⊗ |fi〉〈fi|
=
∑
i
I ⊗ |fi〉〈fi|
= I ⊗ I .
Let ρ be some initial state on H and ω the state of HR before interaction. After
interaction the state becomes
U(ρ ⊗ ω)U∗ =
∑
i,j
Ui ρU
∗
j ⊗ |ei〉〈fi|ω |fj〉〈ej |
=
∑
i,j
〈fi|ω |fj〉Ui ρU∗j ⊗ |ei〉〈ej | .
The resulting state on HS is
L(ρ) = TrK (U(ρ ⊗ ω)U∗) =
∑
i
〈fi|ω |fi〉Ui ρU∗i .
This is exactly the required form for U to be a classical unitary action.
Note that from the proof above we can immediately deduce the following important
simpliﬁcation.
Corollary 9.3.8. If U is of the form
U =
k∑
i=1
Ui ⊗ |ei〉〈fi|
for some unitary operators Ui on H, some orthonormal bases (ei) and (fi) of K, then U
has the same classical unitary action on H as the operator
(9.3.2) V =
k∑
i=1
Ui ⊗ |fi〉〈fi| .
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As a consequence we shall now concentrate on those unitary actions of the form (9.3.2)
only.
The aim of the rest of this article is to completely characterize such “random unitary
operators” (or classical unitary interactions) on H ⊗ K, to express them in terms of mul-
tiplication operators by a natural basis of random variables, the complex obtuse random
variables.
Once again note that U is not explicitly a random unitary operator, that is, a random
variable with values on U(H). It is a deterministic unitary operator on H⊗K whose action
on the states of H oughts to the same quantum physics as the action of a random unitary
operator on H.
9.4 Complex Obtuse Random Variables
We shall show that the structure of those classical unitary interactions is intimately related
to a particular family of random variables, the complex obtuse random variables. Real
obtuse random variables were introduced in [7], for they appear naturally in the theory
of discrete-time normal martingales, predictable and chaotic representation property, for
vector-valued martingales. Here the physical situation brings us to consider their complex
counterpart. The point is that with this extension, most of the results of [7] do not extend
easily and need a rather deep algebraical study.
9.4.1 Obtuse Systems
Let N ∈ N∗ be ﬁxed. In CN , an obtuse system is a family of N + 1 vectors v1, . . . , vN+1
such that
〈vi , vj〉 = −1
for all i = j. In that case we put
v̂i =
(
1
vi
)
∈ CN+1 ,
so that
〈v̂i , v̂j〉 = 0
for i = j. They form an orthogonal family of N + 1 vectors in CN+1, hence they form an
orthogonal basis of CN+1.
We put
pi =
1
‖v̂i‖2
= 1
1 + ‖vi‖2
.
Lemma 9.4.1. We then have
(9.4.1)
N+1∑
i=1
pi = 1
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and
(9.4.2)
N+1∑
i=1
pi vi = 0 .
Proof. We compute, for all j
〈
N+1∑
i=1
pi v̂i , v̂j〉 = pj‖v̂j‖2 = 1 = 〈
(
1
0
)
, v̂j〉 .
As the v̂j ’s form a basis, this means that
N+1∑
i=1
pi v̂i =
(
1
0
)
.
This implies the two announced equalities.
Lemma 9.4.2. We also have
(9.4.3)
N+1∑
i=1
pi |vi〉〈vi| = ICN .
Proof. As the vectors (√pi v̂i)i∈{1,...,N+1} form an orthonormal basis of CN+1 we have
ICN+1 =
N+1∑
i=1
pi |v̂i〉〈v̂i| .
Now put
u =
(
1
0
)
and v˜i =
(
0
vi
)
.
We get
ICN+1 =
N+1∑
i=1
pi |u + v˜i〉〈u + v˜i|
=
N+1∑
i=1
pi |u〉〈u| +
N+1∑
i=1
pi |u〉〈v˜i| +
N+1∑
i=1
pi |v˜i〉〈u| +
N+1∑
i=1
pi |v˜i〉〈v˜i| .
Now, using (9.4.1) and (9.4.2), we get
ICN+1 = |u〉〈u| +
N+1∑
i=1
pi |v˜i〉〈v˜i| .
Now, coming back to the deﬁnition of u and v˜i, this gives easily (9.4.3).
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9.4.2 Obtuse Random Variables
Consider a random variable X, with values in CN which can take only N + 1 diﬀerent
non-null values v1, . . . , vN+1 with strictly positive probability p1, . . . , pN+1 respectively.
We shall denote by X1, . . . , XN the coordinates of X in CN . We say that X is centered
if its expectation is 0, that is, if E[Xi] = 0 for all i. We say that X is normalized if its
covariance matrix is I, that is, if
cov(Xi, Xj) = E[Xi Xi] − E[Xi]E[Xj ] = δi,j ,
for all i, j = 1, . . . N .
We assume that X is deﬁned on its canonical space (Ω,F ,P), that is, Ω = {1, . . . , N + 1},
F is the full σ-algebra of Ω, the probability measure P is given by P ({i}) = pi and X is
given by X(i) = vi. The coordinates of vi are denoted by vki , for k = 1, . . . , N , so that
Xk(i) = vki .
In the same way as above we put
v̂i =
(
1
vi
)
∈ CN+1 ,
for all i = 1, . . . , N + 1.
We shall also consider the deterministic variable X0 on (Ω,F , P ), which is always equal
to 1. For i = 0, . . . , N let X˜i be the random variables deﬁned by
X˜i(j) = √pj Xi(j)
for all i = 0, . . . , N and all j ∈ Ω.
Proposition 9.4.3. The following assertions are equivalent.
1) X is a centered and normalized random variable.
2) The (N + 1) × (N + 1)-matrix
(
X˜i(j)
)
i,j
is a unitary matrix.
3) The (N + 1) × (N + 1)-matrix
(√
pi v̂
j
i
)
i,j
is a unitary matrix.
4) The family {v1, . . . , vN+1} is an obtuse system with
pi =
1
1 + ‖vi‖2 ,
for all i.
Proof.
1) ⇒ 2): Since the random variable X is centered and normalized, each component Xi
has a zero mean and the scalar product between two components Xi, Xj is given by the
matrix I. Hence, for all i in {1, . . . , N}, we get
(9.4.4) E
[
Xi
]
= 0 ⇐⇒
N+1∑
k=1
pk v
i
k = 0 ,
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and for all i, j = 1, . . . N ,
(9.4.5) E[Xi Xj ] = δi,j ⇐⇒
N+1∑
k=1
pk v
i
k v
j
k = δi,j .
Now, using Eqs. (9.4.4) and (9.4.5), we get, for all i, j = 1, . . . , N
〈X˜0 , X˜0〉 =
N+1∑
k=1
pk = 1 ,
〈X˜0 , X˜i〉 =
N+1∑
k=1
√
pk
√
pk v
i
k = 0 ,
and
〈X˜i , X˜j〉 =
N+1∑
k=1
√
pk v
j
k
√
pkv
i
k = δi,j .
The unitarity follows immediatly.
2) ⇒ 1): Conversely, if the matrix
(
X˜i(j)
)
i,j
is unitary, the scalar products of column
vectors gives the mean 0 and the covariance I for the random variable X.
2) ⇔ 3): The matrix
(√
pj v̂
j
i
)
i,j
is the transpose matrix of
(
X˜i(j)
)
i,j
. Therefore, if one
of these two matrices is unitary, its transpose matrix is unitary too.
3) ⇔ 4): The matrix
(√
pj v̂
i
j
)
i,j
is unitary if and only if
〈√pi v̂i , √pj v̂j〉 = δi,j ,
for all i, j = 1, . . . , N + 1. On the other hand,
〈√pi v̂i , √pi v̂i〉 = 1 ⇐⇒ pi (1 + ‖vi‖2) = 1
and
〈√pi v̂i , √pj v̂j〉 = 0 ⇐⇒ √pi √pj (1 + 〈vi , vj〉) = 0 ⇐⇒ 〈vi , vj〉 = −1 .
Deﬁnition 9.4.4. Random variables in CN , which take only N + 1 diﬀerent values with
strictly positive probability, which are centered and normalized are called obtuse random
variables in CN , because of Proposition 9.4.3.
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9.4.3 Generic Character of Obtuse Random Variables
We shall here present several results which show the particular character of obtuse random
variables. The idea is that somehow they generate all the ﬁnitely supported probability
distributions on CN .
First of all, we show a result which shows that obtuse random variables on CN with a
prescribed probability distribution {p1, . . . , pN+1} are essentially unique.
Theorem 9.4.5. Let X be an obtuse random variable of CN having {p1, . . . , pN+1} as
associated probabilities. Then the following assertions are equivalent.
i) The random variable Y is an obtuse random variable on CN with same probabilities
{p1, . . . , pN+1}.
ii) There exists a unitary operator U on CN such that Y = UX.
Proof. One direction is obvious. If Y = UX, then E[Y ] = UE[X] = U0 = 0 and
E[Y Y ∗] = E[UXX∗U∗] = UE[XX∗]U∗ = UIU∗ = I .
Hence Y is a centered and normalized random variable on CN , taking N + 1 diﬀerent
values. Hence it is an obtuse random variable. The probabilities associated to Y are
clearly the same as for X.
In the converse direction. Let v1, . . . , vN+1 the possible values of X, associated to the
probabilities p1, . . . , pN+1 respectively. Let w1, . . . , wN+1 be the ones associated to Y . In
particular, the vectors
v̂i =
√
pi
(
1
vi
)
, i = 1, . . . , N + 1,
form an orthonormal basis of CN+1. The same holds with the ŵi’s. Hence there exists a
unitary operator V on CN+1 such that ŵi = V v̂i, for all i = 1, . . . , N + 1.
We shall index the coordinates of CN+1, from 0 to N in order to be compatible with
the embedding of CN that we have chosen. In particular we have
V 00 +
N∑
j=1
V 0j v
j
i = 1
for all i = 1, . . . , N + 1. This gives in particular
(9.4.6)
N∑
j=1
V 0j (v
j
1 − vji ) = 0
for all i ∈ {2, . . . , N + 1}.
But as the v̂i’s are linearly independent then so are the
√
p1v̂1−√piv̂i, i = 2, . . . , N+1.
As
√
p1v̂1 − √piv̂i =
(
0
v1 − vi
)
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this means that the v1 − vi’s are linearly independent, i = 2, . . . , N + 1.
As a consequence the unique solution of the system (9.4.6) is V 0j = 0 for all j =
1, . . . , N . This implies V 00 = 1 obviously.
The same kind of reasoning applied to the relation v̂i = V ∗ŵi shows that the column
coeﬃcients V j0 , j = 1, . . . , N are also all vanishing. Finally the operator V is of the form
V =
(
1 〈0|
|0〉 U
)
,
for some unitary operator U on CN . This gives the result.
Having proved that uniqueness, we shall now prove that obtuse random variables
generates all the other random variables (at least with ﬁnite support). First of all, a
rather simple remark.
Proposition 9.4.6. Let X be a centered and normalized random variable in Cd, taking n
diﬀerent values v1, . . . , vn, with probability p1, . . . , pn respectively. Then we must have
n ≥ d + 1 .
Proof. Let X be centered and normalized in Cd, taking the values v1, . . . , vn with proba-
bilities p1, . . . , pn and with n ≤ d, that is, n < d + 1. Put
X˜0 =
⎛⎜⎝
√
p1
...√
pn
⎞⎟⎠ , X˜1 =
⎛⎜⎝
√
p1v11
...√
pnv
1
n
⎞⎟⎠ , . . . , X˜d =
⎛⎜⎝
√
p1vd1
...√
pnv
d
n
⎞⎟⎠ .
They are d + 1 vectors of Cn. We have, for all i, j = 1, . . . , d
〈X˜0 , X˜0〉 =
n∑
i=1
pi = 1
〈X˜0 , X˜i〉 =
n∑
k=1
pkv
i
k = E[Xi] = 0
〈X˜i , X˜j〉 =
n∑
k=1
pkv
i
kv
j
k = E[XiX
j ] = δi,j .
The family of d + 1 vectors X˜0, . . . , X˜d is orthonormal in Cn. This is impossible if n <
d + 1.
We can now state the theorem which shows how general, ﬁnitely supported, random
variables on Cd are generated by the obtuse ones. We concentrate only on centered and
normalized random variables, for they obviously generate all the others, up to an aﬃne
transform of Cd.
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Theorem 9.4.7. Let X be a centered and normalized random variable in Cd, taking n
diﬀerent values v1, . . . , vn, with probabilities p1, . . . , pn respectively and with n ≥ d + 1.
If Y is any obtuse random variable on Cn−1 associated to the probabilities p1, . . . , pn,
then there exists a partial isometry A from Cn−1 to Cd, with ﬁnal space Cd, such that
X = AY .
Proof. Assume that the obtuse random variable Y takes the values w1, . . . , wn in Cn−1.
We wish to ﬁnd a (n − 1) × d matrix A such that
(9.4.7) Ai1w1j + Ai2w2j + . . . + Ain−1wn−1j = vij
for all i = 1, . . . , d, j = 1, . . . , n.
In particular, for each ﬁxed i = 1, . . . , d, we have the following subsystem of n − 1
equations with n − 1 variables Ai1, . . . , Ain−1:
(9.4.8)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑n−1
k=1 w
k
1A
i
k = vi1∑n−1
k=1 w
k
2A
i
k = vi2
...∑n−1
k=1 w
k
n−1Aik = vin−1 .
The vectors
w1 =
⎛⎜⎜⎝
w11
...
wn−11
⎞⎟⎟⎠ , . . . , wn−1 =
⎛⎜⎜⎝
w1n−1
...
wn−1n−1
⎞⎟⎟⎠
are linearly independent. Thus so are the vectors⎛⎜⎝ w
1
1
...
w1n−1
⎞⎟⎠ , . . . ,
⎛⎜⎜⎝
wn−11
...
wn−1n−1
⎞⎟⎟⎠ .
Hence the system (9.4.8) can be solved and furnishes the coeﬃcients Aik, k = 1, . . . , n− 1.
We have to check that these coeﬃcients are compatible with all the equations of (9.4.8).
Actually, the only equation from (9.4.7) that we have forgotten in (9.4.8) is∑
k
Aikw
k
n = vin .
But this equation comes easily from the n − 1 ﬁrst equations if we sum them after multi-
plication by pj :
n−1∑
j=1
∑
k
Aikpjw
k
j =
n−1∑
j=1
pjv
i
j .
This gives, using E[Xi] = E[Y i] = 0∑
k
Aik(−pnwkn) = −pnvin .
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Which is the required relation.
We have proved the relation X = AY with A being a linear map from Cn−1 to Cd.
The fact that X is normalized can be written as E[XX∗] = Id. But
E[XX∗] = E[AY Y ∗A∗] = AE[Y Y ∗]A∗ = AInA∗ = AA∗ .
Hence A must satisfy AA∗ = Id, which is exactly saying that A is a partial isometry with
ﬁnal space Cd.
9.4.4 Associated 3-Tensors
Obtuse random variables are naturally associated to a 3-tensor with very particular prop-
erties. This is what we shall prove now.
Recall that a 3-tensor on Cn is a linear mapping from Cn to Mn(C). Coordinate-wise,
it is represented by a collection of coeﬃcients (T ijk )i,j,k=1,...,n. It acts as
(T (x))ij =
n∑
k=1
T ijk x
k .
A 3-tensor can be also viewed as a map from Cn × Cn × Cn to C as
T (x, y, z) =
n∑
i,j,k=1
T ijk x
iyjzk .
We are going to see that obtuse random variables are related to particular 3-tensors.
Proposition 9.4.8. Let X be an obtuse random variable in CN . Then there exists a
unique 3-tensor T on CN such that
(9.4.9) Xi Xj =
N∑
k=0
T ijk X
k .
This 3-tensor T is given by
(9.4.10) T ijk = E[Xi X
j Xk] .
Proof. As X is an obtuse random variable, that is, a centered and normalized random vari-
able in CN taking exactly N +1 diﬀerent values, the random variables {X0, X1, . . . , XN}
are orthonormal in L2(Ω,F ,P), hence they form an orthonormal basis of L2(Ω,F ,P), for
the latter space is N + 1-dimensional. These random variables being bounded they prod-
ucts are still elements of L2(Ω,F ,P), hence they can be written as linear combinations of
the Xi’s. As a consequence, there exists a 3-tensor T on CN+1 such that
Xi Xj =
N∑
k=0
T ijk X
k
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for all i, j = 0, . . . , N . In particular we have
E[Xi Xj Xk] =
N∑
l=0
T ijl E[Xl Xk] = T
ij
k .
This 3-tensor has quite some symmetries, let us detail them.
Proposition 9.4.9. Let T be the 3-tensor associated to an obtuse random variable X.
Then it satisﬁes, for all i, j, k, l = 0, . . . N
(9.4.11) T ij0 = δij
(9.4.12) T ijk = T
kj
i ,
(9.4.13)
N∑
m=0
T ijm T
mk
l =
N∑
m=0
T kjm T
mi
l ,
(9.4.14)
N∑
m=0
T ijm T
km
l =
N∑
m=0
T kjm T
im
l .
Proof.
As
Xi Xj =
N∑
k=0
T ijk X
k
we have
E
[
Xi Xj
]
= T ij0
and this gives the relation (9.4.11).
Equation (9.4.12) comes directly from Equation (9.4.10) which shows a clear symmetry in
(i, k).
We have
Xi Xj Xk =
N∑
m=0
N∑
n=0
T ijm T
mk
n X
n
so that
E
[
Xi Xj Xk X l
]
=
N∑
m=0
T ijm T
mk
l .
But the left hand side is clearly symmetric in (i, k). This proves (9.4.13).
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In the same way, we write
Xi Xj Xk =
N∑
m=0
N∑
n=0
T ijm T
km
n X
n
so that
E
[
Xi Xj Xk X l
]
=
N∑
m=0
T ijm T
km
l .
But the left hand side is clearly symmetric in (i, k). This proves (9.4.14).
9.5 Complex Doubly-Symmetric 3-Tensors
We are going to leave for a moment the obtuse random variables and concentrate on
the symmetries we have obtained above. The relation (9.4.11) is really speciﬁc to obtuse
random variables, we shall leave it for a moment. We concentrate on the relation (9.4.12),
(9.4.13) and (9.4.14) which have an important consequences for the 3-tensor.
9.5.1 The Main Diagonalization Theorem
A 3-tensor T on CN+1 which satisﬁes (9.4.12), (9.4.13) and (9.4.14) is called a complex
doubly-symmetric 3-tensor on CN .
The main result concerning complex doubly-symmetric 3-tensors in CN is that they
are the exact generalization for 3-tensors of normal matrices for 2-tensors: they are exactly
those 3-tensors which can be diagonalized in some orthonormal basis of CN+1.
A 3-tensor T on CN is said to be diagonalizable in some orthonormal basis (ai)Ni=1 of
C
N if there exists complex numbers (λi)Ni=1 such that
(9.5.1) T (x) =
N∑
i=1
λi 〈ai , x〉 |ai〉〈ai|
for all x ∈ CN .
Note that, as opposed to the case of 2-tensors (that is, matrices), the “eigenvalues"
λi are not completely determined by the representation (9.5.1). Indeed, if we put a˜m =
eiθm am for all m, then the a˜m’s still form an orthonormal basis of Cn and we have
T (x) =
N∑
m=1
λm e
iθm 〈a˜m , x〉 |a˜m〉〈a˜m| .
Hence the λm’s are only determined up to a phase; only their modulus is determined by
(9.5.1).
Actually, there are more natural objects that can be associated to diagonalizable 3-
tensors: orthogonal families in CN . Indeed, if T is diagonalizable as above, put vm =
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λm am, for all m such that λm = 0. The family {vm ; m = 1, . . . , k} is then an orthonormal
family in CN . We then have
T (vm) = |vm〉〈vm|
for all m and
T (x) =
k∑
m=1
1
‖vm‖2
〈vm , x〉 |vm〉〈vm| .
Theorem 9.5.1.
A 3-tensor T on CN is diagonalizable in some orthonormal basis (vi)i=1,...,N if and only
if it is doubly-symmetric.
More precisely, the formulas
S =
{
v ∈ CN ; T (v) = |v〉〈v|
}
,
and
T (x) =
∑
v∈S
1
‖v‖2 〈v , x〉 |v〉〈v| ,
establish a bijection between the set of complex doubly-symmetric 3-tensors T and the set
of orthogonal systems S in CN .
Proof. Let S = {vi ; i = 1, . . . ,K} be an orthogonal system in CN . Put
T ijk =
K∑
m=1
1
‖vm‖2
vim v
j
m v
k
m ,
for all i, j, k = 1, . . . , N . We shall check that T is a complex doubly-symmetric 3-tensor
in CN .
The symmetry of T ijk in (i, k) is obvious from the deﬁnition. This gives (9.4.12).
We have
n∑
x=0
T ijx T
xk
l =
n∑
x=0
K∑
m,n=1
1
‖vm‖2
1
‖vn‖2
vin v
j
n v
x
n v
x
m v
k
m v
l
m
=
K∑
m,n=1
1
‖vm‖2
1
‖vn‖2
vin v
j
n 〈vm , vn〉 vkm vlm
=
K∑
m=1
(
1
‖vm‖2
)2
vim v
j
m ‖vm‖2 vkm vlm
and the symmetry in (i, k) is obvious. This gives (9.4.13).
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We have
n∑
x=0
T ijx T
kx
l =
n∑
x=0
K∑
m,n=1
1
‖vm‖2
1
‖vn‖2
vin v
j
n v
x
n v
k
m v
x
m v
l
m
=
K∑
m,n=1
1
‖vm‖2
1
‖vn‖2
vin v
j
n 〈vn , vm〉 vkm vlm
=
K∑
m=1
(
1
‖vm‖2
)2
vim v
j
m ‖vm‖2 vkm vlm
and the symmetry in (i, k) is obvious. This gives (9.4.14).
We have proved that the formula
(9.5.2) T (x) =
∑
y∈S
1
‖y‖2 〈y , x〉 |y〉〈y|
deﬁnes a complex doubly-symmetric 3-tensor.
Now given a complex doubly-symmetric 3-tensor T of the form above, we shall prove that
the set S coincides with
S′ = {v ∈ CN ; T (v) = |v〉〈v|} .
Clearly, if y ∈ S we have by (9.5.2)
T (y) = |y〉〈y| .
This proves that S ⊂ S′. Now, let v ∈ S′. On one side we have
T (v) = |v〉〈v| ,
on the other side we have
T (v) =
∑
y∈S
1
‖y‖2 〈y , v〉 |y〉〈y| .
In particular, applying both sides to some y ∈ S we get
〈v , y〉 v = 〈y , v〉 y
and thus v = μ y with ‖μ‖ = 1. But, once again
T (v) = T (μy) = μT (y) = μ |y〉〈y|
on one side,
T (v) = |v〉〈v| = |y〉〈y|
on the other side. This proves that μ = 1 and v = y. We have proved that S coincides
with the set
{v ∈ CN ; T (v) = |v〉〈v|} .
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Now we shall prove that all complex doubly-symmetric 3-tensor T on CN are diago-
nalizable in some orthonormal basis.
The property (9.4.12) indicates that the matrices
T j = (T ijk )i,k=1,...,N
are symmetric. But as they are complex-valued matrices it is not a suﬃcient condition for
them to be diagonalizable. We shall use the following theorems ([32]).
Theorem 9.5.2 (Takagi Factorization). Let M be a complex symmetric matrix, there exist
a unitary U matrix and a diagonal matrix D such that
(9.5.3) M = UDUT = UD(U)−1.
Secondly, we shall need to simultaneously “diagonalize” the T j ’s. We shall make use
of the following criteria.
Theorem 9.5.3 (Simultaneous Takagi factorization). Let F = {Ai ; i ∈ J } be a family
of complex symmetric matrices in Mn(C). Let G =
{
Ai Aj ; i, j ∈ J
}
. Then there exists
a unitary matrix U such that, for all i in J , the matrix UAiUT is diagonal if and only if
the family G is commuting.
This is the ﬁrst step of our proof: proving that in our case the matrices T i T j commute.
Using the 3 symmetry properties of T we get
(
T i T j T k T l
)m
n
=
N∑
x,y,z=1
Tmix T
xj
y T
yk
z T
zl
n
=
N∑
x,y,z=1
Tmyx T
xj
i T
yk
z T
zl
n
=
N∑
x,y,z=1
Tmyx T
xj
i T
zk
y T
zl
n
=
N∑
x,y,z=1
T zyx T
xj
i T
mk
y T
nl
z
=
N∑
x,y,z=1
T znx T
xj
i T
mk
y T
yl
z
=
N∑
x,y,z=1
T zix T
xj
n T
mk
y T
yl
z
=
N∑
x,y,z=1
Tmky T
yl
z T
zi
x T
xj
n
=
(
T k T l T i T j
)m
n
.
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This proves that T i T j T k T l = T k T l T i T j .
The family
{
T iT̂ j , i, j = 1, · · · , N} is commuting. Thus, by Theorem 9.5.3, the ma-
trices T j can be simultaneously Takagi factorized. There exists then a unitary matrix
U = (ukl)k,l=1,··· ,N such that, for all j in {1, · · · , N},
(9.5.4) T j = UDjU
−1
,
where the matrix Dj is a diagonal matrix, Dj = diag(λj1, · · · , λjN ). Thus, the coeﬃcient
T ijk can be written as
T ijk =
N∑
m=1
λjm u
im ukm .
Let us denote by am the mth column vector of U , that is, am = (ulm)l=1,··· ,N . Moreover,
we denote by λm the vector of λjm, for j = 1, · · · , n. Since the matrix U is unitary, the
vectors am form an orthonormal basis of CN . We have
T ijk =
N∑
m=1
aim λ
j
m a
k
m .
Our aim now is to prove that λm is proportional to am. To this end, we shall use the
symmetry properties of T . From the simultaneous reduction (9.5.4), we get
T j T q = U DjDq UT ,
where UT is the transpose matrix of U . Thus, we have
(T j T q)ir =
N∑
m=1
T ijm T
mq
r =
N∑
m=1
aim λ
j
m λ
q
m a
r
m .
In particular we have, for all p ∈ {1, . . . , n}
N∑
i,j,q,r=1
(T j T q)ir aip λjp λ
q
p a
r
p =
N∑
m=1
〈ap , am〉 〈λm , λp〉 〈λp , λm〉 〈am , ap〉 = ‖λp‖4 .
But applying the symmetry (9.4.13) this is also equal to
N∑
i,j,q,r=1
N∑
m=1
aqm λ
j
m λ
i
m a
r
m a
i
p λ
j
p λ
q
p a
r
p =
N∑
m=1
〈ap , λm〉 〈λm , λp〉 〈λp , am〉 〈ap , am〉
= ‖〈ap , λp〉‖2 ‖λp‖2 .
This gives
‖〈ap , λp〉‖ = ‖λp‖ = ‖λp‖ ‖ap‖ .
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This is the case of equality in Cauchy-Schwartz inequality, hence there exists μp ∈ C such
that λp = μp ap, p = 1, . . . , N . This way, the 3-tensor T can be written as
(9.5.5) T ijk =
N∑
m=1
μm aim a
j
m a
k
m .
In other words
T (x) =
N∑
m=1
μm 〈am , x〉 |am〉〈am| .
We have obtained the orthonormal diagonalization of T . The proof is complete.
9.5.2 Back to Obtuse Random Variables
The theorem above is a general diagonalization theorem for 3-tensors. For the moment it
does not take into account the relation (9.4.11). When we make it enter into the game,
we see the obtuse systems appearing.
Theorem 9.5.4. Let T be a doubly-symmetric 3-tensor on CN , satisfying also the relation
T ij0 = δij
for all i, j = 1, . . . , N . Then the orthogonal system S such as
T (x) =
∑
v∈S
1
‖v‖2 〈v , x〉 |v〉〈v|
is made of exactly N vectors v1, . . . , vN , all of them satisfying v0i = 1. In particular the
family of N vectors of CN−1, obtained by restricting the vi’s to their N−1 last coordinates,
forms an obtuse system in CN−1.
Proof. Assume that S = {v1, . . . , vK}, ﬁrst. By hypothesis, we have
T ijk =
K∑
m=1
1
‖vm‖2
vin v
j
m v
k
m ,
for all i, j, k = 1, . . . , N . With hypothesis (9.4.11) we have in particular
T ij0 =
K∑
m=1
1
‖vm‖2
vin v
j
m v
0
m = δij
for all i, j = 1, . . . , N .
Consider the orthonormal family of CN made of the vectors em = vm/ ‖vm‖. We have
obtained above the relation
K∑
m=0
v0m |em〉〈em| = I
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as matrices acting on CN . The above is thus a spectral decomposition of the identity
matrix, this implies that the em’s are exactly N vectors and that all the v0m are equal to
1.
This proves the ﬁrst part of the theorem. The last part concerning obtuse systems is
now obvious and was already noticed when we have introduced obtuse systems.
In particular we have proved the following theorem.
Theorem 9.5.5. The set of doubly-symmetric 3-tensors T on CN which satisfy also the
relation
T ij0 = δij
for all i, j = 1, . . . , N , is in bijection with the set of obtuse random variables X on CN .
The bijection is described by the following:
– The random variable X is the only random variable satisfying
XiXj = δij1l +
N∑
k=1
T ijk X
k .
– The 3-tensor T is described by
T ijk = E[Xi X
j Xk] .
9.5.3 Representation of multiplication operators
Let X be an obtuse random variable in CN , with associated 3-tensor T and let (Ω,F ,PT )
be the canonical space of X. We have seen that the space L2(Ω,F ,PT ) is a N + 1-
dimensional Hilbert space and that the family {X0, X1, . . . ,XN} is an orthonormal basis
of that space. Hence for every obtuse random variable X, with 3-tensor, we have a natural
unitary operator
UT : L2(Ω,F ,PT ) −→ CN+1
Xi −→ ei ,
where {e0, . . . , eN} is the canonical orthonormal basis of CN . The operator UT is called
the canonical isomorphism associated to X.
The following result is obvious from the deﬁnitions, but we call it Theorem for it is
very useful.
Theorem 9.5.6. Let X be an obtuse random variable on CN , with associated 3-tensor T
and canonical isomorphism UT . Then we have
UT MXi U∗T =
N∑
j,k=0
T ijk a
j
k .
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Proof. Let ∈ {1, . . . , N} be ﬁxed. For all j = 0, . . . , N we have the relation
Xi Xj =
N∑
k=0
T ijk X
k .
Recall that the operators amn act on the orthonormal basis {X0, X1, . . . ,XN} by
amn X
p = δmpXn .
This gives ⎛⎝ N∑
m,k=0
T imk a
m
k
⎞⎠ Xj = N∑
k=0
T ijk X
k
= Xi Xk .
This proves the representation.
9.5.4 Recovering the Real Case
In [7] have been introduced the notions of real obtuse random variables and their associated
real doubly-symmetric 3-tensors. In the same way they obtained certain symmetries on
the tensor which corresponded exactly to the condition for being diagonalizable in some
real orthonormal basis. Note that in [7] the situation for the diagonalization theorem was
much easier, for the symmetries associated to the 3-tensor came down to simultaneous
diagonalization of commuting symmetric real matrices.
The question we want to answer here is: How do we recover the real case from the
complex case? By this we mean: On what condition a complex doubly-symmetric 3-
tensor correspond to a real one, that is, can be diagonalized in some real orthonormal
basis? Surprisingly enough, the answer is not: When the coeﬃcients T ijk are all real! Let
us see that with a counter-example.
Let us consider the one dimensional random variable X which takes values i, −i with
probability 1/2. As usual denote by X0 the constant random variable equal to 1 and by
X1 the random variable X. We have the relations
X0X0 = X0
X0X1 = X1
X1X0 = −X1
X1X1 = X0
give us the following matrices for the associated 3-tensor T :
T ·0· =
(
1 0
0 −1
)
and T ·1· =
(
0 1
1 0
)
.
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They are real-valued matrices, but they are associated to a complex (non real) random
variable.
In fact, the major diﬀerence between a complex (non real) doubly-symmetric 3-tensor
and a real doubly-symmetric 3-tensor, is the commutation property of index i and j in
the coeﬃcients T ijk . More precisely, we have the following proposition.
Proposition 9.5.7. Let T be a complex doubly symmetric tensor such that for all i, j, k
T ijk = T
ji
k .
Then, T is a real 3-tensor related to a real obtuse random variable.
Proof. The commutation relation implies that
E[X¯jXiX¯k] = E[X¯iXjX¯k],
for all i, j, k. Since {Xk} is an orthonormal basis of L2, we get
X¯jXi = X¯iXj , a.s
for all i, j. Then X¯jXi is almost surely real for all i, j. Considering the case j = 0 implies
that Xi is almost surely real and the result follows.
In the counter-example above, one can check that T 011 = 1 and T 101 = −1. The
commutation condition is not satisﬁed.
9.6 Representation of Classical Unitary Actions
Coming back to classical unitary operators on H, the obtuse random variables appear
naturally in a representation of the unitary operator.
9.6.1 Multiplication Operator Representation
In the following we assume that the reference state of K in which the probabilities of U
are computed is the pure state e0, ﬁrst vector of the canonical orthonormal basis of K.
More complicated cases will be discussed later.
Theorem 9.6.1. Let K = CN+1. Let U = ∑N+1i=1 Ui ⊗ |φi〉〈φi| be a unitary operator on
H ⊗ K acting classically on H. Assume that 〈φi , e0〉 = 0 for all i. Then there exists an
obtuse random variable X on CN , with associated 3-tensor T and canonical isomorphism
UT , such that
(9.6.1) U = A ⊗ I +
N∑
i=1
Bi ⊗ UT MXi U∗T
for some operators A,B1, . . . , BN on H.
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More precisely, the obtuse random variable X is the one associated to the probability
distribution {‖〈e0 , φi〉‖2 , i = 1, . . . , N + 1} and to the values
vji =
〈ej , φi〉
〈e0 , φi〉
i = 1, . . . , N + 1, j = 1, . . . , N . The operators A and Bi are given by
(9.6.2) A =
N∑
i=0
piUi
and
(9.6.3) Bi =
N∑
j=0
pjvijUj .
Proof. In the canonical basis of K, the vector φi is of the form
φi =
(
〈e0 , φi〉
|wi〉
)
= 〈e0 , φi〉
(
1
|vi〉
)
,
where |vi〉 is the vector of CN described in the theorem. Putting pi = ‖〈e0 , φi〉‖2, this
gives
|φi〉〈φi| = pi
⎛⎜⎝ 1 〈vi|
|vi〉 |vi〉〈vi|
⎞⎟⎠ .
We can write it also as
|φi〉〈φi| = pi I + pi
⎛⎜⎝ 0 〈vi|
|vi〉 |vi〉〈vi| − I
⎞⎟⎠ .
We shall concentrate on the action of the last matrix. On a generic vector it acts as follows⎛⎜⎝ 0 〈vi|
|vi〉 |vi〉〈vi| − I
⎞⎟⎠
⎛⎜⎝ x
|ω〉
⎞⎟⎠ =
⎛⎜⎝ 〈vi , ω〉
x |vi〉 + 〈vi , ω〉|vi〉 − |ω〉
⎞⎟⎠ .
In coordinates this gives ⎛⎜⎜⎝
∑N
l=1 v
l
i ω
l
(
x vki +
∑N
l=1 v
l
i ω
l vki − ωk
)
k
⎞⎟⎟⎠ .
134 Article 2 : Actions classiques et marches obtuses
Let us compare it to the action of multiplication by ∑Nl=1 αl Xl on the corresponding
generic vector, in the basis {X0, X1, . . . ,Xn}. We get
(
N∑
l=1
αl X
l
)(
xX0 +
N∑
k=1
ωk Xk
)
=
=
N∑
l=1
αl xX
l +
N∑
k,l=1
αl ω
k X l Xk
=
N∑
l=1
N∑
k=0
αl xT
k0
l X
k +
N∑
k,l=1
αl ω
k
N∑
m=0
T lkm X
m
=
N∑
l=1
N∑
k=0
αl xT
k0
l X
k +
N∑
k=1
αk ω
k X0 +
N∑
k,l,m=1
αl ω
k T lkm X
m
By identiﬁcation on the term in front of X0, we put αk = vki , this gives
(
N∑
l=1
αl X
l
)(
xX0 +
N∑
k=1
ωk Xk
)
=
=
N∑
l=1
N∑
k=0
vli xT
k0
l X
k +
N∑
k=1
vki ω
kX0 +
N∑
k,l,m=1
vli ω
k T lkm X
m .
In the ﬁrst term on the right hand side we have the expression
N∑
l=1
vli xT
k0
l =
N∑
l=1
vli x
N∑
m=0
pm v
k
m v
l
m
=
∑
m=i
(−1)x pm vkm + x ‖vi‖2 pi vki
=
∑
m
(−1)x pm vkm + x pi vki + x ‖vi‖2 pi vki
= 0 + x vki .
This gives the expected coeﬃcient in front of Xk.
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In the third term of the right hand side we have the expression
N∑
l,k=1
vliω
k T lkm =
N∑
l,k=1
N∑
μ=0
vli ω
k pμ v
l
μ v
k
μ v
m
μ
=
N∑
l,k=1
N∑
μ=0
vli ω
k pμ v
l
μ v
k
μ v
m
μ
=
∑
k
∑
μ =i
(−1)ωk pμ vkμ vmμ +
∑
k
‖vi‖2 ωk pi vki vmi
=
∑
k
∑
μ
(−1)ωk pμ vkμ vmμ +
∑
k
ωk pi vki v
m
i +
∑
k
‖vi‖2 ωk pi vki vmi
=
∑
k
−ωk δk,m +
∑
k
ωk vki v
m
i
= −ωm + 〈vi , ω〉 vmi .
This gives the right coeﬃcient again. We have proved the announced representation of
U .
We have studied the case where e0 is the reference state ω and satisﬁes 〈φi , e0〉 = 0
for all i. Let us see how this works in the other cases.
Case where ω is a pure state diﬀerent from e0 and no 〈φi , ω〉 vanish
Choosing a unitary operator V on K such that V ω = e0 and remarking that
pi = |〈φi , ω〉|2 = |〈V φi , e0〉|2 ,
we see that the random unitary model described by
n∑
i=0
Ui ⊗ |φi〉〈φi|
associated to the state ω is equivalent to the model
n∑
i=0
Ui ⊗ |V φi〉〈V φi|
associated to the state e0. Then we can apply the above description replacing φi by V φi.
Case where ω is any pure state and some 〈φi , ω〉 vanish
In the case where there exist some i such that pi = 0, which means that the corresponding
unitary Ui does not contribute to the evolution, we can still associate an obtuse random
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variable but with lower dimension. Indeed, eventually to a cost of renumbering the indexes,
the signiﬁcant unitary is
d∑
i=0
Ui ⊗ |φi〉〈φi| ,
where, for all i = d + 1, . . . , n, we have pi = 0. In this case the vector space generated
by F = {φi , i = 0, . . . , d} is of dimension d + 1. This way there exist a unitary operator
W from F onto Cd+1. We put φ˜i = Wφi, i = 0, . . . , d and ω˜ = Wω. Now the random
unitary model
d∑
i=0
Ui ⊗ |φ˜i〉〈φ˜i| ,
associated to the state ω˜ belongs to one of the previous cases (replacing n by d).
Case where ω is a density matrix
In order to treat this general case, we need to use the so-called G.N.S representation,
which allows to consider ω as the ﬁrst vector of the orthonormal basis but of an enlarged
space. The G.N.S representation of (Cn+1, ω) is described as follows. Associated to ω, we
deﬁne
V = {A ∈ B(Cn+1) ; Tr[ω A∗A] = 0}
and put
H = B(Cn+1)/V .
Now, for A ∈ B(Cn+1), deﬁne the map
π(A) : H → H
[B] → [AB],
where [X] denotes the equivalent class of an operator X in H.
Deﬁne, for all ([A], [B]) ∈ H
(9.6.4) 〈[A], [B]〉 = Tr[ω0 AB] .
This is a scalar product on H, which makes it a Hilbert space.
The linear map π from H into B(H) which to A ∈ H associates the map π(A) is
actually a representation of (Cn+1, ω), the so-called “G.N.S. representation".
In particular we have
〈[I], π(A)[I]〉 = Tr[ωA] ,
for all A ∈ H. The vector [I] ∈ H is of norm 1 for this scalar product. In the sequel we ﬁx
an orthonormal basis {E0, . . . , Ed} of H where E0 = [I]. This means that transported by
π the action of the state ω on an observable A is the same that the one of the pure state
|I〉〈I| on π(A).
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Within this representation, a random unitary model
n+1∑
i=0
Ui ⊗ |φi〉〈φi| ,
associated with the state ω is equivalent to
n+1∑
i=0
Ui ⊗ π(|φi〉〈φi|) ,
associated with the pure state E0. Indeed, the family {π(|φi〉〈φi|)} is a family of orthogonal
projectors for the new scalar product. Let us denote these projectors by Pi. The rank of
Pi is not necessarily 1. Therefore, we deﬁne a family of orthonormal vectors by
ψi =
Pi|E0〉
‖Pi|E0〉‖
for all i. Note that
|〈ψi, E0〉|2 = ‖Pi|E0〉‖2 = Tr(ωπ(|φi〉〈φi|)).
Finally, the model
n+1∑
i=0
Ui ⊗ |φi〉〈φi| ,
with the state ω is equivalent to
n+1∑
i=0
Ui ⊗ |ψi〉〈ψi| ,
with the state |E0〉〈E0| of the environment. And we fall into the previous case.
9.7 An example in dimension 1
Let us workout an example. Let h > 0 be a ﬁxed parameter. Consider the following
Hamiltonian on H ⊗ K
Htot = H ⊗ I + V ⊗
( 1√
h
a01 +
1√
h
a10 +
1 − h
h
a11
)
,
where V is self-adjoint on H. In other words
Htot = HS ⊗ I + 1√
h
V ⊗
(
0 1
1 1−h√
h
)
.
Consider the following orthonormal basis of C2:
|φ1〉 = 1√1 + h
(
1
−√h
)
, |φ2〉 =
√
h√
1 + h
(
1
1/
√
h
)
,
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so that
|φ1〉〈φ1| = 11 + h
(
1 −√h
−√h h
)
and |φ2〉〈φ2| = 11 + h
(
h
√
h√
h 1
)
.
Computing
−
√
h|φ1〉〈φ1| + 1√
h
|φ2〉〈φ2|
gives
1
1 + h
(
0 1 + h
1 + h 1√
h
− h√h
)
=
(
0 1
1 1−h√
h
)
.
This means that our Hamiltonian can be rewritten
Htot = HS ⊗ (|φ1〉〈φ1| + |φ2〉〈φ2|) + 1√
h
V ⊗
(
−
√
h|φ1〉〈φ1| + 1√
h
|φ2〉〈φ2|
)
or else
Htot = (HS − V ) ⊗ |φ1〉〈φ1| +
(
HS +
1
h
V
)
⊗ |φ2〉〈φ2| .
When written under this form Htot can be easily exponentiated; let us compute U =
e−ihHtot . We get
U = e−ih(HS−V ) ⊗ |φ1〉〈φ1| + e−ih(HS+ 1hV ) ⊗ |φ2〉〈φ2|
= e−ih(HS−V ) ⊗ |φ1〉〈φ1| + e−i(hHS+V ) ⊗ |φ2〉〈φ2| .
We recover the form of a classical unitary operator on H ⊗ K
U = U1 ⊗ |φ1〉〈φ1| + U2 ⊗ |φ2〉〈φ2| .
The matrix form for U is then
1
1 + h
(
U1 + hU2
√
h(U2 − U1)√
h(U2 − U1) hU1 + U2
)
.
Let us expand the terms of this matrix up to o(h).
1
1 + h(U1 + hU2) = (1 − h + o(h))(I − ih(HS − V ) + he
−iV + o(h))
= (1 − h)I − ihHS + ihV + he−iV + o(h)√
h
1 + h(U2 − U1) = (
√
h + o(h))(e−iV − I − ihHS + o(h))
=
√
he−iV + o(h)
1
1 + h(hU1 + U2) = (1 − h + o(h))(hI + e
−iV + hK + o(h)
= e−iV + hK ′ + o(h)
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where K and K ′ are complicated expression which we will not need to develop. Altogether
this gives
U =
⎛⎜⎝I + h(−iHS + e−iV − I + iV ) + o(h)
√
h(e−iV − I) + o(h)
√
h(e−iV − I) + o(h) I + (e−iV − I) + o(1)
⎞⎟⎠ .
In the framework of [12], the repeated quantum interaction scheme associated to that
unitary operator converges to the solution of the QSDE
dVt = (−iHS + e−iV − I + iV )Vt dt + (e−iV − I)Vt (da01(t) + da10(t) + da11(t))
or else
dVt = (−iHS + iV )Vt dt + (e−iV − I)Vt dNt
where (Nt) is a standard Poisson process.
Let us try to understand this evolution equation from the discrete-time one, directly
in probabilistic terms. The fact that
U = U1 ⊗ |φ1〉〈φ1| + U2 ⊗ |φ2〉〈φ2|
can be written
U = 11 + h(U1 + hU2) ⊗ I +
1
1 + h
(
0
√
h(U2 − U1)√
h(U2 − U1) (1 − h)(U2 − U1)
)
= 11 + h(U1 + hU2) ⊗ I +
√
h
1 + h(U2 − U1) ⊗
(
0 1
1 1−h√
h
)
.
With the matrix on the right-hand side we recognize the multiplication operator by the
obtuse random variable X taking values 1/
√
h with probability h/(1 + h) and −√h with
probability 1/(1 + h).
We have
U = 11 + h(U1 + hU2) ⊗ I +
√
h
1 + h(U2 − U1) ⊗ X .
This means that U takes, with probability h/(1 + h), the value
U = 11 + h(U1 + hU2) +
√
h
1 + h(U2 − U1)
1√
h
= U2
and, with probability 1/(1 + h), the value
U = 11 + h(U1 + hU2) +
√
h
1 + h(U2 − U1)(−
√
h) = U1 .
The repeated interaction scheme gives
Vn+1 =
1
1 + h(U1 + hU2)Vn ⊗ In+1 +
√
h
1 + h(U2 − U1)Vn ⊗ Xn+1
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or else
(9.7.1) Vn+1 − Vn = 11 + h(U1 + hU2 − (1 + h)I)Vn ⊗ In+1 +
√
h
1 + h(U2 − U1)Vn ⊗ Xn+1 .
The unitary operator Vn+1 is equal to Vn multiplied on the left by U1 or U2 with respective
probability 1/(1 + h) and h/(1 + h).
This means that very often, a given value of Vn will get multiplied on the left by U1,
more exactly it is multiplied on the left by Un1 with probability 1/(1 + h)n. If the time
steps are of length h too, we get a multiplication on the right by U t/h1 with probability
1/(1 + h)t/h. This means, in the limit h tends to 0, that starting with a Vt0 , we have a
random variable τ which is the ﬁrst time when Xn = 1/
√
h. The law of τ is a geometrical
law which converge, when h tends to 0 to an exponential law E(1). Before that jumping
time τ , the unitary Vt is obtained by
Vt = e−i(t−t0)(HS−V )Vt0 .
At the time τ , the unitary Vt gets multiplied by U2, that is, by e−iV for small h. This is
exactly what is described by the QSDE associated to Vt above.
One can also understand it directly with Equation (9.7.1). We have
1
1 + h(U1 + hU2 − (1 + h)I) = −ihHS + ihV + h(e
iV − I) + o(h)
and √
h
1 + h(U2 − U1) =
√
h(e−iV − I + o(1))
so that
Vn+1 −Vn = (−iHS + iV +(eiV −I)+o(1))Vn⊗(hIn+1)+(e−iV −I+o(1))Vn⊗(
√
hXn+1) .
The random variable
√
hXn takes the values −h with probability 1/(1 + h) and 1 with
probability h/(1 + h). We have also
Vn+1 − Vn = (−iHS + iV )Vn ⊗ (hIn+1) + (e−iV − I + o(1))Vn ⊗ (
√
hXn+1 + hIn+1) .
The random variable
√
hXn + hIn takes the values 0 with probability 1/(1+ h) and 1+ h
with probability h/(1+h). At the limit h tends to 0 we are clearly dealing with a standard
Poisson process and the evolution equation is exactly our QSDE.
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Entanglement of Bipartite Quantum Systems driven by
Repeated Interactions
Stéphane ATTAL, Julien DESCHAMPS, Clément PELLEGRINI
Abstract
We consider bipartite quantum systems without interaction, undergoing repeated inter-
actions with some environment. We show that the environment creates entanglement in
between the two systems. Even more we show that it creates an interaction Hamiltonian,
that we compute explicitly. We also investigate physical models where we prove return to
equilibrium and asymptotic lost of entanglement.
10.1 Introduction
Initially introduced in [12] in order to justify the quantum Langevin equations, quantum
repeated interaction models are currently a tremendous line of research. It has found
various applications: quantum trajectories [39, 40, 41], stochastic control [42], thermaliza-
tion [21, 8]. Moreover several concrete physical experiments exactly converge to repeated
quantum interactions [30, 31].
Quantum repeated interactions concern particular discrete time evolutions in Open
Quantum System Theory. More precisely, the typical situation is the one of a quantum
system HS in contact with an inﬁnite chain of quantum system ⊗k Hk. The quantum
systems Hk interact with HS one after the others during a time h. Concretely H1 interacts
with HS during the time h and then stops interacting, the second quantum system H2
then interacts with HS and so on.
The continuous time limit, when h goes to zero, has been studied in detail in [12].
Remarkably, it has been shown that such discrete time models converge to the quantum
Langevin equations described by Hudson and Parthasarathy. In particular, this gives an
intuitive, but rigorous, justiﬁcation of the use of such equations. Such an approach has
also been applied in the context of indirect measurements allowing to recover Stochastic
Schrödinger Equations in the continuous time limit [39, 40, 41].
In this article, we concentrate on a particular situation. We consider that the system
HS is composed of two isolated quantum systems HAS and HBS , that is, the two systems do
not interact together. This "uncoupled" system undergoes quantum repeated interactions
as follows. We consider that all the systems Hk interact ﬁrst with HAS during a time h
without interacting with HBS and then with HBS without interacting anymore with HAS .
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Physically this can be understood as a model of two isolated cavities interacting one after
the other with a beam of photon. An incoming photon interacts ﬁrst with the cavity and
then with the second cavity.
Our work is motivated by entanglement considerations. While, the systems HAS and
HBS are not initially entangled and while there are no direct interaction between us, our
special scheme of quantum repeated interactions creates naturally entanglement. More
precisely, we show that this scheme of interaction is equivalent to a usual quantum repeated
interaction model where, actually, HAS interacts with HBS . In other words, the special
scheme of quantum repeated interactions creates spontaneously an eﬀective interaction
between HAS and HBS . Moreover we can concretely describe this interaction Hamiltonian.
In the present work, we focus on the continuous time limit, when the time interaction
between the systems Hk and HS = HAS ⊗ HBS goes to zero. In particular we derive the
associated Lindblad equation which describes the reduced evolution of HS . This allows to
identify the eﬀective coupling Hamiltonian. We also study the asymptotic behavior and
the entanglement of the limit dynamics in some physical examples.
10.2 Bipartite Model
This section is devoted to the description of the model. As announced, we consider a
quantum system HS = HAS ⊗ HBS , where HAS and HBS do not interact together (HAS and
HBS are ﬁnite dimensional Hilbert spaces). This means that the free evolution of HS is
given by
HA ⊗ I + I ⊗ HB,
where HA and HB are the free Hamiltonian of HAS and HBS . This system is coupled to an
environment made of an inﬁnite chain of identical and independent systems :
TΦ =
⊗
n∈N∗
Hk,
where Hk = H for all k.
The interaction between HS and the inﬁnite chain is described by a model of quantum
interactions, that is, the copies of H interact one after the others with HS and then stop
interacting. A single interaction between a copy of H and HS = HAS ⊗HBS is described by
a particular mechanism. The interaction is indeed divided into two parts. The system H
interacts ﬁrst with HAS during a time h without interacting with HBS . Then, the system
H interacts with HBS during a time h without interacting with HAS .
In terms of Hamiltonians, the evolution of the coupled system HAS ⊗ HBS ⊗ H can be
described as follows. For the ﬁrst interaction we consider a Hamiltonian of the form
(10.2.1) HAtot = HA ⊗ I ⊗ I + I ⊗ I ⊗ HR + λHAI ,
where HR represents the free Hamiltonian of H, the operator HAI represents the interaction
Hamiltonian between H and HAS and λ is a coupling constant (to be more precise and with
respect to the evolution that we consider, this operator acts as the identity operator on
HBS ). In a similar way the second evolution is described by
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(10.2.2) HBtot = I ⊗ HB ⊗ I + I ⊗ I ⊗ HR + λ′HBI ,
where this time HBI acts only non trivially on H and HBS and acts as the identity operator
on HAS . The terms λ′ represents also the coupling constant of the second interaction. Each
operator HAtot and HBtot gives rise to a unitary evolution
UA = e−ihHAtot(10.2.3)
UB = e−ihHBtot .(10.2.4)
The composed evolution is then given by
(10.2.5) U = UBUA.
Let us stress that usually the interaction between H and HS should have been given by
an Hamiltonian of the form H˜tot = HA ⊗ I ⊗ I + I ⊗ HB ⊗ I + I ⊗ I ⊗ HR + ΛH˜I , where
H˜I would have represented the interaction Hamiltonian. This would have given rise to a
usual unitary operator of the form
(10.2.6) U = e−i2hH˜tot .
In our model, since HAI and HBI do not commute we cannot directly put the unitary
(10.2.5) in the form of (10.2.6) (that is, with a unique exponential). In the following, we
shall see that our model with U = UBUA is equivalent to a standard model where actually
there is an eﬀective interaction between HAS and HBS . To this end we have to make precise
the form of the interaction Hamiltonians involved in (10.2.1) and (10.2.2).
We consider that all the Hilbert spaces involved in the interaction, that is, H, HAS and
HBS are ﬁnite dimensional. The Hilbert space H is represented by H = CN+1. On CN+1
we consider an orthonormal eigen-basis of HR denoted by {e0, e1, . . . , eN}. We have the
associated canonical operators (aij) deﬁned by
aijek = δikej ,
for all i, j and k in {0, ..., N}. With this notation, we have
HR =
N∑
j=0
γj a
j
j =
N∑
j=0
γj a
0
ja
j
0 ,
where the γj ’s are the eigenvalues of HR (they are positive real numbers).
Now for the interaction Hamiltonians, we consider operators of the following form
HAI =
N∑
j=1
Vj ⊗ I ⊗ a0j + V ∗j ⊗ I ⊗ aj0 ,
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and
HBI =
N∑
j=1
I ⊗ Wj ⊗ a0j + I ⊗ W ∗j ⊗ aj0 ,
where the Vj ’s are operators on HAS and the Wj ’s on HBS .
As usual in the Schrödinger picture the evolutions of states on HAS ⊗HBS ⊗H are given
by
ρ −→ Uρ U∗ ,
where we recall that U takes the particular form U = UBUA in our context.
Now, we are in the position to describe the whole interaction between HAS ⊗ HBS and
the chain ⊗k Hk, with Hk = H = CN+1. The scheme is as follows, the ﬁrst copy H1
interacts with HAS ⊗ HBS during a time 2h while the rest of the chain remains isolated
then the ﬁrst copy disappear and the second copy comes to interacts and so on... Before
making precise the evolution, we need to introduce a notation for the operators acting
only on Hn and being the identity operator on the rest of the whole space. This way if A
is an operator on H, we extend it as an operator on ⊗k Hk but acting only non trivially
on Hn by putting
A(n) =
n−1⊗
k=1
I ⊗ A ⊗
⊗
k>n+1
I.
Mathematically, on HAS ⊗HBS
⊗
k Hk, we consider the family of unitary operators (Un),
where Un acts as U on HAS ⊗ HBS and the copy number n of H and as the identity on the
rest of the chain. The operator Un represents actually the interaction between HAS ⊗ HBS
and Hn. More precisely, the operator Un is deﬁned as Un = UBn UAn , where for example
UAn = e−ihH
A
tot,n with
(10.2.7) HAtot,n = HA ⊗ I ⊗ I + I ⊗ I ⊗ HR(n) + λ
N∑
j=1
Vj ⊗ I ⊗ a0j (n) + V ∗j ⊗ I ⊗ aj0(n) .
A similar description holds for UBn .
The whole evolution is then described by the family of unitary operators (Vn) deﬁned
by
(10.2.8) Vn = UnUn−1 . . . U1 .
As a consequence, if the initial state of HAS ⊗HBS
⊗
k Hk is ρ0, the state after n interactions
is
ρ0 −→ Vn ρ0 V ∗n .
Now that the discrete time evolution is clearly described, we shall now investigate the
continuous time limit of such an evolution in the next section.
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10.3 Continuous-Time Limit
This section is devoted to derive the continuous time limit of our special scheme of repeated
interactions, i.e. the limit when the time parameter h goes to 0. It has been shown in
[12], that taking simply the limit in the above description gives a trivial continuous time
evolution (actually only the free evolution remains in continuous time). In order to obtain
a relevant limit, the authors of [12] have shown that the total Hamiltonian has to be
properly rescaled in terms of h. In particular it is crucial to strengthen the interaction
in order to see its eﬀect at the limit. More precisely, translated in our context, the total
Hamiltonians have to be considered of the following form:
HAtot = HA ⊗ I ⊗ I + I ⊗ I ⊗ HR +
1√
h
N∑
i=1
Vj ⊗ I ⊗ a0j + V ∗j ⊗ I ⊗ aj0 ,
and,
HBtot = I ⊗ HB ⊗ I + I ⊗ I ⊗ HR +
1√
h
N∑
j=1
I ⊗ Wj ⊗ a0j + I ⊗ W ∗j ⊗ aj0 .
Let us stress that in the above expressions the coupling constants appearing in (10.2.1) and
(10.2.2) have been replaced by 1/
√
h. This scaling represents the good way of strength-
ening the interaction when h goes to zero in order to obtain a relevant continuous time
evolution. In particular, let [ · ] denote the integer part, one can show that the operators
(V[t/h])t deﬁned in (10.2.8) converge to a family of operators (Ut)t satisfying a particular
quantum stochastic diﬀerential equation. In our setup this can be expressed as follows.
Theorem 10.3.1. When the interaction time h goes to 0, the continuous time dynamics
converges strongly to the unitary solution of the quantum stochastic diﬀerential equation
dUt =
⎡⎣−i(HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I) − 12 ∑
j
V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j
⎤⎦Utdt
− i
N∑
i=1
(Vj ⊗ I + I ⊗ Wj)Ut da0j (t) + (V ∗j ⊗ I + I ⊗ W ∗j )Ut daj0(t) .
(10.3.1)
Proof. The essential step is to identify the relevant terms when we expand
U = UBUA = e−ihHBtote−ihHAtot ,
in terms of h. More precisely, on HAS ⊗ HBS ⊗ H, one can decompose U as
(10.3.2) U =
∑
i,j
U ij(h) ⊗ aij ,
where U ij(h) are operators on HAS ⊗HBS . This way, we shall ﬁnd the asymptotic expression
of U ij(h) and next we shall apply the convergence results of [12] to derive Eq. (10.3.1).
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In order to obtain the asymptotic expression of U ij(h), let us study HAtot and HBtot in
details. Using a similar decomposition as (10.3.2) the operators HAtot and HBtot can be seen
as matrices whose the coeﬃcients are operators on HAS ⊗ HBS . In particular, they can be
written as follows
HAtot =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
HA ⊗ I + λ0I ⊗ I 1√hV ∗1 ⊗ I
1√
h
V ∗2 ⊗ I · · · 1√hV ∗N ⊗ I
1√
h
V1 ⊗ I HA ⊗ I + λ1I ⊗ I 0 · · · 0
1√
h
V2 ⊗ I 0 HA ⊗ I + λ2I ⊗ I . . . 0
...
... . . . . . .
...
1√
h
VN ⊗ I 0 0 · · · HA ⊗ I + λNI ⊗ I
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and,
HBtot =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I ⊗ HB + λ0I ⊗ I 1√hI ⊗ W ∗1
1√
h
I ⊗ W ∗2 · · · 1√hI ⊗ W ∗N
1√
h
I ⊗ W1 I ⊗ HB + λ1I ⊗ I 0 · · · 0
1√
h
I ⊗ W2 0 I ⊗ HB + λ2I ⊗ I . . . 0
...
... . . . . . .
...
1√
h
I ⊗ WN 0 0 · · · I ⊗ HB + λNI ⊗ I
⎞⎟⎟⎟⎟⎟⎟⎟⎠
Now, we can make the Taylor expansion of U . In order to apply [12], only the terms
I ⊗ I, (−ihHAtot), (−ihHBtot), (−ihHAtot)2 and (−ihHBtot)2 are relevant. After computations,
the operators UA and UB satisfy
UA =
⎛⎜⎜⎜⎜⎜⎜⎝
DA0 −i
√
hV ∗1 ⊗ I −i
√
hV ∗2 ⊗ I · · · −i
√
hV ∗N ⊗ I
−i√hV1 ⊗ I DA1 − 12hV1V ∗2 ⊗ I · · · −12hV1V ∗N ⊗ I
... − 12hV2V ∗1 ⊗ I DA2
. . . ...
...
... . . . . . .
...
−i√hVN ⊗ I − 12hVNV ∗1 ⊗ I − 12hVNV ∗2 ⊗ I · · · DAN
⎞⎟⎟⎟⎟⎟⎟⎠+ ◦(h
3/2)
and,
UB =
⎛⎜⎜⎜⎜⎜⎜⎝
DB0 −i
√
hI ⊗ W ∗1 −i
√
hI ⊗ W ∗2 · · · −i
√
hI ⊗ W ∗N
−i√hI ⊗ W1 DB1 − 12hI ⊗ W1W ∗2 · · · −12hI ⊗ W1W ∗N
... − 12hI ⊗ W2W ∗1 DB2
. . . ...
...
... . . . . . .
...
−i√hI ⊗ WN − 12hI ⊗ WNW ∗1 − 12hI ⊗ WNW ∗2 · · · DBN
⎞⎟⎟⎟⎟⎟⎟⎠+ ◦(h
3/2)
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where the diagonal coeﬃcients of UA and UB are for all j = 1, . . . , N ,
DA0 = I ⊗ I − ihHA ⊗ I − ihλ0I ⊗ I −
1
2h
∑
j
V ∗j Vj ⊗ I + ◦(h3/2) ,
DAj = I ⊗ I − ihHA ⊗ I − ihλjI ⊗ I −
1
2hVjV
∗
j ⊗ I + ◦(h3/2) ,
DB0 = I ⊗ I − ihI ⊗ HB − ihλ0I ⊗ I −
1
2h
∑
j
I ⊗ W ∗j Wj + ◦(h3/2) ,
DBj = I ⊗ I − ihI ⊗ HB − ihλjI ⊗ I −
1
2hI ⊗ WjW
∗
j + ◦(h3/2) .
This way computing UBUA in asymptotic form, the coeﬃcients U ij(h) of the matrix U for
i, j = 0, . . . , N are up to the terms of order at least 3/2
U00 = I ⊗ I − ih(HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I) −
1
2h
∑
j
V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j ,
U j0 = −i
√
h(V ∗j ⊗ I + I ⊗ W ∗j ) ,
U0j = −i
√
h(Vj ⊗ I + I ⊗ Wj) ,
U jj = I ⊗ I − ih(HA ⊗ I + I ⊗ HB + 2λjI ⊗ I) −
1
2h(VjV
∗
j ⊗ I + I ⊗ WjW ∗j + 2V ∗j ⊗ Wj) ,
Ukj = −
1
2h(VjV
∗
k ⊗ I + I ⊗ WjW ∗k + 2V ∗k ⊗ Wj) .
This way, we can easily check that
lim
h→0
U ij(h) − δijI
h	i,j
= Lij ,
where 0,0 = 1, 0,j = j,0 = 1/2 and i,j = 0 otherwise and where
L00 = −i(HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I) −
1
2
∑
j
V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j ,
Lj0 = −i(V ∗j ⊗ I + I ⊗ W ∗j ) ,
L0j = −i(Vj ⊗ I + I ⊗ Wj) ,
Lij = 0.
These are exactly the conditions of Theorem of [12] and the results follows.
Now that we have derived (10.3.1), we want to stress some important consequences of
such an evolution, grouped together in the following theorem.
Theorem 10.3.2. The continuous-time limit in Theorem 10.3.1 is exactly the same as
the one obtained by the usual repeated interactions on HAS ⊗ HBS
dUt = L00Utdt +
∑
j
Lj0Utda
j
0(t) + L0jUtda0j (t) ,
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where
L00 = −i(HA,B0 + 2λ0I ⊗ I) −
1
2
∑
j
S∗j Sj ,
L0j = −iSj , Lj0 = −iS∗j .
with Sj = Vj ⊗ I + I ⊗ Wj and the Hamiltonian
HA,B0 = HA ⊗ I + I ⊗ HB +
i
2
∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j ,
the term i/2∑j V ∗j ⊗ Wj − Vj ⊗ W ∗j representing an interaction Hamiltonian.
Proof. This result is a reinterpretation of Eq.(10.3.1) obtained in the previous theorem.
Let us note that the coeﬃcient L00 of this equation can be written as
L00 = − i
⎛⎝HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I + i12 ∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
⎞⎠
− 12
∑
j
(Vj ⊗ I + I ⊗ Wj)∗(Vj ⊗ I + I ⊗ Wj) .
This way putting Sj = Vj ⊗ I + I ⊗ Wj , we get
L00 = −i
⎛⎝HA ⊗ I + I ⊗ HB + 2λ0I ⊗ I + i12 ∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
⎞⎠− 12 ∑
j
S∗j Sj ,
L0j = −iSj , Lj0 = −iS∗j .
Usually if one considers a system HS in contact with an environment, for example in
the continuous time limit of repeated interaction, with a corresponding total Hamiltonian
of the form
Htot = H0 ⊗ I + I ⊗ HR + 1√
h
N∑
i=1
Vj ⊗ a0j + V ∗j ⊗ aj0 ,
one obtains a QSDE of the form
dUt = L00Utdt +
∑
j
Lj0Utda
j
0(t) + L0jUtda0j (t) ,
where
L00 = −i(H0 + 2λ0I) −
1
2
∑
j
V ∗j Vj ,
L0j = −iVj , Lj0 = −iV ∗j .
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In particular, the evolution HAS coupled to the Fock space Φ, representing the limit envi-
ronment, can be given by
(10.3.3) dU˜At = [−i(HA + λ0I) −
1
2
∑
j
V ∗j Vj ]U˜At dt − i
∑
j
VjU˜
A
t da
0
j (t) + V ∗j U˜At da
j
0(t) ,
which is the limit of V A[t/h] = UA[t/h]...UA1 . Similar the evolution of HBS coupled to the Fock
space Φ can be given by
(10.3.4) dU˜Bt = [−i(HB +λ0I)−
1
2
∑
j
W ∗j Wj ]U˜Bt dt− i
∑
j
WjU˜
B
t da
0
j (t)+W ∗j U˜Bt da
j
0(t) ,
which is the limit of V B[t/h] = UB[t/h]...UB1 . Knowing the evolution described by (10.3.3) and
(10.3.4), it is not absolutely straightforward how to derive Eq. (10.3.1).
In fact, the apparition of the term
1
2
∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
cannot be directly deduced from the separate evolution. This terms appears as an eﬀective
interacting Hamiltonian between HSA and HSB. In particular the evolution described by
(10.3.1) can be modeled as a usual continuous time imit of repeated interactions and
this way as a usual quantum Langevin evolution by considering that the free evolution of
HSA ⊗ HSB is of the form
HA,B0 = HA ⊗ I + I ⊗ HB +
i
2
∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j
which involves then an eﬀective interaction i/2∑j V ∗j ⊗ Wj − Vj ⊗ W ∗j .
Our special model of interaction creates spontaneously an Hamiltonian of interaction
between HSA and HSB whereas they are supposed isolated.
Moreover, note that this interaction is not symmetric in HAS and HBS due to the fact
that each auxiliary system H acts with HAS before HBS . Somehow the evolution keeps the
memory of the order of the interaction.
We want now to illustrate Theorem 10.3.1 with physical examples and to study some
properties of their limit evolution. But before, since the central object in the following
shall be the Lindblad generator, we recall how to obtain it from the solution (Ut)t∈R+ of
(10.3.1). This family of unitary operators is naturally related to a semigroup of completely
positive maps as follows. We deﬁne the semigroup (Tt)t∈R+ by
Tt(ρ) = TrH(Ut(ρ ⊗ |e0〉〈e0|)U∗t ) ,
for all ρ ∈ HAS ⊗ HBS and all t ∈ R+. The maps Tt gives the state of HAS ⊗ HBS at time t
after the interaction represented by Ut when the environment H is initially in its ground
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state |e0〉〈e0|. The Lindblad generator is then the inﬁnitesimal generator of the semigroup
(Tt)t∈R+ . For Eq. (10.3.1), this operator is
L(ρ) = − i
⎡⎣HA ⊗ I + I ⊗ HB + i2 ∑
j
V ∗j ⊗ Wj − Vj ⊗ W ∗j , ρ
⎤⎦
+ 12
(∑
j
2SjρS∗j − S∗j Sjρ − ρS∗j Sj
)
,
for all state ρ of the system.
In all the above description, the environment is supposed to be in its ground state
|e0〉〈e0|. We shall also compute the inﬁnitesimal generator for a thermal state of the
environment in Section 10.5.1.
10.4 Entanglement for the Spontaneous Emission of Pho-
tons
We present in this section a simple physical example, already considered in [12] for the
usual repeated interactions and in [8] for a thermal environment. We focus more precisely
on the evolution of the entanglement of formation of HAS ⊗ HBS quantifying how HAS and
HBS are linked. We don’t want to treat this question in a general context but just to
present a result showing that HAS and HBS are really entangled by the interaction created
by our model. Generally the computation of the entanglement of a state is not an easy
question. However some results exist for some special states. Since we want to study the
whole evolution of the entanglement in time for a bipartite, we consider a simple example.
In this system, all the spaces HAS , HBS and H are C2 representing a 2-level system. The
free dynamics HA, HB and HR are given by the classical Pauli matrix σz deﬁned by(
1 0
0 −1
)
,
and the operators V1 = W1 = a10.
The total Hamiltonian operators are ﬁnally
HAtot = σz ⊗ I ⊗ I + I ⊗ I ⊗ σz + a10 ⊗ I ⊗ a01 + a01 ⊗ I ⊗ a10 ,
and,
HBtot = I ⊗ σz ⊗ I + I ⊗ I ⊗ σz + I ⊗ a10 ⊗ a01 + I ⊗ a01 ⊗ a10 .
These interactions can be understood as an exchange of a photon between the diﬀerent
particles.
Theorem 10.3.1 can be applied to this system to obtain the limit evolution given by
(10.4.1) dUt =
[
−i(σz ⊗ I + I ⊗ σz + 2I ⊗ I) − 12S
∗S + 12(a
0
1 ⊗ a10 − a10 ⊗ a01)
]
Utdt
− iSUtda01(t) − iS∗Utda10(t) ,
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where S = a10⊗I+I⊗a10. The Lindblad generator of the semigroup related to this unitary
evolution is
L(ρ) = − i
[
σz ⊗ I + I ⊗ σz + i2(a
1
0 ⊗ a01 − a01 ⊗ a10), ρ
]
+ 12
(
2SρS∗ − S∗Sρ − ρS∗S
)
,
for all state ρ of the system.
In the following, since HAS = HBS = C2, a state on HAS ⊗HBS is also seen as a matrix of
size 4 × 4 with respect to the canonical basis
(|e0 ⊗ e0〉, |e0 ⊗ e1〉, |e1 ⊗ e0〉, |e1 ⊗ e1〉) .
Let us concentrate now on the dynamics of the system HAS ⊗ HBS for the initial state
|e0 ⊗ e1〉〈e0 ⊗ e1|. One can check that the states of HAS ⊗ HBS whose evolution is governed
by Eq. (10.4.1) is, for all t in R+,
ρt = etL(|e0 ⊗ e1〉〈e0 ⊗ e1|) =
⎛⎜⎜⎜⎝
1 − (1 + t2)e−t 0 0 0
0 e−t −te−t 0
0 −te−t t2e−t 0
0 0 0 0
⎞⎟⎟⎟⎠ .
Note that we particularly ﬁnd the exponential convergence of the state of the system to
|e0 ⊗ e0〉〈e0 ⊗ e0|.
The initial state |e0 ⊗ e1〉〈e0 ⊗ e1| is considered because the state ρt is of a particular
form allowing us an exact computation of its entanglement of formation. Indeed, Vogels-
berger gives in his PhD Thesis [44] a formula, based on a result of Wooters [45], for the
entanglement of some special states, called X-states. These states are the ones represented
by the matrices of the form
ρ =
⎛⎜⎜⎜⎝
a 0 0 y
0 b x 0
0 x c 0
y 0 0 d
⎞⎟⎟⎟⎠ ,
with the conditions a, b, c, d non-negative reals such that a + b + c + d = 1, |y|2 ≤ ad and
|x|2 ≤ bc. The entanglement is given for these states in the next theorem.
Theorem 10.4.1. Let ρ be the X-state⎛⎜⎜⎜⎝
a 0 0 y
0 b x 0
0 x c 0
y 0 0 d
⎞⎟⎟⎟⎠ .
The entanglement of formation of ρ is
E(ρ) = h
(
1 +
√
1 − C(ρ)2
2
)
,
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where h(x) = −x log(x) − (1 − x) log(1 − x) and where C(ρ) is the Wootters’ concurrence
of ρ given by
C(ρ) = 2max(0, |y| −
√
bc, |x| −
√
ad) .
Since the state ρt is a X-state for all t, we deduce from Theorem 10.4.1 that the
entanglement of formation of ρt is
E(ρt) = h
(
1 +
√
1 − 4t2e−2t
2
)
.
This function E(ρt) is plotted on Figure 10.1 to see its evolution in time. Note that one
Figure 10.1: Entanglement of formation
can see the creation of entanglement by the interactions with environment. Then, after a
peak, a lost of entanglement follows due to the convergence to the invariant state.
10.5 Case of a Thermal Environment
We have presented in the previous sections this bipartite model where the vector e0 played
a particular role. Indeed, it was crucial in the construction to get an environment in a pure
state. But it is natural to wonder what kind of evolution we obtain for other states as a
thermal state. One usual procedure in this case is to make use of the GNS representation.
This way, one increases the space in order to turn the state into a pure state. In [8], this
strategy is applied for a thermal state on the environment to derive the QSDE for some
physical systems in the usual repeated interaction setup. In this section, we don’t want
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to make a precise similar work for a thermal state to get a QSDE but just to derive the
Lindblad generator of the limit dynamics.
The model is exactly the same as described in the ﬁrst section except the state of the
environment. We consider the thermal state given by a Gibbs state of the following form
ωβ =
1
Z
e−βH
R
,
where β is a positive real and Z is a normalizing constant. Since the Hamiltonian HR is di-
agonal whose coeﬃcients are denoted λi, the state ωβ is diagonal of coeﬃcients (β0, . . . , βN )
deﬁned by βj = e−βλj/Z satisfying
∑
j βj = 1. We can now write the following result.
Theorem 10.5.1. The continuous time limit of the evolution of the above repeated inter-
action bipartite model admits the following Lindblad generator
Lβ(ρ) = − i
⎡⎣HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)(Vj ⊗ W ∗j − V ∗j ⊗ Wj), ρ
⎤⎦
− 12
N∑
j=1
βj
(
SjS
∗
j ρ + ρSjS∗j − 2S∗j ρSj
)− 12
N∑
j=1
β0
(
S∗j Sjρ + ρS∗j Sj − 2SjρS∗j
)
,
where Sj = Vj ⊗ I + I ⊗ Wj.
Proof. The proof is based on a Taylor expansion of the completely positive map deﬁned
by l(ρ) = TrCN+1(U(ρ ⊗ ρβ)U∗) where U = UBUA and on a convergence theorem in [12]
giving the Lindblad generator.
Let us compute the completely positive map
l(ρ) = TrCN+1(U(ρ ⊗ ωβ)U∗) =
∑
j
(U(ρ ⊗ ωβ)U∗)jj =
∑
jk
βk ujk ρ u
∗
jk .
With the notations Sj = Vj ⊗ I + I ⊗ Wj and Zj = Vj ⊗ W ∗j − V ∗j ⊗ Wj , for all j ≥ 1 and
up to terms of order greater than 3/2, we get
l(ρ) =β0 u00 ρ u∗00 +
N∑
j=1
β0 uj0 ρ u
∗
j0 + βj u0j ρ u∗0j + βj ujj ρ u∗jj
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l(ρ) =ρ + h
(
− i
[
HA ⊗ I + I ⊗ HB, ρ
]
− 12
N∑
j=1
βj(VjV ∗j ⊗ I + I ⊗ WjW ∗j + 2V ∗j ⊗ Wj)ρ
− 12
N∑
j=1
βjρ(VjV ∗j ⊗ I + I ⊗ WjW ∗j + 2V ∗j ⊗ Wj)∗
− 12
N∑
j=1
β0(V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j )ρ
− 12
N∑
j=1
β0ρ(V ∗j Vj ⊗ I + I ⊗ W ∗j Wj + 2Vj ⊗ W ∗j )∗
+
N∑
j=1
β0SjρS
∗
j + βjS∗j ρSj
)
=ρ + h
(
− i
[
HA ⊗ I + I ⊗ HB, ρ
]
+ 12
N∑
j=1
(βj − β0)
(
Zjρ − ρZj
)
− 12
N∑
j=1
βj
(
SjS
∗
j ρ + ρSjS∗j − 2S∗j ρSj
)− 12
N∑
j=1
β0
(
S∗j Sjρ + β0ρS∗j Sj − 2SjρS∗j
))
=ρ + h
(
− i
⎡⎣HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)Zj , ρ
⎤⎦
− 12
N∑
j=1
βj
(
SjS
∗
j ρ + ρSjS∗j − 2S∗j ρSj
)− 12
N∑
j=1
β0
(
S∗j Sjρ + β0ρS∗j Sj − 2SjρS∗j
))
.
Hence, the results follows by a convergence theorem in [12].
Now that we have derived the Lindblad generator of the limit evolution, the aim is to
study the asymptotic behavior of the system in a physical example.
10.5.1 Return to Equilibrium in a Physical Example
We present in this section the ﬁrst example but extended to N + 1-level systems, already
considered in [12] for the usual repeated interactions and in [8] for a thermal environment.
In this system, all the spaces HAS , HBS and H are CN+1. In this example, the free
Hamiltonians HA and HB are equal to HR. On these spaces, the orthonormal basis
{e0, e1, . . . , eN} are still an eigen-basis of HR (and therefore of HA and HB) related to
the eigenvalues (λi)i=0,...,N .
The interaction Hamiltonian operators HAI and HBI are deﬁned in this model by
HAI =
N∑
j=1
a0j ⊗ I ⊗ aj0 + aj0 ⊗ I ⊗ a0j ,
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and,
HBI =
N∑
j=1
I ⊗ a0j ⊗ aj0 + I ⊗ aj0 ⊗ a0j .
Finally, the total Hamiltonian operators are taken in the same form as in the presen-
tation of the bipartite model with Vj = Wj = aj0,
HAtot = HA ⊗ I ⊗ I + I ⊗ I ⊗ HR +
N∑
j=1
a0j ⊗ I ⊗ aj0 + aj0 ⊗ I ⊗ a0j ,
and,
HBtot = I ⊗ HB ⊗ I + I ⊗ I ⊗ HR +
N∑
j=1
I ⊗ a0j ⊗ aj0 + I ⊗ aj0 ⊗ a0j ,
where the free Hamiltonians HA, HB are equal to HR.
Theorem 10.5.1 can then be applied to this system and gives a limit evolution whose
Lindblad generator is
Lβ(ρ) = − i
⎡⎣HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)(aj0 ⊗ a0j − a0j ⊗ aj0), ρ
⎤⎦
− 12
N∑
j=1
βj
(
SjS
∗
j ρ + ρSjS∗j − 2S∗j ρSj
)− 12
N∑
j=1
β0
(
S∗j Sjρ + ρS∗j Sj − 2SjρS∗j
)
,
where Sj = aj0 ⊗ I + I ⊗ aj0.
The aim is now to study the asymptotic behavior of the system. In a general context,
the following result in the case of ﬁnite dimensional Hilbert spaces, proved by Frigerio and
Verri [29] and extended by Fagnola and Rebolledo [?] gives a suﬃcient condition, in the
case where the system has a faithful invariant state ρ∞, for the ∗-weak convergence to it,
that is, for all initial state ρ and all observable X on A ⊗ B,
lim
t→+∞ tr(e
tL(ρ)X) = tr(ρ∞X) .
This suﬃcient condition is the equality of the following commutants{
H,Lj , L
∗
j ; j = 1, . . . , N
}′
and
{
Lj , L
∗
j ; j = 1, . . . , N
}′
.
A system satisfying this condition is said to have the property of return to equilibrium.
We can now write the following result for our example.
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Theorem 10.5.2. The system HAS ⊗ HBS evolving according to the Lindblad generator
Lβ(ρ) = − i
⎡⎣HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)(aj0 ⊗ a0j − a0j ⊗ aj0), ρ
⎤⎦
− 12
N∑
j=1
βj
(
SjS
∗
j ρ + ρSjS∗j − 2S∗j ρSj
)− 12
N∑
j=1
β0
(
S∗j Sjρ + ρS∗j Sj − 2SjρS∗j
)
,
where Sj = aj0 ⊗ I + I ⊗ aj0, has the property of return to equilibrium.
Moreover, the invariant state is exactly
ρβ =
e−β(HA⊗I+I⊗HB)
Z
,
where Z is a normalizing constant.
Proof. Firstly, one can check that ρβ is a faithful invariant state since
Lβ(ρβ) = 0 .
The proof is then based on the result of Fagnola and Rebolledo by showing that the
commutants
{
HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)(aj0 ⊗ a0j − a0j ⊗ aj0), Sk, S∗k ; k = 1, . . . , N
}′
and
{Sk, S∗k ; k = 1, . . . , N}′
are simply trivial.
Recall that in this physical system the operators Sk are ak0⊗I+I⊗ak0 for all k ≥ 1. Let
us prove now that {Sk, S∗k ; k = 1, . . . , N}′ is trivial. Consider an element K of this com-
mutant. This element K can be written with respect to the canonical basis (aij)i,j=0,...,N
as
K =
N∑
i,j=0
Kij ⊗ aij ,
where the Kij ’s are operators on CN+1. Since the operators K and Sk commute for all
k ≥ 1, we get the equality between
KSk =
⎛⎝ N∑
i,j=0
Kij ⊗ aij
⎞⎠(ak0 ⊗ I + I ⊗ ak0) = N∑
i,j=0
Kija
k
0 ⊗ aij +
N∑
i,j=0
Kij ⊗ aijak0
=
N∑
i,j=0
Kija
k
0 ⊗ aij +
N∑
j=0
K0j ⊗ akj
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and
SkK =
(
ak0 ⊗ I + I ⊗ ak0
)⎛⎝ N∑
i,j=0
Kij ⊗ aij
⎞⎠ = N∑
i,j=0
ak0K
i
j ⊗ aij +
N∑
i,j=0
Kij ⊗ ak0aij
=
N∑
i,j=0
ak0K
i
j ⊗ aij +
N∑
i=0
Kik ⊗ ai0 .
From the commutation of K and S∗k , we also have the equality between
KS∗k =
⎛⎝ N∑
i,j=0
Kij ⊗ aij
⎞⎠(a0k ⊗ I + I ⊗ a0k) = N∑
i,j=0
Kija
0
k ⊗ aij +
N∑
i,j=0
Kij ⊗ aija0k
=
N∑
i,j=0
Kija
0
k ⊗ aij +
N∑
j=0
Kkj ⊗ a0j
and
S∗kK =
(
a0k ⊗ I + I ⊗ a0k
)⎛⎝ N∑
i,j=0
Kij ⊗ aij
⎞⎠ = N∑
i,j=0
a0kK
i
j ⊗ aij +
N∑
i,j=0
Kij ⊗ a0kaij
=
N∑
i,j=0
a0kK
i
j ⊗ aij +
N∑
i=0
Ki0 ⊗ aik .
From these equalities and since the operators (aij)i,j=0,...,N form a basis, the following
system of equations is obtained for k = 1, . . . , N ,
K00a
k
0 = ak0K00 + K0k
a0kK
0
0 = K00a0k + Kk0 ,
for j, k, l = 1, . . . , N with k = j
K0j a
l
0 = al0K0j
a0kK
0
j = K0j a0k + Kkj
K0j a
0
j + K
j
j = a0jK0j + K00 ,
and
Kj0a
0
l = a0l K
j
0
Kj0a
k
0 = ak0K
j
0 + K
j
k
Kj0a
j
0 + K00 = a
j
0K
j
0 + K
j
j ,
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and for i, j, k, l = 1, . . . , N with k = i and l = j
Kija
k
0 = ak0Kij
Kija
0
l = a0l Kij
Kija
i
0 + K0j = ai0Kij
Kija
0
j = a0jKij + Ki0 .
We now study all these equations in order to prove that the Kij ’s are all equal to 0. Note
that the commutation of a matrix M = (mij)i,j=0,...,N with ak0 for k = 1, . . . , N implies
that for all p ≥ 1 and q = 0, . . . , N with q = k
m00 = mkk , mp,0 = 0 and mk,q = 0 .
The commutation of M with a0k gives that for all p ≥ 1 and q = 0, . . . , N with q = k
m00 = mkk , m0,p = 0 and mq,k = 0 .
Thus since K0j al0 = al0K0j for all j, l = 1, . . . , N , the matrices K0j are of the form⎛⎜⎜⎜⎜⎝
m00 m01 . . . m0N
0 m00 0 0
... . . . . . . 0
0 . . . 0 m00
⎞⎟⎟⎟⎟⎠ .
By the same way, from Kj0a0l = a0l K
j
0 for all j, l = 1, . . . , N , we deduce that the matrices
Kj0 are of the form ⎛⎜⎜⎜⎜⎝
m00 0 . . . 0
m10 m00 0 0
... . . . . . . 0
mN0 . . . 0 m00
⎞⎟⎟⎟⎟⎠ .
Consider now the equations on Kij for i, j = 0. Since we get Kijak0 = ak0Kij and
Kija
0
l = a0l Kij for k, l = 1, . . . , N with k = i and l = j, the matrix Kij is a diagonal matrix
whose coeﬃcients are all equal to m00 except the column j and the row i with for the
moment only zero coeﬃcients on the ﬁrst row and the ﬁrst column.
In the following, the coeﬃcients of a matrix Kij are denoted by (m
ij
kl)k,l=0,...,N .
We work then on the equation Kijai0+K0j = ai0Kij . This equality gives that the diagonal
coeﬃcients of K0j are 0 and for l = 1, . . . , N with l = i,
mij00 = m
ij
ii + m
0j
0i and m
0j
0l = −mijil .
Then from Kija0j = a0jKij + Ki0 we deduce that the diagonal coeﬃcients of Ki0 are 0 and,
for l = 1, . . . , N with l = j,
mij00 = m
ij
jj + mi00j and mi0l0 = −mijlj .
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From the equalities Kj0ak0 = ak0K
j
0 + K
j
k and a0kK0j = K0j a0k + Kkj with k = j, we ﬁnally
obtain that all the matrices Kj0 , K0j and K
j
k are all equal to 0 for j = k. For j = k, the
equalities Kj0a
j
0 +K00 = a
j
0K
j
0 +K
j
j allow us to conclude that the only non zero operators
are the Kjj ’s for j = 0, . . . , N and all equal to m0000I.
Hence, we have proved that the commutant {Sk, S∗k ; k = 1, . . . , N}′ is reduced to the
operators of the form λI ⊗ I with λ in C. Then the commutant⎧⎨⎩HA ⊗ I + I ⊗ HB + i2
N∑
j=1
(βj − β0)(aj0 ⊗ a0j − a0j ⊗ aj0), Sk, S∗k ; k = 1, . . . , N
⎫⎬⎭
′
is by deﬁnition a subset of {Sk, S∗k ; k = 1, . . . , N}′. Therefore it is trivial too. This proves
that the system has the property of return to equilibrium by the result in [27].
Since this state ρβ is the invariant state of HAS ⊗HBS , one can deduce the thermalization
of HAS and HBS by the environment.
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