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Denote by p the set of all real algebraic polynomials of degree at most n. Then
classical inequality of I. Schur asserts that the transformed Chebyshev polynomial
 .   ..T x s T x cos pr2n has the greatest uniform norm of its first derivative onn n
w xy1, 1 among all f g S , wheren
5 5S [ f : f g p , f y1 s f 1 s 0, f F 1 . 4 .  .n n
Here we extend this result to the k th derivative by proving the inequality
k . k .f F T k s 1, . . . , n for all f g S . .n n
For k G 2 we prove the same inequality in the larger class
cos jprn .
D [ f : f g p , f y1 s f 1 s 0, f F 1, j s 1, . . . , n y 1 . .  .n n 5 /cos pr2n .
This extension is in the spirit of the refinement of the Markov inequality found by
Duffin and Schaeffer. Q 1997 Academic Press
1. INTRODUCTION AND STATEMENT OF THE RESULTS
Denote by p the set of all real algebraic polynomials of degree notn
5 5 w xexceeding n, and by ? the supremum norm for the interval y1, 1 ,
5 5 <  . <f [ sup f x .x gwy1, 1x
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More than one hundred years ago the brothers Andrej and Vladimir
Markov proved the following
5 5THEOREM A. If f g p satisfies f F 1, thenn
k . k .f F T 1 1.1 .  .n
 .  .  .for k s 1, . . . , n. Equality holds only for f x s"T x s"cos n arccos x .n
A remarkable extension of Theorem A was found by Duffin and
5 5Schaeffer in 1941. They showed that the requirement f F 1 is un-
 .necessarily restrictive and that the inequality 1.1 remains true under the
weaker assumption
n.f h F 1, j s 0, . . . , n , 1.2 . .j
n.  .where h s cos jprn are the points of local extrema of the Chebyshevj
 .polynomial of the first kind T x . For some other inequalities of then
w xDuffin and Schaeffer type the reader may consult 2, 10 .
I. Schur has studied an extremal problem of Markov's type for polynomi-
 .als satisfying zero boundary conditions. For every natural n n G 2 denote
5 5S [ f : f g p , f y1 s f 1 s 0, f F 1 . 1.3 4 .  .  .n n
w xIn 1919 Schur 12 proved
THEOREM B. If f g S , thenn
p
Xf 9 F T s n cos , 1.4 .n 2n
 .   ..where T x s T x cos pr2n . Equality is attained if and only if f s"T .n n n
w xIn 3 Bojanov and Rahman developed a general method for derivation
w xof polynomial inequalities. Applying this method, Bojanov 1 proved
 .among others the inequality
k . k . Äf F T , k s 1, . . . , n 1 F q F ` for all f g S , 1.5 .  .q qn n
Ä  w x4 5 5where S [ f g S : f has n zeros in y1, 1 and f [qn n
 1 <  . < q .1r q  .H f t dt for k s 1 the inequality holds in S . Bojanov askedy1 n
k . k .5 5 5 5the question: Does the inequality f F T hold for all f g S whenn n
w xk G 2? A positive answer for k s 2 and k s 3 was given by Milev 8, 9 .
Here we give a complete affirmative answer to Bojanov's question by
proving
THEOREM 1.1. If f g S , thenn
k . k .f F T 1.6 .n
 4for all k g 1, . . . , n . Equality is possible if and only if f s"T .n
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 .It turns out that for k G 2 the inequality 1.6 holds in a larger class of
polynomials than S . By analogy with the refinement of the Markovn
inequality given by Duffin and Schaeffer, we show that for the validity of
 .1.6 it suffices to assume inequalities only at the extremal points of T .n
 .For every natural n n G 2 denote
cos jprn .
D [ f : f g p , f y1 s f 1 s 0, f .  .n n  /cos pr2n .
F 1, j s 1, . . . , n y 1 .5
 .THEOREM 1.2. If f g D , then the inequality 1.6 holds for all k gn
 42, . . . , n . Equality is possible if and only if f s"T .n
w xA result of similar nature has been proved by Frappier in 5 .
w x  .  .THEOREM C 5, Theorem 2 . Let P g P such that P y1 s P 1 s 0n
<  . <  .  .and P x F 1 for x s cos nprn rcos pr2n , 1 F n - n. Then
k . k .P F T 1.7 .n
< <for k s 1, . . . , n. The equality is possible only if P s g T , g s 1.n
Here P denotes the set of all algebraic polynomials of degree at mostn
A A <  . <n with complex coefficients, and g [ max g x , where c sx gwyc, c x
 . .sec pr2n .
Note that the assumptions of Theorem 1.2 and Theorem C are almost
identical but Theorem C applies also to polynomials with complex coeffi-
.  .cients . The conclusions, however, are different}the inequalities 1.6 and
 .1.7 are in different uniform norms. Theorem C cannot be regarded as a
Schur type inequality, since the original inequality of Schur concerns
polynomials satisfying the zero boundary condition, and this is not the case
in Theorem C.
 .  .In general, neither of the inequalities 1.6 , 1.7 can be deduced as a
consequence of the other one. However, if the considerations are re-
stricted only to polynomials with real coefficients, then for k G 2 the
 .  .inequality 1.7 follows from 1.6 . Precisely, the following theorem holds.
THEOREM 1.3. If f g D , a Fy1, b G 1, thenn
k . k . k . k .max f x F max T x s max T a , T b , 1.8 .  .  .  .  . 4n n n
w x w xxg a , b xg a , b
 4for k g 2, . . . , n . Equality is possible if and only if f s"T .n
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 .In particular, the choice ya s b s sec pr2n asserts the inequality 1.7 .
Remark 1. The proof of Theorem C is a slight modification of the
original proof of Theorem B given by Duffin and Schaeffer, and thus
involves complex arguments. Our results apply to real valued polynomials,
and our method of proof relies on purely real arguments. Unfortunately,
this method does not work in the case k s 1, and therefore it is not clear
 .   ..whether the inequality 1.6 and consequently the inequality 1.8 holds
for k s 1. Based on some computer experiments we conjecture the validity
of Theorems 1.2 and 1.3 for k s 1.
2. PROOF OF THE RESULTS
n.  . .  .  .Let j [ cos 2 j y 1 pr2n j s 1, . . . , n be the zeros of T x sj n
n.  .  .cos n arccos x, and let h [ cos jprn j s 0, . . . , n be the points ofj
n.w x  .  .local extrema of T in y1, 1 . Clearly, T x s T j x , and instead ofn n n 1
n. n.w x w xstudying T in y1, 1 we shall deal with T in j , j . We thereforen n n 1
5 5introduce the norm ? # by
5 5f # [ sup f x . .
n. n.w xxg j , jn 1
We shall need the following simple lemma.
 n..  n..LEMMA 2.1. If p g p satisfies p j s p j s 0 andn 1 n
n.p h F 1 for j s 1, . . . , n y 1, 2.1 . .j
then
n.< <p x F T x for each x G j . 2.2 .  .  .n 1
n. 5 5In particular, if p ¨anishes at "j and p # F 1, then1
5 5p F 1.
Proof. It follows from the assumptions of the lemma that each of the
polynomials T y p and T q p has at least one zero in every intervaln n
w n. n. x n. n.h ,h , j s 2, . . . , n y 1, and, in addition, zeros in j and j . Ifj jy1 n 1
p /"T , then both T " p have a maximal number of zeros located inn n
w n. n.xj , j . A careful examination of the sign changes yieldsn 1
sign T " p j n. q 0 s sign T j n. q 0 s 1, . 4  4 .  .n 1 n 1
whence the result follows.
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Next we recall some results, related to the exact pointwise upper bound
k . 5 5N x s max f x : f g p , f F 1 , 1 F k F n , 2.3 .  .  . 4n , k n
w xwhere x g y1, 1 . The following lemma summarizes some observations of
w x  .Gusev 6 , concerning the behavior of N x :n, k
w k . k .x4nykq1LEMMA 2.2. There exist n y k q 1 closed inter¨ als a , b oni i is1
 .which and only on which the Chebyshe¨ polynomial "T realizes then
 .extremum in 2.3 :
k . k . k .N x s T x for all x g a , b , i s 1, . . . , n y k q 1. 2.4 .  .  .n , k n i i
 k . k . .4nykOn the complementary inter¨ als b , a there holdsi iq1 is1
k . k . k . k . k . k .N x F max T b , T a for all x g b , a . .  4 .  .  .n , k n i n iq1 i iq1
2.5 .
 k .4nykq1  k .4nykq1The endpoints a and b of the inter¨ als are the orderedi is1 i is1
zeros of the polynomials
dk
Xx q 1 x y 1 T x 4 .  .  .nkdx
and
dk
Xx y 1 x q 1 T x , respecti¨ ely. 4 .  .  .nkdx
w xFollowing the notations of Gusev 6 , we call the intervals
w k . k .x4nykq1a , b Chebyshev intervals, and the complementary intervalsi i is1
 k . k . .4nykb , a Zolotarev intervals. Note that when k s n then there isi iq1 is1
w xone Chebyshev interval which coincides with y1, 1 , i.e., "T realizes then
 . w xextremum in 2.3 for all x g y1, 1 .
w x  . n. n.LEMMA 2.3 8 . For e¨ery k 1 F k F n , j and j are interior pointsn 1
for the first and the last Chebyshe¨ inter¨ al, respecti¨ ely.
l.Further, we list some properties of the ultraspherical polynomials P ln
. l. w x)y1r2 . Recall that P is the nth orthogonal polynomial in y1, 1 withn
 .  2 .ly1r2  .respect to the weight w x s 1 y x and normalized for l / 0 byl
l. n q 2 l y 1 .P 1 s . The Chebyshev polynomial T is orthogonal withn n /n
 .  .respect to w x and satisfies T 1 s 1.0 n
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 w x.The following properties are well known see, e.g., 14 :
 .  . k . . k .  .i For every natural k 1 F k F n , T x s c P x withn n, k nyk
c ) 0;n, k
 . l.ii For every l G m )y1r2, P obeys the representationm
n
l.  m .P x s a l, m P x with a l, m G 0, m s 0, . . . , n; .  .  .  .n m , n m m , n
ms0
 . l.iii y s P satisfies the differential equationn
y0 y 2l q 1 xy9 q n n q 2l y s 0. .  .
 .With the help of property ii we prove the following lemma.
 .LEMMA 2.4. For e¨ery natural k, m, n 1 F k F m F n there holds
k . k . n.T # s T j . .m m 1
< < n. < k . . < k . n..Moreo¨er, if k - m and x - j , then T x - T j .1 m m 1
Proof. The case k s m is trivial, therefore we assume k - m. Clearly,
m. n. k . w m. .j F j , and T is a strictly monotone increasing function in j , ` ,1 1 m 1
therefore it suffices to prove the lemma only for m s n. After the change
x s cos u the case k s 1 is reduced to the inequality
sin u p p
sin nu F , u g , p y ,
sin pr2n 2n 2n .
< < n.  .  .which is obviously true. For k G 2 and x F j properties i ] ii and1
the case we just considered yield
nykq1 nykq1
X Xk .T x s d T x F d T x .  .  . n j j j j
js0 js0
nykq1
X n. k . n.F d T j s T j . .  . j j 1 n 1
js0
The lemma is proved.
Now we are ready to prove Theorem 1.1.
 .Proof of Theorem 1.1. Let f g S , then Lemma 2.1 asserts that p x [n
 n.. 5 5f xrj satisfies the inequality p F 1. Application of Lemma 2.21
together with Lemma 2.3 and Lemma 2.4 yields
k . k . k . n.p # F max N x F T # s T j . .  .n , k n n 1
n. n.w xxg j , jn 1
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w xFinally, for every x g y1, 1 we get
k kk . n. k . n. n. k . n. k .f x s j p j x F j T j s T 1 . .  . .  .  .  .1 1 1 n 1 n
The cases of equality are easily verified on the basis of Lemmas 2.2 and
2.4. The theorem is proved.
The proof of Theorem 1.2 relies on the following result of A. Shadrin
w x13 .
w x  .LEMMA 2.5 13, Theorem 1 . Let q g p ha¨e n distinct zeros in y1, 1 ,n
 .  .and let t s t q j s 0, . . . , n be the points of all local extrema of q inj j
w xy1, 1 . Suppose that p g p andn
p t F q t , j s 0, . . . , n. .  .j j
w xThen, for e¨ery x g y1, 1 and for k s 1, . . . , n,
1
k . k . 2 kq1. k .p x F max q x , x y 1 q x q xq x . 2.6 .  .  .  .  .  . 5k
The following remark gives some more information concerning Shadrin's
result.
 .Remark 2. As in Lemma 2.2, there is a set I s I q formed byn, k n, k
w k . k .x4nykq1n y k q 1 closed intervals, which we denote again by a , bi i is1
and which play here the role of the Chebyshev intervals in Lemma 2.2.
 .Precisely, for x g I in 2.6 equality is attained for the polynomials "q.n, k
Moreover, when x is an interior point for I , then "q are the uniquen, k
< k . . <polynomials satisfying the assumption of Lemma 2.5, for which p x s
< k . . <q x .
 k .4nykq1  k .4nykq1The endpoints a and b are defined as the orderedi is1 i is1
 . k k . .  .. zeros of the polynomials x q 1 d rdx x y 1 q9 x and x y
. k k . .  ..1 d rdx x q 1 q9 x , respectively. The second term appearing in the
 .curl brackets in the right-hand side of 2.6 serves as an upper bound for
< k . . < w xp x when x g J , J [ y1, 1 _ I .n, k n, k n, k
We shall apply Lemma 2.5 with q s T . Denoten
1
2 kq1. k .w x [ x y 1 T x q xT x . 2.7 .  .  .  .  .n , k n nk
 .  n..Proof of Theorem 1.2. Let f g D , then p x [ f xrj satisfies then 1
inequalities
n.p h F 1, j s 1, . . . , n y 1, 2.8 . .j
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 n..  n..and, in addition, p j s p j s 0. We apply Lemma 2.1 to concluden 1
<  . < <  . < < < n. <  n.. <that p x F T x for x G j . In particular, p h F 1 for j s 0n 1 j
and j s n. We observe that p and q s T satisfy the assumptions ofn
w xLemma 2.5, and as a result we conclude that for every x g y1, 1 and for
k s 1, . . . , n
k . k .p x F max T x , w x . 2.9 .  .  .  . 4n n , k
5 5 5 k . 5 k . n..Our next step is to compare w # and T # s T j . Pre-n, k n n 1
cisely, we want to show that for k s 2, . . . , n
k . n.w # - T j . 2.10 . .n , k n 1
 .The case k s 2 of 2.10 is included in the following lemma.
 .LEMMA 2.6. For all natural m 2 F m F n
Y n.w # - T j . .m , 2 m 1
The proof of Lemma 2.6 requires more work, therefore, in order to keep
clarity in our reasonings, we postpone this proof for the next section, and
 .proceed with showing the validity of 2.10 for k G 3. We have
1
2 kq1. k .w # F x y 1 T x q 2 xT x # .  .  .n , k n nk
k .q k y 2 xT x # . 2.11 .  .  .4n
 .  .Properties i ] ii of the ultraspherical polynomials yield
nykq2
Yk .T x s a T x .  .n m m
ms2
with nonnegative a m s 2, . . . , n y k q 2 . .m
This representation, Lemma 2.4, and Lemma 2.6 imply that
2 kq1. k .x y 1 T x q 2 xT x # .  .  .n n
nykq2
Z Y2s a x y 1 T x q 2 xT x .  .  . m m m
#ms2
nykq2 nykq2
Y n.F 2 a w # - 2 a T j . m m , 2 m m 1
ms2 ms2
s 2T k . j n. . 2.12 . .n 1
ON THE INEQUALITY OF I. SCHUR 429
 .For the second summand in the right-hand side of 2.11 we have
k . k . k . n.xT x # - T x # s T j . 2.13 .  .  . .n n n 1
 .  .  .Now we derive 2.10 on the basis of 2.11 ] 2.13 :
1
k . n. k . n. k . n.w # - 2T j q k y 2 T j s T j . . 4 .  .  .n , k n 1 n 1 n 1k
 .  .It follows from 2.9 and 2.10 that
k . k . k . n.p # F max T #, w # s T j for k s 2, . . . , n. 4  .n n , k n 1
2.14 .
5 5  .Turning back to the ? -norm, we obtain from 2.14
k kk . n. k . n. k . n. k .f s j p # F j T j s T for k s 2, . . . , n , .  .  .1 1 n 1 n
2.15 .
which proves the inequality in Theorem 1.2. It remains only to characterize
the cases of equality. The ``if'' part is trivial. In order to prove the ``only if''
5 5 k .part, we observe that if the ? #-norm of p is attained in a point
 .z g J , then in view of Remark 2 and 2.10 ,n,k
k . k . k . n.p # s p z F w z F w # - T j , .  .  .n , k n , k n 1
k . k .5 5 5 5and consequently f - T . This means that equality in Theorem 1.2n
5 k . 5is possible only if p # is attained in a point z g I . In such a casen, k
k . k . k . k . n.p # s p z F T z F T j , 2.16 .  .  . .n n 1
 .and Lemma 2.4 asserts that in the last inequality of 2.16 equality holds
only if either z s"j n. or k s n. Finally, Lemma 2.3 and Remark 2 imply1
 .that in the first inequality of 2.16 equality is possible only if p s"T , i.e.,n
if f s"T . The theorem is proved.n
 . n  .  .Proof of Theorem 1.3. Let L f ; x s  l x f x denote then ns0 n n
Lagrange interpolating polynomial with interpolation points
cos nprn .
x [y1, x [ 1, and x s n s 1, . . . , n y 1 . .0 n n cos pr2n .
 .  . <  .  .If f g P satisfies f x s f x s 0 and f x F 1 n s 1, . . . , n y 1 ,n 0 n n
then
ny1 ny1
k . k . k .f x s l x f x F l x . .  .  .  . n n n
ns1 ns1
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< <Taking into account that for x G 1,
ny1
k . k .T x s l x , .  .n n
ns1
we conclude that if f satisfies the assumptions of Theorem C, then
k . k . < <f x F T x for every x G 1. 2.17 .  .  .n
 .Moreover, equality in 2.17 is possible if and only if f s"T . The proof ofn
 .Theorem 1.3 is completed by virtue of 2.17 and Theorem 1.2.
3. PROOF OF LEMMA 2.6
 .For sake of simplicity in this section we skip the second index in w xn, 2
 .and write simply w x ,n
Z Y1 2w x s x y 1 T x q 2 xT x . 3.1 .  .  .  .  .n n n2
The proof of Lemma 2.6 is essentially contained into the following four
steps.
Step A. Proof of the inequality
Y n.ww x - T x , x g j , 1 ; 3.2 .  . .  .n n 1
Step B. Derivation of bounds for t n., where t n. is the last critical
 X  . .point of w i.e., the largest x, for which w x s 0 ;n n
< < < <Step C. Proof that the local extrema of w increase when xn
increases;
<  n.. < Y n..Step D. Proof of the inequality w t - T j .n n 1
Step A. To make clear the behavior of the function w we reproducen
w x Ysome of the Shadrin's reasonings in 13 . It is easily seen that w and Tn n
satisfy the relations
d2
Y X1w x y T x s x y 1 x q 1 T x , 4 .  .  .  .  .n n n2 2dx
d2
Y X1w x q T x s x q 1 x y 1 T x . 4 .  .  .  .  .n n n2 2dx
We therefore have
TY x for x s b 2. , .n j
w x s 3.3 .  .n Y 2. yT x for x s a j s 1, . . . , n y 1 , .  .n j
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 2.4ny1  2.4ny1where a and b are the endpoints of the Chebyshev andj js1 j js1
Zolotarev intervals as defined in Lemma 2.2 with k s 2.
According to a well known result of V. Markov, if two algebraic
polynomials p and q have only real distinct zeros which interlace i.e.,
.there is exactly one zero of q between every two successive zeros of p ,
then the interlacing property is inherited by the derivatives of p and q.
Based on this, it is not difficult to see that each Zolotarev interval
 2. 2. .  . Y  .b , a j s 1, . . . , n y 2 contains exactly one zero of T . Then 3.3j jq1 n
 2. 2..  .implies that each interval a , b j s 1, . . . , n y 1 contains exactlyj j
 . one zero of w , hence all zeros of w are distinct and lie in y1, 1 noten n
that w is a polynomial of exact degree n y 1 with a positive leadingn
. Ycoefficient . In addition, we proved that the zeros of w and T interlace.n n
 .  .Properties i and iii of the ultraspherical polynomials provide the
following alternative representation for wn
X Y1 2w x s n y 1 T x y xT x . 3.4 .  .  .  .  .n n n2
n.  .The substitution x s j in 3.4 yields1
n n2 sin2 pr2n y 1 . .n.w j s ) 0. 3.5 . .n 1 32 sin pr2n .
In agreement with Lemma 2.3, j n. lies in the last Chebyshev interval1
 2. 2. .a , b , and, as we already mentioned, this interval contains only theny1 ny1
 . n.last zero of w . This observation and 3.5 imply that j is located to then 1
right of the last zero of w , and hence, in view of the symmetry, all zeros ofn
 n. n..  .w lies in the interval j , j . Moreover, acording to 3.3 , the poly-n n 1
Y  2.4ny1nomial w y T has exactly n y 1 zeros located at the points b .n n i is1
Since w y TY is a polynomial of exact degree n y 1 with a positiven n
leading coefficient, it follows that
w x y TY x - 0 for x g b 2. , b 2. . .  .  .n n ny2 ny1
 .  .This conclusion and 3.5 complete the proof of 3.2 .
Step B. Denote by t n. the last critical point of w , i.e., t n. the largestn
X  .  .x, for which w x s 0. Differentiation in 3.4 yieldsn
X Y Z1 2w x s n y 2 T x y xT x . 3.6 .  .  .  .  .n n n2
In the previous step we showed that the zeros of w are located inn
 n. n.. Yj , j and that they interlace with the zeros of T . If g is the largestn 1 n
Y  .zero of T , then 3.6 impliesn
sign wX g sysign TZ g sy1, .  .n n
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n. n.  n.  ..and we conclude that g - t - j notice that g ) j s cos 3pr2n .1 2
Sharper estimates for t n. are given in the next lemma.
LEMMA 3.1. For e¨ery natural n G 8 the last critical point t n. of wn
satisfies the inequalities
11p 4p
n.cos - t - cos . 3.7 .
8n 3n
 .  .Proof. Denote d [ cos 11pr8n , s [ cos 4pr3n . Then the lemman n
will be proved if we succeed to show for n G 8 the validity of the
inequalities
wX d - 0, wX s ) 0. 3.8 .  .  .n n n n
 .  . X .Substitute x s cos u 0 - u - p . Then T x s cos nu , T x sn n
 .n sin nursin u ,
sin nu cos nu
Y 2T x s n cos u y n , 3.9 .  .n 3 2sin u sin u
1
Z 2 2T x s 3n sin nu y n n q 2 sin u sin nu .  .n 5sin u
2y3n sin u cos u cos nu . 3.10 .
 .  .  .Replacement of 3.9 and 3.10 in 3.6 yields, after simplification
n 1 3Xw x s y 1 q cos nu t u .  .n n5 2 /2 sin u n
2q2 cos u sin nu t u q 3 cos nu t u y 3 cos u sin nu , 3.11 .  .  .n n
 .  .where t u [ n sin u . Thus, for x s d in 3.11 we getn n
3n sin 3pr8 c u y 3u 3p . n n nX 2w d s 2u y 3 y d tan 3.12 .  . .n n n n5 2 82 sin 11pr8n 2u y 3 . n
 . 2  4`with u [ t 11pr8n and c [ 1 q 1rn . The sequence u isn n n n ns8
monotone increasing, therefore 4 - u F u - u s 11pr8 - 4.32. To8 n `
 .prove the first inequality in 3.8 it suffices to show that the term in the
 .square brackets in 3.12 is negative. It is easily seen that the function
ct 3 y 3t
h t , c [ . 22 t y 3
ON THE INEQUALITY OF I. SCHUR 433
is continuous and strictly monotone increasing with respect to each of the
 . 4’variables t and c in the region t, c : 3r2 - t - `, 1 F c F 2 . On using
this fact, for n G 8 we obtain
c u3 y 3u 3p 3pn n n y d tan - h 4.32, c y d tan s y0.06 - 0. .n 8 82 8 82u y 3n
 .Analogously, replacing x s s in 3.11 , we getn
3n c ¨ y 3¨n n nX 2 ’w s s 2¨ y 3 y s 3 3.13 .  . .n n n n5 24 sin 4pr3n 2¨ y 3 . n
 .  4`with ¨ [ t 4pr3n . The sequence ¨ is monotone increasing andn n n ns8
 .¨ G ¨ s 4. The second inequality of 3.8 will follow if we show that then 8
 .term in the square brackets of 3.13 is positive. Indeed,
3c ¨ y 3¨n n n ’ ’y s 3 ) h 4, 1 y 3 s 0.06 ) 0. .n22¨ y 3n
The lemma is proved.
Step C. The goal of this step is the proof of the following
< <LEMMA 3.2. For e¨ery natural n G 4 the local extrema of w increasen
< <when x increases.
The proof of Lemma 3.2 is based on the following elegant result see,
w x.e.g., the book of Tricomi 15 .
 .  .LEMMA 3.3 Theorem of Sonin]Polya . Let u x be a nontri¨ ial solutionÁ
of the differential equation
pu9 9 q Pu s 0, 3.14 .  .
 .  .where the functions p x and P x are continuously differentiable in the
w x  .  .  . w xinter¨ al a, b . Let p x be positi¨ e on a, b , P x ha¨e no zero on a, b ,
 .  .  . w xand let the function p x P x be nondecreasing nonincreasing on a, b .
 .Then the absolute ¨alues of the successi¨ e local extrema of u in a, b form a
 .nonincreasing nondecreasing sequence.
We shall apply Lemma 3.3 to the function u s w , and for this purposen
we need the next lemma.
LEMMA 3.4. The function u s w satisfies a differential equation of then
 .type 3.14 with
5r221 y x .
p x s 3.15 .  .2 2n 1 y x y 2 .
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and
3r22 2 2 2 21 y x n n y 1 1 y x y 2 2n y 3 .  .  .  .
P x s . 3.16 .  .22 2n 1 y x y 2 .
 .  .Proof. With the help of the properties i and iii of the ultraspherical
 .polynomials the left-hand side of 3.14 can be represented, e.g., in the
 . Y .  . Z  .  .form A x T x q B x T x . It is an easy exercise to verify that A x sn n
 .B x ' 0.
Proof of Lemma 3.2. The case 4 F n F 7 are verified directly, and we
 .suppose further that n G 8. Note that the function w x is even or oddn
depending on whether n is an odd or even number. This observation and
 .Lemma 3.1 allow us to consider only the local extrema of w x located inn
w  .x0, cos 4pr3n . In order to prove Lemma 3.2 we have to verify that the
 .  .functions p and P defined by 3.15 ] 3.16 satisfy the assumptions of
w x w  .x w  .xLemma 3.3 for a, b [ 0, cos 4pr3n . If x g 0, cos 4pr3n , then y [
2 2 .n 1 y x fulfills
4p
2 2y G n sin G 16,
3n
and
n2 1 y x 2 y 2 G 14 ) 0, .
n2 n2 y 1 1 y x 2 y 2 2n2 y 3 G 16 n2 y 1 y 2 2n2 y 3 .  .  .  .  .
s 12n2 y 10 ) 0,
w  .xhence p and P are positive on 0, cos 4pr3n . It remains only to show
w  .xthat pP is a nondecreasing function on 0, cos 4pr3n . Indeed,
32 y y9
2 2 2 2pP 9 s n y 1 y y 7n y 8 y q 8 2n y 3 , .  .  .  .48n y y 2 .
where y9 sy2n2 x F 0, and
n2 y 1 y2 y 7n2 y 8 y q 8 2n2 y 3 .  .  .
s n2 y 1 y y y 7 q y q 8 2n2 y 3 ) 0, .  .  .
 .  . w  .xtherefore pP 9 x F 0 on 0, cos 4pr3n . The Lemma is proved.
Step D. We now prove the inequality
Yn. n.w t - T j . 3.17 .  . .n n 1
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The cases n - 8 can be verified directly, and we assume further that
 .  .n G 8. In the proof of 3.17 we shall exploit with n G 8 and 0 - d - 2
the inequality
dp
n sin - dp 3.18 .
n
 .as well as the fact that the left-hand side of 3.18 increases as n increases.
According to Lemma 2.4,
cos pr2n .
Y Y n.T # s T j s n . 3.19 . .n n 1 3sin pr2n .
 . n.Equation 3.6 shows that at the point x s t we have
n2 y 2
Z Yn. n.T t s T t .  .n nn.t
 .and the replacement in 3.1 yields
22 n.n 1 y t y 2 . / Yn. n.w t s T t 3.20 .  .  .n nn.2t
 n. Yrecall that t ) g , where g is the last zero of T , and thereforen
Y . . Y n..T t ) 0 . We estimate separately T t and the factor in front ofn n
Y n..  .  .T t in 3.20 . Lemma 3.1 and 3.18 implyn
22 n. 2 2n 1 y t y 2 n sin 11pr8n y 2 .  . /
-n. 2 cos 11pr8n2t  .
121p 2 y 128
- - 9.72. 3.21 .
128 cos 11pr64 .
Taking into account that TY is monotone increasing to the right of its lastn
n.  .zero g and the inequality g - t - cos 4pr3n , we get
4p n 4p
Y Yn. ’T t - T cos s n y 3 cot .n n 2 /  /3n 3n2 sin 4pr3n .
  ..  .the last equality can be derived from 3.9 . Using again 3.18 we obtain
n2 9 n2
Y n.T t - 1 y - 0.33 . 3.22 .  .n 2 2 /8p2 sin 4pr3n sin 4pr3n .  .
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 .  .  .Then 3.21 ] 3.22 and the representation 3.20 yield
2n
n.w t - 3.21 . .n 2sin 4pr3n .
 .The inequality 3.17 will be certainly true if we prove that
n2 cos pr2n .
3.21 F n ,2 3sin 4pr3n sin pr2n .  .
or, equivalently, if a G 3.21, wheren
2sin 4pr3n cos pr2n .  .
a [ .n  /sin pr2n n sin pr2n .  .
 .  .Since the factor sin 4pr3n rsin pr2n increases as n increases, for n G 8
we get
cos pr16 .
a G ) 4.1,n 22p sin pr16 .
 .and this completes the proof of 3.17 .
Now we are ready to prove Lemma 2.6. Step C tells us that
m. n.w # s max w t , w j . . 4 .m m m 1
n. w m. .Since j g j , 1 , Step A guarantees the validity of the inequality1 1
Yn. n.w j - T j , .  .m 1 m 1
while Step D asserts
Y Ym. m. n.w t - T j F T j . .  .  .m m 1 m 1
This completes the proof of Lemma 2.6.
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