The inherent distortion of a reflective parallel aligned spatial light modulator (SLM) may need compensation not only for the backplane curvature but also for other possible nonuniformities caused by thickness variations of the liquid crystal layer across the aperture. First, we build a global look-up table (LUT) of phase modulation versus the addressed gray level for the whole device aperture. Second, when a lack of spatial uniformity is observed, we define a grid of cells onto the SLM aperture and develop a multipoint calibration. The relative phase variations between neighboring cells for a uniform gray level lead us to build a multi-LUT for improved compensation. Multipoint calibration can be done using either phase-shift interferometry or Fourier diffraction pattern analysis of binary phase gratings. Experimental results show the compensation progress in diffractive optical elements displayed on two SLMs.
Multipoint phase calibration for improved compensation of inherent wavefront distortion in parallel aligned liquid crystal on silicon displays 1. Introduction
Flexibility and programmability of spatial light modulators (SLMs) add numerous advantages in optical systems. Their technical improvement permits widespread use in applications such as reconfigurable optical interconnects [1, 2] , programmable lenses and filters [3] [4] [5] [6] [7] , optical tweezers [8] , particle trapping, [9] , optical metrology [10, 11] , holographic 3D displays [12] , dynamic displays [13] , adaptive optics [14 -16] , and aberration compensation [17] [18] [19] . A good and complete calibration is an essential step in the electrically addressed SLM initialization, particularly if the SLM is to be used in applications that require high wavefront control. Every single SLM unit may show significant differences in its optical behavior from other units of even the same trademark and model [20] . It is clear that the quality and effectiveness of the optical component addressed to the SLM strongly depend on the knowledge of the device response. In fact, the signal must be modified before addressing it to the SLM to compensate for the distortions internally introduced by the device and, hence, to eventually reproduce the optical component with the desired performance.
Many calibration methods of transmissive and reflective SLM have been reported. Osten and coworkers reviewed several types of modern SLM, methods for their characterization, as well as some recent applications [11] .
A group of calibration methods [21] [22] [23] [24] [25] [26] [27] considers a general parameterization of the Jones matrix of a twisted-nematic liquid crystal display (LCD), with the director axis of the liquid crystal oriented in a given direction at the input surface of the display. In the calibration setup, the LCD is placed between two linear polarizers working as polarizer and analyzer. The values of the intensity transmitted by the system for different configurations of the polarizer and the LCD are used to calculate the parameters that characterize the LCD performance in the Jones matrix formalism. Since the amplitude and phase modulations are usually coupled in a transmissive twistednematic LCD, the calibration of the display allows one to select the polarization configuration, the polarization state of impinging light, and the wavelength to obtain either amplitude-mostly, or phasemostly, or amplitude-phase coupled modulation with an optimized dynamic range. Particularly for those LCDs that do not reach 2 phase modulation it is important to obtain adequate dynamic ranges and try to correct for the nonlinear mapping of digital graylevel (voltage) to phase modulation [20,28 -31] .
Another group of calibration methods focuses on the spatial uniformity of the LCD response. Transmissive LCDs have commonly been assumed to have a spatially uniform response except for the work described in Ref. [32] . However, in the case of a reflective liquid crystal on silicon (LCoS) SLM, inherent curvatures of the device surface, mainly because of limitations in the polishing process of the silicon backplane, cause reflective wavefront distortion in the optical system [20, 28, 30] . Fringe analysis using an interferometer is a common procedure to measure this wavefront distortion [20, 30, [33] [34] [35] . The nonuniformity may also appear as an additional effect because of the curvature of the cover glass, causing differences in thickness of the liquid crystal layer [16, 30] . New testing methods are being designed for a more complete calibration adapted to each SLM and, along with them, new algorithms are being developed to self-compensate for the phase distortions introduced by the device. New control software is already provided by manufacturers to allow users to correct the distortion introduced by the backplane curvature without significantly affecting the dynamic range [20, 36] .
However, the compensation of the aberration introduced by the backplane curvature can sometimes be insufficient. As it has been pointed out with the cover glass, the lack of spatial uniformity of the SLM surface can have other reasons such as thickness variations of the liquid crystal because of bending of the supporting sheets in the fabrication procedure [16] .
In this paper we deal with the spatial calibration of reflective LCoS SLM by testing the aperture of the device to characterize the inherent phase distortion. We propose a compensation of this inherent distortion that involves not only the compensation for the backplane curvature but also, when it is necessary, an additional compensation for other possible sorts of nonuniformities caused by thickness variations of the liquid crystal layer across the aperture of the SLM. We assume that the extraordinary index depends on the addressed gray level (voltage) and, for a given value of the gray level, the extraordinary index is constant in all points of the display aperture. We will define a grid of elemental square cells onto the SLM aperture and develop a multipoint calibration by means of which the relative phase variations between neighboring elemental cells for a uniform gray level addressed to them (same voltage) are detected. From the measurement of these variations, an updated map of the inherent phase error can be built and a multi look-up table (LUT) can be defined for more complete compensation. Our method will generate a specific LUT for every element of the SLM aperture in accordance with the technique reported by Xun and Cohn [30] . Following a four-phase phase-shift interferometry algorithm [37] , Xun and Cohn captured four interferograms for each gray level value and computed the phase at any location of the device aperture. Their procedure had to meet strict experimental requirements such as the control of four successive small ͑͞4͒ displacements of the reference mirror for each gray level value and the reduction of the elapsed time between recordings to minimize vibration errors in interferometric measurements by gathering the phase data as quickly as possible. Our method, however, can be applied in more relaxed experimental conditions, as we will show in Subsection 3.C. The multipoint calibration we propose can be applied on the basis of either phase-shift interferometry or Fourier diffraction pattern analysis of binary phase gratings. In the latter case, we would apply the method proposed by Zhang et al. [38] to each cell defined on the SLM aperture.
We deal with two reflective parallel aligned nematic SLMs whose phase modulation capability exceeds 2 in the visible range and no coupled amplitude modulation has been detected (Tables 1 and  2 ). In the first stage, we proceed with an approximated calibration of the LCoS SLM. This calibration allows us to build a global LUT for the whole aperture. The global LUT maps the 8-bit range of gray scale values over a full wave, with phase values from 0to2, in such a way that a linear phase response of the SLM is obtained, in first approach, by using mapped gray values that linearly increase from 0 to 255. Two methods are used to obtain this global LUT: one is based on converting gray scale differences to phase shifts and measuring them in a Michelson interferometer [20] , and the other is based on the afore- mentioned display of binary phase gratings [38] . When a lack of spatial uniformity is observed, the wavefront distortion on the LCoS SLM is measured and interpreted by analyzing the interference fringes. We use a wavefront decomposition in Zernike polynomials that has been demonstrated to be useful in evaluating and compensating for the backplane curvature [20] . Because of the circular definition of the Zernike polynomials, the compensation will not reach the corners of a SLM with square or rectangular aperture. The multipoint calibration can be particularly useful when the wavefront distortion has no circular symmetry. From the multipoint calibration, a multi-LUT can be built and conveniently smoothed by interpolation. In our experiments, we will find that one of the analyzed LCoS SLMs requires the multipoint calibration and the multi-LUT to improve the mapping of gray levels over a full wave. On the other hand, both modulators require compensation of inherent wavefront distortion. In the case of a modulator with multipoint calibration, the compensation as well as other programmed phase distributions will be more effectively reproduced by using the multi-LUT. Experimental results that give evidence of the compensation progress are provided and discussed. We discuss the results obtained when the SLM is used to display diffractive optical elements (DOEs), with and without compensation of inherent wavefront distortion, and either with global LUT or with multi-LUT.
Technical Characteristics of the Spatial Light Modulators
The study of the calibration is focused on two SLMs working as reflective displays that are based on the parallel aligned LCoS technology. One of them is the very recent HEO 1080 P model manufactured by Holoeye in 2006 [36] . The other is the P256 Zero-Twist Nematic Liquid Crystal (ZTN-LC) model manufac-tured by Boulder Nonlinear Systems (BNS) in 2003 [39] . Both modulators are used in a pure phase modulation regime. Apparently, the main differences between the technical features of both displays are their pixel resolution and pixel pitch. The Holoeye panel has 1920 ϫ 1080 pixels in a 15.36 mm ϫ 8.64 mm array, with 8.0 m pixel pitch, 87% fill factor, 60% zero order diffraction efficiency, and 8-bit electrically addressable levels. The BNS device is a 256 ϫ 256 pixel array of 4.608 mm ϫ 4.608 mm size, with 18 m pixel pitch, 85% fill factor, 65% zero order diffraction efficiency, and 8-bit electrically addressable levels. Other features of these modulators are specified in Tables 1 and 2 .
If dynamic characteristics of the displays are to be considered, these modulators have other relevant differences, mainly because of the way images are addressed to the displays. On the one hand, the Holoeye panel has a fixed frame rate of 60 Hz. On the other hand, the BNS model has a frame rate frequency up to 150 Hz, according to technical specifications. This range permits us to consider the BNS model as a device with one of the highest frequency frame rates.
Phase Calibration

A. Phase Calibration Based on Phase Shift Interferometry
Since the parallel aligned LCoS SLMs are to be used as phase-only modulators of linearly polarized light beams, with the direction of polarization coincident with the extraordinary axis, there is no essential need to measure the parameters of the Jones matrix of the devices, and we focus on the characterization of their phase shifting capability. To experimentally measure the phase modulation of the SLMs, we initially considered the conceptually simple method based on analysis of the interference fringes obtained in a Michelson interferometer ( Fig. 1 ). We used a reference mirror flatter than ͞20 and, in the initialization stage of the setup, we verified that the beam splitter (cube) did not significantly modify the polarization state of the light. The image addressed to the device consists of two sectors, whose respective gray Fig. 2(g) , the arrow points to the region where there is a real 2 modulation. Meanwhile, the fringes in the center and the border are not aligned, because of a different phase modulation. This result gives evidence of the lack of uniformity in the device response along the axis. This irregular response was already observed by Xun and Cohn [30] for a 512 ϫ 512 BNS modulator. This method can be used to calibrate the Holoeye modulator, but not the BNS modulator, as we will see in the following.
Characterization of Holoeye HEO 1080P Phase Modulation
This modulator is electrically addressed by means of a standard digital video interface (DVI) connector and works with a specific 22-6 bit-plane configuration, which allows mapping the 256 video gray levels to 1472 index levels of the LUT loaded in the hardware of the device. Using phase-shifting interferometry, we measured the phase modulation capability of the Holoeye modulator. Figure 3 (a) shows the phase shift modulation for the 1472 index levels using a He-Ne laser with ϭ633 nm. It can be seen that the modulation range is more than 3 (slighty more than what it corresponds to in the technical specifications in Table 1 ). Since in most of the applications, such as dynamic DOEs or adaptive optics, there is a need for a phase modulation range of ͓0, 2͔, it is important to build an LUT that maps the 8-bit video gray level range [0, 255] into a phase modulation range ͓0, 2͔ and linearizes the response. We have selected the range limited by the index levels 200 and 680 for which there is a phase shift of 2 in Fig. 3(a) . We depict the obtained LUT in Fig. 3 (b) and the phase modulation in Fig. 3(c) . From the index level range selected it can be said that there are 256 gray levels that can be effectively addressed by the modulator hardware with no further restrictions on the number of addressable gray levels.
B. Phase Calibration Based on Binary Phase Gratings
We tried an alternative method to calibrate the spatially nonuniform BNS SLM. The method was proposed by Zhang et al. [38] and is based on displaying binary phase (Ronchi) gratings and measuring the intensities in the diffraction pattern at the Fourier plane ( Fig. 4) . A diffraction binary grating of square fringes with gray level values given by the reference gray level N ref and the varying gray level N v is ad- It is assumed that the coupled amplitude modulation is negligible as it corresponds to a pure phase grating. The intensity at the first diffraction order is proportional to
The intensity function of Eq. (1) shows a maximum value for phase shifts that are odd multiples of and a minimum value for those phase shifts multiples of 2. The wavelength used in the calibration of the BNS modulator was 633 nm from a He-Ne laser. The gratings displayed had a spatial frequency of two pixels͞period in the horizontal direction of the SLM (according to the orientation of the BNS SLM shown in the figures). The reference gray level was set to N ref ϭ 128 because this value was equivalent to the off state. The experimental results obtained for the intensity of the first diffraction order I 1 ͑⌬͒ are plotted in Fig. 5(a) . It can be seen that the liquid crystal device performs symmetrically around the gray level N v ϭ 128. The response of the liquid crystal does not depend on the polarity of the applied voltage and therefore the phase corresponding to gray level N v is equal to the phase corresponding to gray level 255 Ϫ N v . Although the shape of the function is not a perfect sinusoid, the maximum peak value can be associated with a phase shift of ⌬͑N͒ ϭ . On both sides of this maximum, we take the two minimum values to fix the range limits ⌬͑N͒ ϭ 0 and ⌬͑N͒ ϭ 2 [ Fig. 5(a) ]. From Fig. 5(a) we plot the phase shift versus the gray level in Fig. 5(b) , where it can be seen that the phase modulation range achieved by the BNS SLM reaches 2.3. Initially, we limit the phase modulation range to ͓0, 2͔ by tentatively limiting the index level range to ͓0, 90͔. To linearize the phase response we built an LUT. For practical reasons, this LUT was also built to extend the index level range ͓0, 90͔ into a more common range of 8-bit (256) mapped gray levels [ Fig. 5(c) ]. Using this new LUT, the intensity experimentally measured for the first diffraction order I 1 ͑⌬͒ [ Fig. 5(d) ] recovers the sinusoidal appearance.
The method used here has allowed us to calibrate the phase response of the BNS SLM on average on the device aperture. The gray level that reaches a maximum value of I 1 ͑⌬͒ in Fig. 5(a) does not necessarily imply a phase shift of in all the points of the Ronchi grating displayed on the SLM aperture. Although the gray level image addressed to the modulator is binary with N ref , N v values, the displayed phase grating on the spatially nonuniform BNS SLM has different phase shifts depending on the zone of the aperture. For this reason, it is convenient to obtain a more precise result with the multipoint calibration we show in the next section.
C. Multipoint Calibration
Taking into consideration a previous result of Xun and Cohn [30] , in which the phase modulation of their BNS ZT-LC 512 ϫ 512 modulator was larger near the border than in the center of the aperture, we tried to check this characteristic in our BNS modulator. Again using phase-shift interferometry and fringe analysis, we measured the phase modulation of two small regions, one in the center and another in the border of the aperture. The experimental results are plotted in Fig. 6(a) versus the gray level addressed in the BNS index level range [0, 100]. For the sake of comparison, the curves of the phase modulation in the center and in the border are plotted along with the curve obtained by the Ronchi phase grating method. We see in Fig. 6(a) that for an index level of 90 the phase modulation in the border is around 2.5 rads, while in the center of the aperture the phase modulation is close to but does not reach 2. For this reason, to reach a phase modulation of 2 in the center we finally extended the range of index level to ͓0, 100͔. The curve obtained by displaying a Ronchi phase grating shows that the average phase modula-tion of the device is closer to the response in the center than in the border.
Because of the birefringence exhibited by the liquid crystal, the relative phase retardation introduced in the wave propagation can be written as
where d͑x, y͒ is the path of light within the liquid crystal, that is, twice the thickness of the liquid crystal layer for a given point ͑x, y͒ of the device aperture, n 0 is the ordinary index, and n e is the extraordinary index, which depends on the addressed gray level N. Assuming that the extraordinary index is spatially constant, that is,
Eq. (2) can be rewritten as which implies that for a given gray level value of N the phase difference between any two points of the aperture is because of the thickness variation between them. Let us associate the phase modulation curves of Fig. 6(a) with the retardation and let us normalize them by dividing each curve by its maximum value in the gray level range:
The constant of normalization has been arbitrarily taken at ⌬ Max ͑x, y, NЈ͒, where NЈ is the gray level for which ⌬ is maximum. For a given point ͑x, y͒ of the aperture, the ⌬ Norm ͑N͒ function depends on the variation of the extraordinary index with the gray level N. The curves of Fig. 6 (a) appear normalized in Fig. 6(b) . If we compare the three curves, we realize that the corresponding normalized retardations are coincident. Thus, this confirms the assumption that the lack of spatial uniformity in the phase retardation is basically because of the thickness variations across the SLM aperture. This result is consistent with that previously reported by Xun and Cohn [30] . We will take advantage of this result to calibrate the phase modulation in any point of the SLM aperture from the already measured normalized retardation ⌬ Norm ͑N͒. Thus, if we denote N 2 ͑x, y͒ the gray level corresponding to a 2 phase modulation in the position ͑x, y͒ and take into account Eq. (5), we can write
and hence, the phase retardation can be rewritten as
From Eq. (7) and the already determined ⌬ Norm ͑N͒ [ Fig. 6(b) ], we only need to find the gray level N 2 ͑x, y͒ in a given point ͑x, y͒ to estimate ⌬͑x, y, N͒. In this way, the calibration of the phase modulation and the corresponding LUT can be built for any point of the device aperture. In practice, however, we did not calibrate the phase modulation capability of every pixel but, instead, we sampled the SLM aperture taking 8 ϫ 8 square cells [ Fig. 7(a) ]. For each cell, we determined the value N 2 by introducing the proper phase shift in the interference fringes of the Michelson interferometer. In the experimental procedure, we displayed a sort of phase chessboard setting alternate cells to N ref ϭ 0 [ Fig. 7(b) ]. Looking preferably at the surroundings of a vertex of a given sector, we visually searched the gray level N v ϭ N 2 that made the fringe series move just one fringe to obtain a perfect match with the fringes of the diagonal neighbor cell [Figs. 7(c)-7(d)]. As an example, we can see that for a gray level N v ϭ 70 there is a perfect match for fringes at the border of the SLM aperture [circle in Fig. 7(c) ], whereas for N v ϭ 100 the fringes coincide at the central region of the aperture [square in Fig. 7(d) ]. Although the fringe matching was visually done it was very precise because of the high acuity of the human visual system to detect line mismatches (Vernier acuity [40] ). A total of 9 ϫ 9 vertex points were matched in the experiment. In Fig. 7 (e) the N 2 map is depicted as it was sampled and measured. A smoothed version of the map obtained by interpolating it to the 256 ϫ 256 pixels of the SLM is shown in Fig. 7(f) . Multipoint calibration can be done using either phase-shift interferometry, as we have just shown, or Fourier diffraction pattern analysis of binary phase gratings. We have repeated the multipoint calibra- tion using the latter method, that is, we have applied the method proposed by Zhang et al. [38] to each cell defined on the SLM aperture. We have searched the gray level value N for which a phase shift of characterizes the binary phase grating displayed on the cell, and then the maximum intensity in the first order peak is reached. Using this method, Eq. (7) can be rewritten as
We measured the N map and interpolated it to the 256 ϫ 256 pixels of the SLM to build a smoothed version. The experimental results obtained in this case were very close to those obtained using phaseshift interferometry.
Wavefront Distortion and Compensation
Because of fabrication technology the LCD is not ideally optically flat. Reflective LCoS displays show a slight curvature, which is, in general, no more than a few waves. The silicon backplane curvature is one of the main contributors but, as we have seen in previous sections, the possible lack of spatial uniformity in the liquid crystal layer could be another one. Consequently, a phase distortion inherent to the device [30] is introduced in the wavefront. Depending on the application this has a minor effect, but in applications where an exhaustive wavefront control is required, the aberration needs to be compensated by the device itself using its phase modulation properties.
By means of the Michelson interferometer of Fig. 1 , we register the interference fringe pattern between the wavefronts that come from the reference mirror and from the modulator. When the reference mirror is slightly tilted and a phase function equal to a constant gray level N ref ϭ 0 is addressed to an ideally optical flat modulator, one expects to obtain a series of straight interference fringes as a consequence of the introduction of a linear phase ramp. However, Figs. 8(a) and 8(b) show the experimental interferograms registered for the Holoeye and BNS modulators, respectively. It can be seen that the fringes are not completely straight but bent lines because of the phase distortion introduced by the modulators. We analyzed the fringe series and rebuilt the respective wavefronts in Figs. 8(c) and 8(d) . To remove the effect caused by the tilt of the reference mirror and isolate the wavefront reflected by the SLM, we decomposed the wavefronts of Figs. 8(c) and 8(d) using Zernike polynomials and suppressed the coefficients corresponding to tilts. We used the definition of the Zernike polynomials of the standard proposed by the Vision Science and its Applications Standards Task Force [41] .
The fringe analysis allows us to determine the wavefront distortion (WFD), which is the difference between the maximum and the minimum values of the interferogram pattern expressed in units. This parameter is useful to estimate the goodness of the compensation of the aberration. The compensation is based on the wavefront distortion described in terms of the Zernike polynomial coefficients. Since the Zernike decomposition is valid for a circular region and the SLM aperture is either square or rectangular, we calculate the WFD for both the inscribed circular aperture and the square aperture. In the case of the Holoeye SLM with rectangular aperture, we consider an anamorphically scaled aperture to convert it into a square. Consequently, the Zernike decomposition is actually defined on an elliptical basis for the Holoeye SLM.
We have compensated for the aberration of the wavefront by displaying a phase distribution consisting of different configurations of Zernike polynomials. We tried the first 6, 10, 15, 21, 28, 36, 45, and 55 single index Zernike polynomials that correspond to the standard single indexing scheme that includes both radial and azimuthal parameters [41] . We also added a special configuration previously considered by Harriman et al. [20] named "20," that is, the combination of the single index polynomials from 0 to 17, 24, and 35. After trying with a given compensation we registered the resulting interferogram and measured the WFD for both an inscribed circular region and the square aperture. In Fig. 9 the WFD is plotted versus the number of Zernike coefficients for both modulators. On the left of each figure, the WFD in the case of no compensation (denoted by NC in the abscissa axis) is also provided for the sake of comparison. For the Holoeye modulator [ Fig. 9(a) ], we see that the best option for the elliptical area is 28 and for the whole rectangular surface is 21. For the BNS modulator [ Fig. 9(b) ], we see that the best configurations for the inscribed circular aperture are both 15 and "20," whereas the best option to compensate the aberration in the whole square aperture is 15. From the results shown in Fig. 9 we have chosen the best Zernike configuration for a circular (elliptical) aperture to compensate the aberration of each modulator. The interferograms obtained before and after the compensation of the wavefront are shown in Fig. 10 for the Holoeye modulator and in Fig. 11 for the BNS modulator. In the case of the compensation applied to the Holoeye modulator in Figs. 10(c) and 10(d), the global LUT of Fig. 3 (c) was used to address the gray level distribution to the display. In the case of the compensation applied to the BNS modulator in Figs. 11(c) and 11(d), we used the multi-LUT built through the multipoint calibration described in Subsection 3.C. When the reference mirror of the Michelson interferomenter is not tilted, it can be seen that the WFD is less than ͞2 in the central circular (elliptical) area of the modulators after compensation [Figs. 10(c) and 11(c) ]. On the other hand, when the reference mirror of the Michelson interferomenter is tilted, it can be seen that, after compensation, the interference fringes become straight lines as they correspond to a linear phase ramp [Figs. 10(d) and 11(d) ].
In the experiment shown in Fig. 12 we analyze in more detail the relative importance of using either the global LUT or the multi-LUT to address a given phase distribution to the nonspatially uniform BNS modulator. Figure 12 presents the interferogram ob-tained when a phase distribution corresponding to either X astigmatism (third Zernike polynomial) or XY astigmatism (fifth Zernike polynomial) is intended to be displayed on the BNS modulator. The ideal phase pattern distribution is also presented for comparison. It can be seen that if we apply the global LUT to address the phase distribution as it is initially designed, without taking into account the compensation of wavefront distortion, that is, without applying the compensation given by the combination of the first 15 single index Zernike polynomials, then the result is far from the desired one. When the compensation of aberration is applied and the global LUT is used, the result resembles the desired one. However, some jagged fringes and discontinuities can be seen, particularly at the corners of the aperture. These artifacts disappear when we compensate for them after using the multi-LUT.
Application to Diffractive Optical Elements
Here we present an application for which the phase modulation improves after wavefront compensation along with the use of the proper LUT.
The reproduction of pure phase DOEs and computer generated holograms are highly efficient, with no complex conjugated component, minimized zero order, and high signal-to-noise ratio. To display DOEs on a parallel aligned LCD it is desirable that the SLM permits smooth phase modulation in the range ͓0, 2͔ and that the phase displayed on the device is nearly coincident with the computed phase. Otherwise, the DOE performance will be poor. The design and fabrication of DOEs were reviewed by Kress and Meyrueis [42] .
We present the results obtained for a Fresnel hologram computed using the iterative Fourier transform algorithm [43] and displayed on both the Holoeye SLM ( Fig. 13 ) and the BNS SLM ( Fig. 14) . A phase function of a lens was included in the hologram design. In the case of the Holoeye modulator the hologram was computed to a resolution of 512 ϫ 512 pixels, and then duplicated to fill the resolution of 1024 ϫ 1024 pixels to reduce the speckle noise. The focal length of the lens was f HEO ϭ 100 cm for practical purposes. In the case of the BNS modulator, the hologram was computed for 128 ϫ 128 pixels and also duplicated to fill the resolution of 256 ϫ 256 pixels. The focal length was f ref BNS ϭ 13.1 cm. This focal length corresponds to the lens that best suits the modulator characteristics (resolution and pixel size) and the illuminating wavelength [6] . The absence of the complex conjugated and the very weak peak at zero order are evidence of the quality of the phase coding of the holograms shown in Figs. 13 and 14 . The algorithm used to compute the holograms is very robust to small errors. The second and higher orders of image reconstruction, visible in Fig. 14(a) , are caused by the diffraction grid of the pixelated structure of the liquid crystal device. Figure 13 (a) shows a general view of the reconstructed hologram of the UPC logo by using the Holoeye modulator. Detailed views of this hologram, without compensation of aberration and with compensation, are shown in Figs. 13(b) and 13(c), respectively. The global LUT of Fig. 3(c) was used to address the gray level distribution to the display. The camera was adjusted to capture the best focal plane. The quality of the hologram is improved when compensation of the aberration is introduced.
With regard to the quality of the images reconstructed in Fig. 14 Fig. 14 because the position of the camera was adjusted to the best focus plane. The best quality is obtained when both the phase compensation and the multi-LUT are considered [ Fig. 14(d) ]. However, since holograms are redundant, they are not so sensitive to the encoding errors. Although the image quality is affected in the hologram reconstruction, the use of the multi-LUT does not seem to be critical. This is not the case for applications such as wavefront generation or adaptive optics, for which the quality of the wavefront must be high as shown in Fig. 12 .
Conclusions
The experimental characterization of a parallel aligned LCoS spatial light modulator in terms of phase modulation versus the addressed gray level and inherent wavefront distortions is essential for the correct use of the modulator in applications with high requirements of the wavefront control. The modulator performance considerably improves by introducing a phase pattern that self-compensates for inherent wavefront distortions and that is added to the programmed phase distribution. The calibration of the phase modulation capability determines the effective range of phase modulation and tests linearity versus the addressed gray level (voltage). From this experimentation it is necessary to build an LUT to map the range of addressable gray levels (e.g., 8-bits) to the phase modulation range ͓0, 2͔ and linearize the modulator response. Different techniques have experimentally been used in this work to calibrate the phase modulation capability of two reflective parallel aligned LCoS SLMs. The modulator with a spatially uniform response was calibrated by fringe analysis using an interferometer. An LUT was built for the effective display of a phase pattern on this modulator. However, this method could not be applied to a modulator with a nonuniform response through its aperture. In such a case, we used a method based on displaying binary phase grating and analyzing the intensity of the first diffraction order of the Fourier spectrum. This method allowed us to determine the average phase modulation capability of the device and build a global LUT. This global LUT permits us to approximately display the phase function addressed to the modulator. But because of the lack of spatial uniformity of the device (for example, with higher phase modulation capability in the borders than in the center of the BNS SLM aperture), a programmed phase pattern can only be reproduced in first approach, even though it may have been compensated for aberration. The method proposed here develops an exhaustive multipoint calibration of the spatially nonuniform SLM. It leads to building a multi-LUT for more precise control of the modulator response, particularly at the corners of the aperture. In the experimental results and the application on DOE generation, the compensation of the wavefront distortion is highly convenient and, in the case of having a spatially nonuniform SLM, the use of the multi-LUT improves the device performance in comparison with the global LUT.
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