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delay components in the state. The relationship between the time-varying delay and its
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It is well known that time-delay is a common phenomenon in many industrial and engineering systems, such as manu-
facturing systems, telecommunication and economic systems, and is one of the instability sources for dynamical systems.
Since system stability is an essential requirement in many applications, the stability problems for time-delay systems have
been extensively studied in recent years [1–20]. The robust stability of uncertain systems with interval time-varying delay is
investigated in [1] by introducing of uncorrelated augmented matrix items into the Lyapunov functional and using a tighter
bounding technology. In [2], the authors study the networked H1 stabilization of linear time-invariant systems under quan-
tized state feedback control. In [6], the stability analysis for systems with time-varying delay in a range is considered and
some delay-range-dependent stability criteria are derived based on the consideration of range for the time-delay. The prob-
lem of delay-dependent robust stability for uncertain stochastic systems and their corresponding deterministic systems with
time-varying delay are studied in [16]. In [18], the authors ﬁrst introduce the notion of exponential convergence to a ball
containing the origin of the state space. Then, a speciﬁc class of uncertain systems is considered and controllers are pre-
sented which assure convergence at a rate which is independent of the uncertainty and is the same as that of a nominal sys-
tem. Finally, another class of uncertain systems is considered and the rate of exponential convergence can be made
arbitrarily large. In [5,7–15], the authors discuss the uncertain systems and some stability criteria are proposed. Almost
all the reported results on time-delay systems are based on the following basic mathematical model._xðtÞ ¼ AxðtÞ þ Bxðt  dðtÞÞ. All rights reserved.
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conditions, e.g.,0 6 dðtÞ 6 d <1; _dðtÞ 6 s <1:
It is worth mentioning that in this model, the time delay in the state variable x(t) is assumed to appear in a singular or
simple form. As mentioned in [21], sometimes in practical situations, however, signals transmitted from one point to another
may experience a few segments of networks, which can possibly induce successive delays with different properties due to
the variable network transmission conditions. Fig. 1. shows one simple example of such situation, which can be found in the
networked control system.
In Fig. 1, there are two delays: ds(t) is used to represent the delay from sensor to controller and da(t) is used to represent
the delay from controller to actuator. Since the properties of these two delays may not be identical due to the network trans-
mission conditions, it is not reasonable to combine them together. Therefore, when the physical plant and state-feedback
controller are, respectively, given by _xðtÞ ¼ AxðtÞ þ BuðtÞ and uc(t) = Kxc(t), the closed-loop system is given by_xðtÞ ¼ AxðtÞ þ BKxðt  dsðtÞ  daðtÞÞ:
Thus, in [21], the following new model for time-delay systems is proposed:_xðtÞ ¼ AxðtÞ þ Bx t 
Xn
i¼2
diðtÞ
 !
:This model contains multiple delay components in the state and a stability analysis result is reported in [21] for systems with
two successive delay components. A numerical example shows the advantage of the stability result. Very recently, in [22],
the improved stability criteria are proposed by deﬁning a new Lyapunov functional.
It is worth noting that the stability criteria in [22,21] leave much room for improvement. A signiﬁcant source of conser-
vativeness that could be further reduced lies in the calculation of the time-derivative of the Lyapunov functional. For exam-
ple, in [21], the derivative of
R 0
d1
R 0
b
_xTðt þ aÞM1 _xðt þ aÞdadb and
Rd1
d1d2
R 0
b
_xTðt þ aÞM2 _xðt þ aÞdadb are estimated as
d1 _xTðtÞM1 _xðtÞ 
R t
td1ðtÞ
_xTðaÞM1 _xðaÞda and d2 _xTðtÞM2 _xðtÞ 
R td1ðtÞ
td1ðtÞd2ðtÞ
_xTðaÞM2 _xðaÞda, respectively, which may lead to consid-
erable conservativeness. In [22], the delay term d1(t) with 0 6 d1ðtÞ 6 d1 is enlarged as d1 and another term d(t)  d1(t) is also
regarded as d d1. Moreover, the term d dðtÞ with 0 6 dðtÞ 6 d is enlarged as d. That is,
d ¼ d1ðtÞ þ ðdðtÞ  d1ðtÞÞ þ ðd dðtÞÞ is enlarged as 2d. So, the aforementioned treatment may lead to a conservative result.
Furthermore, in [22,21], the parameter uncertainties are not taken into account.
Motivated by the results of [22,21], it is our intention in this paper to present new stability criteria for uncertain systems
with multiple successive delay components. The systems may contain both time-varying system parameter uncertainties
and multiple successive delay components. As mentioned in [22], we still consider the case where only two successive delay
components appear in the state, and the idea behind this paper can be easily extended to systems with multiple successiveFig. 1. Networked control system.
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considering the relationship between the time-varying delay and its upper bound when estimating the upper bound of the
derivative of Lyapunov functional [23], some less conservative stability criteria are proposed to guarantee the systems with
two successive delay components to be robustly asymptotically stable for all admissible parameter uncertainties. These cri-
teria are expressed as a set of linear matrix inequalities (LMIs), which can be readily solved by using standard numerical soft-
ware [24]. In Section 4, numerical examples are given to illustrate the effectiveness and beneﬁts of the proposed method.
Notations: The notations used throughout the paper are fairly standard. The superscript ‘‘T” stands for matrix transposi-
tion; Rn denotes the n-dimensional Euclidean space; the notation P > 0 means that P is real symmetric and positive deﬁnite; I
and 0 represent identity matrix and zero matrix. In symmetric block matrices or long matrix expressions, we use an asterisk
(*) to represent a term that is induced by symmetry. Matrices, if their dimensions are not explicitly stated, are assumed to be
compatible for algebraic operations.
2. Problem formulation and some preliminaries
Consider the following uncertain continuous system with two additive time-varying delay components:_xðtÞ ¼ ðAþ DAÞxðtÞ þ ðBþ DBÞxðt  d1ðtÞ  d2ðtÞÞ;
xðtÞ ¼ uðtÞ t 2 ½h;0; ð1Þwhere x(t) = [x1(t),x2(t), . . . ,xt(t)]T is the state vector, d1(t) and d2(t) represent the two delay components in the state and we
denote d(t) = d1(t) + d2(t); Aand B are system matrices with appropriate dimensions.
In order to obtain our main results, the assumptions are always made throughout this paper.
Assumption 1. The time-varying delays d1(t) and d2(t) satisfy0 6 d1ðtÞ 6 h1 <1; 0 6 d2ðtÞ 6 h2 < 1; ð2Þ
_d1ðtÞ 6 s1 <1; _d2ðtÞ 6 s2 <1; ð3Þwhere h1, h2, s1 and s2 are positive constants.
Assumption 2. The parameter uncertainties DA,DB are of the form:½DA DB  ¼ HFðtÞ½ Ea Eb ; ð4Þ
in which H, Ea, Eb are known constant matrices with appropriate dimensions. The uncertain matrix F(t) satisﬁesFTðtÞFðtÞ 6 I for 8t 2 R: ð5Þ
The purpose of this subsection is to derive new stability conditions under which system (1) is asymptotically stable for all
delays d1 (t) and d2(t) satisfying (2) and (3). One possible approach to check the stability of this system is to simply combine
d1(t) and d2(t) into one delay d(t) with0 6 dðtÞ 6 h <1; ð6Þ
_dðtÞ 6 s <1; ð7Þwhere h = h1 + h2, s = s1 + s2.
Then, system (1) becomes_xðtÞ ¼ ðAþ DAÞxðtÞ þ ðBþ DBÞxðt  dðtÞÞ;
xðtÞ ¼ uðtÞ t 2 ½h;0: ð8ÞBy using some existing stability conditions, the stability of system (8) can be readily checked. As discussed in [22,21],
however, since this approach does not make full use of the information on d1(t) and d2(t), it would be inevitably conservative
for some situations.
In the following, we will develop some practically computable stability criteria for the system described by (1)–(4). The
following lemmas are useful in deriving the criteria.
Lemma 1 (Schur complement). Given constant symmetric matrices
P
1;
P
2 and
P
3, where
P
1 ¼
PT
1 and 0 <
P
2 ¼
PT
2 , thenP
1 þ
PT
3
P1
2
P
3 < 0 if and only ifP
1
PT
3P
3
P
2
2664
3775 < 0; or
P
2
P
3PT
3
P
1
2664
3775 < 0:
4348 H. Wu et al. / Applied Mathematical Modelling 33 (2009) 4345–4353Lemma 2 ( [25]). For any z,y 2 Rnm and a positive scalar e, the following inequality:
2zTy 6 ezTzþ e1yTyholds.3. Main results
In order to discuss robust stability of system (1), which has parametric uncertainties (4), ﬁrst, we consider the case in
which the matrices A and B are ﬁxed, i.e., DA = 0 and DB = 0. For this case, the following theorem holds.
Theorem 1. For given scalars h1 > 0, h2 > 0, s1 and s, the system (1) with delays d1(t) and d2(t) is asymptotically stable, if there exist
matrices P > 0;Q1 P Q2 P 0;R1 P R2 P 0;Z1 P Z2 > 0;Z3 > 0;X ¼
X11 X12 X13
H X22 X23
H H X33
24 35P 0;Y ¼ Y11 Y12 Y13H Y22 Y23
H H Y33
24 35P 0; D ¼
D11 D12 D13
H D22 D23
H H D33
24 35P 0; K ¼ K1K2
K3
24 35; L ¼ L1L2
L3
24 35;M ¼ M1M2
M3
24 35;N ¼ N1N2
N3
24 35, and W ¼ W1W2
W3
24 35, such that the following LMIs (9)–(14)
hold:W ¼
W11 W12 W13 M1  N1 W1 ATU
H W22 W23 M2  N2 W2 0
H H W33 M3  N3 W3 BTU
H H H R1 0 0
H H H H R2 0
H H H H H U
26666666664
37777777775
< 0; ð9Þ
W1 ¼
X K
H Z1
 
P 0; ð10Þ
W2 ¼
Y L
H Z2
 
P 0; ð11Þ
W3 ¼
Y M
H Z2
 
P 0; ð12Þ
W4 ¼
D N
H Z3
 
P 0; ð13Þ
W5 ¼
X  Y W
H Z1  Z2
 
P 0; ð14ÞwhereW11 ¼ PAþ ATP þ Q1 þ R1 þ R2 þ K1 þ KT1 þ N1 þ NT1 þ h1X11 þ h2Y11 þ hD11;
W12 ¼W1  K1 þ L1 þ KT2 þ NT2 þ h1X12 þ h2Y12 þ hD12;
W13 ¼ PB L1 þM1 þ KT3 þ NT3 þ h1X13 þ h2Y13 þ hD13;
W22 ¼ ð1 s1ÞðQ1  Q2Þ þW2 þWT2  K2  KT2 þ L2 þ LT2 þ h1X22 þ h2Y22 þ hD22;
W23 ¼ L2 þM2 þWT3  KT3 þ LT3 þ h1X23 þ h2Y23 þ hD23;
W33 ¼ ð1 sÞQ2  L3  LT3 þM3 þMT3 þ h1X33 þ h2Y33 þ hD33;
U ¼ h1Z1 þ h2Z2 þ hZ3:Proof. Choose a Lyapunov functional candidate to be:VðxðtÞÞ ¼ V1ðxðtÞÞ þ V2ðxðtÞÞ þ V3ðxðtÞÞ;
V1ðxðtÞÞ ¼ xTðtÞPxðtÞ þ
Z t
td1ðtÞ
xTðsÞQ1xðsÞdsþ
Z td1ðtÞ
tdðtÞ
xTðsÞQ2xðsÞds;
V2ðxðtÞÞ ¼
Z t
th
xTðsÞR1xðsÞdsþ
Z t
th1
xTðsÞR2xðsÞds;
V3ðxðtÞÞ ¼
Z 0
h1
Z t
tþh
_xTðsÞZ1 _xðsÞdsdhþ
Z h1
h
Z t
tþh
_xTðsÞZ2 _xðsÞdsdhþ
Z 0
h
Z t
tþh
_xTðsÞZ3 _xðsÞdsdh; ð15Þ
H. Wu et al. / Applied Mathematical Modelling 33 (2009) 4345–4353 4349where P > 0,Q1P Q2P 0,R1P 0,R2P 0,Z1P Z2 > 0 and Z3 > 0 are to be determined. From the Newton–Leibniz formula, the
following equations are true for any matrices W,K,L,M and N with appropriate dimensions:2 xTðtÞW1 þ xTðt  d1ðtÞÞW2 þ xTðt  dðtÞÞW3
 
xðt  d1ðtÞÞ  xðt  h1Þ 
Z td1ðtÞ
th1
_xðsÞds
" #
¼ 0; ð16Þ
2 xTðtÞK1 þ xTðt  d1ðtÞÞK2 þ xTðt  dðtÞÞK3
 
xðtÞ  xðt  d1ðtÞÞ 
Z t
td1ðtÞ
_xðsÞds
" #
¼ 0; ð17Þ
2 xTðtÞL1 þ xTðt  d1ðtÞÞL2 þ xTðt  dðtÞÞL3
 
xðt  d1ðtÞÞ  xðt  dðtÞÞ 
Z td1ðtÞ
tdðtÞ
_xðsÞds
" #
¼ 0; ð18Þ
2 xTðtÞM1 þ xTðt  d1ðtÞÞM2 þ xTðt  dðtÞÞM3
 
xðt  dðtÞÞ  xðt  hÞ 
Z tdðtÞ
th
_xðsÞds
" #
¼ 0; ð19Þ
2 xTðtÞN1 þ xTðt  d1ðtÞÞN2 þ xTðt  dðtÞÞN3
 
xðtÞ  xðt  hÞ 
Z t
th
_xðsÞds
 
¼ 0:  ð20ÞMoreover, similar to [23], for any appropriately dimensioned matrices X = XTP 0,Y = YTP 0 and D = DTP 0, the following
equations hold:0 ¼
Z t
th1
gTðtÞXgðtÞds
Z t
th1
gTðtÞXgðtÞds ¼ h1gTðtÞXgðtÞ 
Z td1ðtÞ
th1
gTðtÞXgðtÞds
Z t
td1ðtÞ
gTðtÞXgðtÞds; ð21Þ
0 ¼
Z th1
th
gTðtÞYgðtÞds
Z th1
th
gTðtÞYgðtÞds
¼ h2gTðtÞYgðtÞ 
Z tdðtÞ
th
gTðtÞYgðtÞds
Z td1ðtÞ
tdðtÞ
gTðtÞYgðtÞds
Z th1
td1ðtÞ
gTðtÞYgðtÞds; ð22Þ
0 ¼
Z t
th
gTðtÞDgðtÞds
Z t
th
gTðtÞDgðtÞds ¼ hgTðtÞDgðtÞ 
Z t
th
gTðtÞDgðtÞds; ð23Þwhere gðtÞ ¼ xTðtÞ xTðt  d1ðtÞÞ xTðt  dðtÞÞ
 T .
Calculating the derivative of V(x(t)) along the solutions of system (1)_V1ðxðtÞÞ 6 2xTðtÞPAxðtÞ þ 2xTðtÞPBxðt  dðtÞÞ _V2ðxðtÞÞ þ xTðtÞQ1xðtÞ  ð1 sÞxTðt  dðtÞÞQ2xðt  dðtÞÞ
 ð1 s1ÞxTðt  d1ðtÞÞðQ1  Q2Þxðt  d1ðtÞÞ; ð24Þ
_V2ðxðtÞÞ ¼ xTðtÞðR1 þ R2ÞxðtÞ  xTðt  hÞR1xðt  hÞ  xTðt  h1ÞR2xðt  h1Þ; ð25Þ
_V3ðxðtÞÞ ¼ _xTðtÞðh1Z1 þ h2Z2 þ hZ3Þ _xðtÞ 
Z t
th1
_xTðsÞZ1 _xðsÞds
Z th1
th
_xTðsÞZ2 _xðsÞds
Z t
th
_xTðsÞZ3 _xðsÞds: ð26ÞCombining (24)–(26) and adding the terms on the left side of (16)–(23) into the derivative of V(x(t))_VðxðtÞÞ 6 nTðtÞ Pþ ATðh1Z1 þ h2Z2 þ hZ3ÞA
h i
nðtÞ 
Z td1ðtÞ
th1
_xTðsÞðZ1  Z2Þ _xðsÞds
Z t
td1ðtÞ
_xTðsÞZ1 _xðsÞds

Z tdðtÞ
th
_xTðsÞZ2 _xðsÞds
Z td1ðtÞ
tdðtÞ
_xTðsÞZ2 _xðsÞds
Z t
th
_xTðsÞZ3 _xðsÞds
Z t
td1ðtÞ
gTðtÞXgðtÞds

Z td1ðtÞ
tdðtÞ
gTðtÞYgðtÞds
Z tdðtÞ
th
gTðtÞYgðtÞds
Z t
th
gTðtÞDgðtÞds
Z td1ðtÞ
th1
gTðtÞðX  YÞgðtÞds
6 nTðtÞ Pþ ATðh1Z1 þ h2Z2 þ hZ3ÞA
h i
nðtÞ 
Z t
td1ðtÞ
1Tðt; sÞW11ðt; sÞds
Z td1ðtÞ
tdðtÞ
1Tðt; sÞW21ðt; sÞds

Z tdðtÞ
th
1Tðt; sÞW31ðt; sÞds
Z t
th
1Tðt; sÞW41ðt; sÞds
Z td1ðtÞ
th1
1Tðt; sÞW51ðt; sÞds; ð27ÞwherenTðtÞ ¼ ½ xTðtÞ xTðt  d1ðtÞÞ xTðt  dðtÞÞ xTðt  hÞ xTðt  h1Þ ; 1ðt; sÞ ¼ xTðtÞ xTðt  d1ðtÞÞ xTðt  dðtÞÞ _xTðtÞ
 T
;W11 W12 W13 M1  N1 W1
H W22 W23 M2  N2 W2
266
377P ¼ H H W33 M3  N3 W3
H H H R1 0
H H H H R2
664 775;Wij; i; j ¼ 1;2;3; are deﬁned in Theorem 1 and A ¼ A 0 B 0 0½ .
4350 H. Wu et al. / Applied Mathematical Modelling 33 (2009) 4345–4353Since Zi > 0,i = 1,2,3, when WiP 0,i = 1,2, . . . ,5, then the last ﬁve parts in (27) are all less than 0. Thus, by Schur comple-
ments, we have_VðxðtÞÞ 6 nTðtÞ½Pþ ATðh1Z1 þ h2Z2 þ hZ3ÞAnðtÞ < 0;which is equivalent to (9) by Schur complements, then _VðxðtÞÞ < ekxðtÞk2 for a sufﬁciently small e > 0 and x(t)– 0, which
ensures the asymptotic stability of system (1), see e.g. [26].
Remark 1. Theorem 1 presents a stability criterion for system (1) with two additive time-varying delay components. This
criterion is derived by deﬁning the new Lyapunov functional in (15), which makes full use of the information about d1(t) and
d2(t).
Remark 2. In this paper, it is seen that d1(t),d(t)  d1(t),h  d(t) are not simply enlarged as h1, h  h1 and h, respectively.
Instead, the relationship that d1(t) + (h1  d1(t)) = h1, (h  d(t)) + (d(t)  d1(t))  (h1  d1(t)) = h  h1 and d(t) + (h  d(t)) = h
is considered. And it is also worth mentioning that we did not ignore any useful terms in the calculation of the time deriv-
ative of V(x(t)).
In fact, Theorem 1 gives a criterion for system (1) with d(t) satisfying (2) and (3). In many cases, the information of the
derivative of delay is unknown. Regarding this circumstance, a rate-independent criterion for a delay only satisfying (2) is
derived as follows by choosing Q1 = Q2 = 0 in Theorem 1.
Corollary 1. For given scalars h1 > 0 and h2 > 0, the system (1) with delays d1(t) and d2(t) is asymptotically stable, if there exist
matrices P > 0;R1 P R2 P 0; Z1 P Z2 > 0; Z3 > 0;X ¼
X11 X12 X13
H X22 X23
H H X33
24 35P 0; Y ¼ Y11 Y12 Y13H Y22 Y23
H H Y33
24 35P 0; D ¼
D11 D12 D13
H D22 D23
H H D33
24 35P 0;K ¼ K1K2
K3
24 35; L ¼ L1L2
L3
24 35;M ¼ M1M2
M3
24 35;N ¼ N1N2
N3
24 35, and W ¼ W1W2
W3
24 35, such that the following LMIs (28),
and (10)–(14) hold:W ¼
W11 W12 W13 M1  N1 W1 ATU
H eW22 W23 M2  N2 W2 0
H H eW33 M3  N3 W3 BTU
H H H R1 0 0
H H H H R2 0
H H H H H U
266666666664
377777777775
< 0; ð28ÞwhereeW22 ¼W2 þWT2  K2  KT2 þ L2 þ LT2 þ h1X22 þ h2Y22 þ hD22;eW33 ¼ L3  LT3 þM3 þMT3 þ h1X33 þ h2Y33 þ hD33;
and other parameters are deﬁned in Theorem 1.
Remark 3. It should be pointed out that the Corollary 1 derived in this paper is valid not only for the case where d1(t) and
d2(t) are continuous and differential, but also for the case where d1(t) and d2(t) are continuous, but their derivatives do not
exist.
The following result provides the feasible robust stability criterion for systems with the admissible uncertainty.
Theorem 2. For given scalars h1 > 0,h2 > 0,s1 and s, the uncertain system (1) with delays d1(t) and d2(t) is robustly stable, if there
exist matrices P > 0;Q1P Q2P 0;R1P R2P 0;Z1P Z2 > 0;Z3 > 0;X ¼
X11 X12 X13
H X22 X23
H H X33
24 35P 0;Y ¼ Y11 Y12 Y13H Y22 Y23
H H Y33
24 35P 0; D ¼
D11 D12 D13
H D22 D23
H H D33
24 35P 0; K ¼ K1K2
K3
24 35;L ¼ L1L2
L3
24 35;M ¼ M1M2
M3
24 35;N ¼ N1N2
N3
24 35;W ¼ W1W2
W3
24 35, and two positive scalars ei, i = 1,2, such that
the following LMIs (29), and (10)–(14) hold:
H. Wu et al. / Applied Mathematical Modelling 33 (2009) 4345–4353 4351N11 N12 N13 M1  N1 W1 ATU PH 0
H N22 N23 M2  N2 W5 0 0 0
H H N33 M3  N3 W3 BTU 0 0
H H H R1 0 0 0 0
H H H H R2 0 0 0
H H H H H U 0 UTH
H H H H H H e1I 0
H H H H H H H e2I
2666666666666664
3777777777777775
< 0; ð29ÞwhereN11 ¼ PAþ ATP þ Q1 þ R1 þ R2 þ K1 þ KT1 þ N1 þ NT1 þ h1X11 þ h2Y11 þ hD11 þ ðe1 þ e2ÞETaEa;
N12 ¼W1  K1 þ L1 þ KT2 þ NT2 þ h1X12 þ h2Y12 þ hD12;
N13 ¼ PB L1 þM1 þ KT3 þ NT3 þ h1X13 þ h2Y13 þ hD13 þ ðe1 þ e2ÞETaEb;
N22 ¼ ð1 s1ÞðQ1  Q2Þ þW2 þWT2  K2  KT2 þ L2 þ LT2 þ h1X22 þ h2Y22 þ hD22;
N23 ¼ L2 þM2 þWT3  KT3 þ LT3 þ h1X23 þ h2Y23 þ hD23;
N33 ¼ ð1 sÞQ2  L3  LT3 þM3 þMT3 þ h1X33 þ h2Y33 þ hD33 þ ðe1 þ e2ÞETbEb;
U ¼ h1Z1 þ h2Z2 þ hZ3:Proof. By Lemma 1, the system is robustly, asymptotically stable if the following inequality holds:WþX1FðtÞXT2 þX2FðtÞXT1 þX3FðtÞXT4 þX4FðtÞXT4 < 0; ð30Þ
whereX1 ¼ HTP 0 0 0 0 0 0 0 0 0 0
 T
;X2 ¼ Ea 0 Eb 0 0 0 0 0 0 0 0½ T ;
X3 ¼ 0 0 0 0 0 0 0 0 0 0 HTU
 T
;X4 ¼ Ea 0 Eb 0 0 0 0 0 0 0 0½ T :By Lemma 2, Eq. (30) holds if the following inequality satisﬁes:Wþ e11 X1XT1 þ e1X2XT2 þ e12 X3XT3 þ e2X4XT4  WþX
¼ Wþ
e11 PHH
TP þ ðe1 þ e2ÞETaEa; 0 ðe1 þ e2ÞETaEb 0 0 0 0 0 0 0 0
H 0 0 0 0 0 0 0 0 0 0
H H ðe1 þ e2ÞETbEb 0 0 0 0 0 0 0 0
H H H 0 0 0 0 0 0 0 0
H H H H 0 0 0 0 0 0 0
H H H H H 0 0 0 0 0 0
H H H H H H 0 0 0 0 0
H H H H H H H 0 0 0 0
H H H H H H H H 0 0 0
H H H H H H H H H 0 0
H H H H H H H H H H e12 U
THHTU
26666666666666666666664
37777777777777777777775
< 0; ð31Þwheree1 > 0,e2 > 0.
Then, by Lemma 1, the inequality given in (31) is equivalent to the LMI (29). Thus, if the LMIs given in (29) and (10)–(14)
hold, the system (1) is robust asymptotically stable. This completes the proof. h
By setting Q1 = Q2 = 0, Corollary 2 is established from Theorem 2.
Corollary 2. For given scalars h1 > 0 and h2 > 0, the uncertain system (1) with delays d1(t) and d2(t) is robustly stable, if there exist
matrices P > 0; R1 P R2 P 0; Z1 P Z2 > 0; Z3 > 0;Y ¼
Y11 Y12 Y13
H Y22 Y23
H H Y33
24 35P 0; D ¼ D11 D12 D13H D22 D23
H H D33
24 35P 0;
K ¼
K1
K2
K3
24 35; L ¼ L1L2
L3
24 35;M ¼ M1M2
M3
24 35;N ¼ N1N2
N3
24 35;W ¼ W1W2
W3
24 35, and two positive scalars ei, i = 1,2, such that the following
LMIs (32), and (10)–(14) hold:
Table 1
Calcula
[11]
[15,9,4]
[7]
[21]
[22]
Theorem
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H eN22 N23 M2  N2 W5 0 0 0
H H eN33 M3  N3 W3 BTU 0 0
H H H R1 0 0 0 0
H H H H R2 0 0 0
H H H H H U 0 UTH
H H H H H H e1I 0
H H H H H H H e2I
266666666666666664
377777777777777775
< 0; ð32ÞwhereN22 ¼W2 þWT2  K2  KT2 þ L2 þ LT2 þ h1X22 þ h2Y22 þ hD22;
N33 ¼ L3  LT3 þM3 þMT3 þ h1X33 þ h2Y33 þ hD33 þ ðe1 þ e2ÞETbEb;and other parameters are deﬁned in Theorem 2.
Remark 4. Though we only consider systems with two additive delay components, the results obtained in this paper can be
readily extended to uncertain stochastic systems with multiple additive delay components, that is,dxðtÞ ¼ ðAþ DAÞxðtÞ þ ðBþ DBÞx t 
Xn
i¼2
diðtÞ
 !" #
dt þ ðC þ DCÞxðtÞ þ ðDþ DDÞx t 
Xn
i¼2
diðtÞ
 !" #
dxðtÞ:4. Numerical examples
In this section, we will give two examples showing the effectiveness of the results given here.
Example 1. Consider system (1) with the following parameters, borrowed from [4] and [9]:A ¼ 2 0
0 0:9
 
; B ¼ 1 01 1
 
; DA ¼ 0; DB ¼ 0:Suppose we know that_d1ðtÞ 6 0:1; _d2ðtÞ 6 0:8:
Here, we let d1(t) represents the delay from sensor to controller and d2(t) represents the delay from controller to actuator.
Our purpose is to ﬁnd the upper bound h1 of delay d1(t), or h2 of d2(t), when the other is known, below which the system is
asymptotically stable. By combining the two delay components together, some existing stability results can be applied to
this system. The calculation results obtained by Theorem 1 in this paper, Theorem 1 in [21], Theorem 1 in [7], Theorem 2
in [15], Theorem 1 in [9], Theorem 3.2 in [11] and Theorem 1 in [4] for different cases are listed in Table 1, in which ‘‘—”
means that the results are not applicable to the corresponding cases. It is clear that Theorem 1 gives much better results than
those obtained by [22,21,7,4,9,15,11].
Example 2. Let us re-consider the time-delay system (1) with the following parameter:A ¼ 2 0
0 0:9
 
; B ¼ 1 01 1
 
; Ea ¼
0:6 0
0 0:05
 
; Eb ¼
0:1 0
0 0:3
 
; H ¼ I:
_d1ðtÞ 6 0:1; _d2ðtÞ 6 0:8:ted delay bounds for different cases.
Delay bound of h2 for given h1 Delay bound of h1 for given h2
h1 = 1 h1 = 1.1 h1 = 1.2 h1 = 1.5 h2 = 0.3 h2 = 0.4 h2 = 0.5
– – – – – – –
0.180 0.080 – – 0.880 0.780 0.680
0.378 0.278 0.178 – 1.078 0.978 0.878
0.415 0.376 0.340 0.248 1.324 1.039 0.806
0.512 0.457 0.406 0.283 1.453 1.214 1.021
1 0.872 0.772 0.672 0.371 1.572 1.472 1.372
Table 2
Calculated delay bounds for different cases.
Delay bound of h2 for given h1 Delay bound of h1 for given h2
h1 = 0.1 h1 = 0.2 h1 = 0.5 h2 = 0.1 h2 = 0.2 h2 = 0.3
[15,1] 0.624 0.524 0.224 0.624 0.524 0.424
[7] 0.752 0.652 0.352 0.752 0.652 0.552
Theorem 2 1.771 1.671 1.372 1.770 1.672 1.571
H. Wu et al. / Applied Mathematical Modelling 33 (2009) 4345–4353 4353The calculation results obtained by Theorem 2 in this paper, Corollary 1 in [7], Theorem 4 in [15] and Corollary 1 in [1] for
different cases are listed in Table 2. It can be seen from the table that Theorem 2 in this paper yields the least conservative
stability test than other single delay approaches, showing the advantage of the stability result in this paper.5. Conclusions
This paper has investigated the stability problem for a class of uncertain systems with two successive delay components.
By considering the relationship between the time-varying delay and its upper bound when calculating the upper bound of
the derivative of Lyapunov functional, some improved stability criteria have been presented to guarantee the systems are
robustly, asymptotically stable for all admissible parameter uncertainties. Numerical examples have also been used to dem-
onstrate the usefulness of the main results and less conservativeness of the proposed method.
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