If a given aggregate process S is a compound mixed Poisson process under a probability measure P , a characterization of all probability measures Q on the domain of P , such that P and Q are progressively equivalent and S remains a compound mixed Poisson process with improved properties, is provided. This result generalizes earlier work of Delbaen & Haezendonck (1989) . Implications related to the computation of premium calculation principles in an insurance market possessing the property of no free lunch with vanishing risk are also discussed.
Introduction
In [4] , Proposition 2.2, Delbaen & Haezendonck provided a positive answer to the problem of characterizing all martingale-equivalent probability measures Q such that a compound Poisson process under an original probability measure P (P -CPP for short) will remain a CPP under Q. This problem raised naturally as the above authors tried "to create a mathematical framework to deal with finance related to risk processes" in the context of classical Risk Theory. For details see [4] , Section 1. In fact, [4] played a fundamental role in comprehending the interplay between financial and actuarial pricing of insurance (see e.g. [6] ) and influenced the work of many researchers; we refer for instance to Meister [15] , Embrechts & Meister [7] and Holtan [10] , where the pricing of catastrophe insurance futures and non-life insurance contracts, respectively, was investigated. In Møller [16] , the ordering of various martingale measures, including those suggested in [4] , was studied in a dynamic reinsurance markets setting. The results of Delbaen & Haezendonck [4] were exploited by Boogaert & de Waegenaere [2] for simulating ruin probabilities, and more recently by Yu et al. [21] to address a problem of capital risk allocation for a redevelopment project. The purpose of this paper is to provide under weaker assumptions than those made in [15] (see Remark 4.4, (b) ) an extention of the characterization of Delbaen & Haezendonck [4] for the case of compound mixed Poisson processes (CMPPs for short), that is, in the frame of non classical Risk Theory. Since conditioning is involved in the definition of CMPPs, it is natural to expect that regular conditional probabilities will play a key role towards this direction. For this reason, we first give a characterization of CMPPs in terms of regular conditional probabilities, see Proposition 2.4, via which CMPPs are reduced to ordinary CPPs for the disintegrating measures. In order to investigate the existence of progressively equivalent martingale measures Q (see Section 5 for the definition) one has to be able to characterize the RadonNikodým derivatives of Q with respect to the original measure P . This is done in Section 3, Proposition 3.4. The latter result together with Proposition 4.1, an existence result for CMPPs, is required in order to characterize, in terms of regular conditional probabilities, all measures Q such that they are progressively equivalent to an original measure P , and such that a P -CMPP will remain a CMPP under Q, see Theorem 4.3. In this way, the main result, Proposition 2.2, of [4] , becomes a special case of Theorem 4.3, see Remarks 4.4. In Section 5, applying Theorem 4.3, we find out a wide class of canonical stochastic processes inducing a corresponding one of progressively equivalent martingale measures (PEMMs for short), see Proposition 5.1, and possessing the property of no free lunch with vanishing risk ((NFLVR) for short), see Theorem 5.3. In particular, in Proposition 5.1 a characterization of all PEMMs Q such that a CMPP under P remains a CMPP under Q is given. Finally, implications of Theorems 4.3 and 5.3 related to the computation of of premium calculation principles in an insurance market possessing the property of (NFLVR) are discussed in Section 6.
Preliminaries
N and R stand for the natural and the real numbers, respectively, while R + := {x ∈ R : x ≥ 0}. If d ∈ N, then R d denotes the Euclidean space of dimension d. Given a probability space (Ω, Σ, P ), a set N ∈ Σ with P (N) = 0 is called a P -null set (or a null set for simplicity). For random variables X, Y : Ω −→ R we write X = Y P -almost surely (P -a.s. for short), if P (X = Y ) = 0. If A ⊆ Ω, then A c := Ω \ A, while χ A denotes the indicator (or characteristic) function of the set A. For a map f : D −→ R and for a non-empty set A ⊆ D we denote by f ↾ A the restriction of f to A. The identity map from Ω onto itself is denoted by id Ω . The σ-algebra generated by a family G of subsets of Ω is denoted by σ(G).
For any Hausdorff topology T on Ω, by B(Ω) is denoted the Borel σ-algebra on Ω, i.e. the σ-algebra generated by T, while by B := B(R) is denoted the Borel σ-algebra of subsets of R. By L ℓ (P ) will be denoted the space of all Σ-measurable real-valued functions f on Ω such that |f | ℓ dP < ∞ for ℓ ∈ {1, 2}. Functions that are P -a.s. equal are not identified. We write E P [X | G] for a version of a conditional expectation (under P ) of X ∈ L 1 (P ) given a σ-subalgebra G of Σ. Given two probability spaces (Ω, Σ, P ) and (Υ, T, Q) as well as a Σ-T -measurable map X : Ω −→ Υ we denote by σ(X) := {X −1 (B) : B ∈ T } the σ-algebra generated by X, while σ({X i } i∈I ) := σ i∈I σ(X i ) stands for the σ-algebra generated by a family {X i } i∈I of Σ-T -measurable maps from Ω into Υ . For any given Σ-T -measurable map X from Ω into Υ denote by P X : T −→ R the image measure of P under X. By K(θ) is denoted an arbitrary probability distribution on B with parameter θ ∈ Ξ. In particular, P(θ) and Exp(θ), where θ is a positive parameter, stand for the law of Poisson and exponential distribution, respectively (cf. e.g. [18] ). Given two real-valued random variable X, Θ on Ω, a conditional distribution of X over Θ is a σ(Θ)-B-Markov kernel (see [1] , Definition 36.1 for the definition) denoted by P X|Θ := P X|σ(Θ) and satisfying for each B ∈ B the equality P X|Θ (•, B) =
is a σ(Θ)-B-Markov kernel. Then for θ = Θ(ω) with ω ∈ Ω the probability measures k(θ, •) are distributions on B and so we may write K(θ)(•) instead of k(θ, •). Consequently, in this case K(Θ) will be denoted by K(Θ). For any real-valued random variables X, Y on Ω we say that P X|Θ and P Y |Θ are P ↾ σ(Θ)-equivalent and we write P X|Θ = P Y |Θ P ↾ σ(Θ)-a.s., if there exists a P -null set N ∈ σ(Θ) such that for any ω / ∈ N and B ∈ B the equality P X|Θ (B, ω) = P Y |Θ (B, ω) holds true. A family {X i } i∈I of random variables is P -conditionally identically distributed over a random variable Θ, if P (
) whenever i, j ∈ I, F ∈ σ(Θ) and B ∈ B. Furthermore, we say that {X i } i∈I is P -conditionally (stochastically) independent given Θ, if it is conditionally independent given the σ-algebra σ(Θ); for the definition of conditional independence see e.g. [3] , page 220. From now on let (Ω, Σ, P ) be an arbitrary but fixed probability space. Unless it is stated otherwise, Θ is a random variable on Ω such that P Θ (0, ∞) = 1, and we simply write "conditionally" in the place of "conditionally given Θ" whenever conditioning refers to Θ.
A characterization of compound mixed Poisson processes
Let N := {N t } t∈R + be a (P -) counting process with exceptional (P -) null set Ω N (cf. e.g. [18] , page 17 for the definition). Without loss of generality we may and do assume that Ω N = ∅. Denote by T := {T n } n∈N 0 and W := {W n } n∈N the arrival process and interarrival process, respectively, associated with N (cf. e.g. [18] , page 6 for the definitions). Also let X := {X n } n∈N be the (size process with all X n positive, and S := {S t } t∈R + the aggregate process induced by the counting process N and the size process X (cf. e.g. [18] , page 103 for the definitions). For the definition of a risk process (N, X) on (Ω, Σ, P ) we refer to [18] , page 127. The counting process N is said to be a mixed Poisson process on (Ω, Σ, P ) with parameter Θ (or a P -MPP(Θ) for short), if it has conditionally stationary independent increments, such that
holds true for each t ∈ (0, ∞).
In particular, if the distribution of Θ is degenerate at θ 0 > 0 (i.e. P Θ ({θ 0 }) = 1), then N is a P -Poisson process with parameter θ 0 (or a P -PP(θ 0 ) for short). An aggregate process S is said to be a compound mixed Poisson process on (Ω, Σ, P ) with parameters Θ and P X 1 (or else a P -CMPP(Θ, P X 1 ) for short), if it is induced by a P -risk process (N, X) such that N is a P -MPP(Θ) (cf. e.g. [18] , Section 5.1).
In particular, if the distribution of Θ is degenerate at θ 0 > 0 then S is said to be a compound Poisson process on (Ω, Σ, P ) with parameters θ 0 and P X 1 (or else a P -CPP(θ 0 , P X 1 ) for short).
The following conditions will serve as useful assumptions in the study of CMPPs:
(a1) The processes W and X are P -conditionally mutually independent.
(a2) The random variable Θ and the sequence X are P -(unconditionally) independent.
Next, whenever condition (a1) and (a2) holds true we shall write that the quadruplet (P, W, X, Θ) or (if no confusion arises) the probability measure P satisfies (a1) and (a2), respectively. Consider now a second arbitrary but fixed probability space (Υ, T, Q). The following definition is a special instance of that in [9] , 452E, proper for our investigation.
Definition 2.1. A regular conditional probability (r.c.p. for short) of P over Q is a family {P y } y∈Υ of probability measures P y : Σ −→ R such that
We could use the name of disintegration instead, but it seems that it is better to reserve that term to the general case when P y 's may be defined on different domains (see [17] ). If f : Ω −→ Υ is an inverse-measure-preserving map (i.e. P (f −1 (B)) = Q(B) for each B ∈ T ), a r.c.p. {P y } y∈Υ of P over Q is called consistent with f if, for each B ∈ T , the equality P y (f −1 (B)) = 1 holds for Q-almost all (Q-a.a. for short) y ∈ B. We say that a r.c.p. {P y } y∈Υ of P over Q consistent with f is essential unique, if for any other r.c.p. {P ′ y } y∈Υ of P over Q consistent with f there exists a P Θ -null set N ∈ T such that for any θ / ∈ N the equality P y = P ′ y holds true.
Remark 2.2. If Σ is countably generated and (Ω, Σ, P ) or P is perfect (see [8] , page 291 for the definition), then there always exists a r.c.p. {P y } y∈Υ of P over Q consistent with any inverse-measure-preserving map f from Ω into Υ providing that T is countably generated (see [8] , Theorems 6 and 3). Note that the most important applications in Probability Theory are still rooted in the case of standard Borel spaces (Ω, Σ), that is, of spaces being isomorphic to (Z, B(Z)), where Z is some Polish space; hence of spaces satisfying always the above mentioned assumptions concerning P , Σ and T . It is well-known that any Polish space is standard Borel; in particular, R d and R N are such spaces. If (Ω, Σ) and (Υ, T ) are non-empty standard Borel spaces, then there always exists an essentially unique r.c.p. {P y } y∈Υ of P over Q consistent with any inverse-measure-preserving map f from Ω into Υ (cf. e.g. [9] , 452X(m)).
If N is a P -MPP(Θ), we then get by e.g. [18] , Lemma 4.2.5, that the explosion E := {sup n∈N T n < ∞} is a P -null set. (c) there exists a P Θ -null set G ′ ∈ B(Υ ) such that for any θ / ∈ G ′ the processes N and X are P θ -mutually independent.
(ii) Condition (a2) implies that the process X is P -i. 
(iii) Conditions (a1) and (a2) imply that the pair (N, X) is a P -risk process if and only if there exists a P Θ -null set G * ∈ B(Υ ) such that for any θ / ∈ G * the pair (N, X) is a P θ -risk process. [18] , Lemma 1.1.1), which implies that σ(W ) = σ(T ) = σ(N), where the last equality is an immediate consequence of [18] , Lemma 2.1.3; hence implication (b) =⇒ (a) follows. The inverse implication is immediate since
for each t ∈ R + (cf. e.g. [18] , Theorem 2.1.1 and Lemma 2.1.2). The equivalence (a) ⇐⇒ (c) follows by [12] , Lemma 4.1 together with [14] Ad (ii): Assume that (a2) holds true. Then X is P -independent if and only if it is Pconditionally independent. But applying a monotone class argument we easily conclude that the latter is equivalent to the fact that there exists a P Θ -null set O:= O N ∈ B(Υ ) such that for any θ / ∈ O the process X is P θ -independent. By (a2) the fact that all random variables X n are P -identically distributed is equivalent to the fact that they are P -conditionally identically distributed, which again by a monotone class argument equivalently yields that there exists a P Θ -null set L := L N ∈ B(Υ ) such that for any θ / ∈ L the process X is P θ -identically distributed. So, putting
Ad (iii): Assume that P satisfies (a1) and (a2) as well as that there exists a P Θ -null set G * ∈ B(Υ ) such that for any θ / ∈ G * the pair (N, X) is a P θ -risk process. Then by (ii) we get that X is a sequence of positive P θ -i.i.d. random variables on Ω for any θ / ∈ G * if and only if it does so on (Ω, Σ, P ). Also note that according to (i) the fact, that the processes X and N are mutually independent under P θ for any θ / ∈ G * , is equivalent to condition (a1), which together with condition (a2) yields that the processes X and N are mutually independent under P . Consequently, the pair (N, X) is a P -risk process. The inverse implication follows for any θ / ∈ G * := G ′ ∪ G ′′ by assertions (i) and (ii), since clearly N is a P θ -counting process for any θ / ∈ L. ✷ Proposition 2.4. Assume that P satisfies conditions (a1) and (a2). Then the aggregate process S is a P -CMPP(Θ, P X 1 ) if and only if there exists a P Θ -null set C * ∈ B(Υ ) such that for any θ / ∈ C * the family S is a P θ -CPP(θ, (P θ ) X 1 ).
Proof. Assume that S is a P -CMPP(Θ, P X 1 ), which is equivalent to the fact that the pair (N, X) is a P -risk process and N is a P -MPP with parameter Θ. According to Lemma 2.3, (iii) and [12] , Proposition 4.4, the latter equivalently yields that there exist two P Θ -null sets G * and L * in B(Υ ) such that for any θ / ∈ G * the pair (N, X) is a P θ -risk process, and for any θ / ∈ L * the family N is a P θ -PP(θ), respectively. So, if we let C * = G * ∪ L * we then equivalently get that S is a P θ -CPP(θ, (P θ ) X 1 ) for any θ / ∈ C * . ✷
Change of measures for compound mixed Poisson processes
The main result of this section, Proposition 3.4, allows us to explicitly calculate RadonNikodým derivatives for the most important insurance risk processes.
Let T ⊆ R + with 0 ∈ T and let ℓ ∈ {1, 2}. For a process Z T := {Z t } t∈T denote by F 
, is a process Z T := {Z t } t∈T of real-valued random variables in L ℓ (P ) such that Z t is Z t -measurable for each t ∈ T and whenever s ≤ t in T and E ∈ Z s then E Z s dP = E Z t dP . The latter condition is called the martingale property (cf. e.g. [18] , page 25). For Z = F we simply say that Z is a martingale in L ℓ (P ).
Remark 3.1. For any n ∈ N the random variable X n is F S Tn -measurable, where F S Tn := {A ∈ Σ : A ∩ {T n ≤ t} ∈ F S t for every t ∈ R + }, and for any t ∈ R + the random variable X Nt is F S t -measurable. In fact, it follows by [18] , Lemma 2.1.2 that all random variables T n are F S -stopping times. Furthermore, S is right-continuous, since N is so. The latter together with the fact that T n−1 < T n for any n ∈ N yields that the random variables S Tn and S T n−1 are F S Tn -measurable for each n ∈ N (cf. e.g. [11] , Chapter 1, Propositions 2.18, 1.13 and Lemma 2.15). Thus, taking into account that X n = S Tn − S T n−1 since N Tn = n for each n ∈ N, we deduce that X n is F S Tn -measurable for any n ∈ N. But for all n ∈ N 0 and t ∈ R + we have {N t = n} = {T n ≤ t < T n+1 } ∈ F S t (see [18] , Lemma 2.1.2 for the equality), implying that X
−1
Nt (B) ∩ {N t = n} ∈ F S t for each B ∈ B(Υ ) (see [11] , Chapter 1, Lemma 2.15). Consequently, the F S t -measurability of each random variable X Nt follows. Definition 3.2. Let P , Q be two probability measures on Σ and {Y t } t∈T a process on (Ω, Σ). Then P and Q are said to be progressively equivalent if P and Q are equivalent (in the sense of absolute continuity) on each Z t , in symbols Q pr ∼ P . If P and Q are equivalent on Σ we write P ∼ Q.
) the class of all positive, B(Υ )-measurable functions on Υ . Then for each g ∈ M + (Υ ) the class of all probability measures Q on Σ satisfying (a1) and (a2), such that Q
Henceforth, unless stated otherwise, P ∈ M S is the initial probability measure on Σ under which the family S is a CMPP(Θ, P X 1 ).
The next result provides the one direction of the desired characterization.
Proposition 3.4. For given g ∈ M + (Υ ) let Q be a probability measure on Σ satisfying conditions (a1), (a2) and such that the family S is a Q-CMP P (g(Θ), Q X 1 ). Suppose that there exists a r.c.p. {Q θ } θ∈Υ of Q over Q Θ consistent with Θ. Then the following are equivalent:
(iii) There exist an essentially unique β ∈ F P such that
for any θ ∈ Υ, and γ = ln f, where f is a P X 1 -a.s. positive Radon-Nikodým derivative of Q X 1 with respect to P X 1 , and there exists a
where
, and the family
(iv) There exist an essentially unique pair (β, ξ) ∈ F P × R + (Υ ), where ξ is a RadonNikodým derivative ξ of Q Θ with respect to P Θ , such that
where f is a P X 1 -a.s. positive Radon-Nikodým derivative of Q X 1 with respect to P X 1 , and such that
Thus, applying [4] , Lemma 2.1, we get the first part of assertion (ii). The second part of assertion (ii) is an immediate consequence of Q pr ∼ P together with σ(Θ) ⊆ F t for each t ∈ R + .
) for each θ ∈ Υ , then there exists a P Θ -null set G a ∈ B(Υ ) such that for any θ / ∈ G a and for all s, t ∈ R + with s ≤ t the equality
holds true for each n ∈ N. In fact, since S is both a P -CMPP(Θ, P X 1 ) and a Q-CMPP(g(Θ), Q X 1 ), it follows by Proposition 2.4 that there exist a P Θ -and a Q Θ -null set C * and C * in B(Υ ) such that for any θ / ∈ C * and θ / ∈ C * it is a P θ -CPP(θ, (P θ ) X 1 ) and a
, and a P Θ -null set G b ∈ B(Υ ) such that for any θ / ∈ G b , for every n ∈ N and B n ∈ F X n the equalities
hold true with γ := ln f . In fact, first note that assumption Q X 1 ∼P X 1 implies by the Radon-Nikodým Theorem the existence of a P X 1 -a.s. positive function f , which is a Radon-Nikodým derivative f of Q X 1 with respect to P X 1 . We may and do assume without loss of generality that the P X 1 -null set {y ∈ Υ : f (y) = 0} ∈ B(Υ ) is the empty set. Also note that X is Q-i.i.d. by assumption. The latter together with Lemma 2.3, (ii) implies that there exists a Q Θ -null set G ′′ ∈ B(Υ ) such that for any θ / ∈ G ′′ the sequence X is Q θ -i.i.d.; hence the second equality follows in the same way as in [4] , (2.21) . In order to show the first and last equality of condition (2), fix now on n ∈ N and B n ∈ F X n . Since Q satisfies (a2), applying [12] , Lemma 3.5, we get for any D ∈ B(Υ ) that
n,Bn the first equality of (2) holds true. But since each F X n is countably generated, it can be easily proven by a monotone class argument that there exists a Q Θ -null set O ( * ) ∈ B(Υ ) such that for any θ / ∈ O ( * ) the first equality of (2) holds true. Since P satisfies (a2), applying again [12] , Lemma 3.5, we get for any D ∈ B(Υ ) that
n,Bn the last equality of (2) holds true. Again by a monotone class argument it follows that there exists a P Θ -null set O ( * ) ∈ B(Υ ) such that for any θ / ∈ O ( * ) the last equality of (2) holds true. So, putting
In fact, since Q satisfies (a1) we get by Lemma 2.3, (i) that there exists a Q Θ -null set
It then follows that there exists a number m ∈ N such that A = m i=1 A i . By induction, it is sufficient to give the proof only for m = 2.
. But since we have assumed that explosion is equal to the empty set, it follows that
Next without loss of generality we may and do assume that u 1 ≤ u 2 . We then get
But by virtue of (a) it follows that for any θ / ∈ G a the aggregate process S is both a P θ -CPP(θ, (P θ ) X 1 ) and a Q θ -CPP(g(θ), (Q θ ) X 1 ), which yields
Furthermore, step (b) yields for any θ / ∈ G b that
Then equality (3) together with equalities (4),(5) and step (c) yields for any θ /
which implies that
which proves the validity of (
To show (e), first note that the consistency of {Q θ } θ∈Υ with Θ yields the existence of a Q Θ -null set V ∈ B(Υ ) such that for any θ / ∈ V and B ∈ B(Υ ) we have Q θ (Θ −1 (B)) = χ B (θ). In the same reasoning, there exists a P Θ -null set V ∈ B(Υ ) such that for any θ / ∈ V and B ∈ B(Υ ) we have
To do it, let A = Θ −1 (B) for B ∈ B(Υ ). We then get for any fixed θ ∈ (V * ) c ∩ B that
where the second equality follows by the consistency of {P θ } θ∈Υ with Θ.
Applying the same reasoning we get 
Then the following condition holds true:
To show it, fix on arbitrary G ∈ G. Then there exist a number m ∈ N and a finite sequence
I Θ := {k ∈ {1, . . . , m} : A k ∈ σ(Θ)} and I H := {k ∈ {1, . . . , m} :
we get I Θ ∪ I H = {1, . . . , m} as well as
It then follows by the first part of (8) that there exists a set D ∈ B(Υ ) such that Θ −1 (D) = k∈I Θ A k , implying together with the second part of (8), condition (6) and the consistency of {Q θ } θ∈Υ and {P θ } θ∈Υ with Θ that for any fixed θ ∈ (V * ) c ∩ D we get
while for any fixed θ ∈ (V * ) c ∩ D c we clearly get that
Consequently, G ∈ K s ; hence G ⊆ K s , which proves (7). It can be easily seen that K s is a Dynkin class; hence taking into account condition (7), we may apply the Dynkin Lemma to obtain condition
∈ V * true, completing the proof of (e) and of the implication (ii) =⇒ (iii). Ad (iii) =⇒ (i): Assuming assertion (iii) we get that the measures P θ and Q θ are progressively equivalent for all θ / ∈ V * . Thus, taking into account that {P θ } θ∈Υ and {Q θ } θ∈Υ are r.c.p.s of P over P Θ and Q over Q Θ , respectively, consistent with Θ we obtain assertion (i). Ad (iii) =⇒ (iv): It follows by assertion (iii) that there exists an essentially unique β ∈ F P satisfying condition ( * * ). Thus, we are left to show that there exists a ξ ∈ R + (Υ ) which is a Radon-Nikodým derivative of Q Θ with respect to P Θ satisfying condition (M ξ ), and that the family
In fact, first note that the assumption Q Θ ∼ P Θ , implies the existence of a P Θ -a.s. positive Radon-Nikodým derivative ξ of Q Θ with respect to P Θ and write
is valid, since
where all equalities hold P ↾ σ(Θ)-a.s. true. Fix on arbitrary A ∈ F s . Applying condition (9) we obtain
Thus, we may apply [12] , Proposition 3.8 (ii), for f = Θ and u = (
The latter together with condition (M θ ) yields
t (Θ)] = 1 for all t ∈ R + . The implication (iv) =⇒ (i) is clear. This completes the whole proof. ✷ For given P ∈ M S and Q ∈ M S,g it follows that the measures P and Q are equivalent on each σ-algebra F t . But this result does not in general hold true on F ∞ as the following proposition shows.
Proposition 3.5. Let be given Q ∈ M S,g and a r.c.p. {Q θ } θ∈Υ of Q over Q Θ consistent with Θ. Assume that P θ = Q θ for P Θ -a.a. θ ∈ Υ . Then the measures P and Q are singular on F ∞ , i.e. there exists a set E ∈ F ∞ such that P (E) = 0 if and only if Q(E) = 1.
Proof. Proposition 2.4 together with Proposition 3.4, (i) =⇒ (ii) implies that there exists a P Θ -and Q Θ -null set H ∈ B(Υ ) such that S is a P θ -CPP(θ, P X 1 ) and a Q θ -CPP(g(θ), Q X 1 ) for any θ / ∈ H. By assumption there exists a P Θ -null set H ∈ B(Υ ) such that P θ = Q θ for any θ / ∈ H. Note that we may and do assume that H contains H. Let us fix on arbitrary θ / ∈ H. Since P θ = Q θ , it follows by [4] , Proposition 2.2, that the measures P θ and Q θ are singular on F S ∞ , implying that there exists a set E ∈ F ∞ such that
But the latter together with Proposition 3.4, (i) =⇒ (ii), yields that
Consequently, the measures P and Q are singular on F ∞ . ✷
The Characterization
In the next proposition a construction of non-trivial probability spaces admitting CMPPs is given. Such a construction not only it is of vital importance for the main result of this work (i.e. Theorem 4.3) but also extends a similar construction for MPPs, see [13] , Theorem 3.1.
To prove it, we recall the following notations concerning products of probability spaces. By (Ω × Υ, Σ ⊗ T, P ⊗ Q) is denoted the product probability space of (Ω, Σ, P ) and (Υ, T, Q), and by π Ω and π Υ the canonical projections from Ω × Υ onto Ω and Υ , respectively. If f is a real-valued function defined on Ω × Υ , then we shall be using the ordinary notation f ω and f y for the functions obtained from f by fixing ω and y, respectively. In a similar way the sets C ω , C y being sections of a set C ⊆ Ω × Υ are defined. If (Ω, Σ, P ) is a probability space and I a non-empty index set, we write P I for the product measure on 
δ θ is the Dirac measure on B(Υ ) concentrated on θ, and a probability measure P on Σ such that {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ := π Υ , where π Υ is the canonical projection from Ω onto Θ, and P Θ = ρ.
(ii) A counting process N and a size process X such that P X 1 = µ and the quadruplet (P, W, X, Θ), where W is the interarrival process associated with N, satisfies conditions (a1) and (a2), and the pair (N, X) is both a P -and a P θ -risk process for any θ ∈ Υ , inducing an aggregate process S being a P -CMPP(h(Θ), µ).
Proof. For any θ ∈ Υ put ν θ := Exp(h(θ)) and
(a) Each set-function P θ is a probability measure on Σ and for any fixed E ∈ Σ the function θ −→ P θ ( E) is B(Υ )-measurable. In fact, it is clear that P θ is for any fixed θ ∈ Υ a probability measure on Σ. 
and P (E) := P θ (E θ )ρ(dθ) for all E ∈ Σ.
Then P and P are probability measures on Σ and Σ, respectively, such that {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ and P Θ = ρ. In fact, obviously P and P are probability measures. Furthermore, for each B ∈ B(Υ ) we have
. Since P and P are the marginals of P and by step (a) the function θ −→ P θ ( E) is B(Υ )-measurable for any fixed E ∈ Σ, we obtain that { P θ } θ∈Υ is a product r.c.p. on Σ for P with respect to ρ (see [19] , page 2390 for the definition and its properties). Put P θ := P θ ⊗ δ θ , where δ θ is the Dirac measure on Υ . It then follows by [13] , Lemma 2.4, that {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ. This completes the proof of (i).
(c) There exists a counting process N and a size process X such that the quadruplet (P, W, X, Θ) satisfies conditions (a1) and (a2), and the pair (N, X) is both a P -and a P θ -risk process for any θ ∈ Υ . In fact, first fix on arbitrary n ∈ N and θ ∈ Υ . Denote by π Ω the canonical projection from Ω onto Ω and by W n and X n the canonical projections from Ω onto the ncoordinate of the first and the second factor of
Since ( Ω, Σ, P θ ) is a product probability space for any θ ∈ Υ , and since W n , X n are the canonical projections, it follows by standard arguments that the processes { W n } n∈N and { X n } n∈N are P θ -independent and P θ -mutually independent; hence the processes W and X are P θ -independent and P θ -mutually independent for any θ ∈ Υ . Let N be the counting process associated with W (cf. e.g. [18] , page 6 and Theorem 2.1.1). The fact that W and X are P θ -mutually independent together with (1) implies that the processes N and X are mutually independent under P θ . Thus the pair (N, X) is a P θ -risk process. Since {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ by (b), applying [12] , Lemma 4.1, we get that W and X are P -conditionally independent, i.e. that P satisfies condition (a1). Furthermore, condition (10) together with the fact that {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ by (b), yields P Xn = µ; hence condition (a2) is satisfied by P . Conditions (a1) and (a2) for P together with the fact that {P θ } θ∈Υ is a r.c.p. of P over ρ consistent with Θ, imply the P -mutual independence of W and X. The latter together with (1) implies that the processes N and X are P -mutually independent. Since X is P θ -i.i.d. and P satisfies condition (a2), then according to Lemma 2.3, (ii) the process X is P -i.i.d.. Thus the pair (N, X) is a P -risk process. This completes the proof of (c).
(d) The process S induced by the P -risk process (N, X) is a P -CMPP(h(Θ), µ). In fact, since for all θ ∈ Υ the sequence W is P θ -independent and (P θ ) Wn = Exp(h(θ)) for all n ∈ N by (c), it follows that N is a P θ -PP(h(θ)) (cf. e.g. [18] , Theorem 2.3.4). The latter together with the fact that, due to (c), the pair (N, X) is a P θ -risk process implies that the induced aggregate process S is a P θ -CPP(h(θ), µ) for any θ ∈ Υ , implying according to Proposition 2.4 that S is a P -CMPP(h(Θ), µ). Thus, assertion (ii) follows, completing in this way the whole proof. ✷ Note that since Ω is a Polish space, it follows that for each probability measure P on F ∞ there always exists a r.c.p. {P θ } θ∈Υ of P over P Θ consistent with Θ (see Remark 2.2(a)). From now on, unless it is stated otherwise, we consider the probability space (Ω, Σ, P ) together with h := id Υ , the random variable Θ, the r.c.p. {P θ } θ∈Υ as well as the processes N, W , X and S constructed in Proposition 4.1.
Remark 4.2.
Such an assumption concerning (Ω, Σ, P ) is not a restrictive one, since our interest does not exceed the information generated by the aggregate process and the structure parameter. In fact, since Σ = σ({W, X, Θ}), we clearly get that F ∞ ⊆ Σ. But due to [18] , Lemma 2. (β, ξ) ∈ F P × R + (Υ ) with ξ being a Radon-Nikodým derivative of Q Θ with respect to P Θ , satisfying conditions ( * * ) and (M ξ ), and such that the family
(ii) Conversely, for every pair (β, ξ) ∈ F P ×R + (Υ ) there exists a unique pair (g, Q) ∈ M + (Υ ) × M S,g satisfying conditions ( * * ) and (M ξ ), and such that the family
(iii) In both cases (i) and (ii) there exist an essential unique r.c.p. {Q θ } θ∈Υ of Q over Q Θ consistent with Θ, and a P Θ -null set V * ∈ B(Υ ) such that for any θ / ∈ V * conditions Q θ ∈ M S,g and (M θ ) are valid, and such that the family
Proof. Assume that Q ∈ M S,g . There always exists an essentially unique r.c.p. {Q θ } θ∈Υ of Q over Q Θ consistent with Θ (see Remark 2.2(a)). So, we may apply Proposition 3.4 to derive assertion (i). Ad (ii): Let (β, ξ) ∈ F P × R + (Υ ). Define the function g : Υ −→ Υ by means of g(θ) := θe α(θ) for each θ ∈ Υ . Fix on arbitrary t ∈ R + and θ ∈ Υ , and define the set-functions ν θ , µ, R :
respectively. Clearly, R and µ are are probability measures on B(Υ ), since by assumption E P [ξ(Θ)] = 1 and E P [e γ(X 1 ) ] = 1, respectively. Thus, applying Proposition 4.1 for g, ν θ , µ and R in the place of h, ν θ , µ and ρ, respectively, we obtain a family {Q θ } θ∈Υ of probability measures Q θ := Exp(g(θ)) ⊗ R N ⊗ δ θ on Σ and a unique probability measure Q on Σ satisfying assumptions (a1) and (a2), and such that {Q θ } θ∈Υ is a r.c.p. of Q over Q Θ = R consistent with Θ and S is a Q-CMPP(g(Θ), Q X 1 ) with Q X 1 = µ. The latter implies that Q Θ ∼ P Θ and Q X 1 ∼ P X 1 . Thus, according to Proposition 3.4, we get Q pr ∼ P , implying both Q ∈ M S,g and the conclusion of (ii). Ad (iii): Since Ω is a Polish space, in both cases there exists an essentially unique r.c.p. 3) with the corresponding characterization of Meister [15] , Corollary 2.10, some major differences that should be pointed out are spotted: Our result is proven without either the completeness assumption of the underlying filtration (see [15] , Assumption 1.4), or the square integrability of the random variables Θ and X n (n ∈ N) (see [15] , Section 1.5), or the P -independence assumption of the sequences W and X (see [15] , Section 2.2). The latter together with the fact that in Theorem 4.3 we consider a simpler and more natural underlined probability space, constructed in Proposition 4.1, also containing the information of the structural parameter Θ, allows us to obtain by means of Theorem 4.3 not only a proper measure Q as happens in [15] , Corollary 2.10, but also a whole family of proper measures Q θ along with Q. 
(c) The probability measure P constructed in Proposition 4.1 is an element of M S , and assuming that Υ x ℓ µ(dx) < ∞ for ℓ ∈ {1, 2} we get
In the next result we give a characterization of all elements of M + (Υ ) × M * ,ℓ S,g in terms of the elements of F Proof. Ad (i): Assume that (g, Q) ∈ M + (Υ ) × M * ,ℓ S,g . Since clearly M * ,ℓ S,g ⊆ M S,g , we get by Theorem 4.3, (i) that there exist an essentially unigue pair (β, ξ) ∈ F P × R + (Υ ) with ξ being a Radon-Nikodým derivative of Q Θ with respect to P Θ satisfying conditions ( * ) and (M ξ ). But since Q ∈ M * ,ℓ
, that there exists a unique pair (g, Q) ∈ M + (Υ ) × M S,g satisfying conditions ( * ) and (M ξ ) Furthermore, assumption (β, ξ) ∈ F ℓ P × R * ,ℓ
S,g . Ad (iii): Due to Theorem 4.3 there exist an essentially unique r.c.p. {Q θ } θ∈Υ of Q over Q Θ consistent with Θ and a P Θ -null set V * ∈ B(Υ ) such that for any θ / ∈ V * condition (M θ ) is fulfilled. Condition Q θ ∈ M ℓ S,g for any θ / ∈ V * follows as in the proof of (i). This completes the proof. ✷
Compound mixed Poisson processes and martingales
In this section applying our results we find out a wide class of canonical processes satisfying the condition of no free lunch with vanishing risk (written (NFLVR) for short) (see [5] , Definition 8.1.2). Let ℓ ∈ {1, 2}. For given real-valued process Z := {Z t } t∈R + a process on (Ω, Σ) by M 
The elements of M ℓ e (Z T ) are called equivalent martingale measures (with respect to Z T ). We say that the process
and only if the probability distribution of g(Θ)
is degenerate at g(θ 0 ) for some θ 0 > 0.
Proof. Let us fix on arbitrary ℓ ∈ {1, 2} and let Q ∈ M S,g . Then according to Proposition 2.4 there exists a Q Θ -null set C * ∈ B(Υ ) such that for any θ / ∈ C * the family S is a Q θ -CPP(g(θ), (Q θ ) X 1 ), which yields that N is a Q θ -PP(g(θ)), implying together with [18] , Theorem 5.1.3, that the family S has Q θ -stationary independent increments. Ad (i): If Q ∈ M ℓ S,g then the latter together with the proof of the first equality of condition (2) yields that for any θ / ∈ C ( * ) := C * ∪ O ( * ) , where O ( * ) is the null set outside of which the first equality of condition (2) holds true, the process V (θ) is a martingale in
, where the second equality is an immediate consequence of the first equality of condition (2); hence (i) follows for ℓ = 1. For ℓ = 2 applying [18] , Corollary 5.2.11, we get S t ∈ L 2 (Q θ ); hence V t (θ) ∈ L 2 (Q θ ) for each t ∈ R + . Ad (ii): Let Q ∈ M * ,ℓ S,g . Applying Wald's identities (cf. e.g. [18] , Lemma 5.2.10) we get S t ∈ L ℓ (Q); hence V t (Θ) ∈ L ℓ (Q) for any t ∈ R + .
Since S has Q θ -stationary independent increments for any θ / ∈ C ( * ) , it follows by [12] , Corollary 4.2 together with [14] that it has Q-conditionally stationary independent increments, implying for all s, t ∈ R + with s ≤ t that S t − S s is Q-conditionally independent of F S s ; hence of F s (see [12] , Lemma 4.7). The latter together with [3] , Section 7.3, Theorem 1 implies that condition
dQ holds true for all s, t ∈ R + with s ≤ t and A ∈ F s ; hence inclusion M * ,ℓ
]dQ for all s, t ∈ R + with s ≤ t and for each D ∈ σ(Θ). The latter together with the fact that by assumption S is a Q-CMPP(g(Θ), Q X 1 ) such that g(Θ) and X 1 are Q-integrable, yields for each t ∈ R + that
where all equalities hold true Q ↾ σ(Θ)-a.s.. Consequently, there exists a
S,g ; hence g(Θ) is degenerate at g(θ 0 ) for some θ 0 > 0 as above. The inverse implication is clear. ✷ Proposition 5.2. Let (Ω, Σ, P ) be an arbitrary probability space and let S be an arbitrary aggregate process induced by a counting N and a size process X such that X ℓ 1 ∈ L 1 (P ) for ℓ ∈ {1, 2}. Consider the following assertions:
Proof. Clearly, both processes in items (i) and (ii) are adapted to the filtration F . Let us fix on arbitrary ℓ ∈ {1, 2}. Ad (i) =⇒ (ii): We divide the proof in the following three steps. (a) There exists a P Θ -null set
In fact, for given t ∈ R + it follows by assumption
for all B ∈ B(Υ ), where the second equality follows by [12] , Lemma 3.5, (i). Consequently, there exists a P Θ -null set
∈ K 1 and u ∈ Q + . We then get for any given t ∈ R + and θ / ∈ K 1 that E P θ [S ℓ t ] < ∞, since there exists a number u ∈ Q + with t ≤ u, implying by the monotonicity of the paths of S that S
Let us fix arbitrary u, t ∈ R + with u ≤ t and A ∈ F u . Define the real valued function g t on Ω by means of g t (ω) := f t • (id Ω ⊗ Θ)(ω) for each ω ∈ Ω, where f t is the real valued function on Ω×R given by f t (ω, θ) := χ A (ω)Y t (θ)(ω) for each (ω, θ) ∈ Ω×R. Also denote by M the image measure of P under id Ω ⊗ Θ. Then the function f
where the first equality follows from [12] , Proposition 3.8, (ii). (c) There exists a P Θ -null set K ′′ ∈ B(Υ ) such that for any θ / ∈ K ′′ the process Y (θ) satisfies the martingale property. In fact, let us fix on arbitrary u, t ∈ R + with u ≤ t, A ∈ F u and B ∈ B(Υ ). Writing
. Therefore, we may apply [12] , Proposition 3.8, (ii), to infer
Applying again [12] , Lemma 3.5, (i) we obtain Y (Θ) satisfies the martingale property
where all equivalences hold true for all A ∈ F s and B ∈ B, as both of them are arbitrary. But the last equality is equivalent to the fact that for all u, t ∈ R + with u ≤ t and for each A ∈ F u such that
for any θ / ∈ K and applying a monotone class argument, we get a P Θ -null set in B(Υ ) such that for any θ / ∈ K ′′ condition (12) is valid for any A ∈ F u and for all u, t ∈ Q + with u ≤ t. Put H t := t<u∈R + F u for any t ∈ R + . Then if we take u, t ∈ R + with u ≤ t, and if we write (12) for u ′ , t ′ ∈ Q with u ′ > u and t ′ > t, and then let u ′ ↓ u and t ′ ↓ t, we see that (12) holds true for all A ∈ u ′ >u F u ′ = H u , where the equality is a consequence of the following Claim. For any t ∈ R + we have u ′ ∈Q, u ′ ↓t F u ′ = H t . Proof. For an arbitrary but fixed t ∈ R + we have
Conversely, for arbitrary A ∈ u ′ ∈Q,u ′ ↓t F u ′ we get A ∈ F u ′ for all u ′ ∈ Q with u ′ ↓ t. Let u be an arbitrary element of R + with t < u. Since the set Q is dense in R, there exist u ′ ∈ Q such that t < u ′ < u and u ′ ↓ t; hence A ∈ F u because A ∈ F u ′ ⊆ F u . As u and A are arbitrary we obtain A ∈ H t . ✷ Consequence, Y (θ) satisfies condition (12) for any A ∈ H u ; hence for any A ∈ F u since F u ⊆ H u , and any θ / ∈ K ′′ . Thus,assertion (ii) follows. Note that H := {H t } t∈R + is a right continuous filtration such that
ℓ ∈ L 1 (P ) we are left to show that Y (Θ) satisfies the martingale property. But since Y (θ) satisfies condition (12) for all u, t ∈ R + with u ≤ t, all θ / ∈ K ′′ and all A ∈ F u we infer that
holds for all B ∈ B(Υ ) true, equivalently (see the proof of step (c)), that Y (Θ) fulfills the martingale property. Thus, (i) follows. ✷ The process Y (θ) of the above proposition is known in ruin theory as claim surplus process. Accordingly, the process V T (Θ) appearing in the next result can be regarded as a canonical one, since it corresponds to the claim surplus process V T (θ).
S,g satisfying conditions ( * * ) and (M ξ ) and such that the process V T (Θ) := {V t (Θ)} t∈T satisfies the property (NFLVR);
(ii) an essentially unique r.c.p.
S,g and (M θ ) and such that the process V T (θ) := {V t (θ)} θ∈T satisfies condition (NFLVR).
Proof. Let be given a pair (β, ξ) ∈ F 
e.g. [20] , Definition 7.1.1). The latter implies that [20] , Theorem 10.1.8). Thus, we may apply the Fundamental Theorem of Asset Pricing of Delbaen-Schachermayer (cf. [5] , Theorem 14.1.1), to deduce that the process V T (Θ) satisfies condition (NFLVR). Ad (ii): By Corollary 4.6, (iii), there exists an essentially unique r.c.p. of Q over Q Θ consistent with Θ satisfying for any θ / ∈ V * conditions Q θ ∈ M 2 S,g and (M θ ). But by Proposition 5.1, (i), there exists a Q Θ -null set C ( * ) ∈ B(Υ ) such that for any θ / ∈ C ( * ) the process for any θ / ∈ C ( * ) ∈ B(Υ ) the process 
Applications to premium calculation principles
In this section, we briefly discuss potential implications of our main result and its consequences (see Theorem 4.3 and Section 5, respectively) in the computation of premium calculation principles.
In classical Risk Theory a P -CPP S T := {S t } t∈[0,T ] is regarded as a proper model for describing the real or subjective behavior of the total risk of a period T := [0, T ], T > 0, undertaken by an insurance company. According to the financial pricing of insurance (FPI for short) approach, introduced by Delbaen & Haezendonck in [4] , at each time t the premium p t assigned to the remaining risk S T − S t of the period (t, T ] is given by means of p t = (T − t)p(Q) < ∞ for each t ∈ T, where Q is a risk-neutral measure (i.e. it is equivalent at each time moment t with the original probability measure P and such that the underlying price process becomes under Q a martingale) such that p(Q) = E Q [S 1 ] < ∞, where p(Q) denotes the monetary payout per time unit for holding a risk, that is the premium density. Furthermore, Q should also satisfy condition p(P ) < p(Q) < ∞, equivalently
For more details, see [4] , pages 269-271.
Under the FPI framework, we say that a premium calculation principle (PCP for short) is a probability measure Q on (Ω, Σ) such that Q pr ∼ P , the family S is a Q-CPP and X 1 ∈ L 1 (Q).
Note that in comparison with [4] , Definition 3.1, here the class of all PCPs is enlarged, since Σ = F ∞ ⊇ F S ∞ . Theorem 4.3 and its proof together with Remark 4.4 implies that for P Θ -a.a. θ ∈ Υ the probability measures Q θ are PCPs. Thus, every Q ∈ M 1 S,g is a mixture of PCPs, while it can be easily seen that it is not a PCP itself.
Example 6.1. Let P ∈ M * ,1 S . (a) If β(x, θ) = cx − ln E P [e cX ] for each x, θ ∈ Υ with c > 0 then E P [e cX 1 ] < ∞ and E P [X 1 e cX 1 ] < ∞; hence β ∈ F 1 P with α = 0 and so g = id Υ . Then for any ξ ∈ R * ,1 + (Υ ) we get a measure Q ∈ M * ,1 S by Corollary 4.6 such that the corresponding measure Q θ is an Esscher PCP for all θ / ∈ V * , where V * is the P Θ -null set of Corollary 4.6. Since the function β consists exclusively of the summand γ, the computation of p(Q θ ), θ / ∈ V * , will require nothing more in practice than repeating the computations made in Example 3.3 of [4] . Therefore, since E Q [X 1 ] < ∞ by β ∈ F 1 P , it can be easily seen that for any θ / ∈ V * p(P θ ) < p(Q θ ) < ∞
if In the above example we rediscovered both the Esscher's and the Expected Value PCPs, and extracted, for each case, not just a single PCP but a whole family {Q θ } θ / ∈V * of such PCPs. Next we present some PCPs induced by pairs (β, ξ) ∈ F 2 P ×R * ,2 + (Υ ) such that the function β consists of two non zero summands α and γ. To this aim recall that Ga(a, b), Be(a, b) and U(c, d) denote the law of Gamma, Beta and Uniform distribution with parameters a, b > 0 and c, d ∈ R (cf. e.g. [18] ). Note that in Example 6.2, the change of measure from P θ to Q θ as well as from P to Q has a multiplicative effect both to the expected number of claims per time unit (namely E P θ [N 1 ], E P [N 1 ]) and the expected claim size. The latter effect is confirmed in Example 6.3 for the claim size but a similar comment cannot be made for the expected number of claims as, in that case, the change of measure effect depends on the parameter c of the claim size distribution P X 1 . 
