We will first establish an index theory for linear self-adjoint operator equations. And then with the help of this index theory we will discuss existence and multiplicity of solutions for 
Introduction
Let X be an infinite-dimensional separable Hilbert space with inner product (·, ·) and norm || · ||. where id : X → X is the identity map and k id> B 1 , kid > B 2 for some real number k > 0.
Let B 0 ∈ L s (X) be fixed and let i A (B 0 ) be a prescribed integer associated with B 0 .
Definition 1.3 For any B ∈ L s (X) we define
i A (B) = i A (B 0 ) + I A (B 0 , B).
We call i A (B) index of B and i A (B 0 ) is called initial index. Generally, the index i A (B) depends also on B 0 and the initial index. For some well-known precise operators, we can give the initial index a special value, so that the index becomes natural. This will be done in the subsequent sections. The following proposition is also concerned with a precise example. For index and nullity defined before we have the following properties. 2) has at least two nontrivial solutions.
Theorem 1.8 Assume that
(1) Φ ∈ C 2 (X, R) and there exist B 1 , B 2 ∈ L s (X) with ν A (B 1 ) = 0 such that Then (1.2) has two distinct nontrivial solutions. Then (1.2) has a solution.
Moreover, if we further assume that (2) Φ ′ (θ) = θ, Φ(θ) = 0 and there exists B 0 ∈ L s (X) satisfying B 0 ≥ B 1 and his another result in his excellent book [3] . Chang [4] also discussed equation (1.2) by assuming that A ∈ L s (X) and Φ ′ is compact. This framework can be used to discuss elliptic partial differential equations. In 1990, I Ekeland [5] discussed solvability of equation (1.2) by the dual variational methods and convex analysis theory. He assumed that A : X → X * is closed and seladjoint. As applications he mainly focussed on second order and first order Hamiltonian systems satisfying various boundary conditions. Our theorem 1.9 generalizes his results. Some other special equations were also mentioned in the end of Chapter III.
We would like to stress that our equation (1.2) with the assumptions on the operator A supplies a new framework for some special equations. It only requires that the operator A has finite multiplicities for every eigenvalue. Most operators listed by Ekeland [5] have this property. Although this framework can not be used for studying wave equations. However, it can be used to study seconder order Hamiltonian systems, first order Hamiltonian systems as well as elliptic equations.
As one can find in sections 3,4 and 5 we will obtain some new results. One can also find that the assumptions on the operator A also make us possible to establish an index theory for equation ( [6] [7] [8] .
As far as the author knows, an index theory for convex linear Hamiltonian systems was established first by I. Ekeland [9] in 1984. By the works [10] [11] [12] [13] of Conley, Zehnder and Long, an index theory for symplectic paths was introduced. These index theories have important applications [14] [15] [16] [17] [18] [19] [20] [21] [22] . One can refers to the two excellent books [5, 23] The paper is organized as follows. In section 2, we will introduce an Ekeland type of index theory and prove these results. Sections 3-5 will devote to applications in some special cases of equation (1.2) . Precisely, in section 3 we will first discuss second order Hamiltonian systems. Then in section 4 we will discuss first order Hamiltonian systems. Finally , in section 5 we will discuss elliptic partial differential equations.
Ekeland type of index theory and proofs of main results
In his excellent book [5] Ekeland introduced an index theory for convex linear Hamiltonian systems by dual variational methods. He also mentioned that by Lasry's tricks some non-convex Hamiltonian systems could be changed into convex systems and hence could be discussed also by dual variational methods. In this section we will make use of his ideas to establish an index theory for linear system (1.1) first. And then we will prove the main results in the previous section.
Let X, Y and A : Y → X be defined as before. (e i , e j ) = δ ij (2.1)
For any j ∈ N we also have dim ker(A
c j e j +e 0 ∈ X with e 0 ∈ ker(A), we have (A+kid)( is self-adjoint and compact. So there exists a basis 
From lemma 2.1, there exists ξ u ∈ ker(Λ) such that
. (2)We only sketch the proof here. We first prove that i A (B|B 0 ) is a kind of Morse index: for
Note that in the assumption we only need suppose that ((
From Lemma 2. 
Proof of Proposition 1.5. We only prove(i). For any B 1 < B 2 , by (iii) of theorem 2.4,
So the relative Morse index and hence the index i A (B) are finite and well-defined.
Proof of Proposition 1.4. From the additive property,
For any B ∈ L s (X) there exists λ 1 < 0 with λ 1 + B < B 0 + λ 0 . By the monotonicity of indices we have i A (B + λ) = 0 and ν A (B + λ) = 0 for λ ≤ λ 1 .So
Proof of Theorem 1.6 Choose k ∈ R with ν A (kid) = 0. From lemma 2.1, (A + kid) −1 is compact. And we need only verify that solutions of the following equations are a priori bounded:
If not, there exist {x n } ⊂ X with ||x n || → +∞ and λ n ∈ [0, 1] such that
From the bounded-ness of B(x), for any y ∈ X, B(x n )y ⇀ y 1 . We defineBy = y 1 . ThenB ∈ L s (X) and B 1 ≤B ≤ B 2 . By the compactness of (A + kid) −1 and the above equation, we have y n → y 0 and B(x n )(y n − y 0 ) → 0. We also assume that λ n → λ 0 . Taking the limit we have
. This is a contradiction to the fact that y 0 is a nontrivial solution.
In the following we will prove Theorem 1.7. To do this we need a lemma, which comes from [6, Chapter II. Lemma 2.5. Assume f ∈ C 2 (X, R) satisfies the (PS) condition, f ′ (θ) = θ, and there is a
and H q (X, f a ; R) = δ qγ R for some regular value a < 0. Then f has a critical point p 0 = θ with C γ (f, p 0 ) = 0. Moreover, if θ is a non-degenerate critical point, and
We now begin to prove Theorem 1.7. From assumption (1) and that Φ ′′ (x) is bounded we can 6) where
. By the (iii) of Proposition 1.5, we may assume ν A (kid) = 0 = ν A (k 1 id). Let Λu := Au + ku and consider the functional
We have the following proposition.
Proposition 2.6 Under the assumption (i) in theorem 1.7, the functional ψ defined by (2.7)
satisfies the (P S) condition.
Proof Assume {u j } ⊂ X such that ψ(u j ) is bounded and ψ ′ (u j ) → θ in X. If ||u j || X is bounded, then there exists a subsequence u j k ⇀ u 0 in X, and Λ −1 u j k → Λ −1 u 0 . From the following (6.9),
and ψ satisfies the (P S) condition. So in the following we only need to show {u j } is bounded in
X.
From N ′ (θ) = θ, we have N * ′ (θ) = θ and
If ||u j || X is not bounded, without loss of generality we assume ||u j || X → ∞. Set
We also assume x j ⇀ x 0 in X by going to subsequence if necessary. And hence 
For any δ ∈ (0, 1) fixed, set
From assumption(1) and (2.5)(2.9), there exists a constant c 1 > 0 such that
Now by going to subsequences if necessary we may further assume C j u ⇀ C 0 u in X for every u ∈ X. And from (2.9)(2.13)(2.14), for every ǫ > 0 we have Proof of Theorem 1.7. From Lemma 2.5 and Proposition 2.6 it suffices to show that
for a > 0 is large enough, where γ := i A (B 1 |kid). In fact N * ′′ (θ) = (N ′′ (θ)) −1 and
We will prove (2.16) in the following two steps.
Step 1. For ǫ > 0 is sufficiently small, set 
and
respectively. So for every u = u 1 +u 2 ∈ X with
where c 2 , c 3 , c 4 > 0 are constants. When R is large enough we have
∈ M R , let σ(t, u) = e −t u 2 + e t u 1 , T u = ln ||u 2 || − ln R, and
Therefore, (2.17) is satisfied.
Step 2. For R, a > 0 are large enough, we have
In fact, we have from (2.10)(2.11) that
when ||u|| ≥ r 1 /δ 2 . Here in the second equality o(1) → 0 as δ → 0. Hence, for every ǫ > 0 there exists a constant c 5 such that
Therefore, for any u = u 1 + u 2 with u 1 ∈ E − A (B 1 − ǫid|kid) and u 2 ∈ E + A (B 2 + ǫid|kid) B R , from (2.7)(2.18) we have
where c 6 , c 7 > 0. And hence,
So, there exist T > 0, a 1 > a 2 > T, 0 < R 1 < R 2 < R 0 such that 19) where
and B R denotes the closed neighborhood of the origin with radius R in a Banach space. For any u ∈ M R 0 ∩ (ψ −a 2 \ ψ −a 1 ), since σ(t, u) = e −t u 2 + e t u 1 , ψ(σ(t, x)) is continuous with respect to t, ψ(σ(0, x)) = ψ(u) > −a 1 and ψ(σ(t, u)) → −∞ as t → +∞, so there exists a unique t = T 1 (u) such that ψ(σ(t, u)) = −a 1 .
as t > 0, by the implicit function theorem, t = T 1 (u) is continuous. Define
Recall that for any topological spaces Z ⊆ Y ⊆ X, we have exact sequences
From (2.19), in order to prove
we only need to prove
And from (2.20), it suffices to show 
From assumption (2), we have
So ψ is bounded from below. If ψ(u j ) is bounded, we have ||u j || X is also bounded. We can assume
So ψ satisfies the (PS) condition. It is easy to check that ψ ′′ (θ) : X → X is invertible; m − (ψ ′′ (θ)) = i A (B 0 |B 1 ) > 0, so that θ is not a minimal point. From a theorem in [4] ,this complete the proof.
Proof of Theorem 1.9. Consider the functional defined in (2.23). At this time its domain is not X but Im(Λ).
We also have inequality (2.24) withB 2 and X instead with B 2 and Im(Λ)respectively. ψ is bounded from below. Let u n ∈ Im(Λ) satisfying ψ(u n ) → Inf ψ > −∞.
Then {u n } is bounded and we assume that u n ⇀ u 0 in Im(Λ). By the compactness of Λ 0 + x 0 is a solution of (1.2) for some x 0 ∈ ker(Λ). When Φ ′ (θ) = θ, then θ is a solution of (1.2). We will prove that u 0 = θ under assumption (2) . In fact, we have
The Morse index of the right functional at u = θ is dim(E 
Second order Hamiltonian systems
In this section we will make use of proposition 1.4 to give some classifications for second order Hamiltonian systems.
Sturm-Liouville BVPs
In this subsection we will establish a classification theory for the following Lagrangian system satisfying Sturm-Liouville BVPs
where
Then X is a separable Hilbert space, Y is a Banach space and the embedding Y ֒→ X is compact. Define (Bx)(t) = B(t)x(t) for any x ∈ X.
Then equation (3.1)(3.2) 1) ; R n ), the following problem (3.2)(3.3) and
has a unique solution. So from lemma 2.1, A is continuous and closed and, ker(A) ℑ(A) = X.
Lemma 3.1 There existsλ > 0 such that
Proof.As α = 0, we have x(0) = 0; as α = 0, we have Λ(0)x ′ (0) = x(0) cot α. By partial integration we have
So we need only prove that: for any given a > 0, there exists λ a > 0 such that
The following trick comes from Professor Eric Sere:
where ǫ > 0 is a constant. This completes the proof. For any B 1 , B 2 ∈ L ∞ ((0, 1);GL s (R n )), we define B 1 ≤ B 2 if and only if B 1 (t) ≤ B 2 (t) for a.e.
t ∈ (0, 1); and define B 1 < B 2 if and only if B 1 ≤ B 2 and B 1 (t) < B 2 (t) on a subset of (0, 1) with positive measure.
Proposition 3.3
We have the following property:
(2) For any
Proof (1)Let y(t) = Λ(t)x ′ (t), z = (y, x), then (3.1)-(3.3) has an equivalent form:
Let γ(t) be the fundamental solution of (3.4). Then
(2) Follows directly from the (iii) of proposition 1.5 and the proof of (2) of theorem 2.4.
We now begin to discuss solvability of the following nonlinear Hamiltonian systems:
where V : [0, 1] × R n → R n is continuous and V ′ (t, x) denotes the gradient of V (t, x) with respect to x. Obviously, equation (3.5)(3.2)(3.3) is equivalent to equation (1.2) . From theorem 1.6, theorem 1.7 and its proof we have the following results.
Then (3.1)(3.2)(3.3) has at least one solution.
Theorem 3.5 Assume
. Then problem (3.1)(3.2)(3.3) has at least one nontrivial solution. Moreover, if we further assume
2)(3.3) has two nontrivial solutions. Remarks 1. As α = 0, β = π, Λ(t) ≡ I n , linear system (3.1)(3.2)(3.3) reduces to
An index theory (i(B), ν(B)) was established in [6] (2005) by making use a direct variational method. Note that this index theory is a special case of definition 3.2, i.e., (i(B), ν(B)) = (i s In,0,π (B), ν s In,0,π (B)). The index theory (i(B), ν(B)) was used to discuss associated second order nonlinear Hamiltonian systems. Note that most of the main results in [6] are covered by theorems 3.4, 3.5. For related topics one can refers to [31] [32] [33] .
2. As n = 1, Λ(t) = 1, equation (3.5) is called Duffing equation as usual and can be expressed as
Many papers devoted to solvability of this Duffing equation satisfying various boundary conditions(see [34] [35] [36] [37] [38] [39] [40] [41] [42] and the references therein). One can find that the main results of some of these papers are special cases of theorem 3.4 or the following theorem 3.10.
Generalized periodic boundary value problems
Consider the following problem (3.1)(3.6)
for every x ∈ Y . So similar to definition 3.2 we have from proposition 1.4 the following definition. 
Example 3.8. Let α 1 ≤ α 2 ≤ · · · ≤ α n be the eigenvalues of a constant matrix A. Then
where # S denotes the number of elements in a set S. For a ∈ R \ {±1, 0}, we have with
Remark 3.9. The first two formulae in Example 3.8 were given first by Mawhin and Willem in the book [43] when λ = 1. In order to discuss minimal periodic solution problems Y. Long [44, 45] established two kind of index theory for linear Hamiltonian systems satisfying periodic boundary value conditions in some sense of symmetries in 1993 and 1994.
We discuss solvability of the following nonlinear systems (3.8)(3.6):
is not a Lagrangian system, i.e., we can not find a
. Even though we still have the following theorem, which proof is similar to theorem 1.6's.
Theorem 3.10 Assume
(2) h(t, x) = (|x|) as |x| → +∞. Then (3.8)(3.6) has at least one solution.
Example 3.11 Let B(t, x) = B 1 (t) cos 2 |x| 2 + B 2 (t) sin 2 |x| 2 , h(t, x) = x(1 + |x| 2 ) sin |x|t. As
((2kπ + 2π − µ) 2 − ǫ)I n with µ = arccos 2 λ −1 +λ . Then (3.8)(3.6) has at least one solution provided ǫ > 0 is sufficiently small.
Finally, we will consider the following Lagrangian system (3.5)(3.6)
From theorem 1.7 and its proof we have the following theorem.
Theorem 3.12 Assume
Then problem (3.5)(3.6) has at least one nontrivial solution. Moreover, if we assume
. Then (3.5)(3.6) has two nontrivial solutions. 
where M ∈ GL(2n) satisfying
Condition (3.6) is a special case of (3.9). This condition is chosen because we can get an inequality like (3.7), and so we can establish an index theory like in definition 3.6. In next section we will discuss generalized periodic boundary condition for first order Hamiltonian system, which will cover condition (3.9).
First order Hamiltonian systems

Bolza BVPs
In this subsection we will establish a classification theory for the following Hamiltonian systeṁ x = JB(t)x (4.1)
where B ∈ L ∞ ((0, 1); GL s (R 2n )), 0 ≤ α < π and 0
A : Y → X by (Ax)(t) := Jx ′ (t). We can choose suitable value λ ∈ R such that problem (4.1)(4.2)(4.3) with B(t) replaced by λI 2n has no nontrivial solutions. From general theory of ordinary differential equations, for any h ∈ L 2 ((0, 1), R 2n ) the following problem (4.2)(4.3) and
Combining the second formula in definition 4.1, formula(4.4) follows.
Case 2: B is arbitrary. Choose a positive number c such that cI n > B. Similar to Case 1, we
Note that in [7] we discussed the special case α = 0, β = π.
Generalized periodic boundary value problems
Consider the following problem (4.1)(4.6)
) and x satisfies (4.6)}. Then Y ֒→ X is compact. Define (Ax)(t) := Jx ′ (t) for every x ∈ Y . Similar to Proposition 7 in page 22 of Ekeland's book [5] , for the given P ∈ Sp(2n) there exists λ ∈ R such that e Jλ − P is invertible. So (4.1)(4.6) with B(t) replaced by λI 2n has only the trivial solution. Thus, from lemma 2.1 A : Y → X is continuous, closed and X = ker(A) ℑ(A). From theorem 1.5 we have the following proposition.
We now discuss solvability of the following nonlinear system (4.6)(4.5):
where H : [0, 1] × R 2n → R is differentiable and P ∈ Sp(2n) is prescribed.
Similar to theorems 4.3 and 4.4 we have
Then (4.4)(4.5) has at least one solution.
Theorem 4.8 Assume Note that in [8] the above problem have been discussed already separately.
Second order elliptic partial differential equations
In this section we will discuss index theory for linear elliptic equations satisfying Dirichlet boundary conditions and nontrivial solutions for nonlinear elliptic equations. First we consider the following linear systems: ∆u + b(x)u = 0, x ∈ Ω (5.1)
where Ω ∈ R n is a bounded open domain, and its boundary ∂Ω is smooth, b ∈ L ∞ (Ω). Proof. Define g(x, u) = f (x, u)/u as |u| > r; g(x, u) = b 1 (x)x as |u| ≤ r, and B(u) = g(·, u(·)).
Then from theorem 1.6 and its proof we can complete the proof.
And from theorems 1.7, 1.8 and 1.9 we obtain the following results. 
