Abstract: To create a freehand three-dimensional ultrasound system for imageguided intervention, ultrasound probe calibration process plays an important role. This paper introduces a novel method, based on arbitrary wire phantom, to achieve both spatial and temporal calibration for ultrasound probe. Spatial calibration is realized by solving an optimization problem established by the wires and corresponding intersections in ultrasound plane. Next, temporal calibration is achieved by processing ultrasound image sequence and the corresponding position of optical localizer mounted to ultrasound probe. In order to make up for the deficiency of geometry structure in arbitrary phantom, we develop a point-recognition algorithm to determine the correspondence between wires in phantom space and intersections in ultrasound image space. Extensive comparative experiment is conducted on N-wire phantom and our phantom in 20 independent trials to fully evaluate precision, accuracy, and robustness of proposed calibration method. Shallow probe Jian Wu ABOUT THE AUTHORS Chunxu Shen is with biomedical engineering,
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"Comparing with classical surgical interventions, image-guided minimally invasive alternatives are beneficial for patients and health care system as it is potential for minimizing surgical trauma, saving hospital stay, and reducing complication rates. Recently, ultrasound is popular in surgical interventions because of the characteristics of portability, low cost, real time, and no ionizing radiation. Therefore, ultrasound-guided minimally invasive system is promising to replace classical surgical interventions. Meanwhile, ultrasound probe calibration is essential to align ultrasound image and medical instruments coordinate systems, this part can improve the precision and robustness of such a minimally invasive system effectively. In this work, we develop a novel probe calibration method without depending on any special geometry phantom. Proposed method can reduce production cost of calibration phantom, improve precision and accuracy. Experiments show our method achieves better results with precision increasing 4.5% and accuracy increasing 10.4% comparing with the-state-of-the-art method."
Introduction
Freehand tracked ultrasound imaging is widely used in several guided interventions, such as biopsy, ablation, and computer-aided surgery (Solberg et al., 2009; Xu et al., 2008) , due to the characteristics of low cost, safe, high temporal resolution, and portable. Tracking is easily achieved by mounting a localizer to probe, and then the probe can be tracked by position sensing system (e.g. optical or electromagnetic tracking device). However, it is not adequate to determine the position of acquired two-dimensional ultrasound images if we just obtain the position of ultrasound probe. Probe calibration is the task of determining the transformation between probe localizer space and ultrasound image space. Therefore, the transformation, which consists of translation and rotation, is a fundamental and noticeable step in ultrasound image-guided intervention. Methods for ultrasound probe calibration have been widely investigated (Mercier, Langø, Lindseth, & Collins, 2005) to facilitate calibration procedure. Only a few research groups (Khamene & Sauer, 2005; Muratore & Galloway, 2001 ) complete probe calibration without calibration phantoms, whereas most researchers design different phantoms with known geometry constrains to provide fiducials for probe calibration.
Point phantom is one of the first options to be adopted for probe calibration. It can be formed by a spherical bead-like object (Leotta, Detmer, & Martin, 1997) or a pair of cross wire phantom (Detmer et al., 1994) . While point phantom is easily designed, images acquired by scanning point phantom need to be segmented manually, which makes calibration process time-consuming and tiresome. Hsu et al. (Treece, Prager, Houghton, Houghton, & Gee, 2008) proposed an automatic point segmentation algorithm, but recognition of isolated points in ultrasound images is seldom reliable. Plane phantom, typically such as Cambridge phantom (Prager, Rohling, Gee, & Berman, 1998) and its variants (Ali & Logeswaran, 2007 , Varandas, Baptista, Santos, Martins, & Dias, 2004 , can also achieve probe calibration. It speeds up calibration procedure by developing an automatic point segmentation algorithm. However, scanning from a wide range of angles and positions limits further development in clinical usage. Otherwise, plane reflects much ultrasound energy away, which makes automatic segmentation in some position become relative difficult. N-wire phantom successfully achieves automatic segmentation and rapid calibration. Compared with at least 550 images to calculate acceptable accuracy using point or plane phantom, N-wire phantom just needs 6-30 images (Bouchet et al., 2001; Chen, Abolmaesumi, Pichora, & Ellis, 2005 , Chen, Thurston, Ellis, & Abolmaesumi, 2009 . Only middle line is considered to compute calibration transform in N-wire phantom; however, higher precision can be achieved if all lines are used. Besides due to the thickness of ultrasound beam, the localization accuracy in ultrasound imaging is usually highly anisotropic. To alleviate the impact from the thickness of ultrasound beam, Carbajal, Lasso, Gómez, & Fichtinger (2013) propose a special cost function which starts from a seed computed with a closed-form solution based on the middle wires and achieves more advanced results.
Inspired by Carbajal et al. (2013) , we propose a new method that considers all the wires to perform probe calibration and achieves better results. The difference between Carbajal et al. (2013) and ours is that we directly compute calibration parameters based on the collinearity of wires in phantom and their corresponding intersections in ultrasound plane, instead of doing iteration from a seed solution. Meanwhile, because of the lack of known geometry constrains (e.g. N-wire phantom) in proposed arbitrary wire phantom, we develop a point-recognition algorithm to Figure 2 . Design specification of our arbitrary phantom. The water tank is 224 mm × 300 mm × 300 mm. There are five holes on both the front and back plate, respectively, to mount nylon wires. Here, we adopt a special geometrical structure that all wires are not parallel to each other.
determine the correspondence between intersections in ultrasound image space and wires in phantom space.
The remainder of this paper is organized as follows. First, an overview of probe calibration process is given. Then, the specification of arbitrary wire phantom is present. Further, we introduce our experimental settings when acquiring ultrasound image sequence and collect localizer tracking information, as well as propose a robust and fully automatic point-recognition algorithm. Subsequently, we achieve both temporal and spatial calibration with fully evaluating precision and accuracy of the proposed method. Finally, extensive comparative experiment with N-wire method and probe calibration with different deep images are conducted, followed by our detailed discussion.
Methods and materials

Probe calibration overview
This section presents an overview about probe calibration process (see Figure 1 ), transform matrix involved, and a description about hardware. Images are generated by ultrasound machine (A6 B/W HCU, Sonoscape, China) with a convex probe (C354, Sonoscape, China), then fed to frame grabber (DIV2USB3.0, Epiphan, Canada) and transmitted to central processor (Precision M6800, Dell, China). Simultaneously, optical tracking device (Vicra, Northern Digital Inc., Canada) continuously monitors the localizers attached to probe and phantom, respectively, and then provides position and orientation of probe-localizer and phantom-localizer in tracker device coordinate system (Tracker coordinate frame, abbreviated as T). So spatial accuracy of three-dimensional (3D) tracked ultrasound mainly depends on calibration process, which determines the points in ultrasound plane (Ultrasound image coordinate frame, abbreviated as I) with respect to the probe-localizer (Probe coordinate frame, abbreviated as P).
It is noteworthy that ultrasound images are not acquired synchronously with the corresponding tracking recordings, due to which the frame grabber acquisition rate is usually slower than tracking frequency (Shahin, Beširević, Kleemann, & Schlaefer, 2014) . So, it is essential to develop temporal calibration before studying spatial calibration. Figure 2 illustrates the design specification of proposed arbitrary wire phantom. To prevent the occurrence of reverberance artifacts (Chen et al., 2009) , we ensure all five wires are not parallel to each other.
Arbitrary wire method
For brevity, let X A and X B denote a 3D position in a coordinate frame of A and B, respectively. Furthermore, the 3D position in A coordinate frame can be denoted as
represents a homogeneous transform (Sciavicco & Siciliano, 2000) that maps from X A to X B , which can be written as:
The probe calibration process shown in Figure 1 , therefore, can be written as:
where P 1 is the intersections of wires and ultrasound plane in ultrasound image space, and we can collect points P 1 by point-recognition algorithm when scan proposed arbitrary phantom. Similarly, P C is the intersections of wires and ultrasound plane in calibration phantom space, which locates in the line equations of wires. Moreover, T C T ; T T P can be obtained using position tracking device by localizers attached to probe and phantom, respectively.
Here, we suppose that elevation thickness of ultrasound beam is zero. The intersections of wires and ultrasound plane, further, can be written as P 1 ¼ ½u; v; 0; 1, where u and v are the pixel index of row and column, respectively, in ultrasound image. So, the probe calibration matrix, T P I , can be written as:
The procedure of ultrasound probe calibration is just the process to find φ based on (3). Then, the intersections P P in probe coordinate system can be written as:
where In Figure 2 , the equations of nylon wire FB can be written as:
where T FB is the coefficient matrix of the line equation, which can be determined once the wire position of proposed arbitrary phantom is designed by precision machining. Therefore, based on (2)-(3), (5), the following equation makes sense. 
In fact, the errors are unavoidable because of the tolerances of machining and point-recognition algorithm. Subsequently, (6) is modified as:
where ε presents the errors mentioned above. Then, the calibration parameters,φ, can be determined by the optimization process as follows:
where ðu i;j ; v i;j Þ is the intersections between the j-th wire with the i-th ultrasound image. T B j F j is the corresponding equations of j-th wire. EðφÞ is the calibration error, so we can determine the calibration parameters φ by minimum EðφÞ.
Points recognition algorithm
Point recognition in acquired ultrasound images is a key process for proposed calibration method. Because of lacking assistance of a special geometric constrains (e.g. N-wire (Chen et al., 2009) ), it is difficult to determine which line equation that intersection points belong to. In this section, we propose an effective point-recognition algorithm, which combines point detection and speckle tracking (Harris et al., 2010) , to address the issue and determine the corresponding between intersections in US image space and line equations in calibration phantom space. Because point detection is just used once in probe calibration process, it relieves the misgiving that detecting isolate points in ultrasound images is seldom reliable. Firstly, we employ Ostu (Feng, Wang, & Sun, 2008) algorithm to remove abundant low echo signal, and then employ morphological operation to clear isolate pixel in US image (see Figure 3(a) ). Besides, the echo signal from the side face of tank and near crystals would yield adverse effect on point recognition due to high intensity close to intersections. In our experiments, both of them include more pixels (see Figure 3  (b) ). So, we label all connected domains and count the number of pixels, then remove the larger areas (larger than 500 pixels in our algorithm). Once eliminating these negative factors, detecting points is easily realized by using the large difference of echo signal produced by wire and water, respectively (Figure 3(d) ).
Further, as a stable feature in ultrasound image, speckle has been wildly used to respiratory motion estimation (Harris et al., 2010) and echocardiography (Blessberger & Binder, 2010) . Here, we employ speckle feature and best match (Shepard & Bednarz, 2016) to track the positions of intersection points when acquiring consecutive ultrasound images. The initial positions of five intersection points for tracking are determined by the output of point detection part (Figure3(e)). We set the search window to 40 pixel×40 pixel in all experiments. 
Temporal and spatial calibration
Before developing temporal and spatial calibration, we should carefully discuss the issue of speed of sound in water. The speed of sound in water is 1480 m/s at room temperature, which is different from an average velocity of sound 1540 m/s in human body (Boctor, Jain, & Choti et al., 2003) . Therefore, we heat the water to 37°C, where the speed in it is nearly 1570 m/s, so that the speed of sound in the tank would match the hardwire constant of ultrasonic machine closely.
In probe calibration process, ultrasound images and tracking data are from different hardwire devices, so the inherent delay is unavoidable. In order to measure the delay correctly, we design an experimental schedule as Figure 4(a) shows. Meanwhile, ultrasound plane is adjusted carefully so that it is approximately perpendicular to the nylon wire, and then ultrasound probe moves up and down with the traction of mechanical arm (Magician, Dobot, China) periodically. During the motion, both the ultrasound images and the position of probe localizer are recorded simultaneously with the time stamps. In our all experiments, we set that the frequency of frame grabber and optical tracking device are 30 Hz. We then extract intersection points formed by ultrasound planes with nylon wires from acquired ultrasound sequence. Finally, the movement of intersection points from image sequences and position information of probe localizer recorded by tracking system are used to recover the delay. The inherent delay between ultrasound image stream and tracking data stream is near 100 ms as Figure 4(b) shows, which usually cannot be ignored in image-guided intervention.
In all, what (8) has established an over-determined system for T P I , and it can be solved using least mean square.
Experiments and results
In this section, we first introduce the evaluation methods for precision and accuracy. And then extensive trials are conducted to evaluate the robustness of proposed calibration method, and the response of precision and accuracy in different depth images.
Evaluation method
In order to evaluate the precision of proposed calibration method objectively, we employ calibration reproducibility (CR) (Carbajal et al., 2013) to measure it. N independent calibration experiments are performed using the proposed phantom, and then we can get a set of N calibration transformations, written as T P I ðiÞ with i = 1,…,N. Eight special points (see Figure 5 ) in ultrasound image are mapped to probe coordinate system using these calibration transformations. If proposed method is precious, each special point should appear the same or roughly the same position in probe coordinate system. So the CR is defined (Carbajal et al., 2013) as:
where P I is the point we select in the ultrasound image. And P P is the average position that selected points are mapped by multiple T P I ðiÞ transformations. Then, P P can be written as follows:
According to (9), CR rules out the errors from point-recognition algorithm and tracking device, totally focuses on probe calibration process. To evaluating calibration accuracy directly is a challengeable task because exact correspondence is not existent between lines in phantom coordinate system and points in ultrasound image coordinate system. So, we employ double-N phantom (Chen et al., 2009 ), which has a definite geometric structure and can provide ground truth points, to evaluate proposed calibration method. Further, we reconstruct the results of double-N positions in the physical phantom space using our calibration matrix and tracking device message. So, accuracy evaluation can be conducted by comparing reconstructed points with ground truth. This process, which also called fiducial registration error (FRE) (Mercier et al., 2005) , can be expressed mathematically as:
where P C ðiÞ; P I ðiÞ with i = 1,…,N are N identified positions in double-N phantom and ultrasound image space, respectively. And T T P ; T C T are rigid transformations from probe space to tracking space and from tracking space to phantom space, respectively, which can be read from optical tracking device by monitoring localizers directly. Figure 6 shows the error between ground truth and reconstructed points in one calibration trial.
Calibration precision, accuracy, and robustness
The performance of proposed method is impacted by the precision of point-recognition algorithm, optimization method, errors from hardwire devices, etc. Multiple independence trials may be a good idea to vilify the robustness of our method. In this section, we firstly perform 20 independence trials (40 images are acquired by scanning proposed phantom per trial) to calculate our own calibration matrix. Secondly, we employ double N-wire phantom to evaluate the precision and accuracy of calibration process. Here, we also acquire 40 ultrasound images through scanning double-N phantom (Chen et al., 2009) , and then label the intersections between middle line of N-wire and ultrasound plane manually (see Figure 6 (a)). Finally, precision, accuracy for the proposed calibration method can be calculated with equations in (9) and (10) .
It needs mentioning that the central frequency of ultrasound probe is 3 MHz, ultrasound focus point is 5.6 cm, and both data acquisition frequency of frame grabber and optical tracking device set to 30 Hz. Besides, we use random number which range is between −0.5 and 0.5 mm to generate ε.
The evaluation results of the proposed method are shown in Figure 7 and Table 1 . Our proposed point-recognition algorithm can identify all intersections and correctly determine corresponding relationship between points in image space and lines in phantom space. The average precision (CR) of 20 independent trials is 0.896 mm with the standard deviation of 0.075 mm and the average accuracy (FRE) is 1.022 mm with the standard deviation of 0.085 mm. Moreover, compared with N-wire, proposed calibration achieves better results with precision increasing 4.5% (from 0.938 to 0.836 mm, see Table 1 ) and accuracy increasing 10.4% (from 1.140 to 1.022 mm, see Table 1 ). Substantial improvement in accuracy evaluation indicates that proposed point-recognition algorithm is more robust than (Chen et al., 2009 ).
Calibration responds for deep imaging
Resolution in single ultrasound image is different from one area to another area. This factor can be decomposed to axial and lateral resolutions. And the axial does not change with the image deep, but the lateral resolution is depth-dependent. Figure 8(a) shows the various appearances in ultrasound image when nylon wire is at different depths. We can see, more far away from ultrasound focused point (UFP), more blurry the appearance is. This phenomenon would influence the accuracy of point-recognition algorithm, further be harmful to proposed calibration method. So, evaluating how image depth influences the precision and accuracy of calibration matrix deserves consideration. Figure 8 (b) shows our experimental facility. We simulate various image depths through adjusting the distance between ultrasound probe and uppermost nylon wire. And then, images are acquired while the probe moves horizontally with the traction of mechanical arm. Table 2 shows how five different image depths influence the precision and accuracy of the proposed method. When the distance is 50 mm, we can receive a best calibration matrix. It is because this distance closes to UFP, where the appearance of speckle is close to circle shape. Moreover, the precision, especially accuracy would decrease severely when the image depth is far away from UFP. When the distance is 110 mm, the accuracy is only 1.400 mm. We need to avoid it during ultrasound-guided intervention.
Discussion
In this paper, we propose a potential method for ultrasound probe calibration based on arbitrary wire phantom. This phantom does not depend on special geometric structures (e.g. N-wire phantom). Besides, we develop a novel point-recognition algorithm to determine the correspondence between points in image space and lines in phantom space directly, and it helps us free from precision geometry design. Further, in order to thoroughly evaluate the performance of the proposed method, we perform 20 independence trial to verify robustness and extra five trials to explore the response of precision and accuracy under various image depths. All results verify the effectiveness and robustness of the proposed method. Besides, we also consider the difference of the sound velocity between phantom and human body and develop a reasonable resolution, which simulate the propagation velocity of ultrasound in fresh body through heating water to 37°C.
However, we just consider a special arbitrary wire phantom-all five wires are not parallel to each other. More detailed geometric constrains, such as the spaces among referred nylon wires, worth discussing and exploring. In future, we plan to pay more attention to improve precision and accuracy for deep ultrasound image and more thorough geometrical constrains in arbitrary
