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据时非常有效。传统的稀疏表示的线性回归算法有 Lasso 算法，Lasso 算法通过
最小化目标函数，用系数的绝对值作为压缩模型的系数，使得绝对值比较小的系
























In the pattern recognition disciplines, the feature selection as an important direction 
within its scope, which has evolved into a hotspot in recent years. In real life, the results 
of scientific research have penetrated into many industries, and obtain practical 
application in the industries. In disciplinary research and real-life applications, we will 
face and deal with huge amounts of data. However, these data have a small number of 
samples, and its data dimension is large, at the same time, with same redundant features, 
which is a big challenge for the computer processing resources and processing real-
time. To solve the "dimension of disaster" problem has a very important role. Therefore, 
feature selection plays an important role as an important step in data processing. 
Because of the large dimension, the regression problem of high dimensional data 
is a relatively large challenge. An effective solution is the feature selection. While linear 
regression based on sparse representation has proven to be very effective in dealing 
with high dimensional data. The traditional sparse representation of the linear 
regression algorithm is Lasso algorithm. Through minimizing the objective function, 
with the absolute value of the coefficient as the compression model coefficients, making 
the absolute value of the smaller coefficients are compressed to 0, so Lasso algorithm 
can remove many unless features. Due to the advantages of Lasso in the feature 
selection method, it has been widely recognized and used. 
In order to solve the feature selection problem faced by high-dimensional data, this 
paper is based on the sparse representation of the linear regression model, to do a further 
study. Based on the Lasso linear regression model, a feature selection model with 
discriminant information is proposed. The characteristic variables and feature variables 
have little repetition, and the characteristic variables have a great correlation with the 
response variables. At the same time, a feature selection method based on Lasso model 
is proposed. The selected feature reflects the higher order interaction information of the 
covariate and response variables. This article is tested on multiple open datasets. It can 














classification accuracy of the feature selection task. 
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择重要性大的特征。其代表方法有 FS(Fisher Score)[1]方法和 LS(Laplacian Score)[2]
方法。而对于特征子集搜索方法，它根据某种准则来选择候选特征子集的重要性，













在上世纪 60 年代，Lewis 等人是最早开始发现和研究特征选择问题，当时主
要的应用领域是在统计学信号处理，当时所用的实验数据是比较小的，相对的特
征维度也比较低，特征与特征之间假设不会存在相互的关系。Krzanowski 在 1987
年提出 KP 算法，该算法在建立在 Procruste 分析的基础上，通过选择的特征子


























把冗余特征去除，往往只用于二类分类。1994 年 Almuallim 和 Dietterich，利用
信息论来进行特征选择研究，提到选择最优的特征需要花费很大的搜索空间[7]。
同年，Kononenko 等人对 Relief 算法进行了进一步研究，改善了 Relief 只能适用








LuisC M 等人在 2002 年对现存的特征选择算法进行完整的回顾，并对这些
算法进一步的评价和比较。D.A.Clausi 等人提出了 KIF 方法，使用了无监督聚类
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