Enumeration and Random Generation of Unlabeled Classes of Graphs: A
  Practical Study of Cycle Pointing and the Dissymmetry Theorem by Iriza, Alexander
enumeration and random generation of
unlabeled classes of graphs:
a practical study of cycle pointing
and the dissymmetry theorem
Alexander Daniel Iriza
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Engineering
Princeton University
Department of Computer Science
Advised by Je´re´mie Lumbroso and Robert Sedgewick
September 2015
ar
X
iv
:1
51
1.
06
03
7v
1 
 [c
s.D
M
]  
19
 N
ov
 20
15
Contents
1 Introduction 4
2 Analysis of unrooted graph classes 5
2.1 Enumeration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Boltzmann sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The challenges of unrooted graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.1 The labeled case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 The unlabeled case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 The dissymmetry theorem 11
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Boltzmann sampler by center-rejection . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Cycle pointing 16
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Decomposition of cycle-pointed classes . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.3 Enumeration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Boltzmann samplers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5 Two interesting classes of graphs 33
5.1 Distance-hereditary graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Three-leaf power graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.3 Split decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4 Enumeration with the dissymmetry theorem . . . . . . . . . . . . . . . . . . . . . . . 37
5.4.1 Distance-hereditary graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.4.2 Three-leaf power graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.5 Enumeration and sampling with cycle pointing . . . . . . . . . . . . . . . . . . . . . 39
5.5.1 Distance-hereditary graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.5.2 Three-leaf power graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6 Implementation and empirical study of samplers 43
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.2 Details of interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.2.1 Oracles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.2.2 Radius of convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.2.3 Sampling of random variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3 Empirical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.3.1 Chi-squared tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.3.2 Timing studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7 Conclusion 50
A Commonly used notation 52
2
B Unbiased sampler for the class of unlabeled, unrooted, non-plane 2-3 trees 53
References 58
3
Abstract
Our work studies the enumeration and random generation of unlabeled combinatorial classes
of unrooted graphs. While the technique of vertex pointing provides a straightforward procedure
for analyzing a labeled class of unrooted graphs by first studying its rooted counterpart, the
existence of nontrivial symmetries in the unlabeled case causes this technique to break down.
Instead, techniques such as the dissymmetry theorem (of Otter [31]) and cycle pointing (of
Bodirsky et al. [18, 19]) have emerged in the unlabeled case, with the former providing an
enumeration of the class and the latter providing both an enumeration and an unbiased sampler.
In this work, we extend the power of the dissymmetry theorem by showing that it in fact provides
a Boltzmann sampler for the class in question. We then present an exposition of the cycle
pointing technique, with a focus on the enumeration and random generation of the underlying
unpointed class. Finally, we apply cycle pointing to enumerate and implement samplers for the
classes of distance-hereditary graphs and three-leaf power graphs.
1 Introduction
The study of families of graphs – enumerating them, randomly generating them, and analyzing
their parameters and asymptotics – has been one of the many great success stories of analytic
combinatorics (see, for example, the discussion by Flajolet and Sedgewick [28, Sec. II.5.]). These
graphs may come in many varieties – labeled or unlabeled, rooted or unrooted, plane or non-plane,
and with or without cycles – and the techniques for analyzing these variations are just as numerous.
The typical first step in the analysis is to build a combinatorial specification for the class in
question. In the case of graphs this specification is usually recursive, expressing a graph as a
combination of smaller elements of the same class or related classes. If the class happens to be
rooted, then the root of a graph, whether a vertex, edge, or other feature, provides a distinguished
location at which it can be decomposed and by which a specification of the class can be written.
However if the graphs in the class are unrooted, no such distinguished location exists.
To address this difficulty, techniques have arisen in both the labeled and unlabeled cases which
analyze an unrooted class by relating it to different rooted (also sometimes called marked or pointed)
versions of itself. If the class is labeled, meaning that the vertices of each graph of size n are given
distinct labels from 1 to n, then there are n distinct vertex-rooted graphs for each unrooted graph
of size n, and this fact allows for an analysis of the vertex-rooted class to be easily translated into
an analysis of the unrooted class [28], and even a random sampler [4, §2.2.1]. However if the class is
unlabeled, meaning that the vertices of a graph are distinguished not by distinct labels but rather
only by their adjacencies to other vertices in the graph, then two different graphs of the same size
may have two different sets of non-trivial symmetries (reflections, rotations, etc.) and therefore two
different numbers of rooted graphs corresponding to them.
In order then to analyze an unlabeled, unrooted class of graphs, a common strategy is to study
not only the corresponding vertex-rooted class but also to study corresponding classes that are
rooted at features other than vertices. One example of such a strategy is the dissymmetry theorem,
introduced by Otter in 1948 [31] and popularized by Bergeron et al. in 1997 [10], which allows
one to compute the enumeration of various unlabeled, unrooted classes of trees by enumerating the
corresponding classes that are rooted at a vertex, an edge, and a directed edge. A second example
is the technique of cycle pointing, introduced by Bodirsky et al. [18, 19], in which a graph is rooted
at a cycle on some of its vertices satisfying a certain property, and this property is chosen so that
there are n distinct cycle-pointed graphs corresponding to each unrooted graph of size n. Cycle
pointing allows one both to compute the enumerations of unlabeled, unrooted classes of graphs, and
to construct unbiased random generators for these classes.
This work has three main contributions. In Section 3, we introduce a new Boltzmann sampler for
an arbitrary class of trees that is specified by the dissymmetry theorem, assuming that there exist
samplers for the corresponding vertex-rooted and edge-rooted classes. This allows the dissymmetry
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theorem to be used not only for enumeration but also for sampling. The sampler relies on the concept
of the center of a tree – informally, the vertex or edge of the tree that is farthest from its leaves
– and it works by repeatedly drawing a tree from the union of the vertex-rooted and edge-rooted
classes until the drawn tree is rooted at its center.
In Section 4 we provide an exposition of the cycle pointing technique, complete with diagrams
to visually convey the important concepts. We tailor our exposition to our aims of enumerating and
sampling from unlabeled, unrooted classes of graphs, and omit certain aspects of the theory for the
sake of clarity.
In Sections 5 and 6, we apply the cycle pointing technique to analyze two unlabeled classes of
graphs – distance-hereditary graphs and three-leaf power graphs. Using cycle pointing, we compute
exact enumerations for these classes that agree with the ones developed with the dissymmetry
theorem by Chauve et al. [6]. We then build unbiased samplers for these two classes of graphs using
cycle pointing. A full implementation in Maple is provided, along with a description of some of its
features, empirical results, and drawings of randomly generated graphs.
2 Analysis of unrooted graph classes
2.1 Enumeration
When studying a combinatorial class A, one of the first and most fundamental challenges to address
is to determine how many objects of a given size exist in the class. The sequence
An = #{γ ∈ A| |γ| = n}
that answers this question is called the enumeration of A, and the formal power series
A(z) =
∞∑
n=0
Anz
n A(z) =
∞∑
n=0
An
n!
zn
are called, respectively, the ordinary generating function (OGF) and exponential generating function
(EGF) of A. The former is used in the case when A is unlabeled, and the latter in the case when A
is labeled, so no confusion should arise from this overloaded notation.
If A is decomposable, meaning that it can be specified recursively in terms of basic classes (ε,
Z, Set, Seq, Cyc, etc.), itself, other decomposable classes, and operators (disjoint union, product,
substitution, etc.), then by the theory of symbolic transfer theorems [28] its combinatorial specifica-
tion immediately gives a generating function equation that can often be solved in order to recover
the coefficients An.
For example, let C be the class of Cayley trees, which are labeled, rooted, non-plane trees. An
element γ ∈ C consists of a root connected to a set of 0 or more elements of C, so we have the
recursive specification
C = Z× Set(C)
for the class. This results in the exponential generating function equation
C(z) = z · exp (C(z)),
and by the Lagrange Inversion theorem [28] it follows that
Cn = n! · 1
n
[un−1]enu = (n− 1)! n
n−1
(n− 1)! = n
n−1.
When A is not decomposable, however, this method is not sufficient for computing its enumeration,
because its key tool - a symbolic specification for A - is missing. In this case a variety of other
techniques may apply, depending on the particular nature of A, and in this work we will focus on
the techniques used for one important family of non-decomposable combinatorial classes: classes of
unrooted graphs.
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2.2 Boltzmann sampling
After studying the enumeration of a class, a natural next step is to investigate potential methods of
randomly generating objects from this class. This can be useful in order to visualize large random
objects in the class, and to study the behavior of parameters of the objects as their size grows.
One of the first proposed methods for randomly generating objects from a combinatorial class
was the recursive method of Flajolet et al. [30], which uses the enumeration of the class (i.e. the
coefficients of its generating function) to sample an object of a specified size uniformly at random.
More recently, Boltzmann samplers have been introduced by Duchon et al. as a general technique
to sample objects from an arbitrary decomposable combinatorial class [27, 29, 18]. Indeed, the
rules outlined in these articles allow for an automatic, algorithmic translation of the combinatorial
specification of the class into a Boltzmann sampler for that class. Boltzmann samplers are partic-
ularly attractive because they are more efficient than the recursive method, running in linear time
in the size of the output and not requiring the linear-time precomputation of the recursive method,
and they rely not on the individual terms of the enumeration but instead on basic constructs from
probability theory and the ability to evaluate the generating function of the class.
Definition 2.1. Let A be an unlabeled combinatorial class, and let A(z) be its OGF. For a fixed
parameter value z > 0 at which A(z) converges, an ordinary Boltzmann sampler ΓA(z) is a random
generator that draws an object γ ∈ A with probability
Pz[γ] =
z|γ|
A(z)
.
Since the only property of γ upon which Pz[γ] depends is its size, we see that a Boltzmann sampler
is unbiased, in the sense that it draws all objects of a given size in A with equal probability. However
unlike in recursive sampling, it is not possible to specify at the outset the size of the object that will
be returned. Instead, this size is a random variable S whose distribution depends on the parameter
z as follows:
Pz[S = n] =
∑
γ∈A,
|γ|=n
z|γ|
A(z)
=
Anz
n
A(z)
,
Ez[S] =
∞∑
n=0
nAnz
n
A(z)
=
zA′(z)
A(z)
.
A parallel definition holds when A is a labeled class, except that A(z) must be the EGF of the class
and the expressions for Pz[γ] and Pz[S = n] must be scaled by 1/n!.
Duchon et al. [27] provide a set of rules for automatically building a Boltzmann sampler for an
arbitrary labeled decomposable class, and this theory was extended to unlabeled classes by Flajo-
let et al. [29] and Bodirsky et al. [18]. Some of the basic rules in the labeled case are shown in
Table 1, where the Poisson, geometric, and logarithmic distributions are the power series distribu-
tions for the functions ez, 1/(1 − z), and log(1/(1 − z)), respectively. The first four rules apply in
the unlabeled case as well, while the rules for unlabeled sets, sequences, and cycles will be discussed
in Section 4.4.1.
To see a concrete example (which we will return to in Section 2.3.1), we consider the class C of
Cayley trees. This class can be specified by
C = Z× Set(C),
and by the rules above a Boltzmann sampler for this class is given by:
ΓC(z) = (T ← (v = •; ΓC(z), . . . ,ΓC(z)︸ ︷︷ ︸
Pois(C(z))
); return (label(T ), v));
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Class Boltzmann sampler
C = ε ΓC(z) = ◦ (atom of size 0)
C = Z ΓC(z) = • (atom of size 1)
C = A+B ΓC(z) = if Bern
(
A(z)
A(z) +B(z)
)
then ΓA(z) else ΓB(z)
C = A×B ΓC(z) = (ΓA(z),ΓB(z))
C = Set(A) ΓC(z) = (ΓA(z), . . . ,ΓA(z))︸ ︷︷ ︸
Pois(A(z))
C = Seq(A) ΓC(z) = (ΓA(z), . . . ,ΓA(z))︸ ︷︷ ︸
Geom(A(z))
C = Cyc(A) ΓC(z) = (ΓA(z), . . . ,ΓA(z))︸ ︷︷ ︸
Loga(A(z))
Table 1. Boltzmann sampler rules for labeled classes.
where the first element v of the tuple is an atom denoting the root of the tree, the subtrees that
appear after the semicolon in the tuple are its children, and the label function assigns a random
permutation of the labels 1, 2, . . . , |T | to the atoms of T .
As is the case with enumeration, this technique does not provide Boltzmann samplers for classes
that are not decomposable, because it relies on a recursive specification for the class in terms of
classes whose Boltzmann samplers have already been constructed.
2.3 The challenges of unrooted graphs
Our aim in this work is to study techniques for enumerating and sampling from various classes of
unrooted graphs. One issue that arises here is that such graphs have no “distinguished” vertex, edge,
or other feature at which they can be recursively decomposed into smaller elements of the same class
or other classes; instead, they are simply a set of vertices, together with a set of edges connecting
certain pairs of those vertices. Thus, techniques beyond the ones described in Sections 2.1 and 2.2
are needed. We now introduce some of these techniques, first in the case when the class is labeled,
and then in the more challenging case when it is unlabeled.
2.3.1 The labeled case
In order to study a class of labeled, unrooted graphs, a useful technique is to begin by studying
the corresponding class of graphs that are rooted at a vertex. This is known as vertex-rooting or
vertex-pointing, and the intuition behind it is straightforward: for any labeled, unrooted graph with
n nodes, there are exactly n vertex-rooted graphs corresponding to it (since the root can be chosen
as the vertex labeled 1, the vertex labeled 2, . . . , or the vertex labeled n), so there is a 1-to-n
correspondence between the size-n elements of the unrooted class and the size-n elements of the
rooted class.
If the rooted class is decomposable (as was the class of Cayley trees in Section 2.1, for instance),
the standard techniques can be employed to develop an enumeration and Boltzmann sampler for it.
As we will see below, this enumeration and sampler, together with the 1-to-n correspondence, can
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be used to enumerate and sample from the unrooted class.
Definition 2.2. For a class A of unrooted objects, the vertex-rooted class corresponding to A is the
class A• defined by
A• = {(γ, v) | γ ∈ A and v is a node of γ},
where the size of an element (γ, v) in A• is defined as the size of γ in A.
Lemma 2.3. For a class A of labeled, unrooted objects with EGF A(z), the EGF for A• is given by
A•(z) = zA′(z).
Proof. There are n objects of size n in A• for each graph of size n in A, so A•n = nAn. Thus the
EGF for A• is
A•(z) =
∞∑
n=0
A•n
n!
zn =
∞∑
n=0
nAn
n!
zn = z
∞∑
n=0
An
n!
nzn−1 = zA′(z).
Lemma 2.4. For a class A of labeled objects,
An =
1
n
A•n.
Furthermore, if ΓA•(z) is a Boltzmann sampler for A•, then
Γ˜A(z) = {(γ, v)← ΓA•(z); return γ; }
is an unbiased sampler for A, in the sense that
Pz[ γ | |γ| = n] = 1
An
.
Proof. By the discussion in the first paragraph of this section, we see that An is the correct enumer-
ation for A. For the sampler, the probability of drawing γ from Γ˜A(z) is equal to the probability
of drawing (γ, v) from ΓA•(z) for some vertex v of γ, and since ΓA•(z) is a Boltzmann sampler for
A•, this probability is
Pz[γ] =
∑
v is a vertex of γ
z|γ|
|γ|!A•(z) =
|γ| z|γ|
|γ|!zA′(z) =
z|γ|−1
(|γ| − 1)!A′(z) .
Since the only property of γ on which this expression depends is |γ|, it follows that Γ˜A(z) draws all
objects of a given size from A with equal probability, and hence is unbiased.
We note, however, that Pz[γ] is not equal to
z|γ|
|γ|!A(z) ,
so Γ˜A(z) is not in fact a Boltzmann sampler for A. In order to obtain a Boltzmann sampler, the
technique of rejection may be employed as follows:
Lemma 2.5. The following is a Boltzmann sampler for A:
ΓA(z) = {do (γ, v)← ΓA•(z) while label(v) 6= 1; return γ; }
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This simple rejection solution is one that has been suggested before, for instance by Bousquet-Me´lou
and Weller [23, §11.1] to draw random minor-closed classes of graphs. It has been improved upon
by Darrasse et al. [4, §2.2.1], who, instead of fixing the parameter z, draw it according to a certain
differentiated probability distribution which biases the exponential Boltzmann sampler in order to
mimic an unrooted distribution. While their technique, which avoids rejection altogether, is suitable
for labeled objects, it is unclear how to apply it to the unlabeled objects we will study beginning
in Section 2.3.2. Indeed it seems that it does not address how to obtain an enumeration of the
unrooted class, but instead assumes that such an enumeration is available (of course, by Lemma 2.4,
this enumeration is trivially available in the labeled case).
Proof. The probability of drawing γ from ΓA(z) is equal to the probability of drawing (γ, v) from
ΓA•(z) conditioned on the event that label(v) = 1, which is
z|γ|
|γ|!A•(z)
PA•z [ label(v) = 1]
=
z|γ|
|γ|!A•(z)
∞∑
n=1
PA
•
z [ label(v) = 1 | |γ| = n] · PA
•
z [|γ| = n]
=
z|γ|
|γ|!A•(z)
∞∑
n=1
1
n
A•nz
n
n!A•(z)
=
z|γ|
|γ|!
∞∑
n=1
1
n
nAn
n!
zn
=
z|γ|
|γ|!A(z) .
To see an example of this in action, let T be the class of labeled non-plane trees, which are connected
graphs with no cycles. Then T• is the class of labeled rooted non-plane trees, i.e. Cayley trees,
whose enumeration is given (from Section 2.1) by
T•n = n
n−1.
Thus the number of labeled trees with n vertices is
Tn =
1
n
T•n = n
n−2.
Furthermore, the class T• has a Boltzmann sampler
ΓT•(z) = {T ← (v; ΓT•(z), . . . ,ΓT•(z)︸ ︷︷ ︸
Pois(T•(z))
); return (label(T ), v); }
so a Boltzmann sampler for T is given by
ΓT(z) = {do (T, v)← ΓT•(z) while label(v) 6= 1; return T ; }.
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2.3.2 The unlabeled case
The analysis of unlabeled, unrooted classes of graphs poses a greater challenge than the analysis
of their labeled counterparts, and the techniques described in the previous section do not suffice in
general. The difficulty here arises from the existence of symmetries: without labels on the vertices,
a graph may have internal symmetries that cause some of its vertices to be indistinguishable from
each other, and rooting at two indistinguishable vertices will give rise to identical rooted graphs.
These symmetries are of course not the same for all graphs of a given class and size. Thus while it
is still possible to build the vertex-rooted class for a given unrooted class, it is no longer the case
that each unrooted graph of size n gives rise to the same number of rooted graphs of size n.
For example, consider the two graphs of size 4 in Figure 1. If the vertices have distinct labels,
Figure 1. Two graphs of size 4.
then each gives rise to 4 distinct rooted graphs, one for each vertex. However if the vertices are
unlabeled, the first graph gives rise to 3 distinct rooted graphs while the second gives rise to only 2,
as seen in Figure 2.
Figure 2. Rooted versions of the graphs in Figure 1.
Without the 1-to-n correspondence between the unrooted and rooted classes, the techniques from
the previous section cannot be directly applied to derive the enumeration and Boltzmann sampler of
the unrooted class from those of the rooted class. In this work we study two techniques for addressing
this difficulty. In Section 3 we discuss the dissymmetry theorem, which combines the techniques of
pointing at vertices, undirected edges, and directed edges in order to develop enumerations and
Boltzmann samplers for unlabeled, unrooted classes of graphs. Then in Section 4 we discuss cycle
pointing, a technique which points at certain cycles of vertices of a graph in such a way that each
unpointed object of size n gives rise to exactly n pointed objects of size n. This establishes a 1-
to-n correspondence for unlabeled graphs that can be employed in much the same way that vertex
pointing was used in the labeled case.
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3 The dissymmetry theorem
3.1 Overview
The dissymmetry theorem, first introduced by Otter [31] and popularized by Bergeron et al. [10] in
the context of species theory, relates the enumeration of an unrooted class of trees to the enumera-
tions of three corresponding rooted classes. While it may seem restrictive that this theorem applies
only to classes of trees, many non-tree classes of graphs – some of which we will see in Section 5 –
can be characterized in terms of structures that are trees. The dissymmetry theorem can then be
applied to these classes as well, as mentioned, for instance, by Chapuy et al. [12].
Theorem 3.1. (Dissymmetry theorem) Let A be an unrooted class of trees, and let A•, A•−•,
and A•→• be the corresponding classes of trees rooted at a vertex, an edge, and a directed edge,
respectively. Then there is a bijection
A+A•→• ' A• +A•−•,
in the sense that for a given n, there are the same number of objects of size n in both classes. In
other words,
An = A
•
n +A
•−•
n −A•→•n .
An elegant proof of this result is given by Drmota [22], which we briefly review here.
Definition 3.2. Let T be a tree. We define the center of T to be the vertex or edge of T that is
obtained by the following iterative procedure: at each step, simultaneously delete all leaves of T ,
and repeat until T has size less than 3. Since every tree has at least one leaf, and deleting a leaf
from a tree results in another tree, this process will terminate with either a single vertex or a single
edge of T .
Proof of Theorem 3.1. Consider each tree T ∈ A as being rooted at its center, which is either a
vertex or an edge of T . Then the class
A′ = (A• +A•−•)\A
can be thought of as the subclass of A• + A•−• containing all vertex-rooted and edge-rooted trees
that are not rooted at their center.
It suffices to show a bijection between this class and A•→•. Consider a rooted tree (T, r) ∈ A′,
with root r and center c = c(T ). There are four possible cases to consider, which are outlined below
– in each case we define a mapping φ((T, r)) = (T, e) to a tree (T, e) ∈ A•→•, and afterwards we
check that this mapping is indeed a bijection. Also, in each case we denote by P be the unique path
from r to c in T (where P contains both endpoints of r (and/or c) if r (and/or c) is an edge).
1. r and c are vertices (note that r 6= c by assumption)
Since r 6= c, the length of P is ≥ 1. Let e be the directed edge obtained by directing the first
edge of P away from r.
2. r is a vertex and c is an edge
Let e be the directed edge obtained by directing the first edge of P away from r.
3. r and c are edges (note that r 6= c by assumption)
Let e be the directed edge obtained by directing the first edge of P (namely r) away from c –
since r 6= c, this is well-defined.
4. r is an edge and c is a vertex
Let e be the directed edge obtained by directing the first edge of P (namely r) away from c.
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To show that φ is a bijection, it suffices to show that it has an inverse. Indeed, for (T, e) ∈ A•→•
with center c, define φ−1((T, e)) = (T, r) as follows:
1. e = c, or e 6= c and e is directed towards c
Let r be the tail of e.
2. e 6= c and e is directed away from c
Let r be e with its direction removed.
By inspection we see that φ and φ−1 are inverses, so φ : A′ → A•→• is a bijection.
Following Chauve et al. [6], we note that it is possible to only consider internal nodes when applying
the dissymmetry theorem:
Lemma 3.3. The dissymmetry theorem remains true when the three rooted classes are restricted to
only contain those trees rooted at internal nodes or edges between two internal nodes.
Proof. Let  and  denote a leaf and an internal node, respectively; so, for example, A→ is the
class of trees in A rooted at a directed edge from a leaf to an internal node. Then
A• = A +A
A•−• = A− +A− +A−
A•→• = A→ +A→ +A→ +A→,
so by the dissymmetry theorem we have
A+A→ +A→ +A→ +A→ ' A +A +A− +A− +A−.
Since leaves have degree 1, we see that A ' A− ' A→ ' A→, so it follows that
A+A→ +A→ ' A +A− +A−.
Finally, the classes A− and A→ are either both empty or both contain a single graph of size 2
(depending on whether or not A contains the tree with two vertices), so A− ' A→, and hence
A+A→ ' A +A−.
3.2 Boltzmann sampler by center-rejection
In this section, we introduce a new technique for sampling from an unrooted class of trees that is
specified by the dissymmetry theorem. As mentioned previously, it is possible to recursively build a
Boltzmann sampler for any decomposable combinatorial class. Unfortunately, the equation
A ' A• +A•−• −A•→•
given by the dissymmetry theorem is not a true symbolic specification, because at first glance there
is no combinatorial meaning or Boltzmann sampler rule that can be ascribed to the subtraction of
the final term.
We overcome this difficulty by describing a Boltzmann sampler rule that accounts for this sub-
traction. More specifically, we show how to build a Boltzmann sampler for an arbitrary class that
is specified by the dissymmetry theorem, assuming that there exist samplers for the corresponding
vertex-rooted and edge-rooted classes. The sampler draws repeatedly from the class A•+A•−•, each
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time obtaining a pair (T, r) where T is a tree and r is either a vertex or edge of T that is marked,
and stops once this marked vertex/edge happens to be the center c(T ) of the tree (which can also be
either a vertex or an edge). Thus it utilizes the technique of rejection – sampling from a superclass
until the sampled object has a certain property [17]. As we will see, its correctness follows almost
immediately from the main idea of the proof of the dissymmetry theorem.
Theorem 3.4. Let A be an unrooted class of trees, and suppose that we have Boltzmann samplers
ΓA•(z) and ΓA•−•(z). Then the following procedure is a Boltzmann sampler for A:
ΓA(z):
do
if Bern
(
A•(z)
A•(z) +A•−•(z)
)
= 1 then
(T, r)← ΓA•(z)
else
(T, r)← ΓA•−•(z)
until r = c(T )
return T
Proof. Let T be an element of A. To show that the above procedure is a Boltzmann sampler for A,
it suffices to show that the probability that it draws T is
Pz[T ] =
z|T |
A(z)
.
Let
Av(z) =
∑
T ′∈A
c(T ′) is
a vertex
z|T ′| and Ae(z) =
∑
T ′∈A
c(T ′) is
an edge
z|T ′|.
Since each element of A has either a vertex or an edge as its center, we have
A(z) = Av(z) +Ae(z).
We consider two cases: when c(T ) is a vertex, and when it is an edge. Let P denote the procedure
inside the loop. In the first case,
Pz[T ] =
P[(T, c(T )) is drawn by P ]
P[T ′, c(T ′)) is drawn by P for some tree T ′]
=
A•(z)
A•(z)+A•−•(z) · z
|T |
A•(z)
A•(z)
A•(z)+A•−•(z) · Av(z)A•(z) + A
•−•(z)
A•(z)+A•−•(z) · Ae(z)A•−•(z)
=
z|T |
A•(z)+A•−•(z)
Av(z)+Ae(z)
A•(z)+A•−•(z)
=
z|T |
A(z)
The second case follows by the same argument, except that the initial expression for the quantity
P[(T, c(T )) is drawn by P ] is
A•−•(z)
A•(z) +A•−•(z)
· z
|T |
A•−•(z)
.
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Finding the center of a tree. We recall from Definition 3.2 that the center c(T ) of a tree T is
the vertex or edge of T that is obtained by the iterative process that, at each step, deletes all leaves
of T , and that halts when T has size less than 3. This can be computed by the following linear-time
algorithm. Initialize a FIFO queue Q that contains the leaves of T , and then repeatedly: pop a leaf
` from Q, delete ` from T , and push the former neighbor of ` into Q if it is now a leaf (i.e. if its new
degree is 1). Continue until Q has either one vertex, or two vertices that are connected by an edge.
Since any newly-created leaf will not be popped until all already-existent leaves are handled, this
algorithm mimics the process of deleting all leaves simultaneously at each step, and since each vertex
is popped from Q at most one time, the algorithm runs in linear time in the number of vertices of T .
Lemma 3.5. The number of iterations made by the do-while loop until a suitable tree is drawn (i.e.
one that is marked at its center) is, on average,
EA(z) =
A•(z) +A•−•(z)
A(z)
.
Proof. The probability of exiting the loop on a given round is the chance of drawing a tree rooted
at its center, which is
P[T ′, c(T ′)) is drawn by P for some tree T ′].
Furthermore, we saw in the proof of Theorem 3.4 that this probability is
p =
A•(z)
A•(z) +A•−•(z)
· Av(z)
A•(z)
+
A•−•(z)
A•(z) +A•−•(z)
· Ae(z)
A•−•(z)
=
A(z)
A•(z) +A•−•(z)
.
Since the number of rounds of the loop is a geometric random variable with success probability p,
its expected value is
1
p
=
A•(z) +A•−•(z)
A(z)
.
3.3 Example
Let T be the class of unlabeled, unrooted, non-plane 2-3 trees – equivalently, the class of trees whose
vertices each have degree 1, 3, or 4 (notice that if you hang such a tree from one of its leaves, each
internal node has either 2 or 3 children). In order to analyze T with the dissymmetry theorem, we
begin by determining combinatorial specifications for the classes T•, T•−•, and T•→•; respectively,
the class of trees in T where one vertex is marked, the class of trees in T where one undirected edge
is marked, and the class of trees in T where one directed edge is marked.
Objects in T• are decomposed at their root – indeed, an object in T• is a (marked) root node
with 1, 3, or 4 neighbors, where each neighbor is a node with 0, 2, or 3 other neighbors, so we have
the decomposition
T• = Z• × Set1,3,4(S),
S = Z+ Z× Set2,3(S).
Objects in T•−• and T•→• are decomposed at their marked edge – in the first case, the edge has a
set of two neighbors, while in the second case it has a sequence of two neighbors (since the head and
tail of the edge are distinguished), so we have
T•−• = Set2(S),
T•→• = S× S.
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Figure 3. Decomposition of vertex-rooted 2-3 trees.
Using the Maple package combstruct, we compute the ordinary generating functions for these classes:
T•(z) = z2+2z4+2z5+2z6+4z7+6z8+10z9+17z10+29z11+48z12+85z13+148z14+259z15+ . . .
T•−•(z) = z2 +z4 +z5 +2z6 +3z7 +5z8 +8z9 +14z10 +24z11 +42z12 +73z13 +131z14 +230z15 + . . .
T•→•(z) = z2+2z4+2z5+3z6+6z7+9z8+16z9+27z10+48z11+82z12+146z13+259z14+460z15+. . .
and by Theorem 3.1 we have
T(z) = T•(z) + T•−•(z)− T•→•(z)
= z2 + z4 + z5 + z6 + z7 + 2z8 + 2z9 + 4z10 + 5z11 + 8z12 + 12z13 + 20z14 + 29z15 + . . . .
In order to build a Boltzmann sampler for T using Theorem 3.4, we require samplers for T• and T•−•.
It is known how to construct these samplers [29], and we will provide more detail on the necessary
tools in Section 4.4.1. However, we can immediately use Lemma 3.5 to estimate the rejection cost
for different values of z, as shown in Table 2.
z Expected size
Probability of success on
each iteration
Expected number of
iterations of the loop
0.01 2.000 0.5000 2.000
0.1 2.023 0.4972 2.011
0.5 3.647 0.3043 3.287
ρ ≈ 0.508256 4.224 0.2455 4.051
Table 2. Rejection cost for the dissymmetry theorem Boltzmann sampler for T.
In Figure 4 we show a plot of the expected number of iterations as a function of zA′(z)/A(z),
the expected size of the returned object. It appears that these quantities have an approximately
linear relationship with with a slope of about 1.
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Figure 4. Rejection cost vs. expected size for the dissymmetry theorem Boltzmann sampler for T.
4 Cycle pointing
In Section 3, we saw that the dissymmetry theorem allows one to enumerate and create a Boltzmann
sampler for an unlabeled class of trees by analyzing three corresponding rooted classes. However,
this technique lacks combinatorial strength – it relies on the very particular notion of the center of
a tree to establish a bijection, but fails to provide a symbolic decomposition that carries along with
it all the usual trappings such as automatic Boltzmann samplers and asymptotics. Furthermore,
our sampler that emerges from the dissymmetry theorem might not be ideal, because it relies on
a potentially costly rejection process. Finally, the existence of a method for pointing at labeled
objects that establishes a 1-to-n correspondence between the unpointed and pointed classes (cf.
Section 2.3.1) raises the question of whether or not such a method exists for unlabeled objects as
well.
Cycle pointing, a technique introduced by Bodirsky et al. [18, 19], addresses these issues simulta-
neously. Instead of selecting a certain distinguished vertex of a graph, one selects a cycle of vertices
satisfying a certain property, and this property is chosen in such a way that there are exactly n
pointed objects of size n for each object of size n in the original class. Together with the ability
to decompose the pointed class, this immediately provides an unbiased sampler for the unlabeled,
unpointed class that does not use rejection. As we will mention again later, cycle pointing in the la-
beled case exactly reduces to vertex pointing, so cycle pointing can be thought of as a generalization
of the method of Section 2.3.1 to the unlabeled case.
However, using cycle pointing to enumerate and build a sampler for a class is quite a challenging
task; two of the main contributions of this work are to help break down this process for future
readers, and to apply cycle pointing to enumerate and build the first unbiased samplers for the
classes of distance-hereditary and three-leaf power graphs.
Outline. We first give a refresher on certain relevant graph theoretic notions, and we then dive
into the definitions and main results of cycle pointing in Section 4.1. Section 4.2 shows how to write
a combinatorial specification for a cycle-pointed class, Section 4.3 shows how to exploit the decom-
position using elements of Po´lya theory to derive an enumeration for the class, and Section 4.4 shows
how to automatically translate the decomposition into an unbiased sampler for the underlying class.
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4.1 Introduction
We begin this section by reviewing some definitions from graph theory, which once in hand allow us
to introduce cycle pointing and present the relevant results from Bodirsky et al. [18, 19]. All proofs
in Section 4 are adapted from these two sources.
Definition 4.1. An automorphism of a graph G is a mapping from G to itself that preserves its
underlying structure, in particular its adjacencies and nonadjacencies. More formally, an auto-
morphism of G is a bijection φ : V (G) → V (G) such that for any u, v ∈ V (G), uv ∈ E(G) iff
φ(u)φ(v) ∈ E(G).
Figure 5. An identity graph.
Every graph has at least one automorphism – the identity map – and graphs with no other auto-
morphisms are called identity graphs. All other graphs are said to have non-trivial automorphisms.
With the operation of composition, the set of automorphisms of a graph forms a group called its
automorphism group.
Since each automorphism is a permutation of the vertices of G, it may be uniquely decomposed
as a set of disjoint cycles on the vertices of G. For example, the automorphism shown in Figure 6
has three cycles, shown in different colors. Figure 7 shows a different automorphism on the same
graph.
Figure 6. An automorphism of a graph, with cycles shown.
From this concept of an automorphism and its cycles, we can define cycle-pointed structures and
the cycle pointing operator:
Definition 4.2. For a graph G, a cycle-pointed structure is a pair P = (G, c) such that there
exists at least one automorphism of G having c as one of its cycles (such an automorphism is called
a c-automorphism of G). Then c is called the marked cycle of P , and G is called its underlying
structure. P is called symmetric if c has at least two vertices (because in this case c corresponds to
a non-trivial automorphism of G).
For a better intuition of what constitutes a cycle-pointed structure, we note that Figure 8 is a
valid cycle-pointed structure, while Figure 9 is not. One way to see that Figure 9 is not a cycle-
pointed structure is to note that, since automorphisms preserve adjacencies and nonadjacencies, any
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Figure 7. A different automorphism on the graph from Figure 6.
automorphism must map a vertex of a certain degree to a vertex of the same degree (this condition is
necessary but of course not sufficient), so the red marked cycle cannot be part of any automorphism.
Figure 8. Valid cycle-pointed structure. Figure 9. Invalid cycle-pointed structure.
Two cycle-pointed structures P = (G, c) and P ′ = (G′, c′) are considered isomorphic if there
exists an isomorphism from G to G′ that maps c to c′ in a manner that preserves the cyclic order of
the cycles. For example, in Figure 10, the first two cycle-pointed structures are isomorphic, while
the third is not isomorphic to either. Beginning in Definition 4.3, we will consider, unless stated
otherwise, two isomorphic cycle-pointed structures to be exactly the same.
Figure 10. Two isomorphic cycle-pointed structures, and one counterexample.
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Definition 4.3. For a class A of graphs, the cycle-pointed class corresponding to A is the class
denoted A

containing all (non-isomorphic) cycle-pointed structures whose underlying structure is
in A, where the size of an element (G, c) in A

is defined as the size of G in A. We refer to the map
A → A  as the cycle-pointing operator. Also more generally, we refer to any class of cycle-pointed
structures as a cycle-pointed class.
Remark 4.4. The cycle-pointing operator, owing to its differential nature (cf. Theorem 4.5), satisfies
the following compatibility properties:
• (A+B)  = A  +B 
• (A×B)  = A  ×B+A×B 
For a labeled graph, the only automorphism is the identity (due to the distinct labels on each
vertex), so the only valid cycle-pointed structures have singleton cycles as their marked cycles. Thus
in the labeled case, cycle pointing reduces to vertex pointing, so there are n cycle-pointed objects of
size n for each unpointed object of size n.
As alluded to earlier, this 1-to-n correspondence carries over to the unlabeled case as well – for
each unlabeled graph of size n, there are exactly n cycle-pointed structures of size n whose underlying
structure is that graph. For example, Figure 11 shows the four cycle-pointed structures of the claw
graph, and Figure 12 shows the four cycle-pointed structures of the square graph.
Figure 11. Cycle-pointed structures of the claw graph.
Figure 12. Cycle-pointed structures of the square graph.
Theorem 4.5. Let A be an unlabeled class of graphs. Then for each graph G ∈ A of size n, there
are exactly n objects of size n in A

whose underlying structure is G. Thus, the OGF for A

satisfies
A

(z) = zA′(z).
In order to prove this theorem, we must first introduce a few new concepts.
Definition 4.6. For an unlabeled graph G, a symmetry of G is a pair (G`, σ) where G` is a labeled
graph whose unlabeled structure is G and σ is an automorphism of G. The set of symmetries of G
is denoted Sym(G).
For example, Figure 13 shows the symmetries of the path graph on three vertices.
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1 2 3
1 2 3
2 3 1
2 3 1
3 1 2
3 1 2
Figure 13. Symmetries of the path on three vertices.
Lemma 4.7. An unlabeled graph G of size n has n! symmetries.
Proof. Let G be the automorphism group of G, and let X be the set of n! labeled graphs whose
unlabeled structure is G, considered not up to isomorphism (so for example, the path 1-2-3 and the
path 3-2-1 would be considered distinct in X, even though they are not distinct labeled graphs).
Then we may define a group action of G on X – essentially, a rule by which every element of G maps
each element of X to another element of X – by, for σ ∈ G and x ∈ X, defining σ · x to be the
element of X obtained by applying the automorphism σ to the labeled graph x.
We say that two elements x, y are in the same orbit of this group action if there exists some
σ ∈ G such that σ · x = y; in other words, if there is an automorphism mapping x to y. Since G is
the automorphism group of G, the orbits X/G of this action are in bijection with the labeled graphs
whose unlabeled structure is G, considered up to isomorphism.
Since there is exactly one symmetry of G for each choice of one orbit of the action and one
automorphism of G, the number of symmetries of G is
|Sym(G)| = |G| · |X/G| .
By Burnside’s lemma, this is equal to ∑
g∈G
|Fix(g)| ,
where Fix(g) is the set of elements x ∈ X such that g · x = x [20]. However the only element of G
that fixes any elements of X is the identity automorphism, and this fixes all n! elements of X, so it
follows that
|Sym(G)| = |G| · |X/G| = n!.
Similarly, we define a symmetry of a cycle-pointed structure P = (G, c) as a tuple (G`, c`, σ) such
that (G`, σ) is a symmetry of G, c` is a labeled cycle whose unlabeled structure is c, and σ preserves
the cycle c`. By a parallel argument to the one given above, every unlabeled cycle-pointed object of
size n has n! symmetries.
Definition 4.8. For an unlabeled cycle-pointed structure P = (G, c), a c-symmetry of P is a tuple
(G`, c`, σ) where G` is a labeled graph whose unlabeled structure is G, c` is a labeled cycle whose
unlabeled structure is c, and σ is a c-automorphism of P (note that since the set of automorphisms
having c as a cycle is a subset of the set of automorphisms that respect c, every c-symmetry of P is
also a symmetry of P , but the reverse is not necessarily true). Furthermore, a rooted c-symmetry of
P is a tuple (G`, c`, σ, v) where (G`, c`, σ) is a c-symmetry of P and v is a vertex on c`. The set of
rooted c-symmetries of P is denoted RSym(P ).
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1 2 3 2 3 1 3 1 2
Figure 14. A cycle-pointed structure and its rooted c-symmetries.
For example, Figure 14 shows the rooted c-symmetries of a cycle-pointed structure (G, c), where the
cycle c is shown in green, and for each rooted c-symmetry (G`, c`, σ, v), the cycles of σ that are not
c` are shown are blue and the root v is shown in red.
Lemma 4.9. An unlabeled cycle-pointed structure P = (G, c) of size n has n! rooted c-symmetries.
Proof. Since P has n! symmetries, it suffices to establish a bijection between the symmetries of P
and the rooted c-symmetries of P . We will accomplish this by choosing some fixed c-symmetry of
P , and then for each symmetry of P , using its “distance” from this fixed c-symmetry to map it to
a rooted c-symmetry of P .
Fix a c-symmetry (G`0, c
`
0, σ0) of P (so c
`
0 is a cycle of σ0), and consider an arbitrary symmetry
(G`, c`, σ) of P (so σ preserves c`, but c` is not necessarily one of its cycles). Since σ preserves the
cycle c`, it shifts the atoms (v1, . . . , v|c`|) of c
` by some value 1 ≤ r ≤ ∣∣c`∣∣ modulo ∣∣c`∣∣, mapping vi
to vi+r (mod |c`|). Also, since (G
`
0, c
`
0) and (G
`, c`) are labeled cycle-pointed structures with the same
unlabeled structure, there is an isomorphism σ1 from G
` to G`0 that maps c
` to c`0.
Let τ = σ−11 σ0σ1, and let v be the atom on c
` having the rth smallest label. Then we claim that
(G`, c`, τ−r+1σ, v) is a rooted c-symmetry of P . To show this, it suffices to show that τ−r+1σ has
c` as one of its cycles. Indeed, since σ1 maps c
` to c`0, σ0 has c
`
0 as one of its cycles, and σ
−1
1 maps
c`0 to c
`, it follows that τ has c` as one of its cycles. Thus τ−1 shifts c` backwards by one step, and
since σ shifts c` forward by r steps it follows that (τ−1)r−1σ = τ−r+1σ shifts c` forward by one step
and hence has c` as one of its cycles.
In the reverse direction, for a given rooted c-symmetry (G`, c`, σ′, v), let r ≥ 1 be such that v has
the rth smallest label on c`. Then defining σ1 as the first paragraph, we recover σ = (σ
−1
1 σ0σ1)
r−1σ′,
and by the reverse argument to the one above it follows that (G`, c`, σ) is a symmetry of P .
Lemma 4.10. For a given symmetry (G`, σ) of an unlabeled graph G of size n, there are n rooted
c-symmetries that have σ as their automorphism and G` as their graph.
Proof. Since G` has n vertices and each vertex is on only one cycle of σ, there can be at most
n suitable rooted c-symmetries. On the other hand, there is indeed one for each vertex v of G`,
obtained by choosing c` as the cycle of σ containing v.
With these results in hand, we return to the proof of Theorem 4.5.
Theorem. Let A be an unlabeled class of graphs. Then for each graph G ∈ A of size n, there are
exactly n objects of size n in A

whose underlying structure is G. Thus, the OGF for A

satisfies
A

(z) = zA′(z).
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Proof. Let G ∈ A be a graph of size n, and let S be the set of objects in A  whose underlying
structure is G. From Lemma 4.7 we know that |Sym(G)| = n!, and from Lemma 4.9 we know
that each element of S has n! rooted c-symmetries. From Lemma 4.10, each symmetry of G gives
rise to exactly n rooted c-symmetries, and since the cycle-pointed structure of each of these rooted
c-symmetries is in S it follows that n · |Sym(G)| = |S| · n!. Since |Sym(G)| = n!, |S| = n.
Corollary 4.11. For a class A of unlabeled graphs, An =
1
n
A

n. Furthermore, if ΓA

(z) is a
Boltzmann sampler for A

, then
Γ˜A(z) = ((G, c)← ΓA  (z); return G);
is an unbiased sampler for A, in the sense that
Pz[G | |G| = n] = 1
An
.
Proof. The first claim is a restatement of Theorem 4.5, and the second claim follows by a similar
argument to the one given in Lemma 2.4.
4.2 Decomposition of cycle-pointed classes
In order to analyze an unlabeled class A with Corollary 4.11, it is first necessary to enumerate and
build a Boltzmann sampler for the cycle-pointed class A

, and the first step in accomplishing this is
to determine a symbolic specification for this class. While objects in A lack a distinguished feature
at which they can be decomposed, objects in A

have such a feature – the marked cycle – and it is
this cycle which is used to decompose the graphs and develop a specification.
The details of the decomposition technique vary depending on the nature of the class A; as
we are primarily interested in classes of trees, we will defer consideration of the decomposition
techniques used for non-tree cycle-pointed graph classes, and instead focus on the techniques used
for cycle-pointed classes of trees.
4.2.1 Theory
Let A be an unlabeled class of trees, and let A

be its cycle-pointed class. To decompose A

, we
begin by partitioning it into two classes
A

= A• +A
where the first contains all elements of A

whose marked cycle has length 1, and the second, called
the symmetric cycle-pointed class of A, contains all elements whose marked cycle has length at least
2 (i.e. all symmetric elements of A

). By considering a marked singleton cycle on a vertex as
equivalent to marking the vertex itself, we may consider the class A• to be the vertex-rooted class
of A.
Elements in the first class, A•, are decomposed at their pointed vertex (similarly to how Cayley
trees were decomposed in Section 2), which is generally a straightforward process. Decomposing
elements in the second class is more challenging, and for this we introduce two new concepts: the
cycle-pointed substitution operator, and the center of symmetry of a cycle-pointed tree. This center
of symmetry provides the distinguished location at which a symmetric cycle-pointed tree can be
decomposed, and the cycle-pointed substitution operator allows us to decompose a cycle-pointed
tree at its center of symmetry.
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A note on notation. The concepts of cycle-pointed and symmetric cycle-pointed classes were
introduced by Bodirsky et al. [19], who use the notations A◦ and A~ (in [18], A• is used in place of
A◦). We reintroduce them here with slightly different notations – A

and A – for the sake of clarity.
We have chosen these both to provide a visual representation that we are marking cycles, and to
minimize the chance of confusion with other common uses of A◦ and A• (e.g. vertex pointing).
Definition 4.12. Let c be a cycle of length k, and let c1 = (v11, . . . , v1k), . . . , c` = (v`1, . . . , v`k)
be ` isomorphic copies of c (on disjoint sets of vertices). Then the composition c1 ◦ · · · ◦ c` of these
cycles is defined as the cycle
(v11, v21, . . . , v`1, v12, v22, . . . , v`2, . . . , v1k, v2k, . . . , v`k).
Definition 4.13. Let B

(or B , etc.) be a cycle-pointed class, and let C be a non cycle-pointed
class. Then the cycle-pointed substitution B

} C is defined as the cycle-pointed class containing all
structures obtained as follows:
1. Let P = (G, c) be an element of B

, and let c = (v1, . . . , vk).
2. Replace the vertices of G that are on c with elements of C

, and those that are not on c
with elements of C, in a manner that respects at least one c-automorphism of P (we say
that a replacement respects an automorphism σ if for any vertex v of G, the structures that
replace v and σ(v) are isomorphic). Note that the vertices v1, . . . , vk of c must be replaced
with isomorphic copies Q1 = (H1, c
′
1), . . . , Qk = (Hk, c
′
k) of the same cycle-pointed structure
Q = (H, c′).
3. Let the marked cycle of the composed structure be c′1 ◦ · · · ◦ c′k.
For example, letting B be the class of trees, Figure 15 illustrates the construction of an element of
B

}B, where the element P = (T, c) from B

is depicted with hollow vertices and a blue cycle, the
cycles c′1 and c
′
2 are shown in red, and the composed cycle is shown in green. Note that in order for
the substitution to respect a (in fact, the only) c-automorphism of P , the graphs substituted at the
two bottom vertices of G must be isomorphic, and the graphs substituted at the two middle vertices
of G must be as well.
Figure 15. A cycle-pointed substitution.
Lemma 4.14. Let P = (T, c) be a symmetric cycle-pointed tree. For each consecutive pair of vertices
(vi, vi+1) on c, call the path pi through T that connects these vertices a connecting path of P (note:
all indices are taken modulo |c|). Then all connecting paths of P share the same middle element,
called the center of symmetry of P , which is either a vertex (if the paths all have even length) or an
edge (if they all have odd length).
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Proof. Let U be the subgraph of T formed by the union of all the paths pi, and let σ be a c-
automorphism of T (such a σ must exist by Definition 4.2). Since pi is connected to pi+1 at vi+1 for
each i, it follows that pi is connected to pj for any two indices i and j, so U is a connected subgraph
of T . Hence, U is a tree. Furthermore, since c is a cycle of σ, σ maps each connecting path to
another connecting path (indeed it maps pi to pi+1), so U is fixed by σ and hence σ|U (σ restricted
to U) is an automorphism of U .
Let x = c(U) be the center of U (cf. Definition 3.2). We claim that x is the middle element
of all connecting paths of P . First, since the iterative procedure which defines the center of a tree
is invariant to automorphism, it follows that x is fixed by any automorphism of U . Since σ|U is a
c-automorphism of U , the cyclic group G = 〈σ|U 〉 acts transitively on the set of vertices of c, and
since x is fixed by all elements of G it follows that x is equidistant from all vertices of c. Furthermore,
since σ|U is a c-automorphism of U , G acts transitively on the set of paths pi, and since x is fixed
by all elements of G and is on at least one pi (after all, it is in U), it follows that x is on all the pi.
Combining these two results, it follows that x is the middle of all connecting paths of P .
Informally, the center of symmetry of a cycle-pointed tree is obtained by first deleting all vertices
and edges that are not on some path connecting two vertices of the marked cycle, and then taking
the traditional center of the resulting tree. Thus it can be thought of as the center of the marked
cycle, and it is fixed by any automorphism of the tree that respects the marked cycle.
With these tools in hand, we use the following procedure to decompose a cycle-pointed class A

of trees:
1. Write A

as A

= A• +A .
2. Decompose an object in A• at its pointed vertex.
3. Write A = Av +Ae , where Av (Ae , respectively) contains the elements of A whose center
of symmetry is a vertex (edge, respectively).
4. Decompose a structure in Av at its center of symmetry, v. Since v is the center of symmetry
and the marked cycle has length at least 2, v is attached to at least two isomorphic copies
of the same tree across which the marked cycle can be decomposed into isomorphic cycles, as
well as possibly other trees with no marked cycle. Thus the neighbors of v can be accounted
for by substituting into Set /Cyc if A is a non-plane/plane class (with restrictions on the
size of the set/cycle if A has restrictions on the degrees of its vertices).
5. Decompose a structure in Ae at its center of symmetry, e. Since e is the center of symmetry
and the marked cycle of the structure has length at least 2, the trees attached to the two
endpoints of e must be two isomorphic copies of the same tree, and the marked cycle must be
a composition of two isomorphic cycles on these trees. Thus, these can be accounted for by
substituting into Set2 .
4.2.2 Example
Recall the class T of unlabeled, unrooted, non-plane 2-3 trees, which we analyzed using the dissym-
metry theorem in Section 3.3. In order to decompose T

, we begin by partitioning the class into its
symmetric and non-symmetric parts:
T

= T• + T .
Objects in T• are decomposed at their root (the vertex of the marked singleton cycle) – indeed, an
object in T• is a root node with 1, 3, or 4 neighbors, where each neighbor is a node with 0, 2, or 3
other neighbors, so we have the decomposition
T• = Z• × Set1,3,4(S)
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Figure 16. A cycle-pointed tree decomposed at its center of symmetry, which is the orange vertex.
Figure 17. A cycle-pointed tree decomposed at its center of symmetry, which is the orange edge.
S = Z+ Z× Set2,3(S).
Next, T is partitioned as
T = Tv + Te .
Objects in Tv are decomposed at their center of symmetry, which is a vertex – indeed, an object in
Tv is a node (the center of symmetry) with a symmetric cycle-pointed set of either 3 or 4 elements
of S (the center of symmetry cannot be a leaf since the marked cycle has length at least 2), so we
have the decomposition
Tv = Z× (Set3,4 } S).
Finally, objects in Te are decomposed at their center of symmetry, which is an edge – indeed, an
object in Te is an edge (the center of symmetry) whose extremities form a symmetric cycle-pointed
set of 2 elements of S (it must be symmetric since the marked cycle of objects in Te has length at
least 2), so we have the decomposition
Te = Set2 } S.
Combining these results, we have the system of equations
T

= Z• × Set1,3,4(S) + Z× (Set3,4 } S) + Set2 } S
S = Z+ Z× Set2,3(S).
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4.3 Enumeration
4.3.1 Theory
After obtaining a combinatorial specification for A

, the next step is to use this specification to
derive a system of generating function equations for the OGF A

(z), and from there to compute the
coefficients A

n and An =
1
n
A

n. In order to translate such a specification to a generating function
equation, we use cycle index sums, first introduced by Po´lya [11]. These are generalizations of
ordinary generating functions that capture all symmetries of the objects in a combinatorial class
within a single power series over infinitely many variables.
Definition 4.15. If B is a non cycle-pointed class, the cycle index sum of B is defined as the
following formal power series over the variables s1, s2, . . .:
ZB(s1, s2, . . .) =
∑
G∈B
∑
(G`,σ)∈Sym(G)
1
|G|!
|G|∏
i=1
s
ci(σ)
i
where ci(σ) is defined as the number of cycles in σ of length i. If B is a cycle-pointed class, the cycle
index sum of B is defined as the following formal power series over the variables s1, s2, . . . , t1, t2, . . .:
ZB(s1, s2, . . . ; t1, t2, . . .) =
∑
(G,c)∈B
∑
(G`,c`,σ,v)∈RSym((G,c))
1
|G|! t|c`|
|G|∏
i=1
s
c′i(σ)
i
where c′i(σ) is defined as the number of cycles in σ of length i that are not equal to c
` (in a sense, the
marked cycle c` is moved outside of the inner product and accounted for with a ti variable instead
of an si variable).
Cycle index sums commute with sums and products of combinatorial classes, in the sense that
ZB+C = ZB + ZC and ZB×C = ZB · ZC.
Furthermore, the cycle index sum is a generalization of its ordinary generating function, in the sense
that replacing si with z
i and ti with z
i in a cycle index sum results in the OGF of the class.
Lemma 4.16. If B is a non cycle-pointed class, ZB(z, z
2, . . .) = B(z). Similarly, if B is a cycle-
pointed class, ZB(z, z
2, . . . ; z, z2, . . .) = B(z).
Proof. First consider the case when B is non cycle-pointed. Then
ZB(z, z
2, . . .) =
∑
G∈B
∑
(G`,σ)∈Sym(G)
1
|G|!
|G|∏
i=1
zici(σ)
=
∑
G∈B
∑
(G`,σ)∈Sym(G)
1
|G|!z
∑|G|
i=1 ici(σ)
=
∑
G∈B
∑
(G`,σ)∈Sym(G)
1
|G|!z
|G|.
By Lemma 4.7, G has |G|! symmetries, so this expression reduces to∑
G∈B
z|G| = B(z).
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In the case when B is cycle-pointed, we have
ZB(z, z
2, . . . ; z, z2, . . .) =
∑
(G,c)∈B
∑
(G`,c`,σ,v)∈RSym((G,c))
1
|G|!z
|c`|
|G|∏
i=1
zic
′
i(σ)
=
∑
(G,c)∈B
∑
(G`,c`,σ,v)∈RSym((G,c))
1
|G|!z
|c`|+∑|G|i=1 ic′i(σ)
=
∑
(G,c)∈B
∑
(G`,c`,σ,v)∈RSym((G,c))
1
|G|!z
|G|.
By Lemma 4.9, (G, c) has |G|! rooted c-symmetries, so this expression reduces to∑
(G,c)∈B
z|G| = B(z).
The cycle index sums for some common classes are shown in Table 3 (we refer to Bodirsky et al. [19]
for proof). In addition, the cycle index sums for size-restricted Set, Seq, and Cyc classes and their
Class Cycle index sum
ε Zε = 0
Z ZZ = s1
Set ZSet = exp
( ∞∑
i=1
si
i
)
Seq ZSeq =
1
1− s1
Cyc ZCyc = 1 +
∞∑
i=1
φ(i)
i
log
(
1
1− si
)
Set

ZSet
 =
∑
`≥1
t`
 · exp( ∞∑
i=1
si
i
)
Set ZSet =
∑
`≥2
t`
 · exp( ∞∑
i=1
si
i
)
Table 3. Some common cycle index sums.
cycle-pointed versions can often be easily computed from Definition 4.15. For example, Set2 has
one element {•, •} with two symmetries, the identity σid and the permutation σsw that swaps the
two atoms, so
ZSet2 =
1
2!
2∏
i=1
s
ci(σid)
i +
1
2!
2∏
i=1
s
ci(σsw)
i =
1
2
s21 +
1
2
s2.
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Similarly, Set

2 has two elements each with two rooted c-symmetries, where the first element has a
marked cycle of length 1 and the second has a marked cycle of length 2, so its cycle index sum is
Z
Set

2
= 2 · 1
2!
t1
2∏
i=1
s
c′i(σid)
i + 2 ·
1
2!
t2
2∏
i=1
s
c′i(σsw)
i = s1t1 + t2.
Since Set2 excludes the element of Set

2 whose marked cycle has length 1, its cycle index sum is
simply Z
Set2
= t2.
The power of cycle index sums is that they provide us with transfer theorems for the substitution
and cycle-pointed substitution operators, as shown in Table 4 [18, 19]. With these rules, we can
Class OGF
B+ C B(z) + C(z)
B× C B(z) · C(z)
B(C) ZB(C(z),C(z
2),C(z3), . . .)
B} C ZB(C(z),C(z2), . . . ; zC′(z), z2C′(z2), . . .)
Table 4. Operator transfer theorems for unlabeled classes.
use the following procedure to develop a system of equations for A

(z) and thereby determine the
enumeration of A:
1. Develop a combinatorial specification for A

(cf. Section 4.2.1).
2. For each class that appears as the first argument of a substitution or cycle-pointed substitution,
determine its cycle index sum.
3. For all other classes that appear in the specification, determine their ordinary generating
function.
4. Apply the rules in Table 4 to translate the specification to a system of generating function
equations.
5. Compute the coefficients A

n and An =
1
n
A

n from this system of equations. A tool such as
combstruct is often helpful at this step in order to determine the coefficients of recursively
specified generating functions.
4.3.2 Example
Recall the decomposition of the class T

from Section 4.2.2:
T

= Z• × Set1,3,4(S) + Z× (Set3,4 } S) + Set2 } S
S = Z+ Z× Set2,3(S).
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The cycle index sums for Set1,3,4,Set2,3,Set2 , and Set3,4 are
1
ZSet1,3,4 = s1 +
1
6
s31 +
1
2
s1s2 +
1
3
s3 +
1
24
s41 +
1
4
s21s2 +
1
8
s22 +
1
3
s1s3 +
1
4
s4
ZSet2,3 =
1
2
s21 +
1
2
s2 +
1
6
s31 +
1
2
s1s2 +
1
3
s3
Z
Set2
= t2
Z
Set3,4
= t2s1 + t3 +
1
2
t2s
2
1 +
1
2
t2s2 + t3s1 + t4
so by Table 4 we have the following system of ordinary generating function equations:
T

(z) = z ·
[
S(z) +
1
6
S(z)3 +
1
2
S(z)S(z2) +
1
3
S(z3) +
1
24
S(z)4 +
1
4
S(z)2S(z2) +
1
8
S(z2)2 +
1
3
S(z)S(z3) +
1
4
S(z4)
]
+ z ·
[
z2S′(z2)S(z) + z3S′(z3) +
1
2
z2S′(z2)S(z)2 +
1
2
z2S′(z2)S(z2) + z3S′(z3)S(z) + z4S′(z4)
]
+ z2S′(z2)
S(z) = z + z ·
[
1
2
S(z)2 +
1
2
S(z2) +
1
6
S(z)3 +
1
2
S(z)S(z2) +
1
3
S(z3)
]
Using combstruct, we can compute S(z) to arbitrary accuracy:
S(z) = z+z3+z4+z5+2z6+3z7+5z8+8z9+14z10+23z11+40z12+70z13+122z14+217z15+ . . . ,
and from the expression for T

(z), by differentiating S(z) and substituting z → zi as appropriate,
we can compute T

(z) to arbitrary accuracy:
T

(z) = 2z2+4z4+5z5+6z6+7z7+16z8+18z9+40z10+55z11+96z12+156z13+280z14+435z15+. . . .
Finally, from Corollary 4.11 we have
T(z) =
∫
T

(z)
z
dz = z2+z4+z5+z6+z7+2z8+2z9+4z10+5z11+8z12+12z13+20z14+29z15+. . . .
We note that this agrees with the enumeration of A computed in Section 3.3.
1For example, ZSet2,3 can be derived as follows. The single element of Set3 has six symmetries: the identity,
which contributes a s31 term (one s1 for each 1-cycle) to the cycle index sum; three symmetries that swap a pair of
vertices, each of which contributes an s1s2 term (for the 1-cycle and the 2-cycle); and two 3-cycle symmetries, each
of which contributes an s3 term. Summing these and dividing by 3! gives the expression ZSet3 =
1
6
s31 +
1
2
s1s2 +
1
3
s3,
and adding this to the expression for ZSet2 from Section 4.3.1 gives the stated expression for ZSet2,3 .
As a second example, Z
Set3,4
can be derived as follows. Set3 has two elements; one with a marked 2-cycle, and
the other with a marked 3-cycle. The first has six rooted c-symmetries, corresponding to the three possible labelings
and two possible rootings on the marked cycle, and each contributes a t2s1 term to the cycle index sum (for the
marked 2-cycle and the unmarked 1-cycle). The second also has six rooted c-symmetries, corresponding to the two
possible labelings and three possible rootings on the marked cycle, and each contributes a t3 term. Summing these
and dividing by 3! gives the expression Z
Set3
= t2s1 + t3.
In addition, Set4 has three elements; one with a marked 2-cycle, one with a marked 3-cycle, and one with a marked
4-cycle. The first has 24 rooted c-symmetries, 12 of which have an unmarked 2-cycle and contribute a t2s2 term to the
cycle index sum, and the other 12 of which have two unmarked 1-cycles and contribute a t2s
2
1 term. The second also
has 24 rooted c-symmetries, corresponding to the eight possible labelings and three possible rootings on the marked
cycle, and each contributes a t3s1 term (for the marked 3-cycle and the unmarked 1-cycle). The third also has 24
rooted c-symmetries, corresponding to the six possible labelings and four possible rootings on the marked cycle, and
each contributes a t4 term. Summing these and dividing by 4! gives the expression Z
Set4
=
1
2
t2s
2
1 +
1
2
t2s2 + t3s1 + t4.
Finally, summing the expressions for Z
Set3
and Z
Set4
results in the stated expression for Z
Set3,4
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4.4 Boltzmann samplers
4.4.1 Theory
In this section we describe how to build a Boltzmann sampler for A

from its combinatorial spec-
ification, which (by Corollary 4.11) then provides an unbiased sampler for A. To accomplish this
we use Po´lya-Boltzmann samplers, which generalize Boltzmann samplers in the same manner that
cycle index sums generalize ordinary generating functions.
Definition 4.17. Suppose that B is a non cycle-pointed class. For fixed parameters (s1, s2, . . .) at
which ZB(s1, s2, . . .) converges, a Po´lya-Boltzmann sampler forB is a random generator ΓZB(s1, s2, . . .)
that draws an object (G`, σ) from
⋃
G∈B
Sym(G) with probability
P(s1,s2,...)[G
`, σ] =
1
ZB(s1, s2, . . .)
1
|G`|!
|G`|∏
i=1
s
ci(σ)
i .
IfB is a cycle-pointed class, then for fixed parameters (s1, s2, . . . ; t1, t2, . . .) at which ZB(s1, s2, . . . ; t1, t2, . . .)
converges, a Po´lya-Boltzmann sampler for B is a random generator ΓZB(s1, s2, . . . ; t1, t2, . . .) that
draws an object (G`, c`, σ, v) from
⋃
(G,c)∈B
RSym((G, c)) with probability
P(s1,s2,...;t1,t2,...)[G
`, c`, σ, v] =
1
ZB(s1, s2, . . . ; t1, t2, . . .)
1
|G`|! t|c`|
|G`|∏
i=1
s
c′i(σ)
i .
A Po´lya-Boltzmann sampler for a class B is a generalization of the ordinary Boltzmann sampler, in
the sense that sampling at the parameters si = z
i and ti = z
i and returning the underlying structure
of the symmetry/rooted c-symmetry results in a Boltzmann sampler for B.
Lemma 4.18. If B is a non cycle-pointed class,
ΓB(z) = ((G`, σ)← ΓZB(z, z2, . . .); return G)
is a Boltzmann sampler for B. Similarly, if B is a cycle-pointed class,
ΓB(z) = ((G`, c`, σ, v)← ΓZB(z, z2, . . . ; z, z2, . . .); return (G, c))
is a Boltzmann sampler for B.
Proof. If B is not cycle-pointed, then by Lemma 4.16 the probability of returning (G`, σ) ∈ Sym(G)
from ΓB(z) is
1
B(z)
1
|G|!z
∑|G|
i=1 ici(σ) =
1
B(z)
1
|G|!z
|G|.
Since G has |G|! symmetries (cf. Lemma 4.7), the probability of returning one such symmetry from
ΓZB(z, z
2, . . .), and hence of returning G from ΓB(z), is
z|G|
B(z)
.
A parallel argument holds in the case when B is cycle-pointed, by using Lemma 4.9 in place of
Lemma 4.7.
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ΓZSet(s1, s2, . . .):
K ← MAX INDEX(s1, s2, . . .)
for k from 1 to K − 1 do
ik ← Pois
(sk
k
)
end for
iK ← Pois≥1
(sK
K
)
Let S be a set of
K∑
k=1
kik atoms.
Let σ be a permutation on the atoms of S, with ik cycles of length k
for each 1 ≤ k ≤ K.
Randomly label the atoms of S to obtain S`.
return (S`, σ)
ΓZSet
 (s1, s2, . . . ; t1, t2, . . .):
K ← ROOT CYCLE SIZE(t1, t2, . . .)
(S, σ)← ΓZSet(s1, s2, . . .)
Let S′ be S with K new atoms, let c be a cycle on these K atoms,
let σ′ be σ together with the cycle c, and let v be an atom on c.
Randomly label the atoms of S′ to obtain S′` and c`.
return (S′`, c`, σ′, v)
Figure 18. Po´lya-Boltzmann samplers for Set and Set

.2
Po´lya-Boltzmann samplers for various common classes are described by Bodirsky et al. [19]. We
do not list them here for the sake of brevity, but for the purpose of example we include the Po´lya-
Boltzmann samplers for Set and Set

in Figure 18.
Just as cycle index sums provide transfer theorems for the substitution and cycle-pointed sub-
stitution operators, Po´lya-Boltzmann samplers allow us to build Boltzmann samplers for classes
specified with these operators. To compute a Boltzmann sampler for a class specified by a substitu-
tion or cycle-pointed substitution, it suffices to have a Po´lya-Boltzmann sampler for the class that
appears as the first argument of the substitution and an ordinary Boltzmann sampler for the class
that appears as the second argument. The corresponding algorithmic rules are shown in Table 5.
With these rules, we can use the following procedure to develop a Boltzmann sampler for A

(z)
and thereby obtain an unbiased sampler for A:
1. Develop a combinatorial specification for A

(cf. Section 4.2.1).
2MAX INDEX(s1, s2, . . .) is a random generator over the integers k ≥ 1 for the distribution
P[K ≤ k] = 1
ZSet(s1, s2, . . .)
∏
i≤k
exp
( si
i
)
,
and ROOT CYCLE SIZE(t1, t2, . . .) is a random generator over the integers k ≥ 1 for the distribution
P[K = k] =
tk∑∞
i=1 ti
.
In practice, these distributions are drawn from by inversion sampling. The infinite sums present in the probability
expressions (recall that ZSet has an infinite sum) can be computed to arbitrary precision using a tool such as Maple,
assuming that the values of si and ti are explicit functions of i.
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Class Boltzmann sampler
B+ C if Bern
(
B(z)
B(z) + C(z)
)
then ΓB(z) else ΓC(z)
B× C (ΓB(z),ΓC(z))
B(C) (B, σ)← ΓZB(C(z),C(z2), . . .)
for each cycle c of σ do
C ← ΓC(z|c|)
Replace each atom of c by a copy of C
end for
return the resulting structure
B} C ((B, c), σ, v)← ΓZB(C(z),C(z2), . . . ; zC′(z), z2C′(z2), . . .)
for each unmarked cycle c′ of σ do
C ← ΓC(z|c′|)
Replace each atom of c′ by a copy of C
end for
(C, c˜)← ΓC  (z|c|)
Replace each atom of c by a copy of (C, c˜)
Mark the cycle that is the composition of all |c| copies of c˜
return the resulting cycle-pointed structure
Table 5. Boltzmann sampler constructions for operators on unlabeled classes.
2. For each class that appears as the first argument of a substitution or cycle-pointed substitution,
compute a Po´lya-Boltzmann sampler for it.
3. For all other classes that appear in the specification, compute an ordinary Boltzmann sampler.
4. Apply the rules in Table 5 to translate the specification to a Boltzmann sampler for A

.
5. Apply Corollary 4.11 to obtain an unbiased sampler for A.
4.4.2 Example
Again, recall the decomposition of the class T

from Section 4.2.2:
T

= Z• × Set1,3,4(S) + Z× (Set3,4 } S) + Set2 } S
S = Z+ Z× Set2,3(S).
From the Po´lya-Boltzmann samplers for Setk and Setk given by Bodirsky et al. [19], we may
apply the substitution rules in Table 5 to derive Boltzmann samplers for Setk(A), Set

k } A, and
Setk }A (for arbitrary k and A). By combining these with the sum and product rules in Table 5,
we may compute Boltzmann samplers for S, S

, and T

. By Corollary 4.11, running ΓT

(z) and
forgetting the marked cycle provides an unbiased sampler for the class T. The expected size of an
object drawn from this sampler when the parameter is taken at the singularity is 39.710, compared
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to the corresponding value of 4.224 for a Boltzmann sampler of T (cf. Section 3.3). We provide
pseudocode for these samplers in Appendix B.
5 Two interesting classes of graphs
In this section, we apply the techniques of the previous sections to analyze two interesting classes
of unlabeled graphs – distance-hereditary graphs, and three-leaf power graphs. These were previ-
ously studied from an analytic combinatorics point of view by Chauve et al. [6], where the authors
develop grammars for these classes of graphs using the dissymmetry theorem and then derive exact
enumerations and asymptotics from these grammars (we review this work in Section 5.4). We aim
to extend this result by analyzing the same graph classes using cycle pointing, with which we obtain
enumerations that match the ones provided by Chauve et al. and build unbiased samplers for these
two classes of graphs.
5.1 Distance-hereditary graphs
Definition 5.1. For a graph G and vertices u, v ∈ V (G), the distance between u and v – denoted
dG(u, v) – is defined as the length of the shortest path between u and v (or ∞ if u and v are in
different connected components of G).
Definition 5.2. A subgraph H ≤ G is said to be induced if, for any u, v ∈ V (H) such that
uv ∈ E(G), uv ∈ E(H) as well.
Definition 5.3. [13] A connected graph G is said to be distance-hereditary if, for any connected
induced subgraph H ≤ G and any vertices u, v ∈ V (H), dH(u, v) = dG(u, v).
Distance-hereditary graphs were first introduced in 1977 by Howorka [7], and many properties of
these graphs have been discovered since then. For example, various optimization problems that are
NP-hard in the general case, such as finding a Hamiltonian cycle or a maximal clique, can be solved
in polynomial time for distance-hereditary graphs [15, 32, 26]. One alternate characterization that
is particularly useful for recognizing a distance-hereditary graph is the following:
Lemma 5.4. A connected graph G is distance-hereditary iff every cycle of length five or higher has
at least one pair of crossing diagonals.
5.2 Three-leaf power graphs
Definition 5.5. [14] For an integer k > 0, a connected graph G is said to be a k-leaf power if there
exists a tree T with V (T ) = V (G) such that for any vertices u, v ∈ V (G), uv ∈ E(G) iff dT (u, v) ≤ k.
k-leaf power graphs were first introduced in 2002 by Nishimura et al. [24], who were interested in
building phylogenetic trees that reconstruct the evolutionary history of a set of species or genes. We
study the particular case k = 3, called three-leaf power graphs.
5.3 Split decomposition
Recently, various techniques have emerged for analyzing classes of graphs by using bijective represen-
tations of these graphs in terms of trees – see, for example, the correspondence between binary trees
and edge-rooted 3-connected planar graphs used by Fusy [9], or the correspondence between Apollo-
nian networks and k-trees used by Darrasse [3]. In order to study distance-hereditary and three-leaf
power graphs, we employ the representation of these classes developed by Gioan and Paul [8], who
use the technique of split decomposition to characterize distance-hereditary and three-leaf power
graphs in terms of graph-labeled trees. We begin by giving an overview of this characterization,
which we use in the following sections to enumerate and generate graphs from these classes.
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Definition 5.6. A graph-labeled tree (T,F) is a tree T in which every internal node v of degree k
is labeled by a graph Gv ∈ F on k vertices, called marker vertices, such that there is a bijection ρv
from the tree-edges of T incident to v to the marker vertices of Gv.
For example, in Figure 19 the internal nodes of T are denoted with large circles, the marker vertices
are denoted with small hollow circles, the leaves of T are denoted with small solid circles, and the
bijection ρv is denoted by each edge that crosses the boundary of an internal node and ends at a
marker vertex. (Note: the node labels are only for convenience in discussing the vertices - the tree
itself is unlabeled.)
1
2
3
4
5 6
7
8
Figure 19. A graph-labeled tree.
Definition 5.7. Let (T,F) be a graph-labeled tree and let l, l′ ∈ V (T ) be leaves of T . We say that
` and `′ are accessible (or equivalently, ` is accessible from `′) if there exists a path from ` to `′ in
T such that for any adjacent edges e = uv and e′ = vw on the path, ρv(e)ρv(e′) ∈ E(Gv).
Informally, ` and `′ are accessible if it is possible to draw a path through the graph-labeled tree from
` to `′ that uses at most one interior edge from each graph label Gv. For example, in Figure 19, leaf
1 is accessible from leaves 5, 7, and 8, leaf 2 is accessible from leaves 3, 4, 5, 7, and 8, and leaf 3 is
only accessible from leaves 2 and 4.
Definition 5.8. The original graph (called the accessibility graph by Gioan and Paul [8]) of a graph-
labeled tree (T,F) is the graph G = Gr(T,F) where V (G) is the leaf set of T and, for x, y ∈ V (G),
xy ∈ E(G) iff x and y are accessible in (T,F).
For example, Figure 20 shows the original graph for the graph-labeled tree in Figure 19. We now
define the split tree of a connected graph G, which is a particular graph-labeled tree whose original
graph is G.
Definition 5.9. For V ⊆ V (G), the neighborhood of V , denoted N(V ), is defined as the set of
vertices in V (G)\V that are adjacent to at least one vertex in V .
Definition 5.10. A split of a graph G is a bipartition (V1, V2) of V (G) such that
1. |V1| ≥ 2 and |V2| ≥ 2, and
2. every vertex of N(V1) is adjacent to every vertex of N(V2).
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Figure 20. Original graph for the graph-labeled tree in Figure 19.
V1 V2
Figure 21. Valid split.
V1 V2
Figure 22. Invalid split.
For example, Figure 21 is a split, while Figure 22 is not a split because the bottom vertex of V1 is
in N(V2) and the top vertex of V2 is in N(V1), but these vertices are not adjacent.
Definition 5.11. A graph G is called prime if it has no split, and degenerate if every partition of
V (G) into two sets of size ≥ 2 is a split. It is known that the only degenerate graphs are the cliques
Kn and the stars K1,n for n ≥ 0.
Figure 23. Clique K5. Figure 24. Star K1,5.
Definition 5.12. A graph-labeled tree (T,F) is called reduced if
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1. every v ∈ V (T ) has degree ≥ 3,
2. there does not exist uv ∈ E(T ) such that Gu and Gv are both cliques, and
3. there does not exist e = uv ∈ E(T ) such that Gu and Gv are both stars, ρu(e) is the center of
Gu, and ρv(e) is an extremity of Gv.
The intuition behind this definition is the following: if two clique nodes of sizes m and n are adjacent
in (T,F), then they can be replaced with a single clique node of size m+ n− 2 in such a way that
the original graph of (T,F) does not change (see Figure 25). A similar reduction can be performed
when the center of one star node is adjacent to an extremity of another star node (see Figure 26).
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Figure 25. Reduction of two adjacent clique nodes
in a split tree to a single clique (recreated from [8]).
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Figure 26. Reduction of two adjacent star nodes
in a split tree to a single star (recreated from [8]).
The following characterization of connected graphs is shown by Gioan and Paul [8]:
Theorem 5.13. For any connected graph G, there exists a unique reduced graph-labeled tree (T,F)
such that G = Gr(T,F) and every node label Gv ∈ F is either prime or degenerate. We call this
graph-labeled tree the split tree of G, and denote it by ST (G).
Gioan and Paul further show that distance-hereditary and three-leaf power graphs can be charac-
terized by the following conditions on their split trees:
Theorem 5.14. A graph G is distance-hereditary iff its split tree has only clique and star nodes
(i.e. has only degenerate nodes). For this reason, distance-hereditary graphs are called totally
decomposable with respect to the split decomposition.
Figure 27 shows a split tree of a distance-hereditary graph.
Figure 27. Split tree of a distance-hereditary graph.
Theorem 5.15. A graph G is a three-leaf power iff its split tree ST (G) = (T,F)
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1. has only clique and star nodes,
2. the set of star nodes forms a subtree of T , and
3. the center of every star node is adjacent to either a clique node or a leaf.
We note that by condition 1, all three-leaf power graphs are distance-hereditary. Figure 28 shows a
split tree of a three-leaf power graph.
Figure 28. Split tree of a three-leaf power graph.
5.4 Enumeration with the dissymmetry theorem
Chauve et al. [6] use the dissymmetry theorem and the split decomposition characterization of
distance-hereditary and three-leaf power graphs described in Theorems 5.14 and 5.15 to construct
combinatorial grammars and enumerations for these classes. We give an overview of these results
here, and make use of the same grammars in our cycle pointing analysis in Section 5.5.
5.4.1 Distance-hereditary graphs
From Theorem 5.14, Theorem 3.1, and Lemma 3.3, Chauve et al. [6] derive the following grammar
for the class DH of split trees of distance-hereditary graphs:
DH + TK−S + TS→S' TK + TS + TS−S
TK = Set≥3(Z+ SX + SC)
TS = SC × (Z+K+ SC)
TK−S = K× (SC + SX)
TS−S = Set2(SC) + Set2(SX)
TS→S = SC × SC + SX × SX
K = Set≥2(Z+ SC + SX)
SC = Set≥2(Z+K+ SX)
SX = (Z+K+ SC)× Set≥1(Z+K+ SX)
Explanation of the classes.
• K: A clique node with one of its incident subtrees having been removed
37
• SC: A star node with the subtree incident to its center having been removed
• SX: A star node with the subtree incident to one of its extremities having been removed.
• TK: A distance-hereditary split tree rooted at a clique node
• TS: A distance-hereditary split tree rooted at a star node
• TK−S: A distance-hereditary split tree rooted at an undirected edge connecting a clique node
and a star node
• TS−S: A distance-hereditary split tree rooted at an undirected edge connecting two star nodes
• TS→S: A distance-hereditary split tree rooted at a directed edge connecting two star nodes
Sketch of proof. The three mutually-recursive expressions for K, SC, and SX encode the require-
ments that a split tree must have all nodes of degree at least 3, no adjacent clique nodes, and no
extremity of a star node adjacent to the center of another star node.
By Theorem 3.1 and Lemma 3.3,
DH + TS→S + TK→K + TS→K + TK→S
' TK + TS + TS−S + TK−S + TK−K.
Noting that TK→K and TK−K are empty (since clique nodes cannot be adjacent in a split tree) and
TS→K ' TK→S ' TK−S, it follows that
DH + TK−S + TS→S ' TK + TS + TS−S.

Using the Maple package combstruct, Chauve et al. compute the enumeration of each of the above
classes, and hence of the class DH.
Corollary 5.16. The first few terms of the OGF of the class of distance-hereditary graphs are
DH(z) = z + z2 + 2z3 + 6z4 + 18z5 + 73z6 + 308z7 + 1484z8 + 7492z9 + 40010z10 + . . .
5.4.2 Three-leaf power graphs
From Theorem 5.15, Theorem 3.1, and Lemma 3.3, Chauve et al. [6] derive the following grammar
for the class 3LP of (split trees of) three-leaf power graphs:
3LP+ TS→S ' K+ TS + TS−S
TS = A× SC
TS−S = Set2(SX)
TS→S = SX × SX
SC = Set≥2(A+ SX)
SX = A×Set≥1(A+ SX)
A = Z+ Set≥2(Z) = Set≥1(Z)
K = Set≥3(Z)
Explanation of the classes.
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• A: The disjoint union of a leaf and a clique having been entered through one of its edges
• SC: A star node with the subtree incident to its center having been removed
• SX: A star node with the subtree incident to one of its extremities having been removed
• TS: A three-leaf power split tree rooted at a star node
• K: A three-leaf power split tree consisting of a single clique node
• TS−S: A three-leaf power split tree rooted at an undirected edge connecting two star nodes
• TS→S: A three-leaf power split tree rooted at a directed edge connecting two star nodes
Sketch of proof. The expressions for SC and SX encode the requirements that the split tree of
a three-leaf power graph consists of either a single clique node or a subtree of star nodes joined at
their extremities together with either a leaf or a clique node pending from each center and remaining
extremity of these star nodes. Due to this structure, the leaves/clique nodes represented by A can
be thought of as “meta-leaves” and excluded from the dissymmetry theorem by a similar argument
as the one in Lemma 3.3. Then
3LP+ TS→S ' K+ TS + TS−S
follows immediately from Theorem 3.1.

Using combstruct, Chauve et al. compute the enumeration of each of the above classes, and hence
of the class 3LP.
Corollary 5.17. The first few terms of the OGF of the class of three-leaf power graphs are
3LP(z) = z + z2 + 2z3 + 5z4 + 12z5 + 32z6 + 82z7 + 227z8 + 629z9 + 1840z10 + . . .
5.5 Enumeration and sampling with cycle pointing
5.5.1 Distance-hereditary graphs
In this section we apply the steps outlined in Sections 4.2, 4.3, and 4.4 to enumerate and build an
unbiased sampler for the class DH of distance-hereditary graphs. Instead of working directly with
the graphs, we will work with their split tree decompositions.
Let SX, SC, and K be defined as in Section 5.4.1. Then we have
SX = (Z+K+ SC)× Set≥1(Z+K+ SX)
SC = Set≥2(Z+K+ SX)
K = Set≥2(Z+ SC + SX)
Since the cycle index sums of Set,Set0, and Set1 are
ZSet(s1, s2, . . . ) = exp
( ∞∑
i=1
si
i
)
ZSet0(s1, s2, . . . ) = 1 ZSet1(s1, s2, . . . ) = s1
it follows that
ZSet≥1(s1, s2, . . . ) = exp
( ∞∑
i=1
si
i
)
− 1
39
and
ZSet≥2(s1, s2, . . . ) = exp
( ∞∑
i=1
si
i
)
− 1− s1.
From Table 4, we obtain the equations
SX(z) = (z +K(z) + SC(z)) ·
[
exp
( ∞∑
i=1
1
i
[
zi +K(zi) + SX(z
i)
])− 1]
SC(z) = exp
( ∞∑
i=1
1
i
[
zi +K(zi) + SX(z
i)
])− 1− z −K(z)− SX(z)
K(z) = exp
( ∞∑
i=1
1
i
[
zi + SC(z
i) + SX(z
i)
])− 1− z − SC(z)− SX(z),
and using combstruct we can compute the coefficients of these generating functions:
SX(z) = z
2 + 5z3 + 23z4 + 119z5 + 639z6 + 3629z7 + 21257z8 + 127995z9 + 786481z10 + . . .
SC(z) = z
2 + 3z3 + 14z4 + 67z5 + 367z6 + 2065z7 + 12150z8 + 73177z9 + 450322z10 + . . .
K(z) = z2 + 3z3 + 14z4 + 67z5 + 367z6 + 2065z7 + 12150z8 + 73177z9 + 450322z10 + . . . .
We now build a specification for DH

in terms of SX, SC, and K:
DH

= Z

+ Set

2 } Z
+ Z
 × (SX + SC +K)
+ Set2 } SX
+ Set2 } SC
+ Set≥3 } (Z+ SX + SC)
+ (Z+K+ SC)× Set } (Z+K+ SX)
Term i in this specification corresponds to case i of the following cases:
1. The tree has one leaf.
2. The tree has two leaves.
3. The marked cycle has length 1 and the tree has > 2 leaves.
4. The marked cycle has length ≥ 2 and has as its center an edge connecting two star nodes at
extremities.
5. The marked cycle has length ≥ 2 and has as its center an edge connecting two star nodes at
their centers.
6. The marked cycle has length ≥ 2 and has as its center a clique node.
7. The marked cycle has length ≥ 2 and has as its center a star node.
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In a split tree, there can be no edge connecting two clique nodes; furthermore, while there can be
an edge connecting a clique node and a star node, such an edge cannot be the center of a cycle of
an automorphism of the split tree. Thus these seven cases cover all possibilities for a cycle-pointed
split tree of a distance-hereditary graph.
Next, we translate this specification into a generating function equation. Recall that
Z
Set2
(s1, s2, . . . ; t1, t2, . . .) = t2
ZSet (s1, s2, . . . ; t1, t2, . . .) =
( ∞∑
l=2
tl
)
· exp
( ∞∑
i=1
si
i
)
Z
Set≥3
(s1, s2, . . . ; t1, t2, . . .) =
( ∞∑
l=2
tl
)
· exp
( ∞∑
i=1
si
i
)
− t2
By Theorem 4.5, we know that the OGF for DH

is z ·DH′(z), so by the transfer theorems from
Table 4 it follows that
z ·DH′(z) = z + 2z2 + z[SX(z) + SC(z) +K(z)] + z2SX′(z2) + z2SC′(z2)
+
( ∞∑
l=2
zl
[
1 + SX
′(zl) + SC′(zl)
]) · exp( ∞∑
i=1
1
i
[
zi + SX(z
i) + SC(z
i)
])− z2(1 + SX′(z2) + SC′(z2))
+ (z +K(z) + SC(z))
( ∞∑
l=2
zl
[
1 +K′(zl) + SX′(zl)
]) · exp( ∞∑
i=1
1
i
[
zi +K(zi) + SX(z
i)
])
By differentiating the earlier expressions for SX(z), SC(z), and K(z) and using these to simplify the
above formula, we reduce it to
z ·DH′(z) = z + 2z2 + z[SX(z) + SC(z) +K(z)] + z2SX′(z2) + z2SC′(z2) + z[1 +K′(z) + SC′(z) + SX′(z)]
− z[1 + SC′(z) + SX′(z)][1 + z +K(z) + SC(z) + SX(z)]− z2[1 + SX′(z2) + SC′(z2)]
+ [z +K(z) + SC(z)][z(1 +K
′(z) + SC′(z) + SX′(z))
− z(1 +K′(z) + SX′(z))(1 + z +K(z) + SC(z) + SX(z))].
Evaluating this in Maple, we find that
z ·DH′(z) = z + 2z2 + 6z3 + 24z4 + 90z5 + 438z6 + 2156z7 + 11872z8 + 67428z9 + 400100z10 + . . . ,
so
DH(z) = z + z2 + 2z3 + 6z4 + 18z5 + 73z6 + 308z7 + 1484z8 + 7492z9 + 40010z10 + . . . .
In order to build a Boltzmann sampler for DH

and hence (by Corollary 4.11) an unbiased sampler
forDH, we apply the rules in Table 5 and the Po´lya-Boltzmann samplers described by Bodirsky et al. [19]
to translate our symbolic specification for DH

into a Boltzmann sampler. We discuss some aspects
of the implementation in Section 6, and refer to the accompanying Maple code for full details.
5.5.2 Three-leaf power graphs
In this section we apply the steps outlined in Sections 4.2, 4.3, and 4.4 to enumerate and build an
unbiased sampler for the class 3LP of three-leaf power graphs. Instead of working directly with the
graphs, we will again work with their split tree decompositions.
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Let SX, SC, and A be as in Section 5.4.2. Then we have
SX = A× Set≥1(A+ SX)
SC = Set≥2(A+ SX)
A = Set≥1(Z)
Recalling the cycle index sums for Set,Set0, and Set1 from Section 5.5.1, we apply the transfer
theorems from Table 4 to obtain the following equations:
SX(z) = A(z) ·
[
exp
( ∞∑
i=1
1
i
(A(zi) + SX(z
i))
)
− 1
]
SC(z) = exp
( ∞∑
i=1
1
i
(A(zi) + SX(z
i))
)
− 1−A(z)− SX(z)
A(z) = exp
( ∞∑
i=1
1
i
zi
)
− 1 = z
1− z
Using combstruct, we can compute the coefficients of these generating functions:
SX(z) = z
2 + 4z3 + 12z4 + 36z5 + 107z6 + 331z7 + 1041z8 + 3359z9 + 11018z10 + . . .
SC(z) = z
2 + 3z3 + 11z4 + 34z5 + 116z6 + 378z7 + 1276z8 + 4299z9 + 14684z10 + . . .
A(z) = z + z2 + z3 + z4 + z5 + z6 + z7 + z8 + z9 + z10 + . . . .
We now build a specification for 3LP

in terms of SX, SC, and A:
3LP

= Z

+ Set

2 } Z
+ Z
 × (SX + SC +A× (SX + SC) + Set≥2(Z))
+ Set2 } SX
+A× Set } (SX +A)
+ Set≥3 } Z
+ (SX + SC)× Set } Z
Term i in this specification corresponds to case i of the following cases:
1. The tree has one leaf.
2. The tree has two leaves.
3. The marked cycle has length 1.
4. The marked cycle has length ≥ 2 and has as its center an edge connecting two star nodes at
extremities.
5. The marked cycle has length ≥ 2 and has as its center a star node.
6. The marked cycle has length ≥ 2 and has as its center an isolated clique node (i.e. a clique
node that is the entire graph).
7. The marked cycle has length ≥ 2 and has as its center a clique node connected to a star node.
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Recall that in addition to the restrictions from being a distance-hereditary split tree, the split tree
of a three-leaf power graph also cannot have an edge connecting the centers of two star nodes, and
can only have cliques as meta-leaves connected to star nodes. Thus these seven cases cover all
possibilities for a cycle-pointed split tree of a three-leaf power graph.
Next, we translate this specification into a generating function equation. Recalling the cycle
index sums for Z
Set2
, ZSet , and ZSet≥3
from Section 5.5.1, we apply the transfer theorems from
Table 4 to obtain an equation for the OGF of 3LP

:
z · 3LP′(z) = z + 2z2 + z[SX(z) + SC(z) +A(z)(SX(z) + SC(z)) +A(z)− z] + z2SX′(z2)
+A(z)
( ∞∑
l=2
zl(A′(zl) + SX′(zl))
)
· exp
( ∞∑
i=1
1
i
[A(zi) + SX(z
i)]
)
+
( ∞∑
l=2
zl
)
· exp
( ∞∑
i=1
1
i
zi
)
− z2 + [SX(z) + SC(z)]
( ∞∑
l=2
zl
)
· exp
( ∞∑
i=1
1
i
zi
)
By differentiating the earlier expressions for SX(z), SC(z), and A(z) and using these to simplify the
above formula, it follows that
z · 3LP′(z) = z + 2z2 + z[SX(z) + SC(z) +A(z)(SX(z) + SC(z)) +A(z)− z] + z2SX′(z2)
+A(z)[z(A′(z) + SX′(z) + SC′(z))− z(A′(z) + SX′(z))(1 +A(z) + SX(z) + SC(z))]
+
z2
(1− z)2 − z
2 + (SX(z) + SC(z)) · z
2
(1− z)2 .
Evaluating this in Maple, we find that
z · 3LP′(z) = z + 2z2 + 6z3 + 20z4 + 60z5 + 192z6 + 574z7 + 1816z8 + 5661z9 + 18400z10 + . . . ,
so
3LP(z) = z + z2 + 2z3 + 5z4 + 12z5 + 32z6 + 82z7 + 227z8 + 629z9 + 1840z10 + . . . .
In order to build a Boltzmann sampler for 3LP

and hence (by Corollary 4.11) an unbiased
sampler for 3LP, we apply the rules in Table 5 and the Po´lya-Boltzmann samplers described by
Bodirsky et al. [19] to translate our symbolic specification for 3LP

into a Boltzmann sampler. We
discuss some aspects of the implementation in Section 6, and refer to the accompanying Maple code
for full details.
6 Implementation and empirical study of samplers
6.1 Overview
Using the computer algebra system Maple, we have implemented unbiased samplers for the class
DH of split trees of distance-hereditary graphs and the class 3LP of split trees of three-leaf power
graphs. These samplers take a real parameter z that is between 0 and the singularity of the generating
function of the class (we discuss estimation of the singularity in Section 6.2.2), and output a string
representation of the split tree that obeys the semantics in Table 6. Some examples of split tree
strings and their descriptions are provided in Table 7.
In order to visualize the graphs that are being generated, we recall that the original graph of a
split tree (cf. Definition 5.8) has one node for each leaf of the split tree, and has an edge between
two nodes iff there exists a path connecting the corresponding leaves in the split tree that uses at
most one internal edge of each node label. Note that, since the number of nodes of the graph is
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Symbol Meaning
Z a leaf node
KR a clique root (can only appear as the root of the tree)
SR a star root (can only appear as the root of the tree)
K a clique that has been entered from another node
SX a star that has been entered from another node at one of its extremities
SC a star that has been entered from another node at its center
e(A, B) an edge that connects nodes A and B
A(B1, . . . , Bk) B1, . . . , Bk are neighbors of A (if A is SR or SX, then B1 is connected to the
center of A)
Table 6. Semantics for the strings returned by our Maple implementations of the DH and 3LP samplers.
Split tree string Description
Z(K(Z, Z)) a leaf connected to a clique that has two other leaves as neighbors
KR(Z, Z, Z) a clique with three leaves as neighbors (same as previous)
Z(SC(Z, Z)) a leaf connected to the center of a star that has two leaves as its extrem-
ities
Z(SX(Z, Z)) a leaf connected to an extremity of a star that has a leaf as its center
and a leaf as its other extremity (same as previous)
e(SC(Z, Z), SC(Z, Z)) an edge joining two star nodes at their centers, each of which has two
leaves as its extremities
SR(K(Z, Z), Z, Z, Z) a star with three leaves as its extremities and whose center is connected
to a clique with two other leaves as neighbors
Table 7. Some examples of split tree strings and their descriptions.
equal to the number of leaves of the split tree, when we refer to the “size” of a split tree we mean
its number of leaves.
We have built a Python package called split tree, which computes the original graph corre-
sponding to a given distance-hereditary or three-leaf power split tree string and visualizes the graph.
This package has functions to translate a split tree string into an object-oriented representation of
that split tree, to compute the original graph of a split tree object with the quadratic-time algo-
rithm that checks whether each pair of vertices is or is not accessible, and to draw and export the
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generated graphs using NetworkX. An original graph of size n is provided as a list of adjacencies
over a canonical set {1, . . . , n} of vertices, so the drawing functionality can easily be replaced with
another package such as Graphviz.
We use this combination of Maple and Python to take advantages of the strengths of each
of the languages – Maple has the powerful combstruct package, which allows for the automatic
computation of generating function coefficients from non cycle-pointed combinatorial specifications,
while Python is better suited to the object-oriented computation used in split tree.
To generate graphs of large size, we employ the technique of singular sampling, described by
Duchon et al. [27], in which we sample from each class at the singularity of its corresponding
generating function. Figures 29, 30, and 31 depict graphs that were drawn from a singular sampler.
Figure 29. A randomly generated distance-hereditary graph with 86 vertices.
Figure 30. A randomly generated three-leaf power graph with 82 vertices.
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Figure 31. A randomly generated distance-hereditary graph with 224 vertices.
6.2 Details of interest
6.2.1 Oracles
For each sum of two combinatorial classes that appears in the specifications of DH

and 3LP

, the
corresponding Boltzmann sampler has a Bernoulli switch (cf. Table 5) whose parameter depends
on the values of the generating functions of the two classes that are being added, evaluated at the
parameter z that was passed into the sampler. To compute these values, we require an oracle for
each generating function of interest, which is a function that returns the value of the generating
function at a particular input value.
Depending on the particular problem, oracles may be obtained by computing a closed form
expression for the generating function, or by employing an iterative method such as Newton iteration.
However since combstruct provides us access to the coefficients of each of the generating functions
in question, we use these instead to build the necessary oracles. Specifically, for an OGF A(z), we
build an approximate oracle by precomputing the exact values of the coefficients A0,A1, . . . ,AN (we
take N = 2000 in the code) and then, on input z, returning
N∑
i=0
Aiz
i.
6.2.2 Radius of convergence
As mentioned above, we query our samplers at the singularity, or radius of convergence, of the
corresponding generating function in order to generate graphs of large size. Finding the radius
of convergence in Boltzmann sampling has traditionally been done using binary search [21, 2] on a
perfect oracle (or one that can be made infinitely precise) for the generating function; however, given
that we have only finitely many coefficients of the generating function, we approach this question
from a slightly different angle by directly using these coefficients.3
Given the coefficients A0, . . . ,AN of A(z) (for some fixed N > 0), a few methods of estimating
the radius of convergence ρA of A(z) immediately present themselves. We recall by the ratio and
3At the time of writing, the NewtonGF package of Pivoteau et al. [5] was not yet able to support cycle-pointed
classes and specifications.
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root convergence tests that the quantities
An−1
An
and
1
n
√
An
both converge to ρA as n→∞ (assuming the limits exist), so we may estimate ρA with the values
AN−1
AN
and
1
N
√
AN
.
However, we can obtain a more accurate estimate by taking into account a first-order approxi-
mation of the error between AN−1/AN and ρA as a function of N . Specifically, we know from
Georgescu [1] that
An
An−1
∼ 1
ρA
(
1− C
n
)
for some constant C as n→∞, so the plot of
An
An−1
vs.
1
n
is, in the limit n→∞, a straight line with slope 1/ρA. We thus estimate ρA by making such a plot
(known as a Domb-Sykes plot) over the range N/2 ≤ n ≤ N , using a linear interpolation to estimate
its slope, and computing the reciprocal of this value.
To briefly compare the accuracy of these methods on a generating function whose radius of
convergence is known, consider
A(z) =
z
(1− z)2 =
∞∑
n=0
nzn,
for which ρA = 1. Table 8 shows the estimates obtained by using the first 2000 coefficients.
Estimation method Value Absolute error
A1999
A2000
0.9995 5 · 10−4
1
2000
√
A2000
0.996207 3.793 · 10−3
Domb-Sykes 0.999999999966895 3.310 · 10−11
Table 8. Estimates of ρA for A(z) =
∞∑
n=0
nzn.
Using the Domb-Sykes method, we obtain the estimates
ρDH = 0.137935 and ρ3LP = 0.259845.
6.2.3 Sampling of random variables
The one place where the implemented DH and 3LP samplers employ some form of rejection is in
order to sample certain pairs of complicated and correlated random variables.
47
For example, one of the subprocedures that is used is a Boltzmann sampler Γ(Set≥2(A))(z),
where A is an arbitrary class. According to the Po´lya-Boltzmann sampler for Set≥2 (which is a
modification of the one for Set given in Figure 18), this procedure requires sampling
J ← MAX INDEX≥1(A, z) and kJ ← Pois≥1
(
A(zJ)
J
)
such that either J > 1 or kJ > 1 (or both). We currently do so by sampling J unconditionally using
inversion sampling, then sampling kJ given the value of J (again using inversion sampling), and
then checking if at least one of the values is greater than 1 and repeating if not. A similar rejection
is used in the Boltzmann samplers for Set

≥2 }A and Set≥3 }A.
We propose that these instances of rejection can be eliminated by sampling directly from the
joint distributions on the pairs of variables. Using the same example, we wish to sample from the
distribution
P[J = a, kJ = b | J > 1 or kJ > 1].
The marginal of this distribution on J is
P[J = a | J > 1 or kJ > 1] =

P[J = 1]− P[J = 1, kJ = 1]
1− P[J = 1, kJ = 1] a = 1
P[J = a]
1− P[J = 1, kJ = 1] a > 1
,
and then the conditional on kJ is
P[kJ = b | J = a and (J > 1 or kJ > 1)] =
 P[k1 = b | k1 > 1] a = 1P[ka = b] a > 1 .
Since all terms on the right hand side of the above equalities except P[J = 1, kJ = 1] are already
known from the respective individual inversion samplers on J and kJ , and P[J = 1, kJ = 1] can be
easily computed, we may sample from the joint distribution by first sampling a from the marginal
on J using inversion, and then sampling b from the conditional on kJ using inversion once again.
This will correctly sample the pair (J, kJ) without using rejection.
6.3 Empirical analysis
6.3.1 Chi-squared tests
In order to analyze the accuracy of the samplers, we perform a Pearson’s chi-squared test on the
distribution over the possible sizes of the object generated by the sampler. Recall that for a class
A, the theoretical distribution of the size of an object generated by a Boltzmann sampler ΓA is
Pz[S = n] =
Anz
n
A(z)
,
so we can compute the theoretical size distributions for our samplers ΓDH

and Γ3LP

(recalling
that, while the samplers are unbiased for DH and 3LP, they are only in fact Boltzmann samplers
for DH

and 3LP

).
To generate empirical size distributions, we sample N = 1000 objects from each class with
parameter z = 0.1, and maintain bucket counts Oi for 1 ≤ i ≤ n− 1 (n = 30) of the number of trees
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of size i that have been drawn, and a count On of the number of trees of size at least n that have
been drawn. Then, the χ2 statistic is
χ2 =
n∑
i=1
(Oi −Npi)2
Npi
where pi is the theoretical probability of being in bucket i [16].
Running this procedure for each class, we obtain values of
χ2
DH
 = 15.49 and χ2
3LP
 = 8.146.
Since the test has n − 1 degrees of freedom, the cutoff statistic value for p = 0.05 is 43.7 [25]. As
both of the computed statistics are (well) below this value, in both cases we fail to reject the null
hypothesis that the sampler produces the correct size distribution.
Figures 32 and 33 provide a graphical depiction of the agreement between the theoretical and
empirical size distributions.
Figure 32. Theoretical size distribution, & empir-
ical distribution from 1000 samples of ΓDH

(0.1).
Figure 33. Theoretical size distribution, & empir-
ical distribution from 1000 samples of Γ3LP

(0.1).
6.3.2 Timing studies
We recall that standard Boltzmann samplers run in linear time in the size of the object that is
returned. In order to study the running time of our cycle-pointed samplers, we repeatedly sample
from them at a fixed parameter value, and for each sample we measure the size of the returned tree
(i.e. the number of leaves it has) and the time it took to generate.
Figures 34 and 35 show scatter plots of time vs. size for 2000 graphs drawn from each Boltzmann
sampler, with lines of best fit included. Both graphs show a distinct linear relationship between the
two variables.
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Figure 34. Scatter plot of time vs. size for 2000
samples of ΓDH

(0.13), with line of best fit.
Figure 35. Scatter plot of time vs. size for 2000
samples of Γ3LP

(0.25), with line of best fit.
7 Conclusion
In this work, we study the problem of enumerating and sampling from combinatorial classes of
unlabeled and unrooted graphs. We consider two techniques for addressing this problem: the dis-
symmetry theorem, which allows for the analysis of an unrooted class of trees by first analyzing three
rooted counterparts; and cycle pointing, which marks certain cycles of a graph in such a way that
there are exactly n distinct pointed graphs for each unpointed graph of size n, thereby allowing for
a straightforward translation of the analysis of the pointed class into an analysis of the unpointed
class.
While at first glance the dissymmetry theorem provides only the enumeration of the unrooted
class, we have shown how to build a Boltzmann sampler for an arbitrary combinatorial class specified
by the dissymmetry theorem, assuming that there exist samplers for the corresponding vertex-rooted
and undirected edge-rooted classes. Secondly, we have provided an exposition of cycle pointing that
focuses on the enumeration and unbiased sampling of the underlying unpointed class, in the hope
of elucidating this technique for future practitioners. Finally, we have applied the technique of
cycle pointing to build the first unbiased samplers for the classes of distance-hereditary graphs and
three-leaf power graphs
Much further work remains. As a small point, we will make the changes to the implementation
described in Section 6.2.3 so that the cycle-pointed samplers no longer use any form of rejection. Also,
our distance-hereditary and three-leaf power samplers provide a fertile starting point for analyzing
parameters of these graphs, whether parameters of the split trees or of the graphs themselves. For
example, in Figures 36 and 37 we draw from ΓDH

to estimate the average number of clique nodes
and star nodes in a random distance-hereditary split tree of size n as a function of n. We see that
both of these parameters appear to grow linearly with n, and we conjecture that the number of
clique nodes grows as approximately ∼ 0.221n and the number of star nodes grows as approximately
∼ 0.593n. One interesting suggestion is that an understanding of the distribution of parameters
in random graphs from these classes can be applied, for example, to see if the phylogenetic trees
studied by Nishimura et al. [24] appear to behave randomly. Finally, we propose that the techniques
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used in this work can be applied to many other classes of unlabeled and unrooted graphs which have
not yet been analyzed in this manner.
Figure 36. Average number of clique nodes in a
distance-hereditary split tree of size n vs. n, from
2000 samples of ΓDH

(0.137).
Figure 37. Average number of star nodes in a
distance-hereditary split tree of size n vs. n, from
2000 samples of ΓDH

(0.137).
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Appendices
A Commonly used notation
Notation Meaning
A• Vertex-rooted class of A
A•−• Undirected edge-rooted class of A
A•→• Directed edge-rooted class of A
Sym(G) Symmetries of G
RSym((G, c)) Rooted c-symmetries of (G, c)
A

Cycle-pointed class of A
A Symmetric cycle-pointed class of A
A}B Cycle-pointed substitution
ZA Cycle index sum of A
ΓA Boltzmann sampler for A
ΓZA Po´lya-Boltzmann sampler for A
Table 9. Commonly used notation in this work.
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B Unbiased sampler for the class of unlabeled, unrooted,
non-plane 2-3 trees
We recall from Section 4.2.2 the decomposition of the class T

of unlabeled, unrooted, non-plane trees:
T

= Z• × Set1,3,4(S) + Z× (Set3,4 } S) + Set2 } S
S = Z+ Z× Set2,3(S).
To build Boltzmann samplers for these classes, we require Boltzmann samplers for Setk(A), Set

k }A,
and Setk }A (for arbitrary k and A), which are shown in Figures 38, 39, and 40.4
Γ(Setk(A))(z):
(n1, . . . , nk)← PARTITION(A, k, z)
S ← null
for i from 1 to k do
for j from 1 to ni do
γ ← ΓA(zi)
Add i copies of γ to S
end for
end for
return S
Figure 38. Boltzmann sampler for Setk(A).
4PARTITION(A, k, z) is a random generator over the tuples (n1, . . . , nk) of non-negative integers such that
k∑
i=1
ini = k, for the distribution
P[(n1, . . . , nk)] =
(A(z))n1 (A(z2))n2 · · · (A(zk))nk · [sn11 sn22 · · · snkk ]ZSetk (s1, s2, . . .)
ZSetk (A(z),A(z
2), . . .)
.
MARKED PARTITION(A, k, z) is a random generator over the tuples (`, n1, . . . , nk) of non-negative integers such
that ` +
k∑
i=1
ini = k and ` ≥ 1, for the distribution
P[(`, n1, . . . , nk)] =
z`A′(z`)(A(z))n1 (A(z2))n2 · · · (A(zk))nk · [t`sn11 sn22 · · · snkk ]ZSet

k
(s1, s2, . . . ; t1, t2, . . .)
Z
Set

k
(A(z),A(z2), . . . ; zA′(z), z2A′(z2), . . .)
.
MARKED SYMM PARTITION(A, k, z) is a random generator over the tuples (`, n1, . . . , nk) of non-negative integers
such that ` +
k∑
i=1
ini = k and ` ≥ 2, for the distribution
P[(`, n1, . . . , nk)] =
z`A′(z`)(A(z))n1 (A(z2))n2 · · · (A(zk))nk · [t`sn11 sn22 · · · snkk ]ZSet
k
(s1, s2, . . . ; t1, t2, . . .)
Z
Set
k
(A(z),A(z2), . . . ; zA′(z), z2A′(z2), . . .)
.
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Γ(Set

k }A)(z):
(`, n1, . . . , nk)← MARKED PARTITION(A, k, z)
S ← null
for i from 1 to k do
for j from 1 to ni do
γ ← ΓA(zi)
Add i copies of γ to S
end for
end for
(γ, c)← ΓA  (z`)
Add ` copies of (γ, c) to S
Let c′ be the cycle obtained by composing the ` copies of c
return (S, c)
Figure 39. Boltzmann sampler for Set

k }A.
Γ(Setk }A)(z):
(`, n1, . . . , nk)← MARKED SYMM PARTITION(A, k, z)
S ← null
for i from 1 to k do
for j from 1 to ni do
γ ← ΓA(zi)
Add i copies of γ to S
end for
end for
(γ, c)← ΓA  (z`)
Add ` copies of (γ, c) to S
Let c′ be the cycle obtained by composing the ` copies of c
return (S, c)
Figure 40. Boltzmann sampler for Setk }A.
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We then apply these rules to build Boltzmann samplers for S, S

, and T

, which are shown in
Figures 41, 42, and 43. By Corollary 4.11, running ΓT

(z) and forgetting the marked cycle provides
an unbiased sampler for the class T of unlabeled, unrooted, non-plane 2-3 trees.
We use Z to denote a node, Z• to denote a node with a marked singleton cycle, A = (B1, . . . ,Bk)
to denote that B1, . . . ,Bk are neighbors of A, and e(A, B) to denote that A and B are connected by
an edge. Also for the sake of simplicity, we let
DRAW(α1, . . . , αk)
be a random generator that draws each integer 1 ≤ i ≤ k with probability
αi
α1 + . . .+ αk
.
ΓS(z):
i← DRAW
(
z,
1
2
zS(z)2,
1
2
zS(z2),
1
6
zS(z)3,
1
2
zS(z)S(z2),
1
3
zS(z3)
)
switch i
case 1
return Z
case 2
return Z(ΓS(z),ΓS(z))
case 3
γ ← ΓS(z2)
return Z(γ, γ)
case 4
return Z(ΓS(z),ΓS(z),ΓS(z))
case 5
γ ← ΓS(z2)
return Z(ΓS(z), γ, γ)
case 6
γ ← ΓS(z3)
return Z(γ, γ, γ)
Figure 41. Boltzmann sampler for S.
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ΓS

(z):
i← DRAW
(
z,
1
2
zS(z)2,
1
2
zS(z2),
1
6
zS(z)3,
1
2
zS(z)S(z2),
1
3
zS(z3), z2S′(z)S(z),
z3S′(z2),
1
2
z2S′(z)S(z)2,
1
2
z2S′(z)S(z2), z3S′(z2)S(z), z4S′(z3)
)
switch i
case 1
return Z•
case 2
return Z•(ΓS(z),ΓS(z))
case 3
γ ← ΓS(z2)
return Z•(γ, γ)
case 4
return Z•(ΓS(z),ΓS(z),ΓS(z))
case 5
γ ← ΓS(z2)
return Z•(ΓS(z), γ, γ)
case 6
γ ← ΓS(z3)
return Z•(γ, γ, γ)
case 7
return Z(ΓS

(z),ΓS(z))
case 8
γ ← ΓS  (z2)
return Z(γ, γ), with the cycles on the two copies of γ composed
case 9
return Z(ΓS

(z),ΓS(z),ΓS(z))
case 10
γ ← ΓS(z2)
return Z(ΓS

(z), γ, γ)
case 11
γ ← ΓS  (z2)
return Z(γ, γ,ΓS(z)), with the cycles on the two copies of γ composed
case 12
γ ← ΓS  (z3)
return Z(γ, γ, γ), with the cycles on the three copies of γ composed
Figure 42. Boltzmann sampler for S

.
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ΓT

(z):
i← DRAW
(
zS(z),
1
6
zS(z)3,
1
2
zS(z)S(z2),
1
3
zS(z3),
1
24
zS(z)4,
1
4
zS(z)2S(z2),
1
8
zS(z2)2,
1
3
zS(z)S(z3),
1
4
zS(z4), z3S′(z2)S(z), z4S′(z3),
1
2
z3S′(z2)S(z)2,
1
2
z3S′(z2)S(z2), z4S′(z3)S(z), z5S′(z4), z2S′(z2)
)
switch i
case 1
return Z•(ΓS(z))
case 2
return Z•(ΓS(z),ΓS(z),ΓS(z))
case 3
γ ← ΓS(z2)
return Z•(ΓS(z), γ, γ)
case 4
γ ← ΓS(z3)
return Z•(γ, γ, γ)
case 5
return Z•(ΓS(z),ΓS(z),ΓS(z),ΓS(z))
case 6
γ ← ΓS(z2)
return Z•(ΓS(z),ΓS(z), γ, γ)
case 7
γ ← ΓS(z2)
ζ ← ΓS(z2)
return Z•(γ, γ, ζ, ζ)
case 8
γ ← ΓS(z3)
return Z•(ΓS(z), γ, γ, γ)
case 9
γ ← ΓS(z4)
return Z•(γ, γ, γ, γ)
case 10
γ ← ΓS  (z2)
return Z(γ, γ,ΓS(z)), with the cycles on the two copies of γ composed
case 11
γ ← ΓS  (z3)
return Z(γ, γ, γ), with the cycles on the three copies of γ composed
case 12
γ ← ΓS  (z2)
return Z(γ, γ,ΓS(z),ΓS(z)), with the cycles on the two copies of γ composed
case 13
γ ← ΓS  (z2)
ζ ← ΓS(z2)
return Z(γ, γ, ζ, ζ), with the cycles on the two copies of γ composed
case 14
γ ← ΓS  (z3)
return Z(γ, γ, γ,ΓS(z)), with the cycles on the three copies of γ composed
case 15
γ ← ΓS  (z4)
return Z(γ, γ, γ, γ), with the cycles on the four copies of γ composed
case 16
γ ← ΓS  (z2)
return e(γ, γ), with the cycles on the two copies of γ composed
Figure 43. Boltzmann sampler for T

.
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