Gene recognition is one of the most important problems in computational molecular biology. Previous attempts to solve this problem were based on statistics, and applications of combinatorial methods for gene recognition were almost unexplored. Recent advances in large-scale cDNA sequencing open a way toward a new approach to gene recognition that uses previously sequenced genes as a clue for recognition of newly sequenced genes. This paper describes a spliced alignment algorithm and software tool that explores all possible exon assemblies in polynomial time and finds the multiexon structure with the best fit to a related protein.
The complexity of gene organization in eukaryotes and combinatorial possibilities for exon assembly lead to the problem of prediction of proteins encoded in genomic DNA, which has been extensively studied in the last 15 years. Gene prediction started as analyses of codon usage (1) and functional sites (2) . However, these approaches could not deal with eukaryotic genes, and integrated algorithms were developed that combined information about codon usage and splicing sites (3) (4) (5) (6) (7) (8) (9) . These algorithms proved to be useful for gene prediction via construction of oligonucleotide probes for screening of cDNA libraries (10) (for reviews of statistical approaches for gene recognition, see refs. 11 and 12) . However, reliable prediction of complex exon assemblies is still unattainable and, unless some major breakthrough is reached in understanding the mechanism of splicing, it is unlikely that the performance of algorithms relying on statistical information can be significantly improved. Currently, the correlation between predicted and actual genes is around 70% with just 40-50% exons predicted correctly even for the best gene recognition programs (13) .
In this paper, we propose a new combinatorial approach to the exon assembly problem, which uses related proteins to derive the correct exon-intron structure. Instead of using poorly understood statistical properties of exons, the method attempts to solve a combinatorial puzzle: to find a set of blocks in a genomic sequence whose concatenation (splicing) fits one of the known proteins. Fig. la illustrates the spliced alignment problem for the following "genomic" sequence:
It was brilliant thrilling morning and the slimy hellish lithe doves gyrated and gambled nimbly in the waves whose different blocks make up the famous Lewis Carroll line (35): 't was brillig, and the slithy toves did gyre and gimble in the wabe.
Our approach is based on the following idea. Given a genomic sequence, we first find a set of candidate blocks that contains all true exons. This can be done by selecting all blocks between potential acceptor and donor sites (i.e., between AG and GU dinucleotides) with furtherfiltering of this set (in a way that does not lose the actual exons). The resulting set of blocks, of course, can contain many false exons and currently it is impossible to distinguish all actual exons from this set by a statistical procedure. Instead of trying to find the actual exons, we explore all possible block assemblies and find an assembly with the highest similarity score to a known target protein. The number of different block assemblies is huge, but the spliced alignment algorithm, which is the key ingredient of our method, scans all of them in polynomial time.
After the optimal block assembly is found, our hope is that it represents the correct exon-intron structure. The main result of the paper is that this is almost guaranteed if a protein sufficiently similar to the one encoded in the analyzed fragment is available. On our test data, the algorithm correctly assembles exons in 87% of the human genes provided that a homologous nonprimate mammalian protein is known. The remaining discrepancies are minor, and the correlation between the predicted and actual genes is 99%. Moreover, some seeming errors were caused by unannotated alternative splicing. The method also performs successful gene recognition with more evolutionary distant target proteins; for vertebrate nonmammalian targets, the correlation between the predicted and actual genes was 90%. Tests on simulated data demonstrate that almost perfect predictions (close to 100% correlation with the actual genes) can be obtained from targets with distances up to 100 accepted point mutations (PAM) (40% similarity), whereas predictions at 160 PAM (25% similarity) are still reliable (95% correlation), and those at 240 PAM (15% similarity) are useful (75% correlation).
The idea of a similarity-based approach to gene detection was first stated in ref. 14. Indeed, the number of already known genes is so high that many newly sequenced genes have a previously known relative. It is becoming clear that sequencing of the complete pool of human mRNAs (15) will significantly increase the proportion of genes with a relative in the data bases. Thus, information about homologous proteins can be used not only for gene detection, but for detailed prediction of the exon-intron structure as well. However, the computational complexity of exploring all exon assemblies on the top of sequence alignment algorithms is rather high and until very recently there were no methods addressing this problem. Although the predicted genes are routinely submitted to similarity searches (16) , such procedures are pointless if the exon-intron structure is predicted incorrectly. Recently, P. Green (personal communication), Snyder and Stormo (17) , Searls and Murphy (18) , and Knecht (19) (13) indicates that even naive similarity analysis significantly improves the performance of gene recognition algorithms. However, the previously proposed similarity-based approaches are unable to find an exon assembly with the guaranteed best fit to a homologous protein. Our method finds such an assembly, thus achieving almost perfect predictions in the case a homologous protein is available. We emphasize another important difference between our approach and other combinatorial algorithms for exon assembly (6, 7, 20) . These algorithms score the potential exons at the preprocessing step. The spliced alignment algorithm avoids assignment of similarity scores to the blocks thus achieving accurate resolution of exon endpoints (see below).
SPLICED ALIGNMENT PROBLEM
We start with the formal statement of the spliced alignment problem. Let We denote the concatenation of strings from the chain F by F* = B1 *B2* ... *Bp. Given two strings G and T, s(G,T) denotes the score of the optimal alignment between G and T (21).
Let G = gi . . . gn be a string called genomic sequence, T = ti ... tm be a string called target sequence and J = {B1, . . . Bb} be a set of substrings of G called blocks. Given G, T, and 2, the spliced alignment problem is to find a chain F of strings from h such that the score s(F*,T) of the alignment between concatenation of these strings and the target sequence is maximum among all chains of blocks from A.
A naive two-stage approach to the spliced alignment problem consists of detecting all relatively high similarities between each block and the target sequence followed by the construction of an optimal subset of compatible similar fragments by sparse dynamic programming (22, 23) . This two-stage approach is hardly suitable for exon assembly because the number of blocks is typically very high and the endpoints of the similarity domains are not well-defined. See ref. 24 for other intrinsic shortcomings of the two-stage approach to similarity search. These shortcomings are avoided in a space-and time-efficient algorithm described -below.
We reduce the exon assembly problem to the search of a path in some (unweighted) graph. Vertices in this graph correspond to the blocks, arcs correspond to potential transitions between blocks, and the path weight is defined as the weight of the optimal alignment between the concatenated blocks of this path and the target sequence.
For the sake of simplicity, we consider sequence alignment with linear gap penalties and define Amatch, Amismatch, and Aindel scores as usual (21) 
After computing the three-dimensional table S(ij,k), the score of the optimal spliced alignment can be found as max S(last(k), m, k). genomic sequences are rather large, the standard dynamic programming in this case is prohibitively time-and spaceconsuming. We take into account the specifics of the exon 9062
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assembly problem and modify the graph thus reducing time and space complexity. The spliced alignment problem also can be formulated as a network alignment problem (25) . In this formulation, each block Bk corresponds to a path of length size(k) between vertices first(k) and last(k) and paths corresponding to blocks Bk and B, are joined by an edge (last(k)first(t)) if Bk < B, (Fig. lb). The network alignment problem is to find a path in the network with the best alignment to the target sequence. The number of edges in the corresponding network is O(nc + b2) and, therefore, the network alignment algorithm (25) Below we make equivalent transformations of the described network which lead to the reduction in time and space. Define
Then Eq. 1 can be rewritten as
where P(i, j) = max
The network corresponding to Eqs. 2 and 3 has O(nc + b) edges (Fig. lc) , thus leading to a O(mnc + mb) spliced alignment algorithm. Below we modify the spliced alignment algorithm to reduce the time and space requirements even further.
Define BL(i, j, 1) for i -1 as the optimal score of the spliced alignment for the block system ' (i)U{Bk: last(k) = l} (i.e., for blocks ending exactly at position 1 or before position i) first(k) < first(t). Let A space-efficient version of the spliced alignment algorithm, which will be described in detail elsewhere, uses the technique from ref. 27 .
We distinguish between several modes of block generation. The simplest mode is that we consider all blocks (exons) generated by a set of potential splicing sites generated by GU (donor site) and AG (acceptor site) dinucleotides (site mode). An algorithmically more complicated situation arises if candidate exons generated by pairs of potential acceptor and donor sites are subject to some filtering procedure (exon mode). Finally, a preliminary exon assembly procedure can be used to generate a set of potential exons and introns (exonl intron mode). Depending on the mode, the algorithms for the spliced alignment problem differ in time and space requirements. Above we concentrated on the exon mode because this mode adequately captures the combinatorics of exon assembly.
The above recurrencies depend on three parameters: genomic sequence parameter i, target sequence parameter j, and block parameter k/l. In the site mode, the number of parameters can be reduced to two by eliminating the block parameter. A straightforward modification of recurrencies (Eqs. 2 and 3) leads to an O(nm) spliced alignment algorithm, thus significantly reducing the running time in the site mode as compared with the block mode. However, the use of the site mode decreases the quality of recognition (see below).
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ples of 1 PAM amino acid substitution matrix (31) . We also setting suggested by the random simulations) are presented in modeled insertions and deletions, allowing 1 gap per 100 Tables 1 and 2 . For mammalian target proteins, the predicted amino acid positions per 1 PAM with the probability 3%. The exon-intron structure perfectly or almost perfectly fits the length of an individual gap ranged from 1 to 5 nt with uniform correct structure in all but one case ( Table 1 ). The discrepprobability in rough agreement with the gap-length distribuancies with the data base gene structure descriptions have been tion in protein alignments (32) . The evolutionary time changed observed in 7 out of 47 fragments (in two more cases the in the interval up to 300 PAM with the increment of 5 PAM, program detected database annotation errors, see Table 1 ). In and for each gene five independent runs of the mutation two cases, our predictions corresponded to experimentally process were performed at each step with subsequent use of proven alternative splicing events [donor site in HUMGARE the mutated proteins as the targets. (33) and acceptor site in HUMPLPSPC (34) distance. Plots, the ratio of the similarity score when the genomic sequence is aligned against the encoded protein and the score of the optimal alignment of the genomic and target sequences (Sim), correlation coefficient (CC), overlap (OQ), overprediction (OV), and underprediction (UN).
with errors in the corresponding data base entries and two sequences having no relatives found by BLAST. We retained a gene having GC instead of GU in a donor site and two more genes with overfiltered exons. The program produced CC = 97%, OQ = 95%, OV= 1%, and UN = 4%.
DISCUSSION
Currently, a newly sequenced human gene has a good chance for having an already known relative and it is clear that progress in large-scale sequencing projects will soon make this chance significantly higher. Therefore, the trend in gene prediction will likely be shifting from statistics-based approaches to similarity-based algorithms. Although similarity search was successfully applied to gene detection in the past, the potential of similarity search for gene prediction remained largely unexplored. The spliced alignment algorithm described in this paper resolves the combinatorial problems associated with the analysis of an enormously large number of candidate exon assemblies.
Results of the tests both on real and simulated data demonstrated that the spliced alignment algorithm significantly outperforms the conventional gene recognition methods if even a distantly related protein is available. The method is sufficiently robust to increase of evolutionary distance between the analyzed gene and the target protein. However, the current version of the algorithm is only the first step toward applications of similarity analysis for gene recognition. Our study identified a number of new open problems.
If a target protein has only a local similarity to the analyzed gene, the spliced alignment algorithm might miss some exons. This observation raises a problem of devising a local spliced alignment algorithm and new data base search techniques for gene recognition. Another important challenge is to use the fastly growing cDNA data and to account for partially sequenced genes, sequencing errors, frameshifts, untranslated 5'-leading and 3'-trailing sequences, etc. Finally, there are several open combinatorial problems, the solution of which would improve the performance of the spliced alignment algorithms. These are spliced alignment with multiple targets, suboptimal spliced alignment, and spliced alignment of genomic sequences with genomic (as opposed to protein) targets.
The spliced alignment algorithm is already a powerful and flexible tool for gene recognition if a related protein is known. With the fast growth of DNA sequencing efforts, it promises to be a method of choice in the future.
