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Regresija z Gaussovimi procesi
Povzetek
V delu je predstavljena regresija z Gaussovimi procesi iz vidika uteženega prostora
in s pogledom iz prostora funkcij. Ponovljenih je nekaj osnov Bayesove statistike in
lastnosti normalne porazdelitve. Za namene modeliranja in strojnega učenja je pred-
stavljena tudi teorija učenja modela. Ker so z Gaussovimi procesi tesno povezane
kovariančne funkcije, je predstavljenih nekaj najpogosteǰsih kovariančnih funkcij. V
empiričnem delu naloge sta opisana Pythonova knjižnica za strojno učenje Scikit-
learn in primer regresije z Gaussovimi procesi na rezultatih nacionalnega preverjanja
znanja za osnovnošolce iz leta 2019.
Gaussian process regression
Abstract
The thesis presents the Gaussian process regression from the weight space view
and the function space view. It examines some of Bayesian statistics and normal
distribution properties. For modeling and machine learning purposes the model
learning theory is also presented. Since covariance functions are tightly connected
to the Gaussian process the thesis contains a presentation of the most frequent
covariance functions. The empirical part of the thesis includes a description of
Python’s Scikit-learn machine learning library as well as an example of the Gaussian
process regression based on the results of the 2019 national assessment of elementary
school students in Slovenia.
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1. Uvod
Strojno učenje je veja umetne inteligence, ki se uporablja za analizo podatkov in
odkrivanje zakonitosti v podatkovnih bazah. Osnovi princip strojnega učenja je mo-
deliranje pojavov iz podatkov, rezultat učenja pa so lahko pravila, funkcije, relacije,
sistemi enačb, verjetnostna porazdelitev ipd. V diplomski nalogi se bom ukvarjala
z modeliranjem z Gaussovimi procesi ali kraǰse GP. Model GP je neparametričen,
kar pomeni, da neznanega sistema ne poskuša opisati s prilagajanjem parametrov
baznih funkcij, ki sestavljajo model. Sestavljen je iz vhodno-izhodnih podatkov,
ki opisujejo obnašanje opisovanega sistema in jih model uporablja za napovedova-
nje ter iz kovariančne funkcije, ki pove, v kakšni medsebojni odvisnosti so podatki.
Izhod GP modela je verjetnostna porazdelitev v obliki Gaussove porazdelitve, pri
čemer je srednja vrednost najbolj verjetna vrednost izhoda, varianco pa interpreti-
ramo kot zaupanje v to napoved. Glede na karakteristiko izhoda razlikujemo med
klasifikacijskimi problemi (kjer je izhod diskreten) in regresijskimi problemi (kjer
imamo zvezen izhod, največkrat je to neka funkcija). V splošnem označimo vhod
kot x in izhod kot y. Vhod predstavimo kot vektor x, saj imamo po navadi več
vhodnih spremenljivk. Izhod, ki mu pravimo tudi ciljna spremenljivka, y, je lahko
zvezen (primer regresije), lahko pa diskreten (klasifikacija). Imamo množico podat-
kov (dataset) D = {(xi, yi)|i = 1, . . . , n}. S temi vhodnimi podatki x želimo ustvariti
napoved za nove vhodne podatke x∗, ki niso bili v učni množici.
2. Osnovni pojmi in osnove Bayesove statistike
Definicija 2.1. Fiksirajmo dogodek B ∈ F , kjer je F σ–algebra na verjetnostnem
prostoru (Ω,F , P ). Naj velja P (B) > 0. Potem je pogojna verjetnost dogodka A
pri pogoju B enaka
P (A|B) = P (A ∩B)
P (B)
.
Sedaj imejmo poskus, ki ga opravimo v dveh korakih. V prvem koraku se zgodi na-
tanko eden od paroma (končno ali števno mnogo) nezdružljivih dogodkov H1, H2, . . .
V drugem koraku nas zanima dogodek A. Ker je {H1, H2, . . .} popoln sistem dogod-
kov, je
A = A ∩ (
⋃
i
Hi) =
⋃
i
(A ∩Hi).
Zaradi števne oz. končne aditivnosti verjetnosti sledi
P (A) = P (
⋃
i
(A ∩Hi)) =
∑
i
P (A ∩Hi) =
∑
i
P (Hi) · P (A|Hi),
kjer smo na zadnjem koraku upoštevali definicijo pogojne verjetnosti.
Spomnimo se še Bayesove formule P (Hk|A) = P (A∩Hk)P (A) =
P (Hk)·P (A|Hk)∑
i
P (Hi)·P (A|Hi) .
Opomba 2.2. V Bayesovi statistiki se P (Hk|A) imenujejo posteriorne verjetno-
sti, verjetnosti P (Hk) pa apriorne. Na Bayesovi formuli temelji cela veja statistike,
ki ji pravimo Bayesova statistika. Ta se razlikuje od klasične inferenčne statistike po
tem, da potrebuje apriorne verjetnosti za tisto, kar nas zanima. Klasična statistika
ne privzema nikakršnih apriornih verjetnosti, zato pa so tudi njeni rezultati šibkeǰse
narave. [6, Raič, 2008]
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Definicija 2.3. FX(x) = P (X 6 x) je (kumulativna) porazdelitvena funkcija
slučajne spremenljivke X. Če je spremenljivka X zvezna, potem obstaja funkcija
fX(x), da je
FX(x) =
∫ x
−∞
fX(t)dt.
Funkcija fX(x) je v tem primeru gostota slučajne spremenljivke X.
Definicija 2.4. Naj bo X slučajna spremenljivka, B ⊆ R Borelova množica (npr.
interval) in x ∈ R. Pogojna verjetnost je enaka P (y ∈ B|X = x) = limh→0 P (y ∈
B|X ∈ (x− h, x+ h)), če ta limita obstaja.
Trditev 2.5. Naj ima vektor (X, Y ) zvezno gostoto f(X,Y ) in naj za vsako gostoto
fX velja, da je fX zvezna pri x in fX(x) > 0. Tedaj je
P (Y ∈ B|X = x) = 1
fX(x)
∫
B
f(X,Y )(x, y)dy
za vsako Borelovo množico B ⊂ R.
Dokaz
P (Y ∈ B|X ∈ (x− h, x+ h)) = P ({Y ∈ B} ∩ {X ∈ (x− h, x+ h)})
P (X ∈ (x− h, x+ h))
=
∫
(x−h,x+h)×B f(X,Y )(u, v)du dv∫ x+h
x−h fX(u)du
=
∫
B
∫
(x−h,x+h) f(X,Y )(u, v)du dv ·
1
2h∫ x+h
x−h fX(u)du ·
1
2h
=
∫
B
1
2h
∫
(x−h,x+h) f(X,Y )(u, v)du dv
1
2h
∫ x+h
x−h fX(u)du.
(1)
Iz osnovnega izreka analize sledi, da je
lim
h→0
P (Y ∈ B|X ∈ (x− h, x+ h)) = 1
fX(x)
∫
B
f(X,Y )(x, y)dy. 
Posledica 2.6. Verjetnosti P (Y ∈ B|X = x) definirajo porazdelitev z zvezno gostoto
enako
f(Y |X)(y|x) =
f(X,Y )(x, y)
fX(x)
.
3. Normalna in večrazsežna normalna porazdelitev
Definicija 3.1. Slučajna spremenljivka X je porazdeljena normalno (Gaussovo) s
povprečjem µ in varianco σ2, če je njena verjetnostna gostota enaka
p(x) =
1
σ
√
2π
e−(x−µ)
2/2σ2 .
Označimo X ∼ N(µ, σ2). Na sliki spodaj vidimo primere funkcij gostot za različne
parametre µ in σ2.
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Slika 1. Normalna porazdelitev
Definicija 3.2. Slučajni vektor X = (X1, X2, . . . , Xn) ima večrazsežno normalno
porazdelitev s povprečjem (matematičnim upanjem) µ ∈ Rn in kovariančno matriko
Σ ∈ Rn×n, ki je pozitivno definitna, če je njegova funkcija gostote enaka:
p(x;µ,Σ) =
1
(2π)n/2 · |Σ1/2|
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
.
Pǐsemo X ∼ N(µ,Σ).
Izrek 3.3. Lastnosti normalne porazdelitve Naj bosta Y in Z neodvisna
slučajna vektorja, za katera velja Y ∼ N(µ1,Σ1) in Z ∼ N(µ2,Σ2). Potem velja
Y + Z ∼ N(µ1 + µ2,Σ1 + Σ2).
Dokaz Spomnimo se, da je normalna porazdelitev popolnoma definirana z mate-
matičnim upanjem in kovariančno matriko. Velja
(2) E(Y + Z) = E(Y ) + E(Z) = µ1 + µ2,
kjer smo v (2) uporabili lastnost linearnosti matematičnega upanja neodvisnih spre-
menljivk.
Izračunamo še (i, j)-ti člen kovariančne matrike:
E[(yi + zi)(yj + zj)]− E[yi + zi]E[yj + zj]
= E[yiyj + ziyj + yizj + zizj]− (E[yi] + E[zi])(E[yj] + E[zj])
= E[yiyj] + E[ziyj] + E[yizj] + E[zizj]
− E[yi]E[yj]− E[zi]E[yj]− E[yi]E[zj]− E[zi][zj]
= (E[yiyj]− E[yi]E[yj]) + (E[zizj]− E[zi]E[zj])
+ (E[ziyj]− E[zi]E[yj]) + (E[yizj]− E[yi]E[zj]).
(3)
Uporabimo dejstvo, da sta Y in Z neodvisna in zato velja: E[ziyj] = E[zi]E[yj] in
E[yizj] = E[yi]E[zj]. Torej sta zadnja člena v (3) enaka 0 in dobimo
E[(yi + zi)(yj + zj)]− E[yi + zi]E[yj + zj]
= (E[yiyj]− E[yi]E[yj]) + (E[zizj]− E[zi]E[zj])
= Σ1ij + Σ
2
ij.
(4)
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Na podlagi tega lahko zaključimo, da je kovariančna matrika slučajnega vektorja
Y + Z enaka Σ1 + Σ2. 
Lema 3.4. Naj bo A simetrična nesingularna matrika. Potem velja
1
2
zTAz + bT z + c =
1
2
(z + A−1b)TA(z + A−1b) + c− 1
2
bTA−1b.
[1, Chuong, 2008]
Izrek 3.5. Naj bo
[
xA
xB
]
∼ N(
[
µA
µB
]
,
[
ΣAA,ΣAB
ΣAB,ΣBB
]
), kjer xA ∈ Rm, xB ∈ Rn in pred-
postavimo, da se dimenzije vektorjev matematičnega upanja in kovariančne matrike
ujemajo. Potem sta robni gostoti
p(xA) =
∫
xB∈Rn
p(xA, xB;µ,Σ)dxB,
p(xB) =
∫
xA∈Rm
p(xA, xB;µ,Σ)dxA
porazdeljeni normalno, in sicer:
xA ∼ N(µA,ΣAA),
xB ∼ N(µB,ΣBB).
Dokaz Direktno izračunamo funkcijo gostote za xA.
p(xA) =
∫
xB∈Rn
p(xA, xB;µ,Σ)dxB
=
1
(2π)
m+n
2 |Σ|1/2
∫
xB∈Rn
exp(−1
2
[
xA − µA
xB − µB
]T [
ΣAA ΣAB
ΣAB ΣBB
]−1 [
xA − µA
xB − µB
]
)dxB.
(5)
Naj bo
V =
[
VAA VAB
VAB VBB
]
= Σ−1.
Potem je
p(xA) =
1
Z
∫
xB∈Rn
exp(−(1
2
(xA − µA)TVAA(xA − µA) +
1
2
(xA − µA)TVAB(xB − µB)
+
1
2
(xB − µB)TVBA(xA − µA) +
1
2
(xB − µB)TVBB(xB − µB)))dxB,
(6)
kjer je Z konstanta, neodvisna od xA ali xB.
Uporabimo lemo 3.4. Naj bodo
z = xB − µB
A = VBB
b = VBA(xA − µA)
c =
1
2
(xA − µA)TVAA(xA − µA).
Potem lahko integral zapǐsemo kot:
9
p(xA) =
1
Z
∫
xB∈Rn
exp(−(1
2
(xB − µB + V −1BBVBA(xA − µA))
TVBB
(xB − µB + V −1BBVBA(xA − µA)) +
1
2
(xA − µA)TVAA(xA − µA)
− 1
2
(xA − µA)TVABV −1BBVBA(xA − µA))) dxB.
(7)
Izpostavimo člene, ki ne vsebujejo xB
p(xA) = exp(−
1
2
(xA − µA)TVAA(xA − µA) +
1
2
(xA − µA)TVABV −1BBVBA(xA − µA)))
1
Z
∫
xB∈Rn
exp(−(1
2
(xB − µB + V −1BBVBA(xA − µA))
TVBB(xB − µB
+ V −1BBVBA(xA − µA)) dxB.
(8)
Upoštevamo dejstvo, da je integral gostote slučajne spremenljivke X s povprečjem
µ in kovariančno matriko Σ enak 1. S tem dobimo
p(xA) =
1
Z
(2π)n/2 · exp(−1
2
(xA − µA)T (VAA − VABV −1BBVBA)(xA − µA)).
Dobimo funkcijo gostote slučajne spremenljivke, ki je očitno porazdeljena normalno
N(µA, (VAA − VABV −1BBVBA)−1).
Upoštevamo formulo
[
ΣAA ΣAB
ΣBA ΣBB
]
=
[
VAA VAB
VBA VBB
]−1
=
[
(VAA − VABV −1BBVBA)−1 − (VAA − VABV
−1
BBVBA)
−1VABV
−1
BB
−V −1BBVBA(VAA − VABV
−1
BBVBA)
−1 (VBB − VBAV −1AAVAB)−1
]
(9)
Vidimo, da je ΣAA = (VAA − VABV −1BBVBA)−1, kar pomeni, da je xA ∼ N(µA,ΣAA).
Podobno dokažemo še formulo za xB.  [1, Chuong, 2008]
4. Gaussovi procesi
Definicija 4.1. Slučajni proces je zaporedje slučajnih spremenljivk (Xt)t≥0.
Definicija 4.2. Slučajni proces (Xt)t∈T je Gaussov, če je za katerokoli končno pod-
množico F ⊂ T slučajni vektor XF := (Xt)t∈F (večrazsežno) normalno porazdeljen.
Opomba 4.3. Slučajni proces je Gaussov, če je za vsak vektor neodvisnih spre-
menljivk x vrednost funkcije f(x) pri primernih predpostavkah za f porazdeljena
po normalni (Gaussovi) porazdelitvi. V diplomskem delu predpostavimo, da je f
primerna funkcija.
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5. Regresija
Za interpretacijo regresije z Gaussovimi procesi (GP) obstaja več načinov. Ga-
ussove procese si lahko predstavljamo kot definiranje porazdelitev za funkcije, kjer
inferenca poteka direktno v prostoru funkcij. Ta način razlage je zelo privlačen, ven-
dar težje razumljiv, zato se najprej osredotočimo na pristop v uteženem prostoru
(ang. weight-space view).
5.1. Standarni linearni model. Naj bo X Gaussov proces. Za lažje razumeva-
nje si najprej poglejmo Bayesovo analizo standarnega linearnega modela regresije z
Gaussovim šumom
f(x) = xTw, y = f(x) + ε,
kjer je x vhodni vektor, w je vektor uteži (parametrov) linearnega modela, f je
funkcija in y opazovana izhodna (ciljna) vrednost. Predpostavimo, da je šum ε
neodvisno od f(x) normalno porazdeljen s povprečjem 0 in varianco σ2n.
ε ∼ N (0, σ2n).
Predpostavka o šumu skupaj z modelom pripelje do verjetja, pogojenega na učno
množico.
p(y|X,w) =
n∏
i=1
p(yi|xi, w) =
n∏
i=1
1√
2πσn
exp(−(yi − x
T
i w)
2
2σ2n
)
=
1
(2πσ2n)
n/2
exp(− 1
2σ2n
|y −XTw|2) ∼ N (XTw, σ2nI).
(10)
V Bayesovem formalizmu moramo določiti predhodne parametre, ki izražajo naša
predhodna (apriorna) prepričanja o parametrih, preden pogledamo opažanja. Pred-
postavimo, da so uteži porazdeljene normalno, s povprečno vrednostjo 0 in pozitivno
definitno kovariančno matriko Σp :
(11) w ∼ N (0,Σp).
Sklepanje v Bayesovem linearnem modelu temelji na posteriorni porazdelitvi nad
utežmi, izračunanimi po Bayesovem pravilu,
(12) posterior =
verjetje · aprior
robno verjetje
, p(w|y,X) = p(y|X,w) · p(w)
p(y|X)
.
Robno verjetje je neodvisno od uteži in podano kot
(13) p(y|X) =
∫
p(y|X,w)p(w)dw.
Posteriorna porazdelitev iz enačbe 12 združi verjetje in apriorno porazdelitev ter
zavzame vse, kar vemo o parametrih. [8, Rasmussen, 2006, str. 9]
Definicija 5.1. Funkcija f je sorazmerna g, če je f(x) = k · g(x) za poljubno kon-
stanto k, neodvisno od x. Označimo f ∝ g.
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Če v enačbo 12 vstavimo enačbi 10 in 11, dobimo:
p(w|X, y) ∝ exp(− 1
2 · σ2n
(y −XTw)T(y −XTw)) · exp(−1
2
wTΣ−1p w)
∝ exp(−1
2
(w − w∗)T( 1
σ2n
XXT + Σ−1p )(w − w∗)),
(14)
kjer je w∗ = σ−2n (σ
−2
n XX
T+Σ−1p )
−1Xy. Tako opazimo, da je p(w|X, y) porazdeljena
normalno s povprečjem w∗ in kovariančno matriko A−1, kjer A = σ−2n XX
T + Σ−1p .
Zapǐsemo torej:
(15) p(w|X, y) ∼ N (w∗, A−1).
Da bi naredili napovedi za testni primer, povprečimo vse možne vrednosti parametra,
utežene z njihovo posteriorno verjetnostjo. Tako dobimo napovedno porazdelitev za
f ∗ pri danem x∗.
p(f ∗|x∗, X, y) =
∫
p(f ∗|x∗, w) · p(w|X, y)dw
∼ N ( 1
σ2n
(x∗)TA−1Xy, (x∗)TA−1x∗).
(16)
[8, Rasmussen, 2006, str. 11]
5.2. Pogled iz prostora funkcij. Popolnoma identične rezultate kot v preǰsnjem
podpoglavju dobimo, če na problem pogledamo direktno v prostoru funkcij. Ga-
ussov proces je popolnoma določen s funkcijo povprečja in kovariančno funkcijo [8,
Rasmussen, 2006, str. 13]. Funkcijo povprečja m(x) in kovariančno funkcijo k(x, x′)
realnega procesa f(x) definiramo kot:
m(x) = E[f(x)],
k(x, x′) = E[(f(x)−m(x))(f(x′)−m(x′))].
(17)
Gaussov proces pa označimo kot:
(18) f(x) ∼ GP (m(x), k(x, x′)).
Opomba 5.2. Po navadi zaradi poenostavitve privzamemo, da je funkcija povprečja
enaka 0.
Posledica 5.3. Če GP določa (y1, y2) ∼ N (µ,Σ), potem enolično določa tudi
y1 ∼ N (µ1,Σ11), kjer je Σ11 pripadajoča podmatrika matrike Σ.
Dokaz Lastnost sledi iz izreka 3.5. 
Opomba 5.4. Gaussov proces je definiran kot nabor slučajnih spremenljivk. S
pomočjo posledice 5.3 ugotovimo, da zmanǰsanje množice ne spremeni porazdelitve,
kar postane uporabno, ker nam zaradi te lastnosti ni potrebno delati na neskončnem
prostoru. [8, Rasmussen, 2006, str. 13]
V nadaljevanju bomo ugotovili, da je izbira kovariančne funkcije zelo pomembna,
vendar bomo zaradi bolǰse predstave v tem poglavju kot primer vzeli eksponentno
kovariančno funkcijo. Kovariančna funkcija določa kovarianco med paroma slučajnih
spremenljivk
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(19) cov(f(xp), f(xq)) = k((xp, xq) = exp(−
1
2
|xp − xq|2).
Specifikacija kovariančne funkcije določa porazdelitev funkcij. Izberemo neko
število vhodnih točk X∗ in zapǐsemo pripadajočo kovariančno matriko (uporabimo
enačbo 19). Potem generiramo slučajni normalni vektor z novo kovariančno matriko
(20) f∗ ∼ N (0, K(X∗, X∗))
in narǐsemo generirane vrednosti kot funkcijo vhodnih podatkov.
Generiranje normalnih vzorcev
Spomnimo se izreka:
Izrek 5.5. Matrika A je simetrična pozitivno definitna natanko tedaj, ko obstaja
taka nesingularna spodnje-trikotna matrika V, s pozitivnimi elementi na diagonali,
da je A = LLT. Razcep A = LLT imenujemo razcep Choleskega, L pa faktor
Choleskega. [5, Plestenjak, 2015]
Za ustvarjaje vzorcev x ∼ N (m,K) s poljubnim povprečjem m in kovarianco K
uporabimo t. i. Gaussov generator (ki je na voljo v mnogih programskih okoljih) in
nadaljujemo na naslednji način:
(1) izračunamo razcep Choleskega L pozitivno definitne simetrične kovariančne
matrike K = LLT , kjer je L spodnje-trikotna matrika,
(2) generiramo u ∼ N (0, I),
(3) izračunamo x = m + Lu, ki ima želeno porazdelitev s povprečjem m in
kovarianco K.
Slika 2. Primer 10 naključnih apriornih funkcij iz GP
Običajno nas ne zanimajo naključne apriorne funkcije, ampak želimo vključiti zna-
nje o funkciji, ki ga zagotavljajo vhodni učni podatki. Najprej bomo obravnavali pre-
prost, poseben primer, kjer bodo opazovanja brez šuma, torej {(xi, fi)|i = 1, . . . , n}.
Skupna porazdelitev učnih izhodov f in testnih izhodov f∗ glede na apriorno
znanje je
(21)
[
f
f∗
]
∼ N (0,
[
K(X,X) K(X,X∗)
K(X∗, X) K(X∗, X∗).
]
)
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Če imamo n učnih točk in n∗ testnih točk, je K(X,X∗) n× n∗ matrika kovarianc
vseh parov učnih in testnih točk.
Da dobimo posteriorno porazdelitev funkcij, moramo omejiti skupno apriorno
porazdelitev tako, da bo vsebovala le funkcije, ki se prilegajo oz. vsebujejo opazovane
vhodne točke.
Opomba 5.6. Če bi posteriorne funkcije generirali kar iz apriornih funkcij in potem
odstranjevali tiste, ki se ne prilegajo vhodnim točkam, bi metoda sicer delovala,
vendar bi bila računsko zelo zahtevna.
Izrek 5.7. Če je
[
x
y
]
normalno porazdeljen vektor
(22)
[
x
y
]
∼ N (
[
µx
µy
]
,
[
A C
C> B
]
),
potem sta robna porazdelitev x in pogojna porazdelitev x glede na y enaki
x ∼ N (µx, A)
x|y ∼ N (µx + CB−1(y − µy), A− CB−1C>).
(23)
Dokaz Sledi iz izreka 3.5 in posledice 2.6.
Če upoštevamo izrek 5.7, dobimo porazdelitev posteriornih funkcij
f∗|(X∗, X, f) ∼ N (K(X∗, X)K(X,X)−1f,
K(X∗, X∗)−K(X∗, X)K(X,X)−1K(X,X∗)).
(24)
Vrednosti funkcije f∗ dobimo s pomočjo prej opisanega postopka.
Slika 3. Primer 10 naključnih posteriornih funkcij iz GP
Opomba 5.8. Slika 3 prikazuje rezultate teh izračunov na petih danih točkah
označenih z modrim simbolom +. Izračune se da opraviti tudi na več dimenzio-
nalnih podatkih, vendar je funkcije, ki jih dobimo, težje grafično prikazati.
6. Učenje modela GP
V preǰsnjih poglavjih smo videli, kako posodabljati GP s pomočjo testnih podatkov
(testne množice). To je koristno, če imamo dovolj predhodnih (apriornih) informacij
14
o naboru podatkov (ang. dataset), da lahko samozavestno določimo apriorno mate-
matično upanje (ang. mean) in kovariančne funkcije. Vendar razpoložljivost takšnih
informacij praviloma ni tipična v primerih uporabe strojnega učenja. Da bi bile
tehnike GP v praksi koristne, moramo biti sposobni dobro izbirati med različnimi
srednjimi vrednostmi in kovariančnimi funkcijami glede na vhodne podatke. Ta
postopek Rasmussen in Williams [8] imenujeta učenje modela GP (ang. training
the GP model). Glede na običajno nejasne predhodne informacije, uporabimo hi-
erarhični predhodni/apriorni podatek, kjer sta povprečna in kovariančna funkcija
parametrizirani s hiperparametri.
Primer 6.1. Kot zgled si oglejmo primer:
f ∼ GP (m, k),
m(x) = ax2 + bx+ c, in k(x, x′) = σ2yexp(−
(x− x′)2
2l2
) + σ2nδxx′ ,
kjer smo uvedli hiperparametre H = {a, b, c, σn, σy, l}.
Namen hierarhične specifikacije je lažja določitev apriornih informacij. V zgor-
njem primeru smo določili, da je funkcija blizu polinoma druge stopnje, ampak nismo
točno določili, za kateri polinom gre in kakšno vlogo igra njegova bližina. V bistvu
je diskrepanca med polinomom in podatki gladka funkcija plus neodvisen Gaussov
šum, vendar natančna določitev hiperparametrov pri tem ni potrebna. Želimo, da
bi glede na podatke lahko sklepali o vseh parametrih. Za dosego tega, izračunamo
verjetnost podatkov pri danih hiperparametrih. Ker je po predpostavki porazdelitev
podatkov Gaussova, to ni težko. Izračunamo t. i. logaritem robnega verjetja (ang.
marginal likelihood) [7, Rasmussen, 2003].
(25) L = log(p(y|x,H)) = −1
2
log|Σ| − 1
2
(y − µ)TΣ−1(y − µ)− n
2
log(2π).
Definicija 6.2. Sled kvadratne matrike A velikosti n × n je vsota elementov na
diagonali matrike:
sl(A) = a11 + a22 + · · ·+ ann =
n∑
i=1
aii,
kjer je aij element matrike v i-ti vrstici in j-tem stolpcu.
S parcialnim odvajanjem dobimo vrednosti hiperparametrov, ki optimizirajo lo-
garitem robnega verjetja:
∂L
∂Hm
= −(y − µ)TΣ−1 ∂m
∂Hm
,
∂L
∂Hk
=
1
2
sl(Σ−1
∂Σ
∂Hk
) +
1
2
(y − µ)T ∂Σ
∂Hk
Σ−1
∂Σ
∂Hk
(y − µ),
(26)
kjer Hm predstavlja hiperparametre povprečja, Hk pa kovariančne funkcije.
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7. Kovariančne funkcije
Pri modeliranju z Gaussovimi procesi ima izbira kovariančne funkcije veliko vlogo.
Napovedane verjetnostne porazdelitve, ki nastopajo pri danih podatkih, so v glav-
nem odvisne od kovariančne funkcije in njenih hiperparametrov. Kovariančna funk-
cija C(xi, xj) izraža mero podobnosti med vhodoma xi in xj. V splošnem je ko-
variančna funkcija lahko poljubna funkcija, ki tvori pozitivno semidefinitno kova-
riančno matriko K za poljuben nabor vhodnih vektorjev. S stalǐsča modeliranja je
primerneǰsa izbira take kovariančne funkcije, ki močneje korelira izhodne točke, ki
so si v vhodnem prostoru bližje. Običajno je, da kovariančne funkcije, ki določa
obliko neznane funkcije f(x), ne poznamo, lahko pa iz znanja o splošnih lastnostih
funkcije f(x) sklepamo o njeni obliki. Za realne procese je navadno sestavljena iz
dveh delov:
(27) C(xi, xj) = Cf (xi, xj) + Cn(xi, xj).
Funkcijski del Cf (xi, xj) opisuje lastnosti neznanega sistema, ki ga želimo mode-
lirati, drugi, šumni del Cn(xi, xj) pa predstavlja varianco šuma. Pogosto predposta-
vljamo, da je šum naključen, kar pomeni, da ne pričakujemo korelacije med šumom
in določenimi izhodi. Kovariančne funkcije delimo na stacionarne in nestacionarne.
[10, Tanko, 2009]
7.1. Stacionarne kovariančne funkcije. Stacionarne kovariančne funkcije
Cf (xi, xj)
so tiste, pri katerih je vrednost funkcije odvisna samo od relativne lege vhodnih
vektorjev xi in xj oz. od njune medsebojne razdalje r = |xi − xj|.
7.1.1. Konstantna kovariančna funkcija.
Najpreprosteǰsa oblika kovariančne funkcije je konstantna kovariančna funkcija, ki
zavzame isto vrednost na celotnem območju. Opǐsemo jo z izrazom
(28) Cf (r) =
1
θ21
.
Določena je z enim hiperparametrom θ1, ki predstavlja skalirni faktor variance učnih
podatkov.
7.1.2. Gaussova kovariančna funkcija. (ang. squared exponential kernel)
Definicija 7.1. Gaussova kovariančna funkcija je funkcija oblike
C(r) = exp(− r
2
2l2
),
kjer r = |xi − xj| in l predstavlja skalirni faktor (ang. characteristic length-scale).
Ta kovariančna funkcija je neskončnokrat odvedljiva, kar pomeni, da je proces
precej gladek. Na splošno uporaba Gaussove kovariančne funkcije pomeni predpo-
stavko, da funkcija, ki jo želimo identificirati, kaže gladko in neprekinjeno obnašanje
z močno korelacjo med izhodi in vhodi, ki so si blizu. Stein (1999) sicer trdi, da je
predpostavka o tako močni gladkosti nerealistična in predlaga uporabo Maternove
kovariančne funkcije. Sicer pa je Gaussova kovariančna funkcija tudi pri ostalih
metodah strojnega učenja najpogosteje uporabljena funkcija.
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7.1.3. Matérnova kovariančna funkcija. Razred Maternovih jeder je posplošitev Ga-
ussovih in absolutno eksponentnih jeder z dodatnim parametrom ν. Večji je para-
meter ν, bolj gladka je aproksimirana funkcija. Pri vrednosti ν = 0.5, je Maternovo
jedro enako absolutno eksponentnemu jedru, pri ν →∞ pa Matérnova kovariančna
funkcija postane enaka Gaussovi [8, Rasmussen, 2006, str. 84].
Definicija 7.2. Besselove funkcije so družina transcendentnih funkcij, ki rešijo Bes-
selovo diferencialno enačbo:
x2
d2y
dx2
+ x
dy
dx
+ (x2 − ν2)y = 0.
Besselova funkcija prve vrste reda ν se izračuna kot:
Jν(x) =
∞∑
m=0
(−1)m x2m+ν
22m+νm!Γ (m+ ν + 1)
.
Če ν ni celo število, funkciji Jν (x) in J−ν (x) nista linearno odvisni, zato ima v tem
primeru splošna rešitev Besselove diferencialne enačbe obliko:
y (x) = c1Jν (x) + c2J−ν (x) (ν 6∈ Z) ,
kjer sta c1 in c2 odvisna od začetnih pogojev. Če je ν celo število, se izkaže, da sta
funkciji Jν (x) in J−ν (x) linearno odvisni, saj velja:
J−ν (x) = (−1)ν Jν (x) .
V tem primeru potrebujemo Besselovo funkcijo druge vrste reda ν, ponekod imeno-
vano tudi Neumannova funkcija ali Webrova funkcija:
Yν (x) = lim
m→ν
Jm (x) cos (πm)− J−m (x)
sin (πm)
.
V tem primeru je splošna rešitev Besselove diferencialne enačbe za katerikoli realni
ν enaka:
y (x) = c1Jν (x) + c2Yν (x) , (ν ∈ R) .
Definicija 7.3. Modificirana Besselova funkcija druge vrste je funkcija Kν , ki je
ena od rešitev modificirane Besselove diferencialne enačbe. Izračuna se kot
Kν(x) =
π
2
J−ν(x)− Jν(x)
sin(nπ)
.
Opomba 7.4. O Besselovih funkcijah in diferencialnih enačbah lahko bralec prebere
v viru [12].
Definicija 7.5. Matérnova kovariančna funkcija je podana kot
CMatern(r) =
21−ν
Γ(ν)
(
√
2νr
l
)νKν(
√
2νr
l
),
s pozitivnima parametroma ν in l.
Hiperparameter l določa relativno utež razdalje po vhodni spremenljivki x pri
celotni vrednosti kovariance, ν pa služi nadzoru odvedljivosti poljubne funkcije in s
tem vpliva na gladkost.
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7.2. Določanje hiperparametrov kovariančne funkcije. Najbolj verjetne vre-
dnosti hiperparametrov pri določeni kovariančni funkciji določimo prek posterior-
nega zapisa verjetnostne porazdelitve parametrov. Optimalne vrednosti parametrov
določimo z iskanjem največje vrednosti logaritma porazdelitve.
8. Empirični del
8.1. Scikit-learn. Je Pythonova knjižnica za strojno učenje. Zagotavlja celovit
nabor nadzorovanih in nenadzorovanih učnih algoritmov, ki se izvajajo v skladu
z doslednim, preprostim API-jem, ki naredi celoten model (od priprave podatkov
preko povzetka izpisov) s čim manj trenja. V knjižnico orodij je vključen tudi
Gaussov procesni modul, ki je pred kratkim doživel popolno revizijo (od različice
0.18).
V skladu z implementacijo drugih metod strojnega učenja v scikit-learn je ustre-
zen vmesnik za uporabo GP odvisen od vrste naloge, na katero se nanaša. Pri
nalogah regresije, kjer predvidevamo spremenljivko neprekinjenega odziva, se upo-
rabi GaussianProcessRegressor s podajanjem ustrezne funkcije kovariance ali jedra.
Opremljanje poteka z maksimiranjem dnevnika mejne verjetnosti, priročnim pristo-
pom za Gaussove procese, ki preprečuje računsko intenzivno strategijo navzkrižne
validacije, ki se običajno uporablja pri izbiri optimalnih hiperparametrov za mo-
del. GaussianProcessRegressor ne dopušča specifikacije srednje funkcije in vedno
predpostavlja, da je le-ta ničelna funkcija, s poudarkom na zmanǰsani vlogi srednje
funkcije pri izračunu posteriorne funkcije.
Za naloge razvrščanja, kjer je izhodna spremenljivka binarna ali kategorična, se
uporabi GaussianProcessClassifier. Rezultat tega je mehka, verjetnostna klasifika-
cija, ne pa trda klasifikacija, ki je skupna v algoritmih strojnega učenja. Podobno
kot pri regresijski nastavitvi, uporabnik izbere ustrezno jedro, da opǐse tip kovari-
anc, ki se pričakuje v naboru podatkov. Ker posteriorna porazdelitev tega GP ni
normalna, se Laplaceov približek uporabi za pridobitev rešitve in ne za maksimiranje
mejne verjetnosti. [4]
Prednosti Gaussovih procesov so:
• napovedovanje interpolira opazovanja (vsaj za običajna jedra).
• Napoved je verjetnostna (Gaussova), torej se lahko izračunajo empirični in-
tervali zaupanja in se glede na njih odločimo, ali bi bilo potrebno spremeniti
model.
• Postopek je vsestranski – določijo se lahko različna jedra. Na voljo so
običajna jedra, lahko pa se definirajo lastna jedra.
Slabosti Gaussovih procesov:
• uporabljajo celotne podatke o vzorcih za izvedbo napovedi.
• V prostorih z visokimi dimenzijami izgubijo na učinkovitosti. [4]
8.2. Postopek oz. recept. Da definiramo GaussianProcessRegressor, je potrebno
nastaviti nekaj parametrov:
• alpha: to je parameter hrupa/šuma. Za vsa opazovanja lahko dodelimo
vrednost hrupa ali dodelimo n vrednosti v obliki niza NumPy, kjer je n
dolžina opazovanih ciljev v nastavitvenem nizu, ki ga prejmete v gpr za
usposabljanje.
• kernel: jedro, ki pomožnim poljem prilagaja funkcijo. Privzeta vrednost je
Gaussova kovariančna funkcija oz. RBF.
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• normalize y: true-če srednja vrednost cilja ni nič.
• n restarts optimizer: za praktično uporabo nastavimo na 10–20. To je število
iteracij za optimizacijo jedra.
8.3. NPZ. Kot primer si bomo ogledali rezultate nacionalnega preverjanja znanja
učencev 6. in 9. razreda osnovne šole, pridobljene od Državnega izpitnega centra
(Državni izpitni center, 2019). Osnovni vhodni podatek je frekvenčna tabela rezul-
tatov, kjer je x doseženo število točk od 0 do 100, y pa število učencev, ki je doseglo
število točk x. Par (x, y) torej predstavlja podatek, da je y učencev doseglo x točk.
Vhodne podatke razdelimo na učno in testno množico. Velikost učne množice je
75 % velikosti vzorca, testne množice pa 25 %.
Slika 4. Vhodni podatki modela
Izberemo poljubno kovariančno funkcijo in na učni množici naučimo model. Model
preizkusimo na testni množici in narǐsemo rezultate.
Listing 1. Primer kode v Pythonu
from s k l e a rn . g au s s i an p r o c e s s import Gauss ianProcessRegressor
gpr = Gauss ianProcessRegressor ( )
from s k l e a rn . g au s s i an p r o c e s s . k e r n e l s import RBF, ConstantKernel as CK
mixed kerne l = CK(1 . 0 , (1 e−4,1 e4 ) ) ∗ RBF(10 , (1 e−4,1 e4 ) ) #pol jubno jedro
gpr = Gauss ianProcessRegressor ( alpha=5,
n r e s t a r t s o p t im i z e r =20,
k e rne l=mixed kerne l )
gpr . f i t ( data x [ t r a i n s e t ] , data y [ t r a i n s e t ] )
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#napovedi na t e s t n i mnozici :
t e s t p r e d s = gpr . p r ed i c t ( data x [ ˜ t r a i n s e t ] )
Narǐsemo testno množico in naše napovedi za testno množico ter še 95 % interval
zaupanja in ocenimo, ali je model dober.
Definicija 8.1. Interval zaupanja, ki ga določata njegova spodnja in njegova zgornja
meja, je interval, v katerem se z dano gotovostjo (po navadi določimo 95-odstotno)
nahaja ocenjevani parameter. Interpretacija je naslednja: z verjetnostjo tveganja
a se parameter nahaja v tem intervalu. Analitična formula za izračun intervala
zaupanja za aritmetično sredino je naslednja:
x̄− 1, 96 · se√
n
< µ < x̄+
1, 96 · se√
n
.
Pri formuli smo vzeli 95-odstotno gotovost oziroma 5-odstotno stopnjo tveganja.
Slika 5. Napovedi pri jedru RBF
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Slika 6. Napovedi pri jedru RBF*CK
Pri obeh primerih (sliki 5, 6) smo uporabili isto kodo za napovedovanje, le da se
je v prvem primeru uporabilo jedro oblike:
mixed kerne l = RBF(1 , (1 e−23, 1 e10 ) )
v drugem primeru pa jedro:
mixed kerne l = RBF(1 , (1 e−23, 1 e10 ) ) ∗ CK(3 . 4 , (1 e−4,1 e4 ) )
V prvem primeru smo torej kot jedro uporabili samo Gaussovo kovariančno funk-
cijo, v drugem primeru pa smo to funkcijo pomnožili še s konstantno kovariančno
funkcijo. Kot vidimo, je pomembno kovariančne funkcije med seboj ustrezno kom-
binirati.
Na obeh slikah je s svetlo modrim pasom označen 95 % interval zaupanja, ki je
v primeru uporabe samo Gaussove kovariančne funkcije zanemarljivo majhen in ne
zajame originalnih podatkov. V primeru kombiniranega jedra pa 95 % interval zau-
panja zavzame skoraj vse originalne vrednosti, zato lahko sklepamo, da je napoved
v tem primeru dobra.
8.4. Primerjava uporabe različnih kovariančnih funkcij kot jedro. Kot smo
ugotovili že v preǰsnjem poglavju, je Gaussovo jedro (RBF) smiselno kombinirati oz.
pomnožiti s konstantnim jedrom (CK), ki samo po sebi ni uporabno, v kombinaciji
z ostalimi jedri pa se pokaže kot pomemben del celote. Prednost Maternovega jedra
je parameter ν, s katerim poljubno reguliramo gladkost.
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ν = 1.5 ν = 0.5 ν = 10
Slika 7. Etika 9. razred – JEDRO: MATERN
Slika 8. Etika 9. razred – JEDRO: CK
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Slika 9. Etika 9. razred – JEDRO: MATERN, ν = 10
Slika 10. Etika 9. razred – JEDRO: MATERN*CK
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Slika 11. Etika 9. razred – JEDRO: RBF*CK
9. Priloge
Slika 12. Slovenščina 6. razred
24
Slika 13. Slovenščina 9. razred
Slika 14. Matematika 9. razred
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Slika 15. Likovna umetnost 9. razred
Slika 16. Angleščina 9. razred
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Slika 17. Fizika 9. razred
Slovar strokovnih izrazov
Gaussian noise Gaussov šum
Gaussian process Gaussov proces
Gaussian process regression regresija z Gaussovimi procesi
kernel jedro
marginal density robna gostota
marginal likelihood robno verjetje
maximum likelihood estimation ocenjevanje po metodi največjega verjetja
posterior distribution posteriorna porazdelitev
prior distribution apriorna porazdelitev
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