Abstract. In this paper we present simplified proofs of two important theorems of J.Mather. The first (connecting) theorem [Ma2] is about wandering trajectories of exact area-preserving twist maps naturally arising for Hamiltonian systems with 2 degrees of freedom. The second (accelerating) theorem is about dynamics of generic time-periodic Hamiltonian systems on twotorus (2.5-degrees of freedom). Mather [Ma6] proves that for a generic timedependent mechanical Hamiltonian there are trajectories whose speed goes to infinity as time goes to infinity, in contrast to time-independent case, where there is a conservation of energy.
The results of this paper are not new and the main purpose is to present simplified geometric proofs of two important theorems of J. Mather [Ma2, Ma6] . Both theorems are particular examples of instabilities in Hamiltonian systems or what is sometimes called Arnold's diffusion. Recently Mather [Ma7] annonced a proof of existence of Arnold's diffusion for a generic nearly integrable Hamiltonian systems with 2.5 and 3-degrees of freedom using his variational approach developed in [Ma2] - [Ma6] .
The first (connecting) Mather's theorem says that inside of a Birkhoff region of instability there are trajectories connecting any two Aubry-Mather sets, i.e. given any two Aubry-Mather sets Σ ω and Σ ω inside of a Birkhoff region of instability there is a trajectory α-asymptotic to Σ ω and ω-asymptotic to Σ ω . Recently J. Xia [X] gave a simplified proof of the first result using the same variational approach as Mather. The second (accelerating) theorem says that a "generic" Hamiltonian time periodic system on the 2-torus T 2 has trajectories whose speed goes to infinity as time goes to infinity. Different from [Ma6] proofs of this result are given by Bolotin-Treschev [BT] and Delshams-de la Llave-Seara [DLS1] . Our proof of the second theorem combines a geometric approach and Mather's variational approach. The second theorem is proved using ideas from the proof of the first theorem. Let's give the rigorous statement of both results.
First show that exact area-preserving twist maps naturally arise for Hamiltonian systems with two degrees of freedom. Indeed, let H : R 4 → R be a C
-smooth function and consider the corresponding Hamiltonian system
The author is partially supported by AIM fellowship. . Such an area form is the restriction of the standard symplectic Darboux form ω = dx 1 ∧ dy 1 + dx 2 ∧ dy 2 on R 4 onto S and is non-degenerate, because (1) is transverse to S 2 . The Poincare map P preserves this area form. Moreover, the regularity properties of P are the same as those of H, i.e. if H is C r (with R ≥ 1), then P is also C r in the region where it is defined. To formulate the other two important properties of P we bring the domain of definition of P to the standard form.
Let A = S -smooth orientation and area preserving map P : C → A. P is called
• exact (or with no up/down drift) if P has zero flux, i.e. for any rotational curve γ ⊂ C area of the regions above γ and below P(γ) equals area below γ and above P(γ) 1 ;
• monotone twist (or simply twist) if for any vertical curve l = {θ} × R in A its image P(l) intersects every vertical line {θ} × R with a nonzero angle.
Assume also that P is homotopic to the inclusion map. We shall call a map with the above properties an EAPT (exact orientation and area preserving twist).
Important examples of EAPTs of a cylinder are billiards in convex bounded regions, the plane restricted three-body problem, the standard map of the 2-torus or Frenkel-Kontorova model, and etc (see e.g. [MF] and [Mo] II.4).
Mather's connecting theorem. A compact region C ⊂ A is called a Birkhoff region of instability (BRI)
if C is a compact P-invariant set whose frontier consists of two components denoted by C − and C + both rotational curves and no other rotational invariant curves in between. For convenience we call the upper frontier C + -the top and the lower frontier C − -the bottom. Let C be a BRI. Since both frontiers are invariant under P it induces two homeomorphisms of the circles. Therefore, there are two well-defined rotation numbers ω − and ω + for P| C − and P| C + respectively. It follows from the twist condition that ω − < ω + . If a rotation number is rational ω = p/q ∈ Q, then generically Σ ω is a finite union of period orbits of period q. In a highly degenerate case Σ ω might be a rotational curve. If a rotation number is irrational, then Σ ω is either a DenjoyCantor set or a rotational curve.
Mather's Connecting Theorem. For any two rotation numbers ω, ω
In this paper first we shall prove a weaker version of this theorem (see just below) and then for generic EAPTs extend it to a strong version.
Mather's Weak Connecting Theorem. In the setting of the above theorem for any positive ε there is a point p ∈ C such that for some positive n + and negative n − we have P n ± (p) belongs to the ε-neighborhood of Σ ω and Σ ω respectively.
The original proof of Mather [Ma2] using variational method is quite complicated and involved. Recently it was significantly simplified by J. Xia [X] . It might give some insight in how to estimate on diffusion time. Topological arguments presented here are sufficiently simple and based on Birkhoff's invariant set theorem. These arguments are qualitative and seem to give no insight on diffusion time. In the case Σ ω = C − and Σ ω = C + Mather's Weak Connecting Theorem is the Theorem of Birkhoff [B1] and Mather's Connecting Theorem was also proved by Le Calvez [L1] using clever topological arguments. normalize period to be one. This defines the mechanical Hamiltonian system with to the cylinder A with h 0 being the only nontrivial homology class of A. Then Γ lifts to a countable collection of copies. Denote by Γ 0 and Γ 1 adjacent copies. Recall that a geodesic γ is called a Morse Class A geodesic if its liftγ to the universal cover R 2 is globally length minimizing and γ is homoclinic to Γ, i.e. its α-limit set is Γ 0 and ω-limit set is Γ 1 (see [Ba1] 
Both quantities converge to zero exponentially fast by hyperbolicity of Γ which implies that one can define the Melnikov Integral This last theorem was originally proved by Mather [Ma6] using variational method. Later Bolotin-Treschev [BT] and Delshams-de la Llave-Seara [DLS1] gave in a sense similar proofs analogous theorems using the standard geometric approach. In [DLS2] the second group of authors extended this result to some manifolds different from the two-torus with apriori unstable geodesic flow. The proof which we present here is a mixture of geometric and variational approaches. Accelerating trajectories constructed in the present proof slightly differ from both given in Mather's work [Ma6] by the variational method and in [BT] an [DLS1] by geometric methods, even though in the spirit our proof uses ideas from both approaches. 0.3. Birkhoff 's invariant set theorem and Aubry-Mather sets as actionminimizing sets. We need Birkhoff's invariant set theorem. A fundamental property of an EAPT P : C → C is that it can be globally described by a "generating" function h : D → R, where D ⊂ R 2 is the set of points (x, x ) ∈ R 2 such that there is r, r ∈ R with (x, r) ∈C andP (x, r) = (x , r ). Clearly, D is open. By twist condition for each (x, x ) ∈ D the pair r, r as above is unique. Moreover, (r, r ) depends continuously on (x, x ). See [MF] 
Denote by M(h) the set of minimal sequences. If h is a generating function of an EAPT P : C → C, then using relation (7) each minimal sequence x ∈ R Z corresponds to a trajectory of P. So the set M(h) corresponds to the set of points M(P) ⊂ C (see [MF] §3 or [Ba1] sec. 7 for more). The set M(P) is called a set of action-minimizing or h-minimal points or, equivalently, M(P) the set of points whose trajectories are minimal. 
A Proof of Mather's weak connecting theorem
The idea of the proof of Mather's weak connecting theorem is to choose two recurrent points p and p in the starting Aubry-Mather sets Σ ω and Σ ω respectively. Take an open ε-ball V ε (p) (resp. V ε (p)) about p (resp. p ) and consider the union over forward (resp. backward) images of
. It turns out that the following properties hold true. 
• the union over all forward (resp. backward) 
In [Ha] topological arguments of very different nature are used to prove existence of AubryMather sets 
This proves the required statement in Mather's Weak Connecting Theorem. Now we prove the lemma.
1.1. Union of iterates of a neighborhood of a recurrent point p separates the cylinder A. In this subsection we prove the first and the second parts of the lemma. Indeed, the set
Pick an arbitrary positive ε and consider an open ε-ball V ε (p) of p. Since p is recurrent, for an arbitrary ε there is n ∈ Z such that p and P n p are ε/2-close. It follows from simple properties of Aubry graphs (see Lemma 4.5 [Ba1] or Theorem 11.3 [MF] ) that any recurrent point p of an Aubry-Mather set can be approximated by a periodic point r from another Aubry-Mather set Σω,ω = s/q ∈ Q. Therefore, if approximation is close enough then r is ε/4-close to p and P n r is ε/4-close to P n p. Thus, both P n r and r are in V ε (p). We can also assume that q is prime. The projection onto the base circle of points of an action-minimizing orbit are cyclically ordered (see (4.1) and (5.1) [Ba1] or Theorem 12.3 [MF] ). Recall also that ω is with prime numerator. All these remarks imply that the set ∪ q j=0 P j V ε (p) separates the cylinder A. This union of neighborhoods reminds a "bicycle chain". This proves the first claim of the lemma.
Connectivity of ∪ j∈Z + P j V ε (p) can be shown as follows. Notice that V ε (p) has a periodic point r of period q inside. Therefore, the set
connected among each other because members of the orbit of r are connected by the "bicycle chain". This completes the proof of the second point.
The third point follows from Birkhoff's invariant set theorem. The last claim of s a direct corollary of area-preservation. This proves the lemma. Q.E.D.
Extension of Mather's Weak Connecting Theorem to Mather's Connecting Theorem for generic EAPTs
First we formulate genericity hypothesis for EAPTs: Moreover, for any pair ω, ω ∈ [ω − , ω + ] there is a heteroclinic trajectory whose α-limit set has nonempty intersection with Σ ω and ω-limit set -with Σ ω .
Remarks: 1. This property is an area-preserving analog of so called Kupka-Smale property that all periodic points are hyperbolic and their stable and unstable manifolds intersect transversally [Sm] . This property is generic in both sense topological (Baire residual) [Sm] and probabilistic/measure (prevalence) [Ka] for C r -smooth (not necessarily area-preserving) diffeomorphisms of a compact manifold. It is also generic for area-preserving maps [Ro] .
2. Direct computation [MF] show that an action-minimizing periodic point has linearization with trace at least two. Along with KS property and areapreservation this implies that all action-minimizing periodic points are saddles. So stable and unstable manifolds are 1-dimensional. By KS property intersection of stable and unstable manifolds of all periodic points transverse which implies that any rotational invariant curve can't have rational rotation number, i.e. ω − and ω + are in R \ Q.
3. For any rational rotation number p/q ∈ (ω − , ω + ) the corresponding AubryMather set Σ p/q has at least one periodic point x of period q. Hyperbolicity of x implies that it is isolated.
4. Existence of bi-asymptotic trajectories to Σ per p/q , i.e. trajectories from Σ ± p/q (see Structure Theorem), implies that the union of stable and unstable manifolds of periodic points in Σ per p/q separates the cylinder. Thus, their closure contains the "top" and the "bottom" frontiers C ± of C. This, in particular, implies that for any pair of rational numbers p/q and p /q in (ω − , ω + ) there is a trajectory whose α-limit set is contained in Σ p/q and ω-limit set is in Σ p /q . So we have Proof: In the rational case ω = p/q ∈ Q this is in Remark 4 above. In the irrational case ω / ∈ Q the idea is analogous. Let ω be irrational and suppose that P has a right twist, if not take the inverse. By Structure Theorem Σ rec ω consists of points of three types. The first type of p's in Σ rec ω is when the projection π 1 (p) can be approximated from both sides by π 1 (Σ rec ω ). The other two types is when the projection π 1 (p) can only be approximated from one side.
Since stable and unstable line field have to be transversal with a separated from zero angle and continiuosly chanimg from a point to a point, stable and unstable manifolds of points of the first type have to intersect with unstable and stable manifolds respectively or nearby points of the same type. We need only to connect through the "wholes", i.e. through preimages of open intervals which are in the complement of π 1 (Σ rec ω ). To do that we need to construct connecting trajectories of neighboring points of the second and third type.
Let p r and p l be points in Σ This proves the first part of Mather's Connecting Theorem for EAPTs with KS property. To prove the "moreover" part of the Mather's connecting theorem from this section we use standard arguments of Arnold [Ar] usually called whiskered tori. In our case tori are replaced by periodci points. In our case whiskered tori are 0-dimensional and correspond to action-minimizing periodic points. By Remark 2 above they are hyperbolic saddles. Chose a bi-infinite sequence of rational numbers {ω n } n∈Z ⊂ K ⊂ [ω − , ω + ] so that corresponding Aubry-Mather sets are hyperbolic and lim ω n = ω (resp. ω ) if n → −∞ (resp. +∞). This implies that each periodic points {p n ∈ Σ ωn } n∈Z is hyperbolic. By Proposition 6 for any n ∈ Z their stable W 
In other words, p n 's form a transition chain. Now choose a sequence of positive numbers ε n which tends to 0 as n → ∞. Choose a sequence of points q n ∈ W s (p −n ) ∩ W u (p n ) so that q n is ε n -close to p 0 , but ε/ P C 1 -away from p 0 . By definition q n its α-limit is the trajectory of p −n and ω-limit -of p n . Now recall that Aubry-Mather sets depend continiously on rotation number (Thm. 11.3 [MF] ). So Σ ω n → Σ ω as ω n → ω in Hausdorff distance, in particular, p n → p as n → −∞. Similarly, p n → p as n → +∞. Therefore, one can choose a subsequence p n k such that q n k → q and q is different from p 0 and ε-close to it. Moreover, α-limit (resp. ω-limit) set of q contains p ∈ Σ ω (resp. p ∈ Σ ω ). This proves Mather's Connecting Theorem for EAPTs with KS property. Q.E.D.
The Proof of Mather's Accelerating Theorem
Let's make several preliminary remarks in order to show connection of this problem with EAPTs of the cylinder discussed above.
The Hamiltonian phase space of the geodesic flow is the cotangent bundle of the torus TT 2 which is isomorphic to R 2 × T 2 . Recall that we denote by q coordinates on T 2 and by p coordinates in the cotangent space T * q T 2 which is isomorphic to R 2 . The geodesic flow is Hamiltonian with respect to the Darboux form ω = dp 1 ∧ dq 1 + dp 2 ∧ dq 2 with the Hamiltonian function
Recall that ρ q is the metric in T * 
Recall that Γ ⊂ L 0 1/2 is the shortest hyperbolic periodic geodesic in the homology class h ∈ H 1 (T 2 , Z) from non-degeneracy Hypothesis 1. Then if Γ = Γ 1/2 has period T the period of the same geodesic with rescaled time
is T / √ 2E.
3.1. Hyperbolic Persistent Cylinder. Let's give a rigorous statement of the fact stated after Non-degeneracy hypothesis in Section 0.2. (9) Also on the energy level E = 1/2 for some a and b we have 
High energy motion. Recall that the original Hamiltonian has the form H(p, q, t) = ρ q (p, p)/2 + U (q, t). So if energy is of order ε −2
for a sufficiently small ε > 0, then it is convenient to scale the Hamiltonian ε
Introduce new: timet = t/ε, impulsep = εp, and symplectic form ω = dp 1 ∧ dq 1 + dp 2 ∧ dq 2 = εω. Then the rescaled Hamiltonian can be written as
Fix a sufficiently small ε. Notice that H ε (p, q, εt) is a small perturbation of the geodesic Hamiltonian system H 0 (p, q). By Sacker-Fenichel theorem [Sa] , [Fe] , [HPS] the hyperbolic invariant cylinder A 0 E with a sufficiently large E > ε −2 for the geodesic Hamiltonian system H 0 (p, q) persists under a small perturbation and as smooth as H 0 is. Therefore, the rescaled Hamiltonian system H ε (p, q, εt) has a hyperbolic invariant cylinder A 0Ē which is close to the hyperbolic invariant cylinderΓ
0Ē
. Rescaling back to the initial Hamiltonian H(p, q, t) = ρ q (p, p)/2 + U (q, t) we see that H(p, q, t) also has a hyperbolic invariant cylinderΓ E close tô Γ It is possible by scaling arguments. It is easy to see that P 0 is an EAPT. Denote by ω Γ the restriction of the standard symplectic 2-form ω = dp 1 ∧ dq 1 + dp 2 ∧ dq 2 to the invariant cylinder A H(p, q, t) . We know it has a hyperbolic invariant cylinder A E for a sufficiently large E. Restrict Φ| A E to this cylinder and denote it by
Using standard arguments one can check that restriction of the standard symplectic form ω to A E gives an area form ω E on A E . Moreover, P E is an EAPT ω Γ -preserving. Following terminology proposed in [DLS1] call P E the inner map, because it acts within the invariant cylinder A E . Implicitly the inner map is used in [Ma6] , but it is encoded into Mather's variational principle.
To define the outer map recall that the cylinder A E has 3-dimensional stable and unstable manifolds W . Since contraction and expansion along transversal to A E invariant directions dominate the inner dynamics on A E for each point x ∈ A E there is a unique trajectory containing z
such that for some β > 0, a sufficiently large E, and all sufficiently large
This defines the map
where trajectories of z − (x − ) and z + (x + ) being the same. In other words, S E sends x − to x + if there is a heteroclinic trajectory from x − to x + . It is important for definition of the outer map that transversal to the cylinder A E dynamics (expansion/contraction) dominates dynamics on the cylinder itself. It is certainly true in our case, because the inner map P E is a perturbation of an integrable map
are not transversal we need intersaction to be an isolated curve. The fact that this intersation is non-empty follows from existence of Morse Class A geodesics defined in sect. 0.1 with no expansion/contraction. Following terminology proposed in [DLS1] call S E : A E → A E the outer map. Again implicitly the outer map is used in [Ma6] , even though it is encoded in action-minimizing trajectories. It is not difficult to see that S E is continuous and even can be shown to be C r -smooth area-preserving (see [DLS1] ), but we don't use this fact.
Diffusion strategy
The idea of mixed diffusion following inner and outer dynamics goes back to the original work of Mather [Ma6] . Provided the Hamiltonian system (3) is sufficiently smooth Arnold's approach [Ar] of whiskered tori is also applicable (as shown in [BT] and [DLS1] ). Our goal is to show existence of trajectories traveling indefinitely far along the invariant cylinder A E . Since the inner dynamics on A E , defined by the inner map P E : A E → A E , is described by an EAPT, we can apply arguments and results from the first part of the paper. Namely, between any two adjacent invariant curves on A E we have an EAPT acting inside of a BRI (Birkhoff region of instability). Therefore, there is a trajectory which goes from an arbitrary small neighborhood of the "bottom" invariant curve to an arbitrary small neighborhood of the "top" one. The problem which arises is that the inner map P E is a small perturbation of the completely integrable map P 0 (θ, r) = (θ + r, r). Indeed, every horizontal circle on A 0 is P 0 -invariant, therefore, by KAM theory [He] after a small perturbation most of these invariant curves will survive. Thus, P E has a lot of invariant curves. So, using the inner map P E it is impossible to "jump" over an invariant curve Γ for P E to increase energy. To overcome the problem we shall use the outer map S E . Mather [Ma6] shows that S E (Γ) has a part strictly above Γ which provides the "jump" over Γ. Our strategy is to pick a neighborhood in T * T 2 of a properly chosen point in A E and iterate this neighborhood using alternating series of inner and outer maps.
To describe the strategy with more details introduce a bit of terminology: Let Γ ⊂ A E be an invariant curve, which always means invariant for the inner map P E . Denote by A + Γ ⊂ A E an open topological annulus infinite on one side and bounded by Γ on the other. We say that an invariant curve Γ ⊂ A E is top (resp. bottom) isolated if it has a neighborhood in A + Γ (resp. A E \ A + Γ ) free from invariant curves.
Notice also that for a large enough energy any invariant curve Γ is a small perturbation of the curve Γ
where ω Γ is the rotation number induced on Γ by P E . Thus, H(·, t) is almost constant on Γ.
It turns out that under non-degeneracy Hypothesis 3 for any d > 1 and any invariant curve Γ ⊂ A E the outer image S E (Γ) ⊂ A E deviates up and down from Γ so that there is a point
Notice that for our method it does not matter an exact value of d in contract to the standard geometric method from [BT] or [DLS1] . Moreover, ω −d Γ can be replaced by a flat function, e.g. exp(−ω Γ ). In [BT] and [DLS1] the value of d is crucial to overcome the so-called gap-problem about gaps between nearby invariant curves/tori. In [DLS3] modification of Arnold's whiskered tori approach is proposed to prove existence of diffusion in Arnold's example [Ar] . The authors use resonant tori in A E as additional elements of transition chains there. In [X] extension of Mather's variational approach is given to show diffusion in this example. In future publicatons we shall extend mixed geometric/variational approach presented in this paper to include Arnold's example.
Let's distinguish two ways of diffusing: inner and outer.
Inner diffusion (or Birkhoff diffusion):
Let x belong to a top isolated curve Γ ⊂ A E . Suppose Γ ⊂ A + Γ is an adjacent invariant curve, i.e. P E (Γ ) = Γ and the annulus between Γ and Γ inside A
Γ is free from other invariant curves (sect. 0.3). Then by Birkhoff invariant set theorem for any neighborhood U x which has x in the closure and any neighborhood U Γ of Γ both in T * T 2 there is n 0 ∈ Z + depending on all the above quantities such that
Outer diffusion: Let Γ ⊂ A E be an invariant curve which is bottom isolated and U ⊂ T * In the first case of outer diffusion we need the following
-EAPT of the annulus A. Suppose there is a topological annulus C ⊂ A separating A, and consisting of invariant curves, i.e. every x ∈ C belongs to a rotational curve Γ = P(Γ). Then for any neighborhood
We shall prove this lemma at the end of this section for completeness. Clearly such a situation is easily destroyable by a pertubation, but for us it is easier to prove this lemma. In the outer case under consideration there is an open set V ⊂ A E sufficiently close to Γ so that U = S E (V ) intersects only those invariant curvesΓ in A + Γ that for the point x + ∈ S E (Γ) satisfy (16) we have
Then application of the above lemma shows that for some n ∈ Z + we get ∪ n k=0 P E U contains an open neighborhood of some invariant curvesΓ ⊂ A + Γ satisfying (17). In other words, first we send a neighborhood V ⊂ A E below Γ by the outer map S E (V ) first and then by iterate by the inner map so that its images contain a neighborhood of an invariantΓ which is "higher" than Γ by at least ω
is foliated by invariant circles, then iterating this procedure of applying the outer map and than the inner map a finite number of times we can increase energy indefinitely. If A + Γ is not foliated by invariant curves, then a number of iterations if this procedure will brings as to the second case above.
In the second outer case we know that S E (Γ) intersects Γ and has a part in A + Γ . Thus, if an open subset U ⊂ A E has Γ in the closure its outer image S E (U ) closure has nonempty intersection with Γ and there is a neighborhood U in S E (U ) ∩ A + Γ which has Γ in the closure and fits to apply the inner diffusion. We also either require Γ to satisfy (17) This naturally induces a coordinate system on each invariant curve and gives that P| Γ is a homeomorphism on each invariant curve Γ.
Notice that by area-preservation of P and invariance of C for some n ∈ Z + we have U ∩ P 
The Jump Lemma
In this section we outline Mather's variational approach to prove the oscillation property (16) of the outer map S E : A E → A E , defined in (15). The general idea of Mather's method is to construct trajectories of a Hamiltonian system as solutions to a variational problem. In our case time 1 map of the Hamiltonian system (3), denoted by Φ :
-EAPT. Thus, by Aubry-Mather theory [AL] , [Ma1] , [MF] , or [Ba1] for every rotation number ω there is an action-minimizing (Aubry-Mather) invariant set Σ ω ⊂ A E (Theorem 3). By twist condition if Γ = A E is an invariant curve with rotation number ω = ω Γ , then Σ ω ⊆ Γ and for any ω > ω the corresponding Aubry-Mather Σ ω 
Moreover, the map from Aubry-Mather sets to R according to their rotation numbers can be extended to a Lipschitz map (see e.g. [Do] ). Since the EAPT P E induced on the invariant cylinder A E is a small perturbation of the completely integrable map P(θ, r) = (θ + r, r) for large rotation numbers, to prove existence of orbits with arbitrarily increasing energy it suffices to prove existence of orbits which consequently visit neighborhoods of invariant sets with arbitrarily increasing rotation numbers on A E . Therefore, if for some ω < ω < ω with |ω − ω | > ω
there is a trajectory whose α-limit set is Σ ω and ω-limit set is Σ ω 7 or, almost equivalently, S E (Σ ω ) ∩ Σ ω = ∅, then this along with the arguments from the previous section proves Mather's acceleration theorem. The rest of the paper is devoted to a formal statement of the Jump lemma and outline of Mather's variational approach to prove it.
Duality between Hamiltonian and Lagrangian systems. Recall that
-smooth time periodic function on T 2 which we use as the potential energy. We associate the kinetic energy to the metric ρ
where T q T 2 denotes the tangent bundle of T 2 at q. 
where θ = (θ 1 , θ 2 ) is the standard angular coordinate system on T 2 . 7 we shall call this statement "the Jump Lemma" Lemma 6. (see e.g. [Fa] [Ma4] we say that µ is a probability if it is a Borel measure and of total mass one. A probability on TT × T defined by (γ, τ )(t) = (γ(t), t mod 1). If µ is an invariant probability on TT 2 × T, its average action is defined as
Since L is bounded below, this integral is defined, although it may be +∞. If
denotes de Rham cohomology class and , denotes dual pairing
Mather introduced this concept in [Ma4] in the case of time independent one forms, but in time dependent case arguments are the same. In [Ma4] using Krylov-Bogoliuboff arguments Mather proved that Lemma 7. For every homology class h ∈ H 1 (T 2 , R) there exists an invariant probability µ such that A(µ) < +∞ and ρ(µ) = h. Such a probability is called minimal or action-minimizing if
where ν ranges over invariant probabilities such that A(ν) < +∞. If ρ(µ) = h, we also say that µ is h-minimal.
The rotation vector has a natural geometric interpretation as an asymptotic direction of motion. More exactly, for a µ-generic trajectory of the Euler-Lagrange flow γ : R → T 2 for T > 0 let z T be the closed curve consisting of two parts: γ| [−T,T ] and the shortest geodesic connecting γ(−T ) and γ(T ) on T
2
. Then
We say that an invariant probability is c-minimal We say that an invariant probability µ is minimal if and only if there is a one
T over invariant probabilities ν (see [Ma6] ).
Definition 9. We call the function
Mather's β-function and we call
Mather's α-function. It is well defined by lemma 7.
Thus, the α-function is conjugate to the β-function by the Legendre transform. It follows that both functions are convex. By definition
The β-Legendre transform by scaling arguments (sect. 3.1.1) has to belong to a neighborhood N of Γ. Therefore, a c-minimal trajectory belongs to a neighborhood of the cylinder A E in TT
. But A E is hyperbolic with 1-dimensional stable and unstable direction at every point of A E , so the only trajectories which stay in a neighborhood π −1 (N ) of A E for all time are those which belong to A E . This proves the first part of the Corollary. To prove the second part recall support of a c-minimal probability is contained in a union of all c-minimal trajectories and, therefore, has to belong tõ A E . Q.E.D. 
