Introduction
Cointegration has been an important research topic since its de¯nition in [1] and already a large literature has evolved on it. An important part of this literature is devoted to the construction of estimators, test statistics and their limiting distributions, see a.o. [1] , [4] and [12] . These contributions cover stylized models, which are constant over time and have a constant variance. Although models, which deviate from these stylized models, no longer su±ce the condition of weak (covariance) stationarity, they can still show mean reversion so that they still possess properties of cointegration, see for example [7] , where it is shown that cointegration can still be de¯ned in periodic models although the model for the cointegrating relationships is not weakly stationary but still mean reverting. So, the cointegrating relationships do not su±ce weak stationarity conditions in these cases but cointegration is still an important property of the series generated by these kind of models. In practice, there is a need for the construction of cointegration estimators and test statistics which can be applied in these kind of models as a large number of series possess properties resulting from these models, like heteroscedasticity and structural breaks, and still show mean reversion of linear combinations. Examples lie in areas like¯nance, where heteroscedasticity is a stylized fact, and macro-economics, where structural breaks are an important topic. Application of the cointegration estimators, which essentially assume that these properties are not present, to these kind of series can lead to inconsistent estimators and/or wrong expressions of the (asymptotic) variances of the estimators. There is, therefore, a need for the development of cointegration estimators and test statistics which can be applied in these kind of models. We develop a Generalized Method of Moments (GMM) framework, see [3] , for cointegration models which allows for the incorportation of for example heteroscedasticity and/or structural breaks. Also the stylized models are covered by this framework and lead to estimators which are the 2SLS (two stage least squares) counterpart of the canonical correlation cointegration estimators, see [4] .
The paper is organized as follows. In section 2, the relation between the GMM-2SLS estimators in cointegration and simultaneous equations models is discussed jointly with the limiting distributions of the cointegrating vector estimators for a few widely used speci¯cations of the deterministic components. Section 3, shows the limiting distribution of the GMM objective function which can be used to test for the number of unit roots/cointegrating relationships. In section 4, the stylized model is extended to a model where a shift of variance occurs after a prede¯ned fraction of time has evolved. A Generalized Least Squares approach, which assumes a priori knowledge of the variance shift moment, is used to construct the cointegration estimators and statistics that allow for heteroscedasticity.
In section 5, cointegration estimators and statistics that account for a change in the cointegrating relationship and/or multiplicator, are constructed. Both extensions can be further generalized to more shifts and also other moment conditions can be added. Finally, the sixth section concludes.
Note that the following de¯nitions are used throughout the paper; ) indicates weak convergence; integrals are taken over the unit interval unless indicated otherwise; when possible without confusion, integrals like R W (t)dt are shortly denoted as R W: The theorems in the paper are derived assuming Gaussian disturbances, which assumption can be relaxed, see for example [15] .
GMM-2SLS Estimators in Reduced Rank Regression Models

Reduced Rank Regression Models
Reduced rank regression models are characterized by the lower column or row rank of a parameter matrix. Two well known models which possess this property are the Error Correction Cointegration Model (ECCM) and the INcomplete Simultaneous Equations Model (INSEM). The ECCM is speci¯ed as ¢x t = ®¯0x t¡1 + " t ; (1) where x t : k £ 1; t = 1; :::; T ; ®;¯: k £ r;¯0 = (I r -¯0 2 ); and " t is Gaussian white noise with covariance matrix §. For simplicity higher order lags are left out. The INSEM reads y 1t =¯0 2 y 2t +°0 1 x 1t + " 1t (2) y 2t = ¦ 21 x 1t + ¦ 22 x 2t + " 2t where y 1t : m 1 £1; y 2t : m 2 £1; x 1t : k 1 £1; x 2t : k 2 £1; t = 1; :::; T ;¯2 : m 2 £m 1 ;°1
: k 1 £ m 1 ; ¦ 21 : m 2 £ k 1 ; ¦ 22 : m 2 £ k 2 : The disturbances " 1t and " 2t are assumed to be Gaussian white noise with covariance matrix . The variables x 1t and x 2t are assumed to be (weakly) exogenous. The INSEM in (2) is identi¯ed when the number of excluded exogenous variables from the¯rst set of equations, k 2 ; is at least as large as the number of equations in the second set, m 2 ; k 2¸m2 :
The reduced rank property of both of these models is obtained when we specify them as restrictions of the standard linear model, z t = ¦w t + u t :
Both the ECCM and the INSEM are restricted versions of the model in (3). The reduced rank structure of the ECCM is obvious while the INSEM has a reduced rank structure when°1 = 0 since the¯rst set of rows of ¦ is a linear function of the other rows in that case. The reduced rank properties of both models are di®erent in nature, however, as in the ECCM the last set of columns is a linear combination of thē rst set while in the INSEM the¯rst set of rows is a linear combination of the last set.
GMM-2SLS estimators
In the INSEM from (2), a consistent estimator of the parameters¯2 and°1 is obtained when we replace y 2t in the¯rst set of equations byŷ 2t =¦ 21 x 1t +¦ 22 x 2t ; The expressions of the derivatives of the individual parameters are substituted in the¯rst order derivative of the objective function which is minimized in the GMM framework. As we cannot exactly solve the normal equation, P T t=1 u t w 0 t = 0; in case of reduced rank parameter matrices, we take a quadratic form containing these normal equations as objective function to be minimized in the GMM framework, see also [2] ,
The¯rst order condition of the GMM objective function then becomes For the parameters of the ECCM these¯rst order conditions read, If the estimator of ® (14) is used in the estimation of the cointegrating vector ; (9) , the identifying restrictions on¯are automatically ful¯lled. The resulting estimator of¯is then the 2SLS estimator of the cointegrating vector¯: In a Bayesian analysis this 2SLS estimator equals the mean of the conditional posterior of¯given ® when a di®use prior is used, see [6] . The estimators of ® and¯in (9) and (10) also allow for the construction of an iterative estimation scheme for which the resulting estimators converge to the maximum likelihood estimators.
Asymptotically the 2SLS least squares cointegrating vector estimator possesses the same kind of properties as the maximum likelihood estimator, i.e. superconsistency and normal limiting distribution. This is proved in the theorems in the following (sub)sections.
Limiting distributions GMM-2SLS cointegration estimators
As the limiting distribution of the 2SLS estimator in the INSEM model is discussed at length in the literature, see for example [10] , we concentrate on the limiting distribution of the 2SLS estimator for the cointegration case, which is only sparsely discussed in the literature, see for example [16] , where the case that w t in (7) is uncorrelated with x t¡1 is discussed. 
have a limiting behavior which can be characterized by can be performed to test hypotheses on the cointegrating vectors, see [12] . The next section discusses the use of the cointegrating vector estimator,^; and the multiplicator,®; in the GMM objective function, (7) , to construct a statistic to test for the number of cointegrating vectors, unit roots, in the system.
Cointegration testing using GMM-2SLS estimators
The GMM objective function, (7), can also be used to test for the number of cointegrating vectors, unit roots. This can be done as the optimal value of the objective function has a speci¯c kind of limiting distribution under H 0 : r = r ¤ :
In theorem 3, the functional expressions of this objective function for several speci¯cations of the deterministic components and their limiting distributions are stated. Theorem 3 When (1) is the DGP and the number of cointegrating vectors equals r ((k-r) unit roots), the use of the estimators (15) and (16) for the optimal value of the GMM objective function (7) leads to a limiting behavior of this optimal value which can be characterized by
When (19) is the DGP and the number of cointegrating vectors equals r ((k-r) unit roots), the use of the estimators (20) and (21) for the optimal value of the GMM objective function (7) leads to a limiting behavior of this optimal value which can be characterized by G(®;^;1)
When (24) is the DGP and the number of cointegrating vectors equals r ((k-r) unit roots), the use of the estimators (25) and (26) for the optimal value of the GMM objective function (7) leads to a limiting behavior of this optimal value which can be characterized by G(®;^;ĉ) ( 3 6 ) ) tr[(
When (29) is the DGP and the number of cointegrating vectors equals r ((k-r) unit roots), the use of the estimators (30) and (31) for the optimal value of the GMM objective function (7) leads to a limiting behavior of this optimal value which can be characterized by G(®;^;±;ĉ) ( 3 7 ) ) Proof: for the¯rst part a proof is given in the appendix, the other parts follow straightforwardly.
Theorems 1 to 3 show that the limiting distributions using the GMM-2SLS estimators are identical to the limiting distributions when maximum likelihood estimators are used, see [4] . As maximum likelihood estimators can be constructed in a straightforward way using canonical correlations there is not much gain when In [13] , it is shown that the canonical correlation cointegrating vector estimator has a small sample distribution with Cauchy type tails such that it has nō nite moments. When we neglect the dynamic property of the data and assumē xed regressors, results from [10] indicate that the small sample distribution of the 2SLS cointegrating vector estimator has¯nite moments up to the degree 
Generalized Least Squares Cointegration Estimators
Assuming that we know the form of heteroscedasticity, a di®erent GMM objective function then (7) 
) ( Proof: the asymptotic results for subsamples using the fraction w stem from [9] . Using these asymptotics for subsamples, the other results follow straightforwardly from the proofs of theorems 1-3.
The cointegrating vector estimator in theorem 4 is a 2SLS estimator as it is constructed in two sequential steps. In the¯rst step, we estimate ¦ in (3) using least squares and use its¯rst r columns to construct®: Furthermore, we construct § 1 and § 2 as the sum of squared residuals of the two subsamples. In the second step, we construct the estimator^(42). It is interesting to investigate whether nonparametric covariance estimators, like the White covariance matrix estimator, see [17] , can be used to overcome these di±culties. These covariance matrix estimators can directly be used in the GMM objective function but expressions of the resulting limiting distributions are still unknown.
Cointegration with structural breaks
In this section, we investigate the in°uence of a change in the value of the multiplicator, ®; and cointegrating vector,¯; at T 1 : The model, therefore, is ¢x t = ®¯0x t¡1 + " t t = 1; :::; T 1 ; Proof: again uses asymptotics for subsamples, see [9] , and results from proofs of theorems 1-3.
Theorem 6 shows that the GMM estimators of the cointegrating vector and multiplicator have normal limiting distributions in case of breaks in the cointegrating vector and/or multiplicator. Similar to the limiting distribution of the optimal value of the GMM objective function in case of heteroscedasticity, the limiting distribution of the optimal value of the GMM objective function again depends on model parameters and the relative length of the subsamples: An approximation of this limiting distribution can again be constructed using the estimated values of the parameters, ®;¯; µ;°and T 1 : As this leads to a rather complicated testing procedure, it may be preferable to¯x the number of cointegrating vectors a priori and just perform tests on the estimated cointegrated vectors and multiplicators, which are straightforward to construct. This reasoning also holds for the cointegration tests discussed in the previous section.
Conclusions
A GMM framework for cointegration analysis is developed allowing for extensions of the models which are analyzable using the maximum likelihood procedure documented in the literature. As examples, model extensions incorporating heteroscedasticity and structural breaks are discussed and the resulting cointegration estimators are shown to have normal limiting distributions while the optimal value of the GMM objective function has a limiting distribution which is a Brownian motion functional with additional parameters resulting from the change of properties of the involved Brownian motions. These additional parameters are essentially the parameters in the model with vary over time resulting in heteroscedasticity or structural breaks. In future work, we will apply the developed framework for a.o. cointegration analysis in¯nancial series, for example term structure of interest rates. As heteroscedasticity is a stylized fact of these series, the standard cointegration procedures cannot be applied here as they lead to incorrect (asymptotic) variances of the estimators.
Proof of theorem 1.
In [4] , it is proved that the stochastic process x t ; from (1) ; W 2 is a r dimensional brownian motion with covariance matrix I r and W 2 is stochastically independent of W 11 ;
; ¿(t) = t; ¶(t) = 1; 0 · t · 1:
Also the limiting behavior of ( 
