Detecting anomalies in a robot swarm play a core role in keeping the desired performance, and meeting requirements and specifications. This paper deals with the problem of detecting anomalies in a robot swarm. In this regards, an unsupervised monitoring approach based on principal component analysis and k-nearest neighbor is proposed. The principal component analysis model is employed to generate residuals for anomaly detection. Then, the residuals are examined by computing the proposed exponentially smoothed k-nearest neighbor statistic for the purpose of anomaly detection. Here, instead of using parametric thresholds derived based on the Gaussian distribution, a nonparametric decision threshold is computed using the kernel density estimation method. This provides more flexibility to the proposed detector by relaxing assumption on the distribution underlying the data. Tests on data from ARGoS simulator show efficient performance of the proposed mechanism in monitoring a robot swarm.
For instance, they can be beneficially involved in tasks like rescuing in emergency situations, collaborative search and exploration, agricultural foraging, military missions, products delivery, and warehouse managing [1] , [3] , [5] .
It has been early argued that using swarm robotics systems in performing such tasks are highly robust, in the way that the performance of the overall collective behavior of the swarm will not be entirely affected by a complete failure of individual robots. However, new studies suggested that swarm robotics systems are susceptible to be less tolerance to specific faults called partial failures [6] , [7] . In more details, a failing of one robot' sup-component such motors, for example, is able to have a serious effect on the performance of the entire motion of the swarm while compared to other failures modes (e.g.: a robot' IR sensor fault mode and a robot' power fault mode). Thus a critical consideration of the consequence leading to partial robot failures should be taken into account in the analysis of fault tolerance in robot swarm, and in the design of robot control robots swarm [7] .
Technically, a fault is any unpredicted change that occurs in system function and which disrupts normal operation, resulting in unacceptable performance degradation [8] . Therefore, the binary decision process that approves whether an error has occurred in a system is known as fault detection. Indeed, faults in robotic swarm systems are generally hard to avoid due to the scalability and robustness of these systems [1] [2] [3] . This results in raising a new challenge in the literature of swarm robotics. As consequence, increasing attention for robots swarm monitoring is leading to the development of many fault detection techniques, which belong to either endogenous or exogenous fault detection classes [9] , [10] .
Detecting faults in a swarm robot play a core role to achieve acceptable performances and meet with the desired requirements and specifications. In endogenous fault detection approaches, usually, a local decision is made by each robot if one of its own sub-components fails. In this context, Skoundrianos and Tzafestas [11] applied a local neural network model to detect failures in the wheels' motor of a mobile robot. Canham et al. [12] were able to model an immune-based fault detection technique to identify errors occurring in two kinds of mobile robots. Christensen et al. [13] , [14] designed a faultdetection method based on a time-delay neural network technique in a small mobile robot called s-bot. Mokhtar et al. [15] took inspiration from the functioning of dendritic immune system cells and proposed an error detection approach applied to robotic swarm systems. Generally, endogenous fault detection approaches ignore the interaction among robots, which is not the case in major tasks performed by swarm robotics systems. This typically led to a misleading diagnosis that may result in such techniques. As an example, failures such as a software bug or a dead battery can occur in a robot that cannot detect it alone. Moreover, even if a robot is ready to detect this type of failure, it may not be well broadcasted to the other robot of the swarm in case of malfunction of the communication device of the robot.
An alternative philosophy to mitigate these drawbacks was the introduction of exogenous fault detection methods. These methods used information available about the neighborhood of the swarm to collectively decide whether a robot among the swarm is faulty [16] . Therefore, they allow one or more robots of the swarm to detect failures occurring in another robot. Many works on the basis of these approaches have been suggested. For example, an exogenous fault detection model inspired by firefly behavior has been proposed by Christensen et al. [16] to detect failures on real robot swarms. On the basis of Artificial Immune System (AIS) techniques, Jakimovski and Maehle [17] suggested a method inspired by the intracellular signaling network and the T-Cell Receptor mechanisms to detect abnormalities in a system of autonomous robots swarm. Whereas Tarapore et al. [18] assessed the performance of an AIS based exogenous fault detection model on a completely different swarm robotics case study behaviors such as aggregating, dispersing, harming, and flocking. In other studies, Khadidos et al. [19] reported an exogenous fault detection approach based on a model that communicates sensor readings and robot motor speeds to their neighbors. Millard et al. [20] were able to detect run-time faults on a swarm robot system by comparing a local prediction model implemented in each robot with the actual behavior of other robots of the swarm.
In general, endogenous and exogenous anomaly detection methods can be designed using mathematical models or datadriven implicit models. In model-based schemes, usually an analytical model of the expected behavior of the system is first established, and then an anomaly is detected by comparing the model prediction with the actual behavior of the system [21] . Unfortunately, to implement such accurate models on robotic swarm systems are hard to design and can be time-consuming [22] . Therefore, implicit data-based models are a good alternative, especially in the absence of explicit models, and in cases where the only available resource for process monitoring are measurement signals [23] . Mainly, the idea behind these methods is to construct an empirical model using the available process measurements and use it to efficiently extract relevant features in the design of monitoring schemes. Among the well-known methods that form the basis of data-driven models are computational intelligence and machine learning techniques. One of those techniques is multivariate statistical process control (MSPC) charts, which have been commonly used in process industries [24] .
With an objective to enhance profitability, efficiency, and reliability of a robot swarm, this paper presents principle component analysis (PCA) in combination with kNN and exponential smoothing for anomaly detection. While PCA have been widely used to detect faults in various process industries, so far little work has been done with such charts to monitor robotic swarm systems [24] . In other words, the aim of this study is merging the advantages of univariate monitoring schemes, PCA, and kNN to improve their performances and broaden their practical applicability. In this approach, faulty robots are detected using PCA that generates residuals, and kNN-based methods are employed to evaluate uncorrelated residuals for anomaly detection. Two new charts, kNN-ES and Shewhart methods, are proposed as improved alternatives for fault detection. The basic idea is to apply the univariate monitoring chart (exponential smoothing and 3-sigma rule) to evaluate the kNN distances for anomaly detection. As the application of the univariate methods, such as exponential smoothing and Shewhart, require uncorrelated and Gaussian residuals to get a consistent result. The superior performance of the new combined fault detection mechanisms is demonstrated via the ARGoS simulator. Results suggest that the detection performance can be effectively enhanced by using nonparametric threshold instead of the use of decision thresholds based on the Gaussian assumption. It has been shown that the proposed approach is able to efficiently detect a different kind of errors including abrupt errors, drift errors, random walks and complete stop errors.
The rest of this letter is arranged as follows. The designed kNN-based procedures are described in Section II. Section III presents the experimental results. Finally, conclusions are provided in Section IV.
II. THE kNN-BASED MONITORING MECHANISMS

A. Features Extraction With PCA
Principal Component Analysis (PCA), a dimensionality reduction approach, is becoming an increasingly popular modeling framework to learn relevant and crucial features from multivariate data. By projecting the process variables into lower-dimensional subspace, PCA enables revealing the crosscorrelation inherent among process variables [25] . Let consider X = x T 1 , . . . , x T n T ∈ R n×m be a scaled data gathered from a swarm robot having n observations and m variables. Based on the PCA model, the data matrix X can be expressed as a sum of the approximated matrix, X, and residual data, E.
where T ∈ R n×m represent a matrix of the principal components (PCs) and W ∈ R m×m is the loading matrix. In the presence of cross-correlated multivariate data, X, as the case data from a swarm robot, the first 'k' PCs (where k < m) are sufficient for preserving relevant information in the original data. One important step in PCA model development is to select the number of PCs. For this purpose, the cumulative percentage variance(CPV) procedure is utilized due to its simplicity and accuracy. The loading matrix is frequently calculated through Singular Value Decomposition of the covariance matrix S of the data X:
where, = di ag(σ 2 1 , . . . , σ 2 m ) is a matrix comprising eigenvalues of S arranged diagonally in decreasing order. The eigenvalues λ i are equal to the variance of the PC t i , σ 2 i . Th residual matrix play a core role to uncover abnormal features in the inspected system. For the purpose of anomaly detection, the generated residuals based on the developed PCA reference model will be evaluated by the proposed kNN-based mechanisms.
B. Anomaly Detection With kNN-Based Mechanisms
The kNN is a well-known and yet simple technique that is more appropriate for use in classification problems studies where the data collected is not linearly separable or has a non-Gaussian distribution [26] . In general, the technique looks for the similarity between a learning set and its corresponding observation set. It specifically seeks for assigning a label to a new sample basing on the k training samples that are next to that new sample, according to a specific distance measure [26] , [27] . When applied to detect faults in industrial processes, He and Wang [28] proposed the first kNN-based fault detection (kNN-FD) approach by only using the available normal data set rather than the fault data set. This due to the fact that in reality, it is impracticable to collect fault data training set with limitless labeled fault data. The idea behind the He and Wang' kNN-FD approach is how to define a threshold with a certain level of confidence and to use this threshold as a criterion for labeling the new sample as a fault if the distance to its k closest neighbors is greater than the threshold. Otherwise, the new sample is considered as normal [29] .
In the proposed PCA-based kNN mechanisms, the PCA model has implemented to model multivariate processes. Based on fault-free measurements, the reference PCA model is designed and then adopted for fault detection. Indeed, after getting the reference PCA model, it is applied to new testing data to get residuals for fault detection. For new testing measurements, X = [x 1 , . . . , x t , . . . , x n ], the residual, E = [e 1 , . . . , e t , . . . , e n ], are generated via PCA model as, whereX = [x 1 , . . . ,x t , . . . ,x n ] are the PCA predicted values. The kNN-based detector is applied to residuals used to indicate an unusual shift from the reference PCA model. Specifically, the kNN approach is applied to residuals and construct the decision statistic for anomaly detection as described next. The block diagram of the designed anomaly detection mechanism is schematized in Figure 1 . It is composed of two main parts, each having three steps as follow:
• (i) Model building phase 1) For every input data, the residuals e are obtained by the reference PCA model. 2) For each query, X i , in the trainig data set, identify its kNNs according to a specific distance metric d i j (e.g. Eucludian and Manhattan). 3) For that X i compute the average squared distance, D 2 i , to its KNNs as follow [30] :
Where d 2 i j is the squared distance from the sample, X i , to its j th closest neighbor. 4) For the same query, X i , define the threshold, D 2 α . When the distribution of kNN distances in the data training set is assumed to be normally distributed, D 2 α can be defined using the three-sigma control chart:
where μ D and σ D represent the mean and standard deviation of the distances of kNN [30] . Otherwise, the distribution of kNN distances can be estimated using a Kernel Density Estimation (KDE) technique, where its (1 − α) th quartile can be chosen to define D 2 α . • (ii) Fault detection phase 1) For a new unclassified query, X new , find its kNNs in the training data set using the same distance metric used in the 1 st step of the model building part. 2) using Eq.4, compute the squard distance
Otherwise, normality is considered. 1) kNN-Shewhart Approach: We used kNN to compute the deviation between the current residual observation and residuals of fault-free measurements. Generally speaking, in absence of faults, kNN distances fluctuate around zero, while kNN distances diverge from zero in the presence of faults. Let's define the vector of kNN distances as computed: D = [d 1 , . . . , d j , . . . , d n ]. Two monitoring charts are proposed in this studied to compute the decision threshold based on which faults can be detected. In the first approach, kNN-Shewhart, the kNN distances are evaluated using Shewhart chart to detect faults. It is performed by calculating the decision threshold using the three sigma rule.
where μ D and σ D are the mean and standard deviation of kNN distances using free-flow training measurements, and normality is assumed implicitly in this three-sigma methodology.
2) kNN-ES Approach: The second approach is designed by applying the exponential smoothing (ES) chart to kNN distances. Indeed, kNN distances between the actual ANFIS-PLS residual observation and the normal training residual samples reflect inconsistencies between the healthy and faulty operating conditions. Then, the ES chart is used to evaluate kNN distances for fault detection. The kNN-ES charting statistic is defined as follows:
where z d 0 = μ D 0 is the anomaly-free mean of the vector of kNN distances. ν (0 < ν1) is the weighting factor. The value of ν is usually selected in the interval 0.1 ≤ ν ≤ 0.3 to detect small changes in practice [31] . The kNN-ES approach flags faults when the kNN-ES statistic given in (6) , z kN N t , is exceed the control limits, h, defined as
where κ is a multiplier of standard deviation of kNN distances,
Commonly, the selection of small values of ν is appropriate to increase the sensitivity to small deviation in kNN distances, while the use of large values of ν is appropriate for detecting larger changes in the kNN distances.
The conventional parametric Shewhart and ES control procedures are suitable only when the normality assumption is valid. Indeed, the kNN algorithm is an efficient technique to identify the similarity between normal and abnormal features. However, associating it with a decision threshold based on the Gaussian distribution could degrade its performance. To mitigate this limitation, the kernel density estimation [32] was used to estimate the distribution of kNN-based distances and compute a nonparametric threshold for traffic monitoring. Specifically, from the distribution of the decision statistic, z d t , a non-parametric threshold of the kNN-ES mechanism is defined as the (1 − α)-th quantile of the estimated distribution of kNN-ES statistic obtained by kernel density estimation (KDE). The nonparametric threshold is computed using anomaly-free data.
III. SIMULATION RESULTS
A. Application to Swarm Robotics Formation Control Problematic
To test the effectiveness of the designed approach, data from 6 foot-bots robots performing an artificial physical based circle formation controller are collected [33] using the ARGoS simulator [34] . A foot-bot robot (See Fig.2) is a 2-wheels differential drive robotic platform that was designed within the context of the Swarmanoid project 1 for conducting swarm robotics research studies [35] . It is about 14 cm and 29 cm of dimension. The foot-bot comes with a main processor board that is based on a 533 MHz i.MX31 ARM 11 processor family. The board is of 64 MB of Flash,128 MB of RAM, and 2.0 USB host controller [36] . The foot-bot comes essentially with 12 RGB LEDs for displaying coloured patterns to other robots, an omni-directional camera for perceiving displayed coloured patterns, 24 IR sensors for detecting obstacles and proximities, and a range-and-bearing (RAB) communication device for inter-robots message exchanging. The sensors/actuators used to implement the circle formation controller are mainly the RAB communication device and the wheels encoders. The RAB device is specifically used to detect neighbors and compute the total artificial physical force exerted on a robot by its sensed neighbors.
The resulting artificial force will then serve as input to actuate the robot's wheels through calculating the forward speed of the left and right wheels. A flowchart schema of the artificial physical based circle formation controller implemented on each foot-bot robot is illustrated in Fig.3 . Details on the values of the controller parameters can be found in [24] , [33] .
The ARGoS simulation results within the 6 foot-bots robots were conducted for a total duration of 1500 time steps (150 seconds). The robots were placed randomly inside a rectangular bounded area and their headings are set to be arbitrary. Robots trajectories for one particular simulation of performing a circle formation task are illustrated in Fig.4 . During the ARGoS simulation, readings from inputs/outputs of Table I . These readings will be further used as training data for the proposed fault detection monitoring approach.
To construct the PCA model 1500 samples are gathered from a robot swarm of 6 robots running under nominal conditions. From each robot, viscoelastic force-length, and viscoelastic force angle are collected. The CPV method is used to determine the optimum number of PCs in the PCA model. Three PCs capturing 96% of the total variability in the inspected swarm, are chosen for developing the PCA model. The designed PCA model that reflects the healthy behavior of the swarm robot will be used for fault detection purposes. Four additive anomalies are considered in this study to test the performance of the proposed schemes: sensor bias, drift fault, intermittent fault, random walk, and complete stop faults.
To quantify the detection quality of our proposed fault detection approach, we rely on a set of well-known fault detection performance metrics that are commonly used in the context of binary detection problems. In such type of decision, a 2 × 2 confusion matrix, reporting the number of true positives (TP), false positives (FP), false negatives (FN), and true negatives (TN) is by convention used to summarize a detector's performance [37] . As consequence, many common performance metrics are formed on the basis of this matrix. To assess quantitatively the detection efficiency of the proposed procedures, the following metrics will be used: true positive rate (TPR), false positive rate (FPR), accuracy, and area under the curve (AUC). Figure 5 illustrates a confusion matrix and summarizes equations of the main related metrics that are commonly used to assess the quality of a binary decision method [37] and which will be used to assess the performance of our PCA-kNN based fault detection approach.
B. Faults Generation
This subsection explains how we inject faulty data in the sensor/encoder sub-components of one or more footbots during performing a circle formation task. Formally, any measurement, m(t), of a given system is commonly defined as m(t) = r (t) + f (t), where r (t) is the true or the real value of the measurement and f (t) is a value of a systematic error at time t caused mainly by a malfunction in the corresponding sub-component. This systematic error can be generated using different fault modes. To this end, the faults types described in the sub-sections below are used to inject faulty measurements to the real measures of the motor encoders and the RAB sensors. The faulty data of each type of fault is injected in real time in ARGoS during performing the desired circle formation task.
1) Abrupt Fault Type: This fault mode commonly occurs in practice. The measurement in this mode can be formally defined in time as:
where c is a constant deviation that occurs from the starting time t s .
2) Drift Fault Type: This failure mode refers to the magnitude of fault that changes linearly in time. Here, the measurement is modeled as follow:
where λ is a constant and t s is the fault starting time.
3) Stop Fault Type: In this type of failure, the sub-component responsible to get a measurement will completely dysfunctioning. It can be mainly modeled as zeroing the true measure starting from the fault starting time t s as follow:
4) Random Walk Fault Type: This refers to a random movement affecting the motors encoders of the inspected robot. It can be simulated by adding, from the starting fault time t s , random Gaussian noise of the form N (0, σ ) to the real measurement as follow:
C. Faults Detection Results
To test the detection capacity of the proposed techniques, 300 samples per each fault type case study are gathered from the monitored swarm robotics system. Faulty data are injected in real time at different intervals of the total ARGoS simulation time as discusses in subsection.III-B. All the results are ploted as radar charts of six axes representing the commonly used performance metrics illustrated in Fig.5 . ½¼±   TABLE III ABRUPT FAULTS DETECTION RESULTS WITH BAIS = ± 1) Abrupt Faults: In this scenario, it is considered that the viscoelastic force-length of the first robot, x 1 , is abruptly failed from observation 200 to 300. To simulate abrupt fault, a small bias of 10% of the total variation in the raw measurements is incorporated in the raw measurements, x 1 . A snapshot from the ARGoS simulator emulating this case study is illustrated in Fig.6a . Detection results of kNN-based techniques are shown in Table II and Fig.7a . As the occurred fault is relatively large, the four schemes provide good detection with an AUC greater than 0.96. The results indicate that the kNN-based ES and Shewhart with the nonparametric thresholds (See red and black lines in the figure) provide slightly improved detection results compared to the corresponding Gaussian distributionbased thresholds.
The testing data of the second example is contaminated with a bias of 5% of the total variation in the raw measurements from sample ranges 200 to 300. The corresponding ARGoSbased simulation snapshot for this case study id shown in Fig.6b . Table II and Fig.7b displays the detection results of KNN-based Shewhart and EWMA mechanisms (with parametric and nonparametric thresholds). The results highlight that the detection capability is improved by using the nonparametric k-NN-based approaches.
In the third scenario, a 3% bias fault is introduced in sensor x 1 (See Fig.6c for an ARGoS-based simulation snapshot). Detection results of the four methods are summarized in Table IV and Fig 7c. The corresponding results confirm also the outperformance of the nonparametric kNN-ES mechanism compared to the other charts. This highlights the benefit of exponentially smoothing kNN, which permit including all available information from past and actual data in the decision process. Also, from this case study, it can be concluded that kNN-based ES and Shewhart chart with nonparametric thresholds computed via KDE provide improved detection performance compared to their parametric thresholds-based counterparts. Therefore, using PCA-KNN schemes with nonparametric decision thresholds for anomaly detection are more efficient compared to using parametric thresholds determined based on the Gaussian assumption. The lowest prediction performance was obtained for the kNN-based Shewhart schemes (parametric and nonparametric) since they are based only on the actual residuals for the decision and ignore the past information.
2) Intermittent Faults: The aim of this case is to test the detection capability of the PCA-based kNN schemes when intermittent faults happened. To do so, intermittent anomalies with amplitude 5% of the total variation of raw measurements are added to the testing measurements for samples 50 to 100, and bias of 10% for samples 150 to 200. Figure 8 displays snapshots from the ARGoS simulator for these case studies correspondingly. Results of the four mechanisms are given in Table V and Fig.9 . All detectors provide satisfactory results with an AUC greater than AUC=0.93.
3) Gradual Faults: Here, the aim is to verify the potential of the designed schemes in sensing sensor drift faults. In this regard, early detection of drift faults before they propagate and seriously degrade the process is essential. For the experiment, a 1% drift fault is injected in x 1 at observation 150. An ARGoS-based simulation snapshot for this scenario is shown in Fig.10 . The highest detection accuracies are achieved by the kNN-based schemes with nonparametric thresholds (Table VI and Fig 11) . When anomalies are accurately sensed in time, this will be helpful to determine the root cause of the detected anomaly and make the necessary actions before a serious problem occurs in a robot swarm. 4) Random Walk: In this case, the efficacy of proposed kNN-based anomaly detectors is tested when a random walk fault happened in the supervised robot swarm. To do so, a random Gaussian noise with a variance of σ = 0.5 is incorporated to the viscoelastic force length of the first robot, x 1 , after observation 200 in the testing data (See Fig.12 for an ARGoS-based simulation scenario). Results of the four monitoring mechanisms are presented in Table VII and Fig 13. The proposed kNN-ES mechanism with nonparametric threshold successfully detect this fault wi for th the highest detection performance compared to the other detectors.
5) Complete Stop:
This case focuses on testing the capability of the designed mechanisms in sensing a complete stop fault in a robot swarm. The complete fault happened in the case when a robot stops operating and disconnect totally from the swarm. In this scenario, a complete stop fault is considered. To this end, the viscoelastic force of the first robot is zeroed Table VIII and Fig.15 summarizes the performance of the four detectors. The results clearly show the benefitAt of exponentially smoothing kNN distances and using nonparametric threshold (Black and red color). From Table VIII and Fig 15, it can be see that the use of nonparametric decision threshold via KDE provides clear of complete stop fault. In this experiment kNN-ES detector provided a superior performance than kNN-Shewhart detectors.
IV. CONCLUSION
Since anomalies and failures are inevitable in a robot swarm, they must be suitably detected and corrected. This paper proposed an unsupervised data-based mechanism based on PCA and kNN for fault detection in a robot swarm. Specifically, PCA is utilized to extract relevant features and generate residuals and kNN-based schemes with their nonparametric thresholds computed by KDE are applied to residuals for anomaly detection. The feasibility of the designed detection schemes is verified using data from ARGoS simulator. Results indicate the efficiency of the proposed schemes in detecting faults in a robot swarm. The results show that the detection results with nonparametric thresholds achieve better performance compared with the use of parametric thresholds based on the Gaussian distribution. Using KDE, the PDF underlying the decision statistic can be estimated more closely than assuming its Gaussianity. This allows building an efficient and flexible anomaly detector for monitoring a robot swarm.
