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ABSTRACT
Equivalence of convex optimization and variational inequality is well established in the literature
such that the latter is formally recognized as a fixed point problem of the former. Such equivalence is
also known to exist between a saddle-point problem and the variational inequality. The variational
inequality is a static problem which can be further studied within the dynamical settings using
a framework called the projected dynamical system whose stationary points coincide with the
static solutions of the associated variational inequality. Variational inequalities have rich properties
concerning the monotonicity of its vector-valued map and the uniqueness of its solution, which can
be extended to the convex optimization and saddle-point problems. Moreover, these properties also
extend to the representative projected dynamical system. The objective of this paper is to harness
rich monotonicity properties of the representative projected dynamical system to develop the solution
concepts of the convex optimization problem and the associated saddle-point problem. To this
end, this paper studies a linear inequality constrained convex optimization problem and models its
equivalent saddle-point problem as a variational inequality. Further, the variational inequality is
studied as a projected dynamical system [1] which is shown to converge to the saddle-point solution.
By considering the monotonicity of the gradient of Lagrangian function as a key factor, this paper
establishes exponential convergence and stability results concerning the saddle-points. Our results
show that the gradient of the Lagrangian function is just monotone on the Euclidean space, leading
to only Lyapunov stability of stationary points of the projected dynamical system. To remedy the
situation, the underlying projected dynamical system is formulated on a Riemannian manifold whose
Riemannian metric is chosen such that the gradient of the Lagrangian function becomes strongly
monotone. Using a suitable Lyapunov function, the stationary points of the projected dynamical
system are proved to be globally exponentially stable and convergent to the unique saddle-point.
Keywords Primal-dual dynamics · Variational inequality · Projected dynamical system · Exponential stability ·
Riemannian manifold
1 Introduction
The convex optimization methods have remained as the subject of substantial research for many decades. The primal-
dual gradient-based method is one of such methods which dates back to late 1950s [2]. Lately, these methods (also
referred to as primal-dual dynamics as its dynamical system equivalent) have found many applications in the networked
systems (viz, the power networks [3–5] and the wireless networks [6–8]), and building automation systems [9]. The
primal-dual dynamics (PD dynamics) seek a solution to the saddle-point problem representing the original constrained
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convex optimization problem by taking gradient descent along the primal variable and gradient ascent along the dual
variable. From the perspectives of systems and control theory, the PD dynamics have much to offer in terms of stability
and convergence with respect to the saddle point solution.
During recent years the notions of stability of PD dynamics have evolved. The asymptotic stability of PD dynamics has
been established as one of the most fundamental notions. Feijer et al. [6] explores the PD dynamics with applications
to network optimization problems and prove its asymptotic stability. The dual dynamics pertaining to the inequality
constraints have been shown to include switching projections that restrict the dual variables to the set of nonnegative
real numbers. Due to the switching projections, the PD dynamics becomes discontinuous, which is further modeled as
a hybrid dynamical system. A Krasovskii-type Lyapunov function along with LaSalle invariance principle of hybrid
systems [10] have been utilized to prove the asymptotic stability of the PD dynamics. In [11] it is proved that the PD
dynamics is a special case of the projected dynamical systems. It uses the invariance principle of Carathéodory solutions
to show that the saddle-point solution of PD dynamics is unique and globally asymptotically stable. Although widely
established, the notion of asymptotic stability does not offer explicit convergence bounds of the PD dynamics which is
an essential factor in case of the on-line optimization techniques. One must ensure that the trajectories converge to
the saddle point solution in finite time. To explicitly obtain stronger convergence rates, research interests have shifted
towards the notions of global exponential convergence and stability.
The pathway leading to the exponential stability of the PD dynamics is not as straightforward as it is for its asymptotic
stability. The existence of right-hand side discontinuities and non-strongly monotone gradient of the associated
Lagrangian function seem to prevent the saddle-point solution from being exponentially stable. The globally exponential
stability has been the most desirable yet often formidable aspect of PD dynamics, which guarantees a minimum rate
of convergence to the saddle point. While exhaustive literature on asymptotic stability of the PD dynamic can be
encountered, its exponential stability has not been explored except for the recent studies [12–15]. The optimization
problem considered in [12] proves the exponential stability of the PD dynamic for an equality constrained optimization
problem. Robustness and contraction analysis of the primal-dual dynamics establishing exponential convergence
to the saddle-point solution is presented in [13]. In [14], the PD dynamics is proved to be globally exponentially
stable for linear equality and inequality constrained convex optimization problem. Under assumptions on strong
convexity and smoothness of the objective function and full row rank conditions of the constraint matrices, the PD
dynamics is shown to have global exponential convergence to the saddle point solution. It mainly proposes the
augmented Lagrangian function that results in a PD dynamics which does not have right-hand side discontinuities.
By employing a quadratic Lyapunov function that has non-zero off-diagonal block matrices, it shows that the PD
dynamics is globally exponentially stable. In [15] a composite optimization problem is considered in which the objective
function is represented as a sum of differentiable non-convex component and convex non-differentiable regularization
component. A continuously differentiable proximal augmented Lagrangian is obtained by using a Moreau envelope of
the regularization component. This results in a continuous-time PD dynamics which under the assumption of strong
convexity of the objective function, is shown to be exponentially stable by employing a framework of the integral
quadratic constraints (IQCs) [16]. By using a well-known result pertaining to linear systems with nonlinearities in
feedback connection that satisfy IQCs [17], it proves the global exponential stability of the PD dynamics.
1.1 Motivation and contribution
For a sufficiently small step size, a Euler discretized globally exponentially stable PD dynamics leads to geometric
convergence to the saddle-point solution [18]. This property has been widely appreciated in recent articles such
as [14, 15]. The existing methods have considered the augmented Lagrangian techniques at a pivotal position for
proving the globally exponential stability of the PD dynamics. This paper does not rely on augmented Lagrangian
techniques to arrive at exponentially stable saddle-point solution. It presents a complementary approach that uses
a combined framework of variational inequalities, projected dynamical systems [19], and the theory of Riemannian
manifolds [20, 21] to derive conditions that lead to the global exponential stability of the saddle-point solution.
This paper exploits an equivalence between a constrained optimization problem and a variational inequality problem as
discussed in [19, 22, 23]. They are shown to be equivalent when the vector-valued map of the variational inequality is
the gradient of the objective function of the underlying optimization problem. Besides that, when the objective function
is convex the Karush-Kuhn-Tucker (KKT) conditions of both problems reveal that the Lagrangian function associated
with the variational inequality and the Lagrangian of the optimization problem have the exactly same saddle-point [23].
This further hints at formulating the saddle-point problem (of the corresponding optimization problem) as a variational
inequality when both primal, as well as dual variables, are of interest.
Variational inequalities are equivalent to fixed point problems [19] in the sense that they yield only the static solutions.
Thus the variational inequality formulation of the saddle-point problem would only result in the static description
of the saddle-point. To understand the dynamic behavior of such variational inequality, this paper brings in the
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framework of projected dynamical systems [1, 19]. The projected dynamical system combines essential features of
both variational inequalities and dynamical systems such that its solution coincides with the static equilibrium of
the variational inequality problem. These dynamical systems have interesting features which they derive from the
underlying variational inequality problem. In [24] a globally projected dynamical system [1] is proved to be exponential
stable when the vector-valued mapping concerning the variational inequality problem is strongly monotone. This
motivates to represent the saddle-point problem as a variational inequality and use the framework of the projected
dynamical system for proposing a new dynamical system that is equivalent to the PD dynamics. Aiming at exponential
stability of the saddle-point solution, this paper indirectly poses the saddle-point problem as a projected dynamical
system (regarded hereafter as the projected primal-dual dynamics). While deriving the stability results of the proposed
dynamics, our analysis reveals that the gradient of the Lagrangian function is not strongly monotone on the Euclidean
space, which further deprives the proposed dynamics of being exponentially stable. Towards this end, our paper seeks a
differential geometry which favors the desired properties such as strong monotonicity of the gradient of the Lagrangian
and exponential stability of the proposed dynamics.
Convexity and monotonicity properties have strong connections [25]. Since Riemannian geometry is considerably
the most natural framework for convexity [20, 26], it can also be explored for the monotonicity properties of the
underlying gradient maps. There already exists a wide interest in optimization [21, 27, 28] and projected dynamical
systems [29, 30] over manifolds, which further motivates us to appreciate the Riemannian geometry for the proposed
dynamics. For a linear inequality constrained convex optimization problem, our work establishes that the key to
achieving an exponentially stable projected primal-dual dynamics is to choose a Riemannian metric that leads to strong
monotonicity of the underlying gradient. With Lipschitz continuity of the gradient of the Lagrangian function, it is
proved that the equilibrium solution of the projected primal-dual dynamics is globally exponentially stable.
The reported work envelopes following key contributions:
• The equivalence between a saddle point problem and a variational inequality problem is established and using
the framework of the projected dynamical system, a projected PD dynamic is proposed.
• The restriction of the strongly monotone gradient of the Lagrangian function is overcome by proposing the
projected PD dynamics constrained to a Riemannian manifold under a suitable Riemannian metric.
• The projected PD dynamics defined over a Riemannian manifold is proved to be globally exponentially stable
for a linear inequality constrained convex optimization problem.
• The effectiveness of the proposed method is studied with the application of L2 regularized least squares
problem. The Euler discretized version of the proposed dynamics is shown to converge geometrically to the
saddle-point solution.
1.2 Notations and Preliminaries
The set R (respectively R≥0 or R>0) is the set of real (respectively non-negative or positive) numbers. If f : Rn → R
is continuously differentiable in x ∈ Rn, then ∇xf : Rn → Rn is the gradient of f with respect to x. ‖.‖ denotes
the Euclidean norm. For scalars x, y, [x]+y := x if y > 0 or x > 0, and [x]
+
y := 0 otherwise. For a set X ⊆ Rn, the
notation relintX defines the relative interior of X . The notation P1 =⇒ P2 implies that the problem P2 can be
derived by specializing the problem P1.
The following subsections provide preliminaries relevant to the main results of this paper.
1.2.1 Convex Optimization, Variational Inequality, and Projected Dynamical System
Definition 1.1. (The Variational Inequality Problem, [19])
For a closed convex set X ∈ Rn and vector function F : X → Rn, the finite dimensional variational inequality
problem, VI(F,X), is to determine a vector x∗ ∈ X such that
(x− x∗)TF (x∗) ≥ 0, ∀x ∈ X. (1)
The VI(F,X) is equivalent to solving a system of equations as given below:
Proposition 1.1. (A System of Nonlinear Equations, [19])
Let F : X → Rn be a vector function. Then x∗ ∈ Rn solves the variational inequality VI(F,X) if and only if x∗ solves
the system of equations
F (x∗) = 0. (2)
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where 0 is zero vector of appropriate dimensions.
When the function F is realized as a gradient of a real-valued function f , the following relationship between a variational
inequality and an optimization problem is established.
Proposition 1.2. (An Optimization Problem, [19])
Let X ⊂ Rn be closed and convex and f : X → R be a continuously differentiable function. If x∗ ∈ X solves the
optimization problem:
min
x∈X
f(x), (3)
then x∗ solves the variational inequality problem VI(∇f,X). On the other hand, if f(x) is a convex function and x∗
solves the VI(∇f,X), then x∗ is a solution to the optimization problem (3).
The optimization problem (3) is denoted hereafter as OPT(f,X).
If convexity of f holds, then the following relationship between OPT(f,X) and VI(∇f,X) can be derived.
VI(∇f,X) =⇒ OPT(f,X). (4)
A variational inequality problem VI(F,X) is also equivalent to a fixed point problem as given below:
Proposition 1.3. (A Fixed Point Problem, [19])
x∗ is a solution to VI(F,X) if and only if for any α > 0, x∗ is a fixed point of the projection map:
x∗ = PX(x∗ − αF (x∗)) (5)
where
PX = arg min
v∈X
‖x− v‖. (6)
The fixed point problem, denoted by FPP(F,X) shares connection with the variational inequality problem VI(F,X) as
described below.
FPP(F,X) =⇒ VI(F,X). (7)
Theorem 1.4. (Existence of Solution of Variational Inequality, [19])
If X is compact and convex and F (x) is continuous on X , then the variational inequality problem VI(F,X) admits at
least one solution x∗.
The monotonicity properties of F required in this paper are stated below:
Definition 1.2. (Monotone Map, [25])
A mapping F is monotone on X ⊆ Rn, if for every pair of distinct points x, y ∈ X , we have
(y − x)T (F (y)− F (x)) ≥ 0. (8)
Definition 1.3. (Strongly Monotone Map, [25])
A mapping F is strongly monotone onX ⊆ Rn, if there exists µ > 0 such that, for every pair of distinct points x, y ∈ X ,
we have
(y − x)T (F (y)− F (x)) ≥ µ‖x− y‖2. (9)
The relation between monotonicity of F and positive definiteness of its Jacobian matrix
∇F (x) =
(
∂Fi(x)
∂xj
)
i,j=1,2,...,n
, (10)
as given below.
Proposition 1.5. ((Strongly) Positive Definite Jacobian of F (x) implies (Strongly) Monotone F (x), [19])
Suppose that F is continuously differentiable on X .
1. If the Jacobian matrix ∇F (x) is positive semidefinite, i.e.,
yT∇F (x)y ≥ 0,∀y ∈ Rn, x ∈ X, (11)
then F is monotone on X .
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2. If the Jacobian matrix ∇F (x) is positive definite, i.e.,
yT∇F (x)y > 0,∀y ∈ Rn, x ∈ X, (12)
then F is strictly monotone on X .
3. If ∇F (x) is strongly positive definite, i.e.,
yT∇F (x)y ≥ µ‖z‖2,∀y ∈ Rn, x ∈ X, (13)
then F (x) is strongly monotone on X .
Proposition 1.6. (Strongly Monotone∇f implies Strongly Convex f , [25])
Let f be a differentiable function on D ⊆ Rn that contains X . Then, f strongly convex if and only if ∇f is strongly
monotone on X .
Definition 1.4. (Strongly Convex Function [25])
A differentiable function f is strongly convex on a domain D ⊆ Rn of X , if there exists µ > 0 such that, for all
x, y ∈ D,
f(y)− f(x) ≥ (y − x)T∇f(x) + µ
2
‖y − x‖2. (14)
f is strongly concave, if −f is strongly convex.
Theorem 1.7. (Uniqueness of the Solution to Variational Inequality, [19])
Suppose that F (x) is strongly monotone on X . Then there exists precisely one solution x∗ to VI(F,X).
Consider the following globally projected dynamical system proposed in [1], denoted here as PDS(F,X):
x˙ = β{PX [x− αF (x)]− x} (15)
where k, α are positive constants and PX : Rn → X is a projection operator as defined in (6).
Remark 1. (Equivalence between PDS(F,X) and VI(F,X), [24])
x∗ is an equilibrium point of the PDS(F,X), (15) if and only if x∗ is a solution of the variational inequality problem
VI(F,X) defined in (1).
From Remark 1,
x˙ = 0 =⇒ x∗ = PX(x∗ − αF (x∗)). (16)
By using Proposition 1.3, the result is immediate. The PDS(F,X) shares connection with the VI(F,X) as described
below:
PDS(F,X) =⇒ FPP(F,X) =⇒ VI(F,X). (17)
Lemma 1.8. [31] Assume that F is locally Lipschitz continuous in a domain D that contains X . Then the solution
x(t) of (15) will approach exponentially the feasible set X when the initial point x0 /∈ X . Moreover, if x0 ∈ X , then
x(t) ∈ X .
Remark 2. [24] Let X be a nonempty, closed convex set, then the following holds:
[x− PX(x)]T [PX(x)− y] ≥ 0,∀y ∈ X,x ∈ Rn. (18)
Given a set X ⊂ Rn and x ∈ X , a vector v ∈ Rn is called an inward tangent vector of X at x if there exist a smooth
curve γ : [0, ξ]→ X such that ξ ≥ 0, γ(0) = x, and γ′+(0) = v.
The set of all inward tangent vectors is the tangent cone of X at x and denoted by TxX .
Denote the boundary and interior of X , respectively, by ∂X and X0. If x ∈ ∂X , the set of inward normals to X at x is
defined as the dual cone of TxX , as follows:
NxX = {η : ‖η‖ = 1|〈ηT , x− x′〉 ≤ 0,∀x′ ∈ TxX}. (19)
From Definition 1.1, the necessary and sufficient condition for x∗ to be a solution to VI(F,X) [19], is that
−F (x∗) ∈ Nx∗X.
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1.2.2 Riemannian manifold
LetM be a differential manifold endowed with Riemannian metric r. Let S(M) denote the space of vector fields over
M. The tangent space ofM at some point x ∈M be TxM.
An inner product r is defined as 〈u, v〉r := r(u, v). In matrix form, 〈u, v〉r = uTRv where R is symmetric positive
definite. The 2−norm induced by r is written as ‖.‖r such that ‖v‖ =
√〈v, v〉r. rx : TxM×TxM→ R is a smoothly
chosen inner product on the tangent space TxM ofM. For each x ∈M, r = rx, satisfies the following:
1. r(x1, x2) = r(x2, x1),∀x1, x2 ∈ TxM
2. r(x, x) > 0,∀x ∈ TxM
3. r(x, x) = 0 if and only if x = 0.
Definition 1.5. (Riemannian Metric, [32])
Given a set X ⊆ Rn, a Riemannian metric is a map r : X → Ln2 that assigns to every point x ∈ X an inner product〈., .〉r(x). A metric is Lipschitz continuous if it is continuous as a map from X to Ln2 .
If there exists a smooth function f :M→ R, and x ∈M, the differential Dxf : TxM→ R is defined as
Dxf(v) = (f ◦ γ)′(v)
where γ(−ξ, ξ) is a smooth curve with γ(0) = x, and γ′(0) = v, v ∈ TxM. The gradient of f at x ∈M is defined as
the unique tangent vector gradf such that
〈gradf, v〉r = Dxf(v)∀v ∈ TxM.
In matrix notation, the gradient gradrf = R
−1∇fT . A vector field F is a map that assigns a vector F (x) ∈ TxM to
every point x ∈M.
Let ∇ be a linear (Levi-Civita) connection and Y be a C∞ vector field onM, respectively. Then the connection ∇
induces a covariant derivative with respect to Y , denoted by ∇Y .
The differential of F ∈ S(M) is a linear operator HF : S(M) → S(M), given by HF (Y ) := ∇Y (F ). The linear
map HF (x) : TxM→M assigned to each point x ∈M is defined by HF (x)v = ∇vF,∀v ∈ TxM.
If F = gradf , where f :M→ R, then HF (x) denotes the Hessian of f at x.
Proposition 1.9. (Generalization of Strongly Monotone Vector-valued Function on a Riemannian Manifold , [21])
LetM be a Riemannian manifold and let F be a vector field onM. Then F is strongly monotone if and only if there
exists ν > 0 such that 〈HF (x)v, v〉r ≥ ν‖v‖2r for any x ∈M and v ∈ TxM.
Proposition 1.10. (Generalization of Strongly Convex Real-valued Function on a Riemannian Manifold, [21])
LetM be a Riemannian manifold, then the function f :M→ R is strongly convex if and only if the gradient vector
field F = gradf onM is strongly monotone.
2 Saddle-point problem as a variational inequality and projected primal-dual dynamics
Consider the following constrained optimization problem
minimize f(x)
subject to x ∈ X (20)
where
X = {x ∈ Rn|gi(x) ≤ 0,∀mi=1}, (21)
is the domain of the problem (20). The functions f : Rn → R, g : Rn → Rm are assumed to be continuously
differentiable (C2) with respect to x, with the following assumptions:
Assumption 1. ∇f : Rn → Rn is strongly monotone on X , with µ > 0 such that the following holds:
(x1 − x2)T (∇f(x1)−∇f(x2)) ≥ µ‖x1 − x2‖2. (22)
As a consequence of Assumptions 1, it is derived that the objective function f is strongly convex in x with the modulus
of convexity given by µ2 .
Assumption 2. Constraints gi(x) are convex in x,∀mi=1.
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Assumption 3. There exists an x ∈ relintX such that gi(x) < 0,∀mi=1.
Assumptions (1)-(3) ensure that x is strictly feasible and strong duality holds for the optimization problem (20).
Remark 3. Note that the gradient function∇gi(x) need not be monotone.
Let L : Rn × Rm → R define the Lagrangian function of the optimization problem (20) as given below
L(x, λ) = f(x) + λT g(x). (23)
Let λi be the Lagrange multipliers associated with gi(x), then λ ∈ Λ ⊆ Rm+ = {λ ∈ Rm, λi ≥ 0,∀mi=1} defines the
corresponding vectors of Lagrange multipliers.
The Lagrangian function L defined in (23) is differentiable convex-concave in x and λ respectively, i.e., L(., λ) is
convex for all λ ∈ Λ and L(x, .) is concave for all x ∈ X .
The saddle-point problem, denoted as LP(L,Ω) (not to be confused with a linear programming problem usually
designated as LP), finds a pair x∗ ∈ X and λ∗ ∈ Λ such that the following holds:
L(x∗, λ) ≤ L(x∗, λ∗) ≤ L(x, λ∗). (24)
If x∗ is the unique minimizer of L, then it must satisfy the Karush-Kuhn-Tucker (KKT) conditions stated as follows.
gi(x
∗) ≤ 0, ∀mi=1 (25)
λ∗i ≥ 0, ∀mi=1 (26)
λ∗i gi(x
∗) = 0, ∀mi=1 (27)
∇f(x∗) + λ∗T∇g(x∗) = 0. (28)
Let us define z = (x, λ) ∈ Ω = X × Λ then z∗ = (x∗, λ∗) is the saddle point of the Lagrangian function defined in
(23).
Remark 4. Since strong duality holds, the KKT conditions (25)-(28) are necessary and sufficient to guarantee optimality
of the problem (20), with x∗ as the unique minimizer of (20) and z∗ as the unique saddle-point of (23).
Let G : Rn × Rm → Rn+m define the gradient map of (23) as given below:
G(z) = ∇zL (29)
=
[ ∇xL(x, λ, γ)
−∇λL(x, λ, γ)
]
(30)
While the primal-dual dynamics for an unconstrained optimization problem corresponds to simply z˙ = −∇zL =
−G(z), the PD dynamics corresponding to the constrained optimization problem (20)-(21) is given by:
z˙ =
[−∇xL(x, λ, γ)
[∇λL(x, λ, γ)]+λ
]
(31)
It is well known that the solution of the PD dynamics (31) coincides with the saddle point z∗ of the saddle-point
problem (24) [2, 6].
This section describes the variational inequality based formulation of the saddle-point problem and proceeds to develop
the projected primal-dual dynamics to solve the underlying variational inequality problem.
2.1 Saddle-point problem as a variational inequality
The equivalence between variational inequality and constrained optimization problem has been well established in
Proposition 1.2 and [23, Theorem 1.3.1]]. Using these properties, if F = ∇f holds, then the equivalence stated in
(4) proves that the optimal solution x∗ of the problem OPT(f,X) given in (3)-(21) can be obtained by formulating
OPT(f,X) as a variational inequality VI(∇f,X) stated in (1). However, this solution concept holds only with respect
to the primal optimizer x∗ which is necessary but not sufficient to develop the main results. The similar solution concept
must be developed also for the saddle point z∗. To this end, this subsection establishes additional properties linking the
saddle-point problem LP(L,Ω) (24) with the equivalent variational inequality problem.
To arrive at the variational inequality problem that is equivalent to the LP(L,Ω), the following result from [23,
Proposition 1.3.4] is useful.
L(x, λ) = ∇xL(x, λ) (32)
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Figure 1: A geometric representation of the variational inequality VI(∇L,Ω).
where L(x, λ) is defined as the vector valued Lagrangian function of the variational inequality VI(∇f,X) stated below:
L(x, λ) = F (x) + λT∇g(x), ∀(x, λ) ∈ Ω. (33)
From (32), it is obvious that for a given saddle point z∗,
L(x∗, λ∗) = ∇x∗L(x∗, λ∗) (34)
Using (34), an equivalence similar to (4) can be obtained between the saddle-point problem LP(L,Ω) and the
corresponding variational inequality problem of the form VI(∇L,Ω)1. In line with this, one can define the variational
inequality problem VI(∇L,Ω) by replacing F by∇L and X by Ω in (1), as stated below.
Definition 2.1. For a closed convex set Ω ∈ Rn+m and vector function ∇L : Ω → Rn+m, the finite dimensional
variational inequality problem, VI(∇L,Ω), is to determine a vector z∗ ∈ Ω such that
(z − z∗)T∇zL(z∗) ≥ 0, ∀z ∈ Ω. (35)
or equivalently
(x− x∗)T∇xL(x∗, λ∗) ≥ 0, ∀x ∈ X. (36)
(λ− λ∗)T (−∇λL(x∗, λ)) ≥ 0, ∀λ ∈ Λ. (37)
Remark 5. Denote the boundary and interior of Ω, respectively, by ∂Ω and Ω0. If z ∈ ∂Ω, the set of inward normals
to Ω at z is defined as the dual cone of TzΩ, as follows:
NzΩ = {η : ‖η‖ = 1|〈ηT , z − z′〉 ≤ 0,∀z′ ∈ TzΩ}. (38)
where TzΩ is the set of all inward tangent vectors.
From Definition 2.1, the necessary and sufficient condition for z∗ to be a solution to VI(∇L,Ω), is that
−G(z∗) ∈ Nz∗Ω.
A geometric representation of the variational inequality VI(∇L,Ω) is given in Fig. 1. Using Proposition 1.1, the
VI(∇L,Ω) can be proved to be equivalent to solving a system of nonlinear equations, as stated below.
Proposition 2.1. Let ∇L : Ω → Rn+m be a vector function. Then z∗ ∈ Rn+m solves the variational inequality
VI(∇L,Ω) if and only if z∗ solves the system of equations
∇L(z∗) = 0. (39)
or equivalently (from (30))
G(z∗) = 0. (40)
In a similar way, a fixed point problem corresponding to the VI(∇L,Ω) can be obtained as given below.
Proposition 2.2. z∗ is a solution to VI(∇L,Ω) if and only if for any α > 0, z∗ is a fixed point of the projection map:
z∗ = PΩ(z∗ − α∇zL(z∗)) (41)
where
PΩ = arg min
v∈Ω
‖z − v‖. (42)
1For the sake of notational simplicity,∇zL is denoted as∇L in VI(∇L,Ω) and similar notations
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Denote the fixed point problem in Proposition 2.2 as FPP(∇L,Ω), it follows from the equivalence stated in (7) that
FPP(∇L,Ω) =⇒ VI(∇L,Ω). (43)
Further one can use [33, Corollary 1.1] to show that the problems (24), (35), and (40) are equivalent such that the
following holds:
FPP(∇L,Ω) =⇒ VI(∇L,Ω) =⇒ LP(L,Ω). (44)
The equivalence result (44) confirms that the solution z∗ of the VI(∇L,Ω) is the saddle point z∗ of saddle-point
problem LP(L,Ω).
2.2 Projected primal-dual dynamics
The framework of finite dimensional variational inequalities studies only the equilibrium solutions, which in a way uses
(41) to arrive at a static representation of the system (30) at its steady state. The dynamic representation of the system
(30) which shall follow the equivalence stated in (43), must be developed to understand how the variable of interest, i.e.,
z converges to the solution z∗ of the VI(∇L,Ω). A dynamical model that represents the VI(∇L,Ω) is widely known
as “the projected dynamical system” (PDS).
z˙ = β{PΩ[z − αG(z)]− z}, (45)
where β > 0. By invoking Remark 1 from preliminaries, the VI(∇L,Ω) can be expressed as a PDS(∇L,Ω) and the
following equivalence can be derived.
PDS(∇L,Ω) =⇒ FPP(∇L,Ω) =⇒ VI(∇L,Ω) =⇒ LP(L,Ω). (46)
Towards this end, the PDS(∇L,Ω) is regarded as the projected PD dynamics whose solution converges to the saddle
point solution of the saddle-point problem LP(L,Ω). Since Ω is a closed and convex set, using Theorem 1.4 and
Theorem 1.7 from preliminaries, the existence and the uniqueness of z∗ are guaranteed. With this, the next section
proceeds towards the stability analysis of the projected PD dynamics.
2.3 Stability analysis
In what follows, monotonicity property of G(z) is explored and it is proved that the projected PD dynamics (45) is
Lyapunov stable.
Lemma 2.3. If Assumptions (1)-(3) hold, then G(z) is monotone such that
[G(z1)−G(z2)]T (z1 − z2) ≥ 0 (47)
for every pair of z1, z2 ∈ Ω.
Proof. The Jacobian matrix of G is derived as follows:
∇G =
[
∇2f(x) + λT∇2g(x) ∇g(x)T
−∇g(x) 0
]
(48)
Recall from Proposition 1.5, G is monotone if and only if the∇G is positive semidefinite. By∇G positive semidefinite,
it is meant that
1
2
∇G+ 1
2
∇GT ≥ 0,∀z ∈ Ω,∀t. (49)
Inequality (49) can be easily verified by checking the symmetric part of∇G:
∇G+∇GT
2
=
[
∇2f(x) + λT∇2g(x) 0n×m
0m×n 0m×m
]
(50)
≥ 0(n+m)×(n+m),∀z ∈ Ω,∀t (51)
where 0 is a zero matrix of appropriate dimensions. From (51) it is verified that the∇G is a (n+m)× (n+m) matrix
which is rank deficient by m rows. Thus it is only a positive semi-definite matrix. Thus from Proposition 1.5, it can be
concluded that G is a monotone.
Lemma 2.4. Let G(z) be continuously differentiable on open convex subset of Rn+m. If Assumptions 1-3 hold and G
is monotone for all z ∈ Ω, then with α > 0, the projected PD dynamics (45) is Lyapunov stable.
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Proof. For the Lagrangian function (23), the following inequalities always hold:
L(x∗, λ∗)− L(x∗, λ) ≥ 0
L(x, λ∗)− L(x∗, λ∗) ≥ 0
Let us define the Lyapunov function as follows:
V (z) = (L(x∗, λ∗)− L(x∗, λ)) + (L(x, λ∗)− L(x∗, λ∗))
+
1
2
‖z − z∗‖2. (52)
The last term in (52) ensures that V (z) ≥ 12‖z − z∗‖2,∀z ∈ Ω, thus also ensures the boundedness of the level sets of
V (z).
Differentiating V (z) with respect to time t yields:
V˙ (z) = ∇V (z)z˙
= −[(∇L(x, λ∗)−∇L(x∗, λ)) + z − z∗]T (z − z˜)
= −[G(z) + z − z∗]T (z − z˜) (53)
Substituting x = z − αG(z) and y = z∗ in (18) [24], yields
[z − z∗ + αG(z)]T (z − z˜) ≥ ‖z − z˜‖2 + α(z − z∗)TG(z). (54)
Using (54) in (53) yields,
V˙ (z) ≤ −(z − z∗)TG(z)− ‖z − z˜‖2
≤ −(z − z∗)T (G(z)−G(z∗))− ‖z − z˜‖2 (55)
From (47),
V˙ (z) ≤ 0 (56)
(47) and (56) ensure that the Lyapunov function (52) is non-increasing along (63), hence the projected dynamical
system is Lyapunov stable.
Remark 6. The Lyapunov stability result from Lemma 2.4 also holds for the optimization problem of the form (3) with
linear inequality constraints as defined in the set X = {x ∈ Rn|Ax ≤ b}.
From Proposition 1.5 and Lemma 1.8, it is observed that the projected PD dynamics (45) does not achieve exponential
(asymptotic) stability since the gradient G is not strongly (strictly) monotone on the Euclidean space. Thus to obtain
desired stability results, a geometry other than the Euclidean geometry must be considered. The key to achieving
a strongly monotone gradient and a globally exponentially stable PD dynamics is to formulate the problem on a
Riemannian manifold as discussed in the subsection below.
3 Projected primal-dual dynamics over a Riemannian manifold
Proposition 1.9 and 1.10 establish the relation between monotonicity and convexity on Riemannian manifolds. While
the gradient of the Lagrangian function is just monotone on the Euclidean space, using rich metric properties of
the Riemannian manifolds, it can be modified to become strongly monotone. On a Riemannian manifold, the key
to obtaining a strongly monotone gradient function is to define a Riemannian metric that yields one. Following
this reasoning, in this subsection, a linear inequality constrained convex optimization problem is considered over a
Riemannian manifold and the Riemannian metric is chosen such that the gradient of the Lagrangian function is strongly
monotone. Using the relation between strong monotonicity and uniqueness of the solution, under the assumption of
Lipschitz continuity, the projected PD dynamics is shown to have globally exponentially stable saddle-point solution.
Considers the following optimization problem
min f(x)
subject to x ∈ X (57)
where X = {x ∈ Rn|Ax ≤ b}, and A ∈ Rm×n.
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Assumption 4. Let matrix A have full row rank m ≤ n and q1I ≤ AAT ≤ q2I , where I is an identity matrix and
q1, q2 are positive constants.
The Lagrangian function for the problem (57) is given by
L(z) = f(x) + λT (Ax− b) (58)
where z = (x, λ), z ∈ Ω = X × Λ, x ∈ X , λ ∈ Λ ⊆ Rm≥0.
The gradient of the Lagrangian (58) is obtained as:
G(z) = ∇zL (59)
=
[
∇f(x) +ATλ
−(Ax− b)
]
. (60)
3.1 Strongly monotone gradient of the Lagrangian
Consider a smooth manifoldM⊆ Rm+n and letM be endowed with Riemannian metric r. Define the Lagrangian
function L :M→ R then the gradient of L at z ∈M is the unique tangent vector gradL given as
〈gradL, v〉r = DzL(v),∀v ∈ TzM. (61)
In the matrix notation, (61) implies the following
gradrL = R
−1∇LT
where ∇L = G(z) is the gradient vector of L on Euclidean space Rm+n.
Denote Gr(z) = gradrL, the differential of Gr(z) ∈ S(M) is a linear operator HGr : S(M) → S(M), given by
HGr (Y ) := ∇Y (Gr). The linear map HGr(z) : TzM→M assigned to each point z ∈M is defined by the Hessian
of L, denoted by HGr (z)v = ∇vGr(z) = R−1∇G(z),∀v ∈ TzM.
The projection operator P rM : Rn+m →M defined as
P rM(z) = arg min
v∈TzM
‖z − v‖2r. (62)
Correspondingly, the projected PD dynamics onM is defined as follows:
z˙ = β{P rM[z − αGr(z)]− z}. (63)
Let the Riemannian metric R be chosen as given below:
R =
[
kI AT
A kI
]−1
, (64)
where
k ≥ √q2 (65)
meets the positive definiteness of the matrix2 R. The gradient vector Gr(z) ∈ TzM is given by
Gr(z) = R
−1G(z),
=
[
k∇f(x)−ATAx+ kATλ+AT b
A∇f(x)− kAx+AATλ+ kb
]
(66)
In the following section it is proved that the gradient map (66) is strongly monotone.
Proposition 3.1. Consider the problem (57) and let (M, r) be a n+m-dimensional smooth manifold. If Assumption 1
and 4 hold for the problem (57), then with the linear map R−1 : TzM→ TzM, the gradient vector Gr(z) is strongly
monotone.
2A similar matrix representation can also be found in [13, 14].
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Proof. Recall from Proposition 1.9 that for Gr(z) to be strongly monotone, ∇zGr must be positive definite, i.e., for
the symmetric part of∇zGr, i.e. 12∇Gr + 12∇GTr , the following must hold:
∇Gr +∇GTr = R−1∇G+∇GTR−1,
≥ νI,∀z ∈M,∀t (67)
where ν > 0 is a constant, I is an identity matrix of appropriate dimensions.
The Jacobian of Gr(z), denoted by∇Gr(z) is given below:
∇Gr(z) =
[
k∇2f(x)−ATA kAT
A∇2f(x)− kA AAT
]
(68)
The symmetric part of∇Gr(z) is obtained as:
∇Gr(z) +∇GTr (z)
2
=
[
k∇2f(x)−ATA 1
2
(A∇2f(x))T
1
2
A∇2f(x) AAT
]
(69)
Let M = ∇Gr(z) +∇GTr (z)− q1I > 0. Then
M =
[
2k∇2f(x)− 2ATA− q1I (A∇2f(x))T
A∇2f(x) 2AAT − q1I
]
≥
[
2k∇2f(x)− 2ATA− q1I (A∇2f(x))T
A∇2f(x) AAT
]
. (70)
Further let S = AAT , then the Schur compliment of the block S of the matrix M, denoted by SSchur is derived as
SSchur = 2k∇2f(x)− 2ATA− q1I
− (A∇2f(x))T (AAT )−1A∇2f(x). (71)
Let H = ∇2f(x) for the notational simplicity. Note that in (72), 2kH > 0,∀k > 0, 2ATA ≥ 0, q1I > 0, and
0 ≤ HAT (AAT )−1AH ≤ H2. The last terms is a consequence of AT (AAT )−1A ≤ I . Rearranging (71) as given
below
2kH > 2ATA+ q1I + HA
T (AAT )−1AH
2kH > 2ATA+ q1I + H
2 (72)
allows to choose k such that SSchur > 0. Post multiplying (72) by (2H)−1 yields the following:
2kI > 2ATA(2H)−1 + q1(2H)−1 + H2(2H)−1
kI > ATAH−1 + 0.5q1H−1 + 0.5H. (73)
Applying Courant-Fischer theorem [34] to (73) yields the following:
λmax(kI) > λmax(A
TAH−1 + 0.5q1H−1 + 0.5H). (74)
Since λmax(kI) = k, (74) has the following form:
k > λmax(A
TAH−1 + 0.5q1H−1 + 0.5H). (75)
By choosing k as given in (75) ensures that SSchur > 0. But k must also satisfy (65), thus k must be chosen such that
the following holds:
k > max{√q2, λmax(ATAH−1 + 0.5q1H−1 + 0.5H)} (76)
ensures that both (65) and (74) are met. If k is chosen according to (76), then SSchur > 0 holds such that there exists a
ν ≥ q12 which implies that
〈HGr(z)v, v〉r ≥ ν‖v‖2r,∀v ∈ TzM. (77)
Thus by using Proposition 1.9, the following is derived
〈Gr(z1)−Gr(z2), z1 − z2〉r ≥ ν‖z1 − z2‖2r. (78)
Hence it is proved that Gr(z) is strongly monotone3.
3Notice that by substituting M = ∇Gr(z) +∇GTr (z), the strictly monotone mapGr(z) (by definition) can be derived. However,
a strongly monotone gradient mapping is also strictly monotone.
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3.2 Exponential stability
Without loss of generality, let us define Gr(z) similar to (30) as follows:
Gr(z) =
[ ∇rxL(x, λ)−∇rλL(x, λ)
]
, (79)
where L(x, λ) would represent the modified Lagrangian function whose gradient vector field is given by Gr(z). Since,
Gr(z) is strongly monotone onM, (63) will converge to a unique saddle-point solution z∗.
Theorem 3.2. Let Gr(z) be Lipschitz continuous on D, then inequality (78) and α > 0, imply that the system (45)
with z(0) ∈M is globally exponentially stable at the unique solution z∗ of (35).
Proof. For each z(0) ∈M, there exists a unique solution z(t) of (45), that started from z(0). If [0, tf ) is the maximal
interval of z(t), then from Lemma 1.8, z(t) ∈M for all t ∈ [0, tf ). Since Gr(z) is strongly monotone, the following
holds:
L(x∗, λ∗)− L(x∗, λ) > 0
L(x, λ∗)− L(x∗, λ∗) > 0
Let us define the Lyapunov function for the dynamic (63) as follows:
V1(z) = (L(x
∗, λ∗)− L(x∗, λ)) + (L(x, λ∗)− L(x∗, λ∗))
+
1
2
‖z − z∗‖2r. (80)
It is to be noted that V1(z) possesses a similar structure as that of V (z) defined in (52), it is also differentiable convex
onM, with V1(z) ≥ 12‖z − z∗‖2r,∀z ∈M, thus bounding all level sets of V1(z).
Differentiating V1(z) with respect to time t yields:
V˙1(z) = ∇V1(z)z˙
= −〈∇L(x, λ∗)−∇L(x∗, λ) + z − z∗, z − z˜〉r
= −〈Gr(z) + z − z∗, z − z˜〉r (81)
Substituting x = z − αGr(z) and y = z∗ in (18) [24], yields
〈z − z∗ + αGr(z), z − z˜〉r ≥ ‖z − z˜‖2r + 〈α(z − z∗), Gr(z)〉r. (82)
Using (82) in (81) yields,
V˙1(z) ≤ −〈α(z − z∗), Gr(z)〉r. (83)
If k is chosen such that the condition (74) is satisfied then Gr(z) is strongly monotone. Using Proposition (1.10) from
the preliminary section, the strong monotonicity of Gr(z) also leads to the strong convexity of the Lagrangian function
L(z),∀z ∈ M, which implies that there exists a unique saddle point z∗ ∈ M, i.e. M∗ = z∗. Hence the following
inequality can be obtained:
〈z−z∗, Gr(z)〉r ≥ L(x, λ∗)− L(x∗, λ) + ν
2
‖z − z∗‖2r, z ∈M. (84)
Using (84), (83) modifies to the following
V˙1(z) ≤ −〈α(z − z∗), Gr(z)〉r,
≤ −αβ[L(x, λ∗)− L(x∗, λ) + ν
2
‖z − z∗‖2r],
≤ −αβ[(L(x∗, λ∗)− L(x∗, λ))
+ (L(x, λ∗)− L(x∗, λ∗)) + ν
2
‖z − z∗‖2r]. (85)
With α, β > 0, it can be shown that,
V˙1(z) ≤ −βmin{1, αν}V (z). (86)
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Thus, it is proved that the system (45) is exponentially stable at the unique solution z∗ of (35). Therefor,
‖z − z∗‖r ≤ ce−β
min{1,αν}
2 t (87)
where c =
√
2V1(z(0)).
Further, if Gr(z) is Lipschitz continuous on M, i.e., ‖Gr(z1) − Gr(z2)‖r ≤ `‖z1 − z2‖r,∀z1, z2 ∈ M. By
using [24, Theorem 4], the global exponential stability of the projected PD dynamics can be derived:
‖z(t)− z∗‖r ≤ ‖z(0)− z∗‖re
−αβ(4ν−α`2)
8 t,∀t ≥ 0. (88)
If α < 4ν`2 , it follows that the projected PD dynamic (63) is globally exponentially stable.
4 Simulation Results
This section presents simulation studies of the projected PD dynamics (63). It is known that the Euler discretization of
the exponentially stable dynamical system owns geometric rate of convergence [18] for sufficiently small step-sizes.
The projected PD dynamics (63) is Euler discretized with a step size s > 0 and the following discrete-time projected
PD dynamics [19] is obtained.
z(τ + 1) = βP rM{z(τ)− αGr(τ)}. (89)
First example (Example 1) considers an optimization problem of the form (57) with m = 5 and n = 10. The Hessian
matrix is assumed to be H = 20I with A and b taken as Gaussian random matrix and vector respectively. The distance
to the equilibrium point i.e. z∗ = (x∗, λ∗) for different values of parameter k is shown separately in Fig. 2 and 3, where
% = max{√q2, λmax(ATAH−1 + 0.5q1H−1 + 0.5H)}. It can be seen from the plots that the rate of convergence
to the equilibrium points accelerates as the value of k is increased. It implies that increasing the value of k allows
increasing the value of ν, which further increases the coefficient of the negative exponential term in (88). The primal
optimizers x∗ of the problem are also compared to the optimal solution of the same problem obtained using “quadprog”
solver in MATLAB environment as shown in Fig. 4.
In the second example, an L2 regularized least squares problem is considered with m = 30 and n = 50. The objective
function is f(x) = ‖Cx− d‖22 + θ2‖x‖22 with θ > 0, constrained to Ax ≤ b. Matrices (C,A) ∈ Rm×n, and vectors
(d, b) ∈ Rm×1 are Gaussian random matrices and vectors, respectively. Parameters α, β are chosen as unity and the
proposed dynamics (63) is simulated for k = 1000 max(%). A sketch of the error norm as a function of time is shown
in Fig. 5. It can be seen that the error norm ‖xi − x∗i ‖2 has geometric rate of convergence.
5 Conclusions and discussion
This paper has proposed a projected dynamical system based formulation of the saddle point problem to solve a
constrained convex optimization problem. Monotonicity properties of the gradient of the underlying Lagrangian
function are evaluated. It is found that this gradient map is just monotone on the Euclidean space which restricts the
proposed dynamics from being globally exponentially stable. This has lead to a saddle-point solution of the proposed
dynamics which is only Lyapunov stable. It confirmed that the desired property concerning strong monotonicity of the
underlying gradient map ceases to exist on the Euclidean space. Due to which the exponential stability of the proposed
dynamics cannot be obtained. It further compelled to search for a differential geometry where such properties are
obtainable. To this end, our results proved that the proposed dynamics is exponentially stable on a Riemannian manifold
whose Riemannian metric is chosen such that the underlying gradient is strongly monotone. Then it is shown that the
exponential stability holds globally under the Lipschitz continuity of the gradient map. However, the analysis pertains
to a linear inequality constrained convex optimization problem.
There are many network-based optimization problems that fall under the category of linear inequality constrained
optimization, one of such problems is distributed support vector machines [35, 36] which is solved in a distributed
manner over a network of nodes acquiring valuable statistics. The results of this paper can be further extended to such
problems.
The proposed approach can also be generalized to a convex optimization problem with convex inequality constraints
under regularity conditions. However, it will not be a straightforward extension of the present work. It is expected that
the underlying mathematical framework would require additional properties concerning convexity of the inequality
constraints which is left as future scope of this paper.
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Figure 2: Distance to the primal optimizer x∗ for different values of k (Example 1).
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