Abstract With recent advances in silicon nanophotonics, optical crossbars based on CMOS-compatible microring resonators have emerged as viable on-chip optical interconnection networks to deliver high-bandwidth communication at low power dissipation with a small footprint. This paper describes the design, fabrication and evaluation of an arbitration-free passive crossbar based on a microring resonator matrix that can be used to route wavelength division multiplexing (WDM) signals across the chip. The salient feature of the proposed design is the ability to support multicasting and many-to-one communication efficiently (without arbitration), which makes it suitable for implementing cache coherency protocols and on-chip interconnect in future many-core processors.
compatible devices suitable for on-chip optical interconnections. They include high-speed and low-power electro-optic switches, modulators, and detectors [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] exploiting lowloss silicon photonic waveguides. In particular, silicon photonic microring modulators have achieved modulation bandwidth beyond 10 GHz [12] , and it is expected that a data rate of 40 GHz is possible in the future at very low energy consumption per bit [16] . Intel recently reported 31 GHz germanium photodetectors that can be integrated on silicon waveguides [14] . Hybrid bonding also has been investigated to provide laser sources on a silicon platform [3, 9] . Reference [17] highlights the fundamental benefits of nanophotonic global interconnects when compared to their electronic counterparts with respect to power consumption. Reference [18] compares packet switched electronic and photonic networks and concludes that a hybrid electronic/photonic network can dramatically reduce power consumption. In [19] , researchers from MIT demonstrated the benefits of on-chip networks with monolithic silicon photonics and demonstrated that optical links can have significant advantages in terms of energy efficiency compared to an electrical link. In [20] , researchers demonstrate the potential benefits of optical interconnects in the CPU/DRAM interface in high performance multicore processors.
In this paper, we demonstrate a microring resonator matrix-based optical crossbar that can be used in an onchip optical interconnect network. The optical paths between the sources and destinations are established based on the wavelengths that are used. The proposed crossbar allows wavelength division multiplexing (WDM) signals from a single source to be multicast to an arbitrary subset of the output ports. Also, signals from multiple sources can be multiplexed to a single destination through the proposed crossbar without arbitration (henceforth referred to as arbi-tration-free) for the destination, as the incoming signals are distributed over distinct wavelength channels.
The rest of the paper is organized as follows. We begin with an overview of the operation of a single microring resonator crossbar (basic building block) and show how it can be composed to form more complicated N × N crossbar networks. Next, we use the transfer matrix method to model the crossbar and predict how the critical parameters will affect its transmission performances to guide our design. The following section shows the fabrication processes and presents the preliminary experimental results. Finally, this paper concludes by discussing the potential applications of the proposed crossbar network in emerging manycore processor arena.
Design overview
The basic building block for the optical crossbar is an adddrop filter comprising a microring resonator coupled with a waveguide crossing [19] . Figure 1(a) shows the schematic of the basic building block. The optical signal excited at the input port propagates along the vertical waveguide. When the signal wavelength does not correspond to the resonance wavelength of the microring resonator, the optical signal continues to propagate without tunneling to the other orthogonal (horizontal) waveguide. When the signal wavelength is at the resonance wavelength, the optical signal couples into the microring resonator and tunnels out to the other waveguide. In this way, the optical signal can be routed to either the through or drop port, depending on its wavelength.
The waveguide crossing junction usually causes high scattering loss, lowering signal forward transmission and inducing crosstalk between the two output ports. The optical crossbar exploits multimode interference (MMI) couplers to mitigate this problem [20] . For the MMI coupler, the waveguide mode is self-imaged at the MMI center (crossing center) with no expansion of the wavefront, resulting in smoother forward propagation. Simulations indicate that the junction insertion loss can be as low as 0.1 dB per junction and crosstalk can be suppressed to −40 dB using a carefully designed MMI coupler [20] .
Larger-scale crossbar designs require cascading multiple basic building blocks in a matrix form [21] . Figure 1(b) shows a 3 × 3 crossbar constructed using three basic building blocks. Figure 1(c) shows a 10 × 10 crossbar constructed using 45 basic building blocks. In order to establish an arbitration-free wavelength routing path between input and output ports, each column of the microring resonator matrix should have different resonance wavelengths. Thus, for an N × N crossbar, the microring resonators work at N different resonance wavelengths, and the total number of microrings is N(N − 1)/2. 3 ) from one input-port are demultiplexed at the output after passing through the crossbar and the wavelength assignment is cyclic for different input ports. In this sense, the crossbar is functionally similar to arrayed waveguide gratings (AWG), except that it uses optical resonance rather than optical phase coherence to separate WDM channels. Compared with AWGs, the microring matrix-based crossbars are far more compact, given that microrings have diameters of a few microns [11] . Note that large-scale crossbar suffers more losses due to the cascaded waveguide crossing junctions.
Modeling
The modeling process is based on applying the transfer matrix method to the microring resonator-based crossbar [22] . The first step in the process is to deduce the electric field transmission functions for the two output ports of the basic building block. The electric field transmission through the input coupler of the microring resonator can be expressed as
where a m and b m (m = 1, 2) are the electric field before and after the input coupler, τ the electric field transmission coefficient through the coupler, and κ is the electric field coupling coefficient. For lossless coupling, τ 2 + κ 2 = 1. Assuming that the output coupler is identical to the input one, the electric field before and after the output coupler c m and d m are thus related by the same matrix in (1). The electric field inside the microring resonator is related as
where A is the fraction of the electric-field amplitude that remains upon a microring round trip, L is the microring resonator round-trip length, β = n eff k 0 is the propagation constant in the microring resonator, n eff is the microring waveguide effective index of refraction, and k 0 = 2π/λ is the free-space propagation constant (λ is the free-space wavelength). A is related to the microring waveguide propagation loss α (in dB/cm): α = −8.68 ln(A)/L. The microring waveguide loss α consists of silicon material loss (including free carrier absorption loss) α si , waveguide sidewall roughness induced scattering loss α sc , and waveguide bending radiation loss α b , i.e., α = α si + α sc + α b .
Solving the above equations leads to the through and drop port electric field transmission functions, assuming waveguide crossing junction loss is negligible:
As the input and output couplers are identical, the microring resonator always works in the 'under-coupling' regime [22] . In order to transfer more power to the drop waveguide at resonance wavelengths, κ should be large and α should be small. Figure 2 shows the through transmission spectrum extinction ratio (ER) and resonance linewidth (3-dB bandwidth) contour maps as a function of κ and α. The extinction ratio at resonance is high when the coupling is close to the 'critical-coupling' point (small α and large κ), which favors the signal dropping to the other waveguide. The resonance 3-dB bandwidth BW is inversely proportional to the resonance Q-factor: BW = f 0 /Q, where f 0 is the resonance frequency. The Q-factor is composed of an intrinsic Q-factor Q in and an input and output coupling induced external Q-factor Q ex : 1/Q = 1/Q in + 1/Q ex . Hence, small α (high Q in ) and small κ (high Q ex ) tend to have large Q and small resonance bandwidth. In reality, α is mainly determined by the fabrication process, but κ can be controlled by proper design of the gap between the straight waveguides and the microring resonator or by using directional couplers.
The basic building blocks are interconnected to form higher-order crossbars. In an N × N crossbar, each optical routing path between the input and output ports has N or N − 1 sequentially cascaded basic building blocks. As these basic building blocks are located in different columns, the microrings have different resonance wavelengths, and we denote their through and drop transmission functions as T tl and T dl (l is the column number). The crossbar output electric field transmission function T ij (i, j = 1, 2, . . . , N for input and output port numbers) is therefore the product In order to see the effect of cascading multiple microring resonators on the transmission performance, Fig. 3 illustrates the output spectra with various resonance Q-factors. The size of each column of resonators (ring radius ∼10 µm) is gradually reduced such that the corresponding resonance is blue-shifted by 0.4 nm (∼50 GHz). The resonance ER is maintained at 20 dB. Figures 3(a)-(c) show the output port transmission spectra (input from input port 1) in a 3 × 3 crossbar with Q = 10 3 (bandwidth ∼200 GHz), 4 × 10 3 (∼50 GHz), and 10 4 (∼20 GHz), respectively. Figure 3(a) shows that, for low-Q resonances, the resonance line-shapes broaden and interfere more strongly with each other. As a result, the O 3 spectrum has deeper resonance dips, yet the desired resonance peak in the O 1 spectrum is heavily suppressed by the two adjacent resonances. As Fig. 3(b) illustrates, the high Q values allow the corresponding bandwidth to approach the channel spacing, and as a result, the O 1 and O 2 transmissions are reasonably clear with channel crosstalk <−10 dB. Figure 3(c) shows the case where further increases in Q offer sharper resonance line-shapes with lower optical crosstalk. It should be noted that the resonance bandwidth should be large enough to be able to support the optical signal modulation bandwidth in order not to cause signal distortion during transmission. 
Fabrication and measurements
We fabricated our devices using 6 inch silicon-on-insulator (SOI) wafers with top silicon layer thicknesses of 200 and 260 nm. The buried oxide (BOX) layer thickness is 2 µm. The wafers were coated with Shipley UV-210 photoresist at 7000 rpm with a thickness of 0.42 µm, and then soft-baked at 130°C for 1 minute. The patterns were exposed by 248-nm Deep-UV (DUV) light using an ASML 5500/90 stepper. The exposed wafers were post-exposure baked for 1 minute and then developed in Shipley LDD 26W. UV-baking of the patterned photoresist enhanced its etch selectivity in favor of silicon etching during the subsequent HBr-Cl 2 gas-based reactive-ion-etching (RIE) in a Transformer Coupled Plasma (TCP) Lam Etcher. The devices were finally deposited with low temperature oxide (LTO) in a low pressure chemical vapor deposition (LPCVD) furnace. The oxide upper-cladding Figure 5 (c) shows the waveguide cross-section after LTO deposition (∼0.7 µm thick). The wafer was subsequently diced into mm-sized dies and the die facets were polished for high-quality optical coupling.
The device transmission spectra measurement employed an external-cavity wavelength-tunable diode laser (1524-1576 nm, ∼300 kHz linewidth) as the light source. The input laser beam was first pre-amplified by an erbium doped fiber amplifier (EDFA) to ∼16 dBm optical power to compensate for the device insertion loss (∼20 dB). We used a polarization controller to set the polarization to TE polarization (electric field parallel to the chip). The input light was butt-coupled to the device through a tapered single-mode silica fiber. The tapered fiber has a spot size of ∼2.5 µm. The input waveguides of the devices are also laterally tapered to ∼2.5 µm to reduce coupling loss. At the output, we used an objective lens with numerical aperture NA = 0.65 to collect the output light. The collected light was finally detected by an InGaAs photodiode detector.
Figures 6(a) and (b) show the crossbar basic building block microscope image and its measured through and drop transmission spectra. The resonance free spectral range (FSR) is ∼14 nm and the resonance bandwidth is ∼1.6 nm (200 GHz). Figures 6(c) and (d) show the fabricated 3 × 3 crossbar and the corresponding measured spectra for its three output ports. The resonance wavelengths of the three resonators are separated by ∼75 GHz. As predicted by the modeling, when the resonance bandwidth is larger than the channel spacing, strong interference occurs among resonators, and consequently the drop transmission spectra (O 1 and O 2 ) exhibit less pronounced peaks. These weakened drop peaks deteriorate optical signal transmission. Figure 6(e) shows the fabricated 4 × 4 crossbar using the SOI wafers with a device layer thickness of 0.26 µm. Figure 6(f) shows the corresponding measured spectra for its four output ports. As the light transmission goes through more stages, cross interference between different resonators is more significant, which increases the channel crosstalk.
Fabrication-induced phase error in the microring resonators can cause resonance shift from the desired values. In order to compensate for this error, post-fabrication trimming techniques, such as electron beam trimming [23] , can be used to accurately control the resonance wavelengths. Alternatively, doping the desired waveguide regions with ptype or n-type dopants (e.g., boron and phosphorus) is also able to change the refractive index [24] .
We characterized the 3 × 3 crossbar dynamic performance by measuring the transmission bit error rate (BER) at 10 and 40 Gbit/s data rates. The pseudo-random binary sequence (PRBS) is 2 31 − 1 bits long for the 10 Gbit/s measurement and 2 7 − 1 bits long for the 40 Gbit/s measurement. Figure 7 shows the setup for the BER measurement. 10 and 40 Gbit/s NRZ-OOK optical signals were generated by modulating an input laser beam using a Lithium Niobate (LiNbO 3 ) Mach-Zehnder modulator driven by a pulse pattern generator (PPG) at 10 and 40 GHz. The modulated signal was then amplified by an EDFA (saturated at 16 dBm optical power) before coupling into the chip. The transmitted signal was post-amplified by another EDFA (saturated at 16 dBm optical power) and then passed through a tunable band pass filter (BPF). The optical signal was finally converted to an electrical RF signal after a high speed photodetector, and analyzed by a bit error rate tester (BERT), which is synchronized to the PPG. We tuned the laser wavelength to the resonance wavelengths (near 1550 nm) for O 1 and O 2 BER measurements and a non-resonance wavelength (near 1543 nm) for the O 3 BER measurement. Figures 8(a) and (b) show the BER test results for all three output ports and back-to-back (BtB) transmission at 10 Gbit/s and 40 Gbit/s. The power penalty for O 3 is smaller than that for O 1 and O 2 as expected, since the signal coming out of O 3 travels through the crossbar without experiencing any resonance. The power penalties for the drop channels are slightly higher, resulting from the limited resonance bandwidth and interference induced resonance line-shape distortion (Fig. 6(d) ) [25, 26] .
The highest order of the crossbar is essentially determined by the ratio of the resonance FSR and the channel spacing. Smaller microrings have large FSRs, yet they also suffer more bending losses. The smallest microring resonator that has been experimentally demonstrated is 3 µm in diameter, with a FSR of ∼63 nm [11] . As discussed previously, in order for the WDM signals transmission through the crossbar without significant deterioration, the WDM channel spacing should be larger than the resonance bandwidth, and the resonance bandwidth should be larger than the signal bandwidth. Thus, for 40 Gbit/s WDM signals, the channel spacing can be 0.64 nm (double the resonance bandwidth) to tolerant ±0.1 nm fabrication error-induced resonance shift with a crosstalk of <−10 dB. In this case, one resonance FSR can incorporate ∼100 WDM channels, and 100 × 100 crossbar can be built to cross-connect 100 sources and destinations. Each channel suffers ∼10 dB loss due to the ∼100 stages of waveguide crossings. We believe the 100 × 100 crossbar can be realized using current fabrication technologies, with careful trimming of each microring resonator. In addition to functioning as a one-to-one cross-connect network, our crossbar also has the unique ability to support many-to-one (multiplexing) and one-to-many (multicasting) transmissions that arise in many applications, without additional cost or complexity. This opens up opportunities for the proposed crossbar design in future multicore processors.
The single-to-multiple transmission, or multicast [27] , is the transmission from a single source to multiple destinations simultaneously. Consider the simple 4 × 4 crossbar shown in Fig. 9(a) . A network node connected to input I 1 sends four packets using four different wavelengths simultaneously (λ 1 , λ 2 , λ 3 , and λ 4 ) to destination nodes connected to O 1 , O 2 , O 3 , and O 4 , respectively. The packet on λ 1 is diverted at the first microring resonator and then forwarded to O 3 . The other three packets do the same to their destinations, which results in the multicasting of a single packet to four destinations simultaneously. Let us consider implementing cache coherency in a multicore processor. In both snooping and directory-based coherence protocols, writeinvalidate messages have to be sent to multiple destinations when a shared cache block is updated. In [27] , the authors demonstrate that even a small fraction of multicast traffic can significantly degrade the overall performance and hence argue for hardware support of multicasting in future on-chip networks. We believe the proposed crossbar design can be useful in such applications without additional cost or complexity and in fact is more efficient than the virtual-circuit minimum spanning tree approach proposed by the authors in [27] to improve the performance of cache-coherence protocols.
The ability to send data from multiple sources to a single destination simultaneously is also very useful in many applications-not only in realizing scalable implementations of cache coherence protocols, but also in architectures that are derivatives of the dataflow model of computation such as RAW [28, 29] , WaveScalar [30] and TRIPS [31] . In a typical interconnection network, this is achieved by multiple sources arbitrating for the right to communicate with the single destination, which involves serialization at the switch fabric level. With the proposed crossbar, the destinations can accept the packets in multiple wavelengths simultaneously and separate them into different packets using tunable filters as shown in Fig. 9 (b).
Summary
Large scale low latency crossbars are very desirable in onchip interconnect networks. However, crossbars with a large number of ports and wide data paths are not practical in an electronic implementation because of wiring complexity and the large and power hungry drivers and repeaters needed to support low latency operation. We propose and demonstrate a microring resonator-based arbitration-free optical crossbar that can be used for on-chip WDM based interconnection networks. The proposed crossbar design supports multicasting and multiplexing efficiently which can be useful in many applications in future manycore processors. The crossbar design is modeled using the transfer matrix method to study the effect of several key parameters on its transmission performance. Experimental results indicate error-free operation of a 3 × 3 crossbar up to 40 Gbit/s.
