Abstract-Estimating the stationary background of a video sequence is useful in many applications like surveillance, segmentation, compression, inpainting, privacy protection, and computational photography. To perform this task, we introduce the LaBGen-P method based on the principles of LaBGen and the conclusions drawn in the corresponding paper. It combines a pixel-wise median filter and a pixel selection mechanism based on a motion detection performed by the frame difference algorithm. By working with pixels instead of patches, as originally done in LaBGen, it avoids some discontinuities between different spatial areas and generates better visual results. In this paper, we describe the LaBGen-P method, study its performance on the sequences of the SBMnet dataset, and compare it to that of LaBGen and other methods on the same dataset. Both algorithms emerged as the best ones during the IEEE Scene Background Modeling Contest (SBMC) organized in 2016. However, as there is not yet a good understanding of the recommended metrics, and due to the small amount of video sequences provided with the corresponding ground truth, we have performed a subjective evaluation. More precisely, 35 human experts were asked to compare background images estimated by LaBGen-P and LaBGen, and select the best one. From these experiments, it turns out that the results of LaBGen-P are preferred for about two thirds of the video sequences. Note that we provide an open-source C++ implementation at http://www.telecom.ulg.ac.be/labgen.
I. INTRODUCTION
The stationary background generation problem (also known as stationary background estimation, reconstruction, or initialization problem) consists in generating a unique image estimating the stationary background of an input video sequence acquired from a fixed viewpoint. In this context, the stationary background is defined as the set of elements that are motionless for the duration of the whole sequence (note that this definition excludes the elements subject to periodic movements). Generating an estimation of the background is helpful for many applications including surveillance, segmentation, compression, inpainting, privacy protection, and computational photography [1] . As an example, background subtraction algorithms (BGS algorithms), able to classify any pixel of a sequence as belonging to the background or not, could benefit from such an estimation to initialize their model [2] .
One of the simplest and most intuitive background generation method applies a pixel-wise temporal median filter on the frames composing the input sequence (this method is referred to as the median method hereafter). However, this method fails to generate a correct estimation when a sequence is highly cluttered or, in other words, when the background is observable for less than half of the time. To cope LaBGen LaBGen-P Ground truth Fig. 1 . Background estimated for the Board sequence of the SBMnet dataset by LaBGen and LaBGen-P with the parameters discussed in Section III-C. The discontinuities observable between different spatial areas make the estimation visually incoherent. They are avoided with the LaBGen-P method.
with the problems related to complex scenes (i.e. subject to illumination changes, camera jitter, intermittent motions, etc), more advanced methods have been proposed in the literature, as detailed in [1] . In order to create and evaluate new background generation methods, the Scene Background Modeling and Initialization (SBMI) workshop was organized by Maddalena and Bouwmans in 2015 [3] . Among its contributions, the first complete benchmarking framework [4] comprises the Scene Background Initialization (SBI) dataset 1 , an evaluation methodology, and a set of relevant metrics. Moreover, our method named LaBGen was introduced during this workshop [5] .
The LaBGen method combines a pixel-wise median filter and a patch selection mechanism based on a motion detection performed by a background subtraction algorithm. More precisely, the image plane is divided into several spatial areas. For each spatial area, a quantity of motion is computed for the corresponding patches seen over time. Then, the patches associated to the smallest quantities of motions are selected. At the end of the process, the background estimation for a given spatial area is generated by applying a pixel-wise median filter on the corresponding subset of selected patches.
Even though LaBGen generates almost perfect results on the sequences of the SBI dataset, it can still be improved. For instance, discontinuities might appear in the generated background estimation between different spatial areas as illustrated by Fig. 1 . To solve this problem, we introduce the LaBGen-P method, which is a variant of LaBGen. Instead of computing a quantity of motion for a given patch, LaBGen-P computes quantities of motion per pixel by taking into account the motion in the spatial neighborhood of each considered pixel. Thus, by selecting pixels instead of patches, LaBGen-P avoids 1 http://sbmi2015.na.icar.cnr.it/SBIdataset.html discontinuities between spatial areas and generates background estimations that are visually more coherent.
Hereafter, we present, discuss, and evaluate the new LaBGen-P method. In Section II, we provide a complete description of the method, which appears to be simpler than LaBGen. In Section III, we describe our experimental setup and study the performance of the method on the new SceneBackgroundModeling.NET (SBMnet) dataset 2 proposed by Jodoin et al. We also compare the performance of LaBGen-P and LaBGen on this dataset, both objectively (with the recommended metrics) and subjectively (by asking 35 human experts to compare their results). Moreover, we present in Section IV the results of the IEEE Scene Background Modeling Contest (SBMC) 2016, where LaBGen-P and LaBGen emerged as the best presented methods. Finally, we draw some conclusions in Section V.
II. DESCRIPTION OF THE METHOD
The LaBGen-P method, whose open-source C++ implementation is available at http://www.telecom.ulg.ac.be/labgen, is a variant of the LaBGen method. To understand the former, we start with an overview of the latter. The LaBGen method was introduced in [5] . It combines a pixel-wise median filter and a patch selection mechanism based on the classifications performed by a background subtraction algorithm. LaBGen can be summarized in the five following steps: 1) An augmentation step increases the length of the input video sequence. It allows background subtraction algorithms to be better trained, and avoids artifacts like ghosts (i.e. false positive classifications due to bootstrapping problems) when short sequences are encountered. The parameter P controls the length of the augmented sequence. 2) A motion detection step determines, for each frame, which pixels belong to the background. This classification is performed by a background subtraction algorithm identified by the parameter A, and stored into a binary segmentation map. 3) Based on the segmentation maps, quantities of motion are estimated locally by counting the number of pixels classified as foreground in each spatial area. The size of these areas depends on the parameter N . 4) The resulting quantities of motion are used to select, for each spatial area, the subset of patches with the least motion. The size of the subsets is defined by the parameter S. 5) The background image B is then estimated by applying a pixel-wise median filter on the subsets of selected patches.
Even though LaBGen and LaBGen-P share many principles, they also present significant differences. Unlike the former, LaBGen-P selects pixels instead of patches. The modifications induced by this major difference are discussed below.
It has been shown in [5] that the frame difference is the background subtraction algorithm bringing the most valuable contribution to the performance of LaBGen in average. Thus, the parameter A is discarded and the frame difference is systematically used. As this algorithm does not require any training period, the augmentation step described above is removed and the parameter P is also discarded. This reduces the number of parameters by 2, and simplifies the method.
In LaBGen-P, the results of the motion detection step are not binary anymore. Thus, for a given frame at time t, motion scores are computed for each pixel p t x,y (with (x, y) being the pixel coordinates starting from (0, 0)) and stored into the corresponding motion map m t . This modification avoids the need to find a correct hard threshold and allows the method to capture some shades about observed motions. The motion score m t x,y of the pixel p t x,y is given by the frame difference:
Furthermore, instead of estimating a quantity of motion per spatial area, a quantity of motion is estimated per pixel considering the spatial neighborhood. Thus, to compute the quantity of motion q t x,y , all the motion scores inside a window centered on the pixel p t x,y are added. The size W × W of this window is defined by an odd natural number W such that:
with w and h being respectively the width and height of the input video sequence, and N a parameter. For simplicity, we choose to ignore pixels outside the limits of the image plane.
To give a precise definition of the computed quantity of motion, let P x (resp. P y ) be the predicate indicating whether a pixel coordinate x (resp. y ) is in a window centered on x (resp. y):
and let Ψ x,y be the set of pixel coordinates inside the window centered on pixel p x,y :
The quantity of motion q t x,y is then defined as follows:
In our implementation, the computation of quantities of motion has been sped up by using summed area tables [6] . Note that after an initialization of a linear complexity O(wh), these tables allow to compute any quantity of motion in a constant time O(1), regardless the size W × W of the windows.
Once the quantities of motion have been computed, LaBGen-P iteratively builds, for each pixel p x,y , subsets Ω x,y of maximum S selected pixels. In order to initialize a subset, the first encountered pixels are added into Ω x,y while its cardinality is less than S. After that, a pixel is added at time t only when a selection criterion is satisfied. This criterion checks whether the quantity of motion q t x,y associated to a candidate pixel p t x,y is less or equal to at least one quantity of motion associated to a pixel already in the subset. To keep the cardinality of a subset Ω x,y equal to S, we remove the pixel associated to the largest quantity of motion. If several pixels are associated to this quantity, we discard the oldest one.
Finally, the last step remains unchanged as a median filter is applied on each subset of selected pixels after the processing of the last frame. Note that a background estimation could be generated at any time t by applying a median filter on each subset Ω t x,y . Considering this, our method could be used in an online mode enlarging the number of applications in which it could be useful.
III. EXPERIMENTS AND RESULTS

A. Experimental setup
Our experimental setup consists in 2 datasets (SBI and SBMnet) and 6 metrics used for evaluating our results. The SBI dataset is composed of 14 video sequences with ground truth from 6 to 740 frames and whose resolution varies from 144×144 to 800×600. The SBMnet dataset is composed of 79 video sequences scattered through 8 categories: Basic, Intermittent Motion, Clutter, Jitter, Illumination Changes, Background Motion, Very Long, and Very Short. They are composed of 6 to 9370 frames and their resolution varies from 240×240 to 800×600. To the contrary of what was done for the SBI dataset, ground truth is provided for only 13 sequences distributed among categories. Note that for this reason, we are unable to draw category specific conclusions in our experiments.
The six following metrics [4] are used to assess our experiments. The ones to minimize (resp. maximize) are followed by a ↓ (resp. ↑) symbol.
• Average Gray-level Error (AGE, ↓, from 0 to 255):
average of the absolute difference between the gray-scale values of an input and a ground truth image.
• Percentage of Error Pixels (pEPs, ↓): a difference of grayscale values larger than 20 is considered as an error.
• Percentage of Clustered Error Pixels (pCEPs, ↓): any error pixel whose 4-connected neighbors are also error pixels according to pEPs.
• Peak-Signal-to-Noise-Ratio (PSNR, ↑): defined by Eq. 6, with MSE being the Mean Squared Error:
• Multi-Scale Structural Similarity Index (MS-SSIM, ↑, from 0 to 1): estimation of the perceived visual distortion.
• Color image Quality Measure (CQM, ↑, in dB): combination of per-channel PSNRs computed on an approximated reversible RGB to YUV transformation. Although in our experiments the scores provided by all metrics are always reported, we use CQM as our reference metric when an optimization criterion is needed. Optimizing according to CQM offers the advantage to lead to results that are visually more satisfactory and coherent. Furthermore, CQM is the only metric to use the information provided by each RGB channel.
B. Parameters space
In order to evaluate the performance of the LaBGen-P method, an estimation of the background has been generated for each sequence provided with ground truth of the SBI and SBMnet datasets using each combination of  N = 1, 2, 3, . . . , 50 and S = 1, 3, 5, . . . , 201. Even though LaBGen-P is embedded with a unique motion detection algorithm, we have tested two variants of the frame difference to compute motion scores. The first (named F
The second (named F. Diff. C3 hereafter) is used with RGB colors and is defined by Eq. 8:
The best average performance achieved by LaBGen-P is provided by Table I . The best sets of parameters have been found by maximizing the CQM metric averaged over 27 video sequences (the 13 sequences of SBMnet with ground truth and 14 sequences of SBI). One can observe that the median method is always ranked below LaBGen-P, regardless of the used variant of the frame difference. Furthermore, as the scores reported for each variant are almost the same, any of them can be used without a significant performance loss. However, as we have to determine a default set of parameters, we define this set as N = 3, and S = 19 with F. Diff. C1.
Table II provides the performance reached by LaBGen-P using the default set of parameters for each SBMnet sequence with ground truth (the generated background images are given Fig. 2) , and Table III the one reached by LaBGen using a unique set of parameters for the same sequences. To compare both algorithms, the parameters used with LaBGen are the same than the ones used with LaBGen-P, with A = F. Diff. C1 (the motions scores produced by F. Diff. C1 are thresholded) and P = 1 (no augmentation at all). According to the majority of metrics, one method is better than the other one for about half of the sequences with ground truth. This suggests that the use of patches or pixels is equivalent, on average, with respect to the recommended metrics.
D. Subjective evaluation
Because there is not yet a clear understanding of the various metrics, and the number of video sequences provided with the corresponding ground truth is too small, we have performed subjective tests. A total of 35 human experts saw pairs of Closest GT Fig. 2 . Visual results obtained for the sequences of the SBMnet dataset with ground truth (a frame randomly selected is provided on the 1 st row) by LaBGen-P with the default set of parameters (2 nd row, see Section III-C), LaBGen-P with sets of per sequence optimized parameters (3 rd row, see Table IV ). The closest ground truths to our per sequence optimized results are provided in the 4 th row. The estimations with major, minor, and no visual errors are respectively surrounded by a red , orange , and green frame. background images generated by LaBGen-P and LaBGen displayed on a screen, side by side, with the associated video sequence. For each of the 79 SBMnet video sequences, we asked which background image is the best, and the experts had to choose among three answers: "the left one", "the right one", and "I don't know". In order to avoid any bias, the two images were shown in random order, and the order of the video sequences was also randomized. Moreover, there was no time limit to answer. It was also possible to stop before the end of the questions, in order to avoid any bias due to the fatigue of human experts. We collected a total of 2210 answers (between 26 and 30 answers per video sequences with 27.975 in average). Most people were unable to choose between the two methods for 38 sequences. These sequences (for which LaBGen-P and LaBGen seems to perform equally well) put aside, the human raters preferred LaBGen-P as there are, according to the human experts, more video sequences for which LaBGen-P performs better than LaBGen (26 vs 15). Some of these sequences are shown in Fig. 3 .
E. Best per sequence performance
Although it is common to provide a unique set of parameters with a method as done in Section III-C, LaBGen-P generates better estimations when the parameters are tuned per sequence. Table IV provides the best performance reached by LaBGen-P by maximizing the CQM metric for each sequence of SBMnet provided with ground truth independently (the generated background images are given Fig. 2 ). It can be easily observed that the majority of metrics agree on an improvement. Note that the best performances for the Very Short sequences are already achieved with the default set of parameters. Fig. 4 shows the stability of the performance achieved by LaBGen-P, measured by CQM, when the parameters N and S vary around their local optimum. It turns out that avoiding very low values for these two parameters is critical, but that selecting high values is not much penalized as long as S remains less than 145. In this case, LaBGen-P performs better than the median method, with an improvement up to about 4 dB. Given an arbitrary tolerance of 0.5 dB, the average performance is not harmed and remains about 3.5 dB above the median method when the parameter N ranges from 2 to 9, or when S ranges from 9 to 29. Moreover, it can also be noted on Fig. 4 that the performance is almost similar when the variants C1 and C3 are considered. This suggests that LaBGen-P is mostly insensitive to the input color space. All these observations make us believe that the performance of LaBGen-P is stable, and that a default set of parameters is suitable for most video sequences.
F. Performance stability
IV. THE IEEE SBMC 2016 CONTEST
The LaBGen-P and LaBGen methods were submitted to the IEEE Scene Background Modeling Contest (SBMC) 2016, both using the default parameters introduced in Section III-C. This contest aims at ranking background generation methods according to their results on the 79 sequences of the SBMnet dataset. Whereas most ground truths are not publicly available to avoid overfitting, an online platform performs an evaluation on the overall dataset following the ranking strategies first introduced for ChangeDetection.NET (CDnet) [17] . Table V presents the results reported on this platform. According to the first ranking strategy, LaBGen and LaBGen-P are ranked respectively first and second, just before the temporal median filter. According to the second strategy, they are ranked respectively first and third, with Photomontage becoming the second best method. As the SBMC results are derived from all sequences, observations can be made per category. Thus, it should be noted that LaBGen-P is ranked first in the Intermittent Motion category, and LaBGen second in the Illumination Changes and Very Long categories.
Even though the parameters were optimized in Section III-C based on a small number of video sequences, our top ranks reveal that our methods generalize well to most video sequences. This should not be a surprise as the study presented in Section III-F pointed out that the performance is stable with respect to the chosen parameters. Therefore fine tuning them for the complete dataset was not necessary.
Last but not least, according to Table V , both ranking strategies agree to rank LaBGen above LaBGen-P, in contrast to the opinion of human experts. Indeed, it was shown in Section III-D that both methods perform equally well on many video sequences, and that LaBGen-P is preferable to LaBGen in most of the other ones (remember that, as for SBMC, our experiments involving human experts consider the whole dataset). This contradiction tends to prove that the recommended metrics fail to capture some aspects relevant to humans for the problem of background generation. Clearly, there is a need to acquire a better understanding of these metrics and their relationships with the visual perception. 
V. CONCLUSION
In this paper, we presented a new method for stationary background generation called LaBGen-P (see http://www. telecom.ulg.ac.be/labgen for the C++ source code). It is a variant of LaBGen that mainly avoids the discontinuities between different spatial areas and generates better visual results. Moreover, it has fewer parameters and it is simpler. We optimized its parameters using the SBI dataset and a subset of the SBMnet one, and studied its performance on this subset. Even though the performance achieved by LaBGen-P and LaBGen are close, we show that LaBGen-P generates better background images considering the overall SBMnet dataset. To reach this conclusion, we have proceeded to a thorough subjective evaluation. More precisely, we have asked 35 human experts to perform 2210 comparisons in order to select which one is best. The results of LaBGen-P are preferred for 26 sequences and the ones of LaBGen for 15 sequences; no choice was made for 38 sequences. Moreover, the results published online for the IEEE SBMC 2016 contest show that LaBGen-P and LaBGen are, to date, the two best known methods to generate a stationary background image given a video sequence.
