Abstract-Recently, a novel matching strategy based on regional fusion for high resolution palmprint recognition arises for both forensic and civil applications, under the concept of different regional discriminability of three palm regions, i.e., interdigital, hypothenar and thenar. This matching strategy requires accurate automatic region segmentation techniques since manual region segmentation is time consuming. In this work, we develop automatic region segmentation techniques based on datum point detection for high-resolution palmprint recognition which can be further applied to forensic applications. Firstly, Canny edge detector is applied to a full palmprint to obtain gradient magnitudes and strong edges. Then a first datum point, i.e., the endpoint of heart line, is detected by using convex hull on gradient magnitude image and its left/right differential image and strong edge image. A second datum point, i.e., the endpoint of life line, is estimated based on the position and direction of the first datum point and statistical average distance between the two datum points. Finally, segmented palm regions are generated based on the two datum points and their perpendicular bisector. To evaluate the accuracy of our region segmentation method, we compare the automatic segmentation with manual segmentation performed on a public high resolution palmprint database THUPALMLAB with full palmprint images. The regional error rates of interdigital, thenar and hypothenar regions are 15.72%, 17.05% and 21.38% respectively. And the total error rate is 19.54% relative to full palmprint images.
I. INTRODUCTION
Recently, high resolution palmprint recognition has aroused research highlights due to the availability of live-scan palmprint technology and significant attention in forensic and civil applications. Since it deals with palmprints captured at 500 dpi at least, rich types of features, such as minutiae, principal lines, and even pores, can be used for high-resolution palmprint matching. Depending on the application fields, two kinds of matching strategy have been developed essentially following the minutiae-based matching methods, i.e., full-tofull palmprint comparison [1] - [3] for civil applications and partial-to-full/latent-to-full palmprint comparison [4] - [7] for forensic applications. As argued in the most recent work on forensic palmprint recognition [6] , full-to-full palmprint matching algorithms would face problems when they are applied to forensic palmprint recognition where latent marks have much smaller area than full palmprints. As a first step towards improving the performance of high-resolution palmprint recognition for forensic scenarios, a novel two-stage matching strategy [8] arises recently. It includes, 1) region-to-region palmprint comparison; 2) regional fusion at score level. This is motivated by the finding that the three palm regions divided [9] . c is the intersection point of the bottom boundary of a palm and the perpendicular bisector of the line segment ab. Here ab and oc are used for region segmentation.
by three major creases as shown in Figure 1 , i.e., interdigital, hypothenar and thenar, have different performance according to matching accuracy, as indicated in [5] .
This matching strategy requires accurate automatic region segmentation techniques. Therefore, in this work, we develop automatic region segmentation techniques for high-resolution palmprint recognition which can be further applied to forensic applications. We propose an automatic region segmentation method based on datum points (see Figure 1 ) defined in [9] which remain stable according to their locations on principal lines in a full palmprint. Firstly, Canny edge detector [10] is applied to a full palmprint to obtain gradient magnitudes and strong edges. Then a first datum point, i.e., the endpoint of heart line, is detected by using convex hull [11] on gradient magnitude image and its left/right differential image and strong edge image. A second datum point, i.e., the endpoint of life line, is estimated based on the position of the first datum point and statistical average distance between the two datum points. Finally, segmented palm regions are generated based on the two datum points and their perpendicular bisector.
To evaluate the accuracy of our region segmentation method, we compare the automatic segmentation with manual segmentation (see one example in Figure 2 ) performed on a public high resolution palmprint database THUPALMLAB [12] with full palmprint images with size of 2040 × 2040 pixels. Two types of errors, i.e., regional error and total error, are defined by counting the number of different pixels between two regions to measure segmentation performance. The regional error rates of interdigital, thenar and hypothenar regions are 15.72%, 17.05% and 21.38% respectively. And the total error rate is 19.54% relative to full palmprint images. The results show that the proposed automatic region segmentation method performs fairly well at pixel level considering the large image size and can be further used in regional fusion for high-resolution palmprint recognition especially for forensic applications.
The rest of the paper is organized as follows. Section II describes our proposed automatic region segmentation method. Section III shows experimental results on performance of the segmentation method. Finally, conclusions are given in Section IV.
II. AUTOMATIC REGION SEGMENTATION OF PALMPRINTS
In this section, we describe our proposed automatic region segmentation method based on datum points for highresolution palmprints. It includes three stages: 1) edge detection, 2) datum point detection, and 3) region generation. Recalling the typical process of capturing high-resolution palmprints, e.g., inked images for forensic scenarios, we found that the outer side of a full palm can be captured more completely compared to the inner side due to the property of palm geometry under pressure. It means that the outer side of a palm can be placed flat easier than the inner side. In a practical way, this finding inspires us to focus on first detecting the datum point b on the outer side and then estimating another datum point a on the inner side as shown in Figure 1 .
A. Canny Edge Detection for Palmprints
The purpose of edge detection in general is to significantly reduce the amount of data in an image, while preserving the structural properties to be used for further image processing. In our research, we need to preserve strong edges in palmprints, i.e., principal lines and contour lines for the next-stage processing since datum points are normally located on those strong edges. To this purpose, we use Canny edge detector [10] for palmprint edge detection as it has become one of the standard edge detection methods still used in research commonly.
Generally, the Canny edge detection algorithm runs five steps as follows.
• Step 1: Smoothing. To remove noise, Gaussian filter with the form in Equations (1) and (2) is used for blurring the image.
where N 1 and N 2 denote the filter size in width and height, and σ is the standard deviation. In our experiments, the filter size N 1 = N 2 = 15 and standard deviation σ = 8 are chosen empirically for palmprints. The effect of smoothing a sample palmprint with the filter is shown in Figure 3 (b).
• Step 2: Finding gradients. By calculating gradients at each pixel in the smoothed image in the x-and y-direction respectively, the gradient magnitudes |G| (also known as the edge strengths) can then be determined as an Euclidean distance measure by applying the law of Pythagoras as shown in Equation (3), and the directions θ are calculated using Equation (4) . The initial edges should be marked where the gradients of the image has large magnitudes as shown in Figure 3 (c).
where G x and G y are the gradients in the x-and ydirections respectively.
• Step 3: Non-maximum suppression. In this step, the blurred edges in the image of gradient magnitudes (see Figure 3 (c)) are converted to sharp edges. Basically this is done by preserving all local maxima in the gradient image, and setting other pixels to black pixels, i.e., pixel value = 0. To determine all local maxima, an 8-connected neighbourhood is used for each pixel in the gradient image.
• Step 4: Double thresholding. Potential edges are determined by two thresholds, i.e., a low threshold λ l and a high threshold λ h calculated by
where C l and C h are two factors with empirical values 0.1 and 0.4 respectively. Edge pixels stronger than the high threshold are marked as strong; edge pixels weaker than the low threshold are suppressed and edge pixels between the two thresholds are marked as weak.
• Step 5: Edge tracking. Final edges are determined by suppressing all edges that are not connected to a very certain (strong) edge, as shown in Figure 3 (d).
The source code of Canny edge detector we used can be found in [13] . And the images in this section are generated using the code.
B. Datum Point Detection Based on Convex Hull Comparison
It is interesting that the datum point b and contour line on the outer side of a palm appear on both the gradient magnitude image I G (see Figure 3 (c) ) and the final edge image I E (see Figure 3 (d) ). However, the convex hulls of strong pixels in the two images can be different due to much less details in the edge image. Inspired by this finding, we propose a novel method of datum point detection based on convex hull comparison. It contains three steps as described below.
1) Single thresholding of gradient magnitudes:
This step is to remove background noise in the gradient magnitude image as preparation for convex hull comparison. In the image I G , pixels with gradient magnitude values smaller than a threshold g 0 (set to 1.8 empirically) are set to black pixels while pixels with large gradient magnitude values are preserved with original values. In this way, we generate a new image of gradient magnitudes I G0 as shown in Figure 4 (a). Then starting from the image I G0 , We generate a left differential image I G l with a threshold g l of gradient magnitude value with a differential step of t pixels for a left palm image, and a right differential image I Gr with a threshold g r for a right palm image. The two images are defined below. 
Here we choose the differential step t = 20 after observing the ridge width in the palmprints. Both thresholds g l and g r are close to g 0 in order to preserve the details of contour line on the outer side of a palm where the datum point b exists, and their empirical values are 1.7 and 1.6 respectively. Taking the left palm image used in Section II-A as an example, we show its gradient magnitude image after thresholding and left differential image after thresholding in Figure 4 .
2) Detecting the datum point b:
Given two images I G0 and I E , two sets of initial contour points P G and P E are generated by selecting 2 boarder pixels in each row (i.e., left most and right most grey pixels) and 2 boarder pixels in each column (i.e., top most and bottom most grey pixels). Then convex hulls of P G and P E are generated and represented by two sets of final contour points, i.e., K G ⊆ P G and K E ⊆ P E respectively. Comparison between the contour points K G and K E are performed, and candidates of datum point b are selected as K G b by the following rule:
where D (p, p ) is the Euclidean distance between two pixels p and p , and the threshold D 0 is 12 pixels empirically. Finally, the datum point candidate b e is located at the most upper-left point in K G b with the direction assigned by the line segment from the candidate to the secondary most upper-left point for a left palm image, or the most upper-right point with the direction assigned by the line segment from the candidate to the secondary most upper-right point for a right palm image. Similarly, we perform convex hull comparison between the two images I G0 and I G l for a left palm image or I Gr for a right palm image, to locate another candidate b l or b r . For a left palm image, the detected candidates of datum point b are shown in Figure 5 (a) and (b).
3) Estimating the datum point a:
For each candidate of datum point b detected in Step 2, we estimate the position of its corresponding candidate of datum point a according to the following rules: (1) The direction of a is perpendicular to the direction of b; (2) a is on the right side of b for a left palm image, and on the left side of b for a right palm image; (3) the distance between b and a falls in a relatively small range and then an average value of the distance can be used. In our experiments, we use a statistical average value of 1272 in pixel as the length of ab estimated from manual selected datum points on the palmprint database THUPALMLAB. After applying the above rules, two candidates a e and a l or a r can be located. The final datum points a and b are determined as the midpoints of a e a l and b e b l for a left palm or the midpoints of a e a r and b e b r for a right palm. For a left palm image, the detected candidates of datum point a are shown in Figure 5 (a) and (b), and the final detected datum points a and b are shown in Figure 5 (c).
C. Region Generation Using Datum Points
After datum points a and b are located, a palm can be divided into three regions, including interdigital region (I), thenar region (II) and hypothenar region (III) by the connections between the endpoints and their perpendicular bisector, i.e., line segments ab and oc as shown in Figure 1 . Firstly, we calculate the position of the midpoint o of line segment ab. Then the endpoint c is located as the intersection of the perpendicular bisector of ab and the bottom boundary of the palmprint in most cases. Due to pose effect when capturing palmprints under pressure, the endpoint c can also locate on the bottom part of left/right boundary. Finally we divide each palmprint into those three regions by treating the line segments ab and oc as boundary lines.
III. EXPERIMENTS

A. Palmprint Database
We evaluate our automatic region segmentation method compared to manual segmentation on a public high-resolution palmprint database, THUPALMLAB [12] . The whole database contains 1280 full palmprints from 160 palms, i.e., 80 subjects with left and right palms, and 8 impressions captured from each palm with a resolution of 500 ppi and image size of 2040 × 2040 pixels. In our experiments, we use a subset from THUPALMLAB for evaluation, including palmprints from the last 50 subjects, i.e., 50 × 2 × 8 = 800 palmprint images.
On the subset database, we execute manual segmentation. Firstly, we manually choose endpoints a and b according to their definition and obtain their position with X and Y axis values. Then the positions of points o and c are calculated. Finally, three regions are obtained in the same way as that for automatically segmented regions.
B. Measures of Segmentation Error
It is important to define the segmentation error to measure the accuracy of segmentation algorithms. As indicated in [14] , two types of errors should be considered, i.e., Under Detection Measure (UDM) and Over Detection Measure (ODM). Let R A be the automatically segmented region (resulting region), and R M the corresponding manually segmented region (reference region). The discrepancy that may exist between the two regions is induced by:
• The under detected pixels which are pixels that belong to the manually segmented region and not belong to the automatically segmented region.
• The over detected pixels which are pixels that belong to the automatically segmented region and not belong to the manually segmented region.
We are measuring discrepancies among automatically segmented and manually segmented regions, and those discrepancies are related in the three regions for each palmprint. Therefore, we will not separate Under Detection Measure and Over Detection Measure. Instead, for each region, we sum up the pixels both under detected and over detected to define a measure for regional segmentation error which is calculated as following,
where N D is the number of different pixels (both under detected and over detected) between two corresponding regions, i.e., one segmented automatically and the other segmented manually, and N R is the total number of pixels in the manually segmented region. Figure 6 shows the error pixels for one automatically segmented region compared to its corresponding manually segmented region.
For a full palmprint, we also define a measure for total segmentation error which is calculated as following,
where N Di is the number of different pixels for each region, i = 1, 2, 3, corresponding to Region I, II, III respectively. N F is the total number of pixels in the original full palmprint, simply determined by the full image size. In our experiments, N F = 2040 × 2040.
Finally, evaluating on a database, we will get 3 regional error rates represented by the average values of e R s from all palmprints in each of the three regions respectively. Similarly, we will also get one total error rate represented by the average value of e F s from all palmprints. 
C. Results
As our automatic segmentation method mainly works by assuming that datum point b exists in the palmprint, we first divide the database into two categories, i.e., Subset A with datum point b and Subset B without datum point b (see one sample image in Figure 7 (a)), and count the number of images on each subset. Then in Subset A, we also count the number of failed images (see one sample image in Figure 7 (b)) due to low image quality which means bad contrast between the palm region and the background. The categories are shown in Table 1 .
Using the successful images in Subset A, we obtained results regarding regional segmentation error and total segmentation error as shown in Table 2 . The regional error rates of interdigital (I), thenar (II) and hypothenar (III) regions are 15.72%, 17.05% and 21.38% respectively. And the total error IV. CONCLUSION
In this work, we proposed an automatic region segmentation method based on datum point detection for high-resolution palmprint recognition which can be further applied to forensic applications. Firstly, we used Canny edge detector to obtain gradient magnitudes and strong edges in a full palmprint. Then a first datum point, i.e., the endpoint of heart line, is detected by using convex hull comparison on gradient magnitude image and its left/right differential image and strong edge image. A second datum point, i.e., the endpoint of life line, is estimated based on the position and direction of the first datum point and statistical average distance between the two datum points. Finally, segmented palm regions are generated based on the two datum points and their perpendicular bisector. This procedure requires prior knowledge of the palm order, i.e., left or right hand, which is available in forensic databases typically. To evaluate the accuracy of our region segmentation method, we compare the automatic segmentation with manual segmentation performed on a public high resolution palmprint database THUPALMLAB with full palmprint images. The regional error rates of interdigital, thenar and hypothenar regions are 15.72%, 17.05% and 21.38% respectively, and the total error rate is 19.54% relative to full palmprint images. The results show that the proposed automatic region segmentation method performs fairly well at pixel level and can be further used in regional fusion for high-resolution palmprint recognition especially for forensic applications.
To further improve automatic region segmentation, we will try to combine convex hull comparison results using all left, right, up and down differential images for gradient magnitudes. And we will deal with palmprint images where datum point b does not exist.
