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Resumen
La llegada de los estudios de asociación del genoma completo revolucio-
nó el campo de la genética a partir de la primera década del siglo XXI: de
analizar decenas de variantes genéticas, se pasó a analizar millones. Con
todo, lo habitual en los resultados arrojados es que, para enfermedades
comunes, el efecto que tiene una variante sobre una característica física,
un síntoma o una enfermedad sea pequeño y, aun sumando las contribu-
ciones de todas las variantes, no se consigan explicar todos los casos de
individuos en que aparece la característica en cuestión.
Los modelos o patrones en las asociaciones entre una variante gené-
tica y una enfermedad y entre una interacción de variantes genéticas y
una enfermedad, a pesar de la información que proporcionan, se han ig-
norado en casi todos los estudios de asociación del genoma completo. En
esta tesis doctoral, se propuso el estudio de estos modelos o patrones en
interacciones de variantes genéticas para explicar parte de esa variación
cuyo origen sigue sin desvelarse.
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Aunque no todas las variantes genéticas, ni mucho menos todas
sus interacciones, presentan un modelo o patrón en su relación con la
enfermedad, nuestra hipótesis de partida era que no son tan reduci-
das en número como parece, por lo que su estudio podía dar lugar a la
generación de hipótesis biológicas susceptibles de ser comprobadas expe-
rimentalmente. Para demostrar esta hipótesis, (i) se desarrolló un marco
de trabajo que permitió evaluar y comparar los niveles de adecuación e
incertidumbre de distintos patrones a volúmenes masivos de variables
que analizar simultáneamente; (ii) se diseñó e implementó una prueba es-
tadística en el marco de trabajo anterior que permitió decidir qué modelo
genético le correspondía —si es que le correspondía alguno— a variantes
genéticas e interacciones de estas; y (iii) se confeccionó un protocolo de
construcción de redes de interacciones con que se analizaron los datos
del estudio MCC-Spain.
El método de análisis propuesto supone una contribución novedosa
que permite generar hipótesis biológicas relacionadas con los cinco tipos
de cáncer estudiados y su asociación con la variación genética y sus
interacciones. En tres de estos cinco tipos de cáncer, se han encontrado
asociaciones interacción-enfermedad que han podido refrendarse con
descubrimientos científicos de los últimos 5 años, lo que pone de ma-
nifiesto tanto la viabilidad del método como su potencial para revelar
información oculta en las redes de interacciones de variantes genéticas
que conducen a la aparición de enfermedades comunes.
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Prefacio
Uno de los objetivos fundamentales en el campo de la genética es cuanti-
ficar la contribución de la variación en el genoma al desarrollo de rasgos
observables, como características físicas, síntomas o enfermedades. El
deseo de medir la relación entre ambos fenómenos nace ya en el siglo XIX
con los trabajos de Mendel sobre la herencia genética de diferentes varie-
dades de la planta del guisante. Estos trabajos darían lugar a las leyes
que llevan su nombre, y que tratan de explicar completamente las caracte-
rísticas de un individuo en función de las de sus progenitores. El énfasis
en «completamente» es crucial para entender la evolución de la genética
en el último siglo: Mendel estudió características que se transmitían de
generación en generación a través de mutaciones en un solo gen que,
de encontrarse en un individuo, hacen que muestre la característica en
cuestión. No todas las enfermedades, sin embargo, presentan este tipo
de comportamiento, por lo que el estudio de aquellas más comunes se
ha ido alejando del enfoque para las enfermedades mendelianas.
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A raíz de sus observaciones, Mendel distinguió dos tipos de herencia:
dominante y recesiva. En la fecundación, los genes del padre y de la
madre se entrecruzan, de manera que, para cada gen, todo individuo
tiene dos copias, que pueden ser o no iguales. Los patrones de herencia
mendeliana se distinguen entre sí por la necesidad de presencia de
mutación en ambas copias para el desarrollo de la característica: si el
individuo solo la presenta si hay mutación en las dos copias del gen, se
trata de una herencia recesiva; si la presenta siempre que haya, al menos,
una mutación en una de las copias, dominante.
Con el desarrollo de la genética, los estudios de asociación entre una
mutación y una característica o enfermedad pasaron de limitarse de una
a varias mutaciones, hasta llegar a los estudios de genes candidatos,
en que, bajo sospecha por hipótesis biológica, se obtenía la variación
genética de una muestra y se determinaba qué mutaciones afectaban a
la aparición de la característica estudiada. Diferentes mutaciones en el
gen CFTR, por ejemplo, pueden causar fibrosis quística, conclusión a la
que se llegó a partir de un análisis de ligamiento: se obtuvo la variación
genética —entendida como los genes que se sospechaba que podían
estar asociados con la enfermedad— de distintas familias con fibrosis
quística y se estudió la distribución de las mutaciones heredadas y la
aparición de la enfermedad. Esta técnica ha servido para identificar
genes o mutaciones asociados con otras enfermedades relativamente
raras, como la enfermedad de Huntington. Sin embargo, al aplicarla en
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enfermedades comunes, no se obtienen resultados tan exitosos, debido a
que, por tratarse de enfermedades más frecuentes, portar una mutación
no implica la aparición de la enfermedad.
La llegada de los GWAS (sigla en inglés de «estudios de asociación
del genoma completo») revolucionó el campo de la genética a partir
de la primera década del siglo XXI. En estos, se obtiene la variación
genética completa de una muestra de individuos sin partir de una hipó-
tesis biológica previa, y se buscan mutaciones que estén asociadas con
la característica o enfermedad en cuestión. Así, de analizar decenas de
mutaciones, se pasó a analizar cientos de miles y aun millones. A pesar
de que el genoma humano cuenta con más variación que esos cientos
de miles o millones de unidades, la mayoría están relacionadas, es decir,
determinadas unas en función de otras, al heredarse en bloque (el en-
trecruzamiento de los genes del padre y de la madre en la fecundación
tiene lugares preferentes). La ventaja más clara que proporciona este
hecho es que se necesita estudiar un número reducido de mutaciones
—comparado con el de las que realmente existen— para cubrir todo el
genoma, aunque las leyes de Mendel, que requieren de la independencia
de los genes estudiados, dejan de poder aplicarse.
La ventaja anterior no solo tiene implicaciones computacionales, sino
estadísticas: a medida que aumenta el número de hipótesis que someter a
prueba, lo hace también la probabilidad de encontrar falsos positivos, es
decir, resultados que parecen asociar una mutación con una enfermedad
XVIII
aun cuando esta asociación no es real. Para controlar este fenómeno,
se han establecido niveles de significación estadística estrictos, aunque
no tanto —se divide el nivel de significación inicial por un millón, el
número de mutaciones que se estima que son independientes entre sí—
como si ninguna mutación del genoma estuviera relacionada. A pesar
de que las leyes de Mendel no son aplicables para predecir el desarrollo
o aparición de una característica común (enfermedades como el infarto
o el cáncer), sí pueden relajarse para cuantificar el grado de influencia
que una variante genética tiene sobre la enfermedad. De esta forma, los
patrones de herencia dominante y recesivo pasarían a referirse a modelos
que explican la relación entre los individuos que portan la mutación y
aquellos que exhiben la característica o enfermedad.
Los resultados arrojados por los GWAS han sorprendido desde el
principio: lo habitual es que, para enfermedades comunes, el efecto que
tiene una mutación sobre una característica sea pequeño y, aun sumando
las contribuciones de todas las mutaciones, no se consigan explicar todos
los casos de individuos en que aparece la característica en cuestión. El
estudio de mutaciones raras o de la agregación de los efectos de las mu-
taciones de un mismo gen ha dado resultados modestos en el avance de
este campo de investigación. A finales de los años 2000, se propuso que el
estudio de las interacciones de genes o de las mutaciones de estos podría
explicar, al menos en parte, toda esa variación cuyo origen sigue sin
desvelarse. Con todo, el principal problema al que se enfrenta el estudio
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de interacciones es su elevadísimo número en potencia: considerando un
millón de variantes para cubrir todo el genoma humano, habría 5 · 1011
posibles interacciones de primer orden, lo que dificulta el problema des-
de los puntos de vista computacional y estadístico. Asimismo, el tamaño
de las muestras para un estudio de interacciones debería ser mucho más
elevado que el de las que se manejan hoy en día.
Así las cosas, se han ido desarrollando métodos que permiten fil-
trar aquellas interacciones con una probabilidad baja de influir en el
desarrollo de la característica o enfermedad bajo estudio. Uno de los
filtros que nunca se han considerado ha sido el de comprobar si tanto
las mutaciones como sus interacciones siguen un patrón o modelo de
herencia genético con respecto a la característica o enfermedad. Aunque
no todas las mutaciones, ni mucho menos todas sus interacciones, pre-
sentan un modelo o patrón de herencia de los propuestos por Mendel o
desde entonces, estos patrones son los que más información dan acerca
de su relación con la enfermedad, por lo que se propone el estudio, en
esta tesis doctoral, de aquellas mutaciones que, presentando un modelo
genético, interactúan con otras a través de un patrón conocido, como el
dominante o el recesivo. Nuestra hipótesis es que dichas mutaciones no
son tan reducidas en número como parece, por lo que tanto su estudio
como la interpretación de los resultados concernientes a su relación con
la enfermedad pueden dar lugar a la generación de hipótesis biológicas
susceptibles de ser comprobadas experimentalmente.
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Con respecto a la gestión de volúmenes masivos de datos, imperan
dos enfoques bien diferenciados hoy en día: el relacional y el no rela-
cional. El primero está basado en la lógica de predicados y en la teoría
de conjuntos, y es el más utilizado para administrar datos debido a la
simplicidad, robustez, flexibilidad y rendimiento que proporciona. La
mayoría de los sistemas de gestión de bases de datos comerciales son
relacionales, y usan un lenguaje de programación estándar tanto para el
diseño como para la administración de bases de datos. Por otra parte, las
bases de datos no relacionales se han popularizado en los últimos años
debido a la variedad de tipos de datos que admiten y, en particular, a su
escalabilidad horizontal. La información almacenada en estas bases de
datos no requiere de una estructura fija, como es el caso de las relaciona-
les, y ofrecen un rendimiento superior al de estas al gestionar volúmenes
masivos de datos, en detrimento, no obstante, de la integridad de la
información. A pesar de que han comenzado a aparecer estudios que
defienden el uso de sistemas no relacionales en el ámbito biomédico,
tras la práctica totalidad de los paquetes de software de epidemiología
genética subyace un sistema relacional con índices de mapas de bits,
como PLINK, dadas las características de los datos que se manejan.
Capítulo
1 Estudios de asociación delgenoma completo
En este capítulo, se pretende familiarizar al lector con el contexto
en que se enmarca esta tesis doctoral, para lo cual se introducen
tanto los conceptos clave de los estudios de asociación del ge-
noma completo como la problemática metodológica a la que se
enfrentan en la actualidad.
1.1 De Mendel a los GWAS
La herencia genética nos ha sido siempre familiar. El parecido entre pa-
dres e hijos, tanto en los seres humanos como en otros animales, suponía
la constatación de la existencia de mecanismos de transmisión de rasgos
biológicos de un ser vivo a sus descendientes, mecanismos que no serían
abordados formalmente hasta mediados del siglo XIX por el monje agus-
tino Gregor Mendel.1 Entre 1857 y 1865, Mendel se dedicó al estudio de
los guisantes que plantaba en el huerto de su monasterio, polinizando
las plantas y analizando las características resultantes, como el color o la
forma de las vainas (véase la FIGURA 1.1).
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FIGURA 1.1. Características o rasgos biológicos de los guisantes analizados
por Mendel en sus experimentos. FUENTE: Wikimedia Commons.
Las leyes de Mendel entonces
Cruzando variedades puras de la planta del guisante, Mendel observó
que, en la primera generación, solo surgían descendientes con los rasgos
de una de las variedades (por ejemplo, plantas de tallos largo y corto
daban lugar a plantas de tallo largo). Sin embargo, cruzando las plantas
de la primera generación entre sí, obtuvo las características de ambas
variedades con una proporción de 3:1 (por ejemplo, con plantas de flores
blancas y violeta, se produjeron 224 y 705, respectivamente).2
De estas observaciones, Mendel extrajo las siguientes conclusiones:
las características o rasgos biológicos (fenotipos) de un organismo vienen
dados por «factores» discretos, hoy denominados genes; se poseen dos
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«versiones» de cada factor, hoy denominadas alelos; de cada factor, una
de las versiones es dominante sobre la otra (recesiva), es decir, el organismo
expresará su característica asociada si está presente; y las células sexuales
contienen, de cada factor, solo una versión elegida al azar.3
De manera similar, estudió los patrones de herencia de dos rasgos
biológicos al mismo tiempo (por ejemplo, la forma —redonda es la
variedad dominante— y el color —en este caso, lo es el amarillo— de las
semillas). En la primera generación, todos los guisantes fueron redondos
y amarillos, mientras que, en la segunda, se obtuvieron las combinaciones
redondo-amarillo (dominante-dominante), redondo-verde (dominante-
recesivo), arrugado-amarillo (recesivo-dominante) y arrugado-verde
(recesivo-recesivo) con una proporción 9:3:3:1.4
Hoy se sabe que cada característica de la planta del guisante estudia-
da por Mendel se asocia con un gen, es decir, se trataba de características
monogénicas: solo variantes de un gen concreto dan lugar a variantes
de la característica en cuestión. Asimismo, se sabe que cada uno de esos
genes se encuentra en cromosomas distintos, por lo que, a priori, son
independientes, es decir, no tienen por qué heredarse conjuntamente.
Sin embargo, la mayoría de los rasgos biológicos o enfermedades que se
investigan hoy en día son poligénicos, cuyos genes implicados a menudo
se encuentran en el mismo cromosoma, lo que viola la independencia en
la distribución de los alelos y obliga a redefinir la relación de dominancia
entre los alelos de un gen.5
4 CAPÍTULO 1
Las leyes de Mendel hoy
La alcaptonuria (trastorno metabólico congénito que provoca, entre otros
síntomas, oscurecimiento de la orina) fue una de las primeras enfermeda-
des a las que se les han atribuido causas de índole genética.6 Aunque ya
en 1908 Garrod había llegado incluso a anticipar su modelo de herencia,7
no fue hasta los años 90 cuando se halló una mutación con efectos simila-
res a los de la alcaptonuria en ratones,8 lo que permitió acotar una región
del cromosoma 3 humano9,10 en que se acabaría aislando el gen cuyas
variantes se asocian con el trastorno.11
Desde entonces, se han descrito miles de asociaciones genotipo-
fenotipo, muchas de las cuales se corresponden con la relación entre
mutaciones de un mismo gen y una enfermedad concreta; por ejemplo,
la fibrosis quística se asocia con múltiples variantes del gen CFTR.12 Para
llegar a esta conclusión, se llevó a cabo un análisis de ligamiento por el
que se rastreó la heredabilidad de las mutaciones de distintos genes a lo
largo de varias familias, y que permitió aislar el gen responsable de la
enfermedad. Esto fue posible gracias a que la fibrosis quística, así como
la enfermedad de Huntington u otras, cumple las leyes de Mendel.13 Sin
embargo, enfermedades más comunes, como el infarto o el cáncer, no
son mendelianas: tienden a ser poligénicas, con mutaciones que, de estar
presentes, no garantizan la aparición de la enfermedad, y cuyos efectos
se agregan a —e incluso interaccionan con— otros.14
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Los estudios de genes candidatos, motivados por hipótesis, se pos-
tularon como una alternativa a los de ligamiento en un momento en
que las tecnologías de genotipado no se habían abaratado tanto como
lo harían años más tarde,15 lo que provocaría una capacidad de análisis
del genoma humano sin precedentes. Los estudios de asociación del
genoma completo (GWAS, por su sigla en inglés), libres de hipótesis,
sustituyeron a los de genes candidatos, explorando conjuntos de cientos
de miles o millones de variantes genéticas para identificar aquellas que
se asocian con una enfermedad dada,16,17 lo que involucra el análisis de
una muestra de individuos de una población específica.18,19
El análisis de GWAS suele realizarse por separado para cada variante
comparando la frecuencia con que se encuentra en individuos con y sin
la enfermedad20 y asumiendo que uno de los siguientes patrones (gene-
ralmente, el primero) subyace tras la asociación variante-enfermedad:
aditivo, dominante y recesivo.21 En los GWAS, no es que no se asuman
las leyes de Mendel —no tiene sentido hacerlo para enfermedades co-
munes, como ya se ha mencionado—, sino que se aprovecha el hecho
de que las variantes genéticas son dependientes entre sí para relajar los
niveles de significación estadística necesarios de no ser así. A medida
que aumenta el número de hipótesis variante-enfermedad que someter a
prueba, lo hace también la probabilidad de encontrar falsos positivos, es
decir, resultados que parecen asociar una mutación con una enfermedad
aun cuando esta asociación no es real. Se han establecido, por tanto, ni-
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veles de significación estadística estrictos, aunque no tanto —se divide el
nivel de significación inicial por un millón, el número de mutaciones que
se estima que son independientes entre sí— como si ninguna mutación
del genoma estuviera relacionada con alguna otra.
1.2 Sobre la voz asociación
La cantidad de GWAS que se han llevado a cabo desde el primero22 es
inmensa, lo que ha propiciado la creación de catálogos exhaustivos de
asociaciones variante-enfermedad.23 Los GWAS se apoyan en la hipótesis
variante común-enfermedad común,24 que establece que las enfermedades
más frecuentes se deben a variantes genéticas también frecuentes en la
población,25 de ahí que el grado de influencia (penetrancia o tamaño
del efecto) de cada una de ellas sobre la enfermedad sea necesariamente
bajo con respecto al que una menos común tendría sobre una enferme-
dad más rara.26 Esto implica que la mayoría de los descubrimientos
que provienen de los GWAS supongan un riesgo relativamente sutil
para la salud27 y que, aun combinados, no sean capaces de explicar el
componente hereditario de la mayoría de enfermedades.28 Se sabe que
las interacciones de estas variantes con factores ambientales o con otras
variantes comprometen las suposiciones de la hipótesis,29 por lo que el
hallazgo de interacciones de variantes genéticas podría tener consecuen-
cias importantes para el avance de los GWAS.
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El concepto de interacción presenta al menos dos definiciones que
surgen de la inexistencia de una correspondencia precisa entre sus in-
terpretaciones biológica y estadística,30 tanto es así que el fenómeno
que describe la primera —la biológica es la relación física entre las bio-
moléculas de un individuo que se ven alteradas por la interacción de
variantes genéticas—31 podría darse aun en ausencia del que concierne a
la segunda —la interacción estadística es la contribución no aditiva de,
al menos, una de las variantes al riesgo de una población de padecer una
enfermedad—32 y viceversa.33
En las últimas décadas, el análisis de estas interacciones se ha caracte-
rizado por incorporar el producto de dos variantes genéticas a modelos
de regresión.34,35 Sin embargo, dada la heterogeneidad de los patrones
por los que una variante genética puede interactuar con otra,36-38 el pro-
ducto de ambas puede que no sea capaz de capturar la complejidad de
la arquitectura genética de ciertas enfermedades.39 Un ejemplo de estos
patrones es aquel en que el alelo de riesgo de una de las variantes solo
tiene efecto si no está presente el de la otra.40
Las interacciones de más de dos variantes genéticas plantean cues-
tiones fundamentales: por ejemplo, en caso de haber computado todas
las interacciones de dos, ¿deberían computarse también las interacciones
de 3?, ¿y, en general, de k (tal que 3 < k ≤ n, donde n es el número de
variantes totales)?41 Dado que la complejidad computacional de analizar
interacciones de más de dos variantes genéticas crece exponencialmente
8 CAPÍTULO 1
con k,42 ha habido un esfuerzo por adaptar métodos de minería de datos
y aprendizaje automático (machine learning) para la construcción de mo-
delos que recojan varias.43 Con todo, la mayor parte de estos métodos no
aplican un tratamiento estadístico a las interacciones, y, aun para aque-
llos que lo hacen, es tan inasequible como para los modelos de regresión
convencionales.44
Redes de interacciones: SEN y reGAIN
Statistical Epistasis Networks (SEN)45 y Regression Genetic Association
Interaction Networks (reGAIN)46 son dos metodologías intuitivas que
abordan el desafío computacional que supone el estudio de las interac-
ciones analizándolas por medio de grafos. Los grafos se utilizan para
modelar sistemas con relaciones binarias (no necesariamente recíprocas)
entre los elementos que los componen, donde aquellas se representan
mediante aristas, mientras que estos últimos, mediante vértices.47
El enfoque de las SEN se basa en la teoría de la información, cuyos
conceptos se encuentran entre los más utilizados para la construcción y
análisis de redes de interacciones.48,49 Cada variante genética, X, recibe
un peso que cuantifica su capacidad para discriminar los individuos
sanos de los enfermos (variable Y) a través de la información mutua,
I(X; Y) =∑
x
∑
y
fXY(x, y) log
(
fXY(x, y)
fX(x) fY(y)
)
,
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donde fXY(·, ·) es la función de probabilidad conjunta de X e Y, cuyas
funciones de probabilidad son, respectivamente, fX(·) y fY(·); cada in-
teracción de dos variantes genéticas, X1 y X2, recibe una medida análoga
a través de la ganancia de información,
GI(X1; X2; Y) = I(X1; X2; Y)− I(X1; Y)− I(X2; Y) ,
donde I(X1; X2; Y) es una generalización de la información mutua.50
Una vez computados los pesos, se pueden construir tantas redes
como se desee: dado un valor umbral, t, el grafo Gt se genera a partir de
las variantes que cumplan que GI(Xi; Xj; Y) ≥ t, donde i, j ∈ {1, . . . , n} y
j 6= i, de modo que, cuanto menor sea t, mayor será el número de aristas
de Gt. La cuestión, ahora, es qué valor de t da lugar al grafo que mejor se
ajusta a la realidad biológica. Los autores de las SEN, por ejemplo, han
apostado por el comportamiento de los componentes conexos del grafo
como criterio de calidad, de forma que el valor de t más apropiado es
aquel para el que el componente conexo más grande del grafo deja de
crecer al mismo ritmo. Esta estrategia tiene la ventaja de ser eficiente y
fácil de implementar en un lenguaje de programación, aunque carece del
rigor y de la información que proporcionan los conceptos derivados de
la significación estadística.
Por otro lado, las reGAIN optan por un modelo de regresión logís-
tica múltiple, dadas las ventajas de las que goza, y de las que la teoría
de la información carece, como el ajuste por covariables o factores de
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confusión, el manejo de missing data o la inclusión de efectos aleatorios:51
log
(
E [Y]
1− E [Y]
)
= β0 + β1X1 + β2X2 + β12X1X2 . (1.1)
La ECUACIÓN 1.1 se aplica a cada par de variantes genéticas, es decir,
n(n − 1)/2 veces. Esto puede ser problemático en el contexto de los
GWAS, tanto por el tiempo de cómputo necesario (de orden cuadrático)
como por los niveles de significación estadística tan exigentes que de-
ben implantarse para evitar falsos positivos. Por ello, los autores de las
reGAIN recomiendan el uso de filtros de variantes genéticas —se selec-
ciona un subconjunto reducido de estas de acuerdo con unos criterios de
calidad previamente establecidos— para relajar ambos problemas.
Aunque el enfoque de esta tesis doctoral es similar, sobre todo al
de las reGAIN, el método que en esta se propone difiere de lo anterior
en (i) explotar la información que proporcionan los patrones o mode-
los genéticos que subyacen tras las asociaciones variante-enfermedad e
interacción-enfermedad para tratar de acercar los fenómenos que des-
criben las interpretaciones biológica y estadística del concepto de in-
teracción, (ii) construir la red de interacciones a partir de un modelo
de regresión logística múltiple, en que todas las variantes y sus inter-
acciones se ponderan conjuntamente, para evitar los problemas de que
adolecen las reGAIN y (iii) analizar la red de interacciones mediante
la teoría de grafos para priorizar variantes genéticas que puedan tener
efectos notables.
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Estructura de la tesis doctoral
La SECCIÓN 1.2 se dedica al repaso de los conceptos biológicos necesa-
rios para comprender el dominio del problema en que se desen-
vuelve esta tesis doctoral. Se sobrevuelan el dogma central de la
biología molecular, la organización del ADN en las células y la
genética de poblaciones. Se recomienda solo para el lector no fami-
liarizado con estos temas; de conocerlos, puede omitir el resto de
este CAPÍTULO 1 y comenzar el siguiente.
En el CAPÍTULO 2, se ofrecen los resultados de las primeras investiga-
ciones del estudio MCC-Spain en que participó el autor de esta
tesis doctoral. A la presentación de sus conclusiones le siguen la
metodología propuesta para demostrar la hipótesis de trabajo que
motivaron y los objetivos establecidos.
El CAPÍTULO 3, a través de una serie de resultados técnicos que gira en
torno al concepto de coherencia estadística, formaliza el proceso
para aplicar un test de diferencia-equivalencia e interpretar sus
resultados en presencia de comparaciones múltiples.
En el CAPÍTULO 4, se diseña una prueba estadística en el marco de tra-
bajo de los test de diferencia-equivalencia que permite decidir qué
modelo genético le corresponde —si es que le corresponde alguno—
a un SNP o una interacción SNP-SNP.
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En el CAPÍTULO 5, se confecciona un protocolo de construcción de re-
des de interacciones SNP-SNP para estudios de casos y controles
con que analizar los datos del estudio MCC-Spain. Asimismo, se
discuten los resultados obtenidos con referencias biológicas.
En el CAPÍTULO 6, se aporta una perspectiva general tanto de los objeti-
vos alcanzados en esta tesis doctoral como de las contribuciones
científicas que se derivan de su consecución. Asimismo, se descri-
ben las líneas de investigación futuras.
1.3 Sobre la voz genoma
El Diccionario de la Real Academia Española define la voz genoma como
la «secuencia de nucleótidos que constituye el ADN de un individuo o de
una especie». El ADN (sigla de ácido desoxirribonucleico), pues, es una
molécula que, formada por otras más pequeñas llamadas nucleótidos,
porta el material genético de un organismo, es decir, el conjunto de
instrucciones implicado tanto en su desarrollo como en su reproducción.
ADN, ARN y proteínas
Los nucleótidos del ADN están compuestos por un azúcar (la desoxirribo-
sa), un grupo fosfato y una base nitrogenada, que puede ser adenina (A),
citosina (C), guanina (G) o timina (T).52 Estos se disponen en cadenas
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FIGURA 1.2. Segmento de
una molécula de ADN. En
negro y en gris, las uniones
azúcar-fosfato de las cade-
nas de nucleótidos en los
sentidos 5′ 3′ y 3′ 5′, res-
pectivamente. En el resto
de colores, los pares de ba-
ses nitrogenadas A-T y C-G.
FUENTE: Wikimedia Com-
mons. Material adaptado.
con direccionalidad —por consenso, los extremos inicial y final se co-
rresponden con los que se identifican como 5′ y 3′, respectivamente—
en que el grupo fosfato de cada nucleótido forma un enlace con su azú-
car, y este, a su vez, tanto con su base nitrogenada como con el grupo
fosfato del siguiente.53 La molécula de ADN consta de dos cadenas de
nucleótidos unidas entre sí a través de sus bases nitrogenadas (véase
la FIGURA 1.2): A-T y C-G son los únicos pares de bases que pueden
presentarse, lo que implica que ambas cadenas son complementarias, es
decir, cualquiera de ellas puede reconstruirse a partir de la otra.54 Existe
una correspondencia unívoca entre los tipos de nucleótidos y sus bases
nitrogenadas, por lo que basta enumerar las bases nitrogenadas de una
cadena de nucleótidos para describirla. Por ejemplo, la cadena en sentido
5′ 3′ de la FIGURA 1.2 es CAC AGA TCG TAG CAT CCT.
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FIGURA 1.3. El código ge-
nético. De mayor a menor
tamaño de las letras A, C,
G y U (de dentro afuera), el
sentido 5′ 3′ de la cadena
de nucleótidos del ARN. Ca-
da combinación de tres (co-
dón o triplete) en dicho sen-
tido codifica un aminoáci-
do, que puede resultar, a su
vez, de otras combinaciones.
Por ejemplo, mientras que
solo el codón UGG da lu-
gar al triptófano (Trp), la cis-
teína (Cys) viene dada tan-
to por el triplete UGC como
por el UGU.
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El orden en que se disponen los nucleótidos en una molécula de ADN
determina qué proteínas puede producir, es decir, qué instrucciones
puede llevar a cabo. La expresión génica o síntesis de proteínas consta
de dos etapas: la transcripción del ADN y la traducción del ARN.55 En
la primera, una enzima crea una copia en ARN de la cadena en sentido
5′ 3′ de la molécula de ADN; la secuencia de bases de esta copia es
idéntica a la original, salvo por las T, que se sustituyen por uracilos (U).56
Por ejemplo, la molécula de ARN que resulta de la transcripción del ADN
de la FIGURA 1.2 es CAC AGA UCG UAG CAU CCU. Por otra parte, la
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segunda etapa de la síntesis de proteínas interpreta la molécula de ARN
de acuerdo con el código genético (véase la FIGURA 1.3), que asigna un
aminoácido —las proteínas son básicamente sucesiones de aminoácidos
unidos entre sí— a cada posible combinación de tres bases (codón o
triplete).57 Así, los 6 codones de la molécula de ARN que resulta de la
transcripción del ADN de la FIGURA 1.2 codifican sendos aminoácidos:
histidina, arginina, serina, STOP, histidina y prolina. Sin embargo, los dos
últimos no forman parte de la proteína que surge de la expresión génica
de este ejemplo, ya que la traducción finaliza con la lectura de cualquiera
de los codones de terminación UAA, UAG y UGA.58,59 Análogamente,
AUG constituye el codón de inicio de la traducción, lo que hace que las
proteínas dispongan de una metionina en su extremo 5′.
Genes, cromosomas y SNP
La expresión génica solo ocurre en posiciones concretas del ADN que,
nomen est omen, se denominan genes.60 Los genes cuentan con dos tipos
de regiones que se alternan entre sí, los intrones y los exones, cuya
diferencia radica en que, antes de la traducción, los intrones se eliminan
de la molécula de ARN transcrita en la primera etapa de la expresión
génica.61 Cada exón contiene, por tanto, un fragmento de la cadena de
nucleótidos que da lugar a la proteína codificada en el gen.62 Dicha
proteína, con todo, no es la única que el gen es capaz de producir: a
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través de un splicing alternativo, la eliminación de dos intrones puede
llevar consigo la del exón entre ellos, lo que provoca que tanto la proteína
resultante como su función sean distintas a las originales.63
Los genes se organizan en cromosomas localizados en el núcleo de las
células.64 En el ser humano, las células no sexuales, diploides, presentan
23 pares de cromosomas homólogos, el último de los cuales hace referen-
cia a los sexuales X e Y: los pares XX y XY se hallan en mujeres y varones,
respectivamente.65 Por otra parte, los gametos (óvulos y espermatozoi-
des) son haploides, ya que solo disponen de una copia del conjunto
de cromosomas, mientras que los glóbulos rojos son las únicas células
humanas que carecen de ADN.66 Cada cromosoma, excepto los sexuales
en varones, posee los mismos genes en las mismas posiciones (loci, y
locus en singular) que su homólogo; esto implica que ambos compartan
las funciones que llevan a cabo, pero no que sean idénticos: debido a
la reproducción sexual, uno proviene del padre y el otro de la madre,
lo que introduce, inevitablemente, variaciones entre los cromosomas
homólogos.67
El SNP (sigla en inglés de polimorfismo de un solo nucleótido), que
se erige como el tipo de variante genética más común en el ser humano,
es un cambio en un par de bases del genoma que puede observarse
en una parte significativa de la población.68 El ser humano, en todos
los loci de sus cromosomas homólogos, tiene dos bases que, o bien son
iguales, o bien son diferentes. La FIGURA 1.4 muestra un locus en que
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FIGURA 1.4. Locus en
que un organismo diploi-
de es heterocigoto. En el
cromosoma superior, la 11.a
base (alelo) de la cadena
en sentido 5′ 3′ (m) es C,
mientras que en su cromo-
soma homólogo (el inferior)
es A. En este locus, por tanto,
el organismo es heterocigo-
to (con genotipo CA o AC).
FUENTE: Wikimedia Com-
mons. Material adaptado.
una de las bases es distinta en un cromosoma (alelo C) en lo que se
refiere a su homólogo (alelo A), por lo que el individuo es heterocigoto
—con bases iguales, el individuo sería homocigoto— en dicho locus, con
genotipo CA o AC.69 Los términos comparativos alelo mayor y alelo
menor hacen referencia a la relación que se establece entre la frecuencia
en la población de un alelo con respecto a la del otro, y determinan la
tipología de la variante genética: si la MAF (sigla en inglés de f recuencia
del alelo menor) es, al menos, del 1 %, se trata de un SNP; si no, de una
variante rara o mutación.70
Los SNP, y en general todas las variantes genéticas, se localizan a lo
largo del genoma.71 En los exones de los genes, los SNP son capaces de
alterar la proteína codificada en estos —en la FIGURA 1.4, el cuarto codón
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es UCG, serina, en un cromosoma y UAG, STOP, en su homólogo, que
produce una proteína truncada en comparación con la otra—, mientras
que, en los intrones, son susceptibles de afectar al splicing alternativo. Asi-
mismo, pueden encontrarse SNP en regiones intergénicas relacionados
con enfermedades o caracteres biológicos.72
Ligamiento y haplotipos
En el proceso de formación de los óvulos y espermatozoides, se produce
un entrecruzamiento cromosómico (o recombinación genética) por el cual
los pares homólogos intercambian segmentos de ADN.73 De esta manera,
cada gameto del individuo porta un genoma que, al estar formado por
genes tanto del padre como de la madre, no solo es distinto al del resto de
gametos, sino también al del propio organismo.74 La FIGURA 1.5 ofrece
un ejemplo de dicho proceso en tres generaciones de una familia para
un par de cromosomas homólogos dado. El entrecruzamiento puede
darse en cualquier locus del cromosoma (véanse las marcas Ê y Ë en la
figura), por lo que el ligamiento entre dos loci determina su frecuencia
de recombinación: cuanto más cercanos, es decir, a mayor ligamiento,
menor probabilidad de que un entrecruzamiento cromosómico los separe
y no se hereden juntos en forma de haplotipo.75
El desequilibrio de ligamiento describe en qué medida se da este
fenómeno en una población y un momento concretos,76 de ahí que puede
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FIGURA 1.5. Ligamiento y
haplotipos en tres genera-
ciones de una familia. La
pareja de rectángulos bajo la
marca Ê representa dos cro-
mosomas homólogos de un
individuo que, una vez re-
combinados (rectángulo azul
y naranja) y en ausencia de
mutaciones, conforman uno
de los cromosomas del mis-
mo par en el hijo; el homólo-
go (rectángulo verde y marrón)
proviene del otro progenitor
que no se muestra. La mar-
ca Ë indica el locus del entre-
cruzamiento en el hijo que
constituye uno de los cromo-
somas del mismo par en el
nieto (rectángulo inferior).
que dos loci (por ejemplo, dos SNP) hayan tendido a heredarse juntos
en la mayor parte de los individuos de una población, es decir, estén
en un desequilibrio de ligamiento elevado, y no en los de otra:77 las
subpoblaciones europeas, por ejemplo, poseen regiones de alto desequi-
librio de ligamiento de mayor tamaño que las de las subpoblaciones
africanas, ya que las primeras, al ser más recientes, han sufrido menos
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recombinaciones genéticas que las segundas.78 La existencia de estas
regiones de alto desequilibrio de ligamiento, en que el genotipo de un
locus es capaz de determinar en gran medida los genotipos de otros
loci, ofrece la posibilidad de estudiar el genoma completo a través de
un conjunto reducido de SNP representativos (o tag SNP) que, al igual
que dichas regiones, depende de cada población.79 El proyecto HapMap
proporcionó indicios de que, al menos, el 80 % de la variabilidad de los
SNP en subpoblaciones europeas puede recrearse a partir de un conjunto
de hasta un millón de SNP repartidos por todo el genoma.80
Capítulo
2 Hacia el análisis de redes deinteracciones SNP-SNP
En este capítulo, se ofrecen los resultados de las primeras investi-
gaciones del estudio MCC-Spain en que participó el autor de esta
tesis doctoral. A la presentación de sus conclusiones le siguen
la metodología propuesta para demostrar la hipótesis de trabajo
que motivaron y los objetivos establecidos.
En 1598, diez años después de la publicación de su relato sobre una
epidemia de peste en Cerdeña,81 Quinto Tiberio Angelerio introducía
la voz epidemiología no solo en el nuevo título de la segunda edición de
su obra,82 sino también en el léxico médico.83 Con los siglos, la epide-
miología ha madurado hasta convertirse en una disciplina que integra el
formalismo de la estadística y el empirismo de la medicina basada en
pruebas para identificar factores relacionados con la salud y cuantificar
su asociación. La epidemiología genética se encarga del estudio de las
asociaciones genotipo-fenotipo,84 para lo cual existen dos diseños de
estudios fundamentales: los de cohortes y los de casos y controles.85
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En los estudios de cohortes, se realiza el seguimiento de al menos
un grupo de personas expuestas y otro de no expuestas a un factor
para comparar después la frecuencia de aparición de un efecto en uno
y otro grupo, es decir, «de la exposición al efecto».86 En cambio, en los
de casos y controles, los grupos se definen de acuerdo con la presencia o
ausencia del efecto en las personas de que están formados, y más tarde se
investiga si estas han estado expuestas al factor, es decir, «del efecto a la
exposición».87 Cada enfoque presenta ventajas —los estudios de cohortes
permiten calcular el riesgo relativo (cociente entre las probabilidades
de aparición del efecto en los grupos expuesto y no expuesto) y los de
casos y controles, estudiar enfermedades raras con una inversión de
tiempo y dinero reducida— e inconvenientes —los estudios de casos
y controles son más propensos a sesgos, como el de memoria,88 y los
de cohortes, proclives a la obtención tardía y costosa de resultados—89
que obedecen a cómo se construyen los grupos, sobre todo el enfoque
de casos y controles, en que el grupo de controles deben constituirlo
personas que, en ausencia del efecto, sean representativas de la población
en riesgo de convertirse en casos.90
2.1 Interacciones gen-ambiente (MCC-Spain)
El estudio MCC-Spain91 —MCC es la sigla de multicaso-control— es
un estudio de casos y controles de base poblacional que, entre 2008 y
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2013, reclutó 10 106 individuos,92 de los que casi el 60 % (6008) estaba
compuesto por casos de algunos de los cánceres más comunes en España:
colorrectal, de mama, de próstata, gástrico y leucemia linfática crónica;
los casos y los controles se emparejaron por edad, sexo y provincia de
residencia. El reclutamiento de los casos —se trataba de casos incidentes:
pasaban a formar parte del estudio en el momento del diagnóstico— se
llevó a cabo en 23 hospitales de 12 provincias españolas (Asturias, Barce-
lona, Cantabria, Gerona, Granada, Guipúzcoa, Huelva, León, Madrid,
Murcia, Navarra y Valencia), mientras que los controles se selecciona-
ron al azar a partir de los registros de centros de atención primaria de
estas provincias. El objetivo principal del estudio era —y sigue siendo—
investigar la influencia de factores ambientales y de su interacción con
factores genéticos en el desarrollo de cáncer.
Tanto a los casos como a los controles se les realizó una entrevista de
una hora y media de duración que recogía, entre otras, preguntas sobre
factores sociodemográficos, exposiciones ambientales y antecedentes
familiares, al final de la cual, además de entregarles un cuestionario
validado de frecuencia alimentaria de 140 elementos, se les tomaron
medidas antropométricas, así como muestras de sangre, orina, pelo y
uña. De los casos, se obtuvo información sobre los síntomas (tipo y fe-
cha de aparición) procedente de las historias clínicas, los métodos de
diagnóstico, el estadio tumoral, etc. En 2011, se genotiparon los casos
y controles de que entonces se disponía (aproximadamente, el 60 % del
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total de individuos) mediante un array de exoma de Illumina R© con más
de 200 000 variantes genéticas en que se incluyeron unas 5000 adiciona-
les de genes implicados en rutas biológicas asociadas con los cánceres
colorrectal, de mama, de próstata, gástrico y leucemia linfática crónica.
El estudio MCC-Spain ha permitido identificar variantes genéticas
asociadas con los cánceres colorrectal, de mama y de próstata.93-95 Sin
embargo, este estudio, así como los GWAS en general, debe lidiar con el
problema del error tipo I —se comete al establecer una asociación que,
en realidad, no existe—96 inflado por comparaciones múltiples.97 Para
abordarlo, se han implantado niveles de significación estadística muy
exigentes, por lo que no se ha podido prestar atención a los centenares
de miles de variantes genéticas que, o bien no alcanzan esos niveles
de significación tan estrictos, o bien se erigen, por su frecuencia en la
población, en mutaciones o variantes raras.98,99
A continuación, se presentan las contribuciones del autor de este
documento al estudio MCC-Spain antes de y al inicio de sus estudios
de doctorado, lo que coincidió con el arranque del análisis de los datos
de genotipado del estudio. Así, el autor fue una de las dos personas
que llevaron a cabo el control de calidad de los datos de genotipado
de manera independiente, y participó en las siguientes publicaciones
contribuyendo al planteamiento de alternativas al enfoque convencional
de analizar SNP independientemente —esto motivó la hipótesis de esta
tesis doctoral— y a la redacción de los artículos correspondientes.100-102
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Control de calidad
El control de calidad del genotipado de los individuos del MCC-Spain
se realizó, de manera independiente y con el protocolo que se detalla a
continuación, en los nodos de Barcelona y Cantabria. En este último, fue
el autor de esta tesis doctoral el que lo llevó a cabo utilizando la aplica-
ción por línea de comandos PLINK.103 Una vez realizado, se compararon
los individuos y los SNP que se habían clasificado como incluidos y
excluidos en ambos nodos para comprobar que coincidían.
PASO 1: Se excluyeron 12 885 SNP y 84 individuos (véase la TABLA 2.1).
El grupo de SNP incluía 6678 exclusiones previstas. Los indivi-
duos, por otra parte, se descartaron por estar etiquetados como
«no elegibles» (29), no tener datos epidemiológicos asociados (17),
estar duplicados (14) y no ser casos confirmados de los cánceres de
mama o gástrico (24).
PASO 2: Se llevó a cabo el control de calidad de los individuos. Para ello,
se comprobó que, de cada uno, se desconociera más del 5 % de sus
SNP (217), que el sexo especificado no se correspondiera con el de
sus cromosomas sexuales (64), que el número de SNP con genotipo
heterocigoto fuera excesivo (35 fuera de la media ± 4 desviaciones
estándar) y que tuviera parentesco con, al menos, otro individuo
de la muestra (11). Asimismo, para evitar la estratificación de la
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población, es decir, que los individuos tengan diferente origen
étnico, lo que suele ser contraproducente en el análisis posterior, se
computaron los dos primeros componentes principales teniendo en
cuenta 11 731 SNP considerados de interés para ello previamente.
La TABLA 2.2 recoge el número individuos excluidos por origen
por esta razón (53). En total, sin contar las exclusiones del mismo
individuo en categorías diferentes, se descartaron 328 SNP.
PASO 3: Se llevó a cabo el control de calidad de los SNP. Para ello, se
comprobó que, de cada uno, el número de individuos con genotipo
desconocido fuera mayor del 5 % (2619) y que no estuvieran en
equilibrio de Hardy-Weinberg (770), por lo que, sin contar las ex-
clusiones del mismo SNP por ambas razones, se descartó un total
de 2921 SNP.
PASO 4: Se llevó a cabo un control de calidad adicional de los SNP,
consistente en comprobar si alguno no se encontraba en bases
de datos externas, como dbSNP (10), o su MAF difería mucho
de la presente en el proyecto 1000 Genomes para la población
europea (52).
PASO 5: Se filtraron las variantes raras, para lo cual se estableció que los
SNP finales habían de tener una MAF superior al 5 %.
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Tamaño
Paso SNP Individuos
1 235 379 7185
2 235 379 6857
3 232 458 6857
4 232 396 6857
5 29 473 6857
TABLA 2.1. SNP e indivi-
duos después de cada pa-
so del control de calidad.
El control de calidad se ini-
ció con 248 264 SNP y 7269
individuos.
País Individuos
Argentina 6
Brasil 1
Chile 5
China 1
Colombia 18
Cuba 1
Ecuador 5
Guatemala 1
Honduras 1
México 1
Marruecos 2
Nicaragua 1
Paraguay 5
Perú 5
TABLA 2.2. Exclusión de
individuos por país. Se
computaron sus dos prime-
ros componentes principa-
les y se descartaron aquellos
individuos fuera de la me-
dia ± 4 desviaciones están-
dar para cualquiera de los
componentes principales.
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Cáncer colorrectal
La detección sistemática de cáncer colorrectal por la prueba de sangre
oculta en heces ha demostrado ser eficaz para reducir tanto la mortali-
dad como la incidencia de esta enfermedad.104 Sin embargo, la eficiencia
de esta estrategia depende de las características —la edad (mayor de
50 años) suele ser la única—105 que definen la población de riesgo, cu-
ya correcta identificación evita realizar pruebas innecesarias para los
individuos sanos o inadecuadas para los enfermos. Considerar otras
características, como la historia familiar y factores de riesgo ambientales
y genéticos, podría mejorar, por tanto, la eficiencia de los programas
de detección sistemática de cáncer colorrectal. Los modelos predictivos
para cáncer colorrectal que se han propuesto, incluso aquellos que han
incluido factores de riesgo genéticos,106 presentan una capacidad de
discriminación limitada.107 Esto se debe a que cada factor por sí mismo
se asocia con un pequeño aumento en el riesgo de cáncer colorrectal,108
pero ¿y si se combinaran los factores de riesgo ambientales y genéticos?
En el estudio publicado en Scientific Reports, 7 (2017), con 1336 ca-
sos de cáncer colorrectal y 2744 controles,100 se desarrollaron modelos
predictivos para esta enfermedad en que se consideraron factores con
amplios indicios de asociación con ella: el índice de masa corporal, el uso
de ácido acetilsalicílico y antiinflamatorios no esteroideos, el consumo de
alcohol, la actividad física, la dieta (ingesta de carne roja y de verduras) y
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la historia familiar, además de 21 SNP recogidos en la literatura científica.
Para mitigar posibles sesgos, como el de selección, estos modelos predic-
tivos se ajustaron por una puntuación de propensión,109 obtenida de la
predicción individual de un modelo de regresión logística múltiple con la
edad, el sexo, la provincia de residencia y el nivel educativo como térmi-
nos principales, así como edad-sexo y provincia-sexo como términos de
interacción. Asimismo, se definió una puntuación de riesgo genética110
como la suma de los alelos de riesgo —cada variante contribuye con
0, 1 o 2 copias del alelo de riesgo— de los 21 SNP. La capacidad de los
factores anteriores para el diagnóstico de cáncer colorrectal se evaluó con
el área bajo la curva ROC111 ajustada por la puntuación de propensión.
La FIGURA 2.1 muestra las contribuciones tanto individuales como
acumuladas (de cada factor junto con aquellos de contribuciones indi-
viduales menores) a la predicción de cáncer colorrectal. La capacidad
de los 7 factores ambientales combinados para el diagnóstico de cáncer
colorrectal, que dio como resultado un área bajo la curva ROC de 0,6, es
mayor que la de la puntuación de riesgo genética por sí sola (0,56). Aña-
dir la historia familiar incrementó la capacidad de diagnóstico hasta 0,61,
y con la subsiguiente incorporación de la puntuación de riesgo genética
solo se obtuvo una mejora de 0,02. Estos resultados son coherentes con
los disponibles en la literatura científica, que recoge áreas bajo la curva
ROC de entre 0,56 y 0,74 con puntuaciones de riesgo genéticas de hasta
27 SNP.112-115 No obstante, se han descrito más de 60 asociaciones entre
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FIGURA 2.1. Capacidad
de distintos factores pa-
ra el diagnóstico de cán-
cer colorrectal. El diagra-
ma de barras y el de líneas
representan, respectivamen-
te, las contribuciones indi-
viduales y acumuladas a la
predicción de cáncer.
IMC es la sigla de índice
de masa coporal; AINE, de
antiinflamatorios no esteroi-
deos; AAS, de ácido acetil-
salicílico; y PRG, de puntua-
ción de riesgo genética.
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SNP y cáncer colorrectal,116 por lo que cabe preguntarse si la capacidad
de las puntuaciones de riesgo genéticas para el diagnóstico de cáncer
colorrectal satura antes de incluir todas estas asociaciones y, sea como
fuere, qué papel desempeñan las interacciones SNP-SNP.
Cáncer de próstata
El de próstata es, tras el de pulmón, el cáncer más común en varones de
todo el mundo, con una incidencia que aumenta cada año, especialmente
en los países occidentales, tanto por el envejecimiento de la población
como por los avances en la detección sistemática y el diagnóstico de la
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enfermedad.117 El cáncer de próstata adolece —sobre todo, si se compara
con otros cánceres— de una etiología aún por descubrir: solo la edad, la
raza y la historia familiar se han establecido como factores de riesgo,118-120
mientras que el índice de masa corporal, el peso, la dieta, el consumo
de alcohol o la diabetes mellitus tipo 2 se siguen discutiendo.121,122 En
el ámbito genético, desde 2006, se han descrito más de 70 asociaciones
entre SNP y cáncer de próstata que, en conjunto, explican el 30 % de los
casos en la población.123 La identificación de los alelos de riesgo corres-
pondientes y su combinación con potenciales factores de riesgo podría
mejorar la sensibilidad y la especificidad de las pruebas diagnósticas
para cáncer de próstata actuales.
En el estudio publicado en Scientific Reports, 7 (2017), con 818 ca-
sos de cáncer de próstata y 1006 controles,101 se desarrollaron modelos
predictivos para esta enfermedad en que se consideraron factores con
algún indicio de asociación con ella, además de la historia familiar. Para
mitigar posibles sesgos, como el de selección, estos modelos predictivos
se ajustaron por una puntuación de propensión, obtenida de la misma
manera que en el estudio de cáncer colorrectal. Asimismo, se definió una
puntuación de riesgo ambiental como la suma de las estimaciones de los
coeficientes de 5 modelos de regresión logística, con el índice de masa
corporal, el peso, la dieta (ingesta de carne roja), el consumo de alcohol
y la diabetes mellitus tipo 2 como términos principales. Análogamente,
la puntuación de riesgo genética se construyó con 56 SNP recogidos
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en la literatura científica. Se encontraron asociaciones estadísticamente
significativas entre el cáncer de próstata y los tres grupos de factores:
las puntuaciones de riesgo genética (odds ratio (OR) = 2,05; intervalo
de confianza (IC) al 95 %: de 1,79 a 2,36) y ambiental (OR = 2,47; IC al
95 %: de 1,62 a 3,76) y la historia familiar (OR = 3,32; IC al 95 %: de 2,34
a 4,71). A partir de las fuerzas de asociación entre cáncer de próstata y
los tres grupos de factores, se puede obtener una estimación del riesgo
relativo (RR), en comparación con la población, de un individuo con
puntuaciones de riesgo genética y ambiental G y A, así como ausencia o
presencia (F = 0 y F = 1, respectivamente) de antecedentes de cáncer de
próstata en la historia familiar:
RR = 2,05G−6,98 2,47A−0,94 3,32F .
Así, el RR de un individuo con la exposición promedio en la población a
estos factores (G = 6,98, A = 0,94 y sin antecedentes de la enfermedad
en la historia familiar) es igual a 1. Calculado de esta manera, el RR
puede utilizarse junto con las tasas de incidencia en una población para
la estimación del riesgo absoluto.
La FIGURA 2.2 muestra cómo la edad y el RR moldean las curvas
de incidencia estimada de cáncer de próstata en España. Se observa
cómo, entre los 50 y los 65 años, la incidencia crece exponencialmente en
aquellos individuos con RR > 1, mientras que también crece, aunque con
un comportamiento más lineal, para RR ≤ 1. Así, el grupo con RR = 2
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FIGURA 2.2. Incidencia
estimada de cáncer de
próstata en España por
edad y riesgo relativo. La
línea discontinua se incluye
como apoyo al texto prin-
cipal, en que, dada la mis-
ma incidencia estimada, se
compara la edad de los in-
dividuos con riesgos relati-
vos (RR) iguales a 1 y 2.
alcanza, 10 años antes, el nivel de incidencia más alto en los individuos
con la exposición promedio en la población, es decir, aquellos con RR =
1 (véase la línea discontinua en la FIGURA 2.2). Esto indica que los
modelos predictivos desarrollados podrían ser útiles para estimaciones
de RR altas, pero quizá no tanto para aquellas más moderadas, es decir,
entre 1 y 2. Téngase en cuenta que el de próstata es el cáncer con un
componente hereditario más marcado —en concreto, el 42 % de los casos
se atribuyen a causas de índole genética—,124 que comprende los efectos
tanto individuales como combinados de SNP y sus interacciones.125 La
caracterización, por tanto, de los patrones que rigen las interacciones
SNP-SNP podría ser fundamental para explicar parte del 58 % restante
de los casos de cáncer de próstata.
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2.2 Hipótesis y objetivos
La hipótesis de esta tesis doctoral está basada en la enunciada por Moore,
que establece que las interacciones SNP-SNP son «un componente ubicuo
de la arquitectura genética de las enfermedades humanas comunes y
[...] son más importantes que los efectos principales independientes de
cualquier gen de susceptibilidad».126 Ante un escenario así, en que debe
ponderarse la asociación entre cada par de SNP y la enfermedad, el
uso de la teoría de grafos es óptimo como herramienta de cálculo y
visualización eficientes en redes.
Hipótesis: definición y metodología
Codifíquese un SNP de un individuo, X, de acuerdo con cuántos alelos
menores presenta la suma de sus dos alelos, por lo que el conjunto de
valores que puede tomar es RX = {0, 1, 2}. Cada uno de los patrones
clásicos que rigen las asociaciones SNP-enfermedad, recogidos en la
TABLA 2.3, recodifica el SNP siguiendo la función genotípica correspon-
diente. Así, el modelo aditivo indica que el incremento del riesgo de
enfermedad por el genotipo BB es el doble que por el genotipo AB; el do-
minante, que el incremento del riesgo de enfermedad por los genotipos
AB y BB es el mismo; el sobredominante, que se requiere una copia de
cada alelo para el incremento del riesgo de enfermedad; y el recesivo,
dos copias del alelo B para el incremento del riesgo de enfermedad. El
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Genotipo
Modelo genético AA AB BB
Aditivo 0 1 2
Dominante 0 1 1
Sobredominante 0 1 0
Recesivo 0 0 1
TABLA 2.3. Funciones ge-
notípicas de los modelos
genéticos. A y B denotan,
respectivamente, el alelo ma-
yor y el menor con respecto
a la población.
concepto de patrón o modelo genético es clave para la hipótesis, que
conjetura que un porcentaje significativo de los SNP y las interacciones
SNP-SNP sigue uno de ellos en su asociación con la enfermedad.
Sean {X1, . . . , Xn} un conjunto de SNP y F = { fA, fD, fS, fR}, el de
las funciones genotípicas clásicas. Así, el siguiente modelo de regresión
logística múltiple serviría para ponderar las interacciones:[
log
(
E [Y]
1− E [Y]
)
= β0 +∑
i
βi fi(Xi)
+∑
j
βij fij( fi(Xi), f j(Xj)) ,
(2.1)
donde fi(·), f j(·) ∈ F y fij(·, ·) ∈ F \ { fA} —como modelo genético
de una interacción, el aditivo daría lugar a colinealidad— tal que i, j ∈
{1, . . . , n} y j > i. La estimación de los efectos principales de los SNP,
además de que ajusta los efectos de interacción, se justifica por el hecho
de que uno no puede asumir, en general, la existencia de los segundos
en ausencia de los primeros, es decir, que βk = 0, ∀k ∈ {1, . . . , n}.127
[Nótese que, en las expresiones de tipo f (·) de la ECUACIÓN 2.1, se comete un abuso de
notación que permite simplificar f (alelo1(·), alelo2(·)).
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Compárese el modelo de regresión logística múltiple de reGAIN (véa-
se la ECUACIÓN 1.1) con el de la ECUACIÓN 2.1: el primero incorpora los
SNP X1 y X2 y su producto,X1X2, para representar los términos principa-
les y de interacción, respectivamente, mientras que, en el segundo, cada
término queda matizado por los modelos genéticos correspondientes
mediante f (·) y f (·, ·). Decidir, pues, qué modelo le corresponde —si es
que le corresponde alguno— a cada SNP e interacción es básico para el
método que se propone en esta tesis doctoral. Existen varios para la selec-
ción de modelos genéticos, entre los que destacan el MAX y el MERT.128
Ambos se basan en la prueba de tendencia de Cochran-Armitage,129,130 la
cual permite asignar, a través de los «pesos» de la TABLA 2.3, un modelo
genético a la asociación SNP-enfermedad bajo estudio. Los estadísticos
de contraste de los métodos MAX y MERT,
tMAX = ma´x {|a|, |d|, |r|} y tMERT = d + r√
2
(
1+ Ĉorr(D, R)
) ,
donde Ĉorr(D, R) es el estimador de la correlación entre los modelos do-
minante y recesivo, contienen los de Cochran-Armitage correspondientes
a los modelos aditivo, dominante y recesivo (a, d y r, respectivamente).
Así, ninguno de los dos métodos —en realidad, podría incluirse cual-
quiera de los recogidos en revisiones recientes—131 considera el modelo
sobredominante ni la posibilidad de que la asociación SNP-enfermedad
no esté regida por un modelo genético. Esto último es crucial, ya que la
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hipótesis de esta tesis doctoral conjetura que
un porcentaje significativo de las asociaciones SNP-enferme-
dad e interacción-enfermedad están regidas por uno de los
siguientes modelos: dominante, sobredominante, recesivo y,
solo en el caso SNP-enfermedad, aditivo,
no que «todas» las asociaciones lo estén. Por ello, el método que se
propone en esta tesis doctoral no solo debe decidir qué modelo le co-
rresponde a cada asociación, sino que, previamente, ha de ser capaz de
filtrar aquellas asociaciones sin modelo genético.
La segunda parte de la hipótesis dice que,
sin embargo, las redes en que, de forma estadísticamen-
te significativa, todas las asociaciones SNP-enfermedad e
interacción-enfermedad siguen uno de los modelos anterio-
res están formadas por componentes conexos pequeños.
De ser así, esto dificultaría la tarea de priorizar SNP con posibles efectos
notables, ya que las métricas derivadas de la teoría de grafos se benefician
de lo conexo de la red.
Hipótesis: simulación
En el 30.o IEEE International Symposium on Computer-Based Medical
Systems, celebrado en Salónica a finales de junio de 2017, el autor de esta
tesis doctoral defendió una simulación en que se investigaba la eficacia
de la metodología esbozada en la sección anterior para el estudio de la
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hipótesis presentada.132 En este análisis, se habían generado al azar 50
SNP con frecuencia del alelo menor entre 0,05 y 0,5, cada uno de ellos con
modelo dominante o recesivo en su asociación con la enfermedad, para
10 000 casos y controles; las asociaciones entre las interacciones SNP-SNP
y la enfermedad estaban regidas también por uno de ambos modelos.
Ajustando el modelo lineal de la ECUACIÓN 2.1, se habían estimado los
efectos de las interacciones y calculado sus valores de p, para después
descartar aquellas con p ≥ 0,05 y construir la red con las restantes.
La FIGURA 2.3 muestra la red de interacciones de los 50 SNP simula-
dos, donde los vértices se corresponden con los SNP y las aristas y su
grosor, con las interacciones y su grado ponderado, respectivamente. El
grado ponderado del SNP 44 es mayor que el del resto, por lo que el
efecto conjunto (la suma) de sus interacciones con otros SNP es el más
destacado. Si el grado ponderado de un SNP es menor que 0, se dice que
el efecto conjunto de sus interacciones con otros SNP es de protección; si
es mayor, de riesgo.
En esta simulación, los SNP 20, 26, 36 y 44 constituyeron los factores
de riesgo más relevantes, mientras que los SNP 3, 9, 13 y 42 son aquellos
que presentaron un efecto de protección más acusado. Nótese que esta
medida, el grado ponderado, se basa en la acumulación de los efectos de
interacción con otros SNP, por lo que un SNP cuyo efecto principal es de
protección podría ser un factor de riesgo, y viceversa, si se considera el
grado ponderado como criterio.
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FIGURA 2.3. Red de inter-
acciones de 50 SNP simu-
lados. Los vértices y las aris-
tas azules representan facto-
res e interacciones, respecti-
vamente, de protección; en
rojo, de riesgo. El grosor de las
aristas captura la importan-
cia de los efectos de interac-
ción. El tamaño de los vértices
se establece en función del
valor absoluto de su grado
ponderado.
Debe tenerse en cuenta que, en la simulación, subyacía un modelo ge-
nético tras «todas» —en lugar de tras «un porcentaje significativo», como
dice la primera parte de la hipótesis— las asociaciones SNP-enfermedad
e interacción-enfermedad, lo cual pudo influir en el hecho de que la red
exhibiera un componente conexo y no varios pequeños, como conjetura
la segunda parte de la hipótesis.
Objetivos
Los objetivos que se desprenden tanto de la hipótesis de esta tesis doc-
toral como de la metodología que adoptar para demostrarla están en
consonancia con la estructura en capítulos del resto del documento:
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OBJETIVO 1: Desarrollar un marco de trabajo o modelo estadístico que
permita evaluar y comparar el nivel de adecuación —debe contem-
plarse desde la no adecuación hasta la sobreadecuación, así como
la incertidumbre— de distintos patrones a volúmenes masivos de
datos («problema de las comparaciones múltiples») potencialmente
redundantes. Se corresponde con el CAPÍTULO 3.
OBJETIVO 2: Diseñar e implementar una prueba estadística en el marco
de trabajo del OBJETIVO 1 que permita decidir qué modelo genético
le corresponde —si es que le corresponde alguno— a un SNP o una
interacción (véanse las funciones f (·) y f (·, ·) en la ECUACIÓN 2.1).
Se corresponde con el CAPÍTULO 4.
OBJETIVO 3: Construir y analizar redes de interacciones SNP-SNP a
partir de los datos del estudio MCC-Spain con la metodología esbo-
zada en este capítulo, basada en la prueba estadística resultante del
OBJETIVO 2, discutiendo los resultados con referencias biológicas.
Se corresponde con el CAPÍTULO 5.
Capítulo
3 Contraste de múltiples hipótesisde diferencia-equivalencia
En este capítulo, a través de una serie de resultados técnicos que
gira en torno al concepto de coherencia estadística, se formaliza
el proceso para aplicar un test de diferencia-equivalencia e inter-
pretar sus resultados en presencia de comparaciones múltiples.
El contraste de hipótesis de equivalencia, que ha regido el proceso de
aprobación de medicamentos en Estados Unidos durante las últimas
décadas,133 está ganando adeptos en ámbitos cada vez más alejados
de su reino,134 ya que viene a llenar el vacío metodológico que se ha
prolongado por la incapacidad del contraste de hipótesis de diferencia
para demostrar semejanza o similitud.135 Esta incapacidad radica en su
falta de equilibrio:136 mientras rechazar la hipótesis nula (H0) lleva a la
conclusión de que la hipótesis alternativa (H1) es verdadera, no ser capaz
de rechazar H0 no implica que ella misma sea verdadera.137
Así, el contraste de hipótesis de diferencia no podría demostrar se-
mejanza o similitud —es H0 la hipótesis equipada con la noción de
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equivalencia (H0 : θ = θ0, H1 : θ 6= θ0, donde θ y θ0 son, respectivamen-
te, el parámetro poblacional bajo estudio y un valor de referencia con
que compararlo)— aun si H0 y H1 intercambiaran los signos de igual-
dad y desigualdad, para lo cual no se conoce un test razonable.138 El
de equivalencia supera este obstáculo añadiendo a su formulación los
extremos de un intervalo que depende del problema, θ0 − δ1 y θ0 + δ2
(δ1, δ2 ∈ R tal que δ1, δ2 ≥ 0), para determinar si las estimaciones del
parámetro poblacional, θ̂, se encuentran entre ellos (equivalencia), es
decir, H0 : θ 6∈ (θ0− δ1, θ0 + δ2), H1 : θ ∈ (θ0− δ1, θ0 + δ2).139
La comparación de dos medias es un caso paradigmático del contras-
te de hipótesis de equivalencia (θ = µA− µB, casi siempre con θ0 = 0),140
lo que justifica algunos de los nombres que, además de «margen de equi-
valencia», han recibido δ1 y δ2 en la literatura científica, como «diferencia
irrelevante» y «distancia significativa mínima».141 En cuanto al intervalo
(θ0 − δ1, θ0 + δ2), cuya definición tiene un gran impacto en la potencia
estadística y el tamaño muestral necesarios,142 siempre que δ1 = δ2 = δ,
es conveniente reformular el problema:
H0 : θ 6∈ (θ0− δ, θ0 + δ) ,
H1 : θ ∈ (θ0− δ, θ0 + δ) .
(3.1)
El procedimiento TOST (del inglés two one-sided tests) es el soberano
del contraste de hipótesis de equivalencia,143 lo cual se debe, en parte,
al apoyo de la Food and Drug Administration de Estados Unidos.144
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FIGURA 3.1. Los cuatro
resultados de un TDE.
Este método descompone el problema en dos test de diferencia (TD)
unilaterales o de una cola que arrojan sendos valores de p (pe y pe para
los test de las colas derecha e izquierda, respectivamente):
H0 : θ ≤ θ0− δ ,
H1 : θ > θ0− δ ;
y
H0 : θ ≥ θ0 + δ ,
H1 : θ < θ0 + δ .
(3.2)
La combinación de estos valores de p permite a TOST aceptar la hipótesis
de equivalencia (H1 en la ECUACIÓN 3.1) a nivel α si por separado se
rechazan tanto H0 como H0 a nivel α (ma´x {pe, pe} < α). Dado que los
dos valores de p son dependientes entre sí, cada hipótesis individual no
necesita comprobarse a nivel α/2.145
Lo que subyace tras el procedimiento TOST es el enfoque de Ander-
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son y Hauck,146,147 así como otros equivalentes a este.148-150 La principal
discrepancia entre ellos y TOST reside en la regla de decisión tomada
para demostrar semejanza o similitud: los primeros aceptan H1 a ni-
vel α si |pe − pe| < α, lo que conlleva una percepción más liberal del
problema.151 Sin embargo, estos métodos apenas se usan en la práctica,
ya que adolecen de regiones de rechazo no acotadas para las que es
posible aceptar la hipótesis de equivalencia incluso si θ̂ 6∈ (θ0− δ, θ0 + δ),
siempre y cuando la variabilidad sea suficientemente grande.152 En este
capítulo, TOST es el test de equivalencia (TE) considerado, por lo que
ambos términos se tratan como sinónimos.
Aplicar conjuntamente un TD y un TE de hipotésis nulas de no dife-
rencia y no equivalencia, respectivamente, es decir, un test de diferencia-
equivalencia (TDE), puede complementar el alcance de ambos test com-
binando sus conclusiones, de lo que derivan cuatro posibles resultados
(véase la FIGURA 3.1) a condición de que dichas hipótesis nulas com-
partan θ y θ0 en sus formulaciones y sean contrastadas en la misma
muestra al mismo nivel de significación.153 Uno de los resultados que
puede parecer paradójico es el de haber demostrado diferencia además
de equivalencia (incoherencia), cuyas causas incluyen grandes tamaños
muestrales y el problema de las comparaciones múltiples.154
El problema de las comparaciones múltiples es inherente a cualquier
contraste de más de una hipótesis, ya sean TD o TE: cuando cada una de
varias hipótesis nulas se contrasta a nivel α, la probabilidad de que
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algunas se rechacen incorrectamente es mayor que α, lo que puede
provocar un abundante número de falsos positivos o errores tipo I.155 A
pesar de que la literatura científica está repleta de procedimientos que
impiden que esto ocurra tanto en TD156 como en TE,157 no se ha prestado
atención al problema de las comparaciones múltiples en TDE.158
3.1 Equivalencia coherente
A partir del fructífero trabajo de Rogers, Howard y Vessey,159 ha habido
un flujo lento de publicaciones sobre el uso de TDE en áreas tan variadas
como la epidemiología,160 la sociología161 y la ingeniería de software.162
A pesar de esta variedad, la estrategia de interpretación de los TDE rara
vez ha sido distinta de la que representa la FIGURA 3.1; esta hace posible
una lectura conjunta de los dos test que constituyen un TDE mediante la
intersección de sus regiones de rechazo y no rechazo.
El concepto de coherencia es esencial para la búsqueda de un tra-
tamiento no sesgado de la equivalencia. Como ya se ha mencionado,
en el contraste de hipótesis de diferencia, la hipótesis equipada con la
noción de semejanza o similitud es H0 : θ = θ0, mientras que en el de
equivalencia es H1 : θ ∈ (θ0− δ, θ0 + δ). De esta manera, no poder recha-
zar la primera y aceptar la segunda es lo que se denomina equivalencia
coherente (véase la FIGURA 3.2); análogamente, la diferencia coherente
implica rechazar la primera y no aceptar la segunda.
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FIGURA 3.2. Elementos
de la equivalencia cohe-
rente. (Parte superior) Con-
junto de valores de θ̂ y SE
θ̂
que no llevan a rechazar la
hipótesis nula de no dife-
rencia usando un TD a ni-
vel α. (Parte central) Conjun-
to de valores de θ̂ y SE
θ̂
que
llevan a rechazar la hipóte-
sis nula de no equivalencia
usando TOST a nivel α. (Par-
te inferior) Intersección de
los conjuntos anteriores, que
se corresponde con no de-
mostrar diferencia usando
un TD además de demostrar
equivalencia usando TOST.
Nótese que los conjuntos in-
cluyen y excluyen los valo-
res representados por las lí-
neas continuas y disconti-
nuas, respectivamente.
SEθˆ
θˆ
θ0 − δ θ0 θ0 + δ
θˆ
θ0 − δ θ0 θ0 + δ
θˆ
θ0 − δ θ0 θ0 + δ
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Estadísticos de contraste y valores de p
Por una parte, no se puede rechazar la hipótesis nula de no diferencia
H0 : θ = θ0 si |td| ≤ wα/2 (o pd ≥ α), donde
td =
θ̂ − θ0
SEθ̂
(3.3)
y wα/2 es el (α/2)-ésimo cuantil superior de la distribución de Td, la
variable aleatoria de la que td es una realización, es decir, wα/2 = QTd(1−
α/2). El valor de p asociado con la ECUACIÓN 3.3 para un test bilateral
o de dos colas es
pd = 2 Pr(Td ≥ |td| : H0 es verdadera) = 2 FTd(−|td|) , (3.4)
donde FTd(·) y QTd(·) son la CDF (sigla en inglés de f unción de distribución
acumulada) y la CDF inversa de Td, respectivamente.
Por otra parte, se puede rechazar la hipótesis nula de no equivalencia
H0 : θ 6∈ (θ0 − δ, θ0 + δ) si se rechazan H0 y H0 en la ECUACIÓN 3.2, es
decir, si te,−te > wα (o pe, pe < α), donde
te =
θ̂ − (θ0− δ)
SEθ̂
y te =
θ̂ − (θ0 + δ)
SEθ̂
. (3.5)
Asimismo, wα es el α-ésimo cuantil superior de la distribución de Te
y Te, las variables aleatorias de las que te y te son realizaciones, es decir,
wα = QT→e (1 − α) = QT←e (1 − α). Los valores de p asociados con la
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ECUACIÓN 3.5 para test unilaterales son
pe = Pr(Te ≥ te : H0 es verdadera) = FT→e (−te) y
pe = Pr(Te ≤ te : H0 es verdadera) = FT←e (te) .
Los paralelismos entre te y te y entre pe y pe motivan los siguientes
resultados.
Proposición 1. El estadístico de contraste para el procedimiento TOST es
te =
δ− |θ̂ − θ0|
SEθ̂
.
Demostración. El procedimiento TOST rechaza H0 en la ECUACIÓN 3.1
a nivel α si ma´x {pe, pe} < α o, lo que es lo mismo, mı´n {te,−te} > wα.
Reorganizando la ECUACIÓN 3.5,
te =
δ+ (θ̂ − θ0)
SEθ̂
y −te = δ− (θ̂ − θ0)SEθ̂
,
donde θ̂, θ0, δ, SEθ̂ ∈ R tal que δ ≥ 0 y SEθ̂ > 0. Por tanto, el signo de
θ̂ − θ0 determina el valor de mı´n {te,−te}:
mı´n {te,−te} =
 te si θ̂ ≤ θ0 ,−te si θ̂ ≥ θ0 ,
que es igual a te.
Proposición 2. El valor de p para el procedimiento TOST es
pe = Pr(Te ≥ te : H0 y H0 son verdaderas) = FTe(−te) .
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Demostración. TOST rechaza H0 en la ECUACIÓN 3.1 a nivel α si te > wα,
que es la regla de decisión para los test de la cola derecha. Así, el valor
de p para este test es Pr(Te ≥ te : H0 es verdadera) = FTe(−te).
Calcular el valor de p para el resultado de equivalencia coherente
puede requerir de suposiciones estadísticas arriesgadas, como la de la
independencia de θ̂ y SEθ̂, que lleva a error a menos que θ ∼ N(µ, σ2).163
Regiones de no rechazo
Dada una estimación del parámetro poblacional, θ̂, las líneas continuas
y discontinuas de la FIGURA 3.2 representan los valores más extremos
de SEθ̂ tales que |td| = wα/2 (o pd = α) y te = wα (o pe = α), respectiva-
mente. Por tanto, la ecuación de las líneas continuas es
SE∗
θ̂
=
|θ̂ − θ0|
wα/2
(3.6)
—no se puede rechazar la hipótesis nula de no diferencia si SEθ̂ ≥ SE∗θ̂
(en rojo en la FIGURA 3.2)—, mientras que para las líneas discontinuas es
SE∗
θ̂
=
δ− |θ̂ − θ0|
wα
(3.7)
—se rechaza la hipótesis nula de no equivalencia si SEθ̂ < SE
∗
θ̂
(en verde
en la FIGURA 3.2)—, para todo θ̂ ∈ R. De esta manera, si
|θ̂ − θ0|
wα/2
≤ SEθ̂ <
δ− |θ̂ − θ0|
wα
, (3.8)
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la tupla (θ̂, SEθ̂) define un punto en {(x, y) ∈ R2 : y ≥ 0} dentro del
deltoide amarillo en la FIGURA 3.2, que se corresponde con el resultado
de equivalencia coherente, o no demostrar diferencia usando un TD
además de demostrar equivalencia usando el procedimiento TOST. Los
siguientes resultados se derivan de esto.
Teorema 3. Si la ECUACIÓN 3.8 se cumple, θ̂ ∈ (θ0− δα, θ0 + δα), para todo
α ∈ (0, 2/3), donde
δα = δ
(
1+
wα
wα/2
)−1
>
δ
2
y wα y wα/2 son el α-ésimo y el (α/2)-ésimo cuantiles superiores de la distribu-
ción normal estándar.
Demostración. Comparando las partes izquierda y derecha de la ECUA-
CIÓN 3.8,
|θ̂ − θ0|
wα/2
<
δ− |θ̂ − θ0|
wα
⇐⇒ |θ̂ − θ0| < δ
(
1+
wα
wα/2
)−1
,
se tiene que θ̂ ∈ (θ0− δα, θ0 + δα) si la ecuación se cumple.
Para la distribución normal estándar, w1/2 = 0 y wα = −w1−α, y
wα → ∞ y wα → −∞ a medida que α→ 0+ y α→ 1−, respectivamente.
Sea (θ̂∗, SE∗
θ̂
) el punto de intersección de las líneas representadas por las
partes izquierda y derecha de la ECUACIÓN 3.8. Estas líneas son paralelas
entre sí si wα/2 = −wα ⇐⇒ α/2 = 1− α⇐⇒ α = 2/3. Por tanto,
lı´m
α→2/3−
δα = ∞ y lı´m
α→2/3+
δα = −∞ ,
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lo que asegura que para todo α ∈ (0, 2/3), SE∗
θ̂
> 0, y que para todo
α ∈ (2/3, 1), SE∗
θ̂
< 0, respectivamente. El hecho de que el error estándar
de un parámetro es siempre positivo restringe el dominio de α a (0, 2/3).
En cuanto al dominio de δα, su ínfimo viene dado por
lı´m
α→0+
δα =
δ
1+ lı´m
α→0+
wα
wα/2︸ ︷︷ ︸
LEMA 5
=
δ
2
.
Así, de acuerdo con el LEMA 5, δα ∈ (δ/2,∞).
Corolario 4. Para todo α ∈ (0, 2/3), (θ0 − δα, δ/(wα + wα/2)) y (θ0 +
δα, δ/(wα + wα/2)) son los puntos de intersección de las líneas representadas
por las ECUACIONES 3.6 y 3.7.
Demostración. Las ECUACIONES 3.6 y 3.7 son las partes izquierda y dere-
cha de la ECUACIÓN 3.8, respectivamente. Sustituyendo θ̂ por θ0− δα o
θ0 + δα en cualquiera de ellas, por ejemplo en la ECUACIÓN 3.6,
SE∗
θ̂
=
| ± δα|
wα/2
=
δ
wα/2
(
1+
wα
wα/2
)−1
=
δ
wα + wα/2
,
se tiene que (θ0− δα, SE∗θ̂) y (θ0 + δα, SE∗θ̂) son los puntos de intersección
de las líneas representadas por las ECUACIONES 3.6 y 3.7.
La relevancia del TEOREMA 3 y su corolario se sustenta en el hecho
de que prescriben los límites de la equivalencia coherente (véanse las
curvas de puntos en la FIGURA 3.3). El siguiente lema es primordial para
la demostración de este teorema.
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FIGURA 3.3. Límites de
la equivalencia coherente.
(Línea continua) Gráfica de la
ECUACIÓN 3.6 a nivel α, pa-
ra α ∈ R tal que 0 < α <
1/2. (Línea discontinua) Grá-
fica de la ECUACIÓN 3.7 a
nivel α. (Línea de puntos) Cur-
vas definidas por los puntos
de intersección de las líneas
representadas por las ECUA-
CIONES 3.6 y 3.7 a todos los
niveles α ∈ (0, 2/3), para
los cuales pd = pe. (Sombrea-
do) Conjunto de valores de θ̂
y SE
θ̂
que llevan a equivalen-
cia coherente a algún nivel α,
para los cuales pd > pe. Nó-
tese que ε = lı´mα→0+ δα =
δ/2 (véanse el TEOREMA 3 y
el LEMA 5).
SEθˆ
θˆ
θ0 − ε θ0 + ε
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Lema 5. Sea Φ−1(·) la CDF inversa de la distribución normal estándar. En-
tonces, para todo a, b ∈ R tales que a, b > 0,
lı´m
p→0+
Φ−1(1− ap)
Φ−1(1− bp) = 1 .
Demostración. Sea wp el p-ésimo cuantil superior de la distribución de
una variable aleatoria continua X, es decir, wp = QX(1− p), tal que la
segunda derivada de QX(·) existe,
lı´m
p→0+
wp = ∞ , lı´m
p→0+
fX(wp) = 0 y
dwp
dp
=
1
fX(wp)
,
donde fX(·) es la función de densidad de probabilidad de la distribución
de X. Así, aplicando la regla de L’Hôpital dos veces,
lı´m
p→0+
wap
wbp
= lı´m
p→0+
a fX(wbp)
b fX(wap)
= lı´m
p→0+
gX(wbp)
gX(wap)
,
donde
gX(x) = − ddx log fX(x) = −
1
fX(x)
d
dx
fX(x) .
Supóngase que X tiene una distribución χ2 con 1 grado de libertad.
Por tanto,
gX(x) =
x + 1
2x
=⇒ lı´m
p→0+
gX(wp) =
1
2
,
de ahí que
lı´m
p→0+
wap
wbp
= · · · = lı´m
p→0+
wbp + 1
2wbp︸ ︷︷ ︸
gX(wbp)
2wap
wap + 1︸ ︷︷ ︸
1/gX(wap)
=
1
2
× 2 = 1 .
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Así,
lı´m
p→0+
Φ−1(1− ap)
Φ−1(1− bp) = lı´mp→0+
√
w2ap
w2bp
=
√
lı´m
p→0+
w2ap
w2bp
=
√
1 = 1 .
3.2 Coeficiente de coherencia
Waldhoer y Heinzl demostraron que aplicar conjuntamente un TD y un
TE (ambos a nivel α) para llevar a cabo una comparación mantiene la
probabilidad de error tipo I a α.164 Sin embargo, es inevitable que aplicar
un TDE para llevar a cabo comparaciones múltiples plantee cierto riesgo
de cometer falsos positivos. Aunque no se ha derivado un valor de p
para la equivalencia coherente, el TEOREMA 5 y su corolario caracterizan
el comportamiento de la región de equivalencia coherente (REC, el del-
toide amarillo en la FIGURA 3.2) como función de α, lo que basta para
proporcionar una corrección por comparaciones múltiples.
Considérese el problema de aplicar m TDE simultáneos que compar-
tan θ0 y δ en sus formulaciones, para m ∈ R tal que m > 1, lo que puede
tener consecuencias para la probabilidad de error tipo I si otro problema,
el de las comparaciones múltiples, se pasa por alto. La corrección de Bon-
ferroni controla la probabilidad de obtener al menos un falso positivo a α
aplicando cada uno de los m TDE a nivel α/m,165 lo que lo hace adecuado
para experimentos que carecen de validación independiente.166
Contraste de múltiples hipótesis de diferencia-equivalencia 55
«Where ligh[t]ning leaps from the numbulous»
Las REC para los m TDE simultáneos se ajustan a una de las REC de la
FIGURA 3.4 si estos se aplican, o bien no ajustando por comparaciones
múltiples, o bien usando la corrección de Bonferroni. La superposición
de ambas regiones revela dos conjuntos disjuntos de valores de θ̂ y SEθ̂
que llevan a equivalencia coherente a nivel α, cuya separación radica en
si sus elementos también llevan a equivalencia coherente a nivel α/m
o no (en amarillo más oscuro y más claro, respectivamente, en la parte
inferior de la FIGURA 3.4).
Para los elementos del conjunto amarillo oscuro, incluidos en los dos
REC, la parte derecha de la ECUACIÓN 3.8 se cumple al más estricto
nivel α/m. La severidad en la parte izquierda de la ecuación es, sin
embargo, lo que causa que ciertos valores de θ̂ y SEθ̂ salten del resultado
de incoherencia al de equivalencia coherente a medida que el nivel al que
se aplican los m TDE, α˜, desciende de α a α/m (azul oscuro si α˜ = α/m y
azul claro si α/m < α˜ < α en la parte inferior de la FIGURA 3.4), de ahí
la cita, arriba, de Finnegans Wake, de James Joyce.
¿Cuántos TDE simultáneos se tienen que aplicar para que un resulta-
do incoherente a nivel α˜ = α salte de la incoherencia? Recuérdese que
las líneas continuas a lo largo de este capítulo, que gobiernan los límites
entre equivalencia coherente e incoherencia, representan los valores de θ̂
y SEθ̂ para los que pd = α˜. Así, comparar pd con α responde a la pregunta:
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FIGURA 3.4. La región
de equivalencia coheren-
te como función de α.
(Parte superior) Región de
equivalencia coherente para
un TDE aplicado a nivel α,
para α ∈ R tal que 0 < α <
1/2. (Parte central) Región de
equivalencia coherente para
el mismo TDE aplicado a ni-
vel α/m, para m ∈ R tal que
m > 1. (Parte inferior) Repre-
sentación de la estela que la
región de equivalencia cohe-
rente deja tras de sí a medi-
da que el nivel al que se apli-
ca el TDE desciende desde α
hasta α/m.
SEθˆ
θˆ
θ0 − δ θ0 θ0 + δ
θˆ
θ0 − δ θ0 θ0 + δ
θˆ
θ0 − δ θ0 θ0 + δ
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un resultado incoherente a nivel α permanece fuera de las primeras c− 1
de las m REC, cada una a nivel α/k, para todo k ∈N tal que 1 ≤ k ≤ m,
donde c = inc(pd) (véase la ECUACIÓN 3.9a).
¿Y cuántos TDE simultáneos se tienen que aplicar para que un resul-
tado de equivalencia coherente (o de incoherencia) a nivel α˜ = α salte
a la indeterminación? En este caso, las líneas discontinuas a lo largo de
este capítulo, que gobiernan los límites entre equivalencia coherente e
indeterminación, representan los valores de θ̂ y SEθ̂ para los que pe = α˜.
Así, comparar pe con α responde a la pregunta: un resultado de equi-
valencia coherente (o de incoherencia) a nivel α permanece fuera de las
últimas m− d de las m REC, cada una a nivel α/k, donde d = ind(pe)
(véase la ECUACIÓN 3.9b).
inc(p) =
α
mı´n {p, α} =
α/p si p < α ,1 si p ≥ α ; (3.9a)
ind(p) =
α
ma´x {p, α/m} =
α/p si p > α/m ,m si p ≤ α/m . (3.9b)
De esta manera, ξ, el número de REC, cada una a nivel α/k, que
contienen cualquier elemento de los cuatro conjuntos coloreados en la
parte inferior de la FIGURA 3.4, es igual a m− ((c− 1) + (m− d)) = d−
c+ 1. La combinación de los casos contemplados en las ECUACIONES 3.9a
y 3.9b determina las condiciones bajo las que 1 ≤ ξ ≤ m: pd ≥ pe,
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FIGURA 3.5. Coeficiente
de coherencia como fun-
ción de ξ. Para los valores
de θ̂ y SE
θ̂
que llevan a equi-
valencia coherente a algún
nivel entre α/m y α, som-
breados en tonos de naranja,
logm ξ va desde 0 (más cla-
ro) hasta 1 (más oscuro), que
se corresponden con equiva-
lencia coherente débil y fuer-
te, respectivamente.
SEθˆ
θˆ
θ0 − ε θ0 + ε
pd ≥ α/m, pe ≤ α y m ≥ 1. Estas delimitan los valores de θ̂ y SEθ̂
que llevan a equivalencia coherente a algún nivel entre α/m y α, por
lo que el coeficiente de coherencia, logm ξ, sirve como medida de hasta
qué punto la equivalencia coherente prevalece sobre la incoherencia
y la indeterminación para cualquier elemento de los cuatro conjuntos
coloreados mencionados anteriormente (véase la FIGURA 3.5).
Diferencia coherente
Por claridad lectora, la discusión sobre coherencia se ha centrado en la
faceta del concepto que tiene que ver con la equivalencia, en detrimento
de la que se refiere a la diferencia. No obstante, de haber optado por
la segunda como enfoque de la explicación, apenas ningún concepto
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se habría visto alterado. La región de diferencia coherente (RDC), por
ejemplo, se define como el conjunto de valores de θ̂ y SEθ̂ tal que
δ− |θ̂ − θ0|
wα
≤ SEθ̂ <
|θ̂ − θ0|
wα/2
(3.10)
(compárese con la ECUACIÓN 3.8), de lo cual surge el siguiente resultado,
cuyo corolario coincide con el del TEOREMA 3.
Teorema 6. Si la ECUACIÓN 3.10 se cumple, θ̂ 6∈ [θ0− δα, θ0 + δα], para todo
α ∈ (0, 2/3), donde
δα = δ
(
1+
wα
wα/2
)−1
>
δ
2
y wα y wα/2 son el α-ésimo y el (α/2)-ésimo cuantiles superiores de la distribu-
ción normal estándar.
Demostración. Comparando las partes izquierda y derecha de la ECUA-
CIÓN 3.10,
|θ̂ − θ0|
wα/2
>
δ− |θ̂ − θ0|
wα
⇐⇒ |θ̂ − θ0| > δ
(
1+
wα
wα/2
)−1
,
se tiene que θ̂ 6∈ [θ0− δα, θ0 + δα] si la ecuación se cumple. El resto de la
demostración es idéntica a la del TEOREMA 3.
Asimismo, ζ, el número de RDC, cada una a nivel α/k, que contienen
cualquier elemento de los cuatro conjuntos análogos a los coloreados en
la parte inferior de la FIGURA 3.4, es igual a ind(pd)− inc(pe) + 1 (com-
párese con ξ = ind(pe)− inc(pd) + 1). Así, logm ζ puede incorporarse al
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coeficiente de coherencia, C(pd, pe), como medida de hasta qué punto la
diferencia coherente prevalece sobre la incoherencia y la indeterminación
para cualquier elemento de los conjuntos mencionados anteriormente
(véase la ECUACIÓN 3.11, y nótese que el signo menos permite distinguir
entre logm ξ y logm ζ).
C(pd, pe) =

logm ξ si α/m ≤ pd ≥ pe ≤ α ,
− logm ζ si α/m ≤ pe ≥ pd ≤ α ,
0 en otro caso .
(3.11)
3.3 Resultados
Wellek, Goddard y Ziegler167 ilustraron su test de equilibrio de Hardy-
Weinberg analizando los controles de 39 estudios de asociación con SNP
recogidos en una revisión bibliográfica.168 En esta sección, se amplía
el alcance de su análisis teniendo en cuenta tanto el problema de las
comparaciones múltiples como el concepto de coherencia.
El equilibrio de Hardy-Weinberg
El equilibrio de Hardy-Weinberg (EHW) es un principio que constituye
uno de los criterios de calidad fundamentales de los SNP de un GWAS.
Dado un SNP con dos alelos, A y B, con frecuencias alélicas piA y piB, las
Contraste de múltiples hipótesis de diferencia-equivalencia 61
frecuencias genotípicas, piAA, piAB y piBB, están en EHW si, bajo ciertas
suposiciones, piAA = pi2A, piAB = 2piApiB y piBB = pi
2
B.
169
El enfoque convencional con que se evalúa el EHW en un SNP concre-
to se centra en demostrar el desequilibrio,170 para lo que se necesita un TD
de hipótesis nula de no diferencia. Mientras rechazar esta hipótesis nula
lleva a la conclusión de que las frecuencias genotípicas no están en EHW,
no ser capaz de rechazarla no implica que las frecuencias genotípicas
realmente estén en EHW.
Wellek, Goddard y Ziegler observaron que vAB = 2
√
piAApiBB es la
frecuencia genotípica esperada de AB si piAA, piAB y piBB están en EHW, de
donde θ = log (piAB/vAB) surge como medida del exceso de frecuencia
genotípica de AB. Así, puede aplicarse un TE para demostrar equilibrio,
con θ0 = 0, δ = log (1+ 2/5) y
σθ̂ =
√
1
n
(
1
4piAA
+
1
piAB
+
1
4piBB
)
. (3.12)
«Los treinta y nueve TDE»
La TABLA 3.1 muestra, en orden ascendente de θ̂, el número de genotipos
AA, AB y BB, la estimación y el error estándar del exceso de frecuencia
genotípica de AB, θ̂ y SEθ̂, y el valor del coeficiente de coherencia, C, de
cada una de las 39 muestras, resaltadas en la tabla y presentadas en la
FIGURA 3.6 si SEθ̂ < 0,3.
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TABLA 3.1. Valores del coeficiente de coherencia (C) para los 39 TDE.
PMID AA AB BB θ̂ SEθ̂ C
11156391 79 10 3 –1.12 0.43 –0.46
11124296 95 38 33 –1.08 0.19 –1.00
12631667 5 22 122 –0.81 0.31 –0.45
10792336 231 16 1 –0.64 0.56 0.00
11468325 180 40 8 –0.64 0.24 –0.51
10869806 34 22 12 –0.61 0.27 –0.19
10680782 221 64 15 –0.59 0.18 –0.99
11781417 42 32 16 –0.48 0.23 –0.09
10189842 21 47 62 –0.43 0.19 –0.18
11027931 148 33 4 –0.39 0.31 0.00
10843185 3 23 75 –0.27 0.36 0.00
12753258 75 35 6 –0.19 0.27 0.00
11045785 61 212 237 –0.13 0.10 0.29
9844142 66 80 31 –0.12 0.16 0.00
10794488 297 258 71 –0.12 0.09 0.50
11097227 57 192 197 –0.10 0.10 0.41
10712418 197 349 186 –0.09 0.07 1.00
12105308 58 97 48 –0.08 0.14 0.08
10231446 77 41 6 –0.05 0.26 0.00
11122322 193 393 215 –0.04 0.07 1.00
11402126 98 233 144 –0.02 0.09 1.00
12787424 23 83 67 0.06 0.16 0.04
10964048 62 65 15 0.06 0.19 0.00
11786085 16 76 79 0.07 0.18 0.00
11142420 112 132 33 0.08 0.13 0.17
12675860 27 26 5 0.11 0.31 0.00
11889073 114 560 533 0.13 0.07 1.00
11914402 174 45 2 0.19 0.39 0.00
12221172 98 77 9 0.26 0.21 0.00
10430441 154 203 36 0.31 0.12 –0.51
11231353 21 60 23 0.31 0.20 0.00
10504487 29 123 68 0.33 0.14 –0.22
12034804 15 107 95 0.35 0.17 –0.07
10781645 43 150 62 0.37 0.13 –0.71
15338456 63 83 12 0.41 0.19 –0.12
11074789 260 124 6 0.45 0.23 –0.03
10815136 3 24 18 0.49 0.37 0.00
10698474 44 127 29 0.58 0.15 –1.00
9607207 8 48 19 0.67 0.26 –0.46
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FIGURA 3.6. Diagrama
de dispersión de los va-
lores resaltados en la TA-
BLA 3.1. (Línea continua)
Gráficas de la ECUACIÓN 3.6
a niveles α y α/m, para α =
0,05, m = 39 y θ0 = 0. (Línea
discontinua) Gráficas de la
ECUACIÓN 3.7 a niveles α y
α/m, para α = 0,05, m = 39,
θ0 = 0 y δ = log (1+ 2/5).
(Línea de puntos) Curvas que
delimitan el signo de pd −
pe, para todo pd, pe ∈ [0, 1]:
entre ellas, pd− pe > 0; más
allá de ellas, pd − pe < 0.
(Sombreado) Colores de los
valores de C en la TABLA 3.1
(véase la FIGURA 3.5).
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Para cada fila de la tabla, pd y pe vienen dados por la ECUACIÓN 3.4
y la PROPOSICIÓN 2, respectivamente, con θ̂ = log (nAB/ (2
√
nAAnBB)),
θ0 = 0, δ = log (1+ 2/5), α = 0,05, m = 39 y
SEθ̂ =
√
1
4nAA
+
1
nAB
+
1
4nBB
,
donde nAA + nAB + nBB = n y SEθ̂ es un estimador consistente de σθ̂
(compárese con la ECUACIÓN 3.12), lo que implica que tanto Td como Te
convergen en distribución a una variable aleatoria normal estándar.
Dos pares de valores de θ̂ y SEθ̂ en la TABLA 3.1 se corresponden con
desequilibrio a nivel α/m (véanse las filas en que C = −1). ¿Puede pro-
barse la falacia que asume que el resto de muestras están en equilibrio?
El signo de pd− pe, del que depende el de C, permite distinguir los pares
de valores de θ̂ y SEθ̂ que no pueden dar equivalencia coherente como
resultado a ningún nivel, para los que pd − pe < 0 (véanse las prime-
ras 10 y las últimas 11 filas de la tabla), de los que pueden a algún nivel,
para los que pd − pe > 0. Aquellos dejan la falacia en entredicho —14
de los 21 pares dan como resultado diferencia coherente a algún nivel
entre α/m y α— y estos, la que asume que no ser capaz de demostrar
equilibrio significa demostrar desequilibrio.
Capítulo
4 Test de diferencia-equivalenciapara la selección de modelosgenéticos
En este capítulo, se diseña una prueba estadística en el marco de
trabajo de los test de diferencia-equivalencia que permite decidir
qué modelo genético le corresponde —si es que le corresponde
alguno— a un SNP o una interacción SNP-SNP.
Para el contraste de hipótesis de diferencia-equivalencia, al contrario que
para el de diferencia y al igual que para el de equivalencia, no solo debe
indicarse la forma de construir el estadístico de contraste, sino también
definirse el margen de equivalencia, δ.141 Esta definición tiene un gran
impacto en la potencia estadística y el tamaño muestral necesarios: si
el valor de δ es muy elevado, cualquier declaración de equivalencia
coherente carecerá de credibilidad; si, por el contrario, es demasiado bajo,
apenas se producirán dichos resultados de equivalencia coherente.142
Para expresar el valor de δ, pueden emplearse las unidades del parámetro
poblacional o de magnitudes derivadas de este, aunque se desaconsejan
aquellas en que intervienen estimaciones de la varianza.133,144
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4.1 Parámetros poblacionales y valor de δ
Sean, en el marco de un estudio de casos y controles, X un SNP y Rx =
Pr(efecto | X = x), donde x ∈ {0, 1, 2}, es decir, el riesgo de ser caso
en función del genotipo.] La relación entre los riesgos relativos (RR)
RR1 = R1/R0 y RR2 = R2/R0, siempre que R0 6= 0, permite abordar el
problema de comprobar si un modelo genético dado rige la asociación
SNP-enfermedad.171 Así, el modelo aditivo, que indica que los riesgos
relativos entre AB y AA (RR1 = R1/R0) y entre BB y AB (no RR2 =
R2/R0, sino R2/R1) son iguales, se da si RR1 6= 1, RR2 6= 1 y
R1
R0
=
R2
R1
⇐⇒ R
2
1
R0
= R2 ⇐⇒
(
R1
R0
)2
=
R2
R0
⇐⇒ RR21 = RR2 ;
el dominante, si RR1 6= 1, RR2 6= 1 y RR1 = RR2; el sobredominante, si
RR2 = 1 y RR1 6= RR2; y el recesivo, si RR1 = 1 y RR1 6= RR2.
Parámetros poblacionales lineales
La FIGURA 4.1 muestra la relación entre los RR de los genotipos AB y BB
con respecto al homocigoto más frecuente, AA, por modelo genético.
De esta manera, las curvas representan aquellos pares de valores que
evidencian un patrón clásico en la asociación SNP-enfermedad. Sería
deseable que la intersección de las cuatro curvas dividiera el plano en
]Recuérdese que un SNP se codifica de acuerdo con cuántos alelos menores presenta la
suma de sus dos alelos, A (el mayor) y B (el menor), por lo que 0, 1 y 2 representan los genotipos
AA, AB y BB, respectivamente.
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FIGURA 4.1. Relación en-
tre los riesgos relativos
por modelo genético. Las
curvas A (y = x2), D (y =
x), S (y = 1) y R (x = 1),
donde x = RR1 e y = RR2,
representan la relación entre
los riesgos relativos en los
modelos aditivo, dominante,
sobredominante y recesivo,
respectivamente.
regiones abiertas, pero el carácter no lineal del modelo aditivo —la
relación entre RR1 y RR2 forma una parábola— lo dificulta. Esto hace
imposible establecer un valor de δ adecuado (y, por tanto, de seleccionar
un modelo genético de entre dos) en regiones como la que dejan entre sí
los modelos aditivo y dominante para RR1 y RR2 menores que 1.
La transformación logarítmica de los RR no solo permite obtener
relaciones lineales entre ellos, sino que es conveniente, además, en el
marco de un estudio de casos y controles. Nótese que, a diferencia de en
los estudios de cohortes, en los de casos y controles no pueden calcularse
tasas de incidencia ni, por tanto, riesgos o RR;86 en cambio, es posible
derivar, a partir de los individuos expuestos en los grupos de casos y de
controles, odds ratios (OR), que mejor estiman el RR cuanto menor es la
tasa de incidencia del efecto,87 y cuyo logaritmo se corresponde con el
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coeficiente del término principal del modelo de regresión logística. Con
la estimación de β1 y β2 en
log
(
E [Y]
1− E [Y]
)
= β0 + β11{X=1} + β21{X=2} (4.1)
se obtiene, pues, la de las transformaciones logarítmicas de RR1 y RR2,
respectivamente, siempre que la tasa de incidencia del efecto sea baja.172
Así, el modelo aditivo se da si β1 6= 0, β2 6= 0 y
log
(
OR21
)
= log (OR2)⇐⇒ log
(
exp {β1}2
)
= log (exp {β2})
⇐⇒ 2β1− β2 = 0 ;
(4.2)
el dominante, si β1 6= 0, β2 6= 0 y
log (OR1) = log (OR2)⇐⇒ β1− β2 = 0 ; (4.3)
el sobredominante, si β1 6= β2 y
log (OR2) = log 1⇐⇒ β2 = 0 ; (4.4)
y el recesivo, si β1 6= β2 y
log (OR1) = log 1⇐⇒ β1 = 0 . (4.5)
La FIGURA 4.2 muestra la relación entre los coeficientes β1 y β2 de la
ECUACIÓN 4.1 por modelo genético (véanse las ECUACIONES 4.2-4.5),
que pueden representarse, incluida la del modelo aditivo, por rectas. Es-
tas cuatro rectas se cruzan en el mismo punto, por lo que subdividen el
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FIGURA 4.2. Relación en-
tre los logaritmos de los
riesgos relativos por mo-
delo genético. Las rectas
A (y = 2x), D (y = x), S
(y = 0) y R (x = 0), don-
de x = β1 e y = β2, re-
presentan la relación entre
las transformaciones logarít-
micas de RR1 y RR2 en los
modelos aditivo, dominante,
sobredominante y recesivo.
plano en 8 regiones abiertas, en cada una de las cuales dos modelos gené-
ticos compiten por regir la asociación SNP-enfermedad. Por ejemplo, la
marcaÊ indica las regiones en que los puntos (β1, β2) pueden evidenciar
el modelo aditivo o el recesivo. Otra forma de interpretar la figura es la
siguiente: cuanto más cercanos sean los puntos de las regiones Ê y Ë
a la recta A, mayor probabilidad de que se trate de un modelo aditivo,
mientras que, según se alejen hacia uno u otro lado, la probabilidad irá a
favor del modelo recesivo o del dominante. Esto significa que cualquier
punto de las regiones Ì y Í nunca podrá representar el modelo aditivo,
lo cual debe controlarse a través del valor de δ.
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Parámetros poblacionales no lineales con δ común
En principio, dado que ningún par de regiones adyacentes a un modelo
genético es igual a otro en tamaño, debería definirse un valor de δ para
cada modelo genético. Sin embargo, si se aplica una transformación
no lineal sencilla, como el cociente, a las ECUACIONES 4.2-4.5, puede
obtenerse un valor de δ único. Para ello, selecciónese, como parámetro
poblacional de un modelo genético, el cociente de la parte izquierda
de su ecuación entre la parte izquierda de la del modelo con que no
comparte regiones adyacentes. De esta manera, el parámetro poblacional
del modelo aditivo es
θA = fA(β1, β2) =
2β1− β2
β2
, (4.6)
donde el numerador es la parte izquierda de la ECUACIÓN 4.2 y el
denominador, la del modelo sobredominante, con el que no comparte
regiones adyacentes. Obsérvese que θA = 0 si el modelo es aditivo.
Sustituyendo β1 y β2 por cualquier punto del modelo dominante (β1 =
β2) y del recesivo (β1 = 0), cuyas rectas delimitan las regiones adyacentes
al modelo aditivo, se tiene, respectivamente, que
θA =
2β2− β2
β2
= 1 y θA =
2 · 0− β2
β2
= −1 ,
por lo que δ = 1 es la opción adecuada para un TDE con el parámetro
poblacional de la ECUACIÓN 4.6.
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Lo interesante de este método de construcción de los parámetros
poblacionales de los modelos genéticos es que, como puede comprobarse
a continuación, siempre da lugar a un valor de δ igual a 1.
El parámetro poblacional del modelo dominante es
θD = fD(β1, β2) =
β1− β2
β1
, (4.7)
donde el numerador es la parte izquierda de la ECUACIÓN 4.3 y el de-
nominador, la del modelo recesivo, con el que no comparte regiones
adyacentes. Obsérvese que θD = 0 si el modelo es dominante. Sustitu-
yendo β1 y β2 por cualquier punto del modelo sobredominante (β2 = 0)
y del aditivo (2β1 = β2), cuyas rectas delimitan las regiones adyacentes
al modelo dominante, se tiene, respectivamente, que
θD =
β1− 0
β1
= 1 y θD =
β1− 2β1
β1
= −1 .
El parámetro poblacional del modelo sobredominante es
θS = fS(β1, β2) =
β2
2β1− β2 , (4.8)
donde el numerador es la parte izquierda de la ECUACIÓN 4.4 y el
denominador, la del modelo aditivo, con el que no comparte regiones
adyacentes. Obsérvese que θS = 0 si el modelo es sobredominante.
Sustituyendo β1 y β2 por cualquier punto del modelo dominante (β1 =
β2) y del recesivo (β1 = 0), cuyas rectas delimitan las regiones adyacentes
al modelo sobredominante, se tiene, respectivamente, que
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θS =
β2
2β2− β2 = 1 y θS =
β2
2 · 0− β2 = −1 .
El parámetro poblacional del modelo recesivo es
θR = fR(β1, β2) =
β1
β1− β2 , (4.9)
donde el numerador es la parte izquierda de la ECUACIÓN 4.5 y el
denominador, la del modelo dominante, con el que no comparte regiones
adyacentes. Obsérvese que θR = 0 si el modelo es recesivo. Sustituyendo
β1 y β2 por cualquier punto del modelo sobredominante (β2 = 0) y del
aditivo (2β1 = β2), cuyas rectas delimitan las regiones adyacentes al
modelo recesivo, se tiene, respectivamente, que
θR =
β1
β1− 0 = 1 y θR =
β1
β1− 2β1 = −1 .
4.2 Contraste de hipótesis
Dados un vector de estimaciones de 2 parámetros, β̂ = (β̂1, β̂2), y una
transformación que se le aplica, f : R2 → R, la varianza estimada
de f (β̂) viene definida por173
V̂ar( f (β̂)) = JΣ J> ,
donde J ∈ R1×2 es la matriz jacobiana, es decir,
J =
(
∂ f (β)
∂β1
∂ f (β)
∂β2
)∣∣∣∣
β=β̂
,
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y Σ ∈ R2×2 es la matriz de covarianza, o sea,
Σ =
 V̂ar(β1) Ĉov(β1, β2)
Ĉov(β1, β2) V̂ar(β2)
∣∣∣∣∣∣
β=β̂
,
por lo que
V̂ar( f (β̂)) = J11
(
J11 V̂ar(β̂1) + J12 Ĉov(β̂1, β̂2)
)
+ J12
(
J11 Ĉov(β̂1, β̂2) + J12 V̂ar(β̂2)
)
. (4.10)
Las cuatro ECUACIONES 4.6-4.9 constituyen sendas transformaciones
que pueden aplicarse a los parámetros β1 y β2 una vez estimados, tal y
como ocurre con la función f al principio de esta sección. A continuación,
se estima la varianza de cada uno de los parámetros poblacionales de los
modelos genéticos.
Las matrices jacobianas de los modelos aditivo y sobredominante
son, respectivamente,
JA =
(
2
β̂2
−2β̂1
β̂22
)
y JS =
(
− 2β̂2
(2β̂1− β̂2)2
2β̂1
(2β̂1− β̂2)2
)
,
por lo que sus varianzas estimadas (véase la ECUACIÓN 4.10) son
V̂ar(θ̂A) =
4γ̂2
β̂42
y V̂ar(θ̂S) =
4γ̂2
(2β̂1− β̂2)4
, (4.11)
donde γ̂2 = β̂21 V̂ar(β̂2) + β̂
2
2 V̂ar(β̂1)− 2β̂1β̂2 Ĉov(β̂1, β̂2), expresión que
se repite en las varianzas estimadas de cada uno de los parámetros
poblacionales de los modelos genéticos.
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Las matrices jacobianas del resto de modelos son
JD =
(
β̂2
β̂21
− 1
β̂1
)
y JR =
(
− β̂2
(β̂1− β̂2)2
β̂1
(β̂1− β̂2)2
)
,
por lo que sus varianzas estimadas son
V̂ar(θ̂D) =
γ̂2
β̂41
y V̂ar(θ̂R) =
γ̂2
(β̂1− β̂2)4
. (4.12)
Estadísticos de contraste
La variable aleatoria de la que el estadístico
td =
f (β̂)− θ0√
V̂ar( f (β̂))
(4.13)
es una realización sigue una distribución normal estándar.174 Aplicar,
pues, un test de hipótesis nula de no diferencia H0 : θ = θ0, H1 : θ 6= θ0,
donde θ = f (β), es sencillo, de cuyo caso especial θ0 = 0 se deriva el
siguiente resultado.
Lema 7. Si θ0 = 0, los valores del estadístico td son iguales para las parejas de
modelos genéticos aditivo-sobredominante y dominante-recesivo.
Demostración. De acuerdo con la ECUACIÓN 4.13, por una parte, para el
modelo aditivo,
td =
θ̂A− 0√
V̂ar(θ̂A)
=
2β̂1− β̂2
β̂2
2γ̂
β̂22
=
β̂2(2β̂1− β̂2)
2γ̂
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y, para el sobredominante,
td =
θ̂S− 0√
V̂ar(θ̂S)
=
β̂2
2β̂1− β̂2
2γ̂
(2β̂1− β̂2)2
=
β̂2(2β̂1− β̂2)
2γ̂
.
Por otra parte, para el modelo dominante,
td =
θ̂D− 0√
V̂ar(θ̂D)
=
β̂1− β̂2
β̂1
γ̂
β̂21
=
β̂1(β̂1− β̂2)
γ̂
y, para el recesivo,
td =
θ̂R− 0√
V̂ar(θ̂R)
=
β̂1
β̂1− β̂2
γ̂
(β̂1− β̂2)2
=
β̂1(β̂1− β̂2)
γ̂
.
Análogamente, las variables aleatorias de las que los estadísticos
te =
f (β̂)− (θ0− δ)√
V̂ar( f (β̂))
y te =
f (β̂)− (θ0 + δ)√
V̂ar( f (β̂))
. (4.14)
son realizaciones siguen una distribución normal estándar.174 Aplicar,
pues, un test de hipótesis nula de no superioridad H0 : θ ≤ θ0 − δ, H1 :
θ > θ0 − δ o de no inferioridad H0 : θ ≥ θ0 + δ, H1 : θ < θ0 + δ, donde
θ = f (β), es sencillo, de cuyo caso especial θ0 = 0 y δ = 1 se derivan los
siguientes resultados.
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Lema 8. Si θ0 y δ = 1, los valores de los estadísticos te y te son iguales para
las parejas de modelos genéticos dominante-sobredominante y aditivo-recesivo,
respectivamente.
Demostración. De acuerdo con la ECUACIÓN 4.14, por una parte, para el
modelo dominante,
te =
θ̂D− (0− 1)√
V̂ar(θ̂D)
=
β̂1− β̂2
β̂1
+ 1
γ̂
β̂21
=
β̂1(2β̂1− β̂2)
γ̂
y, para el sobredominante,
te =
θ̂S− (0− 1)√
V̂ar(θ̂S)
=
β̂2
2β̂1− β̂2
+ 1
2γ̂
(2β̂1− β̂2)2
=
β̂1(2β̂1− β̂2)
γ̂
.
Por otra parte, para el modelo aditivo,
te =
θ̂A− (0+ 1)√
V̂ar(θ̂A)
=
2β̂1− β̂2
β̂2
− 1
2γ̂
β̂22
=
β̂2(β̂1− β̂2)
γ̂
y, para el recesivo,
te =
θ̂R− (0+ 1)√
V̂ar(θ̂R)
=
β̂1
β̂1− β̂2
− 1
γ̂
(β̂1− β̂2)2
=
β̂2(β̂1− β̂2)
γ̂
.
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Lema 9. Si θ0 = 0 y δ = 1, los valores de los estadísticos te y te son opuestos,
es decir, te = −te, para las parejas de modelos genéticos aditivo-dominante y
sobredominante-recesivo.
Demostración. De acuerdo con la ECUACIÓN 4.14, por una parte, para el
modelo aditivo,
te =
θ̂A− (0− 1)√
V̂ar(θ̂A)
=
2β̂1− β̂2
β̂2
+ 1
2γ̂
β̂22
=
β̂1β̂2
γ̂
y, para el dominante,
te =
θ̂D− (0+ 1)√
V̂ar(θ̂D)
=
β̂1− β̂2
β̂1
− 1
γ̂
β̂21
= − β̂1β̂2
γ̂
.
Por otra parte, para el modelo sobredominante,
te =
θ̂S− (0+ 1)√
V̂ar(θ̂S)
=
β̂2
2β̂1− β̂2
− 1
2γ̂
(2β̂1− β̂2)2
= −(β̂1− β̂2)(2β̂1− β̂2)
γ̂
y, para el recesivo,
te =
θ̂R− (0− 1)√
V̂ar(θ̂R)
=
β̂1
β̂1− β̂2
+ 1
γ̂
(β̂1− β̂2)2
=
(β̂1− β̂2)(2β̂1− β̂2)
γ̂
.
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FIGURA 4.3. Relaciones
entre los estadísticos de
contraste. Las líneas rectas
y las curvas con un + repre-
sentan relaciones de igual-
dad, mientras que aquellas
con un−, de simetría con res-
pecto a la suma.
td
td
td
td
te
te
te
te
te
te
te
te
−+
− +
Aditivo
Sobredominante
D
om
inanteR
ec
es
iv
o
La FIGURA 4.3 recoge gráficamente las relaciones a que hacen referen-
cia los LEMAS 7-9. Nótese que los estadísticos de contraste de cualquier
combinación de tres modelos genéticos proporcionan la información
necesaria para reconstruir los del modelo genético restante. Por ello,
la corrección de Bonferroni, que controla la probabilidad de obtener al
menos un falso positivo a α aplicando cada uno de los 4 TDE a nivel
α˜ = α/4, sería demasiado conservadora en este caso. Para decidir, pues,
qué modelo genético (aditivo, dominante, recesivo o sobredominante)
le corresponde —si es que le corresponde alguno— a un SNP o a una
interacción SNP-SNP aplicando los 4 TDE simultáneamente, α˜ ≥ α/3.
La siguiente subsección trata de dilucidar cuán cerca está α˜ de α.
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FIGURA 4.4. Límites de
la equivalencia coherente
por modelo genético. Las
regiones con marcas pares es-
tán formadas por valores
susceptibles de ser coheren-
temente equivalentes al mo-
delo genético de la recta (A,
D, S o R) que contienen. Las
regiones con marcas impares,
por valores susceptibles de
serlo a los modelos entre cu-
yas rectas se encuentran.
Comparaciones múltiples
Compárense las FIGURAS 4.2 y 4.4. En la primera, se observan la relación
entre β1 y β2 por modelo genético y las 8 regiones abiertas en que estas
relaciones subdividen el plano; en la segunda, los dominios de cada
uno de los modelos genéticos en dichas regiones de acuerdo con el TDE
(a nivel α = 0,05) que puede aplicarse a partir de los resultados de la
sección anterior: las marcas pares designan valores susceptibles de ser
coherentemente equivalentes al modelo genético de la recta (A, D, S o R)
que contienen; las marcas impares, valores susceptibles de serlo a los
modelos entre cuyas rectas se encuentran.
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Los límites de la equivalencia coherente por modelo genético se han
obtenido igualando el parámetro poblacional correspondiente (θA, θD,
θS o θR) a ±δα (véase la SECCIÓN 3.1): para el modelo aditivo (θA =
(2x− y)/y, donde x = β1 e y = β2), se tienen las rectas
2x− y
y
= ±δα ⇐⇒ y = 2x1± δα ; (4.15)
para el dominante,
x− y
x
= ±δα ⇐⇒ y = (1∓ δα) x ; (4.16)
para el sobredominante,
y
2x− y = ±δα ⇐⇒ y =
2x
1± δ−1α
; (4.17)
y, para el recesivo,
x
x− y = ±δα ⇐⇒ y = (1∓ δ
−1
α ) x . (4.18)
Recuérdese que, a medida que α → 0+, δα → δ/2, valor para el que
las ECUACIONES 4.15-4.18 dan las regiones con marcas impares de ta-
maño menor, y que el ángulo menor (en radianes) entre dos rectas con
pendientes m1 y m2 viene dado por
arctan
∣∣∣∣ m1−m21+ m1m2
∣∣∣∣ .
Así, la región con marca Ê está delimitada por las rectas de las ECUA-
CIONES 4.15 y 4.18 para δα = −1/2, por lo que su tamaño es
arctan
∣∣∣∣ 4− 31+ 4 · 3
∣∣∣∣ = arctan( 113
)
;
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la región con marca Ì, por las de las ECUACIONES 4.15 y 4.16 para
δα = 1/2 y δα = −1/2, respectivamente, por lo que su tamaño es
arctan
∣∣∣∣∣ 43 − 321+ 43 · 32
∣∣∣∣∣ = arctan
(
1
18
)
;
la región con marca Î, por las de las ECUACIONES 4.16 y 4.17 para
δα = 1/2, por lo que su tamaño es
arctan
∣∣∣∣∣ 12 − 231+ 12 · 23
∣∣∣∣∣ = arctan
(
1
8
)
;
y la región con marca Ð, por las de las ECUACIONES 4.17 y 4.18 para
δα = −1/2 y δα = 1/2, respectivamente, por lo que su tamaño es
arctan
∣∣∣∣ −2− (−1)1+ (−2) · (−1)
∣∣∣∣ = arctan(13
)
.
Sumando los tamaños de cada región y dividiendo esta suma por los
pi radianes de la semicircunferencia, se halla la proporción mínima del
plano que ocupan los valores de β1 y β2 para los cuales es necesario
aplicar dos TDE:
1
pi
[
arctan
(
1
13
)
+ arctan
(
1
18
)
+ arctan
(
1
8
)
+ arctan
(
1
3
)]
=
1
pi
arctan
(
126
193
)
≈ 18,41 % .
Asumiendo, pues, que los valores de β1 y β2 se distribuyen al azar
y que m, el número de SNP o interacciones SNP-SNP a los que se quie-
re aplicar uno o dos TDE para la selección de modelos genéticos, es
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elevado, el nivel de significación estadística de cada TDE ha de ser
α˜ ≤ α/(1,1841m) para mantener la probabilidad de error tipo I a α.
Capítulo
5 Redes de interacciones en elestudio MCC-Spain
En este capítulo, se confecciona un protocolo de construcción de
redes de interacciones SNP-SNP para estudios de casos y contro-
les con que analizar los datos del estudio MCC-Spain. Asimismo,
se discuten los resultados obtenidos con referencias biológicas.
Como ya se anticipó en la SECCIÓN 2.1, el estudio MCC-Spain genotipó,
aproximadamente, el 60 % de los 10 106 individuos mediante un array
de exoma de Illumina R© con más de 200 000 variantes genéticas en que se
incluyeron unas 5000 adicionales de genes implicados en rutas biológicas
asociadas con cáncer. Para la construcción de las redes de interacciones
SNP-SNP, las variantes genéticas se filtraron de acuerdo con su frecuen-
cia del alelo menor (MAF, por su sigla en inglés), de manera que se
descartaron aquellas con una MAF < 0,1, lo que supone el análisis de
23 806 SNP y sus interacciones. A continuación, se detalla el método de
generación de redes de interacciones SNP-SNP en el estudio MCC-Spain
y se discuten las posibles implicaciones de los resultados obtenidos.
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5.1 Protocolo de construcción
Se parte, pues, de 23 806 SNP comunes a los cánceres colorrectal, de
mama, de próstata, gástrico y leucemia linfática crónica, con abreviaturas
COL, MAM, PRO, GAS y LLC, respectivamente, cuyo número irá reduciéndose
a lo largo de este capítulo a medida que se les apliquen los filtros que se
exponen a continuación.
Filtrado de SNP
Para cada SNP y tipo de cáncer, se computan sus coeficientes de coheren-
cia (m = 106, aunque bastaría con m = d1,1841 · 23806e = 28189 según
la SECCIÓN 4.2) con el equilibrio de Hardy-Weinberg en controles, CHW,
y con los modelos genéticos dominante, sobredominante y recesivo. El
coeficiente de coherencia del modelo genético que subyace tras la asocia-
ción SNP-cáncer, CMG, es el máximo de los tres anteriores. Para cada tipo
de cáncer, se descartan aquellos SNP (véase la segunda columna de la
TABLA 5.1) para los que
mı´n {ma´x {0, CHW} , CMG} ≤ 0 . (5.1)
A los SNP que pasan el filtro se les aplica la transformación que se
corresponde con su modelo genético. De esta manera, todos los SNP
resultantes se convierten en variables binarias. Para controlar la potencial
redundancia entre SNP, acrecentada ahora por la reducción del rango de
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Filtro
Efecto ECUACIÓN 5.1 ECUACIÓN 5.2
COL 5831 4631
MAM 5097 4161
PRO 4971 4023
GAS 5906 4706
LLC 5276 4264
TABLA 5.1. SNP no des-
cartados por efecto y fil-
tro. La aplicación de los fil-
tros es secuencial, es decir, la
ECUACIÓN 5.2 se comprue-
ba sobre los SNP no descar-
tados por la ECUACIÓN 5.1.
las variables, se utiliza un coeficiente de similitud emparentado con el
índice de Jaccard. Así, para cada par de SNP, se comprueba si
n01 + n10
n
< 0,01 , (5.2)
donde n es el número total de individuos y n01 + n10, el de aquellos en
que los genotipos de los dos SNP son diferentes.
El problema de encontrar el mínimo número de SNP tal que, al ser eli-
minados, ningún par de SNP entre los restantes cumpla la ECUACIÓN 5.2
es NP-completo.175 Sin embargo, existe un algoritmo aproximado sen-
cillo que elimina, a lo sumo, el doble de SNP de lo necesario en tiempo
cuadrático con respecto al número de estos.176 Para ello, asigna un peso
igual a 1 a cada SNP. Entonces, para cada par de SNP X1 y X2, los pesos
correspondientes se actualizan a partir del peso mínimo entre X1 y X2:
w1 = w1 −mı´n {w1, w2} y w2 = w2 −mı´n {w1, w2}, donde w1 y w2 son
los pesos de X1 y X2, respectivamente. Finalmente, aquellos SNP con
peso igual a 0 se eliminan (véase la tercera columna de la TABLA 5.1).
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TABLA 5.2. Interacciones
no descartadas por efec-
to y filtro. La aplicación
de los filtros es secuencial,
es decir, CMG ≤ 0 se com-
prueba sobre las interaccio-
nes no descartadas por la
ECUACIÓN 5.3.
Filtro
Efecto ECUACIÓN 5.3 CMG ≤ 0
COL 9 477 266 3 755 487
MAM 7 692 028 2 812 402
PRO 7 070 041 2 493 346
GAS 7 876 634 2 739 893
LLC 7 211 881 2 542 417
Filtrado de interacciones
Para cada par de SNP, se comprueba si
∨
a,b
(nab = 0) , (5.3)
donde (a, b) ∈ {0, 1}2, es decir, si hay alguna combinación de genotipos
(00, 01, 10 o 11) para la que no haya individuos que la presenten. De ser
así, se descarta el análisis de la interacción potencial entre el par de SNP
(véase la segunda columna de la TABLA 5.2).
Para cada par de SNP, se suman en una variable ternaria de inter-
acción y se computan, por tipo de cáncer, su coeficiente de coherencia
(m = 5 · 1011) con los modelos genéticos dominante, sobredominante y
recesivo. El coeficiente de coherencia del modelo genético que subyace
tras la asociación interacción-cáncer, CMG, es el máximo de los tres an-
teriores. Para cada tipo de cáncer, se descartan aquellas interacciones
(véase la tercera columna de la TABLA 5.2) para las que CMG ≤ 0.
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Con cada interacción, se ajusta el siguiente modelo de regresión
logística, que no incluye los efectos principales de los SNP involucrados
en ellas:
log
(
E [Y]
1− E [Y]
)
= β0 +∑
i,j
βij fij( fi(Xi), f j(Xj)) ,
tal que i, j ∈ {1, . . . , n} y j > i, con α˜ = 3,5 · 10−9, que se obtiene de
dividir α = 0,05 entre el total de interacciones SNP-SNP que analizar
(sumando la tercera columna de la TABLA 5.2, se obtienen 14 343 545
interacciones SNP-SNP).
Con las interacciones cuyo valor de p es menor que 3,5 · 10−9, que son
4, 0, 2, 20 y 3 para los cánceres colorrectal, de mama, de próstata, gástrico
y leucemia linfática crónica, respectivamente, se ajusta el siguiente mo-
delo lineal, que incluye tanto los efectos principales de cada SNP como
los de interacción con otros SNP:
log
(
E [Y]
1− E [Y]
)
= β0 +∑
i
βi fi(Xi)
+∑
j
βij fij( fi(Xi), f j(Xj))
(véase la SECCIÓN 2.2), con α˜ = 0,0125, que se obtiene de dividir α = 0,05
entre 4, que es el número de modelos que van a ajustarse (el corres-
pondiente al cáncer de mama se omite por no haber interacciones que
cumplieran el criterio anterior).
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5.2 Resultados
Los resultados que se presentan a continuación, obtenidos a través del
método propuesto en esta tesis doctoral, suponen un primer paso en la
generación de hipótesis biológicas relacionadas con los tipos de cáncer
estudiados y su asociación con la variación genética. Nótese que la ma-
yoría de los trabajos que se citan para justificar los resultados obtenidos
se corresponden con descubrimientos científicos de los últimos 5 años,
lo que podría indicar el potencial del método.
Cáncer colorrectal
Las 4 interacciones incluidas en el modelo de cáncer colorrectal fueron es-
tadísticamente significativas, 3 de las cuales —todas son de riesgo— for-
maban parte del componente conexo más grande: el SNP rs61744949 (gen
VN1R1) interactúa con rs2158041 (gen AHR), rs1350058 (gen NKAIN3) y
rs1536475 (gen RXRA).
El gen VN1R1 codifica un receptor de sustancias olfativas177 y trans-
duce su señal a la vía de señalización del adenosín monofosfato cícli-
co (cAMP).178 Gran parte del funcionamiento de esta vía depende de
la fosforilación de varios genes, como el CREB o el NR4A1, por lo que
el funcionamiento de la ATPasa sodio/potasio (ATP) es crucial.179 La
proteína transmembrana codificada por el gen NKAIN3 interactúa con
subunidades β1 de la ATPasa sodio/potasio,180 por lo que mutaciones
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FIGURA 5.1. Relación entre los genes involucrados en las interacciones del
cáncer colorrectal. Los rectángulos representan proteínas y los círculos, moléculas;
las líneas continuas, una relación directa, y las discontinuas, indirecta. Dos rectángulos
juntos simbolizan un complejo proteico, mientras que si los une una línea continua sin
flecha, se trata de una interacción. La banda gris representa la membrana celular.
en el primero podrían afectar a la liberación de fósforos libres en el
interior de la célula y, por tanto, a la fosforilación de los genes antes
mencionados.181
BCL2 es una proteína antiapoptótica, es decir, que no favorece la
muerte celular, por lo que sintetizada en exceso podría contribuir al desa-
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rrollo de cáncer. La proteína producida por RXRA forma un complejo
proteico con NR4A1 para inhibir la producción de BCL2. Mutaciones
en la primera podrían no impedir la creación de BCL2 en demasía. Por
otra parte, RXRA, formando otro complejo proteico con RARA, favorece
la expresión de FOXP3 que, a su vez, inhibe la formación de interleu-
cina 17F, que se trata de una citoquina proinflamatoria. Mutaciones en
RXRA podrían favorecer la formación de IL17F y, de esta manera, una
respuesta inflamatoria relacionada con el cáncer colorrectal.
La proteína del gen AHR está relacionada con el cáncer colorrectal de
la misma manera, a través de la IL17F. El complejo proteico que forma
con HSP90 favorece la producción de IL17F, por lo que mutaciones en
AHR podrían determinar la unión del complejo proteico.
Cáncer gástrico
De las 20 interacciones incluidas en el modelo de cáncer gástrico, 8 fueron
estadísticamente significativas, con 3 componentes conexos de 2 inter-
acciones cada uno. Se analiza a continuación aquel cuya suma de los
tamaños del efecto (de riesgo) es mayor. El SNP rs1864193 (gen INSR)
interactúa con rs1998598 (gen DENND1B) y rs6696888 (gen ASH1L).
El gen INSR codifica un receptor de la insulina que, mutado, glicosila
el gen de la e-caderina, el CDH1.182 Este gen está relacionado con cáncer
gástrico y con la supresión de tumores, por lo que una glicosilación en él
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FIGURA 5.2. Relación entre los genes involucrados en las interacciones del
cáncer gástrico. +g y +m representan glicosilación y metilación, respectivamente.
1054del83 es una forma alternativa del gen CDH1 en cuyo exón 8 hay una deleción.
puede motivar la invasión de células tumorales. La expresión del CDH1
se controla a través de la activación (paso de GDP a GTP) del RAB35.183
En esta activación está involucrado, entre otros genes, el DENND1B.184
Mutaciones en este gen podrían afectar a la cantidad de e-caderina que
poder glicosilar por parte del INSR.
Por otro lado, ASH1L, a través del proceso de metilación, regula el
splicing alternativo del gen CDH1 acortándolo en el exón 8, lo que quizá
determine la funcionalidad o incluso la producción de e-caderina en el
organismo.185
Leucemia linfática crónica
Las 3 interacciones incluidas en el modelo de leucemia linfática crónica
fueron estadísticamente significativas, 2 de las cuales —de protección—
formaban parte del componente conexo más grande: el SNP rs9301584
(gen LINC00353) interactúa con rs4355801 (gen OPG) y rs11559146 (gen
ZDHHC4).
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FIGURA 5.3. Relación entre los genes involucrados en las interacciones de la
leucemia linfática crónica.
El gen LINC00353 se ha visto asociado con los niveles de CCL2, la pro-
teína quimioatrayente de monocitos 1, cuya función está relacionada con
el reclutamiento de monocitos en el sistema inmune. En esta asociación,
se ha visto involucrado, asimismo, el gen ZDHHC4, que se expresa en
una palmitoiltransferasa que, en líneas celulares derivadas de monocitos
de pacientes con leucemia, ayuda al reclutamiento de monocitos por
parte de CCL2.186
Entre los monocitos reclutados por CCL2 están los preosteoclastos,
responsables de activar la expresión de RANK. Este es un gen que, en
conjunción con RANKL (activado por osteoblastos), se encarga de la
formación de osteoclastos, que, en exceso, se han visto asociados con
un mayor riesgo de padecer leucemia linfática crónica.187 El gen OPG,
precisamente, es el que regula la interacción entre RANK y RANKL en
la formación de osteoclastos. La activación de OPG inhibe parcialmente
la formación de osteoclastos, lo que proporciona protección frente a
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leucemia linfática crónica.188 Mutaciones en OPG podrían llevar a una
sobreexpresión del gen y, por tanto, a una sobreinhibición de la formación
de osteoclastos, protegiendo así ante la leucemia linfática crónica.

Capítulo
6 Conclusiones y líneas deinvestigación futuras
En este capítulo, se aporta una perspectiva general tanto de los
objetivos alcanzados en esta tesis doctoral como de las contribu-
ciones científicas que se derivan de su consecución. Asimismo, se
describen las líneas de investigación futuras.
6.1 Conclusiones
La hipótesis de trabajo de esta tesis doctoral conjeturaba, por un lado,
que un porcentaje significativo de las asociaciones SNP-enfermedad
e interacción-enfermedad estarían regidas por uno de los siguientes
modelos: aditivo, dominante, sobredominante y recesivo. Con respecto a
las primeras, en torno al 25 % de los SNP analizados en relación con los
cánceres colorrectal, de mama, de próstata, gástrico y leucemia linfática
crónica presentó un patrón compatible con alguno de los modelos (véase
la TABLA 5.1); en cuanto a las segundas, este porcentaje se situó entre el
35 y el 40 % de las interacciones analizadas (véase la TABLA 5.2). Ambos
porcentajes confirman esta parte de la hipótesis.
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Por otro lado, la misma hipótesis aventuraba que las redes en que
todas las asociaciones SNP-enfermedad e interacción-enfermedad siguie-
ran uno de los modelos anteriores estarían formadas por componentes
conexos relativamente pequeños. Las redes de interacciones SNP-SNP
generadas en el estudio MCC-Spain se dispusieron en subgrafos estrella:
las cuatro interacciones estadísticamente significativas del modelo de
cáncer colorrectal se agruparon en el subgrafo de 3 aristas discutido en
la SECCIÓN 5.2 y en otro de 1; las ocho del modelo de cáncer gástrico, en
el de 2 aristas discutido, en dos isomorfos a este y en dos más de 1 arista
cada uno; y las tres del modelo de leucemia linfática crónica, en el de
2 aristas también discutido y en otro de 1. Estas redes de interacciones
SNP-SNP confirman esta parte de la hipótesis.
El primero de los objetivos que se definieron para verificar la hipó-
tesis anterior era el de desarrollar un marco de trabajo que permitiera
evaluar y comparar los niveles de adecuación e incertidumbre de distin-
tos patrones a volúmenes masivos de datos potencialmente redundantes.
El marco de trabajo idóneo para ello es el de los test de diferencia-equi-
valencia, por lo que, para alcanzar este objetivo, se formalizó el proceso
para aplicar un test de diferencia-equivalencia e interpretar sus resulta-
dos en presencia de comparaciones múltiples. A falta de procedimientos
fiables para el cálculo del valor de p para los resultados de diferencia
y equivalencia coherentes al corregir por comparaciones múltiples, se
desarrolló, en esta tesis doctoral, el coeficiente de coherencia, medida de
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hasta qué punto estos resultados prevalecen sobre los de incoherencia
e indeterminación. Los valores del coeficiente de coherencia obtenidos
en la SECCIÓN 3.3 han dejado en entredicho las falacias que asumen que
no ser capaz de demostrar diferencia significa demostrar equivalencia y
que no ser capaz de demostrar equivalencia significa demostrar diferen-
cia, falacias en que el investigador puede incurrir de no aplicar test de
diferencia-equivalencia.
El segundo de los objetivos que se definieron para verificar la hipó-
tesis de trabajo de esta tesis doctoral era el de diseñar e implementar
una prueba estadística que permitiera decidir qué modelo genético le
corresponde a un SNP o una interacción. La prueba estadística fruto de
la consecución de este objetivo permite decidir, mediante la aplicación
de uno o dos test de diferencia-equivalencia (con una proporción 4:1),
qué patrón subyace —si es que subyace alguno— tras asociaciones SNP-
enfermedad o interacción-enfermedad en volúmenes masivos de datos.
El estudio de las relaciones entre los riesgos relativos de los modelos
genéticos ha permitido construir estadísticos de contraste de hipótesis
nulas de no equivalencia con margen de equivalencia común. Asumien-
do que estos riesgos relativos se distribuyen al azar y que el número
de SNP o interacciones SNP-SNP que analizar es elevado, las probabi-
lidades de tener que aplicar uno o dos test de diferencia-equivalencia
para la selección de modelos genéticos son del 81,59 % y del 18,41 %,
respectivamente (véase la SECCIÓN 4.2).
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El último de los objetivos que se definieron para verificar la hipótesis
de trabajo de esta tesis doctoral era el de construir y analizar redes de
interacciones SNP-SNP a partir de los datos del estudio MCC-Spain.
Para alcanzarlo, se confeccionó un protocolo de construcción de redes de
interacciones SNP-SNP para estudios de casos y controles, que permite
generar hipótesis biológicas relacionadas con la contribución de la varia-
ción en el genoma al desarrollo de enfermedades comunes. El método de
análisis propuesto supone un primer paso en la generación de hipótesis
biológicas relacionadas con los tipos de cáncer estudiados y su asociación
con la variación genética y sus interacciones. Nótese que la mayoría de
los trabajos que se han citado para justificar los resultados obtenidos se
corresponden con descubrimientos científicos de los últimos 5 años, lo
que podría indicar el potencial del método.
6.2 Líneas de investigación futuras
TEST DE DIFERENCIA-EQUIVALENCIA: El contraste de hipótesis de di-
ferencia-equivalencia representa, para la inferencia estadística, la
unificación de dos enfoques complementarios. En esta tesis docto-
ral, se ha formalizado el proceso para aplicar un test de diferencia-
equivalencia a través de una serie de resultados, entre los que el
LEMA 5 destaca por su utilidad en una gran variedad de áreas.
Aunque este lema hace referencia a una distribución de probabili-
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dad específica, su demostración sugiere que se cumple para otras
unidimensionales. El coeficiente de coherencia ha permitido, en
esta tesis doctoral, describir el efecto de corregir por comparaciones
múltiples en test de diferencia-equivalencia. Derivar la distribución
muestral del coeficiente de coherencia está entre nuestros trabajos
futuros, así como generalizar su definición para el contraste de
hipótesis nulas de no equivalencia con márgenes de equivalencia
asimétricos, es decir, δ1 6= δ2.
SELECCIÓN DE MODELOS Y REDES DE INTERACCIONES: Tanto la posibi-
lidad de que las asociaciones SNP-enfermedad o interacción-enfer-
medad estén regidas por un modelo que no sea aditivo, dominante,
sobredominante o recesivo como la de que no estén regidas por nin-
gún modelo suelen ignorarse en la literatura científica. La prueba
estadística diseñada en esta tesis doctoral pondera estas alternati-
vas, por lo que compararlas con la estrategia de asignar el «modelo
más probable» está entre nuestros trabajos futuros. En cuanto a las
redes de interacciones SNP-SNP, la demostración o refutación y
la reproducibilidad de las hipótesis biológicas generadas suponen
objetivos que cumplir a medio o largo plazo.
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Código fuente
Este apéndice contiene el código fuente con que se implementó,
en el paquete de software estadístico Stata R© 14, el protocolo de
construcción de redes de interacciones SNP-SNP para estudios
de casos y controles confeccionado en la SECCIÓN 5.1.
script_1.do
Calcula las frecuencias genotípicas absolutas por efecto (caso/control)
de un conjunto de SNP y las guarda en el fichero ‘mcc’.st1, donde ‘mcc’
es la ruta de la base de datos de Stata R© que contiene el genotipado de los
pacientes del estudio MCC-Spain.
use "‘mcc’"
tempname out
file open ‘out’ using "‘mcc’.st1", write
ds Identifier - Phenotype, not
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foreach SNP of varlist ‘r(varlist)’ {
tabulate ‘SNP’ Phenotype, matcell(A)
file write ‘out’ "‘SNP’" _n
forvalues col = 1 / 2 {
forvalues row = 1 / 3 {
file write ‘out’ (A[‘row’,‘col’]) _n
}
}
}
script_2_6.do
Según se ejecute después de script_1.do o script_5.do (‘stn’ = 1 y 5,
respectivamente), selecciona los SNP de ‘mcc’.st1 o las interacciones
SNP-SNP de ‘mcc’-*.st5 que siguen un modelo genético en su asocia-
ción con la enfermedad. Guarda los primeros en ‘mcc’.st2, solo si están
en equilibrio de Hardy-Weinberg, y las interacciones en ‘mcc’-*.st6.
local alpha = 0.05
local m = 1E06
if ‘stn’ != 1 {
local m = 5E11
}
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tempname in
file open ‘in’ using "‘mcc’.st‘stn’", read
tempname out
file open ‘out’ using "‘mcc’.st‘=‘stn’+1’", write
input _Pheno _SNP_1 _SNP_2
0 0 0
0 1 0
0 0 1
1 0 0
1 1 0
1 0 1
0 0 0
0 1 0
1 0 0
1 1 0
end
generate _Count = .
file read ‘in’ line
while !r(eof) {
local SNP = "‘line’"
forvalues i = 1 / 6 {
file read ‘in’ line
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replace _Count = ‘line’ in ‘i’
}
logit _Pheno _SNP_1 _SNP_2 [fw = _Count] if _n <= 6, iterate(20)
if e(converged) {
local X (_b[_SNP_1])
local Y (_b[_SNP_2])
matrix Cov = e(V)
local Var_X ( Cov[1,1] )
local Var_Y ( Cov[2,2] )
local Cov_X_Y ( Cov[1,2] )
local Z = sqrt(‘Y’^2 * ‘Var_X’ - 2 * ‘X’ * ‘Y’ * ‘Cov_X_Y’ + ///
‘X’^2 * ‘Var_Y’)
local A_D = ‘Y’ * ‘X’ / ‘Z’
local A_O = (2 * ‘X’ - ‘Y’) * ‘Y’ / (2 * ‘Z’)
local A_R = - (‘X’ - ‘Y’) * ‘Y’ / ‘Z’
local D_O = (2 * ‘X’ - ‘Y’) * ‘X’ / ‘Z’
local D_R = (‘X’ - ‘Y’) * ‘X’ / ‘Z’
local O_R = (2 * ‘X’ - ‘Y’) * (‘X’ - ‘Y’) / ‘Z’
local TdA = ‘A_O’
local TdD = ‘D_R’
local TdO = ‘A_O’
local TdR = ‘D_R’
local TeA = min(‘A_D’, ‘A_R’)
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local TeD = min(‘D_O’, ‘A_D’)
local TeO = min(‘D_O’, ‘O_R’)
local TeR = min(‘O_R’, ‘A_R’)
local CCM = 0
local Mod = ""
foreach model in "A" "D" "O" "R" {
local Pd = 2 * normal(-abs(‘Td‘model’’))
local Pe = normal(- ‘Te‘model’’ )
local CC = 0
if !missing(‘Pd’) & !missing(‘Pe’) {
if ‘alpha’ / ‘m’ <= ‘Pd’ & ‘Pd’ >= ‘Pe’ & ‘Pe’ <= ‘alpha’ {
local CC = log(‘alpha’ / max(‘Pe’, ‘alpha’ / ‘m’) - ///
‘alpha’ / min(‘Pd’, ‘alpha’) + 1) / log(‘m’)
}
else if ‘alpha’ / ‘m’ <= ‘Pe’ & ‘Pe’ >= ‘Pd’ & ‘Pd’ <= ‘alpha’ {
local CC = -log(‘alpha’ / max(‘Pd’, ‘alpha’ / ‘m’) - ///
‘alpha’ / min(‘Pe’, ‘alpha’) + 1) / log(‘m’)
}
}
if ‘CC’ > ‘CCM’ {
local CCM = ‘CC’
local Mod = "‘model’"
}
}
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if ‘CCM’ > 0 & "‘Mod’" != "A" {
local a = _Count[1]
local b = _Count[2]
local c = _Count[3]
if ‘stn’ == 1 {
local delta = log(1 + 2/5)
local X = log(‘b’ / (2 * sqrt(‘a’ * ‘c’)))
local Y = sqrt(1 / (4 * ‘a’) + 1 / ‘b’ + 1 / (4 * ‘c’))
local Td_ = ‘X’ / ‘Y’
local Te_ = (‘delta’ - abs(‘X’)) / ‘Y’
local Pd = 2 * normal(-abs(‘Td_’))
local Pe = normal(- ‘Te_’ )
local HWE = 0
if !missing(‘Pd’) & !missing(‘Pe’) {
if ‘alpha’ / ‘m’ <= ‘Pd’ & ‘Pd’ >= ‘Pe’ & ‘Pe’ <= ‘alpha’ {
local HWE = log(‘alpha’ / max(‘Pe’, ‘alpha’ / ‘m’) - ///
‘alpha’ / min(‘Pd’, ‘alpha’) + 1) / log(‘m’)
}
else if ‘alpha’ / ‘m’ <= ‘Pe’ & ‘Pe’ >= ‘Pd’ & ‘Pd’ <= ‘alpha’ {
local HWE = -log(‘alpha’ / max(‘Pd’, ‘alpha’ / ‘m’) - ///
‘alpha’ / min(‘Pe’, ‘alpha’) + 1) / log(‘m’)
}
}
local scr = min(max(0, ‘HWE’), ‘CCM’)
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if ‘scr’ > 0 {
file write ‘out’ "‘SNP’" _n "‘Mod’" _n (‘scr’) _n
}
}
else {
local d = _Count[4]
local e = _Count[5]
local f = _Count[6]
if "‘Mod’" == "D" {
replace _Count = ‘a’ in 7
replace _Count = ‘b’ + ‘c’ in 8
replace _Count = ‘d’ in 9
replace _Count = ‘e’ + ‘f’ in 10
}
else if "‘Mod’" == "O" {
replace _Count = ‘a’ + ‘c’ in 7
replace _Count = ‘b’ in 8
replace _Count = ‘d’ + ‘f’ in 9
replace _Count = ‘e’ in 10
}
else {
replace _Count = ‘a’ + ‘b’ in 7
replace _Count = ‘c’ in 8
replace _Count = ‘d’ + ‘e’ in 9
replace _Count = ‘f’ in 10
}
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logit _Pheno _SNP_1 [fw = _Count] if _n > 6, iterate(20)
if e(converged) {
local p = 2 * normal(-abs(_b[_SNP_1] / _se[_SNP_1]))
file write ‘out’ "‘SNP’" _n "‘Mod’" _n (‘p’) _n
}
}
}
}
file read ‘in’ line
}
script_3.do
Ejecutado después de script_2_6.do, guarda los SNP de ‘mcc’.st2 en
‘mcc’.st3 ordenados de acuerdo con una puntuación de calidad basada
en el mínimo de los coeficientes de coherencia con el modelo genético
seleccionado y el equilibrio de Hardy-Weinberg.
tempname in
file open ‘in’ using "‘mcc’.st2", read
local obs = 0
file read ‘in’ line
while !r(eof) {
local ++obs
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file read ‘in’ line
}
file close ‘in’
local obs = ‘obs’ / 3
set obs ‘obs’
generate SNP = ""
generate Mod = ""
generate Score = .
local n = 1
file open ‘in’ using "‘mcc’.st2", read
file read ‘in’ line
while !r(eof) {
if missing(SNP[‘n’]) {
replace SNP = "‘line’" in ‘n’
}
else {
if missing(Mod[‘n’]) {
replace Mod = "‘line’" in ‘n’
}
else {
replace Score = -‘line’ in ‘n’
local ++n
}
}
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file read ‘in’ line
}
sort Score
tempname out
file open ‘out’ using "‘mcc’.st3", write
forvalues i = 1 / ‘obs’ {
file write ‘out’ (SNP[‘i’]) _n (Mod[‘i’]) _n
}
script_4.do
Ejecutado después de script_3.do, recodifica los SNP de ‘mcc’.st3 si-
guiendo las funciones genotípicas correspondientes e identifica aquellos
potencialmente redundantes. Calcula las frecuencias genotípicas absolu-
tas por efecto (caso/control) de todas las interacciones SNP-SNP posibles
y las guarda en ‘mcc’.st4.
use "‘mcc’"
tempname in
file open ‘in’ using "‘mcc’.st3", read
local i = 0
file read ‘in’ SNP
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while !r(eof) {
file read ‘in’ Mod
char ‘SNP’[SNP] ‘SNP’
char ‘SNP’[Mod] ‘Mod’
char ‘SNP’[Wei] 1
local ++i
char ‘SNP’[Num] ‘i’
rename ‘SNP’ _V_‘i’
if "‘Mod’" == "R" {
replace _V_‘i’ = _V_‘i’ == 2 if !missing(_V_‘i’)
}
else if "‘Mod’" == "O" {
replace _V_‘i’ = _V_‘i’ == 1 if !missing(_V_‘i’)
}
else {
replace _V_‘i’ = _V_‘i’ != 0 if !missing(_V_‘i’)
}
file read ‘in’ SNP
}
order _V_*, after(Phenotype) sequential
keep Identifier - _V_‘i’
tempname out
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file open ‘out’ using "‘mcc’.st4", write
generate _Inter = .
local p = ‘i’
forvalues i = ‘=‘p’-1’ (-1) 1 {
forvalues j = ‘p’ (-1) ‘=‘i’+1’ {
replace _Inter = _V_‘i’ + _V_‘j’
tabulate _Inter Phenotype, matcell(C)
file write ‘out’ "_W_‘i’_‘j’" _n
forvalues col = 1 / 2 {
forvalues row = 1 / 3 {
local c = C[‘row’,‘col’]
if missing(‘c’) {
local c = 0
}
file write ‘out’ (‘c’) _n
}
}
tabulate _V_‘i’ _V_‘j’, matcell(A)
if (A[1,2] + A[2,1]) / (A[1,1] + A[1,2] + A[2,1] + A[2,2]) < 0.01 {
local eps = min(‘_V_‘i’[Wei]’, ‘_V_‘j’[Wei]’)
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char _V_‘i’[Wei] ‘=‘_V_‘i’[Wei]’-‘eps’’
char _V_‘j’[Wei] ‘=‘_V_‘j’[Wei]’-‘eps’’
}
}
}
drop _Inter
save "‘mcc’", replace
script_5.do
Ejecutado después de script_4.do, elimina las interacciones con SNP po-
tencialmente redundantes y divide las restantes en ficheros ‘mcc’-*.st5
de un máximo de un millón de interacciones SNP-SNP.
local n = 5E05
set obs ‘n’
generate SNP_1 = .
generate SNP_2 = .
forvalues col = 0 / 1 {
forvalues row = 0 / 2 {
generate C‘col’‘row’ = .
}
}
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tempname in
file open ‘in’ using "‘mcc’.st4", read
local i = 1
file read ‘in’ inter
while !r(eof) {
local ids = substr("‘inter’", 4, .)
local pos = strpos("‘ids’", "_")
if ‘i’ > ‘n’ {
local n = ‘n’ + 5E05
set obs ‘n’
}
replace SNP_1 = real(substr("‘ids’", 1, ‘pos’ - 1)) in ‘i’
replace SNP_2 = real(substr("‘ids’", ‘pos’ + 1, .)) in ‘i’
forvalues col = 0 / 1 {
forvalues row = 0 / 2 {
file read ‘in’ count
replace C‘col’‘row’ = ‘count’ in ‘i’
}
}
local ++i
file read ‘in’ inter
}
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drop if missing(SNP_1) & missing(SNP_2)
compress
save "‘mcc’-aux"
use "‘mcc’"
foreach SNP of varlist _V_* {
if !‘‘SNP’[Wei]’ {
use "‘mcc’-aux"
local id = real(substr("‘SNP’", 4, .))
drop if SNP_1 == ‘id’ | SNP_2 == ‘id’
save "‘mcc’-aux", replace
use "‘mcc’"
}
}
use "‘mcc’-aux"
keep if C00 & C01 & C02 & C10 & C11 & C12
local out = 0
file open f‘out’ using "‘mcc’-‘out’.st5", write
local n = 1
forvalues k = 1 / ‘=_N’ {
if ‘k’ > ‘n’ * 1E06 {
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file close f‘out’
local ++out
local ++n
file open f‘out’ using "‘mcc’-‘out’.st5", write
}
local i = SNP_1[‘k’]
local j = SNP_2[‘k’]
file write f‘out’ "_W_‘i’_‘j’" _n
forvalues col = 0 / 1 {
forvalues row = 0 / 2 {
file write f‘out’ (C‘col’‘row’[‘k’]) _n
}
}
}
file close f‘out’
script_7.do
Ejecutado después de script_2_6.do, guarda las interacciones SNP-SNP
de ‘mcc’-*.st6 con valor de p < 3,5 · 10−9 en ‘mcc’.st7.
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local n = 5E05
set obs ‘n’
generate Int = ""
generate Mod = ""
generate P = .
local files : dir "‘dir’" files "‘mcc’*.st6"
local i = 1
local k = 1
foreach file in ‘files’ {
local in = "in‘k’"
tempname ‘in’
file open ‘‘in’’ using "‘dir’\\‘file’", read
file read ‘‘in’’ int
while !r(eof) {
file read ‘‘in’’ mod
file read ‘‘in’’ p
if ‘i’ > ‘n’ {
local n = ‘n’ + 5E05
set obs ‘n’
}
replace Int = "‘int’" in ‘i’
replace Mod = "‘mod’" in ‘i’
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replace P = ‘p’ in ‘i’
local ++i
file read ‘‘in’’ int
}
local ++k
}
drop if missing(Int)
compress
save "‘dir’\\‘mcc’-aux2"
tempname out
file open ‘out’ using "‘dir’\\‘mcc’.st7", write
keep if P < 3.5E-9
forvalues i = 1 / ‘=_N’ {
local int = Int[‘i’]
local ids = substr("‘int’", 4, .)
local pos = strpos("‘ids’", "_")
local s_1 = substr("‘ids’", 1, ‘pos’ - 1)
local s_2 = substr("‘ids’", ‘pos’ + 1, .)
file write ‘out’ "‘s_1’" _n "‘s_2’" _n (Mod[‘i’]) _n
}
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script_8.do
Ejecutado después de script_7.do, construye una red de interacciones
SNP-SNP a partir de un modelo de regresión logística múltiple, en que
las interacciones de ‘mcc’.st7 y sus SNP se ponderan conjuntamente, y
la guarda en ‘mcc’.st8.
use "‘mcc’"
local k = 0
foreach SNP of varlist _V_* {
char ‘SNP’[Reg] 0
local ++k
}
tempname in
file open ‘in’ using "‘mcc’.st7", read
file read ‘in’ i
while !r(eof) {
file read ‘in’ j
file read ‘in’ Mod
char _V_‘i’[Reg] 1
char _V_‘j’[Reg] 1
if "‘Mod’" == "D" {
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generate _W_‘i’_‘j’ = _V_‘i’ + _V_‘j’ - _V_‘i’ * _V_‘j’
}
else if "‘Mod’" == "O" {
generate _W_‘i’_‘j’ = _V_‘i’ + _V_‘j’ - 2 * _V_‘i’ * _V_‘j’
}
else {
generate _W_‘i’_‘j’ = _V_‘i’ * _V_‘j’
}
char _W_‘i’_‘j’[Mod] "‘Mod’"
char _W_‘i’_‘j’[Source] ‘i’
char _W_‘i’_‘j’[Target] ‘j’
order _W_‘i’_‘j’, after(_V_‘k’)
file read ‘in’ i
}
local nu ""
foreach SNP of varlist _V_* {
if ‘‘SNP’[Reg]’ {
local nu "‘nu’‘SNP’ "
}
}
foreach Int of varlist _W_* {
local nu "‘nu’‘Int’ "
}
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tempname out
file open ‘out’ using "‘mcc’.st8", write
file write ‘out’ "Source Target Type Weight Risk" _n
logit Phenotype ‘nu’, level(98.75)
foreach Int of varlist _W_* {
if normal(-abs(_b[‘Int’] / _se[‘Int’])) < 0.0125 / 2 {
local source = "‘_V_‘‘Int’[Source]’[SNP]’"
local target = "‘_V_‘‘Int’[Target]’[SNP]’"
local weight = abs(_b[‘Int’])
local risk = 0 < _b[‘Int’]
file write ‘out’ "‘source’ ‘target’ Undirected ‘weight’ ‘risk’" _n
}
}
