The need to evaluate Logarithmic integrals is ubiquitous in essentially all quantitative areas including mathematical sciences, physical sciences. Some recent developments in Physics namely Feynman diagrams deals with the evaluation of complicated integrals involving logarithmic functions. This work deals with a systematic review of logarithmic integrals starting from Malmsten integrals to classical collection of Integrals, Series and Products by I. S. Gradshteyn and I. M. Ryzhik [1] to recent times. The evaluation of these types of integrals involves higher transcendental functions (i.e., Hurwitz Zeta function, Polylogarithms, Lerch Transcendental, Orthogonal Polynomials, PolyGamma functions). In a more general sense the following types of integrals are considered for this work: a 0 f (x) ln {g(x)} dx with 0 ≤ a ∈ R , f (x) and g(x) both either rational/trigonometric or both type of functions.
Introduction
This work devoted to a systematic collection and analysis of logarithmic integrals arises in mathematical literature and from complicated physical models, from the discovery of calculus to the explosion of research in the eighteenth century in evaluating complicated integrals arising from analytic number theory. The most famous example of important logarithmic integrals one can give is the following simple and elegant integral:
where γ is the so called Euler-Mascheroni constant. By using successive differentiation, one can immediately get the following generalized identity:
where, n ∈ N and H n are the so called Harmonic numbers. Due to the vastness of available logarithmic integrals types, it will be very hard though not impossible to do a systematic review of all kind of logarithmic integrals. Motivated by the richness, complexity and historical importance we devoted our work to the following types of integrals: with 0 ≤ a ∈ R , f (x) and g(x) both either rational/trigonometric or both type of functions. For example, with the choices f (x) = e −x , g(x) = x and f (x) = e −µx x n , g(x) = x we can recover the identities shown in equations (1) and (2) respectively. Moreover, this types of integrals are considered recently by [2] [3] [4] [5] .
Notation & Preliminaries
We follow the standard notation in this work. For example, R, N and Z will be used to denote the set of real numbers, the set of integers and the set of natural numbers respectively. (z) is defined as the real part of any complex number z. Furthermore, in evaluating complicated logarithmic integrals we need to use some higher transcendental functions. The Riemann Zeta function and Hurwitz Zeta function are defined as, 
for s ≥ 1 and n ∈ C. In the above definition, we used the ψ notation for denoting the generalized Poly-gamma function of order m which is given by the m + 1 th times logarithmic derivative of Gamma function
The x m−1 (1 − x) n−1 dx = Γ(m)Γ(n) Γ(m + n)
The famous Euler-Mascheroni constant denoted as γ can be defined as γ = lim n− →∞ − ln n − H (1) n = ∞ 0 e −x ln x dx = −ψ (0) (1)
The derivatives of generalized harmonic number are given by
The Lerch Zeta function, a generalization of zeta functions and its derivative for |z| ≤ 1, (s) > 1, are defined by
The Poly-Logarithm function and its derivative are defined as
And we used (λ) v for the Pochhammer symbol defined (for λ, v ∈ C and in terms of the Gamma function) by
The exponential integral Ei(x) is defined for x < 0 and the Catalan constant G defined as follows
, the Bernoulli Polynomials of order k has the following generating function:
The Eulerian polynomials E m (x) are defined by the following generating function:
where, E k (x) has the following expressions in terms of Eulerian numbers and poly-logarithms:
where k ∈ N and E k,j are the Eulerian numbers. They have the following closed form identity and recurrence formula:
Now, let us define polynomials T k (x) for all k ∈ N as follows:
The complete Bell polynomials of order n are defined as
Let us now consider a function f (x) which has a Taylor series expansion around x; then from [6] , we have
The polynomials P l (m, x) defined as follows:
where S(m, k) and s(m, k), respectively, denotes the unsigned and signed Stirling numbers of the first kind. Also the sequence r k C(n) is defined as to be the numbers are triangle of refined rencontres numbers. The closed form expression for r k C(n) can be derived by means of Bell polynomials Y k defined in equation (16):
Note that, the polynomials P l (m, x) have the following generating function.
A detailed discussion about the analysis & usefulness of the polynomials P l (m, x) and r k C(n) can be found in [6] [7] [8] . Finally, we will define some revised notations ζ k (z, q) and ζ k (z, q) for specific types of functions involving zeta functions. The revised zeta functions ζ(z, q) can be defined as follows:
When, z = −n, n ∈ N we get the following special formula:
The functions ζ k (z, q) and ζ k (z, q) are defined as follows:
The special case of second function, when k = 1, we get
Main Results
In this section, we will discuss logarithmic integrals of the form given in equation (3) for different choices of functions f (x) and g(x). Our goal is to discuss some of the important historical results and their generalizations in terms of recent advances. With various choices of the functions, we divide our results into the following subsections.
Integrals with g(x) = ln 1
x In the following subsection, we discuss some of the recent advance Logarithmic Integrals containing the function ln ln 1 x in the integrand. Most of these integral roots back to Malmsten, was first discovered by Carl Malmsten in 1842. Modern authors refereed them as the so called Vardi's integral, which is a particular case of a family of integrals generalized by several researchers in recent times. Adamchick considered some classes of logarithmic integrals in his interesting work [3] . And a class of similar integrals considered by Medina and Moll in their work [5] can be found in the classical tables of integrals originated by Gradshteyn and Ryzhik in [9] . The historical connection between these types of specific logarithmic integrals and the Malmsten integrals has been drawn recently in the work [10] . More recently, a generalization approach has been proposed by [6] to generalize most of the integrals arising from the work of Malmsten, Adamchick, Moll [3, 5] . In [6] , the author considered the following types of integrals
with the choice f (x) = Q(x). Whenever the rational function f (x) has cyclotomic polynomials in the denominator, the above integral of (24) can be always evaluated in terms of higher order derivatives of Lerch zeta function (i.e., see definition (9) ). However, it is not yet known that for what type of rational functions f (x) the above integral has a closed form solution. Remark 2.1. Note that, using integration by parts one can derive that the evaluation of integral I Q can be reduced to evaluation of the following integral
This class has some important applications in Mathematical physics in the so called Potts model for the triangular lattice as shown by Baxter et. al [11] . From a evaluation standpoint, they are first analyzed by Adamchick in his work [3] . Adamchick discovered analytic expressions for the integrals given in (25) with the choice Q(x) as cyclotomic polynomials.
Now, let us discuss some of the integrals arising in Historical context of the above form (i.e., equation (24)):
Malmsten's Integrals The oldest known integral containing the above form are the integrals considered by Malmsten in 1842. In their work, [12, 13] Malmsten and his colleagues evaluated the following integral pair:
1 0 ln ln 1
One can note that, the above rational function in the integrand has cyclotomic polynomials in the denominator. Malmsten and his colleagues evaluated some other amazing integrals too in their work, but unfortunately later authors missed the reference of Malmsten and renamed these integrals of (30) as Vardi's integral. According to the recent work [10] , Malmsten obtained quite a large number of integrals containing the terms ln ln 1 x and ln ln (x) in the numerator. Following are some examples of such integral pair:
, n = 1, 3, 5, ...
Gradshteyn and Ryzhik Tables 1 [1]
Vardi's Integral Vardi's remarkable paper [2] contains an interesting method for calculating integrals defined of the form shown in equation (24). In particular Vardi considered the following integral:
This integral was first evaluated by Malmsten is his remarkable work [12] , which remained unnoticed to the research community until 1998 [2] . The formal method for deriving the above identity is provided in great detail in [2, 5] . Let us define Γ Q (s) as
One can check that I Q = Γ Q (1). Explicit evaluation of I Q is possible when the function Q(x) is analytic at x = 0.
Theorem 2.2. Assume that the function Q(x) is analytic at x = 0. And define the Laurent series expansion of Q(x) and the corresponding Lseries expansion as follows:
Then, the integrals I Q can be calculated using the following identity
The above Theorem can be found in [2, 5] . Later, we will show how this Theorem can be used to derive some complicated integrals.
Adamchick's Integrals The following integrals have been considered by Admachick in his work [3] :
Notably, this class of integrals found application in statistical physics & lattice theory. Specifically the Potts model on the triangular lattice [11, 14] uses these type of integrals. For an elaborate discussion about the technical details we refer to the papers [3, 11] . Some of the notable integrals from Adamchick's work are stated below:
Theorem 2.4. (Proposition 4 in [3] ) Let (p) > 0, (n) ≥ 1, then the following identity holds: [3] ) Let (p), (n) > 0, then the following identity holds: [3] ) Let (p), (n) > 0, then the following identity holds:
where the definitions of revised zeta functions ζ(z, q) and ζ k (z, q) are defined in equation (20) - (22) . For a more detailed discussion about these types of functions see [6] .
Morshed's Generalization Morshed [6] specifically considered the integrals of following types:
where (p), (n) > 0 and m, r ∈ N. By choosing specific set of values for the parameters p, n, m, r one can recover almost all of the integrals appeared in Malmsten, Adamchick and Moll's work. [3, 5] . The following propositions propoosed by the author in his work [6] , Theorem 2.7. Let (p), (n) > 0, then for all m, r ∈ N the following identity holds:
For example, if we let r = 1, m = 0 we get Proposition 3, r = 1, m = 1 we get Proposition 5 and r = 1, m = 2 we get Proposition 6 given in [3] . Theorem 2.8. Let (p), (n) > 0, then for all m, r ∈ N the following identity holds: 
For example, if we let r = 1, m = 0 we get Proposition 4 given in [3] . The polynomials P l (m, x) and r k C(n) are defined in equation (18) and (19) respectively. 
The authors ( [4] section 9-10) provided some classical identities provided below:
where, s ∈ C and n ∈ N. And for n ∈ N we have the following identity
And the following identity involving beta function
The following identities can be derived by some elementary operations:
The following logarithmic integrals can be derived as closed form expressions with Bernoulli & Euler polynomials:
for n ∈ N. The above transformation can be proven with some basic elementary manipulations using substitution. With more careful analysis one can derive the following complicated integrals for k ∈ N:
Note that, most of the above identities can also be found on the classical tables of Gradshteyn & Ryzhik [1] . In [4] , (section 5) authors provided the following beautiful integral sequence. Let's define f n (x) for n ≥ 0, n ∈ N, a > 0 such that
Then, f n (x) has the following closed form solution:
The following interesting generating function can be used to derive many complicated integrals
x 2k k like the following:
The following closed form evaluation obtained explicitly:
with the choice q * = q 1 /q 0 . The following expressions widely known as Neilsen-Ramanujan constants
These were studied by Gosper (1996) and the following closed form relation was derived for the sequence a k ,
with the special values a 1 = ζ(2)/2, a 2 = ζ(3)/4. It can be shown that the following generalized Theorem holds Theorem 2.9. For all 1 ≤ b ∈ R + , 1 ≤ k ∈ Z and r = 1, 2, 3, ..., we have
with the choice of b = 2, r = 0, after some simplification we can get the special identity in equation (36).
Proof. Note that, with some elementary substitution we get the following equivalent identity for a k (b):
where we used the following well-known identity for zeta function:
Now we can simply evaluate the third part of the equation (37) as follows
Now, note that, the definite integral can be calculated as follows:
Now, using the integral identity of equation (39) to equation (38), we get the following:
Now, we have
And for r = 0, 1, 2, 3, , , , we have,
where we used the idea from equation (39). Now combining equation (37) , (40) and the derivation of g(r, k, b), we get the desired result of Theorem 2.9.
They also proposed the following vanishing integral formula for any a ∈ R + :
where the polynomials C n (x) satisfies the following recurrence relation:
It can be noted that C n (x) has the following closed form:
where, T (n, k) are the sol called triangle numbers.
The evaluation of following integral family widely known as logsin function can be found in their work:
They proved the following recurrence relations for the function S n
The following closed form expression can be found for an n > 1:
The following master integral has been used in [4] , to derive some complicated integrals:
One can note that for some fixed values of a, differentiating the function g(r, a), with respect to r, the following integrals can be derived easily:
With defining the following function
Differentiating G(r) n times with respect to r, we get the following master formula:
With the choice r = 3 2 and n = 4, we get the following result:
With r = 2m + 1 and n = 1, we get the following closed form in terms of Harmonic numbers:
With the help of some elementary operations one can evaluate the following integral:
In their book one can also find the following vanishing integral:
Malmsten Integrals In [12] , using some lengthy calculation, the following integrals are evaluated: , m + n is even , m + n is odd
Medina & Moll Using Theorem 2.2 Medina et. al [5] calculated some known results found in [1] [2] [3] . For example, by taking different Q(x), they obtained the following integrals:
x ln ln 1 x dx = −γζ(c + 1) + ζ (c + 1)
where α = 1 − 2 1−c . Using Theorem 2.2, they also evaluated the following complicated integrals:
With T m (x) defined in (15) , they calculated the following integral for 1 ≤ m ∈ N:
Using the above definitions they calculated the following generalized integral for any m ∈ N (Corollary 5.3, [5] ):
where, S(m, j) are the unsigned Sterling number of first kind. The result can be generalized via a recurrence relation for any r ≤ m given below (Theorem 6.1 in [5] ):
For example with m, j = 0 and 0 < θ < 2π, they derived the following integral
Also the generalization for any r = 1, is derived as
By choosing different values for the parameter r, θ, (i.e., r = 1, θ = π 2 , π 3 , 2π 3 ) in equation 43, one can obtain most of the integrals provided in [1, 2] . And similarly, they derived the following generalization
Now, using the above formulas one can derive closed form expressions for the generalized integrals And finally, by using the same method authors recovered some of the Propositions provided in [3] 1 0 ln x
where, |a| < 1 and r 1 , r 2 are the imaginary roots of the denominator. By using the same approach they derived the following well known integrals 1 0
x ln x
They also calculated the following integrals involving higher powers of logarithms: (7) 26244 By looking at these integrals, one can rightly conjecture that the generalized integrals of these form has the following evaluation
c m For a more detailed analysis for the computation of the above mentioned higher order integrals, see the work of Coffey [16] . Defining the integrals in mellin transformations author proved the following identity for n ≥ 0 and p ≥ 3 odd integer:
For (s) > 0 the author proved the following interesting identities x 2n ln x
They also calculated the following integral:
There is a detailed review about Malmsten type integrals in his work [10] . For a ≥ 0 and
, for odd n
D n,l π 2l−1 ψ 2l−1 1 2 + ab π , for even n where A n are the coefficients of the Maclaurin expansion of 2(1 − x) − 1 2 for odd n and for even n, A −1 n are equal to the coefficients in the Maclaurin expansion of 1 2 (1 − x) − 3 2 . There are no closed form formula available for the rational coefficients D n,l (see Table 1 in [10] ). The following integrals were calculated in their work: For p = πm n , where (b) > 0, and m < n are positive integers and for any a ≥ 0
The following generalized integrals were calculated:
for combination of values r = 1, 2, 3, 4, 5, 6 and v = 0, 1, 2. Furthermore, author also considered the following types of integrals:
where n = 1, 2, 3, ... and m = 2, 4, 6, ..., the function Y n and X n are defined in equation (28) and (29) respectively.
Moll's work In their recent work, Moll et. al considered a wide range of integrals from the list of Gradshteyn & Ryzhik. They developed generalized formulas for almost all of the results provided in [9] . In the following paragraph, we will discuss some of these generalized formulas. In [19] , authors considered the following type of integrals: where the function X(m, k, p) for p = 0, 1 is given by the following: By using some elementary operations, the following interesting identity is derived:
x dx =ζ(2m + p)
for p ∈ N, which can be seen as a analogous identity of the following one: 
