Abstract. A class of stochastic optimal control problems containing optimal stopping of controlled diffusion process is considered. The numerical solutions of the corresponding normalized Bellman equations are investigated. Methods of [1] are adapted. The rate of convergence of appropriate finite difference difference schemes is estimated.
Introduction
Stochastic optimal control and optimal stopping problems have many applications in mathematical finance, portfolio optimization, economics and statistics (sequential analysis). Optimal stopping problems can be in some cases solved analytically [2] . With most problems, one must resort to numerical approximations of the solutions. One approach is to use controlled Markov chains as an approximation to the controlled diffusion process, see e.g. [3] . A thorough account of this approach is available in [4] .
We are interested in the rate of convergence of finite difference approximations to the payoff function of optimal control problems when the reward and discounting functions may be unbounded in the control parameter. This allows us to treat numerically the optimal stopping of controlled diffusion processes by randomized stopping, i.e. by transforming the optimal stopping into a control problem, see [5] . This leads us to approximating a normalized degenerate Bellman equation.
Until quite recently, there were no results on the rate of convergence of finite difference schemes for degenerate Bellman equations. A major breakthrough is achieved in Krylov [6] for Bellman equations with constant coefficients, followed by rate of convergence estimates for Bellman equations with variable coefficients in [7] and [8] . The estimate from [8] is improved in [9] and [10] . Finally, Krylov [1] (published in [11] ) establishes the rate of convergence τ 1/4 + h 1/2 of finite difference schemes to degenerate Bellman equations with Lipschitz coefficients, where τ and h are the mesh sizes in time and space respectively.
In the present paper we extend this estimate to a class of normalized degenerate Bellman equations which contains those for optimal stopping of controlled diffusion processes with variable coefficients. Adapting ideas and techniques of [1] we obtain the rate of convergence τ 1/4 + h 1/2 , as in [1] . The main ingredient of the proof is a gradient estimate for the solution to the discrete normalized Bellman PDE. This is an extension of the gradient estimate from [1] to our case. After the first version of this article was sent to arxiv, we received [12] where an essentially more general gradient estimate is proved. This opens the way to proving the same rate of convergence result for normalized Bellman PDEs in more general setting then we present below.
Rate of converge results for optimal stopping are proved for general consistent approximation schemes in [13] . However, the rate τ 1/4 + h 1/2 is obtained only when the diffusion coefficients are independent of the time and space variables. For further results on numerical approximations for Bellman equations we refer to [14] , [15] and [16] .
The paper is organized as follows. The main result is formulated in the next section. In section 3 the existence and uniqueness of the solution to finite difference schemes is proved together with a comparison result. The main technical result, the gradient estimate of solutions to finite difference schemes, is obtained in section 4. Some useful analytic properties of payoff functions are presented in section 5. Finally, the main result is proved in section 6.
The Main Result
Fix T ∈ [0, ∞). Let (Ω, F, P, (F t ) t≥0 ) be a probability space with a rightcontinuous filtration, such that F 0 contains all P null sets. Let (w t , F t ) be a d ′ dimensional Wiener martingale. Let A be a separable metric space. For every t ∈ [0, T ], x ∈ R d and α ∈ A we are given a d × d ′ dimensional matrix σ α (t, x), a d dimensional vector β α (t, x) and real numbers c α (t, x), f α (t, x) and g(x). Assumption 2.1. σ, β, c, f are Borel functions of (α, t, x). The function g is continuous in x. There exist an increasing sequence of subsets A n of A, and positive real constants K, K n , and m, m n , such that n∈N A n = A and for each n ∈ N, α ∈ A n , |σ α (t, x) − σ α (t, y)| + |β α (t, x) − β α (t, y)| ≤ K n |x − y|, |σ α (t, x)| + |β α (t, x)| ≤ K n (1 + |x|),
for all x ∈ R d and t ∈ [0, T ].
We say that α ∈ A n if α = (α t ) t≥0 is a progressively measurable process with values in A n . Let A = n∈N A n . Then under Assumption 2.1 it is well known that for each s ∈ [0, T ], x ∈ R d and α ∈ A there is a unique solution
. For s ∈ [0, T ] we use the notation T(T − s) for the set of stopping times τ ≤ T −s. Define the payoff function to the optimal stopping and control problem as
where
and E α s,x means expectation of the expression behind it, with x α,s,x t in place of x t everywhere. It is worth noticing that for
we have w n (s, x) ↑ w(s, x) as n → ∞. By Theorem 3.1.8 in [5] , w n (s, x) is bounded from above and below. Hence w(s, x) is bounded from below. However it can be equal to +∞. Let R n contain all progressively measurable, locally integrable processes
We will state without proof a result about randomized stopping. The proof (taking into account the possibility that g is a function of (t, x), continuous in (t, x)) can be found in [17] . If A = A n , K = K n , m = m n for n ≥ 1 then the following theorem is known from [5] 
are finite and equal, or they are both infinite.
This theorem is the main tool which allows us to treat the problem of optimal stopping of a controlled process as just an optimal control problem. The aim of this paper is to find the rate of convergence for numerical approximations to the following payoff function: 6) where x t is the solution to (2.2). Notice that (2.4) can be written in this form such that Assumption 2.1 is satisfied. The immediate aim now is to find an approximation scheme for the payoff function. From [5] we know that under some assumptions (stricter then Assumptions 2.1) the payoff function (2.5) satisfies the normalized Bellman equation
a α ij = 1/2(σ α σ α * ) ij and m α is a non-negative function of the control parameter called the normalizing factor. A crucial property of m α is that m α σ α ij , m α b α i , m α c α and m α f α are bounded as functions α. Hence it is natural to approximate v by approximating the solution of the normalized Bellman equation. In this paper we show that the finite difference approximation to the solution of the normalized Bellman PDE converges to v. Moreover we find that the rate of convergence is the same as in [1] . It is worth noticing that to show this we don't need any result about the solvability of the Bellman equation. We now describe the approximation scheme. From now on let K ≥ 1 be a fixed constant. Assumption 2.3. There exist a natural number d 1 , vectors ℓ k ∈ R d and functions
This might appear to be a restrictive assumption. Actually, all operators L α which admit monotone finite difference approximations satisfy this. See [18] . Fix τ > 0, h > 0 and define the grid
Let τ T (t) := τ for t ≤ T − τ and τ T (t) := T − t for t > T − τ . So t + τ T (t) = (t + τ ) ∧ T . Let Q be a non-empty subset of
Consider the following finite difference problem: sup
and m α is a positive function of α ∈ A such that the following conditions hold.
Notice that if Assumptions 2.3 and 2.4 are satisfied then (2.1) is also satisfied. On top of Assumptions 2.1, 2.3 and 2.4, the following is required to obtain the rate of convergence.
The following theorem is the main result of the paper. 13) where N T is a constant depending on
We briefly outline how this is proved in Section 6. Following [1] we "shake" the finite difference scheme, we smooth the corresponding solution to get a supersolution of the normalized Bellman PDE (2.7). Hence we obtain the estimate v ≤ v τ,h + N (τ 1/4 + h 1/2 ) by using a comparison of v with supersolutions to the normalized Bellman PDE. To get v τ,h ≤ v + N (τ 1/4 + h 1/2 ) we use the same approach with the roles of v and v τ,h interchanged. We "shake" the optimal control problem (2.5)-(2.6), again following [1] . We smooth the resulting payoff function to obtain a supersolution of the finite difference scheme. We get the estimate by using a comparison theorem established for the finite difference scheme.
An important consequence of Theorem 2.6 is that one gets the same rate of convergence for the optimal stopping and control problem. 
14)
has a unique bounded solution w τ,h and
Proof. First we use Theorem 2.2 to see that w(s, x) given by (2.3) is equal to (2.4). Consider a metric spaceĀ := A × [0, ∞), with any metric defining the product topology. LetĀ n = A n × [0, n]. ThenĀ = n∈NĀ n . LetĀ n denote the set of progressively measurable processes taking values inĀ n . Clearly
and x t is the solution to (2.2). Notice that we are still using the same σ α , β α . We can check that Assumptions 2.1, 2.3, 2.4 and 2.5 hold withĀ,
c α andf α in place of A, m α , f α and c α respectively. Finally we apply Theorem 2.6 to w and the scheme (2.14).
Corollary 2.8. The system (2.14) is equivalent to:
Proof. Let ε = 1 1+r in (2.14) and take the supremum over ε ∈ [0, 1]. Hence (2.14) can be rewritten as
Notice that the supremum over ε is achieved by either taking ε = 0 or ε = 1.
Hence it can be seen that this is equivalent to (2.15).
On the solutions of the finite difference scheme
First we give two simple examples which justify the condition (2.12). Proof. Let γ = (0, 1) and define ξ recursively as follows:
To solve (2.9)-(2.10) for u, we could equivalently solve the following for v, with u = ξv:
where for any ε > 0,
Then, using the convention that repeated indices indicate summation and always summing up before taking the supremum,
Notice that
for some sufficiently small ε > 0. Since the difference of supremums is less than the supremum of a difference
Thus the operator G is a contraction on the space of bounded functions on M T . By Banach's fixed point theorem (3.1) has a unique bounded solution.
Let there be functions u 1 , u 2 defined onM T and a constant µ ≥ 0 such that u 1 e −µ|x| , u 2 e −µ|x| are bounded and for some
and
To prove this lemma we use the following observation.
denote the collection of all n-th order derivatives in x. Consider
For any sufficiently smooth function η(x), by Taylor's theorem,
Proof of Lemma 3.3 .
In the proof of Lemma 3.2, choose ε such that p α , p α k are nonnegative. So the operator G is a monotone operator. Hence for any ψ ≥ w,
Let γ ∈ (0, 1). Use ξ from the proof of Lemma 3.2. Fix γ ∈ (0, 1) later. Then
where η(x) = cosh(µ|x|) and ζ = ηξ. Then by Remark 3.4 and since for r ≥ 0 cosh(µr)
we get
one has κ(0) < 0 and κ(1) > 0. So one can have γ such that κ < 0 and 1 + εκ > 0. By (3.4)
If w ≥ 0 then w + = w. Hence
By the hypothesis w ≤ 0 onM T \ Q. But κ < 0, hence N 0 must be 0 and so w ≤ 0 onM T . Finally observe that if µ = 0, N 2 = N 3 = 0.
Proof. Apply Lemma 3.3 to v and
Corollary 3.6. Assume that u 1 , u 2 are functions both satisfying (2.9) on Q and
Proof. Apply the comparison principle to u 1 andū 2 := sup
Proof. Assume, without loss of generality, that ν > 1. Indeed if ν < 1, then in the proof of the theorem useν = ν + 1. If the result holds forν, then
Assume that s 0 > 0. Shifting the time axis, so that t 0 = 0. Then s 0 ≤ 1. Let
and ξ(t) = e s 0 −t for t < s 0 , 1 for t ≥ s 0 . Notice that γ ≥ 1/T . Define
where ζ = ηξ, η(x) = |x − x 0 | 2 and κ is a (large) constant to be chosen later, depending on K, d 1 and T only. The aim now is to apply Lemma 3.3 to v and ψ on M s 0 .
The expression on the right hand side is a quadratic in |x− x 0 | with negative leading coefficient. It achieves its maximum of
To apply Lemma 3.3, ψ ≥ v onM s 0 \ M s 0 must be satisfied. Consider the two cases when either γ|x − x 0 | ≤ 1 or γ|x − x 0 | > 1. Then
0 . To get the estimate from the other side, one would consider
and then show that for some choice of κ
and that ψ ≤ v onM s 0 .
Gradient Estimate for the Finite Difference Problem
The following lemma states some simple properties of the operators δ h,l and ∆ h,l , which will be used in this section. The statements of the following lemma are all proved in section 4 of [1] .
1) which can be thought of as the discrete Leibnitz rule. Also
Let Assumption 2.4 hold. Let T ′ be the smallest integer multiple of τ which is greater than or equal to T . Choose an arbitrary ε ∈ (0, Kh] and l ∈ R d . Let h r = h for r = ±1, . . . , ±d 1 and h r = ε for r = ±(d 1 + 1). Let
Define a ± = a ± = (1/2)(|a| ± a). 
Proof of Theorem 4.3. Let
Let (t 0 , x 0 ) ∈ Q be the point where
is maximized. By definition, for any (t, x) ∈ Q o ε we know that (t, x + h r l r ) ∈ Q.
Then either
In either case, for any (t,
on Q. So we only have to estimate V on Q. If (t 0 , x 0 ) belongs to ∂ ε Q, then the conclusion of the theorem is trivially true. Thus, we may assume that (t 0 , x 0 ) ∈ Q 0 ε . Then for anyε 0 > 0 there exists α 0 ∈ A such that at (t 0 , x 0 ),
and so for someε ∈ (0,ε 0 ]
Furthermore (thanks to the fact that
We subtract (4.12) from (4.13) and divide by h r to obtain that for each r
For each r, by the discrete Leibnitz rule (4.1)
Notice (first equality by (4.2), second inequality by (4.3), also note that there is a tacit summation in k) that
Since a α k are nonnegative,
Go back to (4.14), multiply by ξv − r and sum up in r to get 
Use the fact that V attains its maximum at (t o , x o ), discrete Leibnitz rule and (4.3) in order to get a lower bound for the term containing I 3r . First,
. Apply discrete Leibnitz rule to the very first term of (4.16). Then
Using the above estimates we see
Hence
One can rewrite the above inequality as
So we need to estimate J 1 , J 2 . By (4.6)
then because there's tacit summation in k = ±1, . . . , ±d 1 and because in the second sum we can reverse the order of summation in k
We turn our attention to J 1 .
having used Young's inequality. So
Also h 2 | ∆ h k ,ℓ k v r | ≤ 4M 1 and in general |a| = 2a − + a and so
. By (4.5) (with summation in r everywhere)
We know from (5. One also definesM
and so, using Young's inequality
By assumption (5.3), we can find c 0 such that
Using this andV ≤ V , (4.17) becomes
By our assumptions on m α and c α , m α 0 (1 + T hr,ℓr c α ) ≥ K −1 and so
Neither N , nor M 0 depend on choice of α 0 and so we can letε → 0. Then
Theorem 4.3 can now be used to estimate the difference between two solutions to the finite difference problem, based on how much the respective drift and diffusion coefficients, discounting factor and reward functions differ on the domain Q. 
Assume that the functions u,û satisfy (2.9) on Q = M T , with the coefficients σ, b, c, f andσ,b,ĉ,f respectively. Then
18)
To prove the theorem we need the following lemma. Recall that 
We can deduce this from the gradient estimate by introducing an extra coordinate to the grid and by defining a suitable equation on the extended grid.
Proof. We will work with (t, x) = (t,
where m ≥ ε −1 is a fixed integer. Also let
and defineb α k ,c α k in a similar way. Let
and defineũ analogously. Thenũ satisfies (2.9) withã α k ,b α k ,c α ,f α in place of a α k , b α k , c α , f α respectively and with the normalizing factor m α , on the domainQ. To apply Theorem 4.3 toũ one needs to ascertain that Assumption 4.2 is satisfied. For r = ±1, . . . , ±d 1 (4.8) follows from Assumption 2.4. Furthermore, for r = ±(d 1 + 1) notice that
and similarly forb α k ,c α . So forb α k andc α (4.8) holds, while (4.9) follows from: 20) where N is, in particular, independent of m. To complete the proof consider ∂ εQ . Either (t, x ′ , x d+1 ) ∈ ∂Q × 0, ±ε, . . . , ±mε. Then
Notice that [1 − 
Since the constant N in (4.20) is independent of m, we can let m → ∞ and the conclusion of the lemma follows.
Proof of Theorem 4.5. Let l = (0, . . . , 0, 1) ∈ R d+1 . From our definition of ε we clearly have
Assume initially that ε ∈ (0, h]. Then, using that for any a, b ≥ 0,
on M T . Use Corollary 3.5 to estimate the term |u| 0,M T + |û| 0,M T to obtain |u −û| ≤ εN T e c 0 (T +τ ) I.
Drop the initial assumption that
Hence if θ 1 , θ 2 satisfy |θ 1 − θ 2 |ε ≤ h, then, thanks to the first part of the proof (where u θ 1 would play the part of u while u θ 2 would play the part of u),
Subdivide the interval [0, 1] into intervals of appropriate length to complete the proof for any ε > 0.
Some Properties of Payoff Functions
We assume in the whole section that Assumption 2.1 and the following assumption hold.
Lemma 5.2. There exists a constant N such that:
This and the assumption on the polynomial growth of g together with the estimates of moments for solutions to SDEs gives
The right hand side of the estimate is independent of α, hence taking the supremum completes the first part of the proof. If x s,x t is a solution to a stochastic differential equation First get an estimate for a fixed α ∈ A.
T −s )| =: I 1 + I 2 + I 3 . Estimating the above integrals separately:
Therefore, using Lipschitz continuity of c when estimating |ϕ α,s,x t − ϕ α,s,y t |,
α,s,y t
|.
By (5.3) the right hand side is independent of α.
Lemma 5.3. Let ψ be a smooth function on H T such that its first order partial derivatives in x grow at most polynomially and for all
Let v be the payoff function of the stochastic control problem (2.5) . Then
Proof. For any ε > 0 there is a control process α t ∈ A such that
Applying Itô's formula to ψ(s + r, x r )e −ϕr on the interval [0, T − s] and taking expectation we get
by noting that the Itô integral has zero expectation, due to moment estimates for x r , since ψ has polynomially growing first order partial derivatives in x. Hence
for any ε > 0, which yields (5.4).
Lemma 5.4. Let ψ be a smooth function on H T such that its first order partial derivatives in x grow at most polynomially and there exists
Proof. For the constant strategy
By Itô's formula for ψ(s + r, x r )e −ϕr on the interval [0,
Corollary 5.5. Assume (2.11) holds and for all α ∈ A and (t,
Then there exists a constant N such that for (s 0 , x 0 ) ∈ H T and (t 0 , x 0 ) ∈ H T satisfying s 0 − 1 ≤ t 0 ≤ s 0 one has 
where κ > 1 is a large positive constant to be chosen later. To apply Lemma 5.3 we need to show that for all α ∈ A
where δ i,j is the Kronecker delta. Using (2.11) and ξ ≤ e T ,
Since v is bounded by N T , for any α ∈ A and (t,
Hence for any
Then for any α ∈ A and (t, x) ∈ H s 0 , with N 2 := 2Ke T d and by (5.5),
The right hand side is a quadratic in |x − x 0 | with a negative leading coefficient and so it achieves its maximum when |x − x 0 | = N 2 /2. The maximum is
where L := K −1 ν and M depends only on N , d and T . Indeed,
If κ is large (depending on K, T, d only) then the right hand side of (5.6) is non-positive. Hence
The reader can check that
since it is a quadratic in |x − x 0 |, its leading coefficient is positive and hence its minimum is 4
Hence, recalling that γ = s
0 . What remains to be shown is that
But that can be achieved by considering
and applying Lemma 5.4 to ψ.
Shaking the Coefficients
The method of shaking the coefficients first introduced in [7] and [8] will be used. Recall that v τ,h is the solution of (2.9)-(2.10) with Q = M T . Recall that v is the payoff function (2.5).
Remark 6.1. For (t 0 , x 0 ) not inM T define v τ,h (t 0 , x 0 ) as the solution to (2.9)-(2.10) on
Let B 1 denote the unit ball centered at the origin, in R d . Consider y ∈ S ⊂ B 1 and r ∈ Λ ⊂ (−1, 0). Fix ε > 0. Let v ε τ,h be the unique solution of sup α∈A,y∈S,r∈Λ 
Proof. Let the space of controls be
Apply Theorem 4.5 to get the conclusion.
The Lipschitz continuity of the solutions to (2.9)-(2.10) follows. Consider a particular case of (6.1). Let Λ = {0}. Let ε = |x − y|. Fix x, y ∈ R d and let S = ε −1 (x − y) . Say z ∈ S. Then by uniqueness In the continuous case, the shaking will be introduced as follows. Let Assumptions 2.1 and 5.1 hold. Consider the separable metric space C = A × {(τ, ξ) ∈ (−1, 0) × B 1 }, with the metric which comes from taking the sum of the metric for A and the metrics which are induced by natural norms on (−1, 0) and B 1 . Extend all the functions σ, β, f, c for negative t by σ γ (t, x) = σ γ (0, x) etc. For a fixed ε ∈ (0, 1), for γ = (α, τ, ξ) let σ γ (t, x) = σ α (t + ε 2 τ, x + εξ) (6.4) and similarly for β, c and f . Let x γ,s,x t be the solution of Proof. Recall that A = n∈N A n . By Theorem 2.1 of [8] , there exist a smooth function u n defined on H T such that for all α ∈ A n , ∂ ∂t u n + L α u n + f α ≤ 0 on H T −ε 2 . (6.15)
Let w n be defined by (6.7). Notice that f γ , c γ , σ γ and b γ in the definition all depend on ε and x t is defined by (6.5). Let ζ ∈ C ∞ 0 ((−1, 0) × B 1 ) be nonnegative with unit integral. Let ζ ε (t, x) := ε −d−2 ζ(t/ε 2 , x/ε). By the proof of Theorem 2.1 of [8] , u n = w n * ζ ε . Let w be defined by (6.8) and let u := w * ζ ε . By Lemma (5.2) the functions w, w n are bounded in absolute value by a constant independent of n. Then by Lebesgue Dominated Convergence Theorem 
