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We present a topology-based methodology for the analysis of experimental data generated by
a discrete-time, nonlinear dynamical system. This methodology has significant applications in the
field of computer performance analysis. Our approach consists of two parts. In the first part, we
propose a novel signal separation algorithm that exploits the continuity of the dynamical system
being studied. We use established tools from computational topology to test the connectedness of
various regions of state space. In particular, a connected region of space that has a disconnected
image under the experimental dynamics suggests the presence of multiple signals in the data. Using
this as a guideline, we are able to model experimental data as an Iterated Function System (IFS).
We demonstrate the success of our algorithm on several synthetic examples—including a He´non-like
IFS. Additionally, we successfully model experimental computer performance data as an IFS.
In the second part of the analysis, we represent an experimental dynamical system with an
algebraic structure that allows for the computation of algebraic topological invariants. Previous
work has shown that a cubical grid and the associated cubical complex are effective tools that can
be used to identify isolating neighborhoods and compute the corresponding Conley Index—thereby
rigorously verifying the existence of periodic orbits and/or chaotic dynamics. Our contribution is to
adapt this technique by altering the underlying data structure—improving flexibility and efficiency.
We represent the state space of the dynamical system with a simplicial complex and its induced
simplicial multivalued map. This contains information about both geometry and dynamics, whereas
the cubical complex is restricted by the geometry of the experimental data. This representation
has several advantages; most notably, the complexity of the algorithm that generates the associated
simplicial multivalued map is linear in the number of data points—as opposed to exponential in
iv
dimension for the cubical multivalued map.
The synthesis of the two parts of our methodology results in a nonlinear time-series analysis
framework that is particularly well suited for computer performance analysis. Complex computer
programs naturally switch between ‘regimes’ and are appropriately modeled as IFSs by part one
of our program. Part two of our methodology provides the correct tools for analyzing each regime
independently.
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Chapter 1
Introduction
In this thesis we present a topology-based methodology for nonlinear time-series analysis. The
first part of the methodology is a novel signal-separation method that can be used to remove noise
as well as to distinguish between multiple, intertwined, information-carrying signals. This method
has its roots in the work of Robins et al. [50], but it is much more general. The idea is to assume
that an experimental data set is generated by one or more deterministic nonlinear dynamical
systems and that the sequence in which the systems are applied is random—or at least unknown.
In particular, for the first phase of our methodology we assume that a given time series is generated
by an iterated function system. This allows us to identify points that violate continuity and
label them as belonging to either a noisy component or a separate dynamical system. We have
developed a systematic approach to detect whether or not a data set matches this model and then,
if it does, to separate the components. We describe this approach in Chapter 3, where we also give
an example of its application to an artificially generated time series. In Chapter 5, we demonstrate
this method on a real experimental dataset.
The second part of the methodology is a topological analysis that expands upon the work of
Mischaikow et al. In [41, 42], an experimental time series is represented on a cubical grid. We give
this the additional algebraic structure of a chain complex. This allows for the computation of alge-
braic topological properties that provide information about the underlying dynamics. We represent
experimental data using α-shapes [17]. The α-shapes are then used—along with temporal informa-
tion from the time series—to generate a simplicial complex on which we approximate the dynamics.
2The approximation of data with α-shapes—called a triangulation—has several advantages over the
cubical complex. In particular, the geometry of the α-shapes is less constrictive. Additionally, the
simplicial complex is unconstrained by the geometry of the embedded time-series data. We exploit
the latter fact to represent the dynamics on the complex in a much more computationally efficient
manner.
The synthesis of the two parts of the methodology described above represents a complete data
analysis lifecycle for the situation in which experimental data is generated by one or more discrete-
time, nonlinear dynamical systems. Our approach emphasizes information contained in topology,
which reflects the fact that the analysis of experimental dynamical systems typically begins with a
time-delay embedding of data—a process that explicitly preserves topology [52]. Furthermore, we
allow for the possibility that there are several different sets of dynamics present in the data.
Specifically, consider a data set resulting from an iterated function system (IFS). Such a
system is defined by
xn+1 = fjn(xn), (1.1)
where fi : Rd → Rd is a diffeomorphism for 1 ≤ i ≤ J and {jn}∞n=0 ⊆ {1, . . . , J} is an arbitrary
sequence of indices. In part one of the methodology, we correctly partition the data set into sets
of pairs of points that represent the action of the ith dynamical system. Using these sets of pairs,
we implement part two of our methodology J times to provide a meaningful description of each
system. The result is a qualitative description of each individual function that makes up the IFS.
The IFS is an appropriate model for studying computer performance within a nonlinear
dynamics framework. In particular, it has been shown that computer systems exhibit deterministic
nonlinear dynamics [2, 45]. Furthermore, most computer programs spend significant amounts of
time in various subroutines that can be interpreted as the various functions f from (1.1). For
example, consider a program foo, consisting of two modules: mod_A and mod_B. The dynamics of
the computer during the execution of mod_A may be different from the dynamics during execution
of mod_B. The dynamics of foo are accurately described as an IFS.
3A complete IFS model of computer dynamics remains a subject for future research, but in
this thesis we have taken a number of important first steps.
• We have argued that the data obtained from computer-performance experiments meets
the requirements of Takens’ Embedding Theorem [?, 55, 58] and can therefore be used to
provide a dynamical analysis of computer performance. This is covered in Section 5.1.2,
which has been published in [2].
• We have developed and implemented a method for detecting whether a time series can be
modeled by an IFS—and constructing the model if applicable. The details of this procedure
appear in Chapter 3 and Section 5.2. These sections of the thesis have also been published
in [1].
• In Chapter 4, we describe the methodology for analyzing experimental nonlinear time-series
data—this approach is useful in a wide range of situations, including when the data can be
modeled by an IFS. In Chapter 6, we show how this methodology can be used to analyze
the computer-performance data that recurs throughout this thesis. A publication related
to this work is currently in progress.
Chapter 2
Preliminaries and Related Work
2.1 Nonlinear Systems
In this section, we provide the reader with some necessary background from the theory of
dynamical systems and time-series analysis. A longer introduction to the topic can be found in [8].
2.1.1 Nonlinear dynamical systems
A dynamical system is a system that can be completely described at any instant by a fixed set
of variables, and whose state evolves with time via a given rule. When those state variables evolve
deterministically and continuously in time, the system can be modeled by a differential equation
and is known as a flow. If there are finitely many state variables, then the differential equation
is ordinary [38]. That is, trajectories of the system in state space can be modeled by initial value
problems of the ordinary differential equation x˙ = f(x), where f is a vector field defined on the
state space X, and the · notation represents the derivative with respect to time. Alternatively,
a deterministic dynamical system is called a map if the state variables evolve in discrete time
increments. In this case, the evolution of the system is determined by iterations of a function, Φ,
on X. When the evolution rule (f or Φ) of a dynamical system is nonlinear, the dynamics can
be very complicated, as well as radically different in different regions of state space. In this case,
traditional linear tools such as statistical or frequency analysis can produce misleading results.
52.1.2 Nonlinear time-series analysis
The goal of dynamical analysis is to extract information about the state-space behavior of a
dynamical system. In particular, we would like to know what typical trajectories look like and how
nearby trajectories behave relative to one another. Unfortunately, experimental conditions often
restrict one to measuring a single quantity (that may or may not be a state variable) which, at
the outset, would seem to omit a great deal of information. One of the central tools for nonlinear
time series analysis is known as Takens’ delay coordinate embedding theorem, which was proved
in [55] and extended in [52]. The theorem originally has its roots in the embedding theorem
of Whitney [58]. Given a smooth map, Φ : X → X, and a smooth function h : X → R, a
time-delay embedding of dimension m and delay τ is a map Ψ : A ⊂ X → Rm such that Ψ(x) =
(h(x), h(Φτ (x)), . . . , h(Φ(m−1)τ (x)), where A is an invariant set of Φ. The embedding theorem states
that for almost every choice of h (all but a set of measure 0), the map Ψ will be a diffeomorphism—
i.e., a map that preserves topology—provided m > 2d where d is the box-counting dimension of A.
In practice, h is the function that maps the position of the system in state space to an experimental
observation and the image points of Ψ lie in a set that is topologically equivalent to the invariant
set A, called the attractor. (An attractor A lies within some larger set that contracts to A as time
approaches infinity.)
Because the embedding procedure preserves the topology—-but not the geometry—of the
state space, most of the analyses that dynamicists apply to embedded data involve computing
topological invariants. Two of the most useful topological invariants are the correlation dimension—
one member of the broad family of fractal dimensions—and the Lyapunov exponent. Correlation
dimension is particularly useful when one is working with chaotic systems because the attractors
of such systems are generally fractal (self-similar). The Lyapunov exponent is a measurement of
the average rate at which neighboring state-space points separate. This represents the fundamental
notion of chaos: any two points (initial conditions) that are arbitrarily close in state space can
diverge from each other exponentially.
6These definitions and conditions place important requirements on data and algorithms for
computing topological invariants. The underlying system must be continuous in space; the mea-
sured quantity must be a smooth function of the state variables and be sampled evenly in time; the
time series must be long enough to reach and cover the attractor; and the data cannot be sampled
from more than one attractor.
2.2 Algebraic Topology
In this section, we review some of the basic concepts from algebraic topology that will be
used in this thesis. The main concept that we are interested in for this work is that of homology.
Roughly, homology refers to the process of assigning a unique sequence of algebraic groups to each
topological space. Hence, one can use the tools of algebra to study topology.
There are many different homology theories, which correspond to different classes of topo-
logical spaces. In this section, we will review the simplest of those—simplicial homology. More
complicated homology theories (e.g. cellular homology, singular homology) can be defined on a
wider class of topological spaces and agree with simplicial homology on topological spaces on which
they are both defined. In this thesis, we will only compute simplicial homology, but we will explic-
itly take advantage of the fact that this agrees with singular homology on the topological spaces
that we will discuss. The details of this process are in Chapter 4.
One of the advantages of simplicial homology is that it is readily calculated using a computer.
In Section 2.2.3, we give a brief introduction to some of the common methods for using simplicial
homology to approximate the topology of experimental data.
2.2.1 Simplicial Complexes
Simplicial homology is a homology theory that applies to the class of topological spaces called
simplicial complexes. A simplicial complex is a formalization of the notion of a triangulation.
Specifically, we use the following definitions.
7Definition 2.2.1. An n-dimensional simplex, or n-simplex is the subset of Rd (d ≥ n) that is
the convex hull of n+ 1 points called vertices. The vertices cannot lie on the same n-dimensional
hyperplane. The n-simplex σ is denoted by σ = 〈v0, . . . , vn〉, where v0, . . . , vn are the vertices of σ.
For example, a 0-simplex is a point, a 1-simplex is a line segment, and a 2-simplex is a triangle.
Note that each n-simplex contains a number of simplices of lower dimension. A 2-simplex contains
three 1-simplices (edges) and three 0-simplices (vertices). This motivates the following definition.
Definition 2.2.2. Let σ be an n-dimensional simplex. Then the m-dimensional simplex τ is called
a face of σ if m < n and the vertex set of τ is a subset of the vertex set of σ.
Definition 2.2.3. A geometric simplicial complex K is a set of simplices that satisfy the
following two conditions.
(1) Any face of a simplex from K is also in K.
(2) The intersection of any two simplices σ1, σ2 ∈ K is a face of both σ1 and σ2.
Often, we want to refer to the topological space that is the union in Rn of all the simplices
in a simplicial complex. For this purpose we define the geometric realization, |K| of a geometric
simplicial complex K. That is, while K is a set of sets, the geometric realization |K| is itself a subset
of Rn.
Lastly, we note that the concept of a simplicial complex can be abstracted away from the
geometry of a particular vertex set. The topological properties of a simplicial complex depend only
on connectedness—i.e. which vertices have an edge between them, etc.—as opposed to the actual
geometric location of those vertices. We give the following definition.
Definition 2.2.4. An abstract simplicial complex K consists of a universal set V , and a collection
of sets X ⊂ V with the property that if X ∈ K and Y ⊂ X, then Y ∈ K.
One interprets the universal set V to be the set of vertices. Subsets of V correspond to higher
dimensional simplices and the property that a subset of a set in K must also be in K is equivalent
to saying that each face of a simplex in K is also in K.
82.2.2 The Homology functor
Formally, homology is a functor between the category of topological spaces and the category
of groups. The complete theory of functors is outside the scope of this thesis. However, it is
relatively easy to give a quick, heuristic description of this object. One first has to understand the
concept of a category.
Definition 2.2.5. A category C consists of three parts:
(1) A class called ob(C), which is a set of objects.
(2) A class called Mor(C), which is a set of morphisms between the objects in ob(C). A
morphism f from the object A to the object B is denoted f : A→ B.
(3) A binary operation, ◦, called composition of morphisms, which has the following properties.
For f, g, h ∈Mor(C)
• Associativity, f ◦ (g ◦ h) = (f ◦ g) ◦ h
• For each object A, there is an identity morphism 1A : A → A such that for every
morphism f : A→ B, 1B ◦ f = f = f ◦ 1A.
The two simple examples that one needs to understand for this thesis are the category Top of
topological spaces, where the morphisms are continuous functions, and the category Grp of groups,
where the morphisms are group homomorphisms.
A functor can be thought of as a map between categories. That is, a functor assigns each
object from one category to an object in another category. Furthermore, a functor also assigns each
morphism from the first category to a morphism in the second category. This assignment must be
consistent, as described in Definition 2.2.6.
Definition 2.2.6. Let C and D be categories. A (covariant) functor, F : C → D assigns each
object c ∈ ob(C) to an object F (c) ∈ ob(D). Furthermore, F also assigns each morphism f ∈Mor(C)
to a morphism F (f) ∈ Mor(D), such that the following conditions, referred to as functoriality,
hold:
9(1) F preserves the identity, F (1C) = 1D.
(2) F preserves composition, F (f ◦ g) = F (f) ◦ F (g).
In this thesis, we are interested in the homology functor. Homology is actually a sequence of
functors; the nth homology functor assigns to each topological space, X, an abelian group denoted
H∗n(X)—where n is related to the dimension of the topological features described by H∗n(X). It
is traditional to use the notation H∗(X) when referring to the entire sequence of homology groups
assigned by the entire sequence of homology functors. Following this practice, one refers to the
sequence of maps induced in homology by a continuous function f : X → Y (that is, the images
under the sequence of homology functors of the morphisms in Top), as f∗ : H∗(X)→ H∗(Y ).
2.2.2.1 Simplicial Homology
Simplicial homology is a sequence of functors from the category Simp of simplicial complexes,
which is a subcategory of Top, to the category of abelian groups. The associated morphisms are a
subset of the piecewise linear functions called simplicial maps. The idea of homology is to capture
the concept of a ‘hole’ in a topological space. That is, the zeroth homology group H∗0 corresponds
to the number of connected components of the space, the first homology group H∗1 corresponds
to the number of one dimensional holes and the second homology group H∗2 corresponds to the
number of two dimensional voids, etc.
In order to construct the homology groups, we must first define the notions of a chain group
and, in turn, a chain complex.
Definition 2.2.7. Let K be a simplicial complex. The group Cn(K) is defined to be the free group
generated by the n-simplices in K, with Z2 coefficients.
That is, Cn(K) consists of all objects σ of the form
σ = z1τ1 + z2τ2 + · · ·+ zpτp,
where zj ∈ Z2 and τj an n-simplex in K, for 1 ≤ j ≤ n. Note that we use Z2 components for
simplicity—so that we do not have to keep track of orientation—but one can choose coefficients to
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Figure 2.1: A simplicial complex. The ‘empty’ triangle abc has a one-dimensional hole—a fact that
should be reflected in its homology.
be from any field or ring. In order to give the groups Cn(K) a chain structure, we must also define
a boundary map.
Definition 2.2.8. Let K be a simplicial complex and let σ = [v0, . . . , vn] ∈ K. The boundary map




[v0, . . . , vˆi, . . . , vn]
where [v0, . . . , vˆi, . . . , vn] is the simplex with the vertex vi removed.
In simple terms, ∂nσ is the sum of the (n − 1)-simplices that make up the boundary of σ.
We are now ready to define the concept of a chain complex.
Definition 2.2.9. Let K be a simplicial complex of dimension n (the highest-dimensional simplex
in K has dimension n). The chain complex associated with K is the following,
Cn(K) · · · C1(K) C0(K).......................................................∂n .......................................................∂2 .......................................................∂1
Once again, the idea of homology is to count holes of different dimension. Consider the sim-
plicial complex K0 = {[a], [b], [c], [a, b], [b, c], [a, c]}, which is pictured in Figure 2.1. This simplicial
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complex has a single one-dimensional hole, a feature that should be captured by the first homol-
ogy group H∗1(K0). Note that the boundary of the hole consists of the simplices [a, b], [b, c], and
[a, c]. The corresponding element of C1(K0) is σ = [a, b] + [b, c] + [a, c]. Now, when one applies the
boundary operator to σ, the result is the following.
∂1σ = [a] + [b] + [b] + [c] + [a] + [c] = 0
because we are using Z2 coefficients. Specifically, the hole that we were looking for corresponds to
an element of the kernel of ∂n. Now, ker(∂1) is a subgroup of Cn(K0), but this not quite enough to
define homology. Note that if we were to add the 2-simplex [a, b, c] to K0, calling the new simplicial
complex K1, then it would still be true that ∂1(σ) = 0, but in this case there would be no hole
to identify. The difference is that in the latter case σ is also the boundary of a simplex in K1.
Therefore, in order to identify the holes in K1, we must disregard the elements of ker(∂1) that also
happen to be in the image of ∂2. This motivates the following definition.
Definition 2.2.10. Let K be a simplicial complex. The nth homology group of K is defined to be
quotient group
H∗n(K) := ker(∂n)/im(∂n+1).
For the complex K0, the image of ∂2 is empty so H∗1(K0) is generated by σ and we have
H∗1(K0) ∼= Z2. On the other hand σ is in the image of ∂2 in the complex K1 so the equivalence
class of σ, [σ] ∈ H∗1(K1), is the identity. Therefore H∗1(K1) ∼= 0.
2.2.2.2 Homology Maps
Now that we have defined homology on the objects in the category Simp, we want to explore
the associated maps induced in homology. We will do this without a precise discussion about the
morphisms in Simp because we are primarily interested in the maps induced in homology by the
continuous maps that are defined on the geometric realization of a simplicial complex. That is,
given a continuous map f : |K| → |L|, we would like to know about the homology of f . In this case,
f is not a morphism in the category Simp. In fact, f is a morphism in the more-general category of
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all topological spaces. However, as we have indicated, the homology theory on the general category
Top (singular homology) coincides with simplicial homology on spaces in the intersection of Simp
and Top. The approach of this section is to calculate the singular homology of f on |K| using
information about the simplicial complexes K and L. We begin by defining the notion of a chain
map.
Definition 2.2.11. Given two chain complexes (simplicial complexes) K and L, a chain map
ϕ : K → L is a sequence of group homomorphisms ϕ0, ϕ1, . . . such that the following diagram
commutes,
· · · K2 K1 K0.......................................................∂3 .......................................................∂2 .......................................................∂1










A chain map from one simplicial complex to another consists of a homomorphism between the
vertex sets, a homomorphism between the edge sets, etc. Furthermore, these group homomorphisms
have the property that the boundary of the image of a k-simplex is mapped to the image of the
boundary of the k-simplex. An important feature of a chain map is that it induces a well-defined
map in homology.
Theorem 2.2.12. Let K and L be simplicial complexes and let ϕ : K → L be a chain map. Then
ϕ induces a well-defined map in homology defined by
ϕ∗([σ]) := [ϕ(σ)]
where σ ∈ K and [σ] is the equivalence class of σ in H∗(K).
Our strategy in defining f∗ is to pick an appropriate1 chain map, ϕ, and define f∗ to be
the same as ϕ∗. In fact, a chain map can easily be interpreted as a piecewise linear map between
the topological realizations of the simplicial complexes. That is, we consider ϕ : |K| → |L|. A
1 Specifically, the chain map will induce the same map in singular homology as f . The assurance of this property
is discussed more extensively in Chapter 4.
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fundamental result from algebraic topology (see e.g. [44]) tells us that any two maps that are
homotopic to each other induce the same homomorphisms in homology. Therefore, in order to
calculate the homology of f , one only needs to find a chain map ϕ that is homotopic to f on the
geometric realizations of the appropriate simplicial complexes.
We are now very close to the concepts necessary to understand the Conley Index. We have
defined what is meant by a map induced in homology, but we must now extend this concept to a
map induced in relative homology.
Definition 2.2.13. Let (X,A), (Y,B) be pairs of topological spaces such that A ⊂ X and B ⊂ Y .
Let f : X → Y be a continuous function with the property that f(A) ⊂ B. Then the map
induced in relative homology from (X,A) to (Y,B), denoted f∗ : H∗(X,A) → H∗(Y,B) is defined
as f∗ : H∗(X/A) → H∗(Y/B), the map induced in homology by the continuous map f from the
quotient space X/A to the quotient space Y/B.
2.2.3 Computational Topology
The field of computational topology seeks to answer the following question: How does one
determine the properties of a topological space, given only a finite number of points sampled
from that space? The bulk of computational topology research has focused on estimating the
homology of the underlying topological space—primarily because this happens to be a discrete and
computable object. In particular, a number of algorithms exist for computing the homology of
a given simplicial complex. Therefore, while much more complex structures exist for determining
topological information, the field of computational topology is generally restricted to approximating
simplicial complexes from data. In this section, we will describe simplest simplest algorithm for
this task—the Cˇech complex—in order to give the general flavor of the field. We will then describe
two approaches—the α-complex and the witness complex—that have had a significant impact on
the original results of this thesis.
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2.2.3.1 Cˇech complex
As mentioned above, the Cˇech complex provides perhaps the most straightforward method
for defining a simplicial complex from a point cloud. The idea is that if two or more points are
‘close’ to each other in space, then the underlying topological space should be connected in that
region. The concept is made more precise in Definition 2.2.14
Definition 2.2.14. Let Γ = {x0, . . . , xN−1} ⊂ Rn be a discrete set of data points and let  > 0.
The Cˇech Complex on Γ, with respect to the parameter , is the simplicial complex K with
vertex set Γ, and with the rule that the k-simplex 〈xi0 , xi1 , . . . , xik〉 is in K if and only if
k⋂
j=0
B(xij ) 6= ∅.
That is, one places an -ball around each data point. Each time k -balls intersect, that inter-
section corresponds to a (k−1)-simplex in the simplicial complex. In most cases, the Cˇech complex
only makes sense if we consider it to be an abstract simplicial complex. This is because, depending
on the size of , the number of -balls that intersect at a given point may be considerably larger
than the dimension of the space. For example, in R2 the intersection of four -balls corresponds to
four vertices that are all on the same two-dimensional plane—and hence not a three-dimensional
simplex. However, as an abstract simplicial complex, this makes perfect sense and can be used to
compute homology.
The fact that the Cˇech complex can contain simplices of dimension much higher than the
ambient space is the main drawback of this method for computing the homology of a point cloud.
This is because the computation of homology becomes very expensive as the number of simplices
(and especially the dimensions of the simplices) increases.
2.2.3.2 Alpha-complex
Another method for building a simplicial complex from point-cloud data was first introduced
in [17]. The α-complex derived from a data set Γ = {x0, . . . , xN−1} ⊂ Rn is a simplicial complex
with each of the data points as a vertex, but it is constructed in such a way as to avoid the problem
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(a) The α-shapes associated with five data
points. The blue lines are the boundaries be-
tween Voronoi cells. Green circles are the α-balls
centered around each data point. The α-shape
associated with a given data point is the inter-
section of the associated Voronoi region and the
α-ball.
(b) The α-complex generated from the α-shapes
in Figure 3(a). Every intersection of k α-shapes
gives rise to a k-simplex.
Figure 3: Construction of an α-complex.
Definition 3.5 is illustrated in Figure 3. The basic idea is that the intersection of k α-shapes
results in a k-simplex in Kα.
A multivalued map can be defined on a set of α-shapes, which induces a multivalued
map on the α-complex. One lets V1, . . . , Vm be a set of α-shapes corresponding to S =





Furthermore, we let G be an envelope of f with the additional properties that G is constant
on Vi for 1 ≤ i ≤ m and that for 1 ≤ j ≤ m, G(Vj) =
￿
k∈K Vk for some K ⊂ {1, . . . ,m}.
Then Gmaps each α-shape to a set of α-shapes. We define G : Kα ⇒ Kα such that xj ∈ G(xi)
if and only if Vj ⊂ G(Vi). In this case, G is uniquely determined on the higher dimensional
simplices by its action on the vertices of Kα. We note that there exists S ⊂ D, α > 0 such
that D ∼= Kα and that G and G can be regarded as the same map. It is important to reiterate
that the diﬀerences between the constructions of Sections 3.3.1 and 3.3.2 are superficial. That
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Figure 2.2: On the l ft is a picture of the α- hapes associat d with five point in R2. The blue line
segments represent the boundaries of the associated Voronoi cells and each point is surrounded by
a green ball of radius α. On the right is the corresponding α-complex Kα.
of containing higher dimensional simplices than actually exist in the space. As such, the α-complex
can be regarded as a geometric simplicial complex with vertex set Γ. It is constructed as follows:
Definition 2.2.15. For xi ∈ Γ, the Voronoi cell associated with xi is,
Vi = {x ∈ Rn : ||x− xi|| ≤ ||x− xj || for j 6= i}
That is, Vi is the set of all points in Rn that are closer to xi than to any other point in Γ.
The α-cell associated with xi is simply the intersection of Vi with an α-ball centered at xi.




where Bα(xi) is the ball of radius α centered at xi.
Each α-cell is a compact region of Rn and the interior of any two distinct α-cells are disjoint.
T e set of α-cells induc s a simplicial complex that is defined in the following way.
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Definition 2.2.17. Let A = {A0, . . . , AN−1} be a set of α-shapes corresponding to the data points
Γ = {x0, . . . , xN−1}. The α-complex induced by A is the simplicial complex with vertex set Γ,




The idea is illustrated in Figure 2.2. On the left is a picture of the α-shapes associated
with five points in R2. The blue line segments represent the boundaries of the associated Voronoi
cells and each point is surrounded by a green ball of radius α. On the right is the corresponding
α-complex Kα.
2.2.3.3 Witness complex
The idea of a witness complex was introduced in [10]. The motivating idea is to estimate the
topology underlying a point cloud by using a smaller number of simplices than are in an α-complex.
In the techniques described in Sections 2.2.3.1 and 2.2.3.2, each point in the dataset becomes a
vertex in the simplicial complex. By contrast, a witness complex can be used to save computational
resources because it has far fewer vertices. There are several variations of a witness complex. In
this section we will describe the one that is relevant to this thesis.
Given a dataset Γ = {x0, . . . , xN−1}, the witness complex is constructed by first selecting a
set of landmarks that will serve as the vertices of the simplicial complex. There are a number of
different ways to choose a subset of landmarks—they could be a subset of Γ, or they could be a
completely different set of points. The idea is that the landmarks are approximately ‘evenly spaced’
among the data points. One effective method is just to choose a random sample from Γ. We will
discuss other methods for choosing landmarks in Chapters 3 and 4.
Suppose we have a choice of landmarks L = {l0, . . . , lM−1}. For each landmark/datapoint
pair we define a witness relationship as follows:
Definition 2.2.18. Let x ∈ Γ, l ∈ L. Then x is a witness of l with respect to the parameter ,
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denoted x ∈W(l), if and only if
d(x, l) ≤ d(x, L) + .
We can then construct an associated simplicial complex.
Definition 2.2.19. Let Γ be a dataset and let L = {l0, . . . , lM−1} be a set of landmarks. The
witness complex KW, is the simplicial complex with vertex set L and the simplex 〈li0 , . . . , lip〉 ∈
KW, if and only if
⋂p
k=1W (lik) 6= ∅.
The result of Definition 2.2.19 is a simplicial complex in which p + 1 vertices span a p-simplex
whenever they share a common witness.
2.3 Conley Index Theory
In this section, we give a very brief introduction to Conley index theory, which has its origins
in [12]. One of the main contributions of this thesis is to provide a new method for estimating a map
induced in homology from a discrete set of data. The Conley index was our primary motivation
for developing this tool. Specifically, the index allows one to obtain rigorous results about the
structure of invariant sets of a dynamical system by using information contained in the homology
(and the associated map induced in homology). Furthermore, the Conley index is an ideal tool for
experimental dynamical analysis because it is invariant under small perturbations of the dynamics
(including measurement error). The contribution of this thesis that is described in Chapter 4 is
especially motivated by [41, 42], where the Conley index is used to obtain rigorous results about
a dynamical system from a set of experimental time-series data, and [40], where the Conley index
was used to carry out a computer-based proof of chaos in the Lorenz equations.
A huge portion of the research actively occurring in the field of dynamical systems is focused
on providing information about invariant sets of the dynamical system. The Conley index is a tool
for studying a specific class of invariant sets.
Definition 2.3.1. Let f : X → X be a diffeomorphism. Then S ⊂ X is an invariant set for f if
f(S) = S.
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The following definitions describe the class of invariant sets that can be analyzed using the
Conley index.
Definition 2.3.2. Let f : X → X be a diffeomorphism and let N ⊂ X. Then the invariant part
of N is defined as
inv(N) := {x ∈ N : fn(x) ∈ N for all n ∈ Z}
Definition 2.3.3. Let f : X → X be a diffeomorphism and let N ⊂ X be a compact set. Then N
is isolating neighborhood for f if inv(N) ⊂ int(N).
Definition 2.3.4. Let N be an isolating neighborhood for f and let S = inv(N). Then S is an
isolated invariant set for f .
The Conley index is a tool for studying isolated invariant sets, as described in Definition
2.3.4. One of the fundamental advantages of the Conley index is implicit in the definition of
isolated invariant sets. Specifically, if N is an isolating neighborhood for f , then there is  > 0 such
that N is also an isolating neighborhood for f˜ , whenever ||f − f˜ ||∞ < . The Conley index relies
on the construction of the following set.
Definition 2.3.5. A pair of sets (N,E) with E ⊂ N ⊂ X is called an index pair for f if it satisfies
the following three properties
(1) cl(N\E) is an isolating neighborhood.
(2) f(E) ∩N ⊆ E.
(3) cl(f(N)\N) ∩N ⊂ E.
Each of the above properties has a meaningful interpretation. An index pair should be
thought of (roughly) as an isolating neighborhood and its exit set. The first property ensures
isolation. The second property tells us that the exit set E is positively invariant. That is, once
a trajectory enters E, it will not return to the set cl(N\E) before leaving the index pair entirely.
Lastly, the third property captures the rough notion that E is an exit set. This is easiest to see
with an example.
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Example 2.3.6. Consider the dynamical system defined by the function f : R2 → R2 such that
f(x, y) = (2x, y/2). Let N = [−1, 1]× [−1, 1], E = {−1, 1} × [−1, 1]. Then (N,E) is an index pair
for f . To see this, we look at each of the three properties.
(1) We can see that inv(N) is the fixed point (0, 0) ⊂ int(cl(N\E)).
(2) f(E) = {−2, 2} × [−1/2, 1/2] so f(E) ∩N = ∅.
(3) In this case, cl(f(N)\N) ∩N = {−1, 1} × [−1/2, 1/2] ⊂ E
The three properties are illustrated in Figure 2.3.






Figure 2.3: The index pair from Example 2.3.6. The blue square is N and the red square is the
image of N under f . One can see that all the requirements for an index pair are met.
Given an index pair for the dynamical system f , we make the following definition.
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Definition 2.3.7. Let f : X → X and let (N,E) be an index pair for f . Then the map fN :
N/E → N/E can be defined on the quotient space N/E.
fN (x) :=
 f(x); x, f(x) ∈ N\E[E]; otherwise
A key result states that if (N,E) is an index pair for f , then the index map of Definition 2.3.7
is continuous—in fact, the key feature of an index pair is that it leads to a continuous index map
[43]. The Conley index is computed directly from the index map, with respect to a specific index
pair. Before we can give a final definition of the Conley index, we need the following equivalence
relation.
Definition 2.3.8. Two group homomorphisms ϕ and ψ are called shift equivalent if there exist







and s ◦ r = ψm, r ◦ s = ϕm.
Definition 2.3.9. The Conley index, denoted Con(f, S), of the map f with respect to the
invariant set S, which is isolated by P , is the shift equivalence class of fN∗, the map induced in
homology by the index map fN , where (N,E) is an index pair with the property that N\E isolates
S.
The usefulness of the Conley index will be described in the following theorems. The proofs
of these theorems are beyond the scope of thesis—for the proofs, we refer the reader to [29].
Theorem 2.3.10. The Conley index is well defined.
Theorem 2.3.10 is necessary because different index pairs exist for the same isolated invariant
set S. The proof of this theorem demonstrates that any two index pairs for the same isolated
invariant set yield the same Conley index (up to shift equivalence).
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Theorem 2.3.11. If Con(f, S) 6= [0] then S 6= ∅.
Our goal in Chapter 4 of this thesis is to find an index pair for f and calculate the sequence of
maps fN∗. We know from Section 2.2.2.1 that H∗(N,E) consists of a sequence of finitely generated
abelian groups. It follows that the maps fN∗ can be described by their action on basis elements,
and hence represented as a matrix. Keeping this in mind, we will use the following theorem to
verify the existence of isolated invariant sets.




N∗k) 6= 0, then inv(N\E)
contains a periodic orbit of period n, though this is not necessarily the minimal period.
The goal of Chapter 4 is to calculate the map induced in homology by the index map fN .
Chapter 3
Topology-Based Signal Separation
In this chapter, we introduce a novel framework for modeling certain types of experimental
data. Any approach to time series analysis begins with the question: is the data stochastic or
deterministic?[54, 56] The answer is often “both”: the data could be generated by a deterministic
system with a noisy component, perhaps due to measurement or computer round-off error. However,
there is also an alternative possibility: the data could be generated by a sequence of deterministic
dynamical regimes selected by a switching process that itself could be deterministic or stochastic,
i.e., by an Iterated Function System (IFS) (for a review of IFS dynamics, see Diaconis and
Freedman.[15]). If this is the case, then a useful goal for data analysis is to identify the number
of regimes, the times at which switching occurs, and the forms of the deterministic components
themselves. Under the assumption that each deterministic system is continuous, we use topology to
detect and separate the components of the IFS present in the data. The simple idea is that nearby
state-space points may become immediately widely separated if they are acted upon by different
maps of the IFS. Such a model has some relation to the determination of states in a hidden Markov
model; however, hidden Markov models are typically discrete and stochastic—not continuous and
deterministic. The use of IFS models for physical systems is not new; for example, Broomhead et
al.[9] used such a model for digital communication channels. In this chapter, we provide new tools
to extract IFS models from experimental data and to determine the switching sequence between
regimes in the IFS. A primary challenge in this problem is that overlap between the images of
distinct regime functions could cause their trajectories to locally coincide. The methods we have
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developed successfully overcome this obstacle—in most cases.
The problem studied in this chapter is distinct from the general inverse fractal problem
that is used to construct an IFS whose attractor corresponds to a given image. This technique
has been used extensively for image compression[4, 5, 19, 24, 37]. By contrast, we begin with a
time-ordered sequence representing some dynamical measurements. Our goal is to discover the
number and sequence of maps that could have generated the time series. This problem was also
studied by Mantica and Giraud [36], who used tools from nonlinear forecasting to provide local or
global approximations of the component maps, thereby implicitly determining their sequence—at
least for domains where the ranges of the maps are noticeably distinct. They also showed that it
can be possible, under the assumption of a global form for the component maps, to order a set of
points that were generated by an IFS even when the time-ordering is not initially known.
Our contribution is a systematic method to find the number of components in the data—under
the assumption that it is due to an IFS—and then to determine the associated regime sequence.
Unlike the techniques of Mantica and Giraud, the algorithm does not require models for the maps.
Indeed, our ultimate goal is to generate a set of model-free, combinatorial, multivalued maps to
give an outer approximation of the dynamics. Such approximations have been used to give rig-
orous lower bounds on dynamical complexity—even if the maps are highly nonlinear and not easily
parametrizable [41]. A description of the approximation methodology, including our contribution
to it, is given in Chapter 4. In this chapter, our aim is to identify the correspondence between
points in a time series and regimes in the IFS.
3.1 Detection and Separation
Given a time series that corresponds to measurements of a dynamical system, our goal is to
detect whether the series is generated by an iterated function system (IFS) and to distinguish its
components. Formally, an IFS is a discrete-time dynamical system represented by a finite set of
maps {f0, . . . , fn, . . . , fN−1} on a state space X. A trajectory of the IFS is a sequence of state-
space points, {x0, . . . , xt, xt+1, . . .}, together with a regime sequence {n0, . . . , nt, nt+1, . . .} with
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nt ∈ {0, 1, . . . , N − 1}, such that
xt+1 = fnt(xt) , ∀t ∈ N.
Without loss of generality, we may assume that each map occurs at least once in the regime
sequence, since otherwise the missing maps could be eliminated.
In the standard study of IFS dynamics, the regime sequence is a realization of some random
process[3, 18]; we, however, only assume that we have access to a single trajectory generated by
a particular realization. Consequently, the selection rule for the regime sequence is immaterial;
indeed, the selection rule could just as well be a discrete, deterministic dynamical system. The
standard theory, in addition, requires that each fn be a contraction mapping, in which case the IFS
is hyperbolic and has a unique attractor A that is invariant in the sense that A =
⋃N−1
n=0 fn(A).
We do not need this assumption, and only assume that the trajectory lies in some bounded region
of X.
We will assume that the time series corresponds to T measurements on a particular state-
space sequence,
Γ = {x0, x1, . . . , xT−1}; (3.1)
but that the regime sequence is unmeasurable or hidden. For example, one may be able to measure
the position of a forced pendulum at a sequence of times, but the pendulum may have a sealed
brake mechanism that sets a friction coefficient and that is controlled externally to the experiment.
Measurement of Γ also implicitly includes that of its associated shift map
σ(xt) = xt+1. (3.2)
It is often the case that experimental time series correspond to limited measurements, perhaps
of one variable in a multi-dimensional dynamical system. In this case, the first step is to use delay-
coordinate embedding to recconstruct, as much as is possible, a topologically faithful image of the
orbit [?, 55]. For simplicity, we assume that this has already been done, and that Equation 3.1 is
this embedded time series.
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The fundamental goal in this chapter is detection and separation: to detect if Γ is a
trajectory of an IFS with N components (while simultaneously determining N), and to separate
the regimes by recovering the sequence {nt}. This problem is relatively straightforward when Γ is
a subset of some non-overlapping region of the IFS, i.e., a region R such that fi(R)
⋂
fj(R) = ∅
for all i 6= j. In this paper, we address the more-general situation where Γ may contain points in
overlapping regions of the IFS.
3.1.1 Detection
Our algorithm consists of two phases. In the first phase, we seek to detect whether or not
the given data is generated by an IFS, and if so, to determine the number of regimes. In the second
phase, we seek to identify the points that belong to each regime. A fundamental requirement for our
detection (and separation) method is that the maps fn are continuous—a reasonable assumption
for many physical systems. In particular, the image of a connected set under each fn must be
connected. Since for finite data sets, the notion of connectivity makes no sense, we will instead use
-connectivity under the assumption that X is a metric space with distance d(x, y).
Definition 3.1.1 (-connected[49]). A set Ω ⊂ X is -connected if there exists an -chain con-
necting the points in Ω, i.e., for each pair of points x, y ∈ Ω there exists a sequence {z0, . . . , zk} ⊂ Ω
such that x = z0, y = zk, and d(zj , zj+1) <  for 0 ≤ j ≤ k − 1.
To effectively detect the components of the IFS, the embedded trajectory must be “dense
enough” so that one can find “sufficiently many” points in a “small enough” neighborhood of each
point. These phrases are made concrete in Definition 3.1.2. Such characteristics were also implicitly
needed by the previous work of Mantica and Giraud[37]. More specifically, let the δ-neighborhood,
Ωδ(y) := Bδ(y) ∩ Γ, be the set of embedded time-series points contained in the δ-ball centered at
y ∈ X. For any given neighborhood, three conditions will be sufficient (but as we will see, not
necessary) for successful detection:
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Definition 3.1.2 (Representative Neighbhorhood). A δ-neighborhood Ωδ(y) ⊂ Γ represents the
IFS for a given  > 0 if the following conditions hold.
(a) Ωδ(y) is acted on by each map in the IFS. Specifically, there is xj ∈ Ωδ(y) such that
xj+1 = fn(xj) for each n ∈ {0, 1, . . . , N − 1}.
(b) The component maps -disconnect Ωδ(y). That is, for each m 6= n, and each x, y ∈ Ωδ(y),
d(fn(x), fm(y)) > .
(c) Any single map does not -disconnect Ωδ(y). Given xi1 , xi2 ∈ Ωδ(y), there exists an -chain
in Ωδ(y) connecting fn(xi1) and fn(xi2), for each n ∈ {0, 1, . . . , N − 1}.
The idea of our algorithm is as follows. For each  > 0 that is not too small, there must be
a δ > 0 such that, whenever δ′ ≤ δ, the image of Ωδ′(y) under a single map will be -connected.
Indeed, this follows directly from continuity. For a given , the largest such δ will be determined
by the maximal distortion of the map. For the algorithm to work, Γ must be dense enough so that
for this δ, the typical Ωδ(y) is non-empty—in fact, the more points in Ωδ(y), the better.
When  is chosen to reflect this maximal, one-step, single-map distortion associated with
Ωδ(y), and Ωδ(y) represents the IFS for this , then each -component of the image σ(Ωδ(y))
reflects the action of a different fn. This idea is expressed visually in Figure 3.1.
To obtain reasonable results, δ and  must be selected carefully so that the typical Ωδ(y)
satisfies Definition 3.1.2. By Definition 3.1.2(a), the number of regimes, N , is not more than the
largest number of -components of σ(Ωδ(y)). In practice, not every Ωδ(y) will satisfy Definition
3.1.2; however, it is reasonable to assume there exists a δ,  pair such that most nearest neighbor-
hoods will represent the IFS.
In order to illustrate this point, it is useful to examine the conditions under which detection
fails. Suppose, for example that the IFS has three maps f0, f1, f2 and there are disjoint, -separated












Figure 3.1: Sketch of the action of the shift map σ on a neighborhood Ωδ(y) results in two -
connected components that can be identified as f0(Ωδ(y)) and f1(Ωδ(y)).
with the property that each regime never follows itself, then each of the An will be mapped, at
most, into two -components. Thus, this system seems not to satisfy Definition 3.1.2(a) for any
trajectory Γ ⊂ A0 ∪ A1 ∪ A2,. However, in one interpretation of the data, there are really only
two components for each of the disjoint sets, and a piecewise-defined, two-component model is just
as valid. Note that this problem will not occur if the transition probabilities for each possible
transition are nonzero, nor will it occur if the image sets Ai are not disjoint. In either case, when
the trajectory is sufficiently long, most neighborhoods will satisfy Definition 3.1.2(a).
The second requirement of Definition 3.1.2—that the components typically disconnect the
neighborhoods—is generically not a strong restriction. The graph of a map fi : Rn → Rn is
a codimension-n hypersurface in R2n, and two maps generically agree only at isolated points in
their domains. Indeed, two maps agree when their graphs intersect, and the set of such points is
generically codimension 2n. Moreover, it is not hard to show that if trajectories of the IFS are
confined to a compact region, then given a β > 0, there exist , δ > 0 such that fi(Ωδ(y))∪fj(Ωδ(y))
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will be -disconnected, provided y is at least β from the isolated points of agreement of fi and fj .
Consequently the regions of failure of the separation can be limited to a finite set of β-balls about
the points of agreement. Of course it is always possible to construct component maps for which
separation fails. For example, if ‖f1 − f0‖∞ ≤ , it will be impossible to -disconnect the regimes
using a single iteration.
Following the above discussion, we define the detection algorithm as follows:
(1) Generate a histogram of the distances between each point in Γ and its nearest neighbor.
This histogram can be used to judge appropriate values of δ so that each Ωδ(y) will contain
several (if not many) points from Γ.
(2) Generate a histogram of the distances between the images of the points from step one.
Pairs of points that are acted on by the same map will still be ‘close’ and pairs that are
acted on by different maps will be ‘far’. A choice of  in the gap between ‘close’ and ‘far’
is most likely to result in neighborhoods that satisfy Definition 3.1.2.
(3) Using δ and  from steps one and two, count the number of -connected components in
the images of various neighborhoods Ωδ(y). If the majority of these images consist of N
-connected components, then N is an appropriate choice for the number of regimes in the
IFS.
3.1.2 Separation
Having determined N , the separation phase of our algorithm then identifies each point in
Γ as being in the image of one of the maps {f0, . . . , fN−1}. In Section 3.1.1, we showed how to
find a δ and  that are likely to provide many neighborhoods Ωδ(y) that satisfy Definition 3.1.2.
However, due to the nonuniformity of the data, there may be some neighborhoods that do not
represent (in the sense of Definition 3.1.2) the IFS for the determined values of δ and , but whose
images nevertheless “should” have N connected components. The problem is illustrated in Figure
3.2. To an observer, the image points seem to consist of two connected components, but there is
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also a range of  for which σ(Ωδ(y)) has three -connected components.
In order to solve this problem, an algorithm must mimic the observation process; namely,
exploit the fact that there is a wide range of  that yields two -connected components. For this
task, we utilize the theory of persistence [14, 48], which has been used successfully in the field of
computational topology. We define the separation phase of our algorithm as follows.
(1) Pick δ according to Section 3.1.1 and Y ⊂ X such that Ω := {Ωδ(y) : y ∈ Y } covers Γ.
(2) For each Ωδ(y), calculate the median edge length in the minimal spanning tree (MST) of
σ(Ωδ(y)). Let e¯ be the average of the median edge lengths over Ω. Then e¯ represents the
‘typical’ distance between points in the same connected component of an image σ(Ωδ(y))
(provided the number of points in Ωδ(y) is much larger than N).
(3) For each Ωδ(y), let e1 ≥ e2 ≥ · · · ≥ eN be the ordered lengths of the longest edges in
the MST of σ(Ωδ(y)). Then for eN <  < eN−1, σ(Ωδ(y)) will contain N -connected
components. If the interval (eN , eN−1) is large relative to e¯—that is, if (eN−1 − eN ) > pe¯
for some p 1—then the corresponding N persistent components of σ(Ωδ(y)) are identified
to be the images of N different maps. Vary the parameter p until one obtains reasonable
results—i.e., when the separation ultimately results in the maximal identification of time-
series points into N bins.
(4) Identify overlapping image components as being from a common regime in order to ag-
glomerate all of the points that are images of each fi.
In some cases, the above procedure will have to be repeated with several values of δ. The
reason for this is that for different values of δ, some of the points in the trajectory will not be
identifiable. This can occur in different situations. For example, if ||fi(y) − fj(y)|| < 2δ, then
σ(Ωδ(y)) cannot have separate persistent components corresponding to fi and fj . In this case, a
smaller δ would be needed to separate fi from fj in the region surrounding y. On the other hand, if
δ is too small, then a neighborhood Ωδ(y) in a sparsely visited region X may only contain a handful
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of time-series points, which reduces the likelihood that Ωδ(y) satisfies Definition 3.1.2. Therefore,
our strategy is to identify points that belong to a common regime, using various values of δ, and






e2 < ϵ < e1
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e1
Figure 3.2: The black points are the images of the blue points (using the He´non IFS discussed
in Section 3.2.1), which lie in a neighborhood Ωδ(y). An observer clearly sees two connected
components, and these are correctly identified for any  in the range between the two longest edges,
(e2, e1), in the MST of the image.
3.2 Examples
3.2.1 Henon-like IFS
Consider the IFS generated by the two quadratic, planar diffeomorphisms
f0 (x, y) =
(
y + 1− 1.4x2, 0.3x) ,
f1 (x, y) =
(
y + 1− 1.2(x− 0.2)2, −0.2x) . (3.3)
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The map f0 is He´non’s quadratic map with the canonical choice of parameter values [27]; the
map f1 is conjugate, via an affine change of coordinates, to He´non’s map with parameters (a, b) =
(0.912,−0.2). We generate a single trajectory of this IFS by first using a Bernoulli process with
equal probability to obtain a sequence nt ∈ {0, 1}. The trajectory—shown in Figure 3.3—has the
appearance of two overlapping He´non-like attractors. Note however, that since most points on Γ
are not iterated more than a couple of consecutive steps with the same map, Γ is not just the union
of the attractors of f0 and f1
1 .








Figure 3.3: A trajectory of the IFS generated by Equation 3.3 with T = 30, 000 points. Here
nt ∈ {0, 1} are chosen with equal probability.
We begin by determining appropriate values of δ and  to separate the regimes present in
this IFS. First, we compute the distance between each point in Γ and its nearest neighbor; the
resulting histogram is shown in Figure 3.4(a). Note that all but two points in Γ have a nearest
1 The attractor for f1 is simply a fixed point at (0.63986,−0.12797).
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neighbor within 0.02, and the vast majority within 0.002. Panel (b) of Figure 3.4 indicates how these
distances grow with iteration: it shows the distance between the iterates of each of these nearest
neighbors. In the histogram, there are two distinct distributions separated by a gap: [0.02, 0.032].
This suggests that the dynamics underlying Γ is discontinuous, and that a choice of δ = 0.02 and
 = 0.03 may be appropriate.
To detect the number of regimes, we randomly selected 100 time-series points as y values and
counted the number of -connected components in σ(Ωδ(y)) using  = 0.03, δ = 0.02. Out of these
100 neighborhoods, 96 split into two -components and one split into three components. The three
other neighborhoods remained -connected. This confirms that the underlying dynamics has two
regimes—that is, N = 2.
The goal of the separation phase of the algorithm is to identify which points of Γ are images
of which map. To do this, we select overlapping neighborhoods that cover Γ so that we can connect
the subsets for each regime. For a given δ, the set Y is chosen from the points on a hexagonal
grid with grid spacing δ/3, to insure large intersections between δ-balls. From this grid, the points
y ∈ Y are those such that Ωδ(y) is nonempty. This procedure was carried out twice, for δ = 0.01
and δ = 0.03, resulting in 12484 and 3427 δ-neighborhoods, respectively.
The separation into regimes is accomplished as follows: whenever two “overlapping” δ-
neighborhoods have persistent connected image components that intersect, we identify them as
being generated by the same fn; see the sketch in Figure 3.5. More specifically, suppose that
Ω(k)(y) is the set of points in Ωδ(y) that generate the k
th persistent component of σ(Ωδ(y)). These
are agglomerated into regimes as follows: whenever Ω(k1)(y1) ∩ Ω(k2)(y2) 6= ∅, then their images
σ(Ω(k1)(y1)) and σ(Ω
(k2)(y2)) will share a point as well. In this case, these images are identified as
corresponding to same regime, say fn; that is, fn(Ω
(ki)(yi)) = σ(Ω
(ki)(yi)), for i = 1, 2.
The Ω(k)(y) can be thought of as nodes on an abstract graph. Whenever two of these neigh-
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Figure 3.4: (a) Distance between each point on Γ of Figure 3.3 and its nearest neighbor. (b)















Figure 3.5: Separation of the time series Γ into regimes. Here Ω(y1) and Ω(y2) represent two
overlapping δ-neighborhoods, having x17 in common. Each has two -connected images under the
shift σ. The pair that share σ(x17) = x18 are identified to be in the same regime, say n = 0. The 8
points in this -connected image set (and their preimages) are blue to indicate the common regime.
borhoods share a point, an edge linking these nodes is added to the graph. Using this construction,
the connected components of the resulting graph are identified as images of a fixed regime. Of
course, we do not know which of the fns is associated with which graph component unless we have
prior knowledge of some values of the functions.
As mentioned above, for the trajectory of Figure 3.3 we ran the algorithm for δ = 0.01
and δ = 0.03 with a fixed persistence threshold of p = 3. The smaller value of δ can resolve the
difference between f0 and f1, even in regions where the difference is small, and the larger value
results in neighborhoods containing a large number of points, which optimizes the agglomeration of
the Ω(k)(y) by maximizing the number of points in the intersections between neighborhoods. Each
run of the algorithm results in sets of points that are from a common regime; if any of these sets
(from different δ) share points, then the neighborhoods are agglomerated. The result is two large,
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connected graph components, one containing 14, 907 points and the other 15, 045 points. These
components are shown in the panels (a) and (b) of Figure 3.6, respectively. Comparing these results
with the known values of nt shows that every point in the first graph component has nt = 0 and
every point in the second has nt = 1; that is, the separation had no false positives. There are an
additional 48 points of Γ that are not in these two graph components. These unidentified points
represent sparsely visited regions of the trajectory.
It is no coincidence that the points identified to be images of f0 in Figure 3.6(a) appear to
lie close to the attractor of the standard He´non map, which is shown in red in the figure. Note,
however, that even though the attractor for f1 is a fixed point—the cross in the figure—the strong
perturbation due to the f0 iterations causes the points in Figure 3.6(b) to range far from this point.
Noise
The algorithm we have described above is potentially very sensitive to noise. For example,
even one false identification between two neighborhoods Ω(k)(y) can result in the entire trajectory
being labeled as belonging to one regime. However, if the noise level is below a certain thresh-
old, our algorithm, as described above, can separate the IFS. In the system (3.3) we note that
minx∈R2 ||f0(x)− f1(x)|| = 0.0343. In principle, if the noise is bounded by µ and 2(µ+ δ) < 0.0343,
then it should be possible to separate the IFS without finding any false intersections between the
Ω(k)(y). In order to test this hypothesis, we added compactly supported Gaussian noise to Γ,
bounded by µ = 0.005 and repeated the above procedure exactly. In this case, the algorithm found
14,899 and 15,042 points belonging to f0 and f1, respectively. That is, separation was as effective
as it was for the IFS without noise.
When noise levels are large, detection and separation of an IFS will be more difficult. This
is a topic for future research, but we note strategies that are likely to be useful in this context.
For example, one could use a large variety of values of δ, particularly small values that allow
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Figure 3.6: The iterated function system (3.3) has been separated into regimes. Panel (a) and
panel (b) show the points identified as iterates of f0 and f1, respectively. These points can be
approximately interpreted as a sampling of f0(Γ) (f1(Γ)) Also shown, in red, are points on the
attractor of the He´non map f0, and a cross at the position of the fixed point of f1.
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2(µ + δ) to stay below the minimum difference in the IFS functions. Even if µ is larger than
the minimum difference, the IFS attractor could likely be separated on the region of the domain
where minx∈R2 ||f0(x) − f1(x)|| > 2(µ + δ). Furthermore, one could use a larger threshold for the
agglomeration of the neighborhoods Ω(k)(y)—i.e., only identify the regimes for two images if they
share T ≥ 1 points in common—potentially mitigating the impact of the rarer points (those that
were perturbed by larger noise values).
3.2.2 Overlapping Functions
In this section, we will explore a variant of the He´non IFS. In particular, we note that the
He´non IFS had minx∈R2 ||f0(x)− f1(x)|| = 0.0343, which meant that nearly every δ-neighborhood
Ωδ(y) was representative of the IFS in the sense of Definition 3.1.2. We now consider the IFS
generated by the following two functions.
f0 (x, y) =
(
y + 1− 1.4x2, 0.3x) ,
f1 (x, y) =
(
y + 1− 1.2x2, −0.2x) . (3.4)
That is, f1 is now the He´non map with parameters (a, b) = (1.2,−.2) and no shift. A trajectory
of this IFS is shown in Figure 3.7. In particular, we note that f0(0, y) = f1(0, y). This means that
neighborhoods around the line x = 0 will fail to represent the IFS. Furthermore, from the definition
of these maps (Equation 3.4), the images of points around the line x = 0 will be around the line
y = 0. Since our algorithm identifies each point in the time series as an iterate of either f0 or
f1, we conjecture that the algorithm will have difficulty identifying which map is associated with
points around the line y = 0.
In order to carry out the separation, we used the same parameters as in Section 3.2.1. The
result was that, as expected, we were unable to resolve the difference between the maps in that
region of state space. Our algorithm returned four large connected components corresponding to
four possible maps in the IFS. The component sizes were 11275, 1469, 11457, and 1461. From
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Figure 3.7: A trajectory of the IFS with component functions from system (3.4).
39
a visual inspection (since we know what each attractor looks like individually), we were able to
determine that the first two components were iterates of the map f1 and the second two components
were iterates of the map f0.
The reason our algorithm identified four separate components, when there are really only
two, should be clear from the plots in Figure 3.8. Since we are unable to separate neighborhoods
that are mapped to the line y = 0, we cannot find any common points between neighborhoods that
are mapped above this line with neighborhoods that are mapped below it. Therefore, points in
these two regions of state space (positive and negative y) appear to be from different maps.
We suspect that the problem illustrated by this example can be easily avoided, although this
is reserved for future work. There are two main hurdles involved.
(1) The detection phase of the algorithm suggests the existence of an IFS with two functions,
but the separation phase of the algorithm results in points that are iterates of four possible
functions. How does one know how to ‘combine’ the output?
(2) A large number of points (4338) were not identified as belonging to any regime. What can
be done with these points?
The solution to the first problem will likely be related to a parameterization of the functions. For
example, assuming all of the points in each component are really iterates of the same function, one
could use a nonlinear regression technique to estimate all four functions. If the same regression
technique is used for each components (e.g. least squares fit to a general quadratic, etc.) then
output parameters could be compared to see which components closely match each other.
The second problem likely has no complete solution since the maps really do agree precisely on
a certain number of points. However, we note that for many applications, one is mostly concerned
with the nature of f0 and f1, rather than the particular order in which they are applied. For
example, if we are attempting to build multivalued maps to approximate f0 and f1 (see Chapter
4), then what we are really interested in is how each map acts on the preimages of those points
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Figure 3.8: The iterated function system (3.4) is separated into regimes. Each plot shows all of the
points that were identified by the algorithm and that we know to be from the same regime of the
IFS. However, the blue and red (independently for each figure) were identified as separate regimes.
Clearly our algorithm is unable to agglomerate points around the line y = 0.
41
that were not identified. Since the answer is the same in either case, we can use the information
contained in these points for the construction of both multivalued maps.
Chapter 4
Topology-Based Dynamical Analysis
In this chapter, we describe phase two of our topology-based time-series analysis methodology.
In phase one (Chapter 3), we successfully identified the different continuous regimes from an iterated
function system. Our goal in phase two is to obtain information about a dynamical system f :
X → X from a discrete data set, where the data may be experimentally obtained or numerically
simulated. In the case of numerically simulated data, we will prove that, under a verifiable set of
assumptions, our techniques can be used to obtain rigorous results about the underlying dynamical
system. In fact, we can obtain rigorous results from experimental data under a similar assumption,
which is reasonable but not verifiable. We will discuss these assumptions in Section 4.1.
Specifically, we seek to find isolating neighborhoods for f and to compute their respective
Conley indices (see Section 2.3), thereby verifying the location of nonempty isolated invariant sets.
A major contribution of this thesis is to present a new type of multivalued map, called a witness
map, that is used to approximate a dynamical system from a discrete data set. A key feature of
our map, is that it is finitely representable. That is, the map can be stored precisely in a computer,
which means one can use it to perform exact computations.
We will actually discuss three different multivalued maps in this chapter. One is a purely
theoretical construction and the other two represent intermediate steps towards computable con-
structions that carry the same information as the first map.
(1) The first map is called a cellular multivalued map (CMM)—which is based on an α-cell
covering (see Section 2.2.3.2) of a metric space X ⊂ Rn. The construction of the CMM is
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purely theoretical. That is, we do not have the ability or the desire to compute it exactly
on a computer. The reason for thinking about this map is that we have readily available
theorems that allow us to calculate the Conley index of f from the information contained
in the cellular multivalued map. Specifically, we are able to calculate the homology of the
CMM and say with certainty that it coincides with the homology of f—Hence the CMM
can be used to calculate the Conley index of f .
(2) The second map is a simplicial multivalued map (SMM), which is also a purely theoretical
construction. The SMM is derived from the CMM by considering the simplicial complex
K that is the nerve of the α-cells used to define the CMM (K is an α-complex). We will
show that the SMM contains the same information about homology as the CMM and, in
turn, f .
(3) Finally, we construct a witness map that is computed directly from an experimental data
set. The witness map is readily described via computation and we give appropriate condi-
tions where the homology of the witness map coincides with the homology of the cellular
and simplicial multivalued maps.
A note about homology We should mention that our use of the term ‘homology’ is rather loose.
In general, homology means the singular homology of the topological spaces involved. However,
when talking about the specific spaces in this chapter, we often refer to different homology theo-
ries. For example, we will compute the simplicial homology of the witness map and—eventually—
compare it to the singular homology of the cellular multivalued map. This process is justified
because simplicial homology coincides with singular homology on the appropriate classes of topo-
logical spaces.
In the next section, we explain the concept of a multivalued map.
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4.1 Multivalued Maps
We define a multivalued map as follows.
Definition 4.1.1. A multivalued map, denoted F : X ⇒ Y , is a map from a topological space
X, to the power set of the topological space Y . That is, for each x ∈ X, F (x) is a subset of Y .
A multivalued map can be used to approximate a continuous map f : X → Y . Furthermore,
under certain conditions, one can define the homology of the multivalued map F , and this will be
related to the homology of the continuous map f . Roughly, the action of F must enclose the action
of f and not introduce any extra homological structure. These requirements are spelled out in the
following definitions, taken from [28].
Definition 4.1.2. Let f : X → Y be a continuous map. Then F : X ⇒ Y is an outer approxi-
mation of f if f(x) ∈ F (x) for each x ∈ X. In this case, f is said to be a continuous selector
for F .
Definition 4.1.3. A multivalued map F : X ⇒ X is called semi-continuous if the preimage of
each open set is open, where the preimage of a set A is given by
F−1(A) = {x ∈ X : F (x) ∩A 6= ∅}.
Definition 4.1.4. A multivalued map F : X ⇒ Y is called acyclic if the image of each point in
X is acyclic. That is,
H∗n(F (x)) =
 Z2 ; n = 00 ; n > 0
The key point here is that if a multivalued map F is semi-continuous and acyclic, then any
two continuous selectors for F induce the same homomorphism in homology—a consequence of the
acyclic carrier theorem [44]. Therefore, one can define the homology of a semi-continuous, acyclic
multivalued map F to be the homology of any continuous selector for F .
So far, we have not mentioned any property of F that will lead to the map being finitely
representable. In order to do so, we introduce the notion of a grid by giving the definition of [30, 43],
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Definition 4.1.5. A family of nonempty compact sets A is called a grid on a topological space X




(2) A = cl(int(A)) for all A ∈ A
(3) A ∩ int(B) = ∅ for A,B ∈ A, A 6= B
(4) If K ⊂ X is compact, then {A ∈ A : A ∩K 6= ∅} is finite.
The cellular multivalued map that we will generate is based on a specific type of grid, namely,
a grid of α-cells. The choice of α-cells as the individual grid elements is because α-cells also play a
major role field of the computational topology. In [28], a multivalued map is generated based on a
cubical grid, i.e., where each grid cell is a cube in Rn. Our cellular multivalued map parallels this
concept closely and many of the theorems that appear in the next section are adapted from [28].
4.2 Cellular Multivalued Maps
In this section we will describe a cellular multivalued map, FC , in detail. In general, we do
not hope to approximate f on all of X. Instead, we assume that there is an attractor Y ⊂ X, and
we want to approximate f |Y . Specifically, we use the following definition, which is a more-relaxed
notion of an attractor than is typically found in the dynamical systems literature (e.g. [39]).
Definition 4.2.1. A compact set Y ⊂ X is an attractor for the dynamical system f : X → X if
there exists δ > 0 such that f(Yδ) ⊆ Y , where Yδ := {x ∈ X : d(x, Y ) < δ}.
In order to build a cellular multivalued map on a metric space, we begin by selecting a set
of landmarks L = {l0, . . . , lN−1} ⊂ Y . The precise method of choosing L is described in detail in
Section 4.5; for now, it suffices to say that the landmarks should be approximately evenly spaced
on Y . For each landmark li ∈ L, we let Ai be the α-cell centered at li. That is,
Ai = Bα(li) ∩ {x ∈ Y : d(x, li) ≤ d(x, L)}.
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Before we continue, we need to have have a clear notion that distinguishes between a set of
α-cells and a set that is the union of a set of α-cells.






In particular note that |A| ⊂ Rn. The following theorem relates the concepts of α-cells, their
geometric realization, and a grid.
Theorem 4.2.3. Let A be a set of α-shapes, and let Y = |A|. Then A is a grid on Y .
Proof. We need to show all four properties from Definition 4.1.5. Property (1) follows from the
definition of Y .
For property (2), we show inclusion in both directions. To see that cl(int(A)) ⊆ A, let
x ∈ cl(int(A)). Then there is a sequence {xj} such that {xj} ⊂ int(A) and limj→∞ xj = x. Since
each xj ∈ int(A), it follows that ||xj − l|| < d(xj , L\{l}) for each j, where l is the landmark at the
nexus of the α-cell A and L is the set of landmarks that generate A. Taking the limit, it follows
that ||x− l|| ≤ d(x, L) and hence x ∈ A. To see the other inclusion, suppose x ∈ A. If x ∈ int(A),
we are done. Otherwise, we have ||x − l|| = d(x, L\{l}). Then for any δ > 0 there is yδ ∈ Bδ(x)
such that ||yδ − l|| < d(yδ, L\{l}). Each yδ ∈ int(A) so taking the limit as δ → 0 gives a sequence
of points in int(A) that converge to x. Therefore x ∈ cl(int(A)).
For property (3), note that if x ∈ int(B), then ||x− l|| < d(x, L\{l}) where l is the landmark
associated with B. It follows directly from the definition of of α-cells that x /∈ A for any A 6= B.
Lastly, property (4) is a consequence of the fact that, for a compact attractor Y , our α-
complex is based on a finite set of landmarks and hence a finite set of α-cells.
The fact that the α-cells form a grid on Y is important because it allows us to characterize
the similarity between our cellular multivalued map and the cubical multivalued map of [28]. The
only difference between these two maps is the shape of the grid cells: this thesis uses α-cells instead
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of cubes, which allows for more flexibility in regards to geometry and topology, and efficiency in
computation.
A cellular map, FC , is defined as a multivalued map on Y that is constant on the interior of
each of a set of α-cells, where α is chosen so that Y =




{Aj : whenever x ∈ Ai, f(Ai) ∩Aj 6= ∅}.
Conceptually, one thinks of this map in the following way: the interior of each α-cell is mapped
to a set of α-cells. Points on the boundary of n α-cells are mapped to the intersection of the im-
ages of each of the respective α-cells. Consequently, FC can be stored combinatorially because all
of the information in FC can be stored as a finite list of the α-cells that are in the image of each α-cell.
Isolation from FC
In order to use the Conley index to obtain information about f , we must locate isolating
neighborhoods, and associated index pairs for f . Therefore the next step in phase two of our
topology-based analysis methodology is to use FC to find an isolating neighborhood for f . Since
the construction of the CMM is completely analogous to the cubical map of [28], we borrow the
presentation as well as relevant theorems and algorithms from that work and [13]. In fact all of
the definitions, theorems, and algorithms that appear in the remainder of Section 4.2 are adapted
directly from those two sources. In most cases, the proofs of these theorems are identical to those
in [28], if one simply substitutes the concept of an α-cell for that of a cube. A thorough treatment
of these results—with respect to any grid satisfying Definition 4.1.5—can be found in [43]. The
justification for the parallelism between our work and that of [13, 28, 43] is that we go one step
further, devising a method to cheaply build a simplicial multivalued map that contains the same
information as the cellular multivalued map.
Definition 4.2.4. A combinatorial trajectory of FC through A ∈ A is a bi-infinite sequence
ΓA = (. . . , A
(−1), A(0), A(1), . . .) such that A(0) = A and A(n+1) ⊆ FC(A(n)) for all n ∈ Z.
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Definition 4.2.5. Given a cellular multivalued map FC : Y ⇒ Y , the combinatorial invariant
part of N ⊂ A is defined by
inv(N,FC) := {A ∈ A : ∃ a trajectory ΓA ⊂ N}
The following algorithm can be used to locate the combinatorial invariant part (possibly




while S′ 6= S do
S′ ← S
S ← FC(S) ∩ S ∩ F−1C (S)
end while
return S
Theorem 4.2.7 ([28]). Algorithm 4.2.6 terminates and returns inv(N,FC).
Now that we have established a combinatorial notion of invariance, we can define the associ-
ated property of isolation. We first define a combinatorial neighborhood.
Definition 4.2.8. Given a set S ⊂ A, the combinatorial neighborhood of S is defined as
o(S) := {B ∈ A : B ∩ S 6= ∅}.
More plainly, the combinatorial neighborhood of S consists of S along with all the α-cells
that touch the boundary of S. So in order for a combinatorial invariant set to be isolated, it must
be the invariant part of its own combinatorial neighborhood.
Definition 4.2.9. A set K ⊂ A is a combinatorial isolating neighborhood if
o(inv(K,FC)) ⊆ K
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We can find combinatorial isolating neighborhoods using the following algorithm. We note








Theorem 4.2.11 ([28]). Suppose Algorithm 4.2.10 is called with a combinatorial set S ⊂ A and a
cellular multivalued map FC . Then the output K is a combinatorial isolating neighborhood for FC .
Now, we want to be able to say that, under certain conditions on FC , a combinatorial isolating
neighborhood for FC is also an isolating neighborhood for f . The obvious condition to start with
is that FC must be an enclosure of f . Indeed, this is the correct place to begin, but we must also
enforce a condition on the domain Y = |A|. Specifically, Y must be an attractor in the sense
of 4.2.1. This is because we need to guarantee that α-cells that touch the boundary of Y have a
neighborhood whose invariant part, with respect to f , is contained in Y . Otherwise α-cells touching
the boundary of Y could never be guaranteed to be part of an isolating neighborhood for f .
Theorem 4.2.12 ([28]). Let FC : Y → Y be a cellular multivalued map that is an outer approxi-
mation of f , and Y an attractor for f . Then if K ⊂ A is a combinatorial isolating neighborhood
for FC , |K| is an isolating neighborhood for f .
Once an isolating neighborhood has been found for f , the next step is to construct the






E ← FC(S) ∩ C
while E 6= E′ do
E′ ← E
E ← FC(E) ∩ C ∩ E′
end while
N ← S ∪ E
return (N,E)
Theorem 4.2.14 ([28]). Suppose Algorithm 4.2.13 is called with K, a combinatorial isolating
neighborhood for FC . If FC is an outer approximation of f , then (|N |, |E|) is an index pair for f .
Having computed an index pair (|N |, |E|) for f , we are ready to compute the Conley index;
we need to compute f∗ : H∗(|N |, |E|) → H∗(|N |, |E|). As mentioned before, we do not explicitly
compute the map FC so we cannot use it to compute f∗. Instead we will compute a different map—
the witness map FW—and show that it has the same homology as FC . Before we can compute the
witness map, however, we must describe an intermediate map called FK.
4.3 The simplicial multivalued map FK
Since we intend to perform homology calculations using a computer, we prefer to work with
a simplicial complex. Therefore, we construct the simplicial complex K, which is the nerve of the
set of α-cells A—also called the α-complex, as in Section 2.2.3.2. That is, each α-cell corresponds
to a vertex in K, the intersection of two α-cells corresponds to an edge in K, etc. Specifically, note
that the highest-dimensional cells in C are the α-cells A1, . . . and that each α-cell Ai corresponds to
a vertex li in K. Furthermore, the map FK is defined so as to commute with this correspondence.
The idea is that the image under FK of each simplex in K will be a subcomplex of K. It is defined
as follows: Let σ = 〈li1 , li2 , . . . , lip〉 be the simplex in K corresponding to the intersection of the
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α-cells Ai1 , . . . , Aip . Then
FK(σ) =
{







Now, FK is a combinatorial object. That is, objects in the domain of FK are simplices and the
range of FK consists of sets of simplices. We can relate this combinatorial multivalued map to
a real multivalued map in the following way. First we define the geometric realization of a set of
simplices in much the same manner as Definition 4.2.2, so the topological space |K| is the subset
of Rn that consists of the union of all the simplices in K. Similarly, we can define |FK| : |K|⇒ |K|
to be the multivalued map on the metric space |K| that is induced by FK. Our goal is now to
show that FC and |FK| contain the same information about homology. We start with the following
lemma.
Lemma 4.3.1 (Closed Graph Condition). Let FK be as defined above. Then for any σ ∈ K, if
τ ≤ σ (i.e., τ is a face of σ), then FK(σ) ⊂ FK(τ).
Proof. This follows immediately from the definition of FK because FK(σ) is the set of all ρ ∈ K
such that the α-cells associated with the vertices of ρ are in the intersection of the images of the
α-cells that are associated with the vertices of σ. If τ ≤ σ, then the set of α-cells associated with
the vertices of τ is a subset of the α-cells associated with σ and it follows that FK(σ) ⊂ FK(τ).
The nerve theorem of [7, 59] states that the nerve of a finite collection of closed convex sets
is homotopy equivalent to the union of the collection. In our case, this means that |K| ' |A|.
Since |K| ⊂ |A|, we know that there exists a deformation retract R : |A| × [0, 1] → |K|, which can
be used to demonstrate homotopy equivalence between |A| and |K|. Then we consider the map
r : |A| → |K| defined by r(x) := R(x, 1). In this paper we assume that r preserves inclusion in the
specific α-cells (a very reasonable assumption since α-cells are convex). That is, if x ∈ Ai, then
r(x) ∈ Ai.
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and we would like to know its commutative properties. In particular, we show that (|FK| ◦ r)(x) ⊆
(r ◦ FC)(x).
Theorem 4.3.2. Let A, |K|, FC , and |FK| be defined as above and let R : |A| × [0, 1] → |K| be a
deformation retract. Let r : |A| → |K| be defined as r(x) := R(x, 1) and suppose r has the property
that r(x) ∈ Ai whenever x ∈ Ai. Then (|FK| ◦ r)(x) ⊆ (r ◦ FC)(x) for any x ∈ |A|.
Proof. Pick x ∈ |A|. We want to show that |FK| (r(x)) ⊆ r (FC(x)). Note that the property
r(Ai) ⊂ Ai implies that r(Ai) = |K| ∩ Ai since r is onto |K|. So it will suffice to show that
|FK|(r(x)) ⊆ FC(x). Furthermore, we note that it follows directly from the definition of FK that
|FK
(〈li1 , . . . , lip〉) | ⊂ FC (⋂pj=1Aij).
Suppose x ∈ ⋂pk=1Aik . Then r(x) must be a point in a geometric simplex containing the
vertices li1 , . . . , lip . Therefore, using the closed graph property,
|FK|(r(x)) ⊆ |FK







Theorem 4.3.2 is exactly what is needed to show that the homology of FK and FC coincide.
In particular, we note that (|FK|◦r) and (r◦FC) are both acyclic multivalued maps from |A| to |K|.
Since (|FK|◦r) is a submap of (r◦FC), it follows that there is a continuous map u : |A| → |K| that is
a continuous selector of both (|FK| ◦ r) and (r ◦FC). Furthermore, since R is a deformation retract,
r∗ is the identity. So, suppose v and w are continuous selectors for |FK| and FC , respectively. Then
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(v ◦ r) and (r ◦ w) are continuous selectors for (|FK| ◦ r) and (r ◦ FC). It follows that
(v ◦ r)∗ = u∗ = (r ◦ w)∗
⇒ v∗ ◦ r∗ = r∗ ◦ w∗
⇒ v∗ = w∗
Our construction of FC is still purely theoretical. We now turn to a third map, the witness
map FW that will be computed explicitly from a finite dataset.
4.4 The witness map FW
As mentioned before, FC and FK are theoretical constructions, in this thesis. Our strategy is
to show that these maps exist and contain the appropriate information about f . We then describe
the actual construction—from finite data—of a witness map FW that contains the same information
as FC and FK. Our method for computing a simplicial complex and an associated map induced
in homology is based on the concept of a witness complex that was described in Section 2.2.3.3.
The guiding philosophy is that it would be prohibitively expensive to compute α-cells or the map
FC directly. Instead, we can easily compute the witness complex relative to a set of landmarks
representing (e.g. sampled from) our finite data set, and an associated map FW that is induced by
the shift map on the data. If the data set is sampled densely enough, and if it accurately represents
the action of f , then the witness complex should coincide with the α-complex defined on the same
set of landmarks and the map FW should carry the same information as both FC and FK.
Suppose we have a time series Γ = {x0, . . . , xM−1} ⊂ X, with the property that f(xj) = xj+1
for 0 ≤ j < M − 1. We use Γ to determine FW . Note that we assume Γ is sampled from the
attractor Y ⊂ X. We begin by selecting a set of landmarks L = {l0, . . . , lN−1} on Y . Each of these
landmarks is the nexus of an α-cell (specifically, lj is the center of the α-cell Aj); our ultimate goal
is to determine the image, under FW , of the interior of each of these α-cells.
Instead of computing the actual α-cell associated with each landmark however, we utilize
the concept of a witness complex, which was introduced in Section 2.2.3. Again, our philosophy is
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that the α-complex and the witness complex represent different approaches for getting at the same
information. Therefore, we make our decisions about the action of FW on each α-cell by using
information contained in witness/landmark relationships. The process is as follows.
For each xj ∈ Γ, xj is a witness to one or more landmarks in L (with respect to a fixed
parameter ) as determined by the rule,
xj ∈W (li)⇔ d(xj , li) ≤ d(xj , L) + .
We construct the map by using this guideline: if x is a witness to l, then the image of x under f
should be a witness to something in the image of l under FW . Specifically,
FW (x) :=
⋂
{Aj ∈ A : x ∈ Ai and ∃xk ∈W (li) such that xk+1 ∈W (lj)}.
Note that there are two obvious possibilities when defining this map. Specifically, if x is on the
boundary of several α-cells, we could have defined the image of x to be the union of the images
of those α-cells, as opposed to the intersection. The reason for our choice is that the associated
simplicial multivalued map will satisfy the closed-graph property, as in Lemma 4.3.1.
It is worth belaboring the point that we have now defined a multivalued map that is constant
on the interior of each of a set of α-cells without ever explicitly computing the α-cells. The following
two theorems illustrate the conditions under which these two approaches coincide.
Theorem 4.4.1. Let A be a set of α-cells corresponding to a set of landmarks L, and let Γ be a
set of time-series data. Let KW, be the witness complex determined by L,Γ, with parameter  (see
Section 2.2.3.3) and let Kα be the α-complex determined by A (see Section 2.2.3.2). Furthermore,
suppose the following conditions are met.
(1) Γ is δ-dense on |A|. That is, for any x ∈ |A|, Bδ(x)
⋂
Γ 6= ∅.
(2) δ < /2.
(3) α = M +  ≤
√
2
2 β, where M = maxx∈Γ d(x, L), and β = mini 6=j ||li − lj ||, the minimum
distance between any two landmarks.
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(4) Kα is full. That is, for k ≥ 2, a k-simplex is in Kα whenever all of its faces are in Kα.
Then KW, = Kα.
Proof. Note that Kα and KW, have the same vertex set. Furthermore, each complex is full. This
means that Kα and KW, are each determined completely by their edges. It follows that we only
need to verify that Kα and KW, have the same edge set—that is, the same set of 1-simplices. We
first show that Kα ⊆ KW,. Suppose {l1, l2} ∈ Kα. Then, by definition, this means that there is
y ∈ Rn such that d := ||y − l1|| = ||y − l2|| ≤ α and ||y − lk|| ≥ d for k 6= 1, 2. We want to show
that there is x ∈ Γ such that x ∈ W(l1)
⋂
W(l2). By condition (a), there is at least one point
x ∈ Γ⋂Bδ(y). Since d(y, L) = d and ||x− y|| < δ, it follows that:
d(x, L) ≥ d− δ. (4.1)
Then for i = 1, 2:
||x− li|| ≤ d+ δ since x ∈ Bδ(y)
≤ d(x, L) + 2δ by (4.1)
≤ d(x, L) + , by condition (b).
Hence, x ∈ W(l1)
⋂
W(l2) and therefore, {l1, l2} ∈ KW,. Since the indices {1, 2} are arbitrary, it
must be the case that the edge set of Kα is a subset of the edge set of KW,. Next, we show that
KW, ⊆ Kα. Suppose {l1, l2} ∈ KW,. Then there is x ∈ Γ such that ||x − li|| ≤ d(x, L) +  for
i = 1, 2. We want to show that there is a point y ∈ R2 such that ||y − l1|| = ||y − l2|| = d ≤ α
and ||y − lk|| ≥ d for all k 6= 1, 2. Let y be the midpoint of l1 and l2. By the triangle inequality,
||l1 − l2|| ≤ 2d(x, L) + 2 so ||li − y|| ≤ d(x, L) +  ≤ α, by (3), for i = 1, 2. Let lk ∈ L be the
landmark that is closest to y, besides l1 and l2, and define β1 = ||lk − l1||, β2 = ||lk − l2||. Then
d′ := ||lk − y|| is minimized when β1 = β2 = β, by condition (3). This situation is illustrated in
Figure 4.1. In this case, the segment from lk to y will be the perpendicular bisector of the segment
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Figure 4.1: An illustration of the spacing between three landmarks l1, l2, and lk, as in the proof of
Theorem 4.4.1. The point y is the midpoint between the two landmarks l1 and l2. Furthermore,
the distance from lk to l1 or l2 is at least β.
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Since this condition is assured by (3), it follows that {l1, l2} ∈ Kα. Therefore Kα = KW,.
Note that Kα and KW, both represent methods of determining the topology of Y = |A|. The
fact that these complexes coincide gives us hope that FW will carry the correct information about
homology. The following theorem ensures that this is the case.
Theorem 4.4.2. Let Y = |A| be compact and let c be the Lipschitz constant of f on Y . Let Γ be
δ-dense on Y and δ < min{/(2c), /2}. Then FW is an outer approximation of f .
Proof. In order to prove the theorem, we need to show that for any y ∈ Y , f(y) ∈ FW (y), so we
select y ∈ Y . Then y ∈ Ai for some α-cell Ai and f(y) ∈ Aj for some other α-cell Aj . Note that
y and f(y) may be in multiple α-cells, but this does not affect the proof. We need to show that
Aj ⊂ FW (Ai). Specifically, that there is x ∈ Γ such that x ∈W (li) and f(x) ∈W (lj), where li and
lj are the landmarks associated with the α-cells Ai and Aj , respectively.
Since Γ is δ-dense, it follows that there is x ∈ Γ with ||x− y|| < δ. Furthermore, x is at most
δ closer to any landmark than y (whose closest landmark is li) so
d(x, L) > d(y, li) + δ. (4.2)
By the triangle inequality and using (4.2),
||x− li|| ≤ ||x− y||+ ||y − li|| < d(x, L) + 2δ (4.3)
and 2δ <  so it follows that x ∈ W (li). Lastly, ||f(x) − f(y)|| ≤ c||x − y|| and since 2cδ < , the
same reasoning as (4.3) leads to f(x) ∈W (lj). This concludes the proof.
We have shown that—under certain conditions—(a) the witness complex computed from data
has the same topology as the union of a set of α-shapes that cover the data and (b) when viewed
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as a multivalued map on Rn, FW encloses the dynamical system f . We now discuss our method
for computing the homology of FW , and hence f .
Computing homology from FW
All of our information about the topology of the attractor Y ⊂ X is contained in the simplicial
complex KW,, so our computation of f∗ relies heavily on this simplicial complex. We begin by
defining the notion of a chain map.
Definition 4.4.3. Given two chain complexes (simplicial complexes) K and L, a chain map
ϕ : K → L is a sequence of group homomorphisms ϕ0, ϕ1, . . . such that the following diagram
commutes:
· · · K2 K1 K0.......................................................∂3 .......................................................∂2 .......................................................∂1










A chain map from one simplicial complex to another consists of a homomorphism between the
vertex sets, a homomorphism between the edge sets, etc. Furthermore, these group homomorphisms
have the property that the boundary of the image of a k-simplex is mapped to the image of the
boundary of the k-simplex. An important feature of a chain map is that it induces a well-defined
map in homology.
Theorem 4.4.4. Let K and L be simplicial complexes and let ϕ : K → L be a chain map. Then
ϕ induces a well-defined map in homology
ϕ∗([σ]) := [ϕ(σ)]
where σ ∈ K and [σ] is the equivalence class of σ in H∗(K).
Our strategy in calculating f∗ is to pick an appropriate chain map, ϕ, so that f∗ coincides with
ϕ∗. In fact, a chain map can easily be interpreted as a piecewise linear map between the topological
realizations of the simplicial complexes. That is, we consider |ϕ| : |K| → |L|. The following
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definition gives us the condition under which the chain map can be regarded as a continuous
selector for a multivalued map on a simplicial complex.
Definition 4.4.5. Let F : K ⇒ L be a simplicial multivalued map and let ϕ : K → L be a chain
map. Then ϕ is a chain selector for F if ϕ(σ) ∈ F(σ) for each σ ∈ K.
Now, we note that the multivalued map FW induces a simplicial multivalued map FW in
precisely the same way that FK was induced by FC . If ϕ is a chain selector for the simplicial
multivalued map FW , then it follows that |ϕ| is a continuous selector for |FW | and hence, ϕ∗ = f∗.
We are now ready to outline phase two of our topological analysis procedure in its entirety.
Outline of Topological Analysis of Experimental Time-Series Data
(1) Given a time series Γ = {x0, . . . , xN−1} ⊂ X, which we assume is sampled from an attractor
Y ⊆ X, select a set of landmarks L = {l0, . . . , lM−1} that will be the vertices of a simplicial
complex. The landmarks should be approximately evenly distributed on Y .
(2) Pick a parameter  and use witness/landmark relationships to simultaneously define a
simplicial complex K (with vertex set L) and a simplicial multivalued map, FW on K(Y ).
(3) Pick a subset of L as a starting guess for an isolated invariant set and use Algorithms
4.2.10, 4.2.13 and 4.2.6 to find an index pair (|N |, |E|) for f . There are many different
strategies for choosing this initial guess. The important property is that the guess should
be a subset of its image under the simplicial multivalued map.
(4) Use a chain selector for FW to calculate f∗ : H∗(|N |, |E|)→ H∗(|N |, |E|).
4.5 Examples
In this section we demonstrate the execution of phase two our topological analysis method-
ology on two simple, synthetic examples. In both cases, we generate a time series by iterating a
discrete dynamical system and then use the output data as our only knowledge of the system. The
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first example is a two-dimensional system that we use to precisely demonstrate our methodology.
Since we do not yet have software to perform homology calculations, we calculate by hand the
Conley index of an apparent fixed point for this example. The second example is used to demon-
strate the fact that our method scales well with dimension. In it, we show that we can easily find a
combinatorial isolating neighborhood for a three-dimensional map. In this case, however, we choose
not to calculate the Conley index by hand because of the size of the simplicial complex representing
the isolating neighborhood.
4.5.1 He´non Map
For our first example, we will use the procedure outlined above to verify the existence of a
fixed point in a trajectory of He´non’s classic map [27], which also appeared in Chapter 3. In this
chapter our goal is to analyze this map, rather than just separate it from another map in which it





y + 1− 1.4x2
0.3x
 . (4.4)
Specifically, we generated the time series Γ = {x0, x1, . . . , xN−1} where x0 = (−.4, .3)T , N = 105,
and xj+1 = f(xj). The resulting trajectory is shown in Figure 4.2. Again, our only information
about f comes from the time series Γ. We proceed by using Γ to verify the existence of a fixed
point in the He´non map—which trivially is known to be (x, y) ≈ (.6314, .1894).
We begin by selecting a set of landmarks to approximate the attractor. In light of Theorem
4.4.1, we choose to space the landmarks as evenly as possible. We choose points on a hexagonal
grid on the square [−1.5, 1.5]× [−.4, .4] with spacing β = .05 (i.e. three grid points that are nearest
to one another form an equilateral triangle with side length β) and then keep only those landmarks
that are within β of a time-series point. The set L = {l0, . . . , lM−1}, with M = 216, is shown in
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Figure 4.2: A time-series consisting of 105 iterates of the He´non map (4.4)












Figure 4.3: The set L of 216 hexagonally spaced landmarks that are used to approximate the
attractor from which Γ was sampled. That is L is all the points on a hexagonal grid that are within
β of one of the time-series points shown in Figure 4.2.
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Figure 4.3.
The next step in the process is to define witness/landmark relationships. In order to choose
an appropriate parameter  for this task, we use Theorem 4.4.1 as a guideline. In particular, we
consider the requirement M +  ≤
√
2
2 β, where M is the maximum distance from a time-series point
to its closest landmark. Given the hexagonal grid geometry, we take this to be the distance from















Then for each pair (xi, lj), 0 ≤ i < N, 0 ≤ j < M , xi is a witness of lj (xi ∈ W (lj)) if and only
if ||xi − lj || ≤ d(xi, L) + . Then witness relationships serve to define a simplicial complex K, with
vertex set L and with the edge 〈i, j〉 ∈ K if and only if W (li) ∩W (lj) 6= ∅. Higher-dimensional
simplices are in L whenever all of their faces are. Having built the witness complex, we then
construct the simplicial multivalued map FW : K ⇒ K using witness landmark relationships, as
described in Section 4.4.
Next we use the time series to search for a candidate for a fixed point in the He´non map. We
do this using the method of close returns [34], which has been successfully used for finding unstable
periodic orbits in time-series data. That is, we find i ∈ {0, . . . , N − 2} that minimizes ||xi − xi+1||.
We found that x39436 = (.6313, .1894)
T is a good candidate. This becomes our initial guess for
the location of a fixed point of the map. We pick the landmark nearest to this point and use that
landmark as an initial guess for Algorithm 4.2.10. We then feed the output of this algorithm to
Algorithm 4.2.13 in order to obtain an index pair (N,E) for the fixed point of f . This index pair
is shown in Figure 4.4.
The final step in phase two of our topological analysis methodology is to calculate the Conley
index of the isolated invariant set that is the invariant part of N\E. This process is not yet
automated so we carry out the calculation by hand for this simple example.
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Figure 4.4: An index pair (N,E) for the fixed point of the He´non map. The green points are all of
the landmarks, L. The red points represent the isolating neighborhood N\E and the blue points
are the exit set E.
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We begin by taking a close look at the map FW restricted to the index pair (N,E). The
index pair is shown in Figure 4.5. Recall that FW is a map that is constant on α-cells. Though
we have never computed these α-cells, visualizing them helps in our understanding of the various
multivalued maps involved in this process. In the pictorial representation, N =
⋃{A1, . . . , A9} and
E =
⋃{A1, A2, A7, A8}. In Figure 4.4, the blue and red landmarks are the nexuses of the α-cells
that make up N\E and E, respectively. The map FW restricted to the index pair can be described
by the following transition matrix:
T =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 0 0
0 0 0 0 1 1 1 0 0
0 0 1 1 1 0 0 1 1
0 1 1 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0

, (4.5)
where Tij = 1 if and only if Aj ⊂ FW (int(Ai))—i.e. there is a witness of the landmark associated
with Ai whose image under the shift map is a witness of the landmark associated with Aj .
Now, we want to represent this index pair with a corresponding simplicial complex K(N,E)—
specifically, the witness complex associated with the landmarks {l1, . . . , l0} (corresponding to α-
shapes {A1, . . . , A9}). The witness complex K(N,E), which is also the α-complex in this case, is
pictured in Figure 4.6. In order to compute the Conley index, we need a simplicial complex that







Figure 4.5: A pictorial representation of the α-cells associated with the index pair (N,E). Specifi-
cally, these are the α-cells associated with the red and blue points from Figure 4.4.
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Figure 4.7: The quotient simplicial complex N\E, where N is the simplicial complex shown in
Figure 4.6 and E = {1, 2, 7, 8}.
make the identification
1 ∼= 7 ∼= 2 ∼= 8 := E.
The resulting simplicial complex is shown in Figure 4.7.
We are now ready to compute the Conley index of the isolating neighborhood N\E. Specif-
ically, we compute f∗ : H∗(N,E)→ H∗(N,E). As described in the previous section, the homology
of f is equivalent to the homology of ϕ, where ϕ is a chain selector for FW . Therefore, our task is
compute ϕ∗.
The homology of the simplicial complex K(N,E) can easily be computed by hand in this
example. In particular, the quotient space N/E consists of a single connected component so
H∗0(N,E) = Z2. The quotient space has a single one-dimensional cycle.
σ = {E, 3}+ {3, 4}+ {4, 5}+ {5, 6}+ {6, E},
so H∗1(N,E) = Z2. Therefore, in order to compute the Conley index, we will need to find ϕ∗([σ]) :=
[ϕ(σ)].
The chain selector ϕ is defined inductively by first determining the image of each vertex in
K(N,E) (to be enclosed by FW), and then determining the image of each edge so that ϕ commutes
with the boundary operator. In addition, recall that FW on the quotient space must be an enclosure
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To compute ϕ(σ), we need to find the images of the edges {2, 3}, {3, 4}, {4, 5}, {5, 6}, and {6, 7}.
In order for ϕ to be a chain selector for FW , the image of each edge, τ , must be a subset of FW(τ).
Furthermore, ϕ must commute with the boundary operator, so we need ϕ0 ◦ ∂1 = ∂1 ◦ ϕ1. Those
two conditions yield the following edge assignments.
ϕ1({E, 3}) = {E, 6}
ϕ1({3, 4}) = {5, 6}
ϕ1({4, 5}) = {3, 4}+ {4, 5}
ϕ1({5, 6}) = {3, 9}
ϕ1({E, 6}) = {E, 9}
and it follows that ϕ(σ) = σ.
4.5.2 3D He´non-like Maps
One of the advantages of our method for constructing a multivalued simplicial map is that
is scales well to higher dimensions. In this section, we perform another test of our techniques on
a higher-dimensional data set. For this purpose, we choose the 3D He´non-like map introduced in
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[23]. The map is defined by
x′ = y (4.6)
y′ = z (4.7)
z′ = M1 +Bx+M2y − z2 (4.8)
For this example, we used the parameter values M1 = 0,M2 = 0.85, B = 0.7. Figure 4.8 shows a
trajectory of 3000 iterates of this map, which appear to lie on a “Lorenz-like” attractor.
In order to test phase two of our topological analysis methodology, we produce a time series
of 105 points by iterating the map described by (4.6) - (4.8). We then select 1500 landmarks using
the maxminLandmarks algorithm of [53], which starts by selecting a point from the time series
at random and then iteratively picking the next point to be the time-series point that is as far
as possible from any previously selected point until a total of 1500 time-series points have been
selected. The number 1500 is chosen via trial and error; we tried progressively larger numbers
of landmarks (i.e. more refined approximations of the attractor) until we were able to locate an
isolating neighborhood. We built the witness complex and witness map as described in Section
4.4 and searched for a candidate for a fixed point by the method of close returns—identifying
the landmarks located at (x, y, z) = (0.5344, 0.5356, 0.5389) as the nexus of an α-cell potentially
containing a fixed point. Using this as an initial guess, we applied the algorithms from Section 4.2
to calculate an index pair, which is shown in Figure 4.9.
Unfortunately, we do not yet have software than can calculate the map induced in homology
on this index pair—and the number of vertices in the simplicial complex representing the index pair
is to large for a hand computation. However, while it is difficult to tell from any two-dimensional
projection of the index pair, it appears that the quotient space N/E has the homology of a circle. In
this case, the Conley index of this index pair is necessarily nontrivial—guaranteeing the existence















Figure 4.8: An attractor of the Lorenz-like map (4.6)-(4.8).
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Figure 4.9: An index pair (N,E) for Lorenz-like map of (4.6-4.8). The red landmarks represent the
exit set E and the blue points represent the isolating neighborhood N\E.
Chapter 5
Computer Performance Analysis
5.1 Measuring Computer Dynamics
Traditional performance analysis methods used by the computer systems community implic-
itly assume that the systems under study are linear and time invariant. Most also treat these
systems as stochastic. It has recently been established, however, that computers are actually
deterministic nonlinear dynamical systems[6, 45]. This not only calls into question those prior
analyses—whose underlying assumptions are not in accord with these conditions—but also sug-
gests a new dynamics-based methodology for computer performance analysis. The goal of this
thesis is to present one such methodology. In this chapter, we provide strong justification for a
dynamical approach to computer performance analysis by offering a careful assessment of the five
critical assumptions on which it rests. Following that, we demonstrate phase one of our topology-
based time-series analysis methodology applied to computer performance data. The justification of
a dynamics-based methodology for computer performance consists of four steps, which are described
in the remainder of Section 5.1.
(1) Collect a time-series trace of performance data.
(2) Determine appropriate embedding parameters.
(3) Embed the data in a higher-dimensional space.
(4) Calculate dynamical invariants.
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In Section 5.2, we employ the methods of Chapter 3 on the time-series trace collected in Section
5.1.
Prior work in computer performance analysis has considered primarily statistical techniques
ranging from the obvious (mean, median, etc.) to the more involved (e.g., correlation [25] or
confidence intervals [20]) for understanding and classifying program performance. These techniques
rely on a number of assumptions: for instance, that the underlying system is linear and that
samples are taken randomly. However, computer systems are nonlinear—e.g., the cost of a load
may be two cycles if that data is in the L1 cache or hundreds of cycles otherwise. Moreover,
commercial tools for understanding performance do not use random sampling and thus produce
incorrect results [47]. This suggests that statistical techniques are unable to model some aspects
of performance. This chapter explores the feasibility of using techniques from nonlinear dynamics
as an integrated, effective methodology for analyzing computer systems. Since these techniques
expect the underlying system to be nonlinear and to change with time, they can accurately model
performance characteristics that linear, time-invariant techniques cannot. However, nonlinear time-
series analysis (TSA) techniques come with their own set of assumptions. In this chapter, we explain
those assumptions, and evaluate their implications in the context of experiments on real hardware
and software.
(1) Data length: Nonlinear systems behave in complicated ways, often on multiple time scales,
and nonlinear time-series analysis algorithms are quite sensitive to data length. Thus, it is
critical to have a long-enough trace, but one cannot know a priori how long is long enough.
We address this assumption in Section 5.1.2.
(2) Sampling rate: Nonlinear time-series analysis techniques are valid only if the measure-
ments of the system are evenly spaced in time. In the experiment demonstrated in Section
5.1.0.1, this assumption is valid to within 0.05%.
(3) Smoothness of state space: A computer is typically regarded to have a finite number of
discrete states, but many nonlinear time-series analysis techniques require that the states
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of the system lie on a continuum. This conflict is resolved in Section 5.1.4.1.
(4) Observer effects: When we make a measurement of a physical system, we are record-
ing the image of a map from the internal state of the system to an observable quantity.
Dynamical systems theory requires this mapping to be smooth. This topic is examined in
more detail in Section 5.1.4.2.
(5) Stationarity: Nonlinear time-series analysis techniques implicitly assume that the data is
from a single behavioral regime. This concept is explored in Section 5.1.5.
5.1.0.1 A methodology for computer performance analysis
In this section, we review how the mathematics and algorithms of nonlinear dynamics can
be used to characterize computer performance, yielding results that are both more useful and more
accurate than those produced by traditional computer-systems techniques. We use an example
to demonstrate the analysis methodology; we then explore the various assumptions on which this
methodology rests both by varying the parameters of the example and via mathematical argu-
ments. A fuller treatment of this and several other examples, as well as broader discussion of the
implications, can be found in [45].
5.1.0.2 Preconditions: program execution as an iterated map
One way to think of a computer executing a program is as an iterated map; each of the N
transistors in a computer is either on or off, thus giving rise to a finite state space X of 2N variables
and a deterministic update rule that depends upon both the computer’s implementation and the
program. The map, F , describes how to update the system state at any given time step. When
a computer program is loaded into memory, the system (software and hardware) has an initial
configuration x0 ∈ X; at each clock cycle, the state of each of the N transistors is updated based
upon the equation: xn+1 = F (xn). In the following sections, we describe the details of a simple
program and use our methodology to show that its dynamics have strong indications of chaos. This
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analysis was originally published in [45].
5.1.1 A microkernel experiment
We study the simple program:
for ( i = 0 ; i < N; i++)
for ( j = i ; j < N; j++)
data [ i ] [ j ] = 0 ;
which initializes an array in row-major order. Microkernels like this, which are often used in the
computer systems community to study computer performance, are far simpler than real programs,
but they provide a useful starting point for evaluation of methodologies like the one proposed in this
chapter. We conjecture that the performance dynamics of this code will represent a single attractor
with relatively low dimension. Figure 5.2(a) shows a time series of cache performance measured
during the execution of this code on an Intel Core2 R© processor. The loop was executed repeatedly
and measurements were taken every 100,000 clock cycles; at each sample time, the number of
cache misses that occurred over that 100,000 cycle window was normalized by dividing by 100,000
cycles and then recorded. Each data point in Figure 5.5 is one of these measurements. In all, we
collected 85K data points; only part of this dataset is shown in the figure. Note that the cache
behavior is not purely periodic, as one might expect given the simplicity of the code; rather, there
is interesting dynamical structure evident in this time series. Traditional computer performance
analysis techniques do not address or elucidate this dynamical behavior. The nonlinear dynamics
methodology proposed here not only brings out this behavior naturally, but offers immediate and
useful information about understanding it (viz., the composition of multiple periodicities in a
chaotic signal).
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5.1.1.1 Reconstructing the dynamics
The first step in extracting useful information about the dynamics of a time series like Fig-
ure 5.5 is to reconstruct the state space using the delay-coordinate embedding process described in
Section 2.1.2. Since neither the dimension nor the time scales are known, this begins with construct-
ing estimates for those values. Using standard nonlinear time-series analysis heuristics—average
mutual information to determine the delay τ and false nearest neighbor relationships to estimate
the dimension m, both as implemented in the TISEAN toolset [26]—we obtained the embedding
parameter values m = 12 and τ = 1 (i.e., τ = 100, 000 clock cycles). Per the embedding theorems,
the state-space dynamics can be faithfully reconstructed using the correct parameter values; the
values we have chosen are best estimates of the values, per standard practices. A projection of
this twelve-dimensional reconstruction is shown in Figure 5.1(b). This particular projection plots
x(t + τ) versus x(t), where x is the number of cache misses per cycle at time t. This plot clearly
brings out the structure at which the time series hinted: the dynamics have a significant periodic
component—the dark triangle—but there is evidence of other periodicities at work. This kind of
structure is a clear indication of low-dimensional deterministic dynamics.
5.1.1.2 Characterizing the dynamics
To verify the conjecture that the cache behavior of the row-major loop on the Intel Core2 R©
computer has low-dimensional dynamics, we calculated values for various topological invariants of
the reconstructed trajectory in Figure 5.1(b)—the second step in the topology-based time-series
analysis methodology proposed in this chapter. As mentioned in Section 2.1.2, many such invariants
exist. The Lyapunov exponent and the correlation dimension, which we calculate here, are both
useful in characterizing the dynamics and comparatively easy to extract from experimental data
(though this is not always the case, depending on the nature of the data). These quantities not only
help us analyze the dynamical system, but they also can be used to strengthen our assumptions
that we have stationarity and sufficient data length—as we will see in Section 5.1.2.
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5.1.1.3 Correlation dimension
The correlation dimension effectively measures the fraction of points in state space (R12)
that are -close to each other as  scales from zero. For a self-similar (i.e., fractal) set, this number
should grow via a power law, with non-integer power. Self-similarity, as mentioned in Section 2.1.2,
is a strong indication of chaos, but the correlation dimension is more broadly useful as a means for
comparing two trajectories—e.g., the cache behavior of the same code on two different computers.
To compute it, one plots the logarithm of the correlation sum—a quantity defined in detail in
[8]—versus , as shown in Figure 5.2(a), and looks for horizontal regions in the curve. (Algorithmic
effects, in conjunction with the attractor size, cause the curve to deviate from horizontal when  is
very large or very small.) The highlighted region in Figure 5.2(a) suggests a correlation dimension
of 1.169 ± .013. This is not only a strong validation of the conjecture that the dynamics of the
cache behavior of the row-major loop is both deterministic and low dimensional, but also a first
indication that they may be chaotic: i.e., that the memory use of this code varies from run to run
in a manner that is sensitively dependent on small perturbations.
5.1.1.4 Lyapunov exponent
The standard algorithms for computing Lyapunov exponents pick groups of state-space points
that are close to each other and then iterate forward in time to track how quickly they spread apart.
In Figure 5.2(b), we have plotted the logarithm of the value of this “stretching factor,” averaged
over many pairs of points, versus the spreading time. This graph shows textbook form: a straight
line up to 15 iterations, followed by saturation when the spread between points reaches the diameter
of the attractor in Figure 5.1(b). The slope of this line is the Lyapunov exponent of the attractor;
here, its value is 0.057± 0.0013 cache misses per cycle. This affirms the conjecture that the cache
behavior is chaotic—a result that traditional techniques cannot handle and do not consider.
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Figure 5.1: Row-major cache performance on an Intel Core2 R© processor. (a) A time-series trace of
row-major performance. (b) A two-dimensional time-delay embedding of the time-series shown in
(a).
5.1.1.5 Implications for analysis
Taken together, the non-integer correlation dimension and positive Lyapunov exponent are
strong indicators of low-dimensional chaos in the performance of a simple microkernel on a popular
microprocessor. This has important consequences for computer systems performance analysis. For
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Figure 5.2: Row major dynamical invariants. (a) The logarithm of the correlation sum versus .
The horizontal region in the curve indicates a probably correlation dimension of approximately
1.69. (b) The logarithm of the stretching factor of a group of initially ‘close’ points versus number
of iterations. The slope of the line indicates a positive Lyapunov exponent of approximately 0.057.
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example:
• Computer architects validate architectural simulators by comparing end-to-end metrics
(e.g., execution time) on the simulator and a machine that the simulator is supposed to
model. Given the chaotic nature of computer systems, such a validation is likely to fail:
even a tiny difference in the initial conditions on the simulator and real hardware can
cause the simulator and the hardware to produce vastly different end-to-end metrics. This
“validation” may conclude that a simulator does not accurately model the hardware even
when it does, and vice versa.
• The presence of chaos significantly complicates the task of understanding the performance
of a computer system: we may think we understand the system dynamics, but that per-
formance may have more to do with a small, seemingly insignificant, artifact of the initial
conditions than with the system itself. For example, prior work [46] shows that small
changes to the environment results in dramatically different performance results.
• These nonlinear dynamics significantly complicate the task of improving the performance
of a computer system: we may think that our new idea improves performance but it may be
that the performance improvement is simply an artifact of something completely irrelevant
(e.g., if the particular environment that we used for our experiments was biased towards
our new idea [46]).
5.1.2 Validation
In this section, we address the five assumptions upon which the dynamical approach to
computer performance analysis rests, using a combination of theory and experiment to establish
their validity.
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5.1.3 Assumptions verified by experiment
5.1.3.1 Data length
One can test (with reasonable, but not absolute certainty) whether or not a time series from
a computer performance experiment is long enough to be a representative sample of the dynamics
simply by repeating the dynamical analysis on different-size subsets of that series. In the case of
Figure 5.2, for example, the correlation dimension and Lyapunov exponent computed from the first
40,000 points of the trajectory are identical, up to a standard error interval, to those computed
from the full trajectory. This indicates that all of the dynamics that are present in the larger
data set are also present in the smaller data set. A related concern is whether the larger data
set is truly large enough; the fact that its topological invariants do not change if one shortens it
somewhat, suggests (but not completely confirms) that it is. Using the first 20,000 points of the
trajectory, however, we found that the correlation dimension was uncomputable, suggesting that
this snippet of the time series was an inadequate sample of the dynamics. Building confidence in
these boundaries via this kind of subset testing—and, if needed, longer experiments—is critical to
the success of this methodology.
5.1.3.2 Stationarity
A similar experiment shows that the dynamics are equivalent for disjoint subsets of 40,000
points (e.g., the correlation dimensions of the first and second halves of the trace were identical).
This indicates that the system is in a single regime for the duration of the experiment—i.e., that the
time series is measured from a single attractor. Our original intent in starting with a microkernel
experiment was to explore whether this was the case, and our conjecture was that the uniform,
repetitive dynamics of this microkernel would lead to a single attractor. Real programs, of course,
are far more complicated, which can challenge the methodology proposed here. These issues are
discussed further in Section 5.1.5.
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5.1.4 Assumptions verified by theory
5.1.4.1 Smoothness of state space
Consider the map Φ from the summary of the embedding theorem in Section 2.1.2. The
smoothness of Φ, required by the theorem, is equivalent to the existence of a continuous state space
of the computer system. Initially, this appears to be contrary to our description of the computer
as having 2N states for some finite N . The resolution of this issue is a matter of perspective. If we
consider the computer system to be an electronic circuit, then its state is determined by the voltage
drops across the various components. Most importantly, the behavior of the circuit is described
completely by a finite system of ordinary differential equations, x˙ = f(x)—in other words, the
trajectory of the system can be modeled as a flow in a continuous state space.
Furthermore, suppose that Φt : X → X represents the flow of the vector field f . Since this
flow is continuous, it follows that for a fixed t, Φt represents a smooth map on a continuous space.
In particular, if we let t be the period of a single clock cycle, then Φt ≡ F as defined in Section
5.1.0.1.
5.1.4.2 Observer effects
In the experiments reported in this chapter, the measurement function h is the function that
maps the current state of the system to the normalized number of cache misses that occurred over
the previous 100,000 clock cycles. To justify that a dynamical systems-based methodology is the
right way to analyze computer performance data like this, we must answer the question: is h a
smooth function?
In an experimental setting, one deals with error by expressing the range of the measurement
function h in the form of intervals of a fixed (possibly undetermined) length, centered at the
experimental observations. Then the smoothness condition will be satisfied up to experimental
error if and only if h has a smooth continuous selector—that is, if there is a smooth function
γ : X → R, such that γ(x) ∈ h(x) for each x ∈ X.
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In the case of the methodology proposed here, we can construct γ explicitly. The dynamical
system being studied is a coupling of the computer system and the hardware performance monitor
(HPM) on the microprocessor chip that is being used to gather the data. When we read the number
of cache misses from the internal register in the HPM, we are making an observation about the
voltages across each of the transistors in the register. For simplicity, we imagine that the register
contains a number in fixed-point format, though the following analysis is valid for floating-point
numbers as well.
In a computer, there is a fixed threshold (of voltage across a transistor) that digital logic uses
to distinguish zero from one. Let uj , vj be the average values of the voltage across a transistor
that is read as a 0 or a 1, respectively, and define the function, aj(x) = 2
j x−uj
vj−uj . We can then define
γ(x) =
∑m
−m aj(xj), where xj is the voltage across the transistor that represents the bit j units
to the left of the decimal place. It is clear that each of the xj is a state variable of the system
and, furthermore, that the number of cache misses reported by the HPM is the expected value of
γ. It follows that γ is a smooth continuous selector for h and the embedding theorems hold, up to
experimental error.
This argument depends on the workings of the hardware performance monitors. Specifically,
we are making the assumption that the reading taken from the HPM—the number of cache misses—
depends only on the state of the computer system and not on the state of the HPM. We can easily
construct an example where this assumption is violated. If the number of cache misses exceeds
the capacity of the HPM register, then that register will overflow, producing a discontinuity in the
measurement function. In this situation, most of the measurements will depend only on the state
of the computer system, but isolated measurements (those taken right after a rollover) will have
strong dependence on the state of the HPM, thus producing the discontinuity. We can explore
this situation by reading only the k least significant bits from the HPM register and repeating the
dynamical-systems analysis. The resulting attractor, as shown in Figure 5.3 for k = 10, clearly
differs both geometrically and topologically from those in Figure 5.1(b). Luckily, the HPM registers
on modern microprocessors are typically 64 bits wide and are generally reset at the start of an
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experiment, so the overflow is extremely unlikely to happen.
5.1.4.3 Sampling rate
The final requirement for a dynamical-systems based methodology to be effective in a com-
puter performance analysis problem, per the embedding theorems, is that the data are measured
at even sampling intervals. Operating systems effects, among other things, can alter measurement
timing in a running computer; in order to establish that these variations are within acceptable
bounds, we can appeal to the underlying mathematics. In particular, the sampling interval can
be assumed to be constant by the continuity of the flow Φt. Since the error in the sampling in-
terval is small, this corresponds to a small change in the state of the system under the action of
Φt. Therefore, the small perturbations in sampling rate can be regarded as small perturbations
in state space that are absorbed up to the experimental error represented by the intervals in the
range of h. Note that in many cases, we choose to sample after a fixed number of instructions
rather than cycles. In this case, one can view instructions as events–“spikes,” in the framework
of [51]—and use interspike interval embedding on the intervals between them to reconstruct the
dynamics [45].
5.1.5 Dynamical analysis of complex programs
In view of the vast differences between microkernels like the one in Section 5.1.0.1 and real
programs, the requirement that the data come from a single attractor is a serious potential limitation
of the dynamical systems methodology for computer performance analysis that is described in this
chapter. In this section, we explore the results of relaxing that assumption: first by adding various
percentages of transient noise to the time series and then by using a program that alternates
between two different microkernels.
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Figure 5.3: Embedding obtained from the measurement function corresponding to ten significant
bits in the register. In this case, the measurement function depends on the state of the HPM and
the resulting embedding is topologically inequivalent to the embedding shown in Figure 5.1(b).
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(a) A percentage of then trace is replaced with surrogate data to simulate transient
dynamics that may occur at the start of a computer program.















(b) A performance trace of a program that switches between two distinct phases
(row-major and column-major initialization of a matrix). In this case the phase
space of the dynamical system contains multiple attractors.
Figure 5.4: Two relaxations of the single-attractor assumption. Average number of cache misses




We first explore how well our methodology works on a data set where various percentages
of the row-major program have been replaced with surrogate data—in particular, random data
generated to have similar mean and variance as the row-major trace. An example is shown in
Figure 5.4(a). To establish the limits of the techniques on which our methodology is based, we varied
the percentage of the trace consisting of surrogate, then embedded the resulting data and computed
the correlation dimension and Lyapunov exponent of the reconstructed trajectory. Unsurprisingly,
we found that as the noise percentage increases, the calculations diverge from the true values and
the error bars grow. The effects play out differently in the two calculations, of course; added
noise tends to increase both fractal dimension and Lyapunov exponent, but with different effects
because of the algorithms involved in their computation. Our computation of correlation dimension
was inaccurate with any level of surrogate added. On the other hand, the Lyapunov exponent
calculations are actually statistically accurate (though with a greater amount of uncertainty). This
reflects the greater noise immunity of the associated algorithms, which average over both time and
space.
5.1.5.2 Multiple attractors
The experiment in the previous section explores a situation like the one that arises in a
program that has a transient phase (e.g., initialization) and then a long, stationary phase1 . Another
common situation in the dynamics of real programs is two or more alternating phases. To evaluate
how well our methodology works in that situation, we created a program that alternates between
the row-major microkernel of Section 5.1.0.1 and a column-major version of the same loop. An
example time series from one of these experiments is shown in Figure 5.4(b). Because of the different
ways in which these microkernels touch memory, the time series has two clear regimes: the cache
miss rate is high when initializing the array in column-major order and low in row-major order.
1 Note that we did not explore the situation where smaller noisy patches are interleaved with the data—this is
primarily because that scenario does not have a directly corresponding ‘physical’ interpretation in the context of
computer programs
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This translates to two different attractors in drastically different regions of the reconstructed state
space—a situation that the dynamical systems methods in the previous sections cannot handle
without some preprocessing of the data. One way to do so is to use a ‘cut and paste’ approach to
concatenate the data points from each attractor into a single time series, then analyze the results
separately. If we know the attractor boundaries (as in our synthetic example), the cutting-and-
pasting is easy. However, in real programs we do not know the attractor boundaries; this suggests
modeling computer systems as iterated function systems using the techniques of Chapter 3. We
develop an IFS model of computer performance data in Section 5.2.
Since we know the attractor boundaries, we used the cut-and-paste approach for the syn-
thetic program that produced Figure 5.4(b). We found that the topological invariant results were
statistically identical to the results that we obtained by running each microkernel in isolation. This
verifies our hypothesis that the separate chunks come from the same attractor. The results on the
two time series derived by concatenating the chunks are interesting: the correlation dimension is
statistically accurate while the Lyapunov exponent is markedly different. This, too, derives from
the underlying mathematics: correlation dimension is a static property that does not care about
the ordering of the points. The Lyapunov exponent, on the other hand, is dynamic, and the ‘paste’
operation disturbs the state-space flow at the chunk boundaries.
5.2 Topology-based Filtering of Computer Performance Data
In this section, we describe the application of the regime-separation algorithm of Chapter
3 to the time series from the experimentally obtained computer performance analysis data set of
Section 5.1. We use a 60,000 point segment of the time series from Section 5.1.2. A two-dimensional
delay embedding of the full 60,000 point segment is shown in Figure 5.5(b).
The observation of the ghost triangles in Figure 5.5(b)—seemingly reminiscent of three

































Figure 5.5: (a) Cache misses per 105 instructions observed during the execution of the row-major
matrix initialization program. (b) Two-dimensional time-delay embedding of the time series from
Figure 5.5(a).
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this data. Because the two ghosts are much more lightly sampled than the “main” triangle, our
conjecture was that the IFS consisted of three functions and that the switching process prioritized
one of the three.
To explore this, we followed the procedure described in Section 3.1. For detection, we chose
δ = 30 and  = 90. This choice is justified by the histograms shown in Figure 5.6. Figure 5.6(a)
is the histogram of the distances between each point in the time-series embedding and its nearest
neighbor in R12. Figure 5.6(b) shows the histogram of distances between the same two points after
following them both forward one time step. The two ‘humps’ are separated by an obvious gap for 
between 75− 105 that contains only eight of the images. We chose  = 90, the apparent minimum
of the trough in the histogram. The reasoning is that, for a generic pair of neighbors, the images
of those neighbors are either within  = 90 of each other (iterates of the same fj), or further than
 = 90 apart (iterates of different fj). We randomly selected 5,000 time-series points as y-values
and counted the number of -connected components in σ(Ωδ(y)). We found that 4234 of the images
consisted of two components, while 586 consisted of one component and 180 had three components.
Thus, we set N = 2 for separation. The fact that a large portion of neighborhoods only
had one component in the image reinforces our hypothesis that ‘most’ of the dynamics occurs
on the main triangle. We separated the main dynamics from the ghosts as follows: we selected
5000 points in the time series by choosing one point at random and then selecting each successive
point to maximize the distance from the new point to any previously selected point. The selection
process was implemented using JPlex [53]. We then formed a δ-ball Ωδ(y) around each of these
points with δ = 30. If the image of an Ωδ(y) consisted of two -connected components, for an
interval of  values of length e2 − e1 > 75 (corresponding to p = 5.9), and if the larger component
(in cardinality) was at least five times as large as the smaller component, then we labeled points
in the smaller component as being iterates of the ‘secondary’ dynamical system. (Note that the
latter guideline is based on our observation that the ghost triangles are much more lightly sampled
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Figure 5.6: Distance between each point on Γ—the 12-dimensional time-delay embedding of the
computer performance data—and its nearest neighbor (a) and between the forward images of these
two points (b).
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than the main triangle.) The 269 points identified in this manner correspond to the lower ghost
of Figure 5.5(b); the second ghost and the remaining ten ghosts are just images of the first—a
necessary result of the symmetry inherent in the time-delay embedding process. Indeed, this is the
reason our algorithm found N = 2, even though there appear to be three overlapping attractors in
the picture (and there would appear to be 13 if we could visualize in 12 dimensions). All of the
points on the second ghost have their preimage on the first ghost, i.e. the situation is similar to
the Markov IFS example in Section 3.1.1.
This analysis brought out the fact that the occurrence of ghost points is strongly periodic,
with a period of 215 measurements. This claim is affirmed by the plot in Figure 5.7. If J =
{j1, . . . , j269} is the sequence of indices of points identified by the algorithm, then this plot is the
first difference of J , i.e., the point (i,∆j) indicates that the (i+1)st ghost occurs ∆j measurements
after the ith ghost. Points on this graph that fall below the line ji+1 − ji = 215 are the result
of an ‘extra’ identification in the middle of a period. For example, one such pair of points have
coordinates (155, 61) and (156, 155). Since 61 + 155 = 216, one might hypothesize that the 155th
ghost identification is actually spurious. In addition, the cluster of points around on the line y = 430
likely corresponds to missed identifications.
The analysis in the previous paragraph reinforces the hypothesis that there is a direct cor-
respondence between the points on the ghosts and points in the time series that are periodically
spaced by 215 measurements. Moreover, each ghost point appears to be shifted exactly 200 cache
misses from the main triangle. Indeed, adding 200 cache misses to each of the points identified as
parts of a ghost triangle produces a time series that has the embedding shown in Figure 5.8(b).
Thus, for this case, not only is the regime identified, but the dynamics of the two components is
also shown to be simply related: by just a shift.
Thus, if f0 corresponds to the dynamics associated with the main triangle and h : X → R is
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Figure 5.7: The first difference of the sequence J = {j1, . . . , jK} of indices of ghost points. That is
the points {xj1 , xj2 , . . . , xjK} are identified as probable ghost points. A point (i,∆j) on the graph
indicates that ji+1 − ji = ∆j.
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the measurement function described in Section 5.1, we can implicitly define f1 and f2 by h◦f1(x) =
h ◦ f0(x)− 200, and h ◦ f2(x) = h ◦ f0(y), where y ∈ h−1(h(x) + 200). The IFS consists of the state
space X, the collection {f0, f1, f2} of continuous maps, and the sequence {nj} ⊂ {0, 1, 2}, where
nj =

1 if j = 0 mod 215
2 if j = 1 mod 215
0 otherwise
This model of the the row-major cache-miss dynamics on the Intel Core2 R© rests on the assumption
that f1 and f2 can be described completely in terms of f0. To verify this assumption, we tested
for determinism in the adjusted dynamical system of Figure 5.8(a). We found that out of the
269 points so identified, only 16 failed to lie in a persistently connected image set in the adjusted
dynamical system. Consequently, f0 appears to be a continuous function and the IFS appears to
be an accurate model for this data set.
Much of the usefulness of this model of the cache-miss dynamics originates from the fact
that we have isolated the continuous function f0. In light of this, it is reasonable to assume that
f0 is representative of some low-dimensional dynamics that are present in the computer system,
while f1 and f2 represent a secondary piece of dynamics—in this case, perhaps best described as
‘deterministic additive noise’.
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Figure 5.8: (a) The lower ghost triangle separated from the data of Figure 5.5(b) by the methodology
proposed in this chapter. Each of the 269 points in this plot was identified as being in the smaller
of two persistently connected components in the image of a (δ = 30)-ball. (b) A two-dimensional
time-delay embedding of the adjusted time series obtained by adding 200 cache misses to the
time-series values corresponding to each of the points from (a).
Chapter 6
Conclusions and Future Work
The contributions of this thesis can be summarized as follows. In Chapter 3, we introduced
a topology-based signal-separation algorithm that uses properties of continuity—specifically the
preservation of connectedness—to build iterated function system models of experimental data.
We then described a topology-based method for analyzing a time series—via the Conley index—in
Chapter 4. The use of the Conley index to analyze experimental data is not new, but we introduced
a novel method for basing this analysis on a simplicial, rather than cubical, approximation of time-
series data—a change that leads to much greater efficiency and flexibility in computation. In
Chapter 5, we verified that computer performance data is suitable for study in a nonlinear time-
series analysis framework. We then applied our topology-based signal separation method to some
computer performance data, with positive results. The logical next step in this progression is to
apply the methods of Chapter 4 to the same computer performance data. This analysis is still in
its early stages; in Section 6.1 we discuss the steps that have been taken towards that goal. We
then finish with some concluding remarks about each of these contributions in Section 6.2.
6.1 Persistent Isolating Neighborhoods
A large amount of research in the field of computational topology has revolved around the
concept of persistence [14, 16, 21, 48]. The idea behind topological persistence is that many
computations in the field of computational topology depend upon simple scale parameters. For
example, the α-complex of a point cloud depends upon the parameter α, the witness complex
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depends upon the parameter , etc. It makes sense, then, to perform these calculations over a wide
range of parameter values and to search for the ranges where the topological properties remain
constant. A major area for future research is the development of a theory of persistence in the
context of Conley index theory. The contribution of this thesis that is described in Chapter 4 is a
significant step in this direction.
6.1.1 Computer Performance Data
The philosophy of persistence could be useful in applying the methods of Chapter 4 to the
computer performance data of Chapter 5. The analysis of this data has not been finished, but we
have begun to look for persistent isolating neighborhoods. In this section, we describe the
progress to date.
As mentioned in Chapter 5, we suspect that there is a continuous function f that is responsible
for the dynamics on the ‘main’ triangle of the embedded row-major performance data. We try to
identify isolating neighborhoods for f . We decide to use a two-dimensional embedding of the time-
series data. This choice is justified because positive results in any embedding dimension—using the
Conley index—are indicative of real information about the underlying dynamical system. This is
in stark contrast to the traditional nonlinear time-series methods described in Section 2.1 where if
one uses an embedding dimension that is too small, the results of dynamical analysis are incorrect.
The embedded data is denoted by Γ ⊂ R2.
We begin by choosing a set of landmarks only on the main triangle, by applying a density
threshold to the embedded data and keeping the 87% of the points that are in the most densely
visited region of R2. The parameter 87% is chosen visually: we choose the largest percentage so
that all the selected points are apparently on the main triangle. We then place landmarks on a
hexagonal grid of grid length β and keep those landmarks that are within  of the densest data
points. This can be done for different values of β and , which we elaborate on below.
Next, we define a multivalued map on the landmarks L. This is done according to the
procedure outlined in Section 4.4, but with a small change. From Section 5.2, we know that Γ
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can be successfully modeled as an iterated function system and that the IFS model consists of
one ‘dominant’ function f along with some ‘secondary’ functions. Therefore, we define the image
of a landmark l ∈ L to be the set of landmarks that have a witness in the largest connected
component of the images (under the shift map) of the witness set of l. The purpose of this
definition is that we hope to only use points from Γ that were acted on by f in the construction of
the multivalued map F .
In order to find a persistent isolating neighborhood in these dynamics, we look for a candidate
period-four orbit of f using the method of close returns [34]. This leads to a set c ⊂ Γ consisting
of four points that appear to be very near a period-four orbit of f . Hypothesizing that this period
four-orbit truly exists, we search for a persistent isolating neighborhood in the following way:
(1) Choose values for the parameters β and . β reflects the density of the landmarks and 
is the witness parameter, which is often chosen to be a function of β, based on Theorem
4.4.1.
(2) Select landmarks with the chosen parameters (as described above) and build the associated
multivalued map.
(3) Select the four landmarks that are closest to c as an initial guess for an isolating neighbor-
hood of the period-four orbit.
(4) Use the algorithms of Section 4.2 to locate the corresponding index pair.









ing index pairs (N,E) are shown in Figures 6.1-6.5. The red points are the landmarks associated
with the set E, the blue points represent N\E and the green points are the remaining landmarks.
Edges and 2-simplices in the simplicial complex are not shown in figures.
As mentioned before, we do not yet have software to automate the process of calculating the
map induced in homology by F so we cannot determine the Conley index of each of these index
pairs. In fact, the homology of the quotient space N/E appears to be different for different values
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of β. For example, in Figure 6.2, the topmost region of the isolating neighborhood appears to
have the homology of a circle (when factoring out the exit set E). On the other hand, this same
region in Figure 6.1 appears to have the homology of a point. This does not necessarily mean
that the Conley index gives different information in each case (i.e. it is possible that tr(f4p∗) 6= 0
for each value of β; see Section 2.3). Ideally, this analysis would produce a sequence of isolating
neighborhoods—corresponding to different parameters β—that each provide similar information
about an isolated invariant set. This will no doubt prove to be a rich area of future research.
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Figure 6.1: A graphical representation of the landmarks associated with the index pair (N,E) for the









The blue points correspond to the set N\E, the red points correspond to E and the green points
represent all of the remaining landmarks.
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Figure 6.2: A graphical representation of the landmarks associated with the index pair (N,E) for the









The blue points correspond to the set N\E, the red points correspond to E and the green points
represent all of the remaining landmarks.
6.2 Conclusion
Measurement and Dynamical Analysis of Computer Performance Data
We have confirmed that computer systems are deterministic nonlinear dynamical systems
and that a dynamics-based framework provides an effective and theoretically grounded methodol-
ogy for the study of such systems. The computer systems community could benefit greatly from
active research in the application of these methods to computer performance analysis. Future
contributions to this field are likely to come from multiple academic disciplines. There is a need
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Figure 6.3: A graphical representation of the landmarks associated with the index pair (N,E) for the









The blue points correspond to the set N\E, the red points correspond to E and the green points
represent all of the remaining landmarks.
for novel experiments to provide meaningful time-series data; in addition to improved time-series
analysis techniques, tailored specifically for the computer systems community.
Iterated Function Systems Model in Data Analysis: Detection and Separation
We have described an algorithm for detection and separation of a signal that is generated by
continuous, deterministic dynamics punctuated by regime shifts. The algorithm handles shifts that
result from stochastic or deterministic processes; it applies whenever the dynamics are described by
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Figure 6.4: A graphical representation of the landmarks associated with the index pair (N,E) for the









The blue points correspond to the set N\E, the red points correspond to E and the green points
represent all of the remaining landmarks.
an iterated function system and it easily handles high-dimensional data. By contrast, the technique
of Mantica and Giraud [36], if applied to the data from Chapter 5, would require one to “look” at
the graph of the time series—a set of points in R24!—in order to pick out the IFS components.
We believe that the method proposed here will prove useful in a number of applications. For
example, detection and separation of IFS components is closely related to the statistical problem of
event or change-point detection[32] where time-series data is assumed to come from a statistical
distribution that changes suddenly. Applications where change-point detection plays a role include
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Figure 6.5: A graphical representation of the landmarks associated with the index pair (N,E) for









The blue points correspond to the set N\E, the red points correspond to E and the green points
represent all of the remaining landmarks.
fraud detection in cellular systems, intrusion detection in computer networks, irregular-motion
detection in computer vision, and fault detection in engineering systems, among many others.[32]
However, our underlying hypothesis is different—we assume that each regime is deterministic. For
example, though change-point detection has been successfully applied to determine brain states
from EEG data,[31] EEGs also exhibit low-dimensional chaos.[33] Such low-dimensional dynamics
occurs in diverse areas, including physiology, ecology, and economics.[11, 22, 57] We expect that
the separation technique outlined below could be used to produce more-accurate models of regime
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shifts and the effects of rapid parameter changes that occur, e.g., in the onset of seizures, natural
disasters, or the bursting of economic bubbles.
IFS models provide a natural framework for data analysis in a wide range of fields: whenever
the physical system generating the data is characterized by continuous systems (though discrete
in time), that are punctuated by discontinuous regime shifts. Time-series data from a computer
performance analysis experiment is shown to fit this model. More generally, we claim that iterated
function systems are a natural model for complex computer systems, which—we hypothesize—
experience regime shifts as their execution moves through different parts of the code.
Another possible application of our work is in the field of digital communication channels. It
is shown in [9] that iterated function systems provide a useful model for these channels. A channel
is an electrical circuit externally driven by a digital signal. Thus, the behavior of the circuit
corresponds to the actions of a discrete set of continuous dynamical systems. A fundamental
problem in this context is channel equalization, the reversal of distortion that is incurred by
transmission through a channel. This is precisely the determination of the input signal sequence
from a sequence of output values—i.e., regime separation. Channel equalization is straightforward
for linear dynamics because the IFS attractors in these situations tend to be non-overlapping.
However, nonlinear IFS models have overlapping attractors. Thus, we believe that our methods
can be successfully used for channel equalization.
There are several challenges that remain to be addressed in our IFS detection and separa-
tion algorithms. These include finding an efficient implementation for high-dimensional data and
dealing with systems that have traditional (e.g. Gaussian) noise, in addition to regime shifts. Fur-
thermore, we have not fully investigated the nature of the switching process itself. Once the regime
shifts have been determined, the next natural question to ask is whether or not the switching is
deterministic or stochastic, and if one can determine the rule for switching between regimes. If the
switching process is stochastic then this is the problem of determining a Markov model from its
output state sequence. On the other hand, if the switching is deterministic then one must analyze
the associated discrete space dynamical system—possibly by modeling with a cellular automaton.
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Constructing a Multivalued Simplicial Map from Time-Series Data
Finally, we have developed a method for generating a simplicial multivalued map from ex-
perimental or numerically generated time-series data. This map can be used to calculate the
Conley index of isolating neighborhoods—compact sets whose invariant parts do not intersect their
boundary—and hence verify the existence of isolated invariant sets in the dynamical system.
The strategy of approximating a dynamical system on an algebraic object (specifically a chain
complex) has been used previously—in [40] to analyze numerically simulated differential equations,
and in [41] to draw conclusions about experimental time-series data. The advantage of our work is
that we use a simplicial complex—rather than a cubical complex—as the algebraic object on which
to approximate the dynamical system. Specifically, we utilize the concept of a witness complex
[10], which was developed as a means for quickly and efficiently generating a simplicial complex
from high-dimensional data. Previously, witness complexes had been used only for static analysis—
e.g., to approximate the topology of a dataset. We extended this by showing that when a witness
complex is constructed from time-ordered data, it can also be used to efficiently produce a map,
which is induced by the underlying dynamics, on the simplicial complex.
We demonstrated our method for constructing a multivalued simplicial map on a simple
example—a time-series numerically generated by the He´non map—and were able to locate an
isolating neighborhood for a fixed point of this dynamical system. We also showed that these
techniques could be used to find isolating neighborhoods from a higher-dimensional system—a
3D He´non-like map—as well as for real-world data from computer-performance experiments. Our
method could also be used to find higher-period orbits and connecting orbits between them—a
strategy that ultimately leads to rigorous verification of chaotic dynamics.
Our techniques may also have significant impact in the numerical simulation of differential
equations. In [40], numerical integration—while keeping track of the magnitude of round-off error—
is used to prove that there is chaos present in the Lorenz equations [35]. A key step in this proof
is showing that one can construct a multivalued map that is truly an outer approximation of a
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given function f . Theorem 4.4.2 indicates that our techniques are appropriate for these types of
proofs. In fact, since the construction of the witness map scales well with dimension, it is likely
that constructions based on this map could be used to generate computer-based proofs about
high-dimensional differential equations. This would be a significant advancement in the field.
These elements compose a framework for nonlinear time-series analysis that exploits the
topology of the data at each stage—from signal separation to analysis. We have shown this frame-
work to be appropriate in the field of computer performance analysis, but there are doubtless many
other areas that will benefit from our techniques. In particular, our methodology has been suc-
cessfully used on a dataset that contains a significant amount of noise and that has a moderately
high embedding dimension—as suggested by the traditional nonlinear time-series analysis methods
of Section 2.1. These are common properties of data from fields such as ecology, physiology, and
economics; we believe the contributions of this thesis will have a significant impact in these areas
and beyond.
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