Commonly accepted intensity-dependent normalization in spotted microarray studies takes account of measurement errors in the differential expression ratio but ignores measurement errors in the total intensity, although the definitions imply the same measurement error components are involved in both statistics. Furthermore, identification of differentially expressed genes is usually considered separately following normalization, which is statistically problematic. By incorporating the measurement errors in both total intensities and differential expression ratios, we propose a measurement-error model for intensity-dependent normalization and identification of differentially expressed genes. This model is also flexible enough to incorporate intra-array and inter-array effects. A Bayesian framework is proposed for the analysis of the proposed measurement-error model to avoid the potential risk of using the common two-step procedure. We also propose a Bayesian identification of differentially expressed genes to control the false discovery rate instead of the ad hoc thresholding of the posterior odds ratio. The simulation study and an application to real microarray data demonstrate promising results.
INTRODUCTION I
n the study of differentially expressed genes with spotted microarrays, statistical issues arise in experimental design Churchill, 2001a, 2001b) , image analysis (Yang et al., 2000) , normalization and inference on differential expression on a probe-by-probe basis (Chen et al., 1997; Kepler et al., 2000; Kerr et al., 2000; Finkelstein et al., 2001; Newton et al., 2001; Tseng et al., 2001; Wolfinger et al., 2001; Yang et al., 2001; Shadt et al., 2002; Dudoit et al., 2002) , and finally the ambitious work on regulatory network of genes (Friedman et al.., 2000; Pe'er et al., 2001) . Although each issue is, more or less, touched on by statisticians, difficulties in 1 2 log 2 (RG) (M is for minus and A is for add). Observing the obvious nonlinear relationship between the log-differential expression ratio M and the log-intensity A for each print-tip group, Dudoit et al. (2002) suggest to use a LOWESS (locally weighted scatterplot smoothing) approach (Cleveland, 1979; Cleveland and Devlin, 1988) for each print-tip group to remove the effect of log-intensity A from M. The residuals of M are therefore considered without any systematic error to identify differentially expressed genes by possibly using models proposed by Chen et al. (1997) , Newton et al. (2001) , or other approaches such as those of Efron et al. (2001) and Lönnstedt and Speed (2002) . Because the LOWESS smoother is available in many statistical packages, the ideas of Dudoit et al. (2002) are easily implemented, and the two-step procedure for separately taking normalization and identification has been commonly accepted without question.
As shown in Section 2, the intensity-dependent normalization ignores measurement errors in the total intensity, and the two-step procedure is also statistically problematic. Therefore, a measurement-error model based on the implicit model in intensity-dependent normalization is proposed. To avoid the potential risk of using the common two-step procedure, a Bayesian framework is constructed for this model in Section 3 by assuming that the true differential gene expression values distributed a priori as a mixture of a mass at zero and a heavy-tailed t-type distribution. Because of the flexibility of the mixture models, there is an extensive literature on using them in microarray data analyses (e.g., Efron et al., 2001; Newton et al., 2001; Broët et al., 2002; Lönnsted and Speed, 2002; McLachlan et al., 2002; Pan et al., 2002; Newton et al., 2004) . Lewin et al. (2004) recently built a hierarchical Bayesian model including simultaneous normalization of the data and identification of differentially expressed genes, but based on the ANOVA formulation by Kerr et al. (2000) .
To avoid Lindley's paradox (Lindley, 1957) with regard to the misbehavior of Bayes factors, we propose an alternative Bayesian identification of differentially expressed genes in Section 3. A simulation study is given in Section 4, which shows that the proposed Bayesian identification statistics perform well and ignoring measurement errors in the total intensity will increase false positives. We close the paper with an application of the proposed measurement-error model and a Bayesian approach to a microarray data studying potato late blight.
where W is the design matrix indicating which gene is observed for each spot. Let P A be a smoother matrix which transforms M into fitted valuesM = P A M with γ = 0. Speckman (1988) showed that projecting M and W intoM = (I − P A )M andW = (I − P A )W provides estimateγ = (W TW ) −1W TM which avoids the bias problem noted by Rice (1986) . However, the above two-stage procedure estimates the gene effects byγ = (W T W ) −1 W TM , which may have an asymptotically nonnegligible bias when A and W are correlated (Rice, 1986) .
For the j -th replication of i-th gene, assume log 2 R ij = r ij + rij and log 2 G ij = g ij + gij , where r ij and g ij are the ideal log-intensities for individual channels and rij and gij are the measurement errors. Throughout this article, we assume rij and gij are normally distributed with var( rij ) = var( gij ). Therefore, we have A ij = (r ij + g ij ) + ξ ij and M ij = (r ij − g ij )/2 + ij , where ξ ij = rij + gij is independent of ij = ( rij − gij )/2 even though rij and gij may be correlated.
With the true abundance ι ij = r ij + g ij , a reasonable model for both normalization and identification is
where Z ij incorporates all covariates affecting the log-differential expression ratio, such as the spatial contamination caused by print-tips and scanners, η includes all corresponding coefficients, and the measurement errors ij and ξ ij are assumed to be independently and identically distributed as N(0, σ 2 ) and N(0, σ 2 ξ ), respectively. Instead of considering within-print-tip-group local normalization by Dudoit et al. (2002) , we can incorporate the design information of microarrays, which is much easier to retrieve, into Z ij to consider spatial differences in the gene expressions brought about by differences between print-tip sizes and scanning effects, etc. In practice, more complex models may be developed to include other covariates for A. For example, the aforementioned print-tip effect and other spatial effects may be incorporated into a model for ι. Throughout this article, we assume that rij and gij are independently and identically distributed and therefore, based on the definitions of A and M, σ = 2σ ξ , which guarantees the identifiability of the model in (1) .
A likelihood approach to estimate the gene effects in the above measurement error model is difficult since the dimension of parameter space is in the magnitude of thousands and h(·) is an unknown nonlinear function. We therefore develop a Bayesian framework to fit the measurement error model in (1), next section. The Bayesian approach is much more natural since it not only enables us to consider the above measurement error model by using some appropriate prior distributions but also enables us to efficiently draw valid conclusions from a small number of samples relative to the large number of parameters.
BAYESIAN INFERENCE FOR DIFFERENTIAL GENE EXPRESSION DATA
Consider the semiparametric measurement-error model proposed for differential gene expression data
We use a penalized splines (or simply P-splines) approach to approximate the unknown nonparametric function h(·). See Eilers and Marx (1996) for a discussion of the many benefits of this method. A convenient basis (the truncated power basis), with given knots (t 1 , t 2 , . . . , t κ ), is chosen as 
where 1 ≤ j ≤ m i , and 1 ≤ i ≤ n. Fully Bayesian inference on nonparametric measurement-error models was considered by Berry et al. (2002) . Here, we will establish the fully Bayesian inference on our proposed semiparametric measurement-error model to simultaneously normalize the microarray data and identify those differentially expressed genes.
Prior distributions
T , where β 1 includes the first d +1 coefficients for the polynomial part and β 2 includes the last κ coefficients for the nonpolynomial part of the spline regression. We therefore set up the prior distributions,
where λ 1 = α 1 /σ 2 and λ 2 = α 2 /σ 2 . This prior is related to a penalized least squares (or penalized likelihood) estimation with the penalty term as
N is the number of observations in total). Although, in their Bayesian inference for nonparametric measurement-error models, Berry et al. (2002) suggest a diffuse prior on the polynomial coefficients β 1 by letting α 1 = 0, it is better to use a nondiffuse prior on β 1 for the semiparametric measurement-error models based on our experiences in microarray studies.
Note that γ i is the effect of the i-th gene and our primary interest is to test whether each individual gene effect is significantly different from zero, i.e., the following hypothesis,
for each i. Since most genes are not differentially expressed, we therefore assume H 0 can be true with a nonzero probability 1 − p; i.e., a priori P (γ i = 0) = 1 − P (γ i = 0) = p. Although an appropriate heavy-tailed prior for nonzero γ i may make the Bayes estimator of γ i to be minimax, we assume it to be normally distributed for the sake of convenient calculation from conjugate normal priors. Hence, γ i is assumed to be distributed a priori as a mixture of a mass at zero and a normal distribution,
where δ 0 is the Dirac delta function at zero. This mixture prior not only accounts for the nature of differential expression among genes, as we will discuss later in Section 5, but it also alleviates multiple hypothesis testing issues while averaging models. This prior is essentially used by Lönnstedt and Speed (2002); however, they took an empirical Bayes approach rather than the fully Bayes approach taken here. Apparently, γ i corresponding to each housekeeping gene should be set to zero.
Since the true abundance ι is the location parameter of the distribution of the observed abundance, the observed abundance A ij is distributed as normal with mean ι ij under the usual normality assumption of the measurement errors. We therefore suggest use of Jeffrey's reference prior for ι ij , i.e., π(ι ij ) ∝ 1, which is an improper noninformative prior. Although Berry et al. (2002) suggest a fixed proper prior for this uncontaminated latent variable, here the true abundance varies too widely to be modeled this way.
Assume the spatial covariates Z ij can be partitioned into S groups, i.e., 
Implementation of a Gibbs sampler
Although only p and γ = (γ 1 , . . . , γ n ) T are of our primary interest, their posterior distributions are difficult to calculate due to the many nuisance parameters involved. Because of the available full conditionals, we therefore use the Gibbs sampling algorithm, which is developed fully in Appendix A. The full conditional distributions for all parameters and hyperparameters, except those of ι ij , have convenient distributions. So it is straightforward to get random draws of these parameters except ι ij from the corresponding full conditional distributions. However, the Metropolis-Hastings Algorithm nested in Gibbs samplers, also shown in Appendix A, can be developed to get random draws of ι ij from its full conditional distribution.
Usually, setting the number of knots, κ, to at most 8 provides an excellent approximation of cubic spline functions (i.e., d = 3) to the nonlinear function h in our microarray studies. The knots can then be chosen at equally spaced quantiles of the observed log-intensities A ij .
While it is feasible to choose θ p = φ p to be either 0.5 or an even smaller value, all other unspecified hyperparameters can be set as θ = θ γ = θ 1λ = θ 2λ = θ jϕ = 0 and φ = φ γ = φ 1λ = φ 2λ = φ jϕ = ∞ by using noninformative priors for the corresponding parameters, j = 1, 2, . . . , S. The hyperparameter values can be adjusted accordingly whenever prior information is available.
Choosing α 1 = 1 and α 2 = 0.1, we then can roughly estimate β, γ, σ 2 , and σ 2 γ by assuming no measurement errors on log-intensities A ij . We suggest to use this estimation to set up the initial values 
Identification of differentially expressed genes
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Therefore, we have to select one of the following 2 n models for each microarray study with n genes:
where c = (c 1 , . . . , c n ) with the binary indicator c i . While single marginal model selection for each gene can be easily implemented even when there are no convenient posterior distributions, the multiple model selections may need explosively intensive computation. Instead of fitting each compound model M c , the mixture prior in (3) make it possible to consider the multiple model selection simultaneously from a single run of MCMC while it also averages all other models when testing each hypothesis H (i) 0 . It is obvious that the posterior distribution of γ i is still a mixture of mass at zero and an absolutely continuous distribution. For simplicity, we refer to the nonzero part posterior of γ i as the alternative posterior of γ i , which is denoted as F i (·) = P (γ i ≤ ·|γ i = 0, Data). Correspondingly, the null posterior of γ i is a mass at zero. We then, using the tail-area probability of F i (·), define the differentiation score (or simply d-score) to be d i = −1 (1 − F i (0) ), where −1 (·) is the inverse cumulative distribution function of standard normal. The d-score is equal to its standardized mean value if the alternative posterior F i (·) is normally distributed, which may be derived based on the asymptotic normality of posteriors in Bayesian theory.
As an extension to credible regions defined in Bayesian inference, the d-score measure the distance between different models (the model under the null hypothesis and the model under the alternative hypothesis) after incorporating information from the observed data, i.e., the distance between the null posterior and the alternative posterior F i (·). This new metric can provide an understanding of the Bayesian test under the framework of a classical hypothesis test, such as type I error and type II error, comparing to the ad hoc threshold used for the Bayesian factor in the Bayesian test. As shown in Appendix B, this new metric is closely related to the Bayes factor but it avoids Lindley's paradox (Lindley, 1957) caused by using Bayes factor. Indeed, when diffuse priors are used, the d-score is exactly the z-score used in frequentist hypothesis testing, which is as ideal as we can expect since Bayesian inference on a location parameter with the diffuse prior should be equivalent to its admissible frequentist inference.
In the study of spotted microarray data, the d-score for the i-th gene, d i , should be distributed as a standard normal if the i-th gene is not differentially expressed (i.e., M (i) 0 holds). This d-score will be used to decide whether the corresponding gene is differentially expressed. The false discovery rate (FDR) can therefore be controlled by the method of Benjamini and Hochberg (1995) through the p-values of the d-scores. Once we have determined the i-th gene to be differentially expressed, its differential expression level is estimated by γ dF i (γ ), which can be approximately calculated by using the nonzero values in the Markov chain of γ i from the Gibbs sampler shown in Appendix A.
SIMULATION STUDY
In order to study the performance of our proposed Bayesian framework and defined d-score, we simulate 100 groups of data from the following data generating process:
where ι ij is sampled from N(10, 3 2 ) with restricted range from 5 to 15. In each dataset, there are 150 genes in total and two observations for each gene, i.e., m i ≡ 2 and n = 150. We artificially set 10 genes as differentially expressed with signal-noise ratios of 2, 3, 4, 6, and 8, respectively (see Table 1 for the corresponding γ i ). Bayesian inference of these simulated data is done by choosing the hyperparameters as follows: θ p = φ p = 0.01, θ = θ γ = θ 1λ = θ 2λ = 0, and φ = φ γ = φ 1λ = φ 2λ = ∞. A cubic spline with three equally spaced knots is used to approximate the nonlinear function. The identification results are summarized in Table 1 . Under the proposed fully Bayesian framework, each estimator of γ i performs surprisingly well. To control errors, we consider two different approaches, i.e., controlling the FDR by the method of Benjamini and Hochberg (1995) and controlling type I error by Bonferroni adjustment. For both approaches, the strongly differentially expressed genes, i.e., the four genes with signal-noise ratios of 6 or 8, can always be identified. The smaller the signal-noise ratio of a gene, the more difficult it is to identify it. It is interesting to observe that the result by controlling the FDR at 0.01 (or 0.001) is very similar to that by controlling α = 0.1 (or α = 0.01) using Bonferroni's approach. Indeed, it will always be the case that controlling the α-level using the Bonferroni approach is equivalent to controlling the FDR at a certain level by the method of Benjamini and Hochberg (1995) , since both methods are based on finding cutoffs for p-values. For comparison, the same datasets are reanalyzed by using the fully Bayesian approach with the same strategy as above but ignoring the measurement errors in A. The identification results are summarized in Table 2 .
Comparing Table 2 with Table 1 , we can observe that ignoring measurement errors in A results in more false positives, which is extremely undesirable in microarray study. In both tables, all parameters are slightly underestimated (in absolute values). This is expected with the Bayesian approach because it shrinks the estimates toward zero for model uncertainty (this is analogous to the advantage of James-Stein estimators in high-dimensional parameter spaces). a The numbers shown under these columns are the number of times the corresponding genes have been correctly identified as differentially expressed in the 100 datasets. In the last row, the corresponding values are averaged for all those 140 genes not differentially expressed.
APPLICATION
We apply our Bayesian procedure for normalization and identification of differential gene expression data to one array (2,723 genes with two spots for each gene after discarding genes with bad quality spots) in a spotted microarray study of potato late blight (see Fig. 1 for the M-A plot) . The goal of this study was to determine the subset of genes that are either induced or repressed in a plant while a pathogen is attacking. To do this, we used a compatible interaction between Phytophthora infestans, an oomycete pathogen that causes a disease known as late blight, and potato. An efficient pathogen of potato, P. infestans can kill a plant within seven days (Fry and Goodwin, 1997) . In order to identify the largest subset of genes that might be turned on during the infection process, we collected tissue 72 hours after inoculation since many plant defense response genes have been previously shown to be induced by this time (Vleeshouwers et al., 2000; Smart et al., 2003) .
The upper panel of Fig. 2 shows the original log-differential expression ratios against gene IDs. Obvious periodic patterns appears. Since the ID of a gene is assigned based on its location on the array (the column and row within the print-tip group, so its location refers to its column, row, and group), the periodic pattern implies the spatial contamination caused by printer and scanner, etc. However, the periodic pattern disappears in the lower panel of Fig. 2 , where the differences across columns, rows, and groups are simply averaged out, respectively. Therefore, it is enough to use the column, row, and group as covariates (incorporated into Z in our proposed model) to take account of the spatial contamination in our spotted microarray study.
A cubic spline with three equally spaced knots is used to approximate the nonlinear function modeling the relation between the true abundance and the log-differential expression ratio. The proposed Bayesian framework is used to analyze this array. The result is shown in Fig. 3 . The upper panel shows the fitted nonlinear curve (M − Z T η vs. ι), and the lower panel shows the identification result by plotting d i against − log 10 {P (γ i = 0|Data)}. By controlling the FDR at 0.1 using a procedure proposed by Benjamini and Hochberg (1995) , there are seven genes identified as up-regulated (marked as circles); by controlling the FDR at 0.01, there is only one gene identified as up-regulated (the leftmost one marked as a cross); no gene is identified as down-regulated under either of these two criteria. However, there are three genes identified as up-regulated if we control the α-level at 0.1; there is also only one gene identified as up-regulated if we control the α-level at 0.01; and no gene is identified as down-regulated in either case (not shown here).
For comparison, we also apply the approach proposed by Newton et al. (2001) to the same data. However, both M and A are averaged for each gene after averaging out the spatial contamination and then normalized by the LOWESS smoother with smoothing parameter f = 0.3. The M-A plot with the fitted nonlinear curve and the identification results are shown in Fig. 4 . There are 4 genes whose odds ratios of the posteriors are larger than 100, 15 genes whose odds ratios of the posteriors are larger than 10, and 59 genes whose odds ratios of the posteriors are larger than 1. Compared to the approach proposed by Newton et al. (2001) , our proposed approach makes it possible to control the false discovery rate. It is also flexible to incorporate covariates in modeling the log-differential expression ratio and pave a natural way for further pooling the results from single-array analyses.
DISCUSSION
The commonly accepted intensity-dependent normalization tries to remove systematic errors from spotted microarray data by assuming some systematic errors exist in the dependence of differential intensities to total intensities. Both ignoring measurement errors in observed total intensities and normalizing the data without providing satisfactory statistics for identification will essentially invalidate all subsequent analyses. As shown in the simulation study, ignoring the measurement errors in observed total intensities will significantly increase false positives in identification. Theoretically, pursuing a two-step procedure for normalization and identification separately may also induce potential risks as stated in Section 2. Although the statistical analysis of microarray data usually plays a role as an exploratory tool to provide candidate genes for further biological investigation, unreliable results not only increase research costs but may also invalidate the subsequent investigations.
For the proposed semiparametric measurement-error models, selection bias will be present in the classical approach which selects significant gene effects and then estimates them using the same data (see Miller, 1990) . Instead, a Bayesian approach provides conservative and robust model-averaging estimates for gene effects by shrinkage. This is important especially for pooling analyses from multiple arrays and investigating time-course changes of differential gene expressions.
With the assumption that σ 2 = 4σ 2 ξ , a spine-smoothing version of the semiparametric measurement-error model in (1) is identifiable when either n i ≥ 2 for some i or sufficient housekeeping genes are available. Otherwise, we can fix p at some sensible value such as 0.01 or 0.001 as suggested by Lönnstedt and Speed (2002) . For heteroscedastic microarray data, we may further model the variances of the measurement errors by log-spines, which will be investigated in our future work.
With the mixture prior for γ i as in (3), the d-score, d i , can be used to test the hypothesis that i-th gene is not differentially expressed. We can therefore control the false discovery rate by calculating the corresponding p-values (Benjamini and Hochberg, 1995) . Alternatively, Newton et al. (2004) recently proposed a natural method for mixture models to control the FDR by estimating the FDR conditional on the data with the posterior probabilities. It would also be interesting to compare the performances of these two different approaches in a future work.
APPENDIX A. IMPLEMENTATION OF THE GIBBS SAMPLER
The complete joint distribution for the model defined in Section 3 can be written as,
Then the posterior distribution is as follows:
A.1. Full conditionals for β and γ
LetM ij = M ij − Z T ij η. Then the full conditionals of β and γ can be written as Denote the mean and variance of the full conditional distribution of nonzero γ i as µ i and σ 2 i , respectively. It is interesting to observe that the updated nonzero proportion r i of γ i is determined by µ i , σ 2 i together with p and σ 2 γ , i.e., 
