Abstract: Gaussian processes (GPs) are widely used as surrogate models for emulating computer code, which simulate complex physical phenomena. In many problems, additional boundary information (i.e., the behavior of the phenomena along input boundaries) is known beforehand, either from governing physics or scientific knowledge. While there has been recent work on incorporating boundary information within GPs, such models do not provide theoretical insights on improved convergence rates. To this end, we propose a new GP model, called BdryGP, for incorporating boundary information. We show that BdryGP not only has improved convergence rates over existing GP models (which do not incorporate boundaries), but is also more resistant to the "curse-of-dimensionality" in nonparametric regression. Our proofs make use of a novel connection between GP interpolation and finite-element modeling.
Introduction
With advances in mathematical modeling and computation, complex phenomena can now be simulated via computer code. This code numerically solves a system of governing equations which represents the underlying science of the problem. Due to the time-intensive nature of these numerical simulations , Gaussian processes (GPs; Sacks et al., 1989) are often used as surrogate models to emulate the expensive computer code. Let x ∈ X = [0, 1] d be a vector of d code inputs, and let f (x) be its corresponding code output. The idea is to adopt a GP prior for f (·), then use the posterior process given data to infer code output at an unobserved input. GP emulators are now widely used to study a broad range of scientific and engineering problems, such as rocket engines , universe expansions (Kaufman et al., 2011 ) and high energy physics (Goh et al., 2013) .
In many applications, there is additional knowledge on the phenomenon than simply computer code output, and incorporating such knowledge can improve GP predictive performance. This "physics-integrated" GP modeling has garnered much attention in recent years (Wheeler et al., 2014; Golchi et al., 2015; Wang and Berger, 2016) . We consider here a specific type of information called Dirichlet boundaries (Bazilevs and Hughes, 2007) , which specifies the values of f along certain input boundaries. Dirichlet boundaries are often available from governing physics or from simple physical considerations (Tan, 2018) . One example is the simulation of viscous flows (White and Corfield, 2006) , widely used in climatology and high energy physics. Such flows are dictated by the complex Navier-Stokes equations (Temam, 2001) , and can be very time-consuming to simulate. At the limits of certain variables (e.g., zero viscosity or fluid incompressibility), the Navier-Stokes equations can be greatly simplified for efficient, even closedform, solutions (Kiehn, 2001; Humphrey and Delange, 2016) . Incorporating this boundary information within the GP can allow for improved predictive performance.
Despite its promise, the integration of GPs with boundary information is largely unexplored in the literature, with the only reference being a recent paper by Tan (2018) . In this paper, a flexible Boundary Modified Gaussian Process (BMGP) is proposed, which can integrate a broad range of boundaries by modifying the mean and variance structure of a stationary GP. Due in part to its modeling flexibility, the BMGP model is quite complicated and difficult to analyze theoretically. This raises an important open question: to what extent does incorporating boundary information improve convergence rates for GPs?
To address this, we propose a new GP model, called BdryGP, which has provably improved error rates when incorporating boundary information. The key novelty is a new Boundary Constrained Matérn (BdryMatérn) covariance function, which incorporates boundary information of the form: (1)
The BdryMatérn covariance inherits the same smoothness properties as the tensor Matérn kernel, while constraining GP sample paths to satisfy (1) almost surely. Assuming boundaries of the form (1) is known for each variable j = 1, · · · , d, we prove two main results for BdryGP. The first is a deterministic L p convergence rate for a fixed function f ∈ H 1,c mix (X ):
Here, n is the sample size,f BM n is the BdryGP predictor, and H 1,c mix (X ) is the Sobolev space with mixed first derivatives satisfying (1). The second is a probabilistic uniform bound for a random function Z(·) following a GP with sample paths in H 
where I
BM n is the BdryGP interpolation operator satisfying I BM n f =f BM n . Both rates require a sparse grid design (Bungartz and Griebel, 2004) . Compared to existing GP rates (which do not incorporate boundary information), our BdryGP rates decay much faster in sample size n. (A full comparison is given in Section 5.3.) Furthermore, by incorporating boundaries, our rates are also more resistant to the well-known "curse-of-dimensionality" in nonparametric regression (Geenens, 2011) . Our proof makes use of a novel connection between GP interpolation and finite-element modeling (FEM).
This paper is organized as follows. In Section 2, we present the new BdryGP model and derive the BdryMatérn kernel. In Section 3, we establish a novel connection between the BdryGP predictor and the FEM interpolator. In Section 4, we connect the function space for FEM with the native space for the BdryMatérn kernel. Using these results, we then derive in Section 5 the main convergence rates for BdryGP, and verify these rates in Section 6 via numerical simulations. Section 7 concludes the paper.
The BdryGP model
We first give a brief review of GP modeling, then present a model specification for BdryGP.
Gaussian process modeling
Let x ∈ X be an input vector on domain X = [0, 1] d , with f (x) denoting its corresponding computer code output. In Gaussian process emulation (Sacks et al., 1989; Santner, Williams and Notz, 2003) , f (·) is assumed to be a realization of a Gaussian process with mean function µ : X → R, and covariance function k : X × X → R. Further details on GP modeling can be found in Adler (1981) .
Suppose the code is evaluated at n input points
. Given data f (X), one can show that the conditional process f (·)|f (X) is still a GP, with mean function:
and covariance function:
Here
n j=1 over design points. The posterior meanf n (·) is typically used as a predictor (or emulator) for unknown code output f (·), since it is optimal under quadratic and absolute error loss (Santner, Williams and Notz, 2003) . The posterior variance k n (x, x) then quantifies the uncertainty of the predictorf n (x) at a new input setting x.
The kernel k is also associated with an important function space H k (X ), called the reproducing kernel Hilbert space (RKHS) or native space of k Wendland (2010) . For a symmetric, positive definite kernel k, the RKHS H k (X ) of k is defined as the closure of the linear function space:
This RKHS is also endowed with an inner product ·, · k which satisfies the so-called reproducing property:
for any function f ∈ H k (X ). Both the RKHS H k (X ) and its reproducing property will play a key role in the derivation and analysis of the BdryGP.
Boundary information
In many problems, boundary information on f is available from governing physical principles or scientific knowledge. We consider here a common type of boundary called Dirichlet boundaries (Bazilevs and Hughes, 2007) To integrate such boundary information, we need to specify two ingredients for BdryGP. First, a mean function µ(·) is needed which satisfies known boundary conditions on f . Second, a covariance function k(·, ·) is needed which satisfies k(x, x) = 0 for any x ∈ S
[0] j , j ∈ I [0] and any x ∈ S
. This ensures the BdryGP model satisfies the desired boundary information on f almost surely.
Mean function specification
Consider first the specification of the BdryGP mean function µ(·). We adopt a simple strategy for constructing µ(·) via an interpolator on known boundary conditions. For a point x ∈ X , let P j , respectively. These projected points can be written explicitly as:
Furthermore, let P(x) = {P
} be the set of all such projected points of x on known boundaries.
With this, the mean function µ(·) can then be constructed as:
where φ(·, ·) is a compactly supported, positive definite, radial basis kernel (Wendland, 2010) . Here, µ(x) can be interpreted as a GP interpolant at x, using boundary information at projected points P(x) as data. By the interpolation property of GPs, the proposed mean function must therefore satisfy the desired boundary conditions:
We find the radial basis kernel φ(x 1 , x 2 ) = max{(1 − ||x 1 − x 2 ||) ν , 0} (Wendland, 2010) to work well in practice. Figure 2 illustrates the proposed mean function µ(·) in (9) using the earlier two-dimensional example (with known boundaries marked in blue). From the left plot, which shows the mean function µ(·) for the full boundary case of
, we see that µ(·) satisfies the desired boundary conditions from Figure 1 . The same is true for the middle and right plots, which shows the proposed µ(·) given partial boundary information.
Covariance function specification
Consider next the specification of the covariance function k(·, ·) for BdryGP. We present below a new BdryMatérn covariance function which incorporates boundary information of the form (1). We first discuss the properties of the BdryMatérn kernel for modeling, then provide an explicit derivation of this kernel.
The BdryMatérn kernel
For variable x j , the one-dimensional (1-d) BdryMatérn kernel is defined as:
Here, x ∧ y = min(x, y) and x ∨ y = max(x, y), and sinh(·) and cosh(·) are the hyperbolic sine and cosine functions. The first case corresponds to known boundaries for both the left and right endpoints of x j (i.e., full boundary information). The second and third cases correspond to known boundaries for only the left and only the right endpoints of x j , respectively (i.e., partial boundary information). The last case is for no boundary information on x j ; this reduces to the Matérn-1/2 correlation function. Using (11), we adopt the following product form for the BdryMatérn covariance over all d variables:
where σ 2 is a variance parameter. This product form of the BdryMatérn kernel k BM ω (x, y) yields a very useful native space, which can be connected to FEM for proving improved GP convergence rates.
To see why the BdryMatérn kernel (12) can incorporate boundary information, consider a simple 1-d setting with σ 2 = 1 and ω = 1. The wavelength parameter w j in the BdryMatérn kernel (12) plays a similar role as the scale parameter in the Matérn kernel: it controls the smoothness of sample paths from the BdryGP. To visualize this, Figure 4 plots the process covariance k BM ω (0.5, x) between a point x ∈ [0, 1] and a fixed point at 0.5, for difference choices of wavelength ω. The left plot shows, as ω → ∞, this covariance converges to zero everywhere except at x = 0.5, which suggests that for larger wavelengths ω, the sample paths from BdryGP become more rugged. The right plot shows, as ω → 0 + , this covariance converges to zero everywhere, including at x = 0.5. This suggests that the process variance k
+ , which results in smoother sample paths. The 1-d BdryMatérn kernel (11) also has an inherent connection to the covariance functions for the Brownian bridge and the Brownian motion. Suppose either the left or right boundary is known for variable x j . Taking wavelength ω j → 0 + for the normalized BdryMatérn kernel, we get:
(right).
(13) The first case is the covariance function of a Brownian bridge, and the second and third cases are variants of the covariance function for a Brownian motion. We will call k BR j (x, y) the 1-d Brownian kernel, and its product form:
the Brownian kernel. The link between the BdryMatérn kernel (used in BdryGP) and the Brownian kernel will serve as the basis for proving improved convergence rates via finite-element modeling. We note that the Brownian kernel is not used for modeling purposes, but rather as a theoretical tool for bridging the BdryGP model with FEM. 
Derivation under boundary conditions
We now provide a derivation of the 1-d BdryMatérn kernel (11). Consider the 1-d Matérn kernel:
where ν is the smoothness parameter, ω is the scale parameter, and K ν is the modified Bessel function (Abramowitz and Stegun, 1965) . Let S ν,ω (s) denote the spectral density of k ν,ω (Cressie, 1991) . With denoting equality up to an independent constant, the inner product of the RKHS H kν,ω can be written as:
wheref is the Fourier transform of f . Let m = ν + 1 2 , and suppose m ∈ N. Equation (16) then simplifies to:
where
and
. With this, the reproducing property of the RKHS gives:
This suggests that the Matérn kernel k ν,ω (x, y) is the Green's function of the differential operator L ν,ω , and can therefore be uniquely obtained by solving the following differential equation for k (Zaitsev and Polyanin, 2002) :
where δ(x − y) is the Dirac delta function. This link serves as the basis for deriving the 1-d BdryMatérn kernel. Consider next the case of full boundary information on f . This information can be incorporated into the Matérn RKHS H kν,ω by restricting all functions f ∈ H kν,ω to satisfy f (0) = f (1) = 0. The corresponding kernel k for this constrained function space must satisfy the reproducing property:
or equivalently, the following constrained differential equation:
For the cases of only left and only right boundary information, a similar reasoning gives the differential equations:
respectively. The following proposition shows that the 1-d BdryMatérn kernel cases in (11) satisfy the above differential equations with ν = 1/2, with their corresponding RKHS related to the weighted first-order Sobolev space: Proof. This can be proven by simply showing each of the first three cases of the 1-d BdryMatérn kernel (11) satisfies its corresponding differential equation (22), (23) or (24). Since a solution to these differential equations is unique, the uniqueness of the kernel then follows. The RKHS claim follows from the equivalence between the differential equations and its corresponding reproducing property.
This shows that the proposed BdryMatérn kernel indeed inherits the same smoothness properties as the Matérn-1/2 kernel, while also satisfying the desired boundary conditions. Unfortunately, the same kernel derivation does not appear to extend for more general smoothness parameters ν > 1/2, since more constraints are needed on kernel k in order to solve the corresponding differential equation. For example, when ν = 3/2, a unique solution to (22) requires boundary conditions on both k and its first derivative, which implies further boundary information on f than the Dirchlet boundaries assumed in the paper.
Interpolation: BdryGP and FEM
With the BdryGP in hand, we now reveal a useful connection between FEM and the BdryGP predictor. This connection allows us to extend results from FEM to prove improved convergence rates for BdryGP.
Finite-Element Modeling
We begin with a brief review of FEM. Consider first the following partial differential equation (PDE) system:
Here, f is a solution on a Hilbert space V, ∂X is the boundary of X , and L is a differential operator on V. Under regularity conditions, the Lax-Milgram Theorem (Evans, 2015) ensures the existence of a unique weak solution satisfying (26). The idea behind FEM is to approximate (26) on a discretization of X . This requires two ingredients: a discretization mesh on X , and a finite-dimensional function space constructed from this mesh. Given a multi-index
, let X be discretized on the full grid mesh:
where B α is the index set:
The mesh size of X α then becomes
Next, given the mesh X α , let V α be the finite-dimensional function space spanned by first-order polynomials within each hypercube formed by X α (we discuss V α in greater detail in Section 4). The FEM solution is then defined as the projection of the weak solution f on the finite-dimensional space V α . Using a connection to Lagrange polynomial interpolation (see Chapter 15.2 of Wendland, 2010) , this FEM solution can be equivalently represented as:
where:
are piecewise-linear basis functions over each cube.
FEM and the Brownian kernel
We now reveal a novel connection between the FEM interpolator (29) and the GP predictor under the Brownian kernel k BR , first for full grid designs then for sparse grid designs.
Full Grids
We first make this connection for full grid designs: 
In other words, assuming
e., there exists left or right boundary information for each of the d variables), the predictorf BR n for a GP with Brownian kernel k BR is equivalent to the FEM solution I α f , under the full grid design (or mesh) X α .
The key idea in proving Theorem 1 is to show that, under the Brownian kernel k BR , the matrix inverse [k BR (X, X)] −1 has an explicit closed-form expression. Under this expression, the desired equivalence can be shown via an inductive argument on dimension d. This result can be viewed as an extension of Proposition 2 in Ding and Zhang (2018) .
Proof. Without loss of generality (WLOG), we assume the setting of only known left boundaries, i.e., I
[
follows immediately. Furthermore, since the mean function µ(·) in (9) satisfies the desired boundary conditions, we can simply show that the claim holds for a zero-mean GP with Brownian kernel k BR , under a boundary condition of zero.
We first prove the theorem for the base cases of d = 1 and d = 2, then show the claim holds for d > 2 via induction.
Consider first the base case of d = 1. Under the assumption of known left boundaries, X α = {x i = i2
−α : i = 1, · · · , 2 α } with x 0 = 0 and n := |X α |. By Theorem 2 of Ding and Zhang (2018) , k −1 (X α , X α ) is a symmetric tridiagonal matrix with entries
This proves the base case of d = 1. For clarity in the later inductive step, we will also show the case of d = 2. Here,
{x αj ,1 , x αj ,2 , · · · }, and k(x, y) = k 1 (x 1 , y 1 )k 2 (x 2 , y 2 ). Let x be a point in X , and let K x be the hypercube in X α containing x with vertices {x α,(i1,i2) : i j = β j , β j + 1, j = 1, 2}. The vector k −1 (X α , X α )k(X α , x) can be decomposed as:
where vec M denotes the vectorization of the matrix M. Define
By straightforward calculations similar to the 1-d case, it follows that Φ [2] (x) has only the four non-zero entries:
where φ α,β is the hat function defined previously. Thus, the predictorf BR n can be rewritten as:f
which proves the theorem for d = 2. Consider next the inductive step on d. Here, the full grid becomes
{x αj ,1 , x αj ,2 , . . .}. Let x ∈ X and let K i be the hyper-cube in X α containing x with vertices {x α,(i1,··· ,i d ) : i j = β j , β j + 1, j = 1, · · · , d} as before. Suppose the inductive hypothesis:
From this hypothesis, we can see that there are at most 2 d non-zeros entries on
is the Lagrange polynomial interpolation of f and is continuous, this assumption is equivalent tof BR n = I α f . Under this inductive hypothesis, consider the case for dimension d + 1. Here, the full grid design becomes X α = X α 1:d × X α d+1 . Now let x ∈ X and let K i be a hyper-cube in X α containing x with vertices {x α,(i1,
Similarly, define:
From the inductive hypothesis, we know that
which is the vectorization of the sparse matrix 
So there are at most 2 d+1 non-zeros entries on Φ [d+1] (x), namely, the entries Φ i1,··· ,i d+1 (x) where i j = β j or β j + 1. Incorporating this, we then have:
which completes the inductive step.
Sparse Grids
One disadvantage of full grid designs is the so-called curse-of-dimensionality: both the design size and its corresponding prediction error grow exponentially in dimension d. To this end, we extend next the earlier equivalence between FEM and the Brownian kernel for a broader class of designs called sparse grids (Bungartz and Griebel, 2004) , which "sparsify" a full grid by retaining only certain subgrids of interest. These designs are used later to prove the improved convergence rates for BdryGP.
We first provide a brief review of sparse grid designs. A sparse grid of level k, denoted as X SP k , is defined as follows:
In words, the sparse grid X SP k is the union of full grids X α whose multi-indices α sums between k and k + d − 1. Figure 5 shows sparse grids of levels 1 to 4 in two dimensions; we see that sparse grids provide a sizable reduction in design size compared to full grids. This reduction plays a key role in providing relief from dimensionality in many numerical approximation problems (Wendland, 2010; Dick, Kuo and Sloan, 2013) .
The FEM solution I α f in (29), previously defined for the full grid X α , can be extended analogously for sparse grids. Similar to before, let V 
With this in hand, we show that under sparse grid designs, the FEM solution I SP k f is also equivalent to the GP posterior meanf 
FEM and the BdryMatérn kernel
Having proved the connection between FEM and the Brownian kernel k BR , we then show how this relates to the BdryMatérn kernel k BM ω used in BdryGP. Of course, the GP predictorsf 
for some constant C independent of f , ω and n.
The proof of this theorem can be found in Appendix A.2.
Function spaces: BdryGP and FEM
Next, we prove the equivalence between the RKHS of the Brownian kernel k BR , the constrained Sobolev space with mixed first derivatives, and the weak solution space for FEM.
Brownian Kernel RKHS and the Constrained Mixed Sobolev Space
We first establish the equivalence between the Brownian kernel RKHS and the mixed Sobolev space under boundary constraints. Let H 1 mix be the Sobolev space of functions with mixed first derivative:
mix be the space of functions in H 1 mix with boundary value zero on known boundaries:
We will call H 
From equation (37), the inner product of H k BR is:
Thus, we only need to show the norm equivalence identity:
Obviously, C 1 = 1. By the 1-d Poincaré inequality for locally absolutely continuous functions, there exists some constant C such that:
Iteratively applying the Poincaré inequality again, we get:
which proves the norm equivalence identity.
Hierarchical Difference Spaces
Next, we introduce the idea of a hierarchical difference space, which is widely used in FEM analysis. These spaces will allow for a multi-level decomposition of the finite-dimensional function spaces for FEM, and thereby the FEM solution as well. Let us define the finite-dimensional function space V α for the FEM solution on full grid X α :
where φ α,β is the earlier hat function with φ 0,1 (x) = x and φ 0,2 (x) = 1 − x. It is clear that V α is the tensor product of these 1-d spaces, i.e., V α = d j=1 V αj . Furthermore, V α can be represented as the following multi-level subspace decomposition:
Further details on these spaces can be found in Yserentant (1986) and Bungartz and Griebel (2004) . We note that, in order to incorporate partial boundaries, the hierarchical difference space used here is slightly modified from that in the literature. In the case of full boundaries (i.e.,
, the two spaces are equivalent.
The subspace decomposition (39) allows for the following useful multi-level decomposition of the FEM solution. Consider first the FEM solution I α f on the full grid X α . From equation (39), I α f can be decomposed as:
Here, f α is the projection of f on W α , given by:
and the constant c α,β is known as the hierarchical surplus, defined as:
Here, d j=1 A αj ,βj denotes the Kronecker product of vectors A αj ,βj ; this is the standard stencil notation used in numerical analysis. Similarly, the sparse grid FEM solution I SP k can be decomposed as:
This decomposition, along with the equivalences in Section 3, provides the basis for proving improved convergence rates for BdryGP.
Brownian Kernel RKHS and Hierarchical Difference Spaces
Consider now the limiting function space V:
In other words, V is the tensor product of the limiting 1-d finite-dimensional spaces in equation (38). The space V can be viewed as the weak solution space on which FEM aims to solve the PDE system (26) in the limit. The following proposition shows the equivalence of V to the native space of k BR :
Proposition 3. The function spaces V and H k BR are equivalent.
The proof of this proposition requires the following lemma, which shows that the finite-dimensional RKHS of k BR on grid X α is equivalent to V α .
Lemma 1. The finite-dimensional spaces
The proof of Lemma 1 is given in Appendix A.1.
Proof (Proposition 3)
. From Lemma 1, we know that the projectors to V α and {k This function space equivalence allows for the decomposition of the RKHS H k BR (and its corresponding interpolator) into hierarchical difference subspaces (and its corresponding projections) of different levels. This decomposition plays a key role in proving the following convergence rates.
Convergence rates for BdryGP
With these equivalences in hand, we now prove the desired rates for BdryGP under sparse grids. All of these rates assume that
e., at least one boundary is known for each of the d variables. Of course, the same rates also hold in the full boundary setting of
, where all boundaries of f are known.
L p and L ∞ Convergence Rates
Suppose f is a deterministic function from the constrained mixed Sobolev space H 
and an L ∞ convergence rate of:
The proof of Theorem 5 requires the following three lemmas. The first lemma (from Bungartz and Griebel, 2004 ) provides a big-O approximation of the number of points in the sparse grid X SP k : Lemma 2. [Lemma 3.6 in Bungartz and Griebel (2004) 
The second lemma upper bounds the hierarchical surplus in c α,β (42):
mix . Then there exists constants C > 0 and γ ∈ (0, 1] independent of f , α and β, such that:
The last lemma provides a useful identity:
Lemma 4. For any x ∈ (0, 1),
The proofs of Lemma 3 and 4 are found in the Appendix.
Proof. Consider first the prediction error f −f 
Therefore, the error can be bounded by the infinite series:
for any norm || · ||. Let us first take the L p norm for · in (50). Note that
where C and are positive constive constant independent of α (note that the constant C is used to show big-O convergence, and may change in value throughout the proof). Here, the third line follows from the fact that {φ α,β } β∈Bα is pairwise disjoint, the fourth line follows from the fact that
and the fifth line follows from Lemma 3 (Equation 47).
We can further upper bound the last equation as follows:
where the second line follows since there are 
. (53) Plugging (53) into (51), we get:
Using the upper bound on grid points for sparse grids (Lemma 2), the above prediction error can be stated in terms of sample size n:
For L ∞ convergence, we can take the L ∞ norm for · in (50) and mimic the same proof technique for L p convergence, with the key distinction being the use of Lemma 3 (ii) in (51) to upper bound
Finally, using Theorem 3, the L p and L ∞ convergence rates for f −f BR n also hold for the BdryGP error f −f BR n as well, which completes the proof.
Remark 1 : In Theorem 5, the intuition behind the slower L ∞ rate (compared to the L p rate, 1 ≤ p < ∞), is that D 1 f (x) can be ill-behaved on a measure-zero set on X . Because of this, the pointwise convergence rate on this set can be be much slower. The effect from this measure-zero set can be ignored under integration for L p with p < ∞.
Remark 2 : We can further improve the convergence rate in Theorem 5 if we restrict f to the smaller function space H 2,c mix , the constrained Sobolev space with mixed second derivatives. Using the same proof strategy, but plugging in Lemma 3.5 in Bungartz and Griebel (2004) , we can then show that ||f
mix . The function space equivalence (Theorem 4), however, does not hold under this extension, since H 2,c mix is smaller than the RKHS of the BdryMatérn kernel H 1,c mix .
Probabilistic Uniform Rate
Next, we prove a probabilistic convergence rate for BdryGP, where f is assumed to be random, following a GP with sample paths in the constrained mixed Sobolev space H 1,c mix . This is motivated by the probabilistic convergence rates in Wang, Tuo and Wu (2018) for GPs without boundary constraints. Define first the following kernel space:
Such a space ensures that a GP with kernel k ∈ H 
and:
Proof. Let Z(·) be a GP with kernel k ∈ H in arguments x and y. Consider the following hierarchical expansion of the so-called "natural distance" σ:
By Theorem 5, we have:
for any x, y ∈ X . This can then be plugged into the proof of Theorem 1 of in Wang, Tuo and Wu (2018) to prove the result. 
Comparison with Existing Results
We now compare these BdryGP rates to existing GP rates which do not incorporate boundary information. Table 1 summarizes several key results for the latter.
Consider first the deterministic rates, where f is a deterministic function within a function space. For f ∈ H 1 (X ) (the first-order Sobolev space), Wu and Schaback (1993) proved a L ∞ minimax rate of O(n 1/(2d) ) for radial basis interpolators. Under the same assumptions, van de Geer (2000) and Gu (2002) also proved a L 2 minimax rate of O(n −1/(2+d) ) for kernel ridge regression. Without additional information on f , these rates are in general not improvable (Stone, 1982) . To contrast, by incorporating boundary information, the proposed BdryGP enjoys quicker convergence rates in sample size n, with an L p rate of
). Furthermore, the BdryGP rates are more resistant to the "curse-of-dimensionality". As dimension d grows large, the existing error rate O(n 1/(2d) ) grows exponentially in sample size n, whereas the BdryGP rates grow exponentially in a lower-order term log n (for L ∞ ) or in constants (for L p ). This shows that, by incorporating boundary information, the BdryGP not only yields lower prediction errors for fixed dimension d, but maintains relatively good performance as dimension d grows large.
Consider next the probabilistic uniform rates, where f follows a GP with kernel k ∈ H 1,c mix (X × X ), which ensures sample paths are contained in the constrained mixed Sobolev space H 1,c mix . These probabilistic uniform GP rates were first studied in Tuo, Wang and Wu (2017) for the Matérn kernel without boundary information. There, the authors proved an L p rate over the stochastic process
[log n 1/(2d) ]), and a probabilistic rate (uniform in x) of O P (n
[log n 1/(2d) ]). To contrast, by incorporating boundary information, the same uniform rates are improved to O(n −1 [log n] 2d−3/2 ) and O P (n −1 [log n] 2d−3/2 ) in Theorem 6, respectively. This again shows that, by incorporating boundary information, the BdryGP can yield lower prediction errors.
It is worth mentioning that the constrained mixed Sobolev space used here imposes greater smoothness than the Sobolev spaces used in existing rates, which may also contribute to our rate improvements. To parse out the effect from different function spaces, we can directly extend results from Rieger and Wendland (2017) and Tuo, Wang and Wu (2017) to show that, under unconstrained function spaces of comparable smoothness to Theorems 5 and 6, we achieve only
) (a full proof is provided in the Appendix). These rates are of an order slower than the BdryGP rates in Theorems 5 and 6, which confirms that boundary information indeed improves predictive performance.
Numerical Experiment
We now provide a small simulation study verifying the improved error convergence rate of the proposed BdryGP model over standard GP models (which do not incorporate boundary information). The set-up is as follows. We use three d = 10-dimensional test functions from the emulation literature, taken from Surjanovic and Bingham (2016) :
We will compare two variants of the BdryGP model: (i) the BdryGP with full boundary information (i.e.,
, and (ii) the BdryGP with only partial information on left boundaries (i.e., I
, with a standard GP model with the product Matérn-1/2 kernel. All models use a wavelength parameter of ω = 1.0, and are compared on the prediction error f −f L 1 , which is approximated using 1000 uniformly sampled points in X . Figure 6 (top) plots the log-error f −f L 1 as a function of sample size n (and sparse grid level k). For all three functions, these log-errors appear to be linearly decreasing in sparse grid level k. Furthermore, the two BdryGP models (both of which incorporate some form of boundary information) yield much lower errors than the standard GP without boundary information, with the error decay slopes for BdryGP roughly double that for the standard GP model. This is in line with the convergence rates proven in Section 5, which show that the L 1 error rates for BdryGP are on the order of O(2 −k ), but increase to O(2 −k/2 ) without boundary information.
To highlight the error gap between full and partial boundary information, Figure 6 (bottom) plots the L 1 error ratio of the full boundary BdryGP over the partial boundary BdryGP. All ratios are above 1.0, which shows that full boundaries indeed yield more information on f compared to partial boundaries.
21 (1) 241 (2) 2001 (3) 13441 (4) However, this improvement seems to diminish as sample size n grows large; this suggests that the information on f from design points can outweigh the additional information from full boundaries (over partial boundaries) for large sample sizes.
Conclusion
This paper presents a new Gaussian process model, called BdryGP, for incorporating one type of boundary information with provably improved convergence rates. The key novelty in BdryGP is a new BdryMatérn covariance function, which inherits the same smoothness properties of a tensor Matérn kernel, while constraining sample paths to satisfy boundary information almost surely. Using a new connection between finite-element modeling and GP interpolation, we then show that under sparse grid designs, BdryGP enjoys improved convergence rates over standard GP models, which do not account for boundary information. By incorporating boundaries, our BdryGP rates are also more resistant to the well-known "curse-of-dimensionality" in nonparametric regression. Numerical simulations confirm these improved convergence rates, and demonstrate the improved performance of BdryGP over standard GP models.
While this paper provides an appealing theoretical framework for the BdryGP model, there are further developments which would be useful for practical implementation. For computational efficiency, one can leverage the equivalence between FEM and BdryGP (Section 3) to eliminate matrix computation steps for prediction and likelihood evaluations, which improves the scalability of BdryGP for big datasets. It would also be useful to investigate the behavior of BdryGP (e.g., consistency and convergence rates) under maximum likelihood estimation of model parameters.
with x ∈ supp[φ n,βn ] and β n ∈ B n . When n = k + 1, we have:
According to the following identities:
and, WLOG, conditioned on the assumption x ∈ (x k,β k , x k+1,β k+1 ), we have
Now we plug in equation (42) and the above identities, we can have the result:
A.2. Proof of Theorem 3
Proof. WLOG, we assume that the mean function µ = 0. Let f ∈ H We first define the following hierarchical difference functions:
true for L p norm, therefore, by following the proof for Theorem 9 in Rieger and Wendland (2017) , we can have the following inequality: Proof. We can follow the proof for Theorem 6, with the only difference being that for any kernel k(x, y) ∈ H The claim can then be shown by performing the same substitution as in the proof in Theorem 6.
