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Abstract
We compute the leading asymptotics of the maximum of the (centered) logarithm of the absolute
value of the characteristic polynomial, denotedΨ푁 , of the Ginibre ensemble as the dimension of therandom matrix 푁 tends to +∞. The method relies on the log–correlated structure of the field Ψ푁andwe obtain the lower–bound for themaximumby constructing a family of Gaussianmultiplicative
chaos measures associated with certain regularization of Ψ푁 at small mesoscopic scales. We alsoobtain the leading asymptotics for the dimensions of the sets of thick points and verify that they are
consistent with the predictions coming from the Gaussian Free Field. A key technical input is the
approach from [3] to derive the necessary asymptotics,
1 Introduction and main results
The Ginibre ensemble is the canonical example of a non–normal random matrix. It consists of a푁 ×푁 matrix
filled with independent complex Gaussian random variables of variance 1∕푁 , [24]. It is well–known that the
eigenvalues (휆1,… , 휆푁 ) of a Ginibre matrix are asymptotically uniformly distributed inside the unit disk 픻 =
{푧 ∈ ℂ ∶ |푧| ≤ 1} in the complex plane – this is known as the circular law [12]. Moreover, these eigenvalues
form a determinantal point process on C with a correlation kernel
퐾푁 (푥, 푧) =
∑푁−1
푗=0
푥푗푧푗
푗!
푁 푗+1푒−푁|푥|2∕2−푁|푧|2∕2. (1.1)
This means that the law, denoted by P푁 , of the Ginibre eigenvalues is given by
P푁 [d푥1,⋯ , d푥푁 ] =
1
푁!
det
[
퐾푁 (푥푖, 푥푗)
]푁
푖,푗=1
d2푥1
휋 ⋯
d2푥푁
휋 , (1.2)
where d2푥 denotes the Lebesgue measure on C. We refer the readers to [25, Chapter 4] for an introduction to
determinantal processes and to [25, Theorem 4.3.10] for a derivation of the Ginibre correlation kernel. The
Ginibre eigenvalues also have the same law as the particles in a one component two–dimensional Coulomb gas
confined by the potential푄(푥) = |푥|2∕2, see [42]. Indeed, it is easy to verify that for any푁 ∈ ℕ, the probability
measure (1.2) satisfies dP푁 ∝ 푒−H푁 (푥)∏푁푗=1d2푥푗 where the energy of a configuration 푥 ∈ C푁 is given by
H푁 (푥) =
∑
푗,푘=1,…,푁
푗≠푘
log |푥푗 − 푥푘|−1 + 2푁 ∑
푗=1,…,푁
푄(푥푗). (1.3)
In this article we are interested in the asymptotics of the modulus of the characteristic polynomial 푧 ∈ C↦∏푁
푗=1 |푧− 휆푗| of the Ginibre ensemble and in particular on the maximum size of its fluctuations. Before statingour main result, we need to review some basic asymptotic properties of the Ginibre eigenvalues process.
First, it follows from a classical result in potential theory that the equilibrium measure which describes the
limit of the empirical measure 1푁
∑푁
푗=1 훿휆푗 is indeed the circular law, 휎(d푥) = 1휋1Dd2푥, see [42, Section 3.2].This can be deduced from the fact that the logarithmic potential of the circular law
휑(푧) = ∫ log |푧 − 푥|휎(d푥) = log+ |푧| − (1 − |푧|2)+2 , (1.4)
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satisfies the condition
휑(푧) = 푄(푧) − 1∕2 for all 푧 ∈ D. (1.5)
Then, Rider–Viràg [40] showed that the fluctuations of the empirical measure of the Ginibre eigenvalues
around the circular law are described by a Gaussian noise. This result was generalized to other ensembles of
random matrices in [2, 3], as well as to two–dimensional Coulomb gases at an arbitrary positive temperature in
[7, 35]. Let us define
X(d푥) =
∑푁
푗=1 훿휆푗 −푁휎(d푥). (1.6)
This measure describes the fluctuations of the Ginibre eigenvalues and, by [40, Theorem 1.1], for any function
푓 ∈ C 2(C) with at most exponential growth, we have as푁 → +∞,
X(푓 ) =
∑푁
푗=1 푓 (휆푗) −푁 ∫ 푓 (푥)휎(d푥)
law
⟶ N
(
0,Σ2(푓 )
)
. (1.7)
Moreover, if 푓 has compact support inside the support of the equilibrium measure, then the asymptotic variance
is given by
Σ2(푓 ) = ∫ 휕푓 (푥)휕푓 (푥)휎(d푥). (1.8)
The main object that we study in this article is the centered logarithm of the Ginibre characteristic polyno-
mial:
Ψ푁 (푧) = log
(∏푁
푗=1|푧 − 휆푗|) −푁휑(푧). (1.9)
See Figure 1 below for a sample of the random function Ψ푁 (푧). Note that it follows from the convergence ofthe empirical measure to the circular law that for any 푧 ∈ C, we have in probability as푁 → +∞,
1
푁
log
(∏푁
푗=1|푧 − 휆푗|)→ 휑(푧) = ∫D log |푧 − 푥|d2푥휋 ,
so that the second term on the RHS of (1.9) is necessary to have the field Ψ푁 asymptotically centered. In fact, itfollows from the result of Webb–Wong [46] thatE푁 [Ψ푁 (푧)]→ 1∕4 for all 푧 ∈ D as푁 → +∞. Moreover, if weinterpret Ψ푁 as a random generalized function, then the central limit theorem (1.7) implies that Ψ푁 convergesin distribution to the Gaussian free field (GFF)1 onD with free boundary conditions, see [40, Corollary 1.2] and
also [3, 44] for further details. Even though the GFF is a random distribution, it can be though of as a random
surface which corresponds to the two–dimensional analogue of Brownian motion, see [43]. The convergence
result of Rider–Viràg indicates that we can think of the field Ψ푁 as an approximation of the GFF in D. Themain property of the GFF is that it is a log–correlated Gaussian process on C. This log–correlated structure is
already visible for the absolute value of the characteristic polynomial of the Ginibre ensemble as it is possible
to show that for any 푧, 푥 ∈ D,
E푁
[
Ψ푁 (푧)Ψ푁 (푥)
]
= 1
2
log
(√
푁 ∧ |푥 − 푧|−1) + (1), (1.10)
as 푁 → +∞. By analogy with the GFF and other log–correlated fields, we can make the following prediction
for the asymptotics of the maximum of the field Ψ푁 . We have as푁 → +∞,
max
푧∈D
Ψ푁 (푧) =
log푁√
2
−
3 log log푁
4
√
2
+ (1), (1.11)
where the error term is given by a random variable. Analogous predictions have been made for other log–
correlated fields coming from random matrices. For instance, Fyodorov–Keating [21] first conjectured the
asymptotics of the maximum of the logarithm of the absolute value of the characteristic polynomial of the
1We briefly review the definition of the GFF in Section 2.1
2
circular unitary ensemble2 (CUE), including the distribution of the error term and Fyodorov–Simm [23] made
analogous prediction for the Gaussian Unitary Ensemble3 (GUE) .
The main goal of this article is to verify the leading order in the asymptotic expansion (1.11). More precisely,
we prove the following result:
Theorem 1.1. For any 0 < 푟 < 1 and any 휖 > 0, we have
lim
푁→+∞
P푁
[
1 − 휖√
2
log푁 ≤ max|푧|≤푟Ψ푁 (푧) ≤ 1 + 휖√2 log푁
]
= 1.
It is worth pointing out that like other asymptotic properties of the eigenvalues of randommatrices, we expect
the results of Theorem 1.1, as well as the prediction (1.11), and Theorem 1.3 below to be universal. This means
that these results should hold for other random normal matrix ensembles with a different confining potential푄 as
well as for other non–Hermitian Wigner ensembles under reasonable assumptions on the entries of the random
matrix. In the remainder of this section, we review the context and most relevant results related to Theorem 1.1,
and we provide several motivations to study the characteristic polynomial of the Ginibre ensemble.
1.1 Comments on Theorem 1.1 and further results
The study of the characteristic polynomials for different ensembles of randommatrices has an interesting history
because of several connections to problems in various areas of mathematics. In particular, there are the anal-
ogy between the logarithm of the absolute value of the characteristic polynomial of the CUE and the Riemann
휁–function [30], as well as the connections with Toeplitz or Hankel determinant with Fisher–Hartwig symbols,
[32, 17]. Of essential importance is also the connection between characteristic polynomial of random matrices,
log–correlated fields and the theory of Gaussian multiplicative chaos [27, 21]. This connection has been used in
several recent works to compute the asymptotics of the maximum of the logarithm of the characteristic polyno-
mial for various ensembles of randommatrices. For the characteristic polynomial of the CUE, a result analogous
to Theorem 1.1 was first obtained by Arguin–Belius–Bourgade [4]. Then, the correction term was computed by
Paquette–Zeitouni [37] and the counterpart of the conjecture (1.11) was established for the circular 훽–ensembles
for general 훽 > 0 by Chhaibi–Madaule–Najnudel [14]. For the characteristic polynomial of the GUE, as well as
other Hermitian unitary invariant ensembles, the law of large numbers for the maximum of the absolute value of
the characteristic polynomial was obtained in [33]. Cook and Zeitouni [16] also obtained a law of large numbers
for the maximum of the characteristic polynomial for a random permutation matrix, in which case their result
does not match with the prediction from Gaussian log-correlated field because of arithmetic effects. Finally, in
the article [15] in preparation with Claeys, Fahs and Webb, we obtain the counterpart of Theorem 1.1 for the
imaginary part of the characteristic polynomial of a large class of Hermitian unitary invariant ensembles. In
[15], we also show that our result implies optimal rigidity estimates for the eigenvalues of random Hermitian.
Likewise, by adapting the proof of the upper–bound in Theorem 1.1, we can obtain precise rigidity estimates for
linear statistics of the Ginibre ensemble in the spirit of [6, Theorem 1.2] and [35, Theorem 2].
Theorem 1.2. For any 0 < 푟 < 1 and 휅 > 0, define
F푟,휅 =
{
푓 ∈ C 2(C) ∶ Δ푓 (푧) = 0 for all 푧 ∈ C ⧵D푟 and max
C
|Δ푓 | ≤ 푁휅} . (1.12)
For any 휖 > 0, there exists a constant 퐶푟,휅,휖 > 0 such that
P푁
[
sup
{|X(푓 )| ∶ 푓 ∈ F푟,휅 and ∫D |Δ푓 (푧)|d2푧휋 ≤ 1
}
≥ (log푁)1+휖
]
≤ 퐶푟,휅,휖푒− 12 (log푁)1+휖 .
2A random푁 ×푁 unitary matrice sampled from the Haar measure on the unitary group.
3A random푁 ×푁 Hermitian matrice with independent Gaussian entries suitably normalized.
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We believe that Theorem 1.2 is of independent interest since for instance it covers any smooth mesoscopic
linear statistic at arbitrary small scales in a uniform way. The proof of Theorem 1.2 is given in Section 3.2 and
it relies on the basic observation that in the sense of distribution, the Laplacian of the field Ψ푁 is related to the
empirical measure of the Ginibre ensemble suitably recentered: ΔΨ푁 = 2휋푁
(
1
푁
∑푁
푗=1 훿휆푗 −
1
휋1D
)
.
The proof of Theorem 1.1 consists of an upper–bound which is based on the subharmonicity of the logarithm
of the absolute value of theGinibre characteristic polynomial and themoments estimates fromWebb–Wong [46]4
and of a lower–bound which exploits the log–correlated structure of the field Ψ푁 . More precisely, by relyingon the approach of [34], we obtain the lower–bound in Theorem 1.1 by constructing a family of subcritical
Gaussian multiplicative chaos measures associated with certain mesoscopic regularization of the field Ψ푁 –see Theorem 2.2 below for further details. Gaussian multiplicative chaos (GMC) is a theory which goes back
to Kahane [29] and it aims at encoding geometric features of a log–correlated field by means of a family of
random measures. These GMC measures are defined by taking the exponential of a log–correlated field through
a renormalization procedure. We refer the readers to Section 2.1 for a brief overview of the theory and to
the review of Rhodes–Vargas [38] or the elegant and short article of Berestycki [8] for more comprehensive
presentations. It is well–known that in the subcritical phase, these GMC measures live on the sets of so–called
thick points5 of the underlying field, [38, Section 4]. By exploiting this connection, we obtain from our analysis
the leading order of the size of the sets of thick points of the Ginibre characteristic polynomial for large푁 .
Theorem 1.3. Let us define the set of 훽–thick points of the Ginibre characteristic polynomial:
T 훽푁 ∶=
{
푥 ∈ D푟 ∶ Ψ푁 (푥) ≥ 훽 log푁} (1.13)
and let |T 훽푁 | be its Lebesgue measure. For any 0 < 푟 < 1, any 0 ≤ 훽 < 1∕√2 and any small 휖 > 0, we have
lim
푁→+∞
P푁
[
푁−2훽
2−훿 ≤ |T 훽푁 | ≤ 푁−2훽2+훿] = 1. (1.14)
The proof of Theorem 1.3 will be given in Section 4 and the result has the following interpretation. By (1.9),
the field −Ψ푁 corresponds to the (electrostatic) potential energy generated by the random charges (휆1,… , 휆푁 )and the negative uniform background 휎. One may view−Ψ푁 as a complex energy landscape and the asymptotics(1.14) describe the multi–fractal spectrum of the level sets near the extreme local minima of this landscape.
Moreover, as a consequence of Theorems 1.1 and 1.3, we can deduce the leading order of the corresponding free
energy, i.e. the logarithm of the partition function of the Gibbs measure 푒훽Ψ푁 for 훽 > 0. Namely, by adapting
the proof of [4, Corollary 1.4], we obtain for any 0 < 푟 < 1,
lim
푁→+∞
1
훽 log푁
log
(
∫D푟 푒
훽Ψ푁 (푧) d
2푧
휋
)
= max
훾∈[0,1∕
√
2]
{1
훽
+ 훾 − 2
훽
훾2
}
=
⎧⎪⎨⎪⎩
1
훽
+ 훽
8
, 훽 ∈ [0,
√
8]
1∕
√
2, 훽 >
√
8
. (1.15)
The fact that the free energy is constant and equals to lim
푁→+∞
maxD푟 Ψ푁
log푁 in the supercritical regime 훽 >
√
8 is
called freezing. This property is typical for Gaussian log–correlated fields and our results rigorously establish
that the Ginibre characteristic polynomial behave according to the Gaussian predictions which is a well–known
heuristic in randommatrix theory. Moreover, this freezing scenario is instrumental to predict the full asymptotic
behavior (1.11) of the maximum of the field Ψ푁 , including the law of the error term, see e.g. [20]. For anillustration of level sets of the random function and in particular of the geometry of thick points, see Figure 2.
Let us return to the connections between our results and the theory of Gaussian multiplicative chaos. The
family of GMCmeasures associated to the GFF are called Liouville measures and they play a fundamental role in
4See Theorem 1.4 below.
5 The concept of thick points is crucial to describe the geometric properties of log–correlated fields. Informally, these points corresponds
to the extremal values of the field.
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recent probabilistic constructions in the context of quantum gravity, imaginary geometries, as well as conformal
field theory. We refer to the reviews [5, 39] for further references on these aspects of the theory. Thus, motivated
by the result of Rider–Viràg, it is expected that a random measure whose density is given by a power of the
characteristic polynomial (see Figure 3 below) of the Ginibre ensemble suitably normalized:∏푁
푗=1 |푧 − 휆푗|훾
E푁
[∏푁
푗=1 |푧 − 휆푗|훾]
d2푧
휋
= 푒
훾Ψ푁 (푧)
E푁
[
푒훾Ψ푁 (푧)
] d2푧
휋
law
⟶ 휇훾G, (1.16)
where 휇훾G is a Liouville measure with parameter6 0 < 훾 <
√
8. Hence, this provides an interesting connection
between the Ginibre ensemble of randommatrices and random geometry. As we observed in [15, Section 3], this
convergence result in the subcritical phase implies the lower–bound in Theorem 1.1. An important observation
that we make in this paper is that it suffices to establish the convergence of 푒훾휓푁 (푧)
E푁
[
푒훾휓푁 (푧)
] d2푧
휋 to a GMC measure
for a suitable regularization 휓푁 of the field Ψ푁 in order to capture the correct leading order asymptotics of itsmaximum and thick points. The main issues are to work with a regularization at an optimal mesoscopic scale
푁−1∕2+훼 for arbitrary small 훼 > 0 and to be able to obtain the convergence in the whole subcritical phase. In
particular, our result on GMC, Theorem 2.2, below provides strong evidence that the prediction (1.16) is correct.
It is an important and challenging problem to obtain (1.16) already in the subcritical phase. In particular,
this requires to derive the asymptotics of joint moments of the characteristic polynomials. For a single 푧 ∈ D푟,these asymptotics are obtained by Webb–Wong in [46]. Let us recall their main result which is also a key input
in our method.
Theorem 1.4 ([46], Theorem 1.1). For any fixed 0 < 푟 < 1, we have
E푁 [푒훾Ψ푁 (푧)] = (1 + 표(1))
(2휋)훾∕4
퐺(1 + 훾∕2)
푁훾
2∕8, (1.17)
where the error term is uniform for all {훾 ∈ C ∶ 훾 > −2} and 푧 ∈ D푟.
The asymptotics of the joint exponential moments of Ψ푁 remain conjectural, see e.g. [46, Section 1.2].However, it is possible to give explicit formulae for the joint even moments of the characteristic polynomial of
the Ginibre ensemble and we obtain the following result.
Theorem 1.5. Recall the definition (1.1) of the correlation kernel 퐾푁 of the Ginibre ensemble. For any 푛 ∈ ℕ,
we have for any 푧1,… , 푧푛 ∈ C such that 푧1 ≠ ⋯ ≠ 푧푛,
E푁
[∏푛
푖=1
∏푁
푗=1|푧푖 − 휆푗|2] = 휋푛∏푁+푛−1푘=푁 푘!
푁−푁푛−
푛(푛+1)
2
det푛×푛[퐾푁+푛(푧푖, 푧푗)]∏
1≤푖<푗≤푛 |푧푖 − 푧푗|2 푒푁
∑푛
푖=1 |푧푖|2 . (1.18)
A generalization of Theorem 1.5 which holds for other confining potential is proved in the Appendix A and
we also sketch how the results can be used to deduce asymptotics which are related to Fisher–Hartwig formula
and match with the prediction from [46, Section 1.2] – see Remark A.1. We also motivate why these asymptotics
are universal – see Remark A.2. To our knowledge, Theorem 1.5 is new, although other (more general) exact
formulae have already been obtained in [22, 19]. In contrast to these previous results, formula (1.18) expresses
the joint even moments of the characteristic polynomial in terms of the correlation kernel of the ensemble and
it is therefore directly amenable to asymptotic analysis. So, we believe that Theorem 1.5 is of independent
interest and some consequences will be discussed in future work. The proof of Theorem 1.5 relies on a simple
generalization of Heine formula which is inspired from the work of Brezin–Hikami [13] on Hermitian matrices.
6This corresponds to the subcritical phase – the critical value being 훾∗ =
√
8 as in (1.15) or in Theorem 2.2 below.
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Figure 1: Sample of the logarithm of the absolute value of the Ginibre characteristic polynomialΨ푁 (푧) for a random matrixof dimension푁 = 3000.
Figure 2: Level sets of the logarithm of the absolute value of the Ginibre characteristic polynomial Ψ푁 (푧) for a randommatrix of dimension푁 = 5000.
Figure 3: Sample of the (normalized) Ginibre characteristic polynomial
∏푁
푗=1 |푧−휆푗 |
E푁 [
∏푁
푗=1 |푧−휆푗 |] for a random matrix of dimension
푁 = 3000. This is an approximation of the Liouville measure 휇훾퐺 with parameter 훾 = 1.
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1.2 Outline of the article
The remainder of this article is devoted to the proof of Theorem 1.1. The result follows directly by combining the
upper–bound of Proposition 3.1 and the lower–bound from Proposition 2.1. As we already emphasized the proof
of the lower–bound follows form the connection with GMC theory and the details of the argument are reviewed
in Section 2. In particular, it is important to obtain mod–Gaussian asymptotics for the exponential moments
of a mesoscopic regularization of the field Ψ푁 , see Proposition 2.3. These asymptotics are obtained by usingthe method developed by Ameur–Hedenmalm–Makarov [3] which relies on the so–called Ward identities and
the determinantal structure of the Ginibre ensemble. Compared with the proof of the central limit theorem in
[3], we face two significant extra technical challenges: we must consider a mesoscopic linear statistic coming
from a test function which develops logarithmic singularities as 푁 → +∞. This implies that we need a more
precise approximation for the correlation kernel of the biased determinantal process. For these reasons, we
give a detailed proof of Proposition 2.3 in Section 5 and Section 6. Our proof for the upper–bound is given in
Section 3 and it relies on the subharmonicity of the logarithm of the absolute value of the Ginibre characteristic
polynomial and the moments estimates from Theorem 1.4. In Section 3.2, we discuss an application to linear
statistics of the Ginibre eigenvalues and give the proof of Theorem 1.2. Finally, in the appendix A, we provide
the proof of Theorem 1.5.
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2 Proof of the lower–bound
Recall that Ψ푁 denotes the centered logarithm of the absolute value of the Ginibre characteristic polynomial,(1.9). The goal of this section is to obtained the following result:
Proposition 2.1. For any 푟 > 0 and any 훿 > 0, we have
lim
푁→+∞
P푁
[
max|푥|≤푟Ψ푁 (푥) ≥ 1 − 훿√2 log푁
]
= 1.
Our strategy to prove Proposition 2.1 is to obtain an analogous lower–bound for a mesoscopic regularization
of Ψ푁 which is also compactly supported inside D. To construct such a regularization, let us fix 0 < 휖0 ≤ 1∕4and a mollifier7 휙 ∈ C∞푐 (D휖0 ) which is radial. For any 0 < 휖 < 1, we denote 휙휖(⋅) = 휙(⋅∕휖)휖−2 and toapproximate the logarithm of the characteristic polynomial, we consider the test function
휓휖(푧) = ∫ log |푧 − 푥|휙휖(푥)d2푥. (2.1)
We also denote 휓 = 휓1. For technical reason, it is simpler to work with test function compactly supportedinside D – which is not the case for 휓휖 . However, this can be fixed by making the following modification: forany 푧 ∈ D휖0 , we define
푔푧푁 (푥) = 휓휖(푥 − 푧) − 휓(푥 − 푧), 푥 ∈ C. (2.2)
It is easy8 to see that the function 푔푧푁 is smooth and compactly supported insideD(푧, 휖0). Since we are interestedin the regime where 휖(푁) → 0 as 푁 → +∞, we emphasize that 푔푧푁 depends on the dimension 푁 ∈ ℕ of the
7This means that 휙(푥) is a smooth probability density function which only depends on |푥| with compact support in the diskD휖0 = {푥 ∈
C ∶ |푥| ≤ 휖0}.8This follows from the fact that since the mollifier 휙 is radial and compactly supported, 휓휖(푧) = log |푧| for all |푧| ≥ 휖 and for any 휖 > 0.
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matrix. Then, the random field 푧 ↦ X(푔푧푁 ) is related to the logarithm of the Ginibre characteristic polynomialas follows:
X(푔푧푁 ) = ∫ Ψ푁 (푥)휙휖(푧 + 푥)d2푥 − ∫ Ψ푁 (푥)휙(푧 + 푥)d2푥. (2.3)
In particular, 푧 ↦ X(푔푧푁 ) is still an approximation of a log–correlated field. Indeed, according to (1.7), (1.8)and formula (2.8) below, we expect that as푁 → +∞
E푁
[
X(푔푧푁 )X(푔
푥
푁 )
]
= 1
2
log
(
휖(푁)−1 ∧ |푥 − 푧|−1) + (1).
This should be compared with formula (1.10).
2.1 Gaussian multiplicative chaos
Let G be the Gaussian free field (GFF) on D with free boundary conditions. That is, G is a Gaussian process
taking values in the space of Schwartz distributions with covariance kernel:
E [G(푥)G(푧)] = 1
2
log |푧 − 푥|−1. (2.4)
Up to a factor of 1∕휋, the RHS of (2.4) is the Green’s function9 for the Laplace operator −Δ on C. Because
of the singularity of the kernel (2.4) on the diagonal, G is called a log–correlated field and it cannot be defined
pointwise. In general,G is interpreted as a random distribution valued in a Sobolev space퐻−훼(D) for any 훼 > 0,
[5]. In particular, with a mollifier 휙 as above, for any 휖 > 0, we can view
G휖(푧) ∶= ∫ G(푥)휙휖(푧 + 푥)d2푥 (2.5)
as a regularization of G.
The theory of Gaussian multiplicative chaos aims at defining the exponential of a log–correlated field. Since
such a field is merely a random distribution, this is a non trivial problem. However, in the so-called subcritical
phase, this can be done by a quite simple renormalization procedure. Namely, for 훾 > 0, we define 휇훾G =∶푒훾G∶as
휇훾G(d푥) = lim휖→0
푒훾G휖(푥)
E[푒훾G휖(푥)]
휎(d푥). (2.6)
It turns out that this limit exists as a random measure on D and it does not depend on the mollifier 휙 within a
reasonable class. Moreover, in the case of the GFF (2.4), it is a non trivial measure if and only if the parameter
0 < 훾 <
√
8 – this is called the subcritical phase, [41, 8, 5]. For general log-correlated field the theory of GMC
goes back to the work of Kahane [29] and in the case of the GFF, the construction 휇훾G was re-discovered byDuplantier–Sheffield [18] from a different perspective. In a certain sense, the random measure 휇훾G encodes the
geometry of the GFF. For instance, the support of 휇훾G is a fractal set which is closely related to the concept of
thick points, [26]. We will not discuss these issues in this paper and we refer to [5, 15] for further details. Let us
just point out that the relation between Theorem 2.2 and Corollary 2.4 below is based on such arguments.
For log-correlated fields which are only asymptotically Gaussian, especially those coming fromRMT such as
the logarithm of the modulus of the Ginibre characteristic polynomialΨ푁 , the theory of Gaussian multiplicativechaos has been developed in [45, 34]. The construction in [34] is inspired from a method of Berestycki [8] and
it has been recently applied to unitary random matrices in [36], as well as to Hermitian unitary invariant random
matrices in [9] as well as in our work [15] in preparation. In this paper, we apply directly the main result of
[34] to construct subcritical GMC measures coming from the regularization X(푔푧푁 ), (2.3), of the logarithm ofthe Ginibre characteristic polynomial at a scale 휖 = 푁−1∕2+훼 for a small 훼 > 0. This mesoscopic regularization
9We chose this unusual normalization in order to match with formula (1.10).
8
makes it possible to compute the leading asymptotics of the exponential moments of the field X(푔푧푁 ) – seeProposition 2.3 below. Then, using the results from [34], these asymptotics allow us to prove that the limit of
the renormalized exponential 휇훾푁 =∶푒훾X(푔
푧
푁 )∶ exists for all 훾 > 0 in the subcritical phase and that it is absolutely
continuous with respect to the GMC measure 휇훾G.
Theorem 2.2. Recall that 0 < 휖0 ≤ 1∕4 is fixed. Let 훾 > 0 and let 푔푧푁 be as in (2.2) with 휖 = 휖(푁) = 푁−1∕2+훼
for a fixed 0 < 훼 < 1∕2. Let us define the random measure 휇훾푁 on D휖0 by
휇훾푁 (d푧) =
exp
(
훾X(푔푧푁 )
)
E푁 [exp
(
훾X(푔푧푁 )
)
]
휎(d푧).
For any 0 < 훾 < 훾∗ =
√
8, the measure 휇훾푁 converges in law as 푁 → +∞ with respect to the weak topology
toward a randommeasure 휇훾∞ which has the same law, up to a deterministic constant as 푒훾G1(푥)휇
훾
G(d푥), whereG1
is a smooth Gaussian process given by (2.5) and 휇훾G is the GMC measure (2.6). In particular, our convergence
covers the whole subcritical phase.
The proof of Theorem 2.2 follows from applying [34, Theorem 2.6]. Let us check that the correct assumptions
hold. First, we can deduce [34, Assumption 2.1, Assumption 2.2] from the CLT of Rider–Viràg (1.7). Indeed,
since for any fixed 휖 > 0, 휓휖 is a smooth function, we have that the process (푧, 휖) ↦ X
(
휓휖(⋅ − 푧)
) converges
in the sense of finite dimensional distributions to a mean–zero Gaussian process whose covariance is given by
(1.8). Namely, we have for any 휖1, 휖2 > 0 and 푧1, 푧2 ∈ D휖0 ,
lim
푁→+∞
E푁
[
X
(
휓휖1 (⋅ − 푧1)
)
X
(
휓휖2 (⋅ − 푧2)
)]
= Σ
(
휓휖1 (⋅ − 푧1);휓휖2 (⋅ − 푧2)
)
= −1
2 ∬ log |푥1 − 푥2|휙휖1 (푥1 − 푧1)휙휖2 (푥2 − 푧2)d2푥1d2푥2
= E
[
G휖1 (푧1)G휖2 (푧2)
]
(2.7)
= −1
2 ∬ log |푧1 − 푧2 + 휖1푢1 − 휖2푢2|휙(푢1)휙(푢2)d2푢1d2푢2
= 1
2
log
(|푧1 − 푧2|−1 ∧ 휖−11 ∧ 휖−12 ) + (1)휖1,휖2→0, (2.8)
where the error term is uniform in 푧1, 푧2 ∈ D. In particular, (2.7) shows that the process (푧, 휖)↦ X
(
휓휖(⋅ − 푧)
)
converges in the sense of finite dimensional distributions to (푧, 휖) ↦ G휖(푧), (2.5), which is coming directlyfrom mollifying a GFF. Then, in this case, the [34, Assumption 2.3] follows e.g. from [8, Theorem 1.1]. So,
the only important input to deduce Theorem 2.2 is to verify [34, Assumption 2.4] which consists in obtaining
mod–Gaussian asymptotics for the joint exponential moments of the fieldX(푔푧푁 ). Namely, we need the followingasymptotics:
Proposition 2.3. Fix 0 < 훼 < 1∕2, 푅 > 0 and let 휖 = 휖(푁) = 푁−1∕2+훼 . For any 푛 ∈ ℕ, 훾1,… 훾푛 ∈ R,
푧1,… , 푧푛 ∈ C, we denote
푔훾⃗ ,푧⃗푁 (푥) =
∑푛
푘=1훾푘
(
휓휖푘 (푥 − 푧푘) − 휓(푥 − 푧푘)
)
, 푥 ∈ C, (2.9)
with parameters 휖(푁) ≤ 휖1(푁) ≤⋯ ≤ 휖푛(푁) < 1. We have
E푁
[
exp
(
X(푔훾⃗ ,푧⃗푁 )
)]
= exp
(1
2
Σ2(푔훾⃗ ,푧⃗푁 ) + 표(1)푁→+∞
)
, (2.10)
where Σ is given by (1.8) and the error term is uniform for all 푧⃗ ∈ D×푛휖0 and 훾⃗ ∈ [−푅,푅]푛.
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The proof of Proposition 2.3 is the most technical part of this paper and it is postponed to Section 5. It relies
on adapting in a non-trivial way the arguments of Ameur–Hedenmalm–Makarov from [3]. In particular, our
proofs relies heavily on the determinantal structure of the Ginibre eigenvalues. We also need local asymptotics
of the correlation kernel of the ensemble obtained after making a small perturbation of the Ginibre potential –
see Section 5.1. It turns out that these asymptotics are universal and can be derived by using a method from the
works of Berman [10, 11] which has also been applied to study the fluctuations of the eigenvalues of normal
random matrices in [1, 2, 3].
As an important consequence of Theorem 2.2, we obtain the following corollary:
Corollary 2.4. Fix 0 < 훼 < 1∕2, let 휖 = 휖(푁) = 푁−1∕2+훼 and let 휓휖 be as in (2.1). If 훾∗ =
√
8, then for any
훿 > 0 and any 0 < 휖0 ≤ 1∕4, we have
lim
푁→+∞
P푁
[
max|푧|≤휖0 X
(
휓휖(⋅ − 푧)
) ≥ (1 − 훿)훾∗
2
log 휖−1
]
= 1.
The proof of Corollary 2.4 follows form [15, Theorem 3.4] with a few non trivial modifications, the details
are given in Section 2.3.
2.2 Proof of Proposition 2.1.
We are now ready to complete the proof of Proposition 2.1. Observe that by (1.9) and (2.1), we have for 푧 ∈ C
and 0 < 휖 ≤ 1,
X
(
휓휖(⋅ − 푧)
)
= ∫ Ψ푁 (푧 + 푥)휙휖(푥)d2푥.
In particular since supp(휙휖) ⊆ D휖0 for any 0 < 휖 ≤ 1, this implies that we have a deterministic bound for any
푧 ∈ C,
X
(
휓휖(⋅ − 푧)
) ≤ max
푥∈D(푧,휖0)
Ψ푁 (푥).
Then
max|푧|≤휖0 X
(
휓휖(⋅ − 푧)
) ≤ max|푥|≤2휖0Ψ푁 (푥)
and by Corollary 2.4 with 훼 = 훿, we obtain
lim
푁→+∞
P푁
[
max|푥|≤2휖0Ψ푁 (푥) ≥ 1 − 3훿√2 log푁
]
= 1.
Since 0 < 휖0 ≤ 1∕4 and 0 < 훿 < 1∕2 are arbitrary, this yields the claim.
2.3 Proof of Corollary 2.4
This corollary follows from the results on the behavior of extreme values of general log–correlated which are
asymptotically Gaussian developed in [15, Section 3]. Let us fix 0 < 휖0 ≤ 1∕4. First of all, we verify that itfollows from Proposition 2.3 and formula (2.8) that for any 훾 ∈ R, as푁 → +∞
E푁
[
exp
(
훾X(푔푧푁 )
)]
= exp
(훾2
4
log 휖(푁)−1 + (1)),
uniformly for all 푧 ∈ D휖0 . These asymptotics show that the field 푧 ↦ X(푔푧푁 ) satisfies [15, Assumptions 3.1]on the disk D휖0 . Moreover, by Theorem 2.2, 휇훾푁 (D휖0 ) → 휇훾∞(D휖0 ) in distribution as 푁 → +∞ where 0 <
휇훾∞(D휖0 ) < +∞ almost surely. This follows from the fact that the random measure 휇훾∞(d푥) ∝ 푒훾G1(푥)휇훾G(d푥), G1is a smooth Gaussian process on D, D휖0 is a continuity set for the GMC measure 휇훾G and 0 < 휇훾G(D휖0 ) < +∞
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almost surely. Thus, [15, Assumptions 3.3] holds and we can apply10 [15, Theorem 3.4] to obtain a lower–bound
for the maximum of the field 푧 ↦ X(푔푧푁 ). This shows that for any 0 < 휖0 ≤ 1∕4 and any 훿 > 0,
lim
푁→+∞
P푁
[
max|푧|≤휖0 X(푔푧푁 ) ≥
(
1 − 훿
2
) 훾∗
2
log 휖(푁)−1
]
= 1. (2.11)
Let us point out that heuristically, the lower–bound (2.11) follows from the facts that the random measure 휇훾푁
from Theorem 2.2 has most of its mass in the set
{
푧 ∈ D휖0 ∶ X(푔
푧
푁 ) ≥ 훾(1 − 훿)Σ2(푔푧푁 )
}
for large 푁 and that
휇훾푁 has a non-trivial if and only if 훾 < 훾∗. Moreover, by [15, Proposition 3.8], we also obtain a lower–boundfor the size of the sets where the field 푧 ↦ X(푔푧푁 ) takes extreme values. Namely, under the assumptions ofProposition 2.2, we have for any 0 ≤ 훾 < 훾∗√
2
and any small 훿 > 0,
lim
푁→+∞
P푁
[||||{푧 ∈ D휖0 ∶ X(푔푧푁 ) ≥ 훾√2 log 휖(푁)−1
}|||| ≥ 휖(푁)(훾2−훿)∕2
]
= 1. (2.12)
In Section 4, we use these asymptotics to compute the leading order of the size of the sets of thick points of the
characteristic polynomial of the Ginibre ensemble, hence proving Theorem 1.3.
Let us return to the proof of Corollary 2.4 and recall that 푔푧푁 = 휓휖(⋅ − 푧) − 휓(⋅ − 푧) with 휖 = 휖(푁). So, inorder to obtain the lower–bound, we must show that the random variablemax푧∈D휖0 |X (휓(⋅ − 푧))| remains smallcompared to log 휖(푁)−1 for large푁 ∈ ℕ. To prove this claim, we need the following general estimate.
Lemma 2.5. LetF푟,0 be as in (1.12). For any 0 < 푟 < 1, there exists a constant 퐶푟 > 0 such that
E푁
[(
max
푓∈F푟,0
|X(푓 )| )2] ≤ 퐶푟 (4 + log√푁) . (2.13)
Proof. It follows from the estimate (3.1) below that we have uniformly for all 훾 ∈ [−1, 1] and all 푧 ∈ D푟,
E푁
[
푒훾|Ψ푁 (푧)|] ≤ 2퐶푟휋 푁훾2∕8. (2.14)
In particular, by Markov’s inequality, this implies that for any 휆 > 0,
P푁
[|Ψ푁 (푧)| ≥ 휆] ≤ 2퐶푟휋 푁1∕8푒−휆. (2.15)
Observe that according to (1.6), we have for any test function 푓 ∈ C 2(C),
X(푓 ) = 1
2휋 ∫C Δ푓 (푥)Ψ푁 (푥)d
2푥. (2.16)
In particular, this implies that for all 푓 ∈ F푟,0,
|X(푓 )| ≤ 1
2휋 ∫|푥|≤푟 |Ψ푁 (푥)|d2푥.
Then, by Jensen’s inequality, |X(푓 )|2 ≤ 1
4휋 ∫|푥|≤푟 |Ψ푁 (푥)|2d2푥.
10Note that our normalization does not match with the standard convention for log–correlated fields used in [15, Section 3]. Actually, we
apply [15, Theorem 3.4] to the field X(푧) =√2X(푔푧푁 ) – this explains why the critical value is 훾∗ =√8 and the factor 훾∗2 in (2.11).
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Therefore, it holds that
E푁
[(
max
푓∈F푟,0
|X(푓 )| )2] ≤ 1
4휋 ∫|푥|≤푟E푁
[|Ψ푁 (푥)|2] d2푥
Hence, to obtain the bound (2.13), it suffices to show that for all 푥 ∈ D푟,
E푁
[|Ψ푁 (푥)|2] ≤ 퐶푟(log√푁 + 4). (2.17)
Let us fix 푧 ∈ D푟 and 퓁푁 = 12 log
√
푁 . Using the estimate (2.14) with 훾 = 휆∕퓁푁 , we obtain for any
0 < 휆 < 퓁푁 ,
P푁 [|Ψ푁 (푧)| ≥ 휆] ≤ 퐶푟푒훾2퓁푁∕2−훾휆 = 퐶푟푒−휆2∕2퓁푁 .
Then, by integrating this estimate, we obtain
∫
퓁푁
0
휆P푁
[|Ψ푁 (푧)| ≥ 휆] d휆 ≤ 퐶푟퓁푁 . (2.18)
Moreover, using the estimate (2.15), we also have
∫
+∞
퓁푁
휆P푁
[|Ψ푁 (푧)| ≥ 휆] 푑휆 ≤ 퐶푟푁1∕8 ∫ +∞퓁푁 휆푒−휆푑휆 = 퐶푟푁1∕8(퓁푁 + 1)푒−퓁푁≤ 2퐶푟, (2.19)
since푁1∕8푒−퓁푁 = 푁−1∕8. By combining the estimates (2.18) and (2.19), we obtain for any푁 ∈ ℕ,
E푁
[|Ψ푁 (푧)|2] = 2∫ +∞0 휆P푁 [|Ψ푁 (푧)| ≥ 휆] 푑휆 = 2퐶푟(퓁푁 + 2).
This proves the inequality (2.17) and it completes the proof.
We are now ready to complete the proof of Corollary 2.4.
Proof of Corollary 2.4. Let us recall that we let 휖 = 휖(푁) = 푁−1∕2+훼 for 0 < 훼 < 1∕2. Moreover, by (2.1),
we have Δ휓 = 휙 ∈ C∞푐 (D휖0 ) for some 0 < 휖0 ≤ 1∕4. In particular, for any 푧 ∈ D휖0 , the function 푥 ↦
휓(푥 − 푧)∕‖휙‖∞ belongs toF1∕2,0. By Lemma 2.5 and Chebyshev’s inequality, this implies that for any 훿 > 0,
P푁
[
max
푧∈D휖0
|X (휓(⋅ − 푧))| ≥ 훿
2
log 휖−1
]
≤ 2퐶1∕2‖휙‖2∞
훿2
8 + log푁
(log 휖−1)2
. (2.20)
In particular, the RHS of (2.20) converges to 0 as푁 → +∞. Moreover, sinceX(휓휖(⋅−푧)) = X(푔푧푁 )+X(휓(⋅−푧))and 훾∗ ≥ 1, we have
P푁
[
max|푧|≤휖0 X
(
휓휖(⋅ − 푧)
) ≥ (1 − 훿)훾∗
2
log 휖−1
]
≥ P푁
[
max|푧|≤휖0 X(푔푧푁 ) ≥
(
1 − 훿
2
) 훾∗
2
log 휖(푁)−1
]
− P푁
[
max
푧∈D휖0
|X (휓(⋅ − 푧))| ≥ 훿
2
log 휖−1
]
By (2.11) and (2.20), this implies that
lim
푁→+∞
P푁
[
max|푧|≤휖0 X
(
휓휖(⋅ − 푧)
) ≥ (1 − 훿)훾∗
2
log 휖−1
]
= 1,
which completes the proof.
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3 Proof of the upper–bound
The goal of this section is to establish the upper–bound in Theorem 1.1. Then, in Section 3.2, we adapt the proof
in order to prove Theorem 1.2.
Proposition 3.1. For any fixed 0 < 푟 < 1 and 휀 > 0, we have
lim
푁→+∞
P푁
[
max
D푟
Ψ푁 ≤ 1 + 휀√
2
log푁
]
= 1.
In order to prove Proposition 3.1, we need the following consequence of Theorem 1.4: for any 0 < 푟 < 1,
there exists a constant 퐶푟 > 0 such that 훾 ∈ [−1, 4],
E푁 [푒훾Ψ푁 (푧)] ≤ 퐶푟휋 푁훾2∕8. (3.1)
In fact, we do not need the precise asymptotics (1.17) and the upper–bound (3.1) for the Laplace transform of
the field Ψ푁 suffices for our applications. For instance, it is straightforward to deduce the following estimates.
Lemma 3.2. Fix 0 < 푟 < 1 and recall the definition (1.13) of the set T 훽푁 of 훽–thick points. We have for any
훽 ∈ [0, 1],
E푁
[|T 훽푁 |] ≤ 퐶푟푁−2훽2 .
Proof. By Markov’s inequality, we have for any 훽 ≥ 0,
E푁
[|T 훽푁 |] = ∫D푟 P[Ψ푁 (푥) ≥ 훽 log푁]d2푥
≤ 푁−훾훽 ∫D푟 E
[
푒훾Ψ푁 (푥)
]
d2푥.
Taking 훾 = 4훽 and using the estimate (3.1), this implies the claim.
For the proof of Proposition 3.1, we also need the following simple Lemma.
Lemma 3.3. Recall that (휆1,… , 휆푁 ) denotes the eigenvalues of a Ginibre random matrix. For any 훿 ∈ [0, 1]
(possibly depending on푁), we have for all푁 ≥ 3,
P푁
[
max
푗∈[푁]
|휆푗| ≥ 1 + 훿] ≤ 훿−1√푁푒−푁훿2∕4.
Proof. Let us recall that Kostlan’s Theorem [31] states that the random variables {푁|휆1|2,… , 푁|휆푁 |2} have
the same law as {휸1,… , 휸푁} where 휸푘 are independent random variables with distribution P[휸푘 ≥ 푡] =
1
Γ(푘) ∫ +∞푡 푠푘−1푒−푠푑푠 for 푘 = 1,… , 푁 . By a union bound and a change of variable, this implies that
P푁 [ max푗∈[푁] |휆푗| ≥ 푡] ≤ 푁P[휸푁 ≥ 푁푡]
≤ 푁푁+1
Γ(푁) ∫
+∞
푡
푠푁푒−푁푠 푑푠
푠
≤ 푁푁+1푒−푁
Γ(푁)푡 ∫
+∞
푡
푒−푁휙(푠)푑푠
where 휙(푠) = 푠 − log 푠 − 1. Since 휙 is strictly convex on [0,+∞) with 휙′(푡) = 1 − 1∕푡, this implies that
P푁 [ max푗∈[푁] |휆푗| ≥ 푡] ≤ 푁푁+1푒−푁−푁휙(푡)Γ(푁)푡 ∫ +∞0 푒−푁(1− 1푡 )푠푑푠
≤
√
푁(1 − 1∕푁)−푁√
2휋푒(푡 − 1)
푒−푁휙(푡).
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Using that 휙(푡) ≥ 푡2∕4 for all 푡 ∈ [0, 2] and taking 푡 = 1 + 훿, this completes the proof.
We are now ready to give the Proof of Proposition 3.1.
3.1 Proof of Proposition 3.1
Fix 0 < 푟 < 1 and a small 휀 > 0 such that 푟′ = 푟 +√휀 < 1. The function Ψ푁 is subharmonic in C ⧵D, so bythe maximum principle:
max
C
Ψ푁 = max
D
Ψ푁 .
For 푧 ∈ C, we let 푃푁 (푧) =∏푁푗=1|푧−휆푗| and recall that the logarithmic potential of the circular law is given by휑,
(1.4). Conditionally on the event
{
max푗∈[푁] |휆푗| ≤ 32}, we have the a–priori bound: max푧∈D |푃푁 (푧)| ≤ ( 52 )푁 .
Since Ψ푁 = log푃푁 −푁휑 and −휑 ≤ 1∕2, by Lemma 3.3, this shows that
P푁
[
max
D
Ψ푁 ≥ 3푁
]
≤ P푁
[
max
푗∈[푁]
|휆푗| ≥ 32
]
≤ 2√푁푒−푁∕16. (3.2)
The function Ψ푁 is upper–semicontinuous on C, so that it attains it maximum on D푟. Let 푥∗ ∈ D푟 such that
Ψ푁 (푥∗) = maxD푟 Ψ푁 .
Since the function 푧 ↦ log푃푁 (푧) is subharmonic on C, we have for any 훿 > 0,
Ψ푁 (푥∗) ≤ 1휋훿2 ∫D(푥∗,훿)log푃푁 (푧) d
2푧 −푁휑(푥∗). (3.3)
Observe that by Taylor’ theorem, if D(푥∗, 훿) ⊂ D, then
1
휋훿2 ∫D(푥∗,훿)휑(푥)d
2푥 = 휑(푥∗) +
1
휋훿2 ∫D훿푢 ⋅ ∇휑(푥∗) d
2푢 + 1
2휋훿2 ∫D훿푢 ⋅ ∇
2휑(푥∗)푢 d2푢
= 휑(푥∗) +
Δ휑(푥∗)
4휋훿2 ∫D훿|푢|2d2푢
= 휑(푥∗) +
훿2
4
,
where we used that 휑(푧) = |푧|2−12 for 푧 ∈ D, (1.4). By (3.3), this implies that
Ψ푁 (푥∗) ≤ 1휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 + 푁훿
2
4
. (3.4)
Choosing 훿 =
√
휀 log푁푁 in (3.4), we obtain
Ψ푁 (푥∗) ≤ 1휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 + 휀
4
log푁.
On the event
{
max
D푟
Ψ푁 ≥ 1+휀√2 log푁
}
, this implies that
1
휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 ≥ ( 1√
2
+ 휀
3
)
log푁. (3.5)
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On the other–hand with 훽 = 1∕√2,
1
휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 ≤ log푁√
2
+ 1
휋훿2 ∫T훽 Ψ푁 (푧)d
2푧. (3.6)
Combining (3.5) and (3.6), this implies
∫T훽 Ψ푁 (푧)d
2푧 ≥ 휀훿2 log푁 = (휀 log푁)2
푁
so that conditionally on the event
{
1+휀√
2
log푁 ≤ max
D푟
Ψ푁 ≤ maxD푟′ Ψ푁 ≤ 휀
2
2 (log푁)
2
}
, we obtain
|T훽 | ≥ (휀 log푁)22푁 .
By Lemma 3.2 applied with 0 < 푟′ < 1 and 훽 = 1∕√2, this implies that
P푁
[
1+휀√
2
log푁 ≤ max
D푟
Ψ푁 ≤ max
D푟′
Ψ푁 ≤ 휀22 (log푁)2
]
≤ P푁
[|T훽 | ≥ (휀 log푁)22푁
]
≤ 2푁
(휀 log푁)2
E푁
[|T훽 |] ≤ 2퐶푟′(휀 log푁)2 . (3.7)
By a similar argument, taking 훿 = 휀 log푁√
푁
in (3.4), we obtain conditionally on the event {max
D푟′
Ψ푁 ≥ 휀22 (log푁)2},
(휀 log푁)2
2
≤ Ψ푁 (푥∗) ≤ 1휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 +
(휀 log푁)2
4
.
LetA =
{
푧 ∈ D푟′ ∶ Ψ푁 (푧) ≥ (휀 log푁)28
}
. Conditionally on the event
{
휀2
2 (log푁)
2 ≤ max
D푟′
Ψ푁 ≤ maxDΨ푁 ≤ 3푁
}
,
this gives
3푁|A |
휋훿2
+
(휀 log푁)2
8
≥ 1
휋훿2 ∫D(푥∗,훿)Ψ푁 (푧)d
2푧 ≥ (휀 log푁)2
4
,
so that we obtain |A | ≥ (휀 log푁)4
8푁2
. (3.8)
A variation of the proof of Lemma 3.2 using the estimate (3.1) with 0 < 푟′ < 1 and 훾 = 2 shows thatE푁 [|A |] ≤
퐶푟′
√
푁푒−(휀 log푁)2∕4. By (3.8), this implies that if푁 is sufficiently large,
P푁
[
휀2
2 (log푁)
2 ≤ max
D푟′
Ψ푁 ≤ max
D
Ψ푁 ≤ 3푁
]
≤ P푁
[|A | ≥ (휀 log푁)4
8푁2
]
≤ 푁2E푁 [|A |]
≤ 퐶푟′푁5∕2푒−(휀 log푁)2∕4. (3.9)
In order to complete the proof, it remains to observe that by combining the estimates (3.7), (3.9) and (3.2), we
obtain
P푁
[
1+휀√
2
log푁 ≤ max
D푟
Ψ푁
]
≤ 2퐶푟′
(휀 log푁)2
+ 퐶푟′푁5∕2푒−(휀 log푁)
2∕4 + 2
√
푁푒−푁∕16.
The RHS converges to 0 as푁 → +∞.
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3.2 Concentration estimates for linear statistics: Proof of Theorem 1.2
In order to prove Theorem 1.2, we need the following estimates as well as Lemma 3.3.
Lemma 3.4. Fix 휀 > 0 and 0 < 푟 < 1. There exists a universal constant 퐴 > 0 such that conditionally on the
eventB = {max푗=1,…,푁 |휆푗| ≤ 2}, we have for any function 푓 ∈ C 2(C) (possibly depending on푁 ∈ ℕ) which
is harmonic in C ⧵D푟,
|X(푓 )| ≤ (log푁)1+휀 ∫D |Δ푓 (푧)|d2푧2휋 + 퐶푁√|G |maxC |Δ푓 |, (3.10)
where G =
{
푧 ∈ D푟 ∶ |Φ푁 (푧)| > (log푁)1+휀}. Moreover, there exists a constant 퐶푟 > 0 such that for any
휅 > 0,
P
[|G | ≥ 푁−휅] ≤ 퐶푟푁휅+1∕8푒−(log푁)1+휀 . (3.11)
Proof. Observe that since we assume that 푓 ∈ C 2(C) is harmonic in C ⧵D푟, by definition of G , we have||||∫C Δ푓 (푧)Φ푁 (푧) d2푧|||| ≤ (log푁)1+휀 ∫D푟 |Δ푓 (푧)|d2푧 + maxD푟 |Δ푓 |∫G |Φ푁 (푧)|d2푧. (3.12)
Then, by the Cauchy–Schwartz inequality,
∫G |Φ푁 (푧)|d2푧 ≤
√|G |∫D |Φ푁 (푧)|2d2푧
and conditionally on the eventB,
∫D |Φ푁 (푧)|2d2푧 ≤ 2∫D
(∑푁
푗=1 log |푧 − 휆푗|)2 d2푧 + 푁22 ∫D(1 − |푧|2)2d2푧
≤ 푁
(
2∫D
∑푁
푗=1
(
log |푧 − 휆푗|)2d2푧 + 8휋15푁)
≤ 푁2퐴2,
where 퐶 =
√
2 sup|푥|≤2∫D (log |푧 − 푥|)2 d2푧 + 8휋15 is a numerical constant. This shows that
∫G |Φ푁 (푧)|d2푧 ≤ 퐶푁√|G |.
Then, according to formula (2.16) and (3.12), we obtain the estimate (3.10). In order to obtain the estimate on
the size of the set G , let us observe that using the estimate (2.14) with 훾 = 1, by Markov’s inequality, we have
E푁 [|G |] = ∫|푥|≤푟P [|Φ푁 (푥)| ≥ (log푁)1+휀] d2푥
≤ 푒−(log푁)1+휀 ∫|푥|≤푟E[푒|Φ푁 (푥)|]d2푥
≤ 퐶푟푁1∕8푒−(log푁)1+휀 .
By Markov’s inequality, this implies the estimate (3.11).
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Proof of Theorem 1.2. By Lemma 3.4, for any test function 푓 ∈ F푟,휅 , it holds conditionally on the eventB =
{max푗=1,…,푁 |휆푗| ≤ 2} that
|X(푓 )| ≤ (log푁)1+휀 ∫D |Δ푓 (푧)|d2푧2휋 + 퐶푁1+휅√|G |.
Hence, this implies that if푁 ∈ ℕ is sufficiently large,
P푁
[
sup
{|X(푓 )| ∶ 푓 ∈ F푟,휅 and ∫D |Δ푓 (푧)|d2푧휋 ≤ 1
}
≥ (log푁)1+휀
]
≤ P푁 [|G | ≥ 푁−2(1+휅)]+P푁 [B푐] .
By Lemma 3.3 with 훿 = 1, we haveP푁 [B푐] ≤√푁푒−푁 and using the estimate (3.11),P푁 [|G | ≥ 푁−2(1+휅)] ≤
퐶푟푁2(1+휅)+1∕8푒−(log푁)
1+휀 . By combining these estimates, this completes the proof.
4 Thick points: Proof of Theorem 1.3
Like the proof of Theorem 1.1, the proof of Theorem 1.3 consists of a separate upper–bound (4.1) and lower–
bound (Proposition 4.1 below) and it relies on similar techniques. In particular, the upper–bound follows directly
from Lemma 3.2. Namely, by Markov’s inequality, we have for any 훽 ∈ [0, 1] and 훿 > 0,
P푁
[|T 훽푁 | ≤ 푁−2훽2+훿] ≥ 1 − 퐶푟푁훿 . (4.1)
Then, to obtain the lower–bound, we rely the fact that the field Ψ푁 can be well approximated by X
(
휓휖(⋅ − 푧)
)
for 휖 = 푁−1∕2+훼 and a small 훼 > 0 and use the estimate (2.12).
Proposition 4.1. For any 0 < 푟 < 1, any 0 ≤ 훽 < 1∕√2 and any 훿 > 0, we have
lim
푁→+∞
P푁
[|T 훽푁 | ≥ 푁−2훽2−훿] = 1.
Proof. We fix parameters 푟 ∈ (0, 1), 훽 ∈ [0, 1∕√2), a small 훿 ∈ (0, 1∕2] and 휖0 ∈ (0, 1∕4] with 휖0 < 푟∕3.Recall that 휙 ∈ C∞푐 (D휖0 ) is a mollifier and that for any 푧 ∈ C,
X
(
휓휖(⋅ − 푧)
)
= ∫ Ψ푁 (푥)휙휖(푧 − 푥)d2푥, (4.2)
where 휖 = 휖(푁) = 푁−1∕2+훼 as in Proposition 2.2 – the parameter 0 < 훼 < 1∕2 will be chosen later in the
proof depending on 훽 and 훿. Throughout the proof, we assume that푁 is sufficiently large so that 휖 ≪ 휖0, we let
c = 2 sup푥∈C 휙(푥) and set
Υ훽푁 ∶=
{
푧 ∈ D휖0 ∶ X
(
휓휖(⋅ − 푧)
) ≥ (훽 + 훿8 ) log푁}.
We also define the event
A =
{
max|푥|≤푟휓푁 (푥) ≤ 2훾∗ log푁
}
.
Recall that 훾∗ =
√
8 is the critical value and by Proposition 3.1, P푁 [A ] → 1 as 푁 → +∞. Since 푔푧푁 =
휓휖(⋅ − 푧) − 휓(⋅ − 푧) by (2.2), we have for any 훾 > 0,
P푁
[||||{푧 ∈ D휖0 ∶ X(푔푧푁 ) ≥ 훾 + 훿√2 log 휖−1
}|||| ≥ 휖훾2∕2−3훿∕4
]
≤ P푁
[
max
푧∈D휖0
|X (휓(⋅ − 푧))| ≥ 훿
2
log 휖−1
]
+P푁
[||||{푧 ∈ D휖0 ∶ X(휓휖(⋅ − 푧)) ≥ 훾 + 훿∕2√2 log 휖−1
}|||| ≥ 휖훾2∕2−3훿∕4
]
.
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Then, using the estimates (2.12) and (2.20), we obtain that for any 0 ≤ 훾 < 훾∗√
2
(with 훿 sufficiently small),
lim
푁→+∞
P푁
[||||{푧 ∈ D휖0 ∶ X(휓휖(⋅ − 푧)) ≥ 훾 + 훿∕2√2 log 휖−1
}|||| ≥ 휖훾2∕2−3훿∕4
]
= 1. (4.3)
Now, let us choose 휖 = 휖(푁) = 푁−1∕2+훼 with 훼 = 훿
8
√
2(훾+훿∕2)
with 훾 = √8훽. Then the estimate (4.3) implies
that for 0 ≤ 훽 < 1∕√2,
lim
푁→+∞
P푁
[|Υ훽푁 | ≥ 푁−2훽2−훿] = 1. (4.4)
Observe that by formula (4.2), by definition of the set of 훽–thick points, we have conditionally onA , for any
푧 ∈ D2휖0 ,
X
(
휓휖(⋅ − 푧)
)
= ∫D푟⧵T 훽푁 Ψ푁 (푥)휙휖(푥 − 푧)d
2푥 + ∫T 훽푁 Ψ푁 (푥)휙휖(푥 − 푧)d
2푥
≤ 훽 log푁 + c훾∗|||T 훽푁 ∩D(푧, 휖∕4)|||휖−2 log푁,
(4.5)
where we used that 휙휖(푥−푧) ≤ c2휖21|푥−푧|≤휖∕4 at the last step. Now, we tile the diskD휖0 with squares of area 휖−2.To be specific, let푀 = ⌈휖−1⌉ and □푖,푗 = [푖휖, (푖 + 1)휖] × [푗휖, (푗 + 1)휖] for all integers 푖, 푗 ∈ [−푀,푀]. Note
that since 푧↦ X (휓휖(⋅ − 푧)) is a continuous process, for any 푖, 푗 ∈ ℤ ∩ [−푀,푀], we can choose
푧푖,푗 = argmax
{
X
(
휓휖(⋅ − 푧)
)
∶ 푧 ∈ □푖,푗
}
.
The point of this construction is that we have the deterministic bound
|Υ훽푁 | ≤ 휖2 ∑
푖,푗∈ℤ∩[−푀,푀]
1푧푖,푗∈Υ
훽
푁
. (4.6)
Moreover, if 푧푖,푗 ∈ Υ훽푁 , using the estimate (4.5), we obtain conditionally on A ,
|||T 훽푁 ∩D(푧푖,푗 , 휖4)||| ≥ 훿휖28c훾∗ .
By (4.6), this implies that
|Υ훽푁 | ≤ 8c훾∗훿 ∑푖,푗∈ℤ∩[−푀,푀]1푧푖,푗∈Υ훽푁 |||T 훽푁 ∩D(푧푖,푗 , 휖4)|||.
Since the squares□푖,푗 are disjoint (except for their sides) and 푧푖,푗 ∈ □푖,푗 , we have the deterministic bound∑
푖,푗∈ℤ∩[−푀,푀]
|||T 훽푁 ∩D(푧푖,푗 , 휖4)||| ≤ 4|T 훽푁 |.
Hence, we have shown that conditionally onA , for 0 ≤ 훽 < 1∕√2 and 훿 > 0 sufficiently small (but independent
of푁), |T 훽푁 | ≥ 훿32c훾∗ |Υ훽푁 |.
Combining this estimate with (4.4), since we also have P푁 [A ] → 1 as 푁 → +∞ by Proposition 3.1, thiscompletes the proof.
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5 Gaussian approximation
In this section, we turn to the proof of our main asymptotic result: Proposition 2.3. Our proof relies on the so
called Ward’s identity or loop equation which have already been used in [3] and [6, 7] to study the fluctuations
of linear statistics of eigenvalues of random normal matrices and two–dimensional Coulomb gases respectively.
For completeness, we provide a detailed proof of the Ward’s identity that we use in Section 5.2. Then, to show
that the error terms in Ward’s identity are small, we relie on the determinantal structure of the Ginibre ensemble
after we make a small perturbation of the potential푄 and on a local approximation of the correlation kernel (see
Proposition 5.2 below) that we obtain in Section 6 by using the method from [3]. Using this approximation, we
show that the error terms are indeed negligible as 푁 → +∞ in Sections 5.4–5.7. Finally, we give the proof of
Proposition 2.3 in Section 5.8 by using an classical argument introduced by Johansson [28] to prove a CLT for
훽–ensembles on R. Before starting, we need to introduce further notations.
5.1 Notation
For any푁 ∈ ℕ, we define
P푁 = {analytic polynomials of degree < 푁}. (5.1)
Let us recall that by Cauchy’s formula, if 푓 is smooth and compactly supported inside D, we have
푓 (푧) = ∫ 휕푓 (푥)푧 − 푥 휎(d푥). (5.2)
Throughout Section 5, we fix 푛 ∈ ℕ, 훾⃗ ∈ [−푅,푅]푛, 푧⃗ ∈ D×푛휖0 and we let 푔푁 = 푔
훾⃗ ,푧⃗
푁 be as in formula (2.9).
We recall thats as 푧⃗ ∈ D×푛휖0 varies, the functions 푥 ↦ 푔
훾⃗ ,푧⃗
푁 (푥) remain smooth and compactly supported inside
D2휖0 for all푁 ∈ ℕ. Let us define for 푡 > 0,
dP∗푁 =
푒푡X(푔푁 )
E푁 [푒푡X(푔푁 )]
dP푁 . (5.3)
The biased measure P∗푁 corresponds to an ensemble of the type (1.3) with a perturbed potential 푄∗ ∶= 푄 −
푡
2푁 푔푁 . Therefore, under P∗푁 , 휆 = (휆1,… 휆푁 ) also forms a determinantal point process on C with a correlationkernel:
푘∗푁 (푥, 푧) =
∑푁−1
푘=0 푝
∗
푘(푥)푝
∗
푘(푧),
where (푝∗0,… , 푝∗푁−1) is an orthonormal basis ofP푁 with respect to the inner product inherited from퐿2(푒−2푁푄
∗ )
such that deg(푝∗푘) = 푘 for 푘 = 0,… , 푁 − 1. We denote
퐾∗푁 (푥, 푧) = 푘
∗
푁 (푥, 푧)푒
−푁푄∗(푥)−푁푄∗(푧) (5.4)
and we define the perturbed one–point function: 푢∗푁 (푥) = 퐾∗푁 (푥, 푥) ≥ 0. By definitions, we record that for any
푁 ∈ ℕ and all 푥 ∈ C,
∫C 푘
∗
푁 (푥, 푧)d
2푧 = 푢∗푁 (푥) and ∫C 푢
∗
푁 (푧)d
2푧 = 푁. (5.5)
Finally, we set 푢̃∗푁 = 푢∗푁 − 휎 where 휎(d푥) = 1휋1Dd2푥 denotes the circular law, so that for any smooth function
푓 ∶ C→ C, we have
E∗푁 [X(푓 )] = ∫ 푓 (푥)푢̃∗푁 (푥)d2푥. (5.6)
As in proposition 2.3, we fix 0 < 훼 < 1∕2 and let 휖 = 휖(푁) = 푁−1∕2+훼 . In the following, we also fix
훽 > 1 and let 훿푁 =
√
(log푁)훽∕푁 – see Proposition 5.2. Finally, we set 휂 = 휂(푁) = 훿∕휖 = (log푁)훽∕2푁−훼 .
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Throughout Section 5, we assume that the dimension푁 ∈ ℕ is sufficiently large so that 휂 ≤ 1∕4 and 휂퓁 ≤ 푁−1
for a fixed 퓁 ∈ ℕ – e.g. we can pick 퓁 = ⌊2∕훼⌋. Moreover, we will use the following convention: 퐶,푁0 > 0are positive constant which may vary from line to line and depends only on the mollifier 휙, the parameters
푅, 훼, 훽, 휖0 > 0 and 푛,퓁 ∈ ℕ. Then, we also write 퐴푁 = (퐵푁 ) if there exists such a constant 퐶 > 0 such that
0 ≤ 퐴푁 ≤ 퐵푁 .
5.2 Ward’s identity
Formula (5.7) below is usually calledWard’s equation or loop equation. This equation is one of the key input of
a method pioneered by Johansson [28] to establish that linear statistics of 훽–ensembles are asymptotically Gaus-
sian. In the following, we follow the approach of Ameur–Hedenmalm–Makarov [3] who applied Johansson’s
method to study the fluctuations of the eigenvalues of random normal matrices, including the Ginibre ensemble.
In particular, the terms 픗푘푁 for 푘 = 1, 2, 3 should be treated as corrections because of the factor 1∕푁 in front ofthem.
Proposition 5.1. If 푔 ∈ C 2푐 (D), we have for any푁 ∈ ℕ and 푡 ∈ (0, 1],
E∗푁 [X(푔)] = Σ(푔; 푔푁 ) +
1
푁
(
픗1푁 (푔) +픗
2
푁 (푔) −픗
3
푁 (푔)
)
, (5.7)
where
픗1푁 (푔) ∶= ∫
(
푡휕푔(푥)휕푔푁 (푥) +
1
4
Δ푔(푥)
)
푢̃∗푁 (푥)d푥, 픗
2
푁 (푔) ∶= ∬ 휕푔(푥)푥 − 푧 푢̃∗푁 (푧)푢̃∗푁 (푥)d2푥d2푧
and
픗3푁 (푔) ∶= ∬ 휕푔(푥)푥 − 푧 |퐾∗푁 (푥, 푧)|2d2푥d2푧.
Proof. An integration by parts gives for any ℎ ∈ C 1(C) with compact support:
E∗푁
[∑
푗≠푘
ℎ(푥푗)
푥푗 − 푥푘
+
∑
푗
휕ℎ(푥푗) −
∑
푗
ℎ(푥푗)
(
2푁휕푄 − 푡휕푔푁
)
(푥푗)
]
= 0. (5.8)
Observe that if we choose ℎ = 휕푔, by (5.6) and (5.2), we obtain
E∗푁 [X(푔)] = ∫ 푔(푧) 푢̃∗푁 (푧)d2푧 = ∬ ℎ(푥)푧 − 푥휎(d푥) 푢̃∗푁 (푧)d2푧. (5.9)
On the one–hand, using the determinantal property of the ensemble P∗푁 , we have
E∗푁
[∑
푗≠푘
ℎ(푥푗)
푥푗 − 푥푘
]
= ∬ ℎ(푥)푥 − 푧푢∗푁 (푥)푢∗푁 (푧)d2푧d2푥 − 12 ∬
ℎ(푥) − ℎ(푧)
푥 − 푧
|||퐾∗푁 (푥, 푧)|||2 d2푧d2푥, (5.10)
where the second term is given by 픗3푁 (푔) and the first term on the RHS satisfies
1
푁 ∬
ℎ(푥)
푥 − 푧
푢∗푁 (푥)푢
∗
푁 (푧)d
2푧d2푥 = 푁∬ ℎ(푥)푥 − 푧휎(d푧)휎(d푥) +∬
ℎ(푥)
푥 − 푧
휎(d푧)푢̃∗푁 (푥)d
2푥
+∬ ℎ(푥)푥 − 푧휎(d푥)푢̃∗푁 (푧)d2푧 + 1푁픗2푁 (푔).
(5.11)
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On the other–hand, by (1.5), since 휕푄(푥) = 휕휑(푥) = 12 ∫ 1푥−푧휎(d푧) for all 푥 ∈ D and supp(ℎ) ⊂ D, we alsohave
E∗푁
[∑
푗
ℎ(푥푗)휕푄(푥푗)
]
= 푁 ∫ ℎ(푥)휕푄(푥)휎(d푥) + ∫ ℎ(푥)휕푄(푥) 푢̃∗푁 (푥)d푥
= 푁
2 ∬
ℎ(푥)
푥 − 푧
휎(d푧)휎(d푥) + 1
2 ∬
ℎ(푥)
푥 − 푧
휎(d푧) 푢̃∗푁 (푥)d푥. (5.12)
Combining formulae (5.10), (5.11) and (5.12), we obtain
E∗푁
[
1
푁
∑
푗≠푘
ℎ(푥푗)
푥푗 − 푥푘
− 2
∑
푗
ℎ(푥푗)휕푄(푥푗)
]
= ∬ ℎ(푥)푥 − 푧휎(d푥)푢̃∗푁 (푧)d2푧 + 1푁
(
픗2푁 (푔) −픗
3
푁 (푔)
)
.
By formula (5.9), this implies that
E∗푁
[
1
푁
∑
푗≠푘
ℎ(푥푗)
푥푗 − 푥푘
− 2
∑
푗
ℎ(푥푗)휕푄(푥푗)
]
= −E∗푁 [X(푔)] +
1
푁
(
픗2푁 (푔) −픗
3
푁 (푔)
)
. (5.13)
Finally, combining formulae (5.8) and (5.13) with ℎ = 휕푓 , we obtain
E∗푁 [X(푔)] =
1
푁
E∗푁
[∑
푗
(
푡휕푔(푥푗)휕푔푁 (푥푗) +
1
4
Δ푔(푥푗)
)]
+ 1
푁
(
픗2푁 (푔) −픗
3
푁 (푔)
)
, (5.14)
where we used that 휕휕푔 = 14Δ푔. Finally using that ∫ Δ푔(푥)휎(d푥) = 0 since supp(푔) ⊆ D and (1.8), we obtain
1
푁
E∗푁
[∑
푗
(
휕푔(푥푗)휕푔푁 (푥푗) +
1
4
Δ푔(푥푗)
)]
= 푡Σ(푔; 푔푁 )+
1
푁 ∫
(
푡휕푔(푥)휕푔푁 (푥)+
1
4
Δ푔(푥)
)
푢̃∗푁 (푥)d푥. (5.15)
Combining formulae (5.14) and (5.15), this completes the proof.
5.3 kernel approximation
Let us recall that the probability measure P∗푁 induces a determinantal process on C푁 with correlation kernel
퐾∗푁 , (5.4). In order to estimate the RHS of (5.7), we need the asymptotics of the this kernel as the dimension
푁 → +∞. In general, this is a challenging problem, however we expect that the kernel decays quickly off
diagonal and that its asymptotics near the diagonal are universal in the sense that they are similar to that of the
Ginibre correlation kernel 퐾푁 . In Section 6, using the method of Berman [10], see also [11, 1, 3], we computethe asymptotics of 퐾∗푁 near the diagonal. To state our result, let us define the approximate Bergman kernel:
푘#푁 (푥,푤) =
푁
휋
푒푁푥푤푒−푡Υ
푤
푁 (푥−푤), 푥, 푤 ∈ C. (5.16)
where Υ푤푁 (푢) = 푔푁 (푤) +
∑퓁
푖=1
푢푖
푖 휕
푖푔푁 (푤). We also let
퐾#푁 (푥,푤) = 푘
#
푁 (푥,푤)푒
−푁푄∗(푧)−푁푄∗(푤), 푥, 푤 ∈ C. (5.17)
Let us state our main asymptotic result that we prove in Section 6.3.
Proposition 5.2. Let 휗푁 ∶=
∑푛
푘=1 휖
−2
푘 1D(푧푘,휖푘) and 훿푁 ∶=
√
(log푁)훽∕푁 for 훽 > 1. There exists constants
퐿,푁0 > 0 such that for all푁 ≥ 푁0, we have for any 푧 ∈ D1−2훿푁 and all 푤 ∈ D(푧, 훿푁 ),|||퐾∗푁 (푤, 푧) −퐾#푁 (푤, 푧)||| ≤ 퐿 (휗푁 (푧) + 1) .
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Remark 5.1. We should emphasize that the constants 퐿,푁0 > 0 do not depend on 훾⃗ ∈ [−푅,푅]푛, 푧⃗ ∈ D×푛휖0 ,nor 푡 ∈ [0, 1]. Consequently, our estimates in the remainder of Section 5 are also uniform for all 푡 ∈ (0, 1],
훾⃗ ∈ [−푅,푅]푛 and 푧⃗ ∈ D×푛휖0 even though this will not be emphasized to lighten the presentation. In fact, sincethe parameter 푡 ∈ (0, 1] is not relevant for our analysis, we will also assume that 푡 = 1 to simplify notation11.
In the remainder of this section and in Section 5.4, we discuss some consequences of the approximation of
Proposition 5.2. Then, in Sections 5.5–5.7, we obtain the necessary estimates on the term픗푘푁 (푔푁 ) for 푘 = 1, 2, 3in order to complete the proof of Proposition 2.3 in Section 5.8.
By definition, with 푡 = 1, we have for any 푧 ∈ C,
퐾#푁 (푧, 푧) =
푁
휋
푒푁|푧|2−푔푁 (푧)−2푁푄∗(푧) = 푁
휋
.
Then, observe that by taking 푤 = 푧 in the estimate of Proposition 5.2, we obtain for any 푧 ∈ D1−2훿푁 ,|푢̃∗푁 (푧)| ≤ 퐿(휗푁 (푧) + 1), (5.18)
where we used 휎(푧) = 1∕휋 if 푧 ∈ D.
Lemma 5.3. We have as푁 → +∞,
∫C |푢̃∗푁 (푥)|d2푥 = (푁훿푁 ).
Proof. First, let us observe that since supp(휎) = D, we have
∫C⧵D |푢̃∗푁 (푥)|d2푥 = ∫C⧵D 푢∗푁 (푥)d2푥 = 푁 − ∫D 푢∗푁 (푥)d2푥, (5.19)
by (5.5). Moreover, since
∫D(휗푁 (푥) + 1)d
2푥 = (푛 + 1)휋, (5.20)
using the estimate (5.18), we also have
∫|푥|≤1−2훿푁|푢̃∗푁 (푥)|d2푥 = (1). (5.21)
In particular, this implies that|||||∫|푥|≤1−2훿푁푢∗푁 (푥)d2푥 −푁 ∫|푥|≤1−2훿푁휎(d푥)
||||| ≤ ∫|푥|≤1−2훿푁|푢̃∗푁 (푥)|d2푥 = (1).
Hence, since ∫|푥|≤1−2훿푁휎(d푥) = (1 − 2훿푁 )
2 we obtain
∫D 푢
∗
푁 (푥)d
2푥 ≥ ∫|푥|≤1−2훿푁푢
∗
푁 (푥)d
2푥 ≥ 푁 − (푁훿푁 ). (5.22)
Combining the estimate (5.22) with formula (5.19), this shows that as푁 → +∞,
∫C⧵D |푢̃∗푁 (푥)|d2푥 = (푁훿푁 ). (5.23)
Using the uniform from Lemma 6.2, there exists 퐶 > 0 such that |푢̃∗푁 (푥)| ≤ 퐶푁 for all 푥 ∈ C and this impliesthat
∫1−2훿푁≤|푥|≤1|푢̃∗푁 (푥)|d2푥 = (푁훿푁 ). (5.24)
Combining the estimates (5.21), (5.23) and (5.24), this completes the proof.
11Indeed, this is equivalent to change the parameters 훾⃗ to 푡훾⃗ .
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5.4 Technical estimates
We denote the Gaussian density with variance 2∕푁 by
Φ푁 (푢) ∶=
푁
휋 푒
−푁|푢|2 .
Since for any 푥, 푧 ∈ C,
푁푄∗(푧) +푁푄∗(푥) −푁ℜ{푧푥} + 푔푁 (푥) =
1
2
(|푧 − 푥|2 + 푔푁 (푥) − 푔푁 (푧)) (5.25)
by formula (5.17), we obtain
|퐾#푁 (푧, 푥)|2 = 푁휋 Φ푁 (푥 − 푧)푒푔푁 (푧)−푔푁 (푥)−2∑퓁푖=1 (푥−푥)푖푖 휕푖푔푁 (푥). (5.26)
We should view the last factor or (5.26) as a correction, indeed on small scales, i.e. if |푥 − 푧| ≤ 훿푁 , then
푒푔푁 (푧)−푔푁 (푥)−2
∑퓁
푖=1
(푥−푥)푖
푖 휕
푖푔푁 (푥) = 1 + (휂). In particular, this implies that if 푁 is sufficiently large, for all
푥, 푧 ∈ C such that |푥 − 푧| ≤ 훿푁 , |퐾#푁 (푥, 푧)| ≤ 푁. (5.27)
Actually, formula (5.26) shows that on short scales |퐾#푁 (푧, 푥)|2 is well approximated by the Gaussian kernel
Φ푁 (푥 − 푧). We use this fact to prove the following Lemma.
Lemma 5.4. Recall that we fixed 퓁 ∈ ℕ in such a way that 휂퓁 ≤ 푁−1. There exists coefficients 푐1,… , 푐퓁 ≥ 0
independent of푁 ∈ ℕ such that for any 푥 ∈ D,
∫|푥−푧|≤훿푁|퐾#푁 (푧, 푥)|2d2푧 = 푁
(
휎(푥) +
∑퓁
푗=1
푐푗
푁 푗
Δ푗푔푁 (푥)
)
+ (훿2푁 ),
as푁 → +∞, with a uniform error.
Proof. Throughout this proof, let us fix 푥 ∈ C. Since 푔푁 is a smooth function, by Taylor Theorem, there existsa matrixM ∈ R퓁×퓁 such that for all 푧 ∈ D(푥, 훿푁 ),
푔푁 (푥) − 푔푁 (푧) −
퓁∑
푖=1
(푥 − 푥)푖
푖
휕푖푔푁 (푥) = −2퐢ℑ
{
휕푔푁 (푧)(푥 − 푧)
}
+
퓁∑
푗=1
Δ푗푔푁 (푥)
|푥 − 푧|2푗
4푗!푗!
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
∶= Y1푥(푥 − 푧)
+
∑
2≤푖+푗≤2퓁
푖≠푗
M푖,푗(푥 − 푧)푗(푥 − 푧)푖휕푖휕
푗
푔푁 (푥)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
∶= A1푥(푥 − 푧)
+ (훿2퓁+1푁 ‖∇2퓁+1푔푁‖∞) .
Observe that, since ‖∇푗푔‖∞ = (휖−푗) for any 푗 ∈ ℕ, the error term in the previous formula is of order 휂2퓁+1 ≤
푁−2. Moreover, even though it is not emphasized, both Y1푥,A1푥 depend on푁 ∈ ℕ and we have for all |푢| ≤ 훿푁 ,
|Y1푥(푢)|, |A1푥(푢)| = (휂2). (5.28)
Then, by formula (5.26), we obtain
|퐾#푁 (푧, 푥)|2 = 푁휋 Φ푁 (푥 − 푧) exp (Y1푥(푥 − 푧) + A1푥(푥 − 푧)) + (1) (5.29)
where the error term is uniform for all 푥 ∈ C and 푧 ∈ D(푥, 훿푁 ).
23
Importantly, note that since both Φ푁 and Y1푥 are radial functions, we have for any 푘 ∈ ℕ,
∫|푢|≤훿푁
(
A1푥(푢)
)푘 exp (Y1푥(푢))Φ푁 (d푢) = 0.
Using (5.28) and (5.29), this implies that
∫|푥−푧|≤훿푁|퐾#푁 (푧, 푥)|2d2푧 = 푁휋 ∫|푢|≤훿푁exp (Y1푥(푥 − 푧) + A1푥(푥 − 푧))Φ푁 (d푢) + (훿2푁 )
= 푁
휋 ∫|푢|≤훿푁exp
(
Y1푥(푢)
)
Φ푁 (d푢) + (훿2푁 )
= 푁
휋 ∫|푢|≤훿푁
(
1 +
∑퓁
푗=1
푐푗
푗!Δ
푗푔푁 (푥)|푢|2푗)Φ푁 (d푢) + (훿2푁 ),
since exp (Y1푥(푢)) = 1 +∑퓁푗=1 푐푗푗!Δ푗푔푁 (푥)|푢|2푗 + (푁−2) for some coefficients 푐푗 ≥ 0 which do not depend on
푁 ∈ ℕ – the error term follows from the fact that 휂퓁 ≤ 푁−1 and it is uniform in 푥 ∈ C and |푢| ≤ 훿푁 . Since forany integer 푗 ≥ 0,
∫|푢|≤훿푁 |푢|2푗Φ푁 (d푢) = 푁−푗
(
푗! + (푒−푁훿2푁 )) , (5.30)
this implies that
∫|푥−푧|≤훿푁|퐾#푁 (푧, 푥)|2d2푧 = 푁휋
(
1 +
∑퓁
푗=1
푐푗
푁 푗
Δ푗푔푁 (푥)
)
+ (훿2푁 ) (5.31)
with a uniform error. Since 휎(푥) = 1∕휋 for 푥 ∈ D, this completes the proof.
We can use Lemma 5.4 to estimate a similar integral for the correlation kernel 퐾∗푁 .
Lemma 5.5. We have for any 푥 ∈ D1−2훿푁 , as푁 → +∞
∫|푥−푤|>훿푁|퐾∗푁 (푧, 푥)|2d2푧 =  (푁훿2푁 (1 + 휗푁 (푥))) .
Proof. First of all, let us observe that|||||∫|푥−푤|≤훿푁|퐾∗푁 (푧, 푥)|2d2푧 − ∫|푥−푤|≤훿푁|퐾#푁 (푧, 푥)|2d2푧
||||| ≤ 2∫|푥−푧|≤훿푁|퐾#푁 (푧, 푥)| |||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)||| d2푧
+ ∫|푥−푧|≤훿푁
|||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)|||2 d2푧.
According to Proposition 5.2, since 휗푁 ≤ 푛휖−2, we have for any 푥 ∈ D1∕2,
∫|푥−푧|≤훿푁
|||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)|||2 d2푧 =  (휂2(휗푁 (푥) + 1)) . (5.32)
Moreover, using the estimate (5.27), we also have for any 푥 ∈ D1∕2,
∫|푥−푧|≤훿푁|퐾#푁 (푧, 푥)| |||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)||| d2푧 ≤ 휋퐿푁훿2푁 (휗푁 (푥) + 1). (5.33)
This shows that for any 푥 ∈ D1−2훿푁 ,
∫|푥−푤|≤훿푁|퐾∗푁 (푧, 푥)|2d2푧 = ∫|푥−푤|≤훿푁|퐾#푁 (푧, 푥)|2d2푧 +  (푁훿2푁 (휗푁 (푥) + 1))
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Using the reproducing property (5.5) and Lemma 5.4, this implies that for any 푥 ∈ D1−2훿푁 ,
∫|푥−푤|>훿푁|퐾∗푁 (푧, 푥)|2d2푧 = 푢∗푁 (푥) − ∫|푥−푤|≤훿푁|퐾#푁 (푧, 푥)|2d2푧 +  (푁훿2푁 (휗푁 (푥) + 1))
= 푢̃∗푁 (푥) −푁
∑퓁
푗=1
푐푗
푁 푗
Δ푗푔푁 (푥) +  (푁훿2푁 (휗푁 (푥) + 1)) .
Using the estimate |푢̃∗푁 (푥)| ≤ 퐿(휗푁 (푥) + 1), see (5.18), and the bound |Δ푗+1푔푁 (푥)| ≤ 퐶휖−2푗휗푁 (푥) for 푗 =
0,…퓁 − 1, this yields the claim.
Finally, we need a last Lemma which relies on the anisotropy of the approximate Bergman kernel 퐾#푁 thatwe can see from formula (5.26).
Lemma 5.6. We have as푁 → +∞,
∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾#푁 (푥, 푧)|2d2푧d2푥 = (1).
Proof. The proof if analogous to that of Lemma 5.4. Since 푔 is a smooth function, by Taylor Theorem up to
order 퓁 ∈ ℕ, we have for any 푥 ≠ 푧,
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
=
퓁−1∑
푗=0
Δ푗+1푔푁 (푥)
|푥 − 푧|2푗
푗!(푗 + 1)!
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
∶= Y2푥(푥 − 푧)
+
∑
1≤푖+푗≤2퓁
푖≠푗+1
(푥 − 푧)푗(푥 − 푧)푖−1
푖!푗!
휕푖휕
푗+1
푔푁 (푥)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
∶= A2푥(푥 − 푧)
+ (훿2퓁푁 ‖∇2(퓁+1)푔푁‖∞) ,
where the error term is uniform. Since ‖∇푘푔‖∞ = 푂(휖−푘) for any 푘 ∈ ℕ and we choose 퓁 ∈ ℕ in such a way
휂퓁 ≤ 푁−1, we obtain
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
= Y2푥(푥 − 푧) + A
2
푥(푥 − 푧) + (푁−1).
By Lemma 5.4, we immediately see that∬ |푥|≤1∕2|푧−푥|≤훿푁
|퐾#푁 (푥, 푧)|2d2푧d2푥 = (푁) and we obtain
ℨ푁 ∶= ∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔(푥) − 휕푔(푧)
푥 − 푧
|퐾#푁 (푥, 푧)|2d2푧d2푥 = ∬ |푥|≤1∕2|푧−푥|≤훿푁
(
Y2푥(푥 − 푧) + A
2
푥(푥 − 푧)
) |퐾#푁 (푥, 푧)|2d2푧d2푥+(1).
Using formula (5.29), by a change of variable, this implies that
ℨ푁 = ∬|푥|≤1∕2|푢|≤훿푁
(
Y2푥(푢) + A
2
푥(푢)
) (푁
휋
exp
(
Y1푥(푢) + A
1
푥(푢)
)
Φ푁 (푢) + (1)
)
d2푢d2푥.
Using the estimates |Y1푥(푢)|, |A1푥(푢)| = (휖−2) which are uniform for 푥, 푢 ∈ C, we get
ℨ푁 =
푁
휋 ∬|푥|≤1∕2|푢|≤훿푁
(
Y2푥(푢) + A
2
푥(푢)
)
exp
(
Y1푥(푢) + A
1
푥(푢)
)
Φ푁 (d푢)d2푥 + (휂2)
If we proceed exactly as in the proof of Lemma 5.4, this implies that
ℨ푁 =
푁
휋 ∬|푥|≤1∕2|푢|≤훿푁
Y2푥(푢) exp
(
Y1푥(푢)
)
Φ푁 (d푢)d2푥 + (휂2)
= 푁
휋 ∬|푥|≤1∕2|푢|≤훿푁
(∑퓁−1
푗=0
푐′푗
푗!Δ
푗+1푔푁 (푥)|푢|2푗)Φ푁 (d푢)d2푥 + (1),
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since we can express Y2푥(푢) exp
(
Y1푥(푢)
)
=
∑퓁−1
푗=0
푐′푗
푗!Δ
푗+1푔푁 (푥)|푢|2푗 + (푁−1) for some coefficients 푐′푗 ≥ 0 by
our choice of 퓁 ∈ ℕ. Hence, using the estimate (5.30), our asymptotics imply that||||||∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾#푁 (푥, 푧)|2d2푧d2푥|||||| = 푁휋
퓁−1∑
푗=0
푐′푗
푁 푗 ∫|푥|≤1∕2Δ푗+1푔푁 (푥)d2푥 + (1).
Since all the integrals on the RHS vanish because supp(푔푁 ) ⊂ D1∕2, this completes the proof.
5.5 Error of type 픗1푁
In Sections 5.5–5.7, we use the estimates that we obtained in Sections 5.3 and 5.4 in order to bound the error
terms when we apply Proposition 5.1 to the function 푔푁 = 푔훾⃗ ,푧⃗푁 given by (2.9). Let us denote
Σ = Σ(푔푁 ) =
√
∫ 휕푔푁 (푥)휕푔푁 (푥)휎(d푥). (5.34)
Proposition 5.7. We have |||픗1푁 (푔푁 )||| =  (Σ2휖−2), uniformly for all 푡 ∈ (0, 1], as푁 → +∞.
Proof. A trivial consequence of the estimate (5.18) is that |푢̃∗푁 (푥)| ≤ 퐶휖−2 for all |푥| ≤ 1∕2. Since supp(푔푁 ) ⊆
D1∕2, this implies that ||||∫ Δ푔푁 (푥) 푢̃∗푁 (푥)d2푥|||| ≤ 퐶휖−2 ∫ |Δ푔푁 (푥)|d2푥 = (휖−2),
where we used that Δ푔푁 (푥) = ∑푛푘=1훾푘 (휙휖푘 (푥 − 푧푘) − 휙(푥 − 푧푘)) so that ∫ |Δ푔푁 (푥)|d2푥 ≤ 2∑푛푘=1|훾푘| since
휙 is a probability density function on C. Similarly, we have||||∫ 휕푔푁 (푥)휕푔푁 (푥) 푢̃∗푁 (푥)d2푥|||| ≤ 퐶휖−2 ∫ 휕푔푁 (푥)휕푔푁 (푥)d2푥 =  (Σ2휖−2) ,
since 휕푔푁 = 휕푔푁 so that 휕푔푁 (푥)휕푔푁 (푥) ≥ 0 for all 푥 ∈ C and the previous integrals equals to 휋Σ2(푔푁 ). Bydefinition of 픗1푁 – see Proposition 5.1 – this proves the claim.
5.6 Error of type 픗2푁
Proposition 5.8. Recall that 휂 = 훿푁∕휖. We have |||픗2푁 (푔푁 )||| =  (Σ푁휂) as푁 → +∞.
Proof. Fix a small parameter 0 < 휅 ≤ 1∕4 independent of푁 ∈ ℕ and let us split
픗2푁 (푔푁 ) = ∬
휕푔푁 (푥)
푥 − 푧
푢̃∗푁 (푧)푢̃
∗
푁 (푥)d
2푥d2푧 = ℨ푁 +∬|푧−푥|≥휅
휕푔푁 (푥)
푥 − 푧
푢̃∗푁 (푧)푢̃
∗
푁 (푥)d
2푥d2푧. (5.35)
where
ℨ푁 ∶= ∬|푧−푥|≤휅
휕푔푁 (푥)
푥 − 푧
푢̃∗푁 (푧)푢̃
∗
푁 (푥)d
2푥d2푧. (5.36)
Since supp(푔푁 ) ⊆ D1∕2, by Lemma 5.3, the second term on the RHS of (5.35) satisfies|||||∬|푧−푥|≥휅 휕푔푁 (푥)푥 − 푧 푢̃∗푁 (푧)푢̃∗푁 (푥)d2푥d2푧
||||| = 
(
푁훿푁 ∫|푥|≤1∕2 |휕푔푁 (푥)푢̃∗푁 (푥)|d2푥
)
. (5.37)
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Moreover, using the estimate (5.18), by Cauchy–Schwartz inequality, we obtain
∫|푥|≤1∕2 |휕푔푁 (푥)푢̃∗푁 (푥)|d2푥 ≤ 퐿
√
∫ |휕푔푁 (푥)|2d2푥∫|푥|≤1∕2 (휗푁 (푥) + 1)2 d2푥
Since we verify ∫|푥|≤1∕2휗푁 (푥)2d2푥 ≤ 휋
∑푛
푗,푘=1 휖
−2
푘 휖
−2
푗 (휖
2
푘 + 휖
2
푗 ) ≤ 2휋푛2휖−2, by (5.34), this implies that
∫|푥|≤1∕2 |휕푔푁 (푥)푢̃∗푁 (푥)|d2푥 = (Σ휖−1). (5.38)
Recall that 휂 = 훿푁∕휖. The estimates (5.37) and (5.38) show that|||||∬|푧−푥|≥휅 휕푔푁 (푥)푥 − 푧 푢̃∗푁 (푧)푢̃∗푁 (푥)d2푥d2푧
||||| = (푁Σ휂). (5.39)
Recall S푁 = supp(휗푁 ) = ⋃푛푘=1D(푧푘, 휖푘). To estimate the integral ℨ푁 , (5.36), we split it into 푛 + 1 partsand use the estimate (5.18) which is valid for all 푥 ∈ supp(푔푁 ), then we obtain
||ℨ푁 || ≤ 퐿
( 푛∑
푘=1
휖−2푘 ∫|푥−푧푘|≤휖푘 +∫푥∉S푁
)(
∫|푤|≤휅 |푢̃∗푁 (푥 +푤)|d2푤|푤|
) |휕푔푁 (푥)|d2푥. (5.40)
On the one hand, observe that by (5.18), we have for any 푥 ∈ D(푧푘, 휖푘),
∫|푤|≤휅 |푢̃∗푁 (푥 +푤)|d2푤|푤| ≤ 퐿
푛∑
푗=1
휖−2푗 ∫푤∈D(푧푗−푥,휖푗 )
d2푤|푤| + 퐿∫ |푤|≤휅
(푥+푤)∉S푁
d2푤|푤|
≤ 퐿 푛∑
푗=1
휖−2푗 ∫푤∈D(푧푗−푧푘,휖푗+휖푘)
d2푤|푤| + 2휋휅퐿
≤ 퐿휋 (1 +∑푛푗=1휖−2푗 (휖푗 + 휖푘)) .
On the other hand, by (5.18), |푢̃∗푁 (푧)| ≤ 푛퐿휖−2 for all |푧| ≤ 3∕4, so that we have for all 푥 ∈ D1∕2,
∫|푤|≤휅 |푢̃∗푁 (푥 +푤)|d2푤|푤| = (휖−2).
Combining these estimates with (5.40), it shows that
||ℨ푁 || ≤ 휋퐿2 푛∑
푘,푗=1
휖−2푘 휖
−2
푗 (휖푗 + 휖푘)∫|푥−푧푘|≤휖푘|휕푔(푥)|d2푥 + 
(
휖−2 ∫ |휕푔(푥)|d2푥
)
By the Cauchy–Schwartz inequality and (5.34), this implies that
||ℨ푁 || ≤ (휋퐿)2Σ 푛∑
푘,푗=1
휖−1푘 휖
−2
푗 (휖푗 + 휖푘) + (휖−2Σ).
Since our parameters 휖1,… , 휖푛 ≥ 휖, we have∑푛푘,푗=1 휖−1푘 휖−2푗 (휖푗 + 휖푘) ≤ 2푛2휖−2. Hence, we have proved that||ℨ푁 || = (휖−2Σ). (5.41)
Since 휖 ≥ 훿푁 ≥ 푁−1∕2, by combining the estimates (5.35), (5.39) and (5.41), this completes the proof.
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5.7 Error of type 픗3푁
Proposition 5.9. We have |||픗3푁 (푔푁 )||| = (푁휂) as푁 → +∞.
Proof. First, let us observe that by Lemma 5.5,|||||∬|푧−푥|≥훿푁 휕푔푁 (푥)푥 − 푧 |퐾∗푁 (푥, 푧)|2d2푥d2푧
||||| ≤ 훿−1푁 ∫ |휕푔푁 (푥)|
(
∫|푧−푥|≥훿푁 |퐾∗푁 (푥, 푧)|2d2푧
)
d2푥
≤ 퐶푁훿푁 ∫ |휕푔푁 (푥)| (1 + 휗푁 (푥)) d2푥.
Since ‖∇푔푁‖∞ = (휖−1) and ∫|푥|≤1∕2(1 + 휗푁 (푥)) d2푥 ≤ (푛 + 1)휋, this shows that|||||∬|푧−푥|≥훿푁 휕푔푁 (푥)푥 − 푧 |퐾∗푁 (푥, 푧)|2d2푥d2푧
||||| = (푁휂). (5.42)
Second, since
|||||휕푔푁 (푥) − 휕푔푁 (푧)푥 − 푧
||||| ≤ ‖∇2푔푁‖∞ = (휖−2) for all 푥, 푧 ∈ C, we have||||||∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾∗푁 (푥, 푧)|2d2푧d2푥 −∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾#푁 (푥, 푧)|2d2푧d2푥||||||
≤ 2휖−2 ⎛⎜⎜⎝∬ |푥|≤1∕2|푧−푥|≤훿푁|퐾#푁 (푧, 푥)|
|||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)||| d2푧d2푥 +∬ |푥|≤1∕2|푧−푥|≤훿푁
|||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)|||2 d2푧d2푥⎞⎟⎟⎠ .
If we integrate the estimate (5.32), respectively (5.33), over the set |푥| ≤ 1∕2, we obtain
∬ |푥|≤1∕2|푧−푥|≤훿푁
|||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)|||2 d2푧d2푥 = (휂2),
and
∬ |푥|≤1∕2|푧−푥|≤훿푁
|퐾#푁 (푧, 푥)| |||퐾∗푁 (푧, 푥) −퐾#푁 (푧, 푥)||| d2푧 = (푁훿2푁 ).
Here we used again that ∫|푥|≤1∕2(휗푁 (푥) + 1)d2푥 ≤ (푛 + 1)휋. These bounds imply that||||||∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾∗푁 (푥, 푧)|2d2푧d2푥 −∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾#푁 (푥, 푧)|2d2푧d2푥|||||| = (푁휂2).(5.43)
By symmetry, since supp(푔푁 ) ⊆ D1∕2,|||||∬|푧−푥|≤훿푁 휕푔푁 (푥)푥 − 푧 |퐾∗푁 (푥, 푧)|2d2푥d2푧
||||| ≤
||||||∬ |푥|≤1∕2|푧−푥|≤훿푁
휕푔푁 (푥) − 휕푔푁 (푧)
푥 − 푧
|퐾∗푁 (푥, 푧)|2d2푧d2푥|||||| .
Then, using the estimate (5.43) and Lemma 5.6, we obtain|||||∬|푧−푥|≤훿푁 휕푔푁 (푥)푥 − 푧 |퐾∗푁 (푥, 푧)|2d2푥d2푧
||||| = (푁휂2). (5.44)
Finally, it remains to combine the estimates (5.42) and (5.44) to complete the proof.
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5.8 Proof of Proposition 2.3
We are now ready to give the proof of Proposition 2.3. Recall that we use the notation of Section 5.1. Let us
observe that when we combine the estimates of Proposition 5.7, 5.8 and 5.9, we obtain as푁 → +∞,|||픗1푁 (푔푁 ) +픗2푁 (푔푁 ) −픗3푁 (푔푁 )||| =  (Σ(푔푁 )푁휂) ,
where, by Remark 5.1, the error term is uniform for all 푧⃗ ∈ D×푛휖0 , all 푡 ∈ (0, 1] and all 훾⃗ ∈ [−푅,푅]푛 for a fixed
푅 > 0. Since Σ2(푔푁 ) = (log푁) according to the asymptotics (2.8) and 휂 = 훿∕휖 = (log푁)훽∕2푁−훼 . Thisimplies that as푁 → +∞
1
푁
|||픗1푁 (푔푁 ) +픗2푁 (푔푁 ) −픗3푁 (푔푁 )||| = ((log푁) 훽+12 푁−훼) . (5.45)
The main idea of the proof, which originates from [28] is to observe that for any 푡 > 0,
푑
푑푡
logE푁
[
exp
(
푡X(푔푁 )
)]
= E∗푁
[
X(푔푁 )
]
.
Hence, by Proposition 5.1 applied to the function 푔푁 = 푔훾⃗ ,푧⃗푁 , using the estimate (5.45), we obtain
푑
푑푡
logE푁
[
exp
(
푡X(푔훾⃗ ,푧⃗푁 )
)]
= 푡Σ2(푔훾⃗ ,푧⃗푁 ) + 
(
(log푁)
훽+1
2 푁−훼
)
, (5.46)
where the error term is uniform for all 푡 ∈ [0, 1], all 훾⃗ in compact subsets of R푛 and all 푧⃗ ∈ D×푛휖0 . Then, if weintegrate the asymptotics (5.46) for 푡 ∈ [0, 1], we obtain (2.10).
6 Kernel asymptotics
In this section, we obtain the asymptotics for the correlation kernel induced by the biased measure (5.3) that we
need in Section 5 in order to control the error term in Ward’s equation. Let us denote
‖푓‖2푄 = ∫C |푓 (푥)|2푒−2푁푄(푥)d2푥,
and similarly for the norm ‖ ⋅ ‖푄∗ . Recall that 푄(푥) = |푥|2∕2 is the Ginibre potential and 푄∗ = 푄 − 푔푁2푁 is a
potential perturbed by the function 푔푁 = 푔훾⃗ ,푧⃗푁 ∈ C∞푐 (D1∕2) given by (2.9) with 푧⃗ ∈ D×푛휖0 and 훾 ∈ [−푅,푅]푛 forsome fixed 푛 ∈ ℕ and 푅 > 0. Let us also recall that, like in Section 5.1, we have the parameters:
휖 = 휖(푁) = 푁−1∕2+훼 , 훿푁 =
√
(log푁)훽∕푁 and 휂 = 휂(푁) = 훿∕휖 = (log푁)훽∕2푁−훼 ,
where 0 < 훼 < 1∕2 and 훽 > 1. Moreover, we have chosen 퓁 ∈ ℕ in such a way that 휂퓁 ≤ 푁−1. We also let
푁0 ∈ ℕ be sufficiently large12 so that we have for all푁 ≥ 푁0, 휂 ≤ 1∕4 and ‖Δ푔푁‖∞ ≤ 푁 .
6.1 Uniform estimates for the 1–point function
In this section, we collect some simple estimates on the 1–point function 푢∗푁 which we need. We skip the detailssince the argument is the same as in [1, Section 3] only adapted to our situation.
Lemma 6.1. There exists a universal constant 퐶 > 0 such that if푁 ≥ 푁0, for any function 푓 which is analytic
in D(푧; 2∕
√
푁) for some 푧 ∈ C, |푓 (푧)|2푒−2푁푄∗(푧) ≤ 퐶푁‖푓‖2푄∗ .
12The integer푁0 depends only on the mollifier 휙, the parameters 푅, 훼, 훽 > 0 and 푛 ∈ ℕ.
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Proof. If푁 ≥ 푁0, we have Δ푄∗ ≤ 3 and by [1, Lemma 3.1], we obtain
|푓 (푧)|2푒−2푁푄∗(푧) ≤ 푁 ∫|푧−푥|≤푁−1∕2 |푓 (푥)|2푒−2푁푄∗(푥)푒3푁|푥−푧|2휎(d푥).
This immediately yields the claim.
Lemma 6.2. With the same 퐶 > 0 as in Lemma 6.1, we have for all푁 ≥ 푁0 and all 푧 ∈ C,
푢∗푁 (푧) ≤ 퐶푁.
Proof. Fix 푧 ∈ C and let us apply Lemma 6.1 to the polynomial 푘∗푁 (⋅, 푧), we obtain|푘∗푁 (푤, 푧)|2푒−2푁푄∗(푤) ≤ 퐶푁푘∗푁 (푧, 푧),
since ‖푘∗푁 (⋅, 푧)‖2푄∗ = 푘∗푁 (푧, 푧) because of the reproducing property of the kernel 푘∗푁 . Taking푤 = 푧 in the above
estimate, since 푢∗푁 (푧) = 푘∗푁 (푧, 푧)푒−2푁푄
∗(푧), we obtain the claim.
6.2 Preliminary Lemmas
Recall that we let Υ푤푁 (푢) = 푔(푤) +
∑퓁
푖=1
푢푖
푖 휕
푖푔(푤) and that we defined the approximate Bergman kernel 푘# by
푘#푁 (푥,푤) =
푁
휋
푒푁푥푤푒−Υ
푤
푁 (푥−푤), 푥, 푤 ∈ C.
We note that this kernel is not Hermitian but it is analytic in 푥 ∈ C and we define the corresponding operator:
퐾#푁 [푓 ](푤) = ∫C 푘#푁 (푥,푤)푓 (푥)푒
−2푁푄∗(푥)d2푥, 푤 ∈ C, (6.1)
for any 푓 ∈ 퐿2(푒−2푁푄∗ ).
Assumptions 6.3. Let 휒 ∈ C∞푐
(
D2훿푁
)
be a radial function such that 0 ≤ 휒 ≤ 1, 휒 = 1 on D훿푁 , and‖∇휒‖∞ ≤ 퐶 for a 퐶 > 0 independent of푁 ∈ ℕ. In the following for any 푧 ∈ C, we let 휒푧 = 휒(⋅ − 푧).
Lemma 6.4. There exists a constant 퐿 > 0 (which depends only on 푅 > 0, the mollifier 휙 and 푛,퓁 ∈ ℕ) such
that for any 푧 ∈ C and any function 푓 ∈ 퐿2(푒−2푁푄∗ ) which is analytic in D(푧, 2훿푁 ), we have|||푓 (푧) −퐾#푁 [휒푧푓 ](푧)||| ≤ 퐿√푁 (휗푁 (푧) + 1) 푒푁푄∗(푧)‖푓‖푄∗ .
Proof. By definitions, we have
퐾#푁 [휒푧푓 ](푧) =
푁
휋 ∫ 푒푔푁 (푥)−Υ
푧
푁 (푥−푧)휒푧(푥)푓 (푥)푒푁(푧−푥)푥d2푥
= ∫ 푒푔푁 (푥)−Υ
푧
푁 (푥−푧)휒푧(푥)푓 (푥)휕
(
푒푁(푧−푥)푥
) 1
푧 − 푥
d2푥
휋
.
By formula (5.2), since 휒푧(푧) = 1 and Υ푧푁 (0) = 푔푁 (푧), we obtain
퐾#푁 [휒푧푓 ](푧) = 푓 (푧) − ∫ 휕
(
푒푔푁 (푥)−Υ
푧
푁 (푥−푧)휒푧(푥)푓 (푥)
)
푒푁(푧−푥)푥 1
푧 − 푥
d2푥
휋
.
Since 푓 is analytic in D(푧, 2훿푁 ) = supp(휒푧), this implies that
푓 (푧) −퐾#푁 [휒푧푓 ](푧) = ℨ푁 + ∫ 푒푔푁 (푥)−Υ
푧
푁 (푥−푧)푓 (푥)휕휒푧(푥)
푒푁(푧−푥)푥
푧 − 푥
d2푥
휋
, (6.2)
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where we let
ℨ푁 ∶= ∫ 휕
(
푒푔푁 (푥)−Υ
푧
푁 (푥−푧)
)
휒푧(푥)푓 (푥)
푒푁(푧−푥)푥
푧 − 푥
d2푥
휋
= ∫|푥−푧|≤2훿푁
휕푔푁 (푥) − 휕Υ푧푁 (푥 − 푧)
푥 − 푧
푒푔푁 (푥)−Υ
푧
푁 (푥−푧)휒푧(푥)푓 (푥)푒푁푧푥푒−2푁푄(푥)
d2푥
휋
.
(6.3)
Using the Assumptions 6.3, the second term on the RHS of (6.2) satisfies|||||∫ 푒푔푁 (푥)−Υ푧푁 (푥−푧)푓 (푥)휕휒푧(푥)푒
푁(푧−푥)푥
푧 − 푥
d2푥
휋
||||| ≤ 훿−1푁 ∫훿푁≤|푥−푧|≤2훿푁|푓 (푥)| |푒푔푁 (푥)−Υ푧푁 (푥−푧)| 푒푁ℜ{(푧−푥)푥} d
2푥
휋
.
(6.4)
Recall that we let 휂 = 훿푁∕휖 ≤ 1∕4. By Taylor’s formula, if |푥 − 푧| ≤ 2훿푁 ,
Υ푧푁 (푥 − 푧) = 푔푁 (푧) + 휕푔푁 (푧)(푥 − 푧) + (휂2)
so that
푒푔푁 (푥)−Υ
푧
푁 (푥−푧) = 푒푔푁 (푥)∕2−푔푁 (푧)∕2푒−퐢ℑ{휕푔푁 (푧)(푥−푧)}+(휂2). (6.5)
Then, we have on the RHS of (6.4), |푒푔푁 (푥)−Υ푧푁 (푥−푧)| ≤ 퐶푒푔푁 (푥)∕2−푔푁 (푧)∕2. Moreover, since we have
푄(푧) +푄(푥) −ℜ{푧푥} = 1
2
|푧 − 푥|2, (6.6)
and 푄∗ = 푄 − 푔2푁 , we obtain|||||∫ 푒푔푁 (푥)−Υ푧푁 (푥−푧)푓 (푥)휕휒푧(푥)푒
푁(푧−푥)푥
푧 − 푥
d2푥
휋
||||| ≤ 퐶훿−1푁 푒푁푄∗(푧) ∫|푥−푧|≥훿푁|푓 (푥)|푒−푁|푥−푧|2∕2푒−푁푄∗(푥) d
2푥
휋
.
Now, by Cauchy–Schwartz inequality, we see that the second term on the RHS of (6.2) is bounded by|||||∫ 푒푔푁 (푥)−Υ푧푁 (푥−푧)푓 (푥)휕휒푧(푥)푒
푁(푧−푥)푥
푧 − 푥
d2푥
휋
||||| ≤ 퐶푒푁푄∗(푧)‖푓‖푄∗푒−푁훿2푁∕2. (6.7)
Here we used that 훿−1푁 ≤
√
푁 and
∫|푥−푧|≥훿푁푒
−푁|푥−푧|2 d2푥
휋
= 푁−1푒−푁훿
2
푁 (6.8)
It remains to estimate ℨ푁 , see (6.3). Let us recall that we have fixed 퓁 ∈ ℕ in such a way that the parameter
휂퓁 ≤ 푁−1. Since the function 푔푁 is smooth, by Taylor’s Theorem up to order 퓁, we have for 푥 ∈ D(푧, 2훿푁 ),
휕푔푁 (푥) − 휕Υ푧푁 (푥 − 푧) = 휕푔푁 (푥) −
∑퓁−1
푖=0 (푥 − 푧)
푖휕푖+1푔푁 (푧)
= 1
4
∑퓁−1
푖=1 휕
푖−1Δ푔푁 (휁푖)(푥 − 푧)(푥 − 푧)푖−1 +  (‖∇퓁+1푔푁‖∞훿퓁푁) ,
where 휁1(푥),… 휁퓁−2(푥) ∈ D(푧, 2훿푁 ). We have the uniform bound ‖∇퓁+1푔푁‖∞ = (휖−퓁−1) and the estimates
|휕푖−1Δ푔푁 (휁푖)| ≤ 퐶 (∑푛푘=1휖−푖−1푘 1휁푖∈D(푧푘,휖푘∕4) + 1) , 푖 = 1,… ,퓁,
which follows from the fact that Δ푔푁 (푥) = ∑푛푘=1훾푘 (휙휖푘 (푥 − 푧푘) − 휙(푥 − 푧푘)) and supp(휙) ⊆ D1∕4. In partic-
ular, if we set 휗푁 = ∑푛푘=1 휖−2푘 1D(푧푘,휖푘), since 훿푁 ≤ 휖∕4 and 휖1,… , 휖푛 ≥ 휖, we obtain|휕푖−1Δ푔푁 (휁푖)| ≤ 퐶 (휗푁 (푧)휖1−푖 + 1) , 푖 = 1,… ,퓁.
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Hence, this shows that for any 푥 ∈ D(푧, 2훿푁 ),||||||
휕푔푁 (푥) − 휕Υ푧푁 (푥 − 푧)
푥 − 푧
|||||| ≤ 퐶퓁4
(
휗푁 (푧) + 1
)
+  (휖−1휂퓁) . (6.9)
Our choice of 퓁 ∈ ℕ implies that the error term is at most of order푁−1∕2 and it is uniform for all 푧 ∈ C. Since
휒푧 ≤ 퐶1D(푧,2훿푁 ), the estimate (6.9) implies that ℨ푁 , (6.3), is bounded by
||ℨ푁 || ≤ 퐶 (휗푁 (푧) + 1)∫|푥−푧|≤2훿푁|푓 (푥)| |푒푔푁 (푥)−Υ푧푁 (푥−푧)| 푒푁푧푥푒−2푁푄(푥)d2푥.
Using the estimate (6.5), |푒푔푁 (푥)−Υ푧푁 (푥−푧)| ≤ 퐶푒푔푁 (푥)∕2−푔푁 (푧)∕2 in the previous integral and we obtain
||ℨ푁 || ≤ 퐶 (휗푁 (푧) + 1) 푒푁푄∗(푧) ∫|푥−푧|≤2훿푁|푓 (푥)| 푒−푁푄(푥)−푁푄(푧) 푒푁푧푥푒−푁푄∗(푥)d2푥.
By (6.6) and the Cauchy–Schwartz inequality, we obtain
||ℨ푁 || ≤ 퐶 (휗푁 (푧) + 1) 푒푁푄∗(푧) ∫|푥−푧|≤2훿푁|푓 (푥)|푒−푁푄∗(푥) 푒−푁|푥−푧|2∕2d2푥
≤ 퐶√
푁
(
휗푁 (푧) + 1
)
푒푁푄
∗(푧)‖푓‖푄∗ . (6.10)
Here we used that ∫|푥−푧|≤2훿푁푒
−푁|푥−푧|2d2푥 ≤ 푁−1. Finally, by combining the estimates (6.7) and (6.10) with
formula (6.2), this completes the proof.
Lemma 6.5. For any integer 휅 ≥ 0, there exists 푁휅 ∈ ℕ (which depends only on 푅 > 0, the mollifier 휙 and
푛,퓁 ∈ ℕ) such that if푁 ≥ 푁휅 , we have for all 푧 ∈ D1−2훿푁 and all 푤 ∈ D(푧, 훿푁 ),|||푘#푁 (푤, 푧) −퐾∗푁 [휒푧푘#푁 (⋅, 푧)](푤)||| ≤ 푁−휅푒푁푄∗(푧)+푁푄∗(푤).
Proof. In this proof, we fix푁 ∈ ℕ and 푧 ∈ D1−2훿푁 . We let 푓 ∶= 휒푧푘#푁 (⋅, 푧) where 휒푧 is as in Assumptions 6.3
and we also define푊 (푥) = 푁(휑(푥) + 1∕2) + log√1 + |푥|2 where 휑 is as in equations (1.4)–(1.5). Note that
by construction supp(푓 ) ⊂ D and 푓 is analytic in D(푧, 훿푁 ). Let 푉 be the minimal solution in 퐿2(푒−2푊 ) of the
problem 휕푉 = 휕푓 . Hörmander’s inequality, e.g. [1, formula (4.5)], for the 휕–equation gives
‖푉 ‖2퐿2(푒−2푊 ) ≤ 2∫D |||휕푓 (푥)|||2 푒−2푊 (푥)Δ푊 (푥) d2푥.
Here we used that푊 is strictly subharmonic13. By (1.5), since푊 (푥) ≥ 푁푄(푥) and Δ푊 (푥) ≥ 푁Δ푄(푥) = 2푁
for all 푥 ∈ D, this implies that ‖푉 ‖2퐿2(푒−2푊 ) ≤ 푁−1‖휕푓‖2푄.
Moreover, by (1.4), there exists a universal constant 푐 > 0 such that푊 (푥) ≤ 푁푄(푥) + 푐 and we obtain
‖푉 ‖2푄 ≤ 푒2푐푁−1‖휕푓‖2푄. (6.11)
13Note that we have Δ
(
log
√
1 + |푥|2) = 4(1+|푥|2)2 > 0 for 푥 ∈ C.
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Recall that 푄∗ = 푄 − 푔푁2푁 where the perturbation 푔푁 which is given by (2.9) satisfies ‖푔푁‖∞ ≤ 퐶 log 휖−1.
This implies that 퐿2(푒−2푁푄∗ ) ≅ 퐿2(푒−2푁푄) with for any function ℎ ∈ 퐿2(푒−2푁푄):
휖퐶∕2‖ℎ‖푄∗ ≤ ‖ℎ‖푄 ≤ 휖−퐶∕2‖ℎ‖푄∗ .
By (6.11), this equivalence of norms shows that if푁 ∈ ℕ is sufficiently large,
‖푉 ‖2푄∗ ≤ 푁퐶∕2−1‖휕푓‖2푄. (6.12)
Observe that by (1.4), since 푊 (푥) = 2(푁 + 1) log |푥| + 표(1) as |푥| → +∞, the Bergman space 퐴2(푒−2푊 )
coincide withP푁 , (5.1), so that we must have 푉 − 푓 ∈P푁 .
We let 푈 to be the minimal solution in 퐿2(푒−2푁푄∗ ) of the problem 푈 − 푓 ∈ P푁 . Since 푈 has minimalnorm, the estimate (6.12) implies that
‖푈‖2푄∗ ≤ 푁퐶∕2−1‖휕푓‖2푄. (6.13)
Since 푘#푁 (⋅, 푧) is analytic by construction, (5.16), we have 휕푓 = 푘#푁 (⋅, 푧)휕휒푧 and we obtain
‖휕푓‖2푄 ≤ 퐶 ∫훿푁≤|푥−푧|≤2훿푁|푘#푁 (푥, 푧)|2푒−2푁푄(푥)d2푥.
Recall that 휂 = 훿∕휖 ≤ 1∕4 and ‖∇푖푔푁‖ = (휖−푖) for all 푖 = 1,… ,퓁. Then by (5.16), we have for all 푧 ∈ C and|푥 − 푧| ≤ 2훿푁 , Υ푧푁 (푥 − 푧) = 푔푁 (푧) + (휂) so that|푘#푁 (푥, 푧)|2 ≤ 퐶푒푔푁 (푧)+2푁ℜ{푥푧}.
By (6.6), this shows that |푘#푁 (푥,푤)|2푒−2푁푄(푥) ≤ 퐶푒2푁푄∗(푧)−푁|푥−푧|2 .
Then, by (6.8), we obtain ‖휕푓‖2푄 ≤ 퐶푒2푁푄∗(푧) ∫훿푁≤|푥−푧|≤2훿푁푒−푁|푥−푧|2 d
2푥
휋
≤ 퐶푁−1푒2푁푄∗(푧)푒−푁훿2푁 .
Combining the previous estimate with (6.13), we obtain
‖푈‖2푄∗ ≤ 퐶푁퐶∕2−2푒2푁푄∗(푧)푒−푁훿2푁 . (6.14)
We may turn this into a pointwise estimate using Lemma 6.1. Note that both 푓 and 푈 are analytic14 inD(푧; 훿푁 ),by Lemma 6.1 and (6.14), this implies that for any 푤 ∈ D(푧; 훿푁 )|푈 (푤)|2푒−2푁푄∗(푤) ≤ 퐶푁퐶∕2−1푒2푁푄∗(푧)푒−푁훿2푁 . (6.15)
It is well known that minimal solution 푈 is given by
푈 = 푓 −퐾∗푁 [푓 ].
Since 푓 = 휒푧푘#푁 (⋅, 푧) and 휒푧(푤) = 1, by (6.15), we conclude that for any 푤 ∈ D(푧; 훿푁 ),|||푘#푁 (푤, 푧) −퐾∗푁 [휒푧푘#푁 (⋅, 푧)](푤)||| ≤ 퐶푁퐶∕2−2푒푁푄∗(푧)+푁푄∗(푤)푒−푁훿2푁 .
Since 푒푁훿2푁 grows faster than any power of푁 ∈ ℕ, this completes the proof.
We are now ready to give the proof of our main approximation for the correlation kernel 푘∗푁 , (5.4).
14Here we used that 휒푧 = 1 onD(푧; 훿푁 ) and 휕푓 = 휕푈 since 푈 − 푓 ∈P푁 by definition of 푈 .
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6.3 Proof of Proposition 5.2
We apply Lemma 6.4 to the function 푓 (푥) = 푘∗푁 (푥,푤) which is analytic for 푥 ∈ C with norm
‖푓‖2푄∗ = 푘∗푁 (푤,푤) = 푢∗푁 (푤)푒2푁푄∗(푤)
by the reproducing property. Hence, we obtain for any 푧,푤 ∈ C,
|||푘∗푁 (푧,푤) −퐾#푁 [휒푧푘∗푁 (⋅, 푤)](푧)||| ≤ 퐿 (휗푁 (푧) + 1)
√
푢∗푁 (푤)
푁
푒푁푄
∗(푧)+푁푄∗(푤).
By Lemma 6.2, this shows that|||푘∗푁 (푤, 푧) −퐾∗푁 [휒푘#푁 (⋅, 푧)](푤)||| ≤ 퐶퐿 (휗푁 (푧) + 1) 푒푁푄∗(푧)+푁푄∗(푤). (6.16)
Recall that by (6.1), we have
퐾#푁 [휒푧푘
∗
푁 (⋅, 푤)](푧) = ∫ 푘#푁 (푥, 푧)휒푧(푥)푘∗푁 (푥,푤)푒−2푁푄∗(푥)d2푥,
and since the kernel 푘∗푁 is Hermitian,
퐾#푁 [휒푧푘
∗
푁 (⋅, 푤)](푧) = ∫ 푘#푁 (푥, 푧)휒푧(푥)푘∗푁 (푥,푤)푒−2푁푄∗(푥)d2푥 = 퐾∗푁 [휒푧푘#푁 (⋅, 푧)](푤).
Then, it follows from the bound (6.16) that for any 푧,푤 ∈ C|||푘∗푁 (푤, 푧) −퐾∗푁 [휒푧푘#푁 (⋅, 푧)](푤)||| ≤ 퐶퐿 (휗푁 (푧) + 1) 푒푁푄∗(푧)+푁푄∗(푤). (6.17)
Finally, by Lemma 6.5, this implies that for any 푧 ∈ D1−2훿푁 and all 푤 ∈ D(푧, 훿푁 ), we have|||푘∗푁 (푤, 푧) − 푘#푁 (푤, 푧)||| ≤ 퐶퐿 (휗푁 (푧) + 1) 푒푁푄∗(푧)+푁푄∗(푤).
This completes the proof.
A Even moments of characteristic polynomials: Proof of Theorem 1.5
The goal of this section is to prove a generalization of Theorem 1.5. Namely, we consider the random normal
matrix model from [2] for a general potential 푄 ∶ C → R,
P푁 [d푥1,⋯ , d푥푁 ] =
1
Z푁푁!
|△ (푥1,… , 푥푁 )|2푒−2푁∑푁푗=1푄(푥푗 ), (A.1)
where
△(푥1,… , 푥푁 ) =
∏
1≤푖<푗≤푁
(푥푗 − 푥푖)
denotes the Vandermonde determinant15. As we explained in the introduction, the Ginibre ensemble corresponds
to the potential 푄(푥) = |푥|2∕2. Here, we just need to assume that 푄 is a C 2 function and 푄(푧) ≥ 휚 log |푧| for|푧| sufficiently large and 휚 > 1, then the ensemble (A.1) is well defined and the partition function is given by
Z푁 =
∏푁−1
푘=0 휅
−2
푘
15By convention, we set△(푥1) = 1.
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where 휅푘 = 휅푘(푁,푄) > 0 are the leading coefficients of the orthonormal polynomials 푝푘 with respect to themeasure 푒−2푁푄(푥)d2푥. This means that for any 푘 ≥ 0, 푝푘 is an analytic polynomial of degree 푘 which alsodepends on the dimension푁 of the form 푝푘(푥) = 휅푘푥푘 +⋯ and these polynomials satisfy the conditions:
∫C 푝푘(푥)푝퓁(푥)푒
−2푁푄(푥)d2푥 = 1푘=퓁 , 푘,퓁 ≥ 0. (A.2)
By the Gram–Schmidt procedure, these polynomials exist and are unique. The reason to introduce orthogonal
polynomials in the context of random normal matrices is that we can rewrite the density (A.1) as
P푁 [d푥1,⋯ , d푥푁 ] =
1
푁!
|||K푁 (푥푖, 푥푗)|||2푒−2푁∑푁푗=1푄(푥푗 ), (A.3)
where the the correlation kernel of the ensemble is
K푁 (푥, 푧) =
∑푁−1
푘=0 푝푘(푥)푝푘(푧)푒
−푁푄(푥)−푁푄(푧). (A.4)
For a general potential 푄 ∈ C 2(C), the equilibrium measure is not the circular law. However, it still has a
compact support 횺 ⊂ C and a density with respect to the Lebesgue measure which is given by 12휋Δ푄1횺, see[42, Section 3.2]. Moreover, the logarithmic potential of the equilibrium equals (up to a constant 퓁푄) to 푄 onthe set 횺:
휑푄(푥) = ∫횺 log |푥 − 푧|Δ푄(푧)d2푧2휋 = 푄(푥) − 퓁푄. (A.5)
In the Ginibre case, this is just the equation (1.5) and 퓁푄 = 1∕2. We also denote the ensemble characteristicpolynomial by
Q푁 (푧) =
∏푁
푗=1(푧 − 휆푗), 푧 ∈ C,
where the eigenvalues (휆1,… , 휆푁 ) have law P푁 , (A.1).
Theorem A.1. Under the above assumptions, we have for any 푛 ∈ ℕ and any points 푧1,… , 푧푛 ∈ C such that
푧1 ≠ ⋯ ≠ 푧푛,
E푁
[∏푛
푖=1|Q푁 (푧푖)|2] = Z푁+푛Z푁 det푛×푛[K푁+푛(푧푖, 푧푗)]|△ (푧1,… , 푧푛)|2 푒2푁∑푛푖=1푄(푧푖). (A.6)
Proof. Let us fix 푛 ∈ ℕ and 푧1,… , 푧푛 ∈ C such that 푧1 ≠ ⋯ ≠ 푧푛. By definitions, we have
E
[∏푛
푖=1|Q푁 (푧푖)|2] = Z−1푁푁!|△ (푧1,… , 푧푛)|2 ∫C푁 |△ (푥1,… , 푥푁 ′ )|2 ∏1≤푗≤푁 푒−2푁푄(푥푗 )d2푥푗 ,
where 푥푁+푘 = 푧푘 for 푘 = 1,… , 푛 and푁 ′ = 푁 + 푛. Then, if we introduce the orthonormal polynomials for theensemble, we have
E
[∏푛
푖=1|Q푁 (푧푖)|2] = Z푁 ′∕Z푁푁!|△ (푧1,… , 푧푛)|2 ∫C푁 ||| det푁 ′×푁 ′ 푝푘−1(푥푗)|||2 ∏1≤푗≤푁 푒−2푁푄(푥푗 )d2푥푗 .
If we expand the determinants16, we obtain
E
[∏푛
푖=1|Q푁 (푧푖)|2] = Z푁 ′∕Z푁푁!|△ (푧1,… , 푧푛)|2 ∑휎,휍∈핊푁′sgn(휎) sgn(휍)
푛∏
푖=1
푝휎(푁+푖)−1(푧푖)푝휍(푁+푖)−1(푧푖)Z푁 (휎, 휍),
where
Z푁 (휎, 휍) ∶=
푁∏
푗=1
∫C 푝휎(푗)−1(푥푗)푝휍(푗)−1(푥푗)푒
−2푁푄(푥푗 )d2푥푗 .
16For any 푛 ∈ ℕ, 핊푛 denotes the group of permutations of the set {1,… , 푛}.
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Using the orthogonality conditions (A.2), we obtain for any 휎, 휍 ∈ 핊푁 ′ ,
Z푁 (휎, 휍) = 1휎′=휍′
where 휎′ = (휎(1),… , 휎(푁)) and similarly for 휍′. After simplifications, this implies that
E
[∏푛
푖=1|Q푁 (푧푖)|2] = Z푁 ′∕Z푁|△ (푧1,… , 푧푛)|2 ∑0≤푗1<⋯<푗푛<푁 ′
∑
휎,휍∈핊푛
sgn(휎) sgn(휍)
푛∏
푖=1
푝푗휎(푖) (푧푖)푝푗휍(푖) (푧푖)
Now, by the Cauchy–Binet formula
det
푛×푛
[K푁 ′ (푧푖, 푧푗)] =
∑
0≤푗1<⋯<푗푛<푁 ′
||| det푛×푛(푝푗푘 (푧푖))|||2 푒−2푁∑푛푖=1푄(푧푖),
so that we obtain formula (A.6).
In the Ginibre case, 푄(푥) = |푥|2∕2, we have 푝푘(푥) = 휅푘푥푘 because of rotation invariance and
휅−2푘 = ∫C |푥|2푘푒−푁|푥|2d2푥 = 휋푁−푘−1 ∫
+∞
0
푢푘푒−푢d푢 = 휋푘!푁−푘−1.
This implies that Z푁+푛Z푁 =
∏푁+푛−1
푘=푁 휅
−2
푘 = 휋
푛∏푁+푛−1
푘=푁 푘!푁
−푁푛+ 푛(푛+1)2 . Thus, Theorem 1.5 follows directly from
formula (A.6). To conclude this appendix, let us make two important remarks on how to use Theorem A.1 to
obtain the asymptotics of the joint even moments of the characteristic polynomial of a random normal matrices.
Remark A.1. In the Ginibre case, observe that using Stirling’s asymptotics, for any fixed integer 푘 ≥ 0,
휅−2푁+푘 = 휋(1 + 푘∕푁)
푁+푘푒−푁−푘
√
2휋푁−1(1 + 푘∕푁)
(
1 + (푁−1))
= 휋푒−푁
√
2휋푁−1
(
1 + (푁−1)) . (A.7)
Combining formula (A.6) with the asymptotics (A.7) and (1.5), we obtain
E푁
[∏푛
푖=1|Q푁 (푧푖)|2] = (휋√2휋푁−1)푛 det푛×푛[퐾푁+푛(푧푖, 푧푗)]|△ (푧1,… , 푧푛)|2 푒2푁∑푛푖=1 휑(푧푖) (1 + (푁−1)) ,
Using the off–diagonal (Gaussian) decay of the Ginibre kernel (1.1) we can show (with reasonable efforts) that
det
푛×푛
[퐾푁+푛(푧푖, 푧푗)] =
∏푛
푘=1퐾푁+푛(푧푖, 푧푖)
(
1 + (푁−1)) ,
uniformly for all inf 푖≠푗 |푧푖 − 푧푗| ≥ 푐√ log푁푁 if 푐 > 0 is a sufficiently large constant. If |푧푖| ≤ 푐√ log푁푁 , we
also have 퐾푁+푛(푧푖, 푧푖) = 푁휋
(
1 + (푁−1)). Thus, since Ψ푁 = log |Q푁 | − 푁휑, we obtain that for any given
푧1,… , 푧푛 ∈ D, such that 푧1 ≠⋯ ≠ 푧푛,
E푁
[∏푛
푖=1푒
2Ψ푁 (푧푖)
]
=
(√
2휋푁
)푛 |△ (푧1,… , 푧푛)|−2 (1 + (푁−1)) . (A.8)
Formula (A.8) exactly matches with the predictions of [46, Section 1.2] with 훾1 = ⋯ = 훾푛 = 2.
Remark A.2. For a general potential 푄, say real–analytic, we also expect that the leading asymptotics 휅−2푁+푘 ≃
2휋푒−2푁퓁푄푐푄
√
2휋푁−1 hold for any fixed 푘 ∈ ℕ, with 퓁푄 ∈ R as in (A.5) and 푐푄 > 0. Moreover, the correlationkernelK푁 from (A.4) also has a (exponential) decay off–diagonal (see e.g. [2, Lemma 5.2]), so the asymptotics
(A.8) should be universal. Namely, sinceK푁 (푧, 푧) ≃ 푁 Δ푄(푧)2휋 uniformly for 푧 in a compact subset in the interiorof 횺 (see e.g. [2, Lemma 1.2]), from formula (A.6), we expect that for any fixed points 푧1 ≠ ⋯ ≠ 푧푛 in theinterior of 횺,
E푁
[∏푛
푖=1|Q푁 (푧푖)|2] ≃ (√2휋푁)푛∏푛푘=1푐푄Δ푄(푧푖)|△ (푧1,… , 푧푛)|−2.
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