Abstract. We show that the all eigenvalues of certain generalized Lüders operations are non-negative real numbers, in two cases of interest. In particular, given a commuting n-tuple A = (A 1 , . . . , An) consisting of positive operators on a Hilbert space H, satisfying n j=1 A j = I, we show that the spectrum of the Lüders operation:
Introduction
An important question in Quantum Mechanics is concerned with the effects of a (quantum) measurement on the entity that is being measured. In connection with this problem, the Lüders operations play a significant role. The traditional framework for describing this problem is operator-theoretic. For a Hilbert space H, one defines the space of effects as E(H) = {A ∈ B(H) : 0 ≤ A ≤ I}, and one defines a discrete finite quantum measurement as an n-tuple A = (A 1 , . . . , A n ) ∈ E(H) n , satisfying the probability density condition By the generalized Lüders Theorem proven in [2] we know that a state S ∈ S(H) is a solution of (2), if and only S is compatible with A, i.e. S commutes with all A k 's.
The more interesting problem is the dual one, when the Lüders operation is in fact extended to a map Λ A : B(H) → B(H), defined again by (1). It is not hard to see that Λ A is also an affine self-map of E(H), so now we can focus on the equation
In this dual approach it has been beneficial (for physical interpretations) to examine the sequential product of effects, defined in [5] as
which clearly takes values in E(H). With this terminology, the Lüders operation is
If we think of two effects A and B as "filters," each perhaps parts of two quantum measurements A and B respectively, then A • B is part of the so-called sequential product measurement A • B (which Gudder defined in [3] ), namely the "A followed by B filter." In his programme for studying the sequential product of measurements, Gudder was lead to the investigation of the equation (4) Λ A (B) = I − B, B ∈ E(H).
Both equations (3) and (4) are naturally interpreted as extremal cases of the disturbance problem: whether the measurement A does not disturb B, or disturbs it completely into its supplement I − B.
The equation (3) was extensively investigated by Arias, Gheondea and Gudder in [1] , motivated by an older result of Gudder and this author (see [5] ), where it was shown that, in the case n = 2, that is, when one uses a yes-no measurement A = (A, I − A), A ∈ E(H), then solutions of (3) are precisely the effects B ∈ E(H) which commute with A. A major unresolved problem concerning (3) is to give a sufficient condition on an arbitrary measurement A (with n > 2 elements), for which the solution set of (3) is E(H) ∩ A , where A = {B ∈ B(H) :
is the commutant of A. In [1] it has been shown that a necessary condition is injectivity of A , so a "bold conjecture" would be that this is also sufficient. The test case for this conjecture is when A is abelian, and even in this case there is no proof available.
In connection with (4) it is not surprising that in the case n = 2, when the measurement is again of the form A = (A, I − A), A ∈ E(H), the solution set is a singleton: { 1 2 I}. Gudder [3] proved this in the finite dimensional case, and Wang, Du and Zuo [8] generalized it to the infinite dimensional case. It is worth pointing out that in both proofs, the fact that A is abelian (forced by the fact that A has two elements A and I − A) plays an important role. One may conjecture that the same conclusion holds when A is abelian, and we will confirm in this article that this statement is correct. As it turns out, if the abelian version of the "bold conjecture" holds (i.e. if A is abelian, then the solution set of (3) is E(H) ∩ A ), then indeed the equation (4) has only one solution (the "expected" one), in the abelian case.
To see this, all one needs to do is to notice the fact that (4) implies that B is a solution of the equation
The purpose of this note is to investigate the spectrum of Λ A . Since the probability density condition on A implies that Λ A is unital, i.e. Λ A (I) = I, it is pretty obvious that, if we substitute X = B − 
Results
The first result provides the needed spectral estimate in the abelian case. Theorem 1. Let A be a unital Banach algebra, and let (x 1 , . . . , x n , y 1 , . . . , y n ) be a 2n-tuple of commuting elements in A. If the spectra of all x's and all y's are contained in [0, ∞), then the linear operator Θ : A → A, defined by
is continuous and has its spectrum contained in [0, ∞).
Proof. Continuity is pretty obvious. Define, for any b ∈ A, the linear operators 
Consider then sub-algebra M generated by the set
which is a unital abelian sub-algebra of L(A). The fact that M is abelian follows easily from two simple observations:
(ii) if b, c ∈ A commute, then R b and R c commute, and likewise, L b and L c commute.
If we define now the enhanced set
then E is again abelian, and so is the Banach sub-algebra B ⊂ L(A), generated by E. By construction, we have the spectral permanence equalities
Consider now the Gelfand transform B T −→T ∈ C(Γ B ), defined byT (γ) = γ(T ), ∀ T ∈ B, γ ∈ Γ B , where Γ B denotes character space. It is well-known that, for every T ∈ B one has the equality
Using again (5), we know that
by (6) means that the continuous functionsX 1 , . . . ,X n ,Ŷ 1 , . . . ,Ŷ n ∈ C(Γ B ) all have their ranges in [0, ∞). It now follows immediately that the function n j=1X jŶj ∈ C(Γ B ) also has its range in [0, ∞), so going back to (7), we get the desired inclusion
Corollary 1. Assume A is a unital Banach algebra, and x 1 , . . . , x n , y 1 , . . . , y n ∈ A are commuting elements, each having its spectrum contained in [0, ∞), such that n j=1 x j y j = 1. For any λ ∈ C and any µ ∈ C [0, ∞), the equation
has only one solution: z = λ1. Suppose now z is a solution of (8). Since Θ(1) = 1, if we subtract Θ(λ1) = λ1 from both sides of (8), we get
which means that a = z − λ1 is a solution of (9), so we indeed have z = λ1. We now turn our attention to the second special case, for which we introduce the following terminology.
Definition. Given a von Neumann algebra M, we call a von Neumann sub-algebra
A contains the unit of M, and
(ii) there exists a faithful conditional expectation E of M onto A.
Recall that, given unital C*-algebras A ⊂ M with common unit, the condition that a linear map E : M → M is a conditional expectation of M onto A means that E is a contractive idempotent (i.e. E = 1 and E • E = E) with Range E = A.
According to Tomyiama's Theorem ( [7] ), such a map E is completely positive and also satisfies the condition
The condition that E is faithful means that, whenever x ∈ M is a positive element such that E(x) = 0, it follows that x = 0.
With this terminology, one has the following result.
Theorem 2. Assume M is a von Neumann algebra, and A is a finite faithfully injected von Neumann sub-algebra of M. If a 1 , . . . , a n , b 1 , . . . , b n ∈ A are positive elements, then all the eigenvalues of the linear operator
are non-negative real numbers.
Proof. Fix a faithful conditional expectation E of M onto A. Let Z denote the center of the (finite) von Neumann algebra A, and let (10) A a −→ a ∈ Z denote the center valued trace. It is well known (see for instance [6] with references therein) that (10) is a faithful conditional expectation of A onto Z, so the map
is now a faithful conditional expectation of M onto Z. Identify, using the Gelfand transform, Z C(Γ Z ), and define, for every γ ∈ Γ Z the state φ γ : M → C by
Denote, for every γ ∈ Γ Z , the Hilbert space separate-completion of M with respect to the scalar product 
Start of by observing that, for any x ∈ M, using the inequality x * a * ax ≤ a 2 x * x, and the properties of conditional expectations, we have:
Applying the center-valued trace we also have
so going back to (13) we now have
so if we apply γ, we now get
Not only that the above inequality proves the implication T γ x = 0 ⇒ T γ (axb) = 0, which means that one has a correctly defined linear operator
but it also proves the inequality (ii) If a, b ∈ A are positive, then so is W ab γ .
To prove (i), we use the scalar product on L 2 γ (M), which comes from (12), so we must show the identity
The right-hand side is
and (14) is proven.
(ii). This is quite trivial, because we can write axb = a 1/2 (a 1/2 xb 1/2 )b 1/2 , so if we consider the self-adjoint operator
Having proven Claim 2, let us define, for every γ ∈ Γ Z the operator
Suppose now λ ∈ C [0, ∞), and x ∈ M is such that Θx = λx, and let us prove that x = 0. Using (a) it follows that
The above condition forces, of course
which by the faithfulness of both E and the central-valued trace forces x * x = 0, i.e. x = 0. Remark. Corollary 4 can also be proven directly using Theorem 3.5 from [1] .
Indeed, as noted in the introduction, if Λ
Although the composition Φ = Λ A • Λ A is not a Lüders operation, it is nevertheless a trace-preserving quantum operation, as defined in [1] , i.e. of the form
j . Using Theorem 3.5 from [1] , one knows that the condition Φ(B) = B forces the fact that B commutes with all E ij and E * ij . In particular, B commutes with
we also get Λ A (B) = B.
Up to this point we were concerned with the eigenvalues of a generalized Lüders
within either a unital Banach algebra (as in Theorem 1), or in a special von Neumann algebra setting (as in Theorem 2). It is also natural to consider a slightly weaker version, by restricting Θ to a two-sided ideal J ⊂ M, and analyzing the eigenvalues of Θ J . In particular, for M = B(H), we may want to consider the pre-dual operation Θ C1(H) , or Θ C2(H) , where C 2 (H) denotes the Hilbert-Schmidt class. Both of these are special cases of the following easy result.
Corollary 5 (of the proof of Theorem 2). Assume M is a von-Neumann algebra with a faithful semi-finite trace τ :
Consider the two-sided ideal
If a 1 , . . . , a n , b 1 , . . . , b n ∈ A are positive elements, then all the eigenvalues of the linear operator
a j xb j ∈ J are non-negative real numbers.
Proof. The ideal J is a pre-Hilbert space, with a unique inner product that satisfies
Equivalently, the map
norm, satisfying the Parallelogram Law. As in the proof of Theorem 2, for any two self-adjoint a, b ∈ M, the operator
is continuous in the . 2 norm, and symmetric, i.e. 
