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MOTIFS ET ADJOINTS
par
Bruno Kahn
Résumé. — On démontre dans de nombreux cas l’existence d’adjoints
à l’extension des scalaires sur des catégories de nature motivique, dans
le cadre d’extensions de corps. Cette situation est différente de celle,
étudiée habituellement, d’un morphisme de type fini de schémas. On en
tire diverses applications, dont une construction d’un “motif de Tate-
Šafarevič” attaché à une variété abélienne sur un corps de fonctions. On
en déduit aussi une approche possible de la conjecture de Bloch sur les
surfaces, par réduction aux courbes.
Abstract. — We show in many cases the existence of adjoints to ex-
tension of scalars on categories of motivic nature, in the framework of
field extensions. This is to be contrasted with the more classical situation
where one deals with a finite type morphism of schemes. Among various
applications, one is a construction of a “Tate-Šafarevič motive" attached
to an abelian variety over a function field. We also deduce a possible
approach to Bloch’s conjecture on surfaces, by reduction to curves.
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Introduction
Le formalisme des six opérations, imaginé par Grothendieck, est au
cœur des techniques cohomologiques et motiviques en géométrie algé-
brique : étant donné une catégorie de schémas C, il s’agit d’un système
de pseudo-foncteurs
f ∗, f∗, f!, f
! : C → Cat
où Cat est la 2-catégorie des catégories, les quatre foncteurs prennent la
même valeurM(X) sur un objet X ∈ C, et pour un morphisme f : X →
Y :
– f ∗, f ! envoient M(Y ) vers M(X) ;
– f∗, f! envoient M(X) vers M(Y ) ;
– f∗ est adjoint à droite de f ∗ ; f ! est adjoint à droite de f!.
On a des propriétés supplémentaires : théorèmes de changement de
base, structures tensorielles, dualité ; je n’entrerai pas dans les détails,
renvoyant à [13], SGA4 et [3].
Le but de cet article est d’étudier une situation plus simple qui conduit
à un nombre surprenant de résultats : celle où C est une catégorie de corps.
Plus précisément, soit M un pseudo-foncteur de la catégorie des corps
commutatifs vers une 2-catégorie. Si K/k est une extension, on a donc
un 1-morphisme
(0.1) M(k)→M(K).
Les questions que je me propose d’étudier dans cette article sont :
(1) Quand le 1-morphisme (0.1) admet-il un adjoint (à gauche ou à
droite) ?
(2) Si M′ est un autre pseudo-foncteur (à valeurs dans la même 2-
catégorie) et qu’on a un morphisme de pseudo-foncteurs ϕ : M→
M′, quel est l’effet de ce morphisme sur les adjoints de (1) (s’ils
existent) ?
Bien entendu, ces questions ont peu de chances d’avoir une réponse
intéressante dans une telle généralité. Précisons donc que les pseudo-
foncteurs auxquels je m’intéresse sont de type motivique : par exemple
les motifs de Chow, les 1-motifs, une catégorie de motifs triangulés de
Voevodsky. . . mais aussi d’autres. Le premier exemple non trivial dans
cette direction est la K/k-trace des variétés abéliennes.
Le premier problème est un problème d’existence, le second est un
problème de changement de base. Nous allons voir que le premier a une
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réponse positive dans un grand nombre de cas intéressants, et que la
réponse au second n’est pas toujours celle qu’on pourrait penser.
Concernant (1), on utilisera essentiellement trois méthodes pour prou-
ver l’existence d’un adjoint :
– Un argument catégorique abstrait.
– Un calcul concret.
– Supposant K/k de type fini (condition plus ou moins nécessaire
pour l’existence d’un adjoint), soit U un modèle de K de type fini
sur k. On suppose que M s’étend en un (pseudo-)foncteur sur la
catégorie des k-schémas de type fini : au morphisme f : U → Spec k
est donc associé un foncteur
f ∗ :M(k)→M(U).
Supposons que f ∗ ait un adjoint (à gauche pour fixer les idées) f♯.
On peut faire varier U . SiM(K) = 2− lim−→M(U), on a des chances
d’obtenir l’adjoint de M(k) → M(K) comme “limite" des f♯, cf.
proposition 3.7 pour un cas particulièrement simple.
Concernant (2), si ϕ est pleinement fidèle, le morphisme de change-
ment de base (1.1) associé est en général un isomorphisme (lemme 3.1).
La situation est totalement différente quand ϕ est, disons, plein et es-
sentiellement surjectif mais pas fidèle : passant de M à N , on a alors
tendance à “perdre de l’adjoint”, cf. proposition 3.8 et remarque 8.2.
Passons aux principaux résultats de l’article.
Théorème 1. — Soit M = Motnum(−,Q) la théorie des motifs nu-
mériques à coefficients rationnels. Alors, pour toute extension primaire
K/k, le foncteur
Motnum(k,Q)→Motnum(K,Q)
admet un adjoint à gauche et un adjoint à droite. Ces adjoints sont ca-
noniquement isomorphes, commutent aux twists et respectent les poids.
Voir th. 5.6, prop. 5.7 et prop. 5.8. En se restreignant aux motifs ef-
fectifs de poids 1, on retrouve la K/k-trace et la K/k-image des varétés
abéliennes (à isogénie près) : ex. 5.9.
Théorème 2. — Soit p = 1 ou un nombre premier, et soitM = S−1b Sm,
Chowo(−,Z[1/p]) ou DMogm la théorie des variétés lisses birationnelles
[25], des motifs de Chow birationnels à coefficients Z[1/p] [26] ou des
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motifs triangulés géométriques birationnels [27]. Alors, pour toute exten-
sion de type fini séparable K/k de corps d’exposant caractéristique p, le
foncteur
M(k)→M(K)
admet un adjoint à gauche.
Voir th. 6.1, 6.6 et 6.9.
Une application de ces résultats a déjà été donnée dans [26, prop.
5.1.4]. Pour le corollaire suivant, on dit qu’une k-variété propre X est
universellement R-triviale (resp. universellement CH0 ⊗ A-triviale) si
X(E)/R est réduit à un point pour toute extension E/k, où R est la
R-équivalence (resp. si CH0(XE) ⊗ A
∼
−→ A pour toute extension E/k,
où A est un anneau commutatif). Soit p = 1 ou un nombre premier.
Corollaire 1. — Soit π : X 99K Y une application rationnelle do-
minante de k-variétés propres, lisses et connexes, dont la restriction à
un ouvert de définition est propre. Supposons que la fibre générique X
de π soit universellement R-triviale (resp. universellement CH0 ⊗ A-
triviale, où A est une Z[1/p]-algèbre). Alors π induit un isomorphisme
X (L)/R
∼
−→ Y (L)/R (resp. CH0(X ) ⊗ A
∼
−→ CH0(Y ) ⊗ A) pour toute
extension L/k de corps d’exposant caractéristique p.
Voir cor. 6.3 et 6.8. En particulier, si X et Y sont universellement
R-triviales, il en est de même de X : c’est une variante d’un célèbre
théorème de Graber, Harris et Starr [11, cor. 1.3], mais ici le corps de
base est quelconque. Tandis que le présent contexte catégorique n’est pas
trop difficile à éviter pour traiter le cas de CH0, en utilisant le lemme de
déplacement pour les 0-cycles [41], cela semble moins évident dans le cas
des classes de R-équivalence.
Le théorème qui suit construit un “motif de Tate-Šafarevič”, introduit
dans [20] de manière différente (voir remarque 9.4). Notons Choweff
(resp. MoteffH ) la théorie des motifs de Chow effectifs (resp. celle des mo-
tifs effectifs modulo l’équivalence homologique relative à une cohomologie
de Weil H).
Théorème 3. — Soit K/k un corps de fonctions d’une variable, et soit
A une variété abélienne sur K. Alors il existe un motif x (A,K/k) ∈
Choweff(k,Q), dont l’image dans MoteffH (k,Q) est de poids 2 pour toute
cohomologie de Weil H classique (§2.2.2), et tel que
Hl(x (A,K/k)) ≃ Vl(X (A
∗, Kks))(−1)
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pour tout nombre premier l 6= car k, où X (A∗, Kks) est le groupe de
Tate-Šafarevič “géométrique” de la duale de A et Hl est la réalisation l-
adique. Ce motif est fonctoriel en A pour les homomorphismes de variétés
abéliennes.
Voir cor. 8.4 et th. 8.6.
Le dernier résultat a trait aux “correspondances au point générique”
étudiées par Bloch, Rovinsky et Beilinson. Pour toute k-variété projective
lisse X, on note Endgen(X) la Q-algèbre de ces correspondances [4].
Théorème 4. — SoientK/k une extension de type fini,X une K-variété
projective lisse et X un k-modèle projectif lisse de X. Alors il existe un
homomorphisme canonique d’algèbres
Endgen(X)→ Endgen(X )
dont on peut expliciter le conoyau.
Voir th. 9.3.
En particulier, si degtr(K/k) = 1 et si X est une courbe (donc X )
est une surface), Endgen(X) est une Q-algèbre semi-simple de dimension
finie ; ceci donne une approche possible de la conjecture de Bloch sur les
surfaces (rem. 9.5).
Dans la première section, on fait des “rappels” sur les théories mo-
tiviques et on fixe quelques notations. La seconde section est une liste
d’exemples qui interviennent dans la suite de l’article. La troisième est
une collection de sorites sur les adjonctions. Dans la section 4, on traite
le cas d’une extension finie : ces résultats ne sont ni difficiles ni surpre-
nants (pour certaines théories motiviques, ils sont des cas extrêmement
particuliers de ceux de [3]), mais ils ont déjà une application non triviale
à un résultat d’effectivité pour les motifs purs : le théorème 4.8.
La section 5 est consacrée aux motifs numériques. Vu le théorème de
semi-simplicité de Jannsen [17], l’existence des adjoints est ici un cas
particulier de leur existence pour tout foncteur pleinement fidèle entre
catégories semi-simples (proposition 5.3).
Dans la section 6, on s’attaque aux catégories birationnelles étudiées
dans [25, 26, 27]. Ici, la technique utilisée pour montrer l’existence d’un
adjoint à gauche est celle de la proposition 3.7. Elle marche de manière
remarquablement aisée et uniforme. On donne aussi d’autres démonstra-
tions, fondées sur le calcul explicite des ensembles de morphismes dans
ces catégories et qui fournissent peut-être une meilleure intuition de ce
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qui se passe ; ces démonstrations ont toutefois l’inconvénient d’utiliser la
résolution des singularités, sous la forme de Hironaka ou sous celle de de
Jong.
Dans la section 7, on donne des exemples où les adjoints n’existent
pas : extensions algébriques infinies, extension régulières infinies pour les
motifs de Chow effectifs. Ce dernier cas (théorème 7.4) n’est pas entière-
ment trivial et repose sur le fait qu’une variété abélienne non nulle a un
rang positif sur un corps algébriquement clos de dimension de Kronecker
> 0. Le cas où la base de l’extension est algébrique sur un corps fini est
d’ailleurs une exception, voir proposition 7.5.
Dans la section 8, on fait quelques calculs explicites d’adjoints dans le
cas des motifs de Chow birationnels. On en déduit le corollaire 8.4 (et
donc une partie du théorème 3).
Enfin, dans la section 9, on applique ces résultats aux catégories de
“motifs au point générique” développées dans [22, §7.8] à partir de l’idée
de Bloch-Rovinsky-Beilinson.
Il reste à décrire ce qui n’est pas fait dans cet article. J’avais initia-
lement prévu de traiter les 1-motifs : cela s’avère beaucoup plus délicat
que je ne le pensais, et devra faire l’objet d’un autre travail. Dans le
cas des motifs purs, l’existence ou l’inexistence d’adjoints n’est claire que
pour l’équivalence rationnelle et l’équivalence numérique : je ne sais rien
dans le cas d’une relation intermédiaire (voir §5.7 pour le cas des motifs
homologiques). Dans le cas des motifs effectifs, un analogue du théorème
7.4 pour l’équivalence algébrique semble particulièrement intéressant à
décider : je soupçonne que le groupe de Griffiths donne une obstruction à
l’existence d’un adjoint, mais je n’ai pas réussi à fabriquer un argument
convaincant pour le démontrer. Enfin, la démonstration du théorème 8.6
est incomplète.
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travail avec R. Sujatha sur les motifs birationnels [23, 24, 25, 26, 27].
Une partie de cet article a été imaginée au cours d’un séjour à l’IMPA en
août 2008, financé par la Coopération France-Brésil. Je tiens à remercier
cette dernière de son soutien, l’IMPA de son hospitalité, et Marc Hin-
dry et Amílcar Pacheco pour des échanges lors de ce séjour. Je remercie
également Ahmed Abbes, Joseph Ayoub, Daniel Bertrand, Mikhail Bon-
darko, Antoine Chambert-Loir, Denis-Charles Cisinski, Pierre Colmez,
Frédéric Déglise, Mathieu Florence, V. Srinivas, Claire Voisin et Jörg
Wildeshaus pour des discussions autour de cet article. Finalement, je re-
mercie le rapporteur pour ses commentaires qui m’ont permis d’améliorer
la présentation.
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1. Notations et conventions
1.1. — Pour toute catégorie A, on note Ob(A) (resp. F l(A)) la classe
des objets (resp. des morphismes) deA ; siX, Y ∈ A, on noteHomA(X, Y )
ou A(X, Y ) l’ensemble des morphismes de X vers Y , en choisissant la
notation la plus pratique selon le contexte.
1.2. — Soit corps la catégorie des corps commutatifs (morphismes :
les extensions de corps). On se donne une sous-catégorie K ⊂ corps.
Exemples : la sous-catégorie pleine des corps d’une caractéristique don-
née, la sous-catégorie non pleine formée des extensions finies séparables,
etc.
1.3. — Soit C une 2-catégorie (par exemple la 2-catégorie Cat des caté-
gories, la 2-catégorie des catégories additives, celle des catégories triangu-
lées, celle des catégories Q-linéaires tensorielles rigides. . .). On s’intéresse
aux pseudo-foncteurs covariants [SGA1, VI.8]
M : K → C.
Un tel pseudo-foncteur consiste donc en
– un objet M(k) ∈ C pour tout k ∈ K ;
– un 1-morphisme M(f) = f ∗M = f
∗ : M(k) → M(K) pour toute
extension f : k → K de K ;
– étant donné deux extensions composables f : k → K et g : K → L,
un 2-isomorphisme
cMf,g = cf,g : (g ◦ f)
∗ ∼−→ g∗ ◦ f ∗
où les cf,g satisfont aux relations de 2-cocycle habituelles. (En par-
ticulier, (1k)∗ = IdM(k).)
On dira que M est une théorie motivique (définie sur K, à valeurs
dans C). On précisera “théorie motivique additive, triangulée”, etc. si C
est (etc.).
1.4. — SiM,N : K → C sont deux théories motiviques, un morphisme
de théories motiviques ϕ :M→N est donné par
– Pour tout k ∈ K, un 1-morphisme ϕk :M(k)→ N (k).
– Si f : k → K est un morphisme de K, un 2-isomorphisme
vϕf = vf : ϕKf
∗
M
∼
−→ f ∗Nϕk
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satisfaisant aux relations de 1-cocycle habituelles (relativement à
cM et cN ).
1.5. — Nous n’utiliserons pas la notion d’(iso)morphisme entre mor-
phismes de théories motiviques (qui existe).
1.6. — Rappelons que la notion d’adjoint d’un foncteur se généralise
directement au cas des 1-morphismes dans une 2-catégorie [3, 1.1]. Un
adjoint est déterminé à 2-isomorphisme unique près. Étant donné une
théorie motivique M définie sur K, nous rencontrerons de nombreux
exemples où les morphismes f ∗M admettent un adjoint à gauche f
M
♯ (ou
à droite fM∗ ). Rappelons que, dans ce cas, on peut relier ces adjoints de
manière cohérente, de façon à munirM d’une structure 1-contravariante
sur K [3, prop. 1.1.17].
Si fM♯ existe pour tout f , on dira queM admet des adjoints à gauche.
1.7. — Soient M,N : K → C deux théories motiviques, et soit ϕ :
M → N un morphisme de théories motiviques. Supposons que, pour
f : k → K dans K, f ∗M et f
∗
N admettent des adjoints à gauche f
M
♯ et
fN♯ . On a donc des 2-morphismes d’adjonction
1
ηM−−→ f ∗Mf
M
♯ , f
M
♯ f
∗
M
εM−−→ 1
1
ηN−→ f ∗Nf
N
♯ , f
N
♯ f
∗
N
εN−→ 1
satisfaisant les relations habituelles. On déduit alors du 2-isomorphisme
vϕf de 1.4 le morphisme de changement de base [3, prop. 1.1.9]
(1.1) wϕf : f
N
♯ ϕK → ϕkf
M
♯
défini comme la composition
fN♯ ϕK
fN♯ ϕK∗ηM
−−−−−−→ fN♯ ϕKf
∗
Mf
M
♯
fN♯ ∗v
ϕ
f ∗f
M
♯
−−−−−−→ fN♯ f
∗
Nϕkf
M
♯
εN ∗ϕkf
M
♯
−−−−−−→ ϕkf
M
♯ .
2. Exemples
Tous ces exemples sont utilisés dans la suite de l’article.
2.1. Le modèle de base. — Pour tout k ∈ corps, soit Sm(k) ∈ Cat
la catégorie des k-schémas lisses séparés de type fini, la structure de 2-
foncteur étant donnée par l’extension des scalaires. Les catégories Sm(k)
possèdent produits et coproduits finis. Variantes : prendre les variétés
projectives lisses Smproj, etc. On peut aussi prendre les variétés lisses
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(ou projectives lisses) pointées (par un point rationnel) : cela définit de
nouvelles théories motiviques Sm•,Smproj• . . .
2.2. Motifs purs. — Choisissons un couple adéquat (A,∼) au sens de
[26, 1.1] : A est un anneau commutatif et ∼ est une relation d’équivalence
adéquate sur les cycles algébriques à coefficients dans A. On a les théories
motiviques suivantes, munies de morphismes de théories motiviques :
Smproj → Cor∼(−, A)→Mot
eff
∼ (−, A)→Mot∼(−, A)
où Cor∼ (resp. Moteff∼ ,Mot∼) désigne la catégorie des correspondances
(resp. des motifs purs effectifs, des motifs purs) avec la convention co-
variante. Lorsque ∼ est l’équivalence rationnelle, on abrège Moteffrat et
Motrat en Choweff et Chow.
Pour que cette définition ait un sens, il faut que la relation ∼ soit
compatible à l’extension des scalaires. C’est clairement le cas pour la
plupart des équivalences adéquates usuelles : par exemple équivalence
rationnelle, algébrique, numérique ou smash-nilpotente au sens de Voe-
vodsky. Dans le cas de l’équivalence homologique, on est amené à faire
un peu de théorie :
2.2.1. Une théorie motivique de réalisations. — Nous aurons besoin d’un
exemple très sommaire de telle théorie :
Définition 2.1. — Pour p = 0 ou un nombre premier, soit corpsp la
catégorie des corps de caractéristique p. Une théorie de coefficients est
un foncteur
F : corpsp → corps0 .
Exemples 2.2. —
(i) Un foncteur constant : F (k) = F0 pour tout k, les morphismes
étant égaux à l’identité.
(ii) F (k) = k si p = 0.
(iii) F (k) = Frac(W (k)) si p > 0.
À une théorie de coefficients F , on associe la théorie motivique
RF (k) = Vec
∗
F (k)
où Vec∗F (k) est la catégorie des F (k)-espaces vectoriels gradués de di-
mension finie. Pour une extension K/k, le foncteur Vec∗F (k) → Vec
∗
F (K)
est donné par l’extension des scalaires. (On considère les Vec∗ comme
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des catégories rigides pour le produit tensoriel gradué et la contrainte de
commutativité donnée par la règle de Koszul.)
2.2.2. Théories motiviques de motifs homologiques. — Les cohomologies
de Weil “classiques" fournissent des exemples de morphismes Chow →
RF :
(i) Fixons un domaine universel Ω ∈ corpsp et “restreignons”-nous à
la catégorie des sous-corps de Ω (c’est-à-dire considérons la caté-
gorie corps /Ω). Pour l 6= p, on considère la réalisation l-adique
X 7→ H∗(Xks,Ql), où ks est la clôture séparable de k dans Ω. Ici,
F (k) = Ql pour tout k. L’invariance de la cohomologie étale par
extension algébriquement close fournit les isomorphismes naturels
nécessaires. On note cette réalisation ρl, etMotl la théorie de motifs
homologiques associée.
(ii) Prenons p = 0, et restreignons-nous à la catégorie des sous-corps
de C. On peut alors prendre pour H∗ la cohomologie de Betti. Ici,
F (k) = Q pour tout k. On note cette réalisation ρB, et MotB la
théorie de motifs purs homologiques associée.
(iii) Toujours en caractéristique zéro, on peut prendre pour H∗ la coho-
mologie de de Rham. Ici, F (k) = k. On note cette réalisation ρdR
et MotdR la théorie de motifs purs homologiques associée.
(iv) En caractéristique p > 0, on peut prendre pour H∗ la cohomologie
cristalline. Ici, F (k) = Frac(W (k)). On note cette réalisation ρcris.
et Motcris la théorie de motifs purs homologiques associée.
Rappelons que si p = 0, les isomorphismes de comparaison montrent
que les théories Motl, MotB et MotdR sont égales. On les note simple-
ment MotH .
2.2.3. Réalisations enrichies. — Je ne traiterai que le cas que je connais
bien : celui de la cohomologie l-adique, laissant d’autres exemples aux
experts. Si G est un groupoïde et F un corps, on note RepF (G) (resp.
Rep∗F (G)) la catégorie des foncteurs de G vers VecF (resp. Vec
∗
F ) : ce
sont les F -représentations (de dimension finie, graduées) de G. Si G et F
sont munis de topologies, la notation sous-entend qu’on ne considère que
les représentations continues (c’est-à-dire continues sur les ensembles de
morphismes).
Définition 2.3. — Soit p = 0 ou un nombre premier, et soit l 6= p
un nombre premier. Pour k ∈ corpsp, de type fini sur son sous-corps
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premier, on définit :
Fl(k) = Rep
∗
Ql
(Gk)
où Gk est le groupoïde de Galois absolu de k. (1) Ceci définit une théorie
motivique sur la sous-catégorie pleine de corpsp formée des corps de type
fini. On l’étend à tout corpsp en posant
Fl(k) = 2− lim−→
k′⊂k
Fl(k
′)
où k′ décrit les sous-corps de k de type fini sur le corps premier. On
obtient alors un morphisme de théories motiviques
ρ˜l : Motl → Fl : X/k 7→ (ks 7→ H
∗(Xks,Ql))
(réalisation enrichie). Le choix d’un domaine universel Ω fournit un “mor-
phisme d’oubli” ωΩ : Fl → RQl sur corpsp /Ω tel que ρl = ωΩ ◦ ρ˜l.
Remarque 2.4. — On a une sous-théorie motivique pleine de Fl :
F ssl (k) = {V ∈ Fl(k) | V est semi-simple}
(pour k de type fini ; on l’étend ensuite par 2-limite inductive). La conjec-
ture de semi-simplicité de Grothendieck-Serre prédit que R˜l prend ses
valeurs dans F ssl .
2.3. Correspondances finies. — Les catégories de correspondances
finies de Voevodsky [43] définissent une théorie motivique Corf .
2.4. Théories de préfaisceaux et de faisceaux. — Si M est une
théorie motivique, Mˆ(k) = Hom(M(k)op,Ens) définit une nouvelle thé-
orie motivique Mˆ, en prenant
Mˆ(f) =M(f)!
adjoint à gauche du foncteur M(f)∗ : Mˆ(K)→ Mˆ(k) défini par
M(f)∗(X)(M) = X(M(f)(M))
pour f : k → K (lemme 3.4). Le foncteur de Yoneda définit un morphisme
de théories motiviques yM :M→ Mˆ.
1. Rappelons que la catégorie Gk a pour objets les clôtures séparables de k et pour
morphismes les k-isomorphismes. Le choix d’une clôture séparable de k identifie ces
données aux représentations l-adiques habituelles, mais on perd alors la fonctorialité
en k. Je remercie Joseph Ayoub d’avoir attiré mon attention sur ce point.
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On peut aussi choisir k 7→ Hom(M(k)op, C), où C est une catégorie
cocomplète, mais on n’a plus de foncteur de Yoneda. Exemples de C :
groupes abéliens, ensembles simpliciaux. . . Pour ces exemples on a un
foncteur canonique Ens→ C, d’où un morphisme Mˆ → Hom(Mop, C).
2.4.1. Le cas additif. — Si M est une théorie motivique additive, on
remplace Ens ci-dessus par Ab (catégorie des groupes abéliens), en se
restreignant aux préfaisceaux additifs ; on a alors le plongement de Yo-
neda additif [1, §1.3].
2.4.2. Faisceaux. — Si M(k) est munie pour tout k d’une topologie de
Grothendieck et que f ∗ : M(k) → M(K) est continu pour tout f , on
peut considérer la sous-théorie pleine M˜ ⊂ Mˆ des faisceaux. De même
à coefficients dans une catégorie convenable.
2.5. Théories homotopiques. — D’autres théories motiviques mu-
nies de morphismes de théories motiviques sont
Sm→H → SHeff → SH
où, pour tout corps k, H(k) (resp. SH(k)) est la catégorie homotopique
(resp. homotopique stable) des schémas de Morel-Voevodsky et SHeff(k)
est la catégorie notée SHA1(k) dans [32, §3.2]. Rappelons [33] que H(k)
est une catégorie homotopique associée à la catégorie des faisceaux Nis-
nevich d’ensembles simpliciaux sur Sm(k), et que SHeff(k) et SH(k) s’en
déduisent par stabilisation [42].
2.6. Théories triangulées. — On dispose également des catégories
triangulées de motifs définies par Voevodsky : par exemple
Sm −−−→ DMeffgm −−−→ DM
effy y
DMgm −−−→ DM .
2.7. — Il existe divers morphismes entre les exemples 2.2, 2.5 et 2.6,
dont nous rappellons les principaux :
Choweff → DMeffgm ← Corf
SHeff → DMeff .
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2.8. Schémas en groupes commutatifs. — Pour k ∈ corps, soit
Grp(k) la catégorie des k-schémas en groupes commutatifs localement
de type fini. C’est une théorie motivique additive. Elle contient des sous-
théories pleines importantes :
– la théorie SAb des variétés semi-abéliennes (extensions d’une va-
riété abélienne par un tore) ;
– la théorie Ab des variétés abéliennes ;
– la théorie tore des tores ;
– la théorie res des réseaux (schémas en groupes localement isomorphes
à Zn pour la topologie étale).
2.9. Localisation. — Soit M une théorie motivique à valeurs dans
Cat. Supposons donné, pour tout k ∈ K, un ensemble de morphismes
S(k) ∈ F l(M(k)), contenant les isomorphismes et tels que f ∗S(k) ⊂
S(K) pour tout f : k → K de K. Les catégories localisées S(k)−1M(k)
forment alors une nouvelle théorie motivique, notée S−1M. On a un
morphisme de théories motiviques
M→ S−1M.
Cette construction possède les variantes suivantes :
Si M prend ses valeurs dans une 2-catégorie avec structures supplé-
mentaires, on peut souhaiter obtenir des localisations conservant ces
structures supplémentaires. Par exemple, si M prend ses valeurs dans
la 2-catégorie des catégories triangulées, les catégories S(k)−1M(k) ne
sont pas en général triangulées. Pour y remédier, on peut utiliser la sa-
turation triangulée de S(k) : c’est le plus petit ensemble de morphismes
〈S(k)〉 de M(k) contenant S(k) et tel que la catégorie 〈S(k)〉−1M(k)
soit triangulée (cf. [27, def. 4.2.1]). Concrètement, on considère la sous-
catégorie (strictement) épaisse S de M(k) engendrée par les cônes des
éléments de S(k), et on prend pour 〈S(k)〉 l’ensemble des morphismes
dont le cône appartient à S.
L’exemple principal ici est :
2.9.1. Théories birationnelles. — Soit M une théorie motivique à va-
leurs dans Cat, munie d’un morphisme de théories motiviques ϕ : Sm→
M ou ϕ : Smproj →M. Notons Sb l’ensemble des morphismes biration-
nels entre variétés (projectives) lisses. Le morphisme ϕ envoie Sb sur des
ensembles de morphismes que nous continuerons à noter Sb. On obtient
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ainsi un carré naturellement commutatif de théories motiviques
Sm −−−→ My y
S−1b Sm −−−→ S
−1
b M
ou
Smproj −−−→ My y
S−1b Sm
proj −−−→ S−1b M
Si M est une théorie motivique de catégories triangulées, on rempla-
cera Sb par 〈Sb〉.
3. Généralités sur les adjoints
Lemme 3.1. — Soit T : M → N un foncteur ; soient M′ une sous-
catégorie pleine de M et N ′ une sous-catégorie pleine de N telles que
T (M′) ⊂ N ′. Supposons que T admette un adjoint (à gauche ou à droite)
S et que S(N ′) ⊂ M′. Alors le foncteur T ′ : M′ → N ′ induit par T a
pour adjoint (à gauche ou à droite) le foncteur S ′ : N ′ →M′ induit par
S. De plus, le morphisme de changement de base correspondant est un
isomorphisme.
Lemme 3.2. — Soit T : M → N un foncteur additif entre catégories
additives. Alors
a) La sous-catégorie pleineNT de N formée des objets N tels que l’adjoint
à gauche (resp. à droite) S de T soit défini en N est additive ; de plus,
S est un foncteur additif de NT vers M.
b) Si M est pseudo-abélienne, NT est épaisse (stable par facteurs directs
représentables dans N ).
c) Si M est stable par sommes directes infinies et si S est un adjoint
à gauche, NT est stable par sommes directes infinies représentables dans
N . De plus, S commute à ces sommes directes.
Démonstration. — a) Soient M,N ∈ N tels que S soit défini en M et
N . Clairement, S(M)⊕S(N) représente S(M⊕N). Ceci montre que NT
est additive et que S est additif.
b) Soit N ∈ NT et soit P un facteur direct de N . Soit e ∈ End(N)
l’idempotent d’image P . Alors S(e) est un endomorphisme idempotent
de S(N) : siM est pseudo-abélienne, il admet une image qui représente
S(P ).
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c) Soit I un ensemble, et soit (Ni)i∈I une famille d’objets de NT . Sup-
posons que
⊕
Ni soit représentable dans N . Pour M ∈M, on a
N (
⊕
Ni, TM) =
∏
N (Ni, TM) =
∏
M(SNi,M) =M(
⊕
SNi,M)
ce qui montre que
⊕
SNi représente S(
⊕
Ni).
Lemme 3.3 (généralisation de [34, lemma 5.3.6])
Soit T : M → N un foncteur triangulé entre catégories triangulées.
Alors la sous-catégorie pleine NT de N formée des objets N tels que
l’adjoint à gauche (resp. à droite) S de T soit défini en N est triangulée.
De plus, S est triangulé sur son domaine de définition.
Démonstration. — Que NT soit triangulée se démontre comme dans la
preuve de [34, lemma 5.3.6] : si N ∈ N , on vérifie que N [i] ∈ N pour
tout i ∈ Z, et si f : M → N est un morphisme de NT de cône P , on
vérifie qu’un cône de S(f) représente S(P ). La preuve montre que S est
triangulé.
Lemme 3.4 ([SGA4-I, I.5.3]). — Soit T :M→N un foncteur. Alors
le foncteur T ∗ : Nˆ → Mˆ “composition avec T ” entre les catégories de
préfaisceaux d’ensembles a un adjoint à gauche T!. Si T a un adjoint à
gauche S, T! a pour adjoint à gauche S!. Si T a un adjoint à droite U ,
alors U! ≃ T ∗. Mêmes énoncés pour les préfaisceaux à valeurs dans une
catégorie cocomplète.
Rappelons qu’une dualité sur une catégorie M est un foncteur ∗ :
M → Mop tel que ∗op soit adjoint (à droite, et donc à gauche) de ∗.
Cette dualité est parfaite si ∗ est une équivalence de catégories ; cf. [36,
§1] dans le cas additif.
Lemme 3.5. — Soient M,N deux catégories munies de dualités par-
faites ∗ , et soit T :M→N un foncteur commutant à ces dualités. Soit
N ∈ N . Alors l’adjoint à gauche S de T est défini en N si et seulement
si l‘adjoint à droite U de T est défini en N . Plus précisément, on a la
formule
U(N) = S(N∗)∗.
Proposition 3.6. — Soient M,N deux catégories monoïdales symétri-
ques rigides, et soit T :M→N un foncteur monoïdal symétrique. Sup-
posons que T admette un adjoint à gauche S. Alors, pour tout (M,N) ∈
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M×N , on a la formule de projection
S(N ⊗ TM) ≃ SN ⊗M.
Démonstration. — En utilisant le fait que T préserve le produit tensoriel
et la dualité, on a des isomorphismes pour P ∈M :
M(S(N ⊗ TM), P ) ≃ N (N ⊗ TM, TP )
≃ N (N, (TM)∗ ⊗ TP )
≃ N (N, T (M∗ ⊗ P ))
≃M(SN,M∗ ⊗ P )
≃M(SN ⊗M,P ).
La conclusion en résulte par Yoneda.
Proposition 3.7. — a) Soit (Cα)α∈A un 2-système inductif de catégories
(c’est-à-dire un pseudo-foncteur A→ Cat), de 2-colimite C. Pour tout α,
soit Sα une classe de morphismes de Cα, et supposons que tout morphisme
α → β de A envoie Sα dans Sβ. Soit S =
⋃
α Im(Sα) ⊂ F l(C). Alors on
a une équivalence canonique de catégories
S−1C ≃ 2− lim−→S
−1
α Cα.
b) Avec les notations précédentes, soient C0 une autre catégorie et, pour
tout α, fα : C0 → Cα un foncteur. Soit S0 une classe de morphismes de
C. On suppose que les fα envoient S0 dans Sα et sont compatibles aux
foncteurs de transition, d’où un foncteur induit f : S−10 C0 → S
−1C. On
suppose de plus que :
(i) Pour tout α, fα admet un adjoint à gauche qui envoie Sα dans
S0.
(ii) Pour tout morphisme α → β, le foncteur S−1α Cα → S
−1
β Cβ est
une équivalence de catégories.
Alors f admet un adjoint à gauche.
Démonstration. — a) Les deux membres de l’équivalence ont chacun la
propriété 2-universelle de l’autre. b) résulte immédiatement de a).
Dans le dernier énoncé, nous nous cantonnons au cadre des théories
motiviques pour éviter de perdre le lecteur dans une hypergénéralité in-
utile.
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Proposition 3.8. — Dans la situation du §1.7, supposons ϕK plein et
ϕk essentiellement surjectif. Alors, pour tout M ∈M(K), le morphisme
de changement de base wϕf (M) : f
N
♯ ϕK(M)→ ϕkf
M
♯ (M) de (1.1) est un
monomorphisme scindé.
Démonstration. — Soit N ∈ M(k). Évaluant wϕf (M) sur ϕk(M), on
obtient :
N (k)(ϕkf
M
♯ (M), ϕk(N))
wϕ
f
(M)∗
−−−−→ N (k)(fN♯ ϕK(M), ϕk(N)).
Par adjonction et commutation des f ∗ aux ϕ, le second membre se
récrit :
N (K)(ϕK(M), f
∗
Nϕk(N)) ≃ N (K)(ϕK(M), ϕKf
∗
M(N)).
On en déduit un diagramme commutatif :
M(k)(fM♯ (M), N)
∼
−−−→ M(K)(M, f ∗M(N))
ϕk
y “ϕK”y
N (k)(ϕkfM♯ (M), ϕk(N))
wϕ
f
(M)∗
−−−−−→ N (k)(fN♯ ϕK(M), ϕk(N))
où la flèche horizontale supérieure est l’isomorphisme d’adjonction et la
flèche verticale de droite est surjective par hypothèse. Il en résulte que la
flèche horizontale inférieure est surjective. Par hypothèse sur ϕk, on peut
choisir N tel que ϕk(N) ≃ fN♯ ϕK(M). En relevant cet isomorphisme, on
obtient la rétraction cherchée.
4. Cas d’une extension finie
4.1. Cas d’une extension finie séparable. — Soit f : k → K une
extension finie séparable.
Théorème 4.1. — f♯ existe pour les théories motiviques suivantes : Smproj,
Sm,Cor∼(−, A), Corf ,Moteff∼ (−, A),Mot∼(−, A),H, SH
eff , SH, DMeffgm,
DMgm, DMeff− , DM
eff ,DM. De plus, les changements de base (1.1) re-
latifs aux divers morphismes entre ces théories motiviques sont des iso-
morphismes.
Démonstration. — Dans le cas de Sm et Smproj, f♯ est donné par la
restriction “naïve” des scalaires. Dans le cas de Cor∼(−, A), la formule
donnant les Hom montre que f♯h(X) existe et est donné par h(f♯X)
pour X ∈ Smproj(K) (remarquer que, pour Y ∈ Smproj(k), X ×K
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YK = f♯X ×k Y ). Même raisonnement pour Corf . D’après le lemme
3.2, cela définit f♯ sur Moteff∼ (−, A) tout entier. De même, dans le cas
de Mot∼(−, A), la meilleure manière de prouver l’existence de f♯ est de
considérer Mot∼(−, A) comme l’enveloppe karoubienne de la catégorie
des correspondances graduées, pour laquelle le raisonnement est le même
que pour Cor∼(−, A). Ces constructions montrent que les morphismes
de changement de base sont des isomorphismes.
Dans le cas de DMeffgm, DMgm, DM
eff , DM, SHeff et SH, on a bien
sûr une fonctorialité bien plus générale [3, 5] (2) ; donnons néanmoins une
démonstration élémentaire. La sous-catégorie pleine formée des M(X)
pour X ∈ Sm est dense ; de plus, les catégories considérées vérifient les
hypothèses du lemme 3.2 b) et c). En appliquant ce lemme et le lemme
3.3, on voit qu’il suffit de prouver que M(f♯X) représente f♯M(X) dans
DM(k). De plus, en appliquant le lemme 3.1, il suffit de travailler dans
DM pour attraper toutes ses sous-théories pleines.
Soient donc X ∈ Sm(K) et M ∈ DM(k). Par définition, M est donné
par un Z(1)-spectre (Mn, fn)n∈Z où Mn ∈ DMeff(k) et fn : Mn(1) →
Mn+1 ; de plus
DM(K)(M(X),MK) = lim−→
n≥0
DMeff(K)(M(X)(n), (Mn)K).
Pour montrer que M(f♯X) représente f♯M(X) dans DM(k), on est
donc ramené à démontrer cette assertion dans DMeff(k). Pour M ∈
DMeff(k),
DMeff(K)(M(X),MK) = H
0
Nis(X,MK)
= H0Nis(X,M) = DM
eff(k)(M(f♯X),M)
puisque MK est simplement la restriction de M à Sm(K)Nis vu comme
sous-site de Sm(k)Nis et que la cohomologie de Nisnevich de X est indé-
pendante de la base.
Pour SHeff et SH, on procède de même. Pour H, l’idéal serait de dé-
velopper une notion abstraite de catégorie homotopique instable et de
généraliser le lemme 3.3 à ce cadre. À défaut, on peut raisonner direc-
tement et montrer que le foncteur f♯ : Sm(K) → Sm(k) induit bien un
foncteur f♯ : H(K)→H(k), adjoint à gauche de f ∗.
2. La notation f♯ est inspirée de [3].
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Théorème 4.2. — f∗ existe pour les théories motiviques suivantes : Smproj,
Sm, Smproj• , Sm•, Grp, SAb, Ab, tore, res. De plus, les changements
de base (1.1) relatifs aux divers morphismes entre ces théories motiviques
sont des isomorphismes.
Démonstration. — Pour Sm et Smproj, f∗ est donné (par définition !)
par la restriction des scalaires à la Weil. Ceci fonctionne encore pour
Sm•, Smproj• et Grp, puisque ce foncteur commute aux produits (comme
adjoint à droite). De plus, il est clair que f∗ préserve les sous-catégories
pleines SAb, Ab, tore et res. On peut donc appliquer le lemme 3.1 à
toutes ces théories motiviques.
Théorème 4.3. — a) f∗ existe pour Cor∼(−, A), Corf , Moteff∼ (−, A),
Mot∼(−, A), SHeff , SH, DMeffgm, DMgm, DM
eff
− , DM
eff ,DM ; il coïn-
cide avec f♯.
b) f♯ existe pour les théories Grp, SAb, Ab, tore, res ; il coïncide avec
f∗. Les changements de base (1.1) entre ces diverses théories sont des
isomorphismes.
Démonstration. — a) Comme Mot∼(−, A) est munie d’une dualité, on
applique le lemme 3.5 ; on obtient, pour X projective lisse de dimension
d et n ∈ Z :
f∗(h(X)(n)) = (f♯h(X)(−d)(−n))
∗ = (h(f♯X)(−d)(−n))
∗ = h(f♯X)(n)
puisque dim f♯X = dimX. En réappliquant le lemme 3.1 ceci montre
que f∗ préserve Moteff∼ et Cor∼, et prend la même valeur que f♯ sur les
objets. De même, si ϕ : h(X)(m)→ h(Y )(n) est un morphisme, on a
f∗(ϕ) =
t(f♯(
tϕ)) = f♯(ϕ)
par un calcul direct.
Pour Corf , on procède aussi par calcul direct, en notant qu’un fermé
intègre Z de X×k Y(k) = XK ×K Y , pour X ∈ Corf (k) et Y ∈ Corf (K),
est fini et surjectif sur X si et seulement s’il l’est sur XK . Ceci permet
d’attraper d’abord DMeffgm et DMgm, y compris l’isomorphisme f♯ ≃ f∗.
Dans le cas de SHeff ,SH,DMeff et DM, le théorème de représenta-
bilité de Brown à la Neeman implique l’existence de f∗. Pour obtenir
l’isomorphisme f♯ ≃ f∗ sur ces grosses catégories, il suffit alors de vérifier
que f∗ commute aux sommes directes infinies, ce qui résulte formellement
du fait que f ∗ préserve les objects compacts.
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b) Toutes ces catégories sont des sous-catégories pleines de celle des
faisceaux de groupes abéliens pour la topologie étale ; l’énoncé résulte
alors de [35, Ch. V, Lemma 1.12]. La dernière affirmation résulte du
lemme 3.1.
Remarque 4.4. — Le cas de H n’est pas traité ci-dessus par manque
de référence. Une variante (à dégager) du théorème de representabilité
de Brown devrait le donner de la même façon.
4.2. Extensions radicielles. — Ici, la situation est bien plus simple :
Proposition 4.5. — Soit K/k une extension radicielle de corps de ca-
ractéristique p > 0. Alors, pour toute Z[1/p]-algèbre commutative A, le
foncteur d’extension des scalaires
Corf (k)⊗ A→ Corf(K)⊗A
est une équivalence de catégories. Ceci s’étend aux théoriesDMeffgm,DMgm,
DMeff et DM.
Démonstration. — Dans le cas de Corf , la même que celle de [26, prop.
1.7.2]. On passe de là à Kb(Corf), puis à son quotient par les relations
(Mayer-Vietoris + A1-invariance), puis à l’enveloppe pseudo-abélienne,
puis en inversant l’objet de Tate.
Pour les grosses catégories, on commence par traiter le cas des préfais-
ceaux avec transferts PST (2.4.1) : notons que le cas de Corf implique
celui de PST (cf. [25, lemma 6.5.1]). On passe ensuite aux faisceaux
Nisnevich avec transferts, etc.
Remarque 4.6. — Ce résultat a été annoncé par Suslin en 2007 dans
un exposé au Fields Institute de Toronto. Il est paru récemment ; la dé-
monstration est essentiellement la même [40].
4.3. Cas général. —
Théorème 4.7. — Soit K/k une extension finie, et soit A une Z[1/p]-
algèbre commutative, où p est l’exposant caractéristique de k. Alors le
foncteur
M(k)→M(K)
admet un adjoint à gauche et un adjoint à droite qui sont canoniquement
isomorphes, pour les théoriesM suivantes : Mot∼(−, A), Moteff∼ (−, A),
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Corf ⊗A, DMeffgm⊗A, DMgm⊗A, DM
eff(−, A) et DM(−, A). Les mor-
phismes de changement de base entre ces diverses théories sont des iso-
morphismes.
Démonstration. — Dans le cas des motifs purs, on empile [26, prop.
1.7.2] sur les théorèmes 4.1 et 4.3. De même pour les autres théories, en
utilisant la proposition 4.5.
4.4. Application : un théorème d’effectivité. —
Théorème 4.8. — Soit (A,∼) un couple adéquat, où A est une Q-
algèbre et où ∼ est l’équivalence rationnelle, algébrique, smash-nilpotente,
homologique (pour une cohomologie de Weil classique) ou numérique,
et soit f : k → K une extension. Soit M ∈ Mot∼(k, A). Si f ∗M ∈
Mot∼(K,A) est effectif, alors M est effectif.
Démonstration. — Sauf dans le cas de l’équivalence numérique, tout ce
que la démonstration utilise est que ∼ se spécialise (cf. [21, th. 6.8.3]).
On se ramène d’abord à K/k de type fini, puis aux deux cas essentiels :
(i) K/k finie ;
(ii) K = k(t).
Dans le cas (i), la proposition 3.6 montre que M est facteur direct de
f♯f
∗M(= M ⊗ f♯1), qui est effectif d’après le théorème 4.7.
Dans le cas (ii), supposons d’abord que ∼6= num. Comme f ∗M˜ pro-
vient de k, il a bonne réduction partout, par exemple en t = 0. En y
spécialisant f ∗M˜ , on obtient un motif effectif, qui est évidemment M˜ .
Il n’est pas clair que les cycles modulo l’équivalence numérique se spé-
cialisent ; pour traiter ∼= num, choisissons une théorie motivique asso-
ciée à une cohomologie de Weil classique H (par exemple la cohomologie
l-adique pour l 6= car k). Comme le noyau de MotH(k) → Motnum(k)
est localement nilpotent [2, prop. 5], M se relève en M˜ ∈ MotH(k), et
de plus M effectif ⇐⇒ M˜ effectif. En appliquant cette remarque sur
k(t), on se ramène à montrer que f ∗M˜ effectif ⇒ M˜ effectif, ce qui vient
d’être fait.
5. Motifs numériques
5.1. Adjoints dans les catégories semi-simples. — Soit F un corps
commutatif et soitA une catégorie F -linéaire semi-simple [1, 2.1.1, 2.1.2].
On suppose A pseudo-abélienne (donc abélienne, loc. cit.).
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Définition 5.1. — Soit Φ : A → VecF un foncteur F -linéaire de A
vers la catégorie des F -espaces vectoriels (un A-module à gauche au sens
de [1, 1.3.3]). Le support de Φ est
Supp(Φ) = {[S] | S simple,Φ(S) 6= 0}
où [M ] désigne la classe d’isomorphisme d’un objet M ∈ A.
Lemme 5.2. — Les conditions suivantes sont équivalentes :
(i) Φ est coreprésentable ;
(ii) Supp(Φ) est fini et, pour tout S simple, dimF Φ(S) <∞.
Démonstration. — (i) ⇒ (ii) : si Φ(M) = A(N,M) pour un N ∈ A,
alors pour S simple, on a Φ(S) 6= 0 si et seulement si S est facteur direct
de N (lemme de Schur). La seconde condition est claire (de nouveau,
lemme de Schur).
(ii)⇒ (i) : pour tout S simple, Φ(S) est un EndA(S)-module à gauche :
soit nS sa dimension (qui est supposée finie). Posons
N =
⊕
[T ]
T nT
où on a choisi, pour chaque classe d’isomorphisme [T ] d’objets simples,
un représentant T ∈ [T ]. Par construction, on a pour tout S simple un
isomorphisme de EndA(S)-modules :
Φ(S) ≃ A(N, S).
Comme A est semi-simple, ces isomorphismes définissent un isomor-
phisme de foncteurs Φ ≃ A(N,−).
Proposition 5.3. — Soit F un corps, et soit T : A → B un fonc-
teur F -linéaire pleinement fidèle entre deux F -catégories abéliennes semi-
simples.
a) T admet un adjoint à gauche T♯ et un adjoint à droite T∗.
b) Pour tout S ∈ B simple, on a
T♯S =
{
0 si S n’est pas de la forme T (S ′), S ′ ∈ A ;
S’ si S est de la forme T (S ′), S ′ ∈ A.
En particulier, T♯(S) est nul ou simple. De même pour T∗(S).
c) Le morphisme canonique de foncteurs
T∗ ⇒ T♯
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(déduit par pleine fidélité de T de la composition
TT∗ ⇒ IdB ⇒ TT♯
de la coünité de T∗ et de l’unité de T!) est un isomorphisme.
Démonstration. — a) Traitons le cas d’un adjoint à gauche (celui d’un
adjoint à droite est dual). Soit N ∈ B : il faut voir que le foncteur
Φ(M) = B(N, T (M))
est représentable. On peut évidemment supposer N simple.
Appliquons le critère du lemme 5.2 : on doit vérifier que, pour tout
S ∈ A simple, dimF Φ(S) est finie et nulle pour presque tout S. Or,
comme T est pleinement fidèle, T (S) est simple (lemme de Schur), donc
Φ(S) 6= 0 ⇐⇒ T (S) ≃ N , et dans ce cas on a Φ(S) ≃ EndB(N) qui est
évidemment de dimension finie.
b) Cela résulte de la formule donnant T♯S ou T∗S, cf. preuve du lemme
5.2.
c) Il suffit de montrer que la composition
TT∗S → S → TT♯S
est un isomorphisme pour tout S ∈ B simple. Or d’après b), les deux
termes extrêmes sont nuls si S n’est pas défini sur A, et les deux flèches
sont des isomorphismes si S est défini sur A.
Remarque 5.4. — Cet argument s’étend au cas où T est seulement
plein : T (S) est alors simple ou nul. Je laisse au lecteur le soin de décrire
T♯ et T∗ explicitement dans ce cas.
5.2. Un résultat de pleine fidélité. —
Proposition 5.5. — Soit (A,∼) un couple adéquat, où A ⊃ Q et ∼
est moins fine que l’équivalence algébrique. Alors, pour toute extension
primaire f : k → K (extension radicielle d’une extension régulière), les
foncteurs d’extension des scalaires
f ∗ : Cor∼(k, A)→ Cor∼(K,A)
f ∗ : Moteff∼ (k, A)→Mot
eff
∼ (K,A)
f ∗ : Mot∼(k, A)→Mot∼(K,A)
sont pleinement fidèles.
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Démonstration. — Il suffit de la faire pour le premier foncteur. Pour
cela, on doit montrer que, pour deux k-variétés projectives lisses X, Y ,
le morphisme
Zd∼(X × Y,A)→ Z
d
∼((X × Y )K , A)
est bijectif, où d = dimY . La proposition 1.7.2 de [26] nous ramène
au cas où K/k est régulière. Soit Ks une clôture séparable de K, ks la
fermeture séparable de k dans Ks, GK = Gal(Ks/K) et Gk = Gal(ks/k).
On a un diagramme commutatif
Zd∼((X × Y )K , A)
∼
−−−→ Zd∼((X × Y )Ks, A)
GKx x
Zd∼(X × Y,A)
∼
−−−→ Zd∼((X × Y )ks, A)
Gk
où les flèches horizontales sont des isomorphismes. De plus, il est bien
connu que la flèche
Zd∼((X × Y )ks, A)→ Z
d
∼((X × Y )Ks, A)
est un isomorphisme, puisque ∼ est moins fine que l’équivalence algé-
brique [29, p. 448]. Comme K/k est régulière, GK → Gk est surjectif,
donc la flèche verticale de droite du diagramme est bijective, ainsi que
celle de gauche.
5.3. Motifs numériques : existence de l’adjoint. — À partir de
maintenant, ∼= num (équivalence numérique) et A = Q ; on l’omet des
notations.
Théorème 5.6. — Pour toute extension primaire f : k → K, le fonc-
teur f ∗ : Motnum(k)→Motnum(K) admet un adjoint à gauche f♯ et un
adjoint à droite f∗ ; ces adjoints sont canoniquement isomorphes.
Le même énoncé vaut en remplaçant Motnum par Moteffnum (motifs effec-
tifs).
Démonstration. — Résulte du théorème de semi-simplicité de Jannsen
[17] et des propositions 5.3 et 5.5.
5.4. Compatibilité aux twists. —
Proposition 5.7. — a) Pour tout (M,N) ∈Motnum(k)×Motnum(K),
on a la formule de projection
f♯(N ⊗ f
∗M) ≃ f♯N ⊗M.
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b) Pour tout M ∈Motnum(K) et pour tout n ∈ Z, on a un isomorphisme
f♯(M(n)) ≃ (f♯M)(n).
Démonstration. — a) Cela résulte de la proposition 3.6. b) C’est le cas
particulier N = L⊗n où L est le motif de Lefschetz.
5.5. Compatibilité aux poids. — Pour énoncer le résultat, nous
avons besoin de nous restreindre à une sous-théorie pleine convenable
de Motnum (conjecturalement égale à Motnum) :
Pour une des théories motiviques homologiques hom de 2.2.2, notons
comme dans [2, rem. 1]Mot∗num(k) la sous-catégorie pleine deMotnum(k)
formé des objets dont un relevé dans Mothom(k) a tous ses projecteurs
de Künneth algébriques. D’après [2, prop. 6], Mot∗num(k) ne dépend pas
du choix de la théorie homologique de 2.2.2. (La preuve de cette propo-
sition, incomplète en caractéristique > 0 dans [2], est complétée dans [1,
app. B].) Les projecteurs de Künneth définissent une Z-graduation sur
le foncteur identique de Mot∗num. Il est clair que l’extension des scalaires
respecte Mot∗num et la graduation ci-dessus.
Proposition 5.8. — Soit f : k → K une extension primaire. Alors
f♯Mot
∗
num(K) ⊂Mot
∗
num(k), et f♯ respecte les Z-graduations.
(Comme f ∗ est pleinement fidèle, f♯f ∗ ≃ Id et l’inclusion est une
égalité.)
Démonstration. — Il est équivalent de montrer que, si M ∈Motnum(K)
est pur de poids w, alors f♯M est pur de poids w. On peut supposer
M simple. Si f♯M = 0, il n’y a rien à démontrer. Sinon, d’après la
preuve de la proposition 5.3, M ≃ f ∗S avec S simple, et f♯M ≃ S. Soit
S˜ ∈ Mothom(k) un objet s’envoyant sur S. Alors f ∗S˜ ∈ Mothom(K)
s’envoie sur M , et
H∗(f ∗S˜) ≃ H∗(S˜)⊗F (k) F (K).
Ceci montre que H i(S˜) = 0 pour i 6= w, donc, par définition, que
S = f♯M est pur de poids w.
Exemple 5.9. — Via le foncteur A 7→ h1(A), les adjoints f♯ et f∗ éten-
dent respectivement la K/k-image et la K/k-trace de Chow sur les varié-
tés abéliennes, à isogénie près. Ceci résulte du lemme 3.1 et du fait que ce
foncteur de Ab⊗Q vers Motnum est pleinement fidèle. L’isomorphisme
entre f∗ et f♯ redonne l’isogénie entre la K/k-trace et la K/k-image.
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5.6. Effectivité ; motifs numériques birationnels. —
Théorème 5.10. — Le morphisme de changement de base (1.1) associé
au morphisme de théories motiviques Moteffnum →Motnum est un isomor-
phisme pour toute extension primaire K/k.
Démonstration. — Soit S ∈Moteffnum(K), simple. Si S n’est pas défini sur
k en tant que motif non nécessairement effectif, il ne l’est a fortiori pas en
tant que motif effectif, et f∗S = f♯S = 0 dans les deux catégories. Si S est
défini sur k par S0 dans Motnum, alors S0 ∈Moteffnum d’après le théorème
4.8, donc f∗S = f♯S = S0 dans Moteffnum(k) et dans Motnum(k).
Corollaire 5.11. — La proposition 5.7 reste valable en remplaçant la
catégorie Motnum par Moteffnum (dans b), prendre n ≥ 0).
Dans le corollaire qui suit, on utilise la théorie Moto des motifs numé-
riques birationnels déjà utilisée dans [19, Part II] et [26] (cf. §2.9.1).
Corollaire 5.12. — Pour tout corps k, soit ik : Motonum(k)→Mot
eff
num(k)
l’adjoint à gauche et à droite de la projection Moteffnum(k)→Mot
o
num(k)
(cf. [19, prop. 7.7 b)]). Alors, pour toute extension primaire f : k → K,
a) le diagramme
Motonum(K)
iK−−−→ Moteffnum(K)
f∗o
x f∗effx
Motonum(k)
ik−−−→ Moteffnum(k)
est naturellement commutatif. (Autrement dit, i définit un morphisme de
théories motiviques au sens de 1.4.)
b) Le foncteur f ∗o est pleinement fidèle et admet un adjoint à gauche et
un adjoint à droite, canoniquement isomorphes.
c) Le morphisme de changement de base relatif au morphisme de projec-
tion π : Moteffnum →Mot
o
num est un isomorphisme.
d) De même pour celui relatif à son adjoint i.
e) La formule de projection de la proposition 5.7 a) reste valable pour
Motonum.
Démonstration. — a) Soit L le motif de Lefschetz. Rappelons [19, prop.
7.7 c)] que pour tout corps k, Moteffnum(k) est le coproduit de ses sous-
catégories pleines Moteffnum(k)⊗L et ik(Mot
o
num(k)), i.e. tout objet s’écrit
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de manière unique comme somme directe d’objets de ces deux sous-
catégories. En particulier, Motonum(k) est abélienne semi-simple et ik
est pleinement fidèle, d’image engendrée par les objets simples S ∈
Moteffnum(k) tels que S(−1) ne soit pas effectif. On appelle ces derniers
motifs primitifs.
Le foncteur f ∗eff envoieMoteffnum(k)⊗L dansMot
eff
num(K)⊗L, et le point
est de montrer qu’il envoie aussi ik(Motonum(k)) dans iK(Mot
o
num(K)).
Soit donc S ∈ Motonum(k) un objet simple. Supposons que le mo-
tif f ∗eff(ikS)(−1) = f ∗eff(ikS(−1)) soit effectif. D’après le théorème 4.8,
(ikS)(−1) est effectif, ce qui est absurde.
Comme K/k est primaire, f ∗eff est pleinement fidèle (théorème 5.6).
En particulier, f ∗eff(ikS) est simple. Par conséquent, f ∗eff(ikS) ≃ iKS ′
pour un S ′ ∈Motonum(K) simple.
Dans b), la pleine fidélité résulte de a). Le reste résulte de la proposition
5.3.
c) Il suffit de tester sur un objet simple S ∈Moteffnum(K). Si S ≃ S
′(1)
(avec S ′ effectif), alors f eff♯ S ≃ (f
eff
♯ S
′)(1) par le corollaire 5.11, et dans
le morphisme
f o♯ πKS → πkf
eff
♯ S
les deux membres sont nuls. Supposons maintenant S primitif. D’après
a), S est défini sur k si et seulement si πKS est défini sur k. Si ce n’est pas
le cas, les deux membres sont encore nuls. Si S ≃ f ∗effS ′, alors πKS ≃
f ∗oπkS
′, les deux membres s’identifient à πkS ′ et la flèche à l’identité.
d) Résulte soit de la démonstration de c), soit de la compatibilité des
adjoints à la composition.
e) Soit (M,N) ∈Motonum(K)×Mot
o
num(k). D’après le corollaire 5.11,
on a un isomorphisme dans Moteffnum(k)
f eff♯ (iKM ⊗ f
∗effikN) ≃ (f
eff
♯ iKM)⊗ ikN.
On obtient la formule voulue en appliquant πk à cet isomorphisme, en
utilisant que πk commute au produit tensoriel et en utilisant c).
5.7. Motifs homologiques. — Conjecturalement, équivalences ho-
mologique et numérique coïncident ; les adjoints à gauche et à droite du
foncteur d’extension des scalaires devraient donc exister pour les motifs
homologiques. Voici tout ce que je sais dire :
Proposition 5.13. — Soient p = 0 ou un nombre premier, l 6= p un
nombre premier, et Fl la théorie motivique de la définition 2.3. Alors,
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pour toute extension f : k → K de type fini dans corpsp, le foncteur
d’“extension des scalaires” f ∗ : Fl(k)→ Fl(K) admet un adjoint à gauche
f♯ et un adjoint à droite f∗. Ces adjoints sont compatibles aux poids et
respectent la sous-théorie F ssl de la remarque 2.4 ; le morphisme cano-
nique f∗ ⇒ f♯, restreint à F ssl (K), est un isomorphisme.
Démonstration. — On se ramène au cas où k est de type fini sur son
sous-corps premier, puis en utilisant le théorème 4.7 au cas où K/k est
régulière. Soit H = Ker(GK → Gk) : on voit tout de suite que f♯ et f∗
sont donnés par
f♯V = VH , f∗V = V
H .
La compatibilité aux poids est évidente, ainsi que le fait que ces fonc-
teurs envoient F ssl (K) dans F
ss
l (k) (une sous-représentation et une repré-
sentation quotient d’une représentation semi-simple sont semi-simples).
Malheureusement, la conjecture de Tate ne semble pas suffisante pour
en déduire l’existence d’adjoints pour les motifs homologiques : outre le
problème de descendre les coefficients de Ql à Q, se pose un problème
d’essentielle surjectivité. Quand k est un corps fini, on peut le résoudre
grâce à Weil I et au théorème de Honda : en effet, les valeurs propres
de Frobenius opérant sur V H sont des nombres de Weil, comme on le
voit par un argument de spécialisation. Si k est un corps de nombres,
on peut peut-être utiliser la conjecture de Fontaine-Mazur (en plus de la
conjecture de Tate !) pour conclure. Pour d’autres corps k, je ne sais pas.
Peut-on remplacer ces rustines un peu fortes par, disons, la conjecture
de Tate généralisée ?
6. Catégories birationnelles
6.1. Catégorie birationnelle des variétés lisses. —
Théorème 6.1. — Soit f : k → K une extension de type fini séparable.
Soit Sb l’ensemble des morphismes birationnels. Alors le foncteur
f ∗ : S−1b Sm(k)→ S
−1
b Sm(K)
admet un adjoint à gauche f♯. Pour X ∈ S−1b Sm(K), on a f♯X = X
pour tout k-modèle lisse X de X.
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Nous allons donner deux démonstrations. La première utilise la réso-
lution des singularités de Hironaka, et n’est donc valable qu’en caracté-
ristique zéro ; la seconde est valable en toute caractéristique.
Première démonstration. — D’après [25, th. 6.6.3], on a une bijection
canonique
(6.1) S−1b Sm(k)(V,W ) ≃W (k(V ))/R
pour tout couple (V,W ) de k-variétés lisses, avecW propre, où le membre
de droite est l’ensemble des classes de R-équivalence. Supposons main-
tenant k de caractéristique 0. D’après [24, prop. 8.5], on peut rempla-
cer les variétés lisses Sm par les variétés projectives lisses Smproj. Soit
X ∈ S−1b Sm
proj(K). On veut montrer que le foncteur
Y 7→ Hom(X, YK)
de S−1b Sm
proj(k) vers la catégorie des ensembles est coreprésentable.
D’après (6.1), la valeur de ce foncteur sur Y est
YK(K(X))/R
où R désigne la R-équivalence. Soit X une k-variété projective lisse telle
que k(X ) ≃ K(X) (résolution des singularités de Hironaka). On a alors
YK(K(X))/R ≃ Y (k(X ))/R
et notre foncteur est coreprésenté par X .
Seconde démonstration. — Rappelons que “séparable de type fini” ⇐⇒
“admet un modèle lisse” [25, lemma 4.8.1]. Pour tout modèle lisse U de
K/k, soit Sm(U) la catégorie des U -schémas lisses séparés de type fini.
On a
2− lim−→
U
Sm(U)
∼
−→ Sm(K)
(limite prise sur les immersions ouvertes). Si pU : U → Spec k est le
morphisme structural, on a un couple de foncteurs adjoints :
p∗U : Sm(k)⇆ Sm(U) : (pU)♯
donnés par l’extension et la restriction des scalaires ((pU)♯ est adjoint à
gauche de p∗U). De même, si j : U
′ → U est une immersion ouverte, on a
un couple de foncteurs adjoints
j∗ : Sm(U)⇆ Sm(U ′) : j♯.
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Tous ces foncteurs respectent les morphismes birationnels. D’après la
proposition 3.7, pour conclure il suffit de démontrer que les foncteurs
(6.2) S−1b j
∗ : S−1b Sm(U)→ S
−1
b Sm(U
′)
induits par les immersions ouvertes j sont des équivalences de caté-
gories. Mais c’est évident : l’adjonction (j♯, j∗) induit une adjonction
(S−1b j♯, S
−1
b j
∗) et il suffit de montrer que son unité et sa coünité sont des
isomorphismes naturels. Or l’unité IdSm(U ′) ⇒ j∗j♯ est déjà un isomor-
phisme naturel, et la coünité j♯j∗ ⇒ IdSm(U) est une immersion ouverte
quand on l’évalue sur tout X ∈ Sm(U). La dernière assertion du théo-
rème est évidente par construction.
Pour le corollaire suivant, soient K/k une extension séparable de type
fini et X1, X2 deux K-variétés propres et lisses munies de k-modèles
propres et lisses X1 et X2. Soit α : X1 99K X2 une K-application ra-
tionnelle : rappelons que α définit un morphisme dans S−1b Sm(K), donc
une application α∗(L) : X1(L)/R → X2(L)/R pour toute extension sé-
parable de type fini L/K ([7, prop. 10] en caractéristique zéro, [25, 6.3
et cor. 6.6.6] en général).
Corollaire 6.2. — Supposons que α∗(L) soit bijective pour tout L/K.
Alors α induit un isomorphisme X1(L)/R
∼
−→ X2(L)/R pour toute exten-
sion séparable de type fini L/k.
Démonstration. — Vu (6.1) et Yoneda, l’hypothèse et la conclusion sont
respectivement équivalentes à α : X1
∼
−→ X2 dans S−1b Sm(K) (resp.
X1
∼
−→ X2 dans S−1b Sm(k)). Via le théorème 6.1, le corollaire résulte
alors du fait que l’image d’un isomorphisme par un foncteur est un iso-
morphisme.
Comme cas particulier, notons l’analogue suivant d’un théorème de
Graber, Harris et Starr [11, cor. 1.3] : disons qu’une k-variété propre
et lisse X est universellement R-triviale si l’ensemble X(L)/R est un
singleton pour toute extension séparable L/k.
Corollaire 6.3. — Soit π : X 99K Y une application rationnelle domi-
nante de k-variétés propres, lisses et connexes, dont la restriction à un
ouvert de définition est propre (cf. [8, déf. 5.12]). Supposons que la fibre
générique de π soit universellement R-triviale. Alors X (L)/R ∼−→ Y (L)/R
pour toute extension L/k.
MOTIFS ET ADJOINTS 31
Démonstration. — Soit K = k(Y ) : on prend X1 = X et X2 = Y dans le
corollaire 6.2.
Remarque 6.4. — On pourrait penser utiliser les équivalences de caté-
gories (6.2) pour définir des morphismes de spécialisation, mais les choses
ne sont pas si simples. Plus précisément, soit i : Z →֒ U une immersion
fermée. On a un morphisme de changement de base
i∗ : Sm(U)→ Sm(Z)
mais ce morphisme n’envoie pas Sb dans Sb. Par exemple, soit j : U−Z →֒
U l’immersion ouverte complémentaire. Alors i∗j est l’inclusion du vide
dans Z. Pour avoir un bon foncteur sur les localisations, il faut donc se
restreindre aux morphismes birationnels “en bonne position par rapport
à i” : par définition, un U -morphisme birationnel f : X → Y est en bonne
position par rapport à i si i∗f est encore un morphisme birationnel.
6.2. Correspondances finies birationnelles. —
Théorème 6.5. — Soit K/k une extension de type fini séparable. Soit
Sb l’ensemble des morphismes birationnels. Alors le foncteur
S−1b Corf (k)→ S
−1
b Corf (K)
admet un adjoint à gauche. Ceci s’étend au cas d’une extension K/k de
type fini quelconque, si on inverse l’exposant caractéristique.
Démonstration. — La proposition 4.5 nous ramène au cas séparable. On
procède alors comme dans la seconde démonstration du théorème 6.1.
Pour tout modèle lisse U de K/k, on a la catégorie Corf(U) des corres-
pondances finies de base U : ses objets sont les U -schémas X/U lisses
séparés de type fini, et
Corf (U)(X/U, Y/U) = cequi(X ×U Y/X, 0)
([31, app. 1A], [15, déf. 1.2], [9]). On a
2− lim−→
U
Corf (U)
∼
−→ Corf (K)
[15, cor. 4.12]. On peut alors reprendre mot pour mot la démonstration
ci-dessus.
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6.3. Motifs de Chow birationnels. —
Théorème 6.6. — Soit K/k une extension de type fini. Soit A un an-
neau commutatif dans lequel p est inversible, où p est l’exposant caracté-
ristique de k. Alors le foncteur d’extension des scalaires Chowo(k, A)→
Chowo(K,A) admet un adjoint à gauche.
Démonstration. — D’après [27, th. 3.4.1], on a une équivalence de caté-
gories
Chowo(k, A)
∼
−→ (S−1b Corf(k)⊗ A)
♮
et de même pour K, où ()♮ désigne l’enveloppe pseudo-abélienne. La
conclusion résulte donc de la proposition 4.5 b) et du lemme 3.2 b).
Remarque 6.7. — Comme dans le cas du théorème 6.1, on peut donner
une autre démonstration du théorème 6.6, en utilisant la formule
(6.3) Chowo(k,Z)(ho(X), ho(Y )) ≃ CH0(Yk(X))
de [26, lemme 2.3.7] pour deux k-variétés projectives lisses X, Y . En ca-
ractéristique 0, cette démonstration utilise la résolution des singularités ;
en caractéristique > 0, elle devient extrêmement compliquée et je ne sais
la faire marcher qu’en recourant au théorème de de Jong équivariant [16,
th. 7.3] ; en particulier, il faut supposer que A est une Q-algèbre. La
reproduire ici ne présente donc aucun intérêt.
Voici un analogue du corollaire 6.2, qui redonne et précise le résultat
de Vial [41, th. 1.3] et une application de Sebastian [39, §3.2] :
Corollaire 6.8. — a) Soient K/k une extension séparable de type fini,
X1, X2 deux K-variétés projectives lisses munies de k-modèles projec-
tifs lisses X1,X2, et soit A une Z[1/p]-algèbre commutative. Soit α ∈
CHdimX1(X1 ×K X2) une correspondance algébrique. Supposons que α∗ :
CH0((X1)L) ⊗ A
∼
−→ CH0((X2)L) ⊗ A pour toute extension séparable
de type fini L/K. Alors α induit un isomorphisme CH0((X1)L) ⊗ A
∼
−→
CH0((X2)L)⊗A pour toute extension de type fini L/k.
b) Soit π : X1 99K X2 un k-“quotient rationnel” au sens de Campana [8,
ch. 5] (= “MRCC fibration” de Kollár [30, IV.5, Def. 5.1]), et soit A = Q.
Alors π induit un isomorphisme de motifs birationnels
ho(X1)
∼
−→ ho(X2)
et un isomorphisme CH0((X1)L) ⊗ Q
∼
−→ CH0((X2)L) ⊗ Q pour toute
extension de type fini L/k.
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Démonstration. — a) La même que celle du corollaire 6.2, en utilisant
(6.3) et le théorème 6.6 au lieu de (6.1) et du théorème 6.1. b) Soient
K = k(X2), X1 la fibre générique de π, X2 = SpecK et α le graphe
de l’application rationnelle π. Par définition du quotient rationnel, X1
est rationnellement connexe par chaînes, donc α induit un isomorphisme
CH0((X1)L)⊗Q
∼
−→ Q pour toute extension L/K. L’énoncé est donc un
cas particulier de a).
6.4. Motifs birationnels triangulés. —
Théorème 6.9. — Soit K/k une extension de type fini, et soit A un
anneau commutatif. Si K/k est séparable, le foncteur d’extension des
scalaires DMogm(k, A) → DM
o
gm(K,A) admet un adjoint à gauche. En
général, ceci reste vrai pourvu que l’exposant caractéristique de k soit
inversible dans A.
Démonstration. — Lorsque K/k est séparable, on procède comme dans
la seconde preuve du théorème 6.1 en utilisant pour tout modèle lisse U de
K/k la catégorie trianguléeDMeffgm(U,A) des motifs géométriques de base
U [15, déf. 1.14]. On peut alors copier mot pour mot la démonstration
citée (3), le point clé
2− lim−→
U
DMeffgm(U,A)
∼
−→ DMeffgm(K,A)
étant [15, prop. 4.16].
Remarque 6.10. — Cette démonstration est légèrement incorrecte pour
la raison suivante. Dans [43], DMeffgm est défini pour les corps en utilisant
les “relations” de A1-invariance et de Mayer-Vietoris pour les recouvre-
ments par deux ouverts de Zariski. Dans [15, déf. 1.11], DMeffgm est défini
pour les schémas de la même manière, mais en remplaçant les recou-
vrements de Zariski par les recouvrements de Nisnevich élémentaires.
Les deux définitions coïncident sur un corps parfait par un théorème
hautement non trivial de Voevodsky (cf. [27, th. 4.4.1 (2)]). Voici deux
manières de contourner ce problème en caractéristique p > 0 :
– Utiliser la proposition 4.5 pour étendre la coïncidence précédente
aux corps imparfaits, quitte à inverser p.
3. Plus précisément, l’inversibilité des morphismes d’adjonction apparaissant dans
cette démonstration se teste sur des générateurs : les motifs des U -schémas lisses.
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– Définir des catégories DMeffgm(U) “à la Zariski” pour U lisse, et vé-
rifier que la démonstration ci-dessus marche dans ce cas, ce qui est
immédiat.
Dans les deux cas, un sous-produit de la démonstration est une équiva-
lence de catégories
S−1b DM
eff
gm(U)
∼
−→ S−1b DM
eff
gm(K)
pour tout modèle lisse U de K/k.
6.5. Comparaison des adjoints. — Soit A une Z[1/p]-algèbre com-
mutative, où p = 1 ou un nombre premier. Pour tout corps k d’exposant
caractéristique p, on a des foncteurs [27, cor. 3.4.2 et th. 4.2.2]
S−1b Sm(k)→ Chow
o(k, A)→ DMogm(k, A)
qui définissent des morphismes de théories motiviques (sur corpsp si
p 6= 1, sur corps0 si p = 1)
(6.4) S−1b Sm→ Chow
o(−, A)→ DMogm(−, A).
Proposition 6.11. — Les morphismes de changement de base associés
à (6.4) via les théorèmes 6.1, 6.6 et 6.9 sont des isomorphismes pour
toute extension séparable K/k.
Démonstration. — Étant donné les démonstrations des trois théorèmes
cités, il suffit de le vérifier pour les adjoints relatifs à un modèle lisse U
de K/k (en remplaçant Choweff par Corf ). Dans le cas de S−1b Sm et de
Corf , l’adjoint à gauche envoie un U -schéma-lisse X sur lui-même ; c’est
encore le cas pour le motif de X dans DMeffgm(U).
7. Non existence d’adjoints
Après avoir montré l’existence d’adjoints dans des situations variées,
il peut être instructif de donner des exemples de non existence. En voici
de deux sortes, avec des catégories de motifs purs :
7.1. Motifs purs numériques, extension algébrique séparable in-
finie. — On a :
Lemme 7.1. — Si f : k → K est une telle extension, l’adjoint à gauche
f♯ de f ∗ : Motnum(k)→Motnum(K) n’est pas défini en 1 ∈Motnum(K).
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Démonstration. — Pour simplifier, supposons que K soit la clôture sé-
parable de k (on pourrait généraliser l’argument). Il s’agit de voir que le
foncteur
Motnum(k) ∋M 7→Motnum(K)(1, f
∗M)
n’est pas représentable. Pour M = h(X) (X projective lisse), le terme de
droite est Anum0 (XK). Pour X de dimension zéro, soit X = SpecE avec
E étale sur k, cet espace vectoriel est de dimension [E : k]. Si le foncteur
était représentable par un objet N , on aurait donc, pour tout tel E
dimMotnum(k)(N, h(SpecE)) = [E : k].
Or Motnum(k)(N, h(SpecE)) = Motnum(k)(h0(N), h(SpecE)). Si on
écrit h0(N) comme facteur direct de h(SpecF ) où F est une k-algèbre
étale, cet espace vectoriel est facteur direct de
Motnum(k)(h(SpecF ), h(SpecE)) = Motnum(k)(1, h(Spec(E ⊗k F ))
et le membre de droite est de dimension égale au nombre de facteurs de
l’algèbre étale E ⊗k F .
Choisissons pour E une extension galoisienne de k qui contient tous
les facteurs de F . On a alors E ⊗k F ≃ E[F :k], donc
[E : k] = dimMotnum(k)(N, h(SpecE))
≤ dimMotnum(k)(h(SpecF ), h(SpecE)) = [F : k]
donc [E : k] serait borné, ce qui est absurde.
7.2. Motifs de Chow effectifs, extension régulière infinie. —
Commençons par deux lemmes :
Lemme 7.2. — a) Soit A une algèbre semi-primaire sur un corps F :
le radical R de A est nilpotent et A/R est semi-simple. Soit (ei) une
famille d’idempotents de A, orthogonaux et de somme 1, telle que leurs
images e¯i ∈ A/R soient centrales. Soit d’autre part ε un idempotent de
A. Alors il existe une décomposition ε =
∑
i εi en somme d’idempotents
orthogonaux et un élément r ∈ R tel que, pour tout i, εi divise (1 +
r)ei(1 + r)
−1 (c’est-à-dire que (1 + r)ei(1 + r)−1 − εi est idempotent).
b) Soit A une catégorie F -linéaire pseudo-abélienne, où F est un corps.
Soit M ∈ A, tel que A = End(M) soit une F -algèbre primaire. Soit
M =
⊕
Mi une décomposition de M en somme directe, et soit N un
facteur direct de M . Si les idempotents de A de noyaux Mi sont centraux
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modulo R (radical de A), alors il existe une décomposition N =
⊕
Ni,
où chaque Ni est isomorphe à un facteur direct de Mi.
Démonstration. — a) Soient B = εAε et C = (1 − ε)A(1 − ε). Les F -
algèbres B et C sont primaires, d’unités respectives ε et (1 − ε) et de
radicaux respectifs εRε et (1 − ε)R(1 − ε). Si ε¯ est l’image de ε dans
A/R, les ε¯e¯i sont des idempotents orthogonaux de somme ε¯ dans B/εRε,
et les (1 − ε¯)e¯i sont des idempotents orthogonaux de somme 1 − ε¯ dans
C/(1− ε)R(1− ε). Relevons-les respectivement en (εi) et (ηi), systèmes
d’idempotents orthogonaux de somme ε et 1−ε dans B et C [18, lemma
5.4]. On a εiηj = ηjεi = 0 pour tout (i, j), donc les εi + ηi forment
un système d’idempotents orthogonaux de somme 1, relevant les e¯i. En
réappliquant [18, lemma 5.4], on voit qu’il existe donc n ∈ R tel que
εi + ηi = (1 + r)ei(1 + r)
−1 pour tout i.
b) C’est une simple traduction de a).
Lemme 7.3. — Soit k un corps algébriquement clos, et soit A 6= 0 une
variété abélienne sur k. Si k n’est pas la clôture algébrique d’un corps
fini, alors A(k)⊗Q 6= 0.
Démonstration. — Ce lemme bien connu a un grand nombre de démons-
trations non triviales. L’une utilise les hauteurs, et une autre le théorème
de spécialisation de Néron : voir [38, appendice] pour le cas où k = Q¯
(les arguments passent au cas où k est la clôture algébrique d’un corps
k0(C) pour C une courbe). On peut aussi raisonner en utilisant la partie
facile du critère de Néron-Ogg-Šafarevič, etc.
Soit maintenant f : k → K une extension régulière infinie : Nous allons
montrer que l’adjoint à gauche f♯ de f ∗ : Chow(k,Q) → Chow(K,Q)
n’existe pas en général. Il suffit de montrer :
Théorème 7.4. — Soient k un corps algébriquement clos, C une courbe
projective lisse de genre g > 0 sur k et K = k(C). Supposons que k ne
soit pas la clôture algébrique d’un corps fini. Alors f♯ n’est pas défini en
1 ∈ Chow(K,Q), ni en 1 ∈ Choweff(K,Q).
(Pour attraper le cas de genre zéro, on peut ensuite projeter C sur P1 ;
si on note k
f
−→ k(P1)
g
−→ k(C) les extensions correspondantes, f♯ n’est
pas défini en g♯1, autrement sa valeur définirait (gf)♯1.)
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Démonstration. — Pour simplifier, laissons tomber les coefficients Q.
Pour a), il s’agit de voir que le foncteur
Chow(k) ∋M 7→ Chow(K)(1, f ∗M)
n’est pas coreprésentable. Soit n ≥ 0. PourM = h(X)(−n) (X projective
lisse), le terme de droite est CHn(XK)⊗Q. Si le foncteur était corepré-
sentable par un objet N , on aurait donc un isomorphisme fonctoriel en
X
CHn(XK)⊗Q ≃ Chow(k)(N, h(X)(−n)).
Soit ϕ ∈ Chow(K)(1, h(CK)) = CH0(CK) donné par le point généri-
que de C. Ce morphisme donne par adjonction un morphisme
ϕ˜ : N → h(C)
qui induit la surjection fonctorielle en X
Chow(k)(h(C), h(X)(−n)) ≃ CHn+1(C ×X)⊗Q
→ CHn(XK)⊗Q ≃ Chow(k)(N, h(X)(−n)).
Par le lemme de Yoneda, cela montre que ϕ˜ est scindée, donc que N
est facteur direct de h(C). En particulier, N est effectif s’il existe ; dans
ce cas, il définit donc aussi f♯1 dans Choweff(k).
Soit h(C) = h0(C) ⊕ h1(C) ⊕ h2(C) une décomposition de Chow-
Künneth déterminée par un point rationnel de C. On sait que End(h(C))
est une Q-algèbre primaire, et que les idempotents définissant la dé-
composition ci-dessus sont centraux modulo le radical. En appliquant le
lemme 7.2 b), on peut donc écrire N = N0⊕N1⊕N2, où Ni est isomorphe
à un facteur direct de hi(C).
Rappelons que h0(C) = 1 et h2(C) = L. Nous utiliserons les formules
Chow(k)(1,L) = Chow(k)(L, 1) = 0
Chow(k)(1, h1(A)) = Chow(k)(h1(A),L) = A(k)⊗Q
Chow(k)(L, h1(A)) = Chow(k)(h1(A), 1) = 0
si A/k est une variété abélienne.
Pour X = Spec k, on obtient
Chow(k)(N0, 1) = Chow(k)(N, 1)
∼
−→ Q
ce qui montre que N0 = 1.
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En appliquant l’adjonction à h1(B), où B est une variété abélienne, on
obtient aussi
Chow(k)(N, h1(B)) = Chow(K)(1, h1(BK)) = B(K)⊗Q
et donc
Chow(k)(N1, h1(B)) = (B(K)/B(k))⊗Q = Chow(k)(h1(C), h1(B)).
Comme cet isomorphisme est compatible à l’inclusion N1 →֒ h1(C),
cela implique par Yoneda que N1 = h1(C).
En appliquant enfin l’adjonction à L ∈ Chow(k), on obtient
Chow(k)(N1,L)⊕Chow(k)(N2,L) = Chow(k)(N,L)
= Chow(K)(1,L) = 0
d’où N2 = 0. Cela donne également
Chow(k)(N1,L) = Chow(k)(h1(C),L) = Pic
0(C)⊗Q = 0
ce qui contredit g > 0 si k n’est pas la clôture algébrique d’un corps fini
(lemme 7.3).
En revanche :
Proposition 7.5. — Supposons que k soit algébrique sur un corps fini.
a) Supposons vraie la conjecture de Beilinson (et Tate) : Choweff(k) ∼−→
Moteffnum(k). Alors f♯1 existe pour toute extension de type fini K/k.
b) Si degtr(K/k) = 1, f♯1 existe inconditionnellement, et même dans
Chow(k).
Démonstration. — a) Le foncteur Choweff(k)→ Chowo(k) a un adjoint
à gauche i (celui qui existe sans hypothèse sur k au niveau des motifs
numériques, cf. corollaire 5.12). En testant sur h(X) pour X/k projective
lisse, on voit immédiatement que le motif if o♯ 1 fait l’affaire, où f
o
♯ est
l’adjoint à gauche du théorème 6.6.
b) L’énoncé signifie que le foncteur Chow(k)→ VecQ donné par N 7→
Chow(1, NK) est coreprésentable (sans supposer vraie la conjecture de
Beilinson). Comme tout motif de Chow(k) est de la forme M(−n) pour
M ∈ Choweff(k) et n ∈ N, il suffit de montrer que f♯Ln est représentable
dans Choweff(k) pour tout n ≥ 0.
Un calcul analogue à celui de la démonstration de la proposition 7.4
(en testant sur les motifs du type Ln, h(A)(n) et Ln+1) montre que, né-
cessairement, on a f♯Ln = (f♯1)(n) = (1 ⊕ h1(C))(n). Il suffit de voir
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que, pour toute variété projective lisse X de dimension d, l’application
naturelle
Choweff(k)((1⊕ h1(C))(n), h(X))
→ Choweff(k)(Ln, h(XK)) = CH
d−n(XK)⊗Q
est bijective.
Le membre de gauche est facteur direct de
Choweff(k)(h(C)(n), h(X)) = CHd−n(C ×X)Q.
La suite exacte de localisation⊕
c∈C
CHd−n−1(Xk(c))→ CH
d−n(C ×X)→ CHd−n(XK)→ 0
induit une suite exacte⊕
[E:k]<∞
CH1(CE)⊗CH
d−n−1(XE)
(αE)
−−→ CHd−n(C×X)→ CHd−n(XK)→ 0
où αE est le produit d’intersection suivi du transfert. En appliquant la
décomposition motivique de C, on trouve une suite exacte⊕
[E:k]<∞
Pic0(CE)Q⊗CH
d−n−1(XE)Q
(αE)
−−→ Choweff(k)(h1(C)(n), h(X))
→ CHd−n(XK)Q → 0.
Mais Pic0(CE) est de torsion pour tout E.
8. Quelques calculs
Dans cette section, tous les motifs sont à coefficients rationnels. On
abrège Chow(k,Q) en Chow(k), etc.
8.1. Motifs purs birationnels. —
Proposition 8.1. — Soit C une courbe projective lisse, géométrique-
ment connexe sur un corps parfait k, et K = k(C). Considérons le fonc-
teur f♯ : Chowo(K)→ Chowo(k) du théorème 6.6. Alors :
a) On a f♯1 = 1⊕ ho1(C).
b) Soit Γ une courbe projective lisse connexe sur K, et soit S une surface
projective lisse géométriquement connexe sur k, fibrée sur C de fibre gé-
nérique Γ. Soit J la jacobienne de Γ. Alors on a une suite exacte scindée
(8.1) 0→ to2(S)→ f♯h
o
1(Γ)→ h
o
1(ImK ′/k J)→ 0
naturelle en Γ (pour les correspondances birationnelles), où K ′ est le
corps des constantes de Γ.
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Remarque 8.2. — En utilisant la proposition 5.8 et le corollaire 5.12,
on voit que pour le morphisme de théories motiviquesMotorat →Mot
o
num,
l’effet du morphisme de changement de base sur 1 (resp. h1(Γ)) est
1 →֒ 1⊕ ho1(C) (resp. h
o
1(ImK ′/k J) →֒ h
o
1(ImK ′/k J)⊕ t
o
2(S))
ce qui illustre spectaculairement la proposition 3.8 et fournit un scindage
canonique de (8.1) dans Motonum. Ce dernier point n’est pas surprenant,
Motonum étant semi-simple et les termes de poids différents.
Démonstration. — a) C’est clair, puisque f♯1 = f♯ho(SpecK) = ho(C)
d’après la preuve du théorème 6.6, et que ho(C) = 1⊕ ho1(C).
b) De même, on a
f♯h
o(Γ) = ho(S) = 1⊕ ho1(S)⊕ t
o
2(S).
Pour clarifier les calculs qui suivent, rappelons la formule suivante [22,
Cor. 7.8.5 (ii)] : si X, Y ∈ Smproj(k) avec dimX, dimY ≤ 2, alors
(8.2) Chowo(k)(hoi (X), h
o
j(Y )) = 0 si i > j.
Ceci montre que ho(X) est muni d’une filtration canonique
(8.3) 0 ⊂ ho>1(X) ⊂ h
o
>0(X) ⊂ h
o(X)
où les “inclusions” sont des monomorphismes scindés, de supplémentaires
successifs
ho2(X) = t
o
2(X), h
o
1(X), h
o
0(X).
La filtration (8.3) est fonctorielle en X (pour les correspondances bi-
rationnelles) et ne dépend pas du choix d’une décomposition de Chow-
Künneth de X.
Appliquons maintenant f♯ à cette filtration pour ho(Γ), qu’on peut
écrire comme une suite exacte scindée
0→ ho1(Γ)→ h
o(Γ)→ ho0(Γ)→ 0.
On obtient ainsi une suite exacte scindée
0→ f♯h
o
1(Γ)→ f♯h
o(Γ)→ f♯h
o
0(Γ)→ 0
soit
(8.4) 0→ f♯ho1(Γ)→ h
o(S)→ ho(C ′)→ 0
où C ′ est la courbe projective lisse de modèle K ′. Comme k(S)/k est
régulière, on a ho0(S)
∼
−→ ho0(C
′) = 1. Par fonctorialité de la filtration
(8.3), on déduit donc de (8.4) une suite exacte scindée
0→ f♯h
o
1(Γ)→ h
o
>0(S)→ h
o
>0(C
′)→ 0
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qu’on peut insérer dans un diagramme commutatif de suites exactes scin-
dées
0y
to2(S)y
0 −−−→ f♯ho1(Γ) −−−→ h
o
>0(S) −−−→ h
o
>0(C
′) −−−→ 0.y ≀y
ho1(S) −−−→ h
o
1(C
′)y
0
D’après la suite exacte à isogénie près [14, prop. 3.4]
0→ Pic0C′/k → Pic
0
S/k → TrK ′/k J → 0
qu’on dualise, on a une suite exacte scindée
0→ ho1(ImK ′/k J)→ h
o
1(S)→ h
o
1(C
′)→ 0
d’où on déduit immédiatement la suite exacte (8.1) ; sa construction
montre qu’elle est fonctorielle pour l’action des correspondances de Chow
(birationnelles).
8.2. Le motif de Tate-Šafarevič. —
Proposition 8.3. — Soit A une K-variété abélienne. Alors on a une
suite exacte scindée dans Chowo(k), naturelle en A (pour les homomor-
phismes de variétés abéliennes)
(8.5) 0→ x o(A,K/k)→ f♯ho1(A)→ h
o
1(ImK/k A)→ 0
où x o(A,K/k) est facteur direct de to2(S) pour une surface S convenable.
Démonstration. — Soit Γ une courbe ample tracée sur A, de sorte que
le morphisme
J = Alb(Γ)→ Alb(A) = A
soit surjectif. On a donc un épimorphisme scindé
ho1(J)→ h
o
1(A)
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d’où un épimorphisme scindé
f♯h
o
1(J)→ f♯h
o
1(A).
Choisissons une surface S comme dans la proposition 8.1 b). Si A→ J
est une section de J → A à isogénie près, de projecteur associé π ∈
End0(J) = EndChowo(K)(h
o
1(Γ)) ⊂ EndChowo(K)(h
o(Γ)), alors le projec-
teur f♯(π) opère sur la suite exacte (8.1), y découpant une suite exacte
scindée
0→ f♯(π)t
o
2(S)→ f♯h
o
1(A)→ f♯(π)h
o
1(ImK/k J)→ 0
de la forme (8.5). Comme Hom(f♯(π)to2(S), f♯(π)h
o
1(ImK ′/k J)) = 0 par
(8.2), cette filtration est unique ; en particulier, elle est indépendante du
choix de S, puis de Γ, et est fonctorielle en A (pour les homomorphismes
de variétés abéliennes).
Il reste à identifier f♯(π)ho1(ImK/k J) à h
o
1(ImK/kA) : cela résulte du
fait que le projecteur π opère (à isogénie près) sur ImK/k J et y découpe
ImK/k A, par fonctorialité de la K/K-image.
Rappelons maintenant que le foncteur de projection d≤nChoweff(k)→
d≤nChow
o(k) admet un adjoint à droite P ♯n pour n ≤ 2 [22, th. 7.8.8].
(4)
Plus précisément, la même référence donne, avec les notations précé-
dentes :
P ♯1 = 1, P ♯ho1(A) = h1(A), P
♯to2(S) = t2(S).
On en déduit :
Corollaire 8.4. — Soit A une K-variété abélienne. Alors on a une
suite exacte scindée dans Choweff(k), naturelle en A (pour les homo-
morphismes de variétés abéliennes)
0→ x (A,K/k)→ P ♯f♯h
o
1(A)→ h1(ImK/k A)→ 0
où x (A,K/k) est facteur direct de t2(S) pour une surface S convenable.
Définition 8.5. — On appelle x (A,K/k) le motif de Tate-Šafarevič de
A.
4. Attention ! Cela devient faux pour n ≥ 3, cf. [26, th. 4.3.2 et 4.3.3].
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SoitH une cohomologie de Weil classique (§2.2.2). Il est connu qu’alors
dimH1(X) = 2 dimAlb(X). Cette condition implique que H i(h2(S)) = 0
pour i 6= 2 [28, th. 2A9]. Il en est donc de même pour x (A,K/k), qui
est ainsi “de poids 2” pour H .
Soit l un nombre premier inversible dans k, et fixons une clôture sé-
parable ks de k. En composant x (−, K/k) avec le foncteur réalisation
l-adique ρ˜l de la définition 2.3, on obtient un foncteur contravariant
X l = ρ˜l ◦x (−, K/k) : Ab(K,Q)→ Rep
∗
Ql
(Gk)
où Gk = Gal(ks/k). On a un autre tel foncteur, covariant :
X
′
l = Vl(X (−, Kks)) : Ab(K,Q)→ Rep
∗
Ql
(Gk)
où
X (A,Kks) = Ker(H
1(ks(C), A)→
∏
v∈C(0)
H1(ks(C)v, A))
est le groupe de Tate-Šafarevič géométrique de A ∈ Ab(K), muni de l’ac-
tion canonique de Gk. Comme remarqué dans [12, (4.9)], on peut rem-
placer ci-dessus les complétés ks(C)v par les hensélisés correspondants,
et le produit par une somme directe.
Le théorème suivant justifie la terminologie de la définition 8.5 :
Théorème 8.6. — On a un isomorphisme dans Rep∗Ql(Gk) :
uA : X l(A) ≃X
′
l(A
∗)(−1).
naturel en A ∈ Ab(K,Q).
La démonstration dépasserait le cadre de cet article : elle sera donnée
ailleurs. Contentons-nous ici de rendre l’énoncé plausible en traitant le
cas particulier A = J(Γ), où Γ est une K-courbe projective lisse géomé-
triquement connexe. Soit S un modèle projectif lisse de Γ sur k, fibré
sur C par un morphisme plat f . Les calculs de [12, §4], utilisant la suite
spectrale de Leray pour f , donnent alors un isomorphisme
(8.6) Br(Sks)
∼
−→X (J(Γ), Kks)
dans le quotient de la catégorie des Gk-modules par la sous-catégorie de
Serre formée des Gk-modules finis. Cela fournit uA dans ce cas, compte
tenu de l’isomorphisme
ρ˜l(t2(S)) ≃ Coker(NS(Sks)⊗Ql(−1)
cl
−→ H2(Sks,Ql) ≃ Vl(Br(Sks))(−1)
[22, Prop. 7.2.3], et de l’autodualité de J(Γ).
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Le point délicat est de montrer que uA s’étend en un isomorphisme
naturel sur Ab(K,Q). Pour pouvoir procéder comme dans la preuve de
la proposition 8.3, il faut au moins savoir que (8.6) est compatible à
l’action des endomorphismes de J(Γ) via le foncteur P ♯f♯ intervenant
dans le corollaire 8.4. Pour cela, il faut utiliser la catégorie des “motifs
de Chow sur C” définie par Corti et Hanamura [6], et leur foncteur de
réalisation l-adique.
9. Motifs au point générique
Définition 9.1. — Soit (A,∼) un couple adéquat, et soit k un corps.
Pour tout n ≥ 0, on note d≤nMoteff∼ (k, A) (resp. d≤nMot
o
∼(k, A)) la
sous-catégorie épaisse de Moteff∼ (k, A) (resp. de Mot
o
∼(k, A)) engendrée
par les motifs des variétés de dimension ≤ n. On note dnMoteff∼ (k, A)
(resp. dnMoto∼(k, A)) le quotient de d≤nMot
eff
∼ (k, A) (resp. de d≤nMot
o
∼(k, A))
par l’idéal des morphismes se factorisant à travers un objet de d≤n−1Moteff∼ (k, A)
(resp. de d≤n−1Moto∼(k, A)).
Ces catégories ont été étudiées dans [22, §7.8.3] : on a pour tout n ≥ 0
un diagramme commutatif de catégories et foncteurs :
(9.1) d≤nMoteff∼ (k, A)
Rn
uu❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
Pn
))
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
dnMot
eff
∼ (k, A)
Qn
))
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
d≤nMot
o
∼(k, A)
Sn
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
dnMot
o
∼(k, A)
Rappelons de [22] que la “dualité de Cartier supérieure” M 7→ Hom(M,L⊗n)
induit une dualité sur dnMoto∼(k, A). De plus, si ∼= rat et A est une
Q-algèbre, on a pour deux variétés projectives lisses X, Y de dimension
n
(9.2) dnChowo(k, A)(h¯o(X), h¯o(Y )) = CHn(X × Y )⊗A/ ≡
où ≡ est le sous-A-module engendré par les classes de sous-variétés ir-
réductibles qui ne sont pas dominantes sur l’un des facteurs X, Y ([22,
(7.19)] ; maintenant Q pourrait être remplacé par Z[1/p]). Autrement
dit, dnMoto∼(k, A)(h¯
o(X), h¯o(Y )) est le A-module des correspondances
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au point générique de Bloch, Rovinsky et Beilinson [4]. Ces groupes de
correspondances apparaissent aussi dans Fulton [10, ex. 16.1.2 (b)].
Voici une autre expression de ce groupe de correspondances en termes
de 0-cycles :
Lemme 9.2. — On a
dnChow
o(k, A)(h¯o(X), h¯o(Y )) =
Coker
(⊕
Z(Y
CH0(Zk(X))→ CH0(Yk(X))
)
⊗ A
où Z décrit les fermés propres de Y .
Démonstration. — C’est clair en écrivant l’idéal ≡ comme somme de
deux idéaux : l’un “à droite” et l’autre “à gauche”.
Théorème 9.3. — Soit f : k → K une extension de type fini, de degré
de transcendance d. Soit A une Z[1/p]-algèbre, où p est l’exposant carac-
téristique. Alors, pour tout n ≥ 0,
a) f♯d≤nMoto∼(K,A) ⊂ d≤n+dMot
o
∼(K,A).
b) f♯ induit un foncteur fn♯ : dnMot
o
∼(K,A)→ dn+dMot
o
∼(K,A).
c) Soient X, Y ∈ Smproj(K) de dimension n. Supposons que K/k ad-
mette un modèle projectif lisse S et que X et Y se prolongent en des
S-schémas projectifs X ,Y, lisses sur k. Alors le conoyau de
dnChow
o(K,A)(h¯o(X), h¯o(Y ))→ dn+dChow
o(k, A)(fn♯ h¯
o(X), fn♯ h¯
o(Y ))
est isomorphe à
CHn+d(X ×k Y − X ×S Y)⊗A
≡
où ≡ désigne l’image de ≡⊂ CHn+d(X ×k Y)⊗A. Il est aussi isomorphe
à
Coker
(⊕
Z(Y
CH0(Zk(X ))→ CH0(Yk(X) − YK(X))
)
⊗ A
(noter que k(X ) = K(X)).
Démonstration. — a) est clair vu la preuve du théorème 6.6, et b) ré-
sulte immédiatement de a). Démontrons c) : pour commencer, l’homo-
morphisme
Chowo(K,A)(ho(X), ho(Y ))
f♯
−→ Chowo(k, A)(f♯h
o(X), f♯h
o(Y ))(9.3)
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est induit par l’unité
ho(Y )→ f ∗f♯h
o(Y )
elle-même décrite par l’immersion fermée
Y → YK(9.4)
fibre générique du morphisme graphe
Y → Y ×k S.
L’homomorphisme (9.3) est donc donné par
CH0(YK(X))⊗A→ CH0(Yk(X ))⊗A
où leK(X)-morphisme YK(X))→ Yk(X ) est déduit duK-morphisme (9.4)
par extension des scalaires deK àK(X). CeK(X)-morphisme est la fibre
générique de l’immersion fermée
Y ×S X → Y ×k X .
On a un diagramme commutatif
CHn(X ×S Y) −−−→ CHn(X ×k Y) →CHn(X ×k Y − X ×S Y)→0y y y
CH0(YK(X)) −−−→ CH0(Yk(X )) → CH0(Yk(X) − YK(X)) →0y y
CHn(X ×K Y )
≡
−−−→
CHn+d(X ×k Y)
≡
où la suite supérieure est exacte et où les flèches verticales sont surjec-
tives. D’où le premier isomorphisme de c) ; le second se déduit du lemme
9.2.
Remarque 9.4. — Pour d = n = 1, on obtient la “description plus
fonctorielle” de l’homomorphisme r de [20, Prop. 3.1 a)], promise dans
la preuve de loc. cit. Ceci permet de montrer que le motif x (A,K/k)
de la définition 8.5 coïncide avec celui introduit dans [20, prop. 3.2] (ce
qui démontre l’unicité de ce dernier à isomorphisme unique près, et sa
fonctorialité en A). En effet, en appliquant le foncteur S2 de (9.1) à (8.5)
et en tenant compte du théorème 9.3 b), on obtient
f 2♯ (S1(h
o
1(A)) ≃ S2(x
o(A,K/k)).
Revenant à la démonstration de la proposition 8.3, on voit avec ses
notations que S2(x o(A,K/k)) est découpé sur S2(to2(S)) par le projecteur
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f 2♯ (S1(π)) qui, vu (9.2), n’est autre que celui de [20, dém. de la prop. 3.2].
On conclut en observant que
EndMoteffrat(k,Q)(t2(S))
∼
−→ Endd2 Motorat(k,Q)(S2(t
o
2(S)))
via S2P2, d’après [22, th. 7.4.3].
Remarque 9.5. — On peut comparer équivalences rationnelle et nu-
mérique. Avec les notations du théorème 9.3 et A = Q (qu’on omet
dorénavant), cela donne un diagramme commutatif :
(9.5)
dnChow
o(K)(h¯o(X), h¯o(Y ))
fn♯
−−−→ dn+dChow
o(k)(h¯o(X ), h¯o(Y))
πK
y πky
dnMot
o
num(K)(h¯
o(X), h¯o(Y ))
fn♯
−−−→ dn+dMot
o
num(k)(h¯
o(X ), h¯o(Y)).
Prenons d = n = 1 et X = Y ; donc X est une courbe sur K et X
est une surface sur k, modèle projectif lisse de X. Dans (9.5), le premier
membre est une Q-algèbre semi-simple d’après le théorème de Weil [44,
ch. VI, th. 22] et la théorie des variétés abéliennes (complète réductibi-
lité de Poincaré) ; plus précisément, πK est un isomorphisme. Les mor-
phismes horizontaux sont des homomorphisme de Q-algèbres, puisqu’il
proviennent de foncteurs. Si celui du haut est surjectif, alors son second
membre est aussi semi-simple (en particulier de dimension finie) ; mais
alors πk est un homomorphisme surjectif de Q-algèbres semi-simples, ce
qui nous rapprocherait fortement de la conjecture de Bloch pour X sous
la forme reformulée par ce dernier, Rovinsky et Beilinson [4, 1.4].
Partant de X , cette stratégie est sans espoir si on choisit la fibration
X → S au hasard. Prenons par exemple la projection π : X = E1×E2 →
E1 = S, où E1 et E2 sont deux courbes elliptiques non isogènes. On cal-
cule facilement que t2(E1×E2) = h1(E1)⊗h1(E2). En tant que motif nu-
mérique, son algèbre d’endomorphismes est donc End0(E1)⊗ End0(E2) ;
en particulier, cette algèbre est toujours un corps et donc t2(E1×E2) est
simple. D’autre part, l’anneau des endomorphismes de h1((E2)k(E1) (fibre
générique de π) est End0((E2)k(E1) = End
0(E2), et on calcule facilement
que l’homomorphisme End0(E2) → End0(E1) ⊗ End0(E2) induit par f 2♯
est donné par f 7→ 1⊗ f . Si E1 est à multiplication complexe, il n’est pa
surjectif ; a fortiori, le morphisme horizontal supérieur de (9.5) ne peut
pas être surjectif.
À l’autre extrême, si l’on fibre X sur P1 à l’aide d’un pinceau de Lef-
schetz (à un éclatement de X près), la jacobienne de la fibre générique
est produit à isogénie près de sa partie constante, Pic0X/k, et d’une variété
abélienne dont le corps des endomorphismes est Q pour des raisons de
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monodromie : je remercie Claire Voisin de m’avoir fait observer ce point.
Dans l’exemple X = E1 ×E2, le morphisme horizontal inférieur de (9.5)
n’est encore pas surjectif. Trouver une bonne fibration telle que la jaco-
bienne de la fibre générique ait un corps d’endomorphismes assez gros
semble être une question difficile.
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