Abstract-The average consensus consists in determining the average of a number of quantities by means of a distributed algorithm. This is a simple instance of the problems which need to be faced when developing algorithms for the estimation of quantities from measures produced by sensor networks. Simple solutions based on linear estimators has already been proposed in the literature and their performance has been analyzed in detail. In this contribution the performance decay caused by data exchange through failing links is evaluated. In the model of the link proposed here at every time instant there is a certain probability that the data transmitted is lost by the link.
I. INTRODUCTION
The average consensus problem has been widely studied in the last years [1] , [2] , [3] , [4] , [5] , [6] , since it can be considered a simple paradigm of the problem of designing estimation algorithms implemented on sensor networks and working in a distributed way. More precisely in this set up we assume that some sensors measure a quantity, and due to noise, the measures may differ. A simple way to improve the estimate is to average all the measures. To do this the sensors need to exchange their information. However, when the sensors are numerous, we need to bound the number of sensors from which each sensor can receive information. A global description of the allowed exchange of information can be given by a directed graph in which the sensors are the nodes and in which an edge from a node to another one represents the possibility of a sensor to send information to another one. Algorithms which allows to obtain this average are called average consensus algorithms. The performance of an average consensus algorithm can be described as the speed of convergence toward the average. In [4] a simple algorithm is proposed which is based on a linear dynamical system. Moreover [4] , [6] the relation between the performance of this algorithm and the degree of connectivity of the graph is also evaluated.
In this contribution we consider a more realistic model of the data exchange. In fact, in many practical applications, this data exchange between sensors is done by wireless communication and so there is in general the possibility that some packets can be lost. Here this phenomenon is modelled by assuming that at every time instant the transmission of a number from a sensor to another one can occur with a certain probability, and so that there is a certain probability that the link fails. We can expect that this will produce a performance degradation. The main objective of this contribution is to provide some instruments which allow to quantify this degradation as a function of the probability of link failure. The problem is similar to the one considered in [5] . There a more limited class of random graphs have been considered. Moreover differently from [5] we evaluated the rate of convergence to the consensus by a mean square analysis.
II. PROBLEM FORMULATION
We assume that we have N agents. Each agent i measures a quantity d i ∈ R and at each time instant t it can broadcast a real number to some other agents. The data exchange is described by a directed graph G with vertices {1, . . . , N} and in which there is an edge (j, i) if and only if the agent i receives data from the agent j. We assume that G always includes all the self loop edges (i, i). The objective is to find a distributed algorithm which, asymptotically, allows the agents to share an estimate of the average of the d i 's. One efficient algorithm consists in the following dynamic system
where P is a suitable matrix such that P ij = 0 if (j, i) is not an an edge in G. More compactly we can write
where x, d ∈ R N and where x + is a shorthand notation for x(t + 1). According to this algorithm the agent i needs to receive from the agent j the value of x j (t) to uptdate the value of x i (t) only if P ij = 0.
In this case, we say that the agents reach the consensus, if for any initial condition x(0) ∈ R N , the closed loop system (1) yields lim
where 1 := (1, . . . , 1) T and where α is a scalar depending on x(0) and P . Moreover, if α coincides with the average N −1 N i=1 d i , then we say that the agents reach the average consensus.
As shown in [2] , [4] , [6] , if G is strongly connected (every two vertices can be joined by a walk along the directed edges of the graph), it is always possible to choose P so to obtain the consensus. One possibility is to consider the adjacency matrix E associated with G and define ν i to be the in-degree of the node i minus one namely ν i := j E ij − 1 (the −1 is there just to recall that there is always the self loop; this notation will be useful later on). Now consider
and P = DE. The matrix P is a stochastic matrix, namely P ij ≥ 0 and j P ij = 1 for every i. We will call P the stochastic matrix associated with G. Notice that if G is (ν 0 +1) in-regular (namely that each node has exactly ν 0 +1 incoming edges), then we have
It can be shown that, if G is strongly connected, P always yields the consensus. To achieve the average consensus some other assumption is needed: a sufficient condition is that E is a symmetric matrix, namely the graph G is undirected. We will see later other cases. From now on we will focus on the case when G is strongly connected and (ν 0 + 1) in-regular so that P is given by (3) . We assume now that the communication from the node j to the node i can occur with some probability p. Then we can modify the previous algorithm accordingly in an obvious way. First of all we introduce the family of independent binary random variables L ij (t) such that
We emphasize the fact that independence is assumed among all L ij (t) as i, j and t vary. Let H := E −I and consider the random matrixĒ(t)
Clearly,Ē(t) is the adjacency matrix of a random graphḠ(t) obtained from G by deleting the edge (i, j) when L ij (t) = 0. Let P (t) the random stochastic matrix associated withḠ(t). We can consider the new random dynamical system
This is the natural modification of the previous algorithm subject to the possibility of packet loss. Notice that we have
where
are independent binomial random variables having law
Our goal will be to evaluate the asymptotic behaviour of system (4). The following result (whose proof is a simple consequence of Theorem 6 presented in [9] ) shows that such communication failures however will never prevent from reaching consensus.
Theorem 2.1: Assume that G is strongly connected. Then almost surely consensus is reached, namely, almost surely (2) holds for any initial condition x(0). Moreover (2) also holds in the quadratic norm sense.
In spite of this theorem, we do expect degradation performance due to these communication failures. In the sequel of this paper we will be concerned with measuring such a degradation.
III. MEAN SQUARE ANALYSIS
In this section we will analyze the asymptotic behaviour of the random system proposed above by computing the evolution of the matrices
This matrices will be useful since
. Notice that our goal is not to show that ∆(t) converge to zero, since we have always that P (t)1 = 1. In fact our objective is not that x(t) converges to zero but that x(t) converges to the one dimensional subspace generated by the vector 1. This is equivalent to show that all the eigenvalues of ∆(t) (apart from one which is 1) converges to zero. Moreover the rate of convergence to the consensus is related to the speed of convergence of these eigenvalues.
In this analysis the following parameters will play a fundamental role
These are all polynomial functions of p of degree at most ν 0 . Moreover these parameters are releted each other as described by the following lemma.
Lemma 3.1:
The following relations hold true:
Proof: We prove only the first relation since the remaining can be proved similarly. Notice that
Now for any matrix M we will denote diag (M ) as the diagonal matrix with the same diagonal elements of M and out (M ) := M − diag (M )which is out-diagonal, namely has zero diagonal elements.
Proposition 3.1: If we define the sequence of diagonal matrices X(t) and of out-diagonal matrices Y (t) recursively 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeB11.2 as follows
and so
This implies that
where the random matrices D = D(0) andH =H(0) are defined above. First notice that
More compactly we can write
Notice moreover that
Summing all the contributions we obtain ∆ + . Finally, by taking diag (∆ + ) and out (∆ + ) and considering the fact that the matrices diag (∆)H and H * diag (∆) are out-diagonal, we obtain (6).
It is clear that that the asymptotic behaviour of E[x * (t)x(t)] is determined by the asymptotic behaviour of the matrices X(t), Y (t) and so by the eigenvalues of the linear map which furnishes X(t+1), Y (t+1) from X(t), Y (t).
These matrices are symmetric and so the linear dynamic system described in the previous proposition has a state space of dimension
. Numerical algorithms can clearly be employed to evaluate such eigenvalues. In the sequel we will make further analytical developments assuming the graph G possesses some symmetry, more precisely we will work with Cayley graphs.
IV. CAYLEY MATRICES OVER ABELIAN GROUPS
In order to treat symmetries on a graph G in a general setting, we introduce the concept of Cayley graph defined on Abelian groups [7] . Let G be any finite Abelian group of order |G| = N , and let S be a subset of G containing zero. The Cayley graph G(G, S) is the directed graph with vertex set G and arc set
Notice that a Cayley graph is always in-regular and outregular, namely both the in-degree and the out-degree of each vertex are equal to |S|. Notice also that strongly connectivity can be checked algebraically. Indeed, it can be seen that a Cayley graph G(G, S) is strongly connected if and only if the set S generates the group G, which means that any element in G can be expressed as a finite sum of (not necessarily distinct) elements in S. If S is such that −S = S then the graph obtained is undirected.
Symmetries can be introduced also on matrices. Let G be any finite Abelian group of order |G| = N . A matrix 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeB11.2 P ∈ R G×G is said to be a Cayley matrix over the group G if
It is clear that for a Cayley matrix P there exists a π : G → R such that P i,j = π(i − j). The function π is called the generator of the Cayley matrix P . Notice that, if π and π are generators of the Cayley matrices P and P respectively, then π + π is the generator of P + P and π * π is the generator of P P , where (π * π )(i) := j∈G π(j)π (i − j) for all i ∈ G. This shows that P and P commute. It is easy to see that for any Cayley matrix P we have that P 1 = 1 if and only if 1 T P = 1 T . This implies that a Cayley stochastic matrix is automatically doubly stochastic.
A. Spectral properties and Fourier analysis of Cayley matrices over Abelian groups
In this subsection we will show that the spectral properties of Cayley matrices over Abelian groups are particularly simple to be analysed. We briefly review the theory of Fourier transform over finite Abelian groups (see [8] for a comprehensive treatment of the topic). Let (G, +) be a finite Abelian group of order N , and let C * be the multiplicative group of the nonzero complex numbers. A character on G is a group homomorphism χ : G → C * , namely a function
it follows that χ takes values on the N th -roots of unity. The character χ 0 (g) = 1 for every g ∈ G is called the trivial character.
The set of all characters of the group G forms an Abelian group with respect to the pointwise multiplication. It is called the character group and denoted byĜ. The trivial character χ 0 is the zero ofĜ. If we consider the vector space C G of all functions from G to C with the canonical Hermitian form
then can be shown that the set
Fix now a Cayley matrix P on the Abelian group G generated by the function π : G → R. The spectral structure of P is very simple. Namely it can be shown that the all characters χ ∈Ĝ are eigenvectors of P and so P is diagonalizable. Moreover the spectrum of P is given by the Fourier transform of the generator π P of P σ(P ) = {π P (χ) | χ ∈Ĝ} .
Notice that, if A, B are Cayley matrices with Fourier transformsπ
Moreover observe that, if A is a Cayley matrix, then
and that
V. MEAN SQUARE ANALYSIS FOR CAYLEY GRAPHS
The asymptotic behavior suggested by Proposision 3.1 symplifies in case the graph is Cayley as described in the following proposition. Let (G, +) be a finite Abelian of order N , and let G be a Cayley graph with respect to G. Then both the adjacency matrix E and the matrix H := E − I are Cayley matrices with respect to G. It is easy to verify that in this case also ∆(t) are Cayley matrices. Let π H and π ∆(t) be the generators of H and ∆(t), respectively. As shown above, the eigenvalues of H and ∆(t) are given by the Fourier transforms of π H and π ∆(t) , namelyπ H (χ) andπ ∆(t) (χ), χ ∈Ĝ. The following proposition describes the evolution of the eigenvalues of ∆(t).
Proposition 5.1: For all χ ∈Ĝ we have that
Proof: First notice that since the matrix X in (6) is Cayley and diagonal, then it is a scalar multiple of the identity. This implies that
Then, from (6) we can argue that
Notice that, using the relations between the parameters we can argue that γ +ν 0 (δ −ρ)−α 2 ) = ν 0 (αβ −ρ). Considering now the fact that X + Y = ∆ we obtain It is clear that the asymptotic behaviour of E[x * (t)x(t)] is now determined by the asymptotic behaviour of the eigenvaluesπ ∆(t) (χ) and so by the eigenvalues of the linear map which furnishes the eigenvaluesπ ∆(t+1) (χ) from the eigenvaluesπ ∆(t) (χ). The linear dynamic system described in the previous proposition has a state space of dimension N . It can be rewritten in a more compact way as follows. LetĜ = {χ 0 , χ 1 , . . . , χ N −1 }.
Define the column vector in R N as
Define moreover the column vector b in R N such that, for all i = 0, 1, . . . , N − 1, we have that
and the diagonal matrix
Then we can write the linear dynamic systems (7) as follows
Notice that both A and b depend on the probability p and so in some cases we will write A(p) and b(p) to make this dependence evident. Notice moreover that A 00 (p) = 1 and b 0 (p) = 0 for all p and that
T can be obtained through the following lemma.
Lemma 5.1:
Proof: Notice that
From this lemma we can argue that
The polynomial F (z, p) has degree N in z and degree 2ν 0 in p. Example 1: Consider the case in which the group in Z N and let S = {0, 1} and . In this case ν 0 = 1 and
Notice that, since b i (p) ≥ 0, by the theorem of Gerschgorin, we have that the eigenvalues are included in circles of center
we have that all the eigenvalues are inside the unit circle for all p, confirming in this way the statement of Theorem 2.1. In Figure 1 we show the graph of the rate of convergence determined by the second dominant eigenvalue of the matrix
* as a function of the probability p for N = 2, 4, 8. Example 2: Consider now the complete graph, namely a graph whose adjacency matrix E = 11 T . It is clear that the matrix E is in this case a Cayley matrix over the group Z N and with S = Z N . After some computations we can find that then 0 ≤ α − β ≤ 1 and so 0 ≤z i (p) ≤z 1 (p) ≤ 1 for all i = 2, . . . , N − 1. Hence we have consensus stability for all p, confirming the statement of Theorem 2.1. Moreover, the rate of convergence to the consensus is determined byz 1 (p). Notice that, when N is big, Figure 2 shows the graph of the dominant eigenvaluez 1 (p) as a function of the probability p for N = 5, 20, 100.
VI. CONCLUSIONS
In our opinion the methods proposed in this paper are very effective for the evaluation of the effect of packet drop in the data transmission between the agents in a consensus seeking problem. Many problems are still to be investigated such as: 1) A more general analysis of the consensus stability as a function of the probability p.
2) The analysis of the general (non Cayley) case at least for p close to 1.
3) The analysis of convergence in other sense, such as convergence in probability. 4) The analysis when N tends to infinity.
