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A eficieˆncia energe´tica e´ um tema bastante discutido e cada vez mais
relevante diante da situac¸a˜o atual, onde as matrizes energe´ticas de fon-
tes na˜o renova´veis tem se tornado escassas ou sua extrac¸a˜o bastante
dificultosas. Ale´m disso, as fontes de energias renova´veis possuem, na
maioria das vezes, um alto custo para sua implementac¸a˜o, tendo como
exemplo os paine´is fotovoltaicos, ou ainda, implicam em grandes im-
pactos ambientais, como e´ o caso das usinas hidroele´tricas. Com isso,
legislac¸o˜es, projetos e aplicac¸o˜es teˆm surgido para solucionar proble-
mas de mal uso e de desperd´ıcio de energia ele´trica. Neste trabalho,
e´ apresentado um sistema de controle e monitoramento para consumo
eficiente de energia ele´trica em uma Smart Home, fazendo o uso de
redes neurais artificiais. O sistema efetua a leitura em tempo real dos
dados de consumo dos dispositivos da resideˆncia e, assim, apresenta
sugesto˜es aos habitantes, quanto a` utilizac¸a˜o dos mesmos, em casos
onde o consumo de energia esteja fora do padra˜o estipulado. O sis-
tema tambe´m e´ responsa´vel pelo controle dos equipamentos baseado
no contexto, a fim de otimizar seu uso, evitando assim o desperd´ıcio de
energia ele´trica. Para validac¸a˜o do sistema foi utilizado um chuveiro
ele´trico como dispositivo de testes. Os resultados obtidos se mostraram
bastante eficientes. Com uso do sistema de controle foi poss´ıvel obter
uma economia me´dia aproximada de ate´ R$2,37 por meˆs, equivalente
a 36%. Ja´ com o sistema de monitoramento, foi obtido uma estimativa
de economia me´dia, pro´xima de R$2,03 por meˆs, equivalente a` 34% de
economia, por cada habitante da resideˆncia.
Palavras-chave: automac¸a˜o residencial, redes neurais artificiais, adap-
tac¸a˜o de contexto, eficieˆncia energe´tica, smart homes

ABSTRACT
Efficient energy is a widely discussed and increasingly relevant subject
of the current situation, where the energy matrices of non-renewable
sources have been made scarce or their extraction quite difficult. In ad-
dition, as a renewable energy source, most of the time, has a high cost
for its implementation, taking as an example the photovoltaic panels,
or even, imply great environmental impacts, like in the hydroelectric
power plants case. With this, legislations, projects and applications
have arisen to solve problems of misuse and waste of electricity. This
work is a control and monitoring system for the efficient consumption
of electricity in a smart home. The system performs a real-time rea-
ding of the consumption data of the home’s devices and thus presents
suggestions to the inhabitants about them in cases where the energy
consumption is to the stipulated standard. The system is also respon-
sible for the control of the equipment based on the context, in order to
optimize its use, thus avoiding the waste of electricity. For validation
of the system for use of an electrical device as a testing device. The
results obtained were quite efficient. With the use of the control sys-
tem to obtain an approximate saving of R$2,37 per month, equivalent
to 36%. Already with the monitoring system, an estimated economy
of close to R$2,03 per month, equivalent to 34% savings was obtained,
for each inhabitant.
Keywords: home automation, neural network artificial, context adap-
tation, energetic efficiency, smart homes
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Desde a primeira grande crise do petro´leo na de´cada de 70, a
eficieˆncia no uso da energia ele´trica esta´ em pauta no mundo. Na e´poca
foi evidenciado que futuramente na˜o seria poss´ıvel manter o baixo va-
lor de mercado das reservas fo´sseis, devido as mesmas na˜o serem fontes
renova´veis. Ale´m disso, seu uso sem controle causaria se´rios preju´ızos
para o meio ambiente. A partir desses fatos, foi constatado que dispo-
sitivos os quais utilizam energia ele´trica poderiam ser utilizados com
menor consumo energe´tico. Para isso, seu ha´bito de uso passou a ser
observado, assim como, sua eficieˆncia energe´tica. Tal medida causou
diversas repercusso˜es, tanto ambientais, culturais e econoˆmicas (EPE,
2007). Portanto, sentiu-se a necessidade de produzir equipamentos com
um melhor desempenho referente ao consumo de energia ele´trica, bem
como, o ha´bito e o comportamento dos consumidores ao fazerem uso
dos mesmos, fossem de alguma forma alterado para este novo cena´rio,
ou ate´ mesmo gerenciado, promovendo um melhor aproveitamento e
uma diminuic¸a˜o do desperd´ıcio de energia (CHAGAS et al., 2011).
Devido a crescente evoluc¸a˜o e difusa˜o das tecnologias, as mesmas
encontram-se ao alcance de todos, e sa˜o, sem du´vidas, imprescind´ıveis
para a grande maioria das pessoas. Ale´m disso, essa evoluc¸a˜o tem alte-
rado constantemente seu cena´rio de utilizac¸a˜o, tornando poss´ıvel o que
antes era apenas sonho ou ate´ mesmo considerado ficc¸a˜o. Um grande
exemplo disso sa˜o as Smart Homes, que atualmente tem despertado
bastante interesse, tanto da comunidade acadeˆmica, como da indu´stria.
As Smart Homes sa˜o assim denominadas devido ao seu alto grau de in-
teligeˆncia dentro da a´rea de automac¸a˜o residencial. Os benef´ıcios que
as mesmas oferecem sa˜o muito importantes no cena´rio atual. Dentre
eles, pode-se citar o auxilio a` idosos e deficientes (CHAN et al., 1995) e o
aux´ılio para reduc¸a˜o do consumo de energia (SCHWEIZER et al., 2015).
Referente ao consumo de energia ele´trica, nota-se que grande
parte dos usua´rios realizam atividades em uma resideˆncia levando em
conta o custo moneta´rio no uso de certos eletrodome´sticos. Sendo as-
sim, se for disponibilizado para os usua´rios as informac¸o˜es em tempo
real do consumo e do custo de energia, sera´ poss´ıvel influeˆncia-los na
economia da energia.
Ale´m disso, aliado ao monitoramento de consumo, o comporta-
mento do usua´rio e do ambiente tambe´m devem ser observados pelo
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sistema da casa inteligente. O comportamento do usua´rio entende-se
como entrar e sair de um coˆmodo deixando luzes acesas e equipamentos
ligados. Ja´ o comportamento do ambiente pode ser visto como aumento
ou reduc¸a˜o natural de luminosidade, de temperatura, de umidade, etc
(JAHN et al., 2010). As mudanc¸as de comportamento dos objetos moni-
torados, geram diferentes contextos. Com identificac¸a˜o de contexto e
prefereˆncias do usua´rio, o sistema podera´ tomar deciso˜es para atender
os requisitos de consumo energe´tico da casa. A adaptac¸a˜o ao contexto
nos sistemas de automac¸a˜o residencial e´ realizada com o aux´ılio de
ferramentas que proporcionem formas de aprendizado. Neste caso, o
uso de te´cnicas de inteligeˆncia artificial (IA) e´ uma escolha adequada
(RAMOS; AUGUSTO; SHAPIRO, 2008).
A Rede Neural Artificial (RNA) e´ uma das te´cnicas de IA que
pode ser utilizada para realizar o aprendizado de va´rios sistemas. Em
geral, uma RNA e´ formada por um conjunto de unidades de processa-
mento, conhecidas como neuroˆnios, os quais esta˜o conectados atrave´s
de ligac¸o˜es conhecidas como conexo˜es. Dentre os diversos campos de
utilizac¸a˜o das RNA’s, pode-se citar como exemplos, o reconhecimento
de padro˜es (SETHI; JAIN, 2014), processamento de sinais (HU; HWANG,
2001), etc. Essa aplicabilidade e´ devida a` habilidade de aprender a
partir de dados de entrada com ou sem treinamento (HAYKIN, 2001).
Ale´m disso, o alto grau de adaptac¸a˜o a`s mudanc¸as no ambiente, tornam
as RNAs uma escolha adequada em projetos cujo o cena´rio varia com
frequeˆncia.
Neste trabalho, apresenta-se a proposta de um sistema de au-
tomac¸a˜o residencial sens´ıvel ao contexto, o qual realiza o monitora-
mento e o controle do consumo de energia ele´trica de equipamentos
ele´tricos, disponibilizando informac¸o˜es dos dados analisados e alertando
os usua´rios quando necessa´rio. O sistema tambe´m provera´ informac¸o˜es
referentes ao custo moneta´rio do uso dos dispositivos monitorados.
Dessa forma, os usua´rios podera˜o se conscientizar com relac¸a˜o a` uti-
lizac¸a˜o de determinados equipamentos. A adaptac¸a˜o ao contexto refe-
rente ao consumo de energia ele´trica sera´ realizado com o auxilio das
redes neurais artificiais.
1.2 PROBLEMA
No Brasil o consumo de energia ele´trica alcanc¸ou o montante de
37.701 GWh no terceiro trimestre de setembro de 2015. Destes quase
38 GWh, 27,58% (10.399 GWh) foram gastos por resideˆncias (EPE -
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Empresa de Pesquisa Energe´tica, 2015). E segundo os dados levantados pela
CEMIG (2014), de toda a energia ele´trica consumida por residencias,
quase 18% e´ desperdic¸ada. O desperd´ıcio de energia e´ um problema
a ser enfrentado em todos os setores. Ao usar a energia ele´trica de
forma racional, poupa-se dinheiro e recursos da natureza usados para
sua produc¸a˜o.
A fim de resolver os problemas de desperd´ıcio, va´rios proje-
tos foram propostos para realizar o uso eficiente de energia ele´trica
(BRAGA, 2014). Dentre eles, pode-se citar o Programa Nacional de
Conservac¸a˜o de Energia Ele´trica, que tem por objetivo promover o
uso eficiente da energia ele´trica. A partir deste projeto, surgiu o selo
PROCEL, que visa indicar ao consumidor produtos que apresentem al-
tos n´ıveis de eficieˆncia energe´tica (ELETROBRAS/PROCEL, 2014). Com
isso, estimula-se a fabricac¸a˜o e a comercializac¸a˜o de produtos mais efi-
cientes, contribuindo para o desenvolvimento tecnolo´gico e a reduc¸a˜o
de impactos ambientais. Ale´m dos equipamentos, muitas instalac¸o˜es
ele´tricas prediais ja´ veˆm sendo desenvolvidas com foco em eficieˆncia
energe´tica.
No entanto, estas iniciativas, apesar de melhorarem a eficieˆncia
no consumo de energia dentro das residencias, na˜o sa˜o suficientes para
que o desperd´ıcio seja consideravelmente reduzido. Isso se deve em
grande parte ao mau uso dos aparelhos ele´tricos. Portanto, ainda e´
preciso desenvolver mais aplicac¸o˜es e projetos que melhorem a eficieˆncia
no uso dos dispositivos.
Um outro problema causador de desperd´ıcio, e´ referente a` cons-
cientizac¸a˜o dos usua´rios ao utilizarem os aparelhos ele´tricos. Tendo em
vista que, atualmente, os medidores residenciais na˜o fornecem feedback
quanto ao consumo e o custo da energia ele´trica. Essas informac¸o˜es
dariam aos usua´rios uma cieˆncia sobre o que e´ consumido, afetando
positivamente o comportamento dos mesmos (SGARBI; TONIDANDEL,
2006a). Ale´m disso, os equipamentos de uma casa convencional, na˜o
sa˜o automatizados para funcionarem de forma energeticamente efici-
ente, aproveitando, por exemplo, melhor a luz natural, regulando a
temperatura de maneira mais eficiente, dentre outras.
1.3 HIPO´TESE
O sistema proposto devera´ monitorar o uso dos equipamentos,
bem como seu consumo, assim o mesmo ira´ informar, atrave´s de alertas,
por quanto tempo a utilizac¸a˜o do equipamento e´ aceita´vel (sugesta˜o
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de uso), qual o valor de energia ele´trica por ele consumida e qual o
seu gasto moneta´rio. Dessa forma, se o usua´rio seguir tais sugesto˜es,
espera-se que o desperd´ıcio seja o mı´nimo poss´ıvel. Ale´m disso, com o
controle do equipamento, que neste caso sera´ o chuveiro, e´ esperado que
haja uma reduc¸a˜o no tempo de ajuste, assim diminuindo o desperd´ıcio.
1.4 OBJETIVOS
Esta sessa˜o apresenta o objetivo geral e os objetivos espec´ıficos
deste trabalho.
1.4.1 Geral
Desenvolver um sistema de automac¸a˜o residencial sens´ıvel ao
contexto para gerenciar o consumo de energia ele´trica. O sistema de-
vera´ efetuar a adaptac¸a˜o, controle e emissa˜o de alertas, baseado no
estado do ambiente. Ale´m disso, o sistema tambe´m sera´ capaz de for-
necer informac¸o˜es sobre consumo de energia ele´trica, com o propo´sito
de conscientizar os habitantes da resideˆncia.
1.4.2 Espec´ıficos
1. Pesquisar o estado da arte de trabalhos desenvolvidos na a´rea
de Smart Homes que efetuem o monitoramento de consumo de
energia.
2. Definir os requisitos necessa´rios para um sistema que efetue a
automac¸a˜o de uma resideˆncia sens´ıvel ao contexto e que possa
medir e gerenciar o uso eficiente de energia ele´trica.
3. Efetuar o levantamento e a escolha de recursos como sensores,
atuadores e demais componentes, necessa´rios para o mecanismo
de medic¸a˜o e para o sistema de monitoramento e de controle.
4. Estudar e definir a rede neural artificial mais adequada para o
sistema proposto.
5. Desenvolver o sistema a partir do que foi definido em (2) (3) e
(4).
6. Efetuar os testes com o sistema desenvolvido em (5).
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7. Avaliar os resultados obtidos com os testes realizados em (6).
1.5 METODOLOGIA
Este trabalho e´ uma pesquisa tecnolo´gica aplicada com revisa˜o
bibliogra´fica e projeto de proto´tipo simulado e experimental.
• Inicialmente pretende-se adquirir o conhecimento necessa´rio, a
partir de, uma revisa˜o bibliogra´fica e levantamento de trabalhos
relacionados ao tema proposto.
• Realizar simulac¸o˜es com a RNA escolhida, validando as entradas
e sa´ıdas utilizadas pelo treinamento, ale´m de verificar sua gene-
ralizac¸a˜o para valores na˜o presentes na tabela de treinamento.
• Desenvolver o software do sistema, realizando simulac¸o˜es no pro-
grama da LABCENTER, PROTEUS design suite, para validac¸a˜o
do software.
• Realizar os experimentos necessa´rios.
1.6 ORGANIZAC¸A˜O DO TRABALHO
Este documento esta´ organizado em 7 (sete) cap´ıtulos ale´m deste,
o qual refere-se a introduc¸a˜o e define o enquadramento da tema´tica cen-
tral do trabalho. Os demais cap´ıtulos abordam os seguintes conteu´dos:
• O Cap´ıtulo 2 apresenta um breve histo´rico e uma descric¸a˜o re-
ferente a eficieˆncia energe´tica. Suas principais motivac¸o˜es e pers-
pectivas.
• O Cap´ıtulo 3 relata importantes conceitos sobre Smart Homes.
Descrevendo inicialmente sobre computac¸a˜o ub´ıqua, em seguida
discorre sobre a sensibilidade ao contexto, sensores e atuadores.
• No Cap´ıtulo 4 e´ apresentado uma visa˜o geral de redes neurais
artificiais aplicadas a` automac¸a˜o residencial, descrevendo as topo-
logias existentes, o funcionamento do treinamento e aprendizado
dessas redes. E´ apresentado tambe´m os trabalhos relacionados ao
controle e monitoramento de dispositivos utilizando RNA para o
uso eficiente de energia ele´trica.
•
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• No Cap´ıtulo 5 e´ descrito o sistema proposto, seus requisitos, suas
caracter´ısticas, os testes e validac¸o˜es que devem ser executados e
verificados e por fim os resultados esperados.
• No Cap´ıtulo 6 sa˜o descritos os testes realizados e expostos os
resultados.
• O Cap´ıtulo 7 apresenta as considerac¸o˜es finais sobre o trabalho.
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2 EFICIEˆNCIA ENERGE´TICA
Neste cap´ıtulo, sera˜o apresentados um resumo da situac¸a˜o atual
do consumo energe´tico e as perspectivas com relac¸a˜o a eficieˆncia energe´ti-
ca.
2.1 CONSUMO E RECURSOS ENERGE´TICOS
Atualmente, a energia ele´trica pode ser produzida atrave´s de di-
ferentes fontes, tais como carva˜o mineral, bagac¸o de cana, derivados de
petro´leo, etc. A energia produzida no Brasil e´ proveniente, principal-
mente, de fontes limpas e renova´veis, ou seja, que causam menor im-
pacto ambiental (CPFL, 2014). No Brasil, a principal fonte de gerac¸a˜o
de energia ele´trica e´ hidra´ulica, embora tal fonte tenha apresentado
uma reduc¸a˜o de 4,5% na comparac¸a˜o com o ano de 2014 (BRASIL; Mi-
niste´rio de Minas e Energia, 2015). Na Figura 1, e´ poss´ıvel verificar as
principais fontes de gerac¸a˜o de energia, tendo como refereˆncia o ano de
2010. Bem como, e´ poss´ıvel visualizar sua evoluc¸a˜o, tendo em vista a
perspectiva para o ano de 2020.
Ale´m disso, a energia ele´trica produzida pelas hidrele´tricas, pos-
sui um importante papel no desenvolvimento do pa´ıs, tendo em vista
que proporciona auto-suficieˆncia na gerac¸a˜o de energia. Segundo Bron-
zati e Neto (2008), a poteˆncia instalada no Brasil, evoluiu de 13.724
MW para quase 69.000 MW, nos anos entre 1975 e 2005.
Figura 1 – Principais fontes de gerac¸a˜o de energia e suas perspectivas
Fonte: Tolmasquim (2012)
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No que diz respeito a gerac¸a˜o pelas termo-ele´tricas, estima-se que
a produc¸a˜o de petro´leo possa chegar a 2,96 milho˜es de barris por dia,
ate´ 2015, e a partir de enta˜o, se estabilizar (EPE, 2007). A demanda
pelo consumo de petro´leo pode chegar a 3 milho˜es de barris/dia em
2030, ultrapassando a capacidade projetada (BRONZATI; NETO, 2008).
No Brasil, ha´ ainda a oferta de ga´s natural, que tambe´m utili-
zada em usinas termo-ele´tricas. Entretanto, a falta de pol´ıticas para
o desenvolvimento de infraestrutura para a distribuic¸a˜o, dificulta a ex-
pansa˜o da oferta de ga´s natural (BRONZATI; NETO, 2008). No entanto,
no ano de 2008, houve um aumento de 18,98% na produc¸a˜o de ga´s na-
tural com relac¸a˜o a` 2007, chegando a 21,59 bilho˜es de m3. Enquanto, o
valor alcanc¸ado anteriormente foi de 18,15 bilho˜es de m3 (ANP, 2008).
Apesar das dificuldades encontradas na distribuic¸a˜o, o ga´s natural se
tornou uma importante matriz energe´tica, devido a dois fatores princi-
pais: o racionamento de energia ele´trica e as descobertas de bacias de
ga´s natural (BRONZATI; NETO, 2008).
Em 2014, o consumo final de energia ele´trica no pa´ıs registrou um
aumento de 2,9% em relac¸a˜o a` 2013. A nova demanda foi suprida a par-
tir da expansa˜o da gerac¸a˜o te´rmica, especialmente das usinas movidas a
carva˜o mineral (+24,7%), ga´s natural (+17,5%), biomassa (+14,1%),
cujas participac¸o˜es na matriz ele´trica, no mesmo ano, cresceram de
2,6% para 3,2%, de 11,3%, para 13,0% e de 6,6% para 7,4%, respec-
tivamente. Os setores que mais contribu´ıram para o crescimento da
demanda de eletricidade foram residencial (5,7%) e o comercial (7,4%)
(EPE; Ministe´rio de Minas e Energia, 2015). Em 2020, estima-se que o con-
sumo de eletricidade sera´ 61% superior ao ano de 2010, atingindo 730
TWh (TOLMASQUIM, 2012). A Tabela 1 apresenta o consumo me´dio
dos principais equipamentos de uma resideˆncia.
A partir dos dados de oferta e de consumo apresentados e da pre-
ocupac¸a˜o com a questa˜o das mudanc¸as clima´ticas decorrentes do aque-
cimento global do planeta, pol´ıticas e propostas de eficieˆncia energe´tica
comec¸aram a ser discutidas. Na pro´xima sec¸a˜o sera˜o abordadas as
principais pol´ıticas e propostas de eficieˆncia energe´tica.
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*Considerando 4 banhos com durac¸a˜o de 8 minutos cada.
Tabela 1 – Consumo de energia ele´trica dos principais equipamentos de
uma resideˆncia
Fonte: Adaptado de CPFL (2014)
2.2 PROPOSTAS DE EFICIEˆNCIA
Estima-se, que em 2030, se alcance um consumo anual de energia
ele´trica entre 950 e 1.250 TWh, um aumento de aproximado de 308%
em relac¸a˜o ao consumo atual (405 TWh) (ANEEL, 2008). Investimentos
pesados na expansa˜o da oferta de energia ele´trica sera˜o imprescind´ıveis.
No entanto, mesmo com esses investimentos a demanda ultrapassaria a
oferta. Por exemplo, caso a expansa˜o seja feita por usinas hidrele´tricas,
injetando 120 mil MW, ainda assim, poderia na˜o ser suficiente para
atender a demanda em 2030. Portanto, ale´m de tais expanso˜es, pes-
quisas e projetos na a´rea de consumo eficiente de energia ele´trica sa˜o
muito importantes e fortes aliados para contenc¸a˜o do crescimento da
demanda.
Segundo Michael (2012), o termo ”eficieˆncia”descreve a efica´cia
dos dispositivos que operam em ciclos ou processos, ou seja, a capaci-
dade de equipamentos que operam de tal forma produzirem os resulta-
dos esperados. Ja´ a Empresa de Pesquisa Energe´tica (EPE, 2010), adota
a definic¸a˜o de que eficieˆncia energe´tica e´ a relac¸a˜o entre a quantidade
de energia final utilizada e aquela dispon´ıvel para sua realizac¸a˜o.
O Brasil possui va´rias instituic¸o˜es responsa´veis pela criac¸a˜o e
desenvolvimento de pol´ıticas e projetos de eficieˆncia energe´tica. Den-
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tre elas temos o Ministe´rio de Minas e Energia; a ELETROBRA´S; a
Ageˆncia Nacional de Energia Ele´trica (ANEEL); as concessiona´rias dis-
tribuidoras; o Instituto Nacional de Metrologia, Normalizac¸a˜o e Quali-
dade Industrial (INMETRO); e algumas grandes empresas industriais,
que possuem programas internos de conservac¸a˜o de energia. A Lei no.
10.295/2001 foi criada para dispor sobre a pol´ıtica nacional de con-
servac¸a˜o e uso racional de energia, e foi regulamentada pelo Decreto
no 4.059/2001, que criou o Comiteˆ Gestor de Indicadores e Nı´veis de
Eficieˆncia Energe´tica (CGIEE), com a func¸a˜o, dentre outras, de ela-
borar um programa de metas com indicac¸a˜o da evoluc¸a˜o dos n´ıveis a
serem alcanc¸ados para cada equipamento regulamentado.
Outro importante instrumento institu´ıdo foi o Programa Brasi-
leiro de Etiquetagem (PBE) e o selo PROCEL de economia de energia,
o qual responde atualmente, pela maioria dos resultados obtidos refe-
rentes a economia de energia (VIANA et al., 2012). O PBE, e´ coordenado
pelo INMETRO e fornece informac¸o˜es sobre o desempenho dos produ-
tos referentes a eficieˆncia energe´tica, o ru´ıdo, dentre outros crite´rios.
Ele tambe´m estimula a competitividade da indu´stria, que devera´ fabri-
car produtos cada vez mais eficientes (INMETRO, 2015; EPE, 2010).
Em resideˆncias, a introduc¸a˜o de novas tecnologias e´ uma exce-
lente opc¸a˜o para alcanc¸ar a eficieˆncia energe´tica, assim como, o incen-
tivo a mudanc¸a de ha´bito dos habitantes em relac¸a˜o ao seu consumo
de energia, conforme pode ser visto em Rist et al. (2011). Ate´ mesmo
atrave´s dos programas e pol´ıticas de conservac¸a˜o e uso racional de ener-
gia, como o PBE citado anteriormente.
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3 SMART HOMES
Por muitos anos, a automac¸a˜o residencial tem sido considerada
um campo altamente promissor para o desenvolvimento de tecnolo-
gias eletroˆnicas (CHAN et al., 2008). A aplicac¸a˜o das tecnologias da
informac¸a˜o e comunicac¸a˜o na automac¸a˜o residencial visa o bem-estar
das pessoas, de modo que possa lhes oferecer maior conforto, econo-
mia de energia ele´trica e seguranc¸a. Ale´m disso, a automac¸a˜o tambe´m
permite controlar uma resideˆncia remotamente e poupar tempo com
tarefas repetitivas (BOLZANI, 2004).
Atualmente, a automac¸a˜o residencial pode ser realizada de duas
formas, com ou sem inteligeˆncia. No modo inteligente, a automac¸a˜o
pode acontecer de forma reativa ou automa´tica. Por exemplo, se o
usua´rio da resideˆncia tem total acesso aos dispositivos eletroˆnicos, atrave´s
de um sistema de gerenciamento centralizado, e precisa enviar coman-
dos a fim de utiliza´-los, a automac¸a˜o esta´ sendo realizada de maneira
reativa. Na automa´tica, o pro´prio sistema ira´ efetuar o controle de
tais dispositivos, baseado em informac¸o˜es inseridas em um banco de
dados para infereˆncia. Muitos dos trabalhos publicados alegam que a
abordagem automa´tica e´ inteligente, pois pode detectar eventos como
a presenc¸a dos habitantes e suas ac¸o˜es. Pore´m, conforme e´ exposto por
Sgarbi e Tonidandel (2006b), o conceito de inteligeˆncia deve ir ale´m de
simplesmente automatizar aplicando regras pre´-estabelecidas, o sistema
deve interagir com os habitantes e aprender com seus comportamentos.
A automac¸a˜o residencial inteligente deve analisar os dados ob-
tidos pelos sensores de modo a adaptar suas regras baseada no con-
texto. O contexto pode definido como qualquer informac¸a˜o que pode
ser usada para caracterizar a situac¸a˜o de uma entidade (pessoa, lugar,
objeto) (DEY, 1998). A caracterizac¸a˜o de uma situac¸a˜o e´ necessa´ria,
pois o comportamento dos seres humanos muda ao longo do tempo.
Ale´m disso, os ambientes tambe´m sa˜o dinaˆmicos, e sem inteligencia
seria praticamente invia´vel prever todas os estados do mesmo.
A automac¸a˜o inteligente, que se adapta ao contexto, denomina
as resideˆncias inteligentes como Smart Homes. Nas Smart Homes faz-se
o uso de automac¸a˜o residencial, seguido, muitas vezes, pela aplicac¸a˜o
de te´cnicas de Inteligeˆncia Artificial (SGARBI; TONIDANDEL, 2006a; TA-
KIUCHI; MELO; TONIDANDEL, 2004). Desse modo, o sistema ira´ apren-
der e adaptar suas ac¸o˜es conforme haja alterac¸o˜es no ambiente e no
comportamento dos usua´rios.
Portanto, em uma Smart Home, ao inve´s de os usua´rios terem
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que se adaptar ao funcionamento pre´-programado de uma resideˆncia
automatizada, o sistema e´ quem se preocupa em mudar sua atuac¸a˜o de
modo a satisfazer a`s necessidades e se adaptar ao comportamento dos
habitantes.
Nas pro´ximas sec¸o˜es, sera˜o apresentados conceitos e tecnologias,
que foram necessa´rios para o desenvolvimento do sistema inteligente
proposto.
3.1 COMPUTAC¸A˜O UBI´QUA
A computac¸a˜o ub´ıqua foi assim denominada por Mark Weiser,
pesquisador da Xerox, em 1991, que imaginou que a computac¸a˜o vi-
ria a se tornar num futuro na˜o muito distante, presente em tudo e em
todos os lugares, sem a percepc¸a˜o dos usua´rios. Ale´m disso, em seu pri-
meiro artigo sobre o tema (WEISER, 1991), idealizou que a computac¸a˜o
atuaria em background e adaptaria-se a`s necessidades dos utilizadores.
Diferente da situac¸a˜o atual, onde os usua´rios devem aprender a lidar
com o computador e gerir as suas aplicac¸o˜es. Portanto, devido a es-
sas caracter´ısticas, seria poss´ıvel prover um aumento considera´vel das
disponibilidades e funcionalidades dos servic¸os que os usua´rios utilizam
diariamente.
A computac¸a˜o ub´ıqua pode ser entendida como sendo o terceiro
grande paradigma computacional, precedido apenas pela era dos main-
frames e pela gerac¸a˜o dos computadores pessoais (RODRIGUES, 2010).
Isso e´ poss´ıvel, pois a computac¸a˜o ub´ıqua se utiliza de qualquer dispo-
sitivo que possa processar informac¸o˜es e efetuar comunicac¸a˜o.
Muitas vezes a computac¸a˜o ub´ıqua e´ confundida com a com-
putac¸a˜o pervasiva, mas na verdade ela integra os conceitos da com-
putac¸a˜o pervasiva e computac¸a˜o mo´vel (COELHO, 2009), conforme e´
ilustrado na Figura 2. A computac¸a˜o mo´vel, e´ caracterizada pela mo-
bilidade dos dispositivos. A computac¸a˜o pervasiva concentra a sua
atenc¸a˜o na capacidade de inserc¸a˜o dos dispositivos computacionais no
ambiente. Assim, o sistema atua de forma discreta, oferecendo onipre-
senc¸a aos utilizadores e integrando a computac¸a˜o no ambiente f´ısico em
que esta´ inserido (WEISER, 1991). Portanto, qualquer dispositivo com
capacidade de computac¸a˜o, pode construir de forma dinaˆmica, modelos
computacionais dos ambientes e configurar seus servic¸os dependendo da
necessidade, e tudo isso em pleno movimento (ARAUJO, 2003).
O objetivo principal da computac¸a˜o ub´ıqua e´ descomplicar o uso
da computac¸a˜o, de forma que essa utilizac¸a˜o possa ser algo comum e
37
natural. Fazendo com que a mesma seja transparente ao usua´rio e a
interac¸a˜o com a mesma na˜o seja percept´ıvel. A computac¸a˜o ub´ıqua visa
tornar impl´ıcita a integrac¸a˜o entre os diversos dispositivos e os usua´rios
(JUNIOR, 2011). Mas para que o paradigma da computac¸a˜o ub´ıqua seja
exequ´ıvel, algumas tecnologias sa˜o necessa´rias, como computadores de
baixa poteˆncia, redes de comunicac¸a˜o e softwares para aplicac¸o˜es de
onipresenc¸a.
Figura 2 – Relac¸a˜o Computac¸a˜o Ub´ıqua, Pervasiva e Mo´vel
Fonte: Adaptado de Araujo (2003)
A computac¸a˜o ub´ıqua deve operar em um ambiente onde a comu-
nicac¸a˜o sem fios estara´ sempre dispon´ıvel, de forma que os dispositivos
sejam capazes de transmitir informac¸a˜o a qualquer momento. No pa-
radigma da computac¸a˜o ub´ıqua, os computadores devem adaptar-se ao
ambiente e na˜o mais o contra´rio, ou seja, possam tomar certas deciso˜es
voluntariamente, sem a participac¸a˜o do usua´rio. Com isso, os ambien-
tes estara˜o conectados a uma infraestrutura de rede, provendo diversos
servic¸os ao usua´rio. A integrac¸a˜o da computac¸a˜o ub´ıqua ao ambiente
torna o mesmo inteligente (smart place). Sendo assim, benef´ıcios como
comodidade, seguranc¸a, entretenimento e informac¸a˜o, sera˜o oferecidos
por esses ambientes.
Apesar das inu´meras vantagens citadas, todo novo paradigma
possui tambe´m suas desvantagens, por isso, cuidados devem ser to-
mados com a sua adoc¸a˜o. Um exemplo de aspecto a ser observado e´
referente a seguranc¸a, tendo em vista que todos os dispositivos estara˜o
conectados na redes e carregaram consigo informac¸o˜es relevantes dos
usua´rios.
Segundo Weiser (1991), para explorar os conceitos de computac¸a˜o
ub´ıqua e alcanc¸ar seus objetivos, novas aplicac¸o˜es surgiriam. Treˆs te-
mas logo foram relacionados para o desenvolvimento de tais aplicac¸o˜es
(JUNIOR, 2007; ABOWD; MYNATT, 2000): captura e acesso de experien-
cias, interfaces naturais e a computac¸a˜o ciente ao contexto a qual sera´
abordada na sec¸a˜o seguinte.
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3.2 COMPUTAC¸A˜O SENSI´VEL AO CONTEXTO
Na literatura o termo sensibilidade ao contexto, do ingleˆs context-
aware, apareceu pela primeira vez em (SCHILIT; ADAMS; WANT, 1994).
Segundo Dey (1998), contexto e´ definido como o estado emocional do
usua´rio, o foco de atenc¸a˜o, a localizac¸a˜o, a orientac¸a˜o, a data e o tempo,
os objetos e as pessoas no ambiente do usua´rio. Conceitualmente fa-
lando, o referido autor coloca ainda que se entende por contexto qual-
quer informac¸a˜o que pode ser usada para caracterizar a situac¸a˜o de uma
entidade, entendendo-se por entidade uma pessoa, um lugar ou um ob-
jeto que e´ considerado relevante para a interac¸a˜o entre um usua´rio e
uma aplicac¸a˜o, incluindo os pro´prios, usua´rio e aplicac¸a˜o.
A sensibilidade ao contexto em si consiste da capacidade de um
sistema computacional em estar ciente do contexto, seja do usua´rio, do
ambiente ou de algum dispositivo. Em consequeˆncia o sistema deve
reagir de forma proativa aos eventos que possam alterar o contexto
corrente. Esse reconhecimento e reac¸a˜o do sistema na˜o e´ uma tarefa
ta˜o simples, pois este precisa ser tratado em um n´ıvel de detalhamento
que permita seu processamento interno no sistema computacional de-
senvolvido.
A computac¸a˜o sens´ıvel ao contexto esta´ ligada com a habilidade
dos sistemas computacionais obterem vantagem das informac¸o˜es ou das
condic¸o˜es coletadas de um ambiente dinaˆmico para acrescentar mais va-
lor aos servic¸os ou ate´ mesmo poder executar tarefas mais complexas
(LOPES, 2006). Em resumo, computac¸a˜o sens´ıvel ao contexto se benefi-
cia das informac¸o˜es contextuais para que uma melhor interac¸a˜o com os
usua´rios do ambiente seja alcanc¸ada (BARBOSA et al., 2007). Para que
os dados do ambiente e dos usua´rios sejam capturados, sa˜o necessa´rios
sensores. Em seguida, apo´s a captura, tais dados devem receber uma
analise e enta˜o o contexto deve ser identificado (EDUARDO; TAVARES,
2008).
A computac¸a˜o sens´ıvel ao contexto tem recebido maior atenc¸a˜o
nos u´ltimos anos, devido ao desenvolvimento da computac¸a˜o mo´vel e,
consequentemente, a` maior possibilidade de se fazer a verificac¸a˜o do
contexto. Pore´m, para as aplicac¸o˜es, a sensibilidade ao contexto e´ algo
muito desafiador, no que diz respeito a` obtenc¸a˜o, modelagem, armaze-
namento, distribuic¸a˜o e monitoramento do contexto (LOPES, 2006).
Embora possa ser utilizada por qualquer aplicac¸a˜o, no que diz
respeito a computac¸a˜o, a sensibilidade ao contexto e´ bastante impor-
tante para a a´rea da computac¸a˜o ub´ıqua, onde suas aplicac¸o˜es e sis-
temas precisam se tornar invis´ıveis, mas ao mesmo tempo, serem mi-
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nimamente intrusivos, de modo que o conceito de onipresenc¸a seja al-
canc¸ado. Portanto, o aspecto dinaˆmico dos ambientes das aplicac¸o˜es
ub´ıquas, faz da computac¸a˜o sens´ıvel ao contexto uma importante aliada
para um melhor funcionamento dos sistemas (LOUREIRO et al., 2009).
Para realizac¸a˜o deste trabalho pretende-se utilizar como con-
ceito de contexto, a atividade dos usua´rios e o estado do ambiente. A
aquisic¸a˜o desse dados sera˜o realizadas atrave´s de sensores, e apo´s o pro-
cessamento dessas informac¸o˜es coletadas pelos sensores, os atuadores
sera˜o acionados, a fim de realizar a atualizac¸a˜o e adaptac¸a˜o do estado
do ambiente.
Nas pro´ximas sec¸o˜es sera˜o realizadas descric¸o˜es sobre sensores e
atuadores afim de facilitar o entendimento referente ao funcionamento
de tais dispositivos.
3.3 SENSORES
Em um projeto de Smart Home, onde e´ preciso que a computac¸a˜o
seja sens´ıvel ao contexto, o uso de sensores e´ imprescind´ıvel. Eles po-
dem ser usados para capturar e transmitir informac¸a˜o do interior ou
do exterior da casa (PUNTEL, 2013). Dessa forma, apo´s o processa-
mento dessas informac¸o˜es, o sistema podera´ adaptar-se a`s mudanc¸as
necessa´rias.
Conforme e´ mostrado por Tejani, Al-Kuwari e Potdar (2011),
os usua´rios normalmente esquecem de desligar dispositivos e apare-
lhos ele´tricos, devido a` alguma distrac¸a˜o, gerando assim um maior des-
perd´ıcio de energia ele´trica. Uma Smart Home deve ser capaz de geren-
ciar esse tipo de atividade e para isso e´ necessa´rio saber a localizac¸a˜o
exata dos seus habitantes. A Figura 3 mostra um modelo de sensor de
visa˜o, utilizado para identificac¸a˜o de usua´rios. Com o uso deste sensor
seria poss´ıvel, por exemplo, saber a localizac¸a˜o do usua´rio, e se esta´ ou
na˜o utilizando algum aparelho.
Um aspecto importante e´ ter informac¸o˜es sobre o sensor que sera´
utilizado na aplicac¸a˜o (PUNTEL, 2013). Tais informac¸o˜es sa˜o referentes
as suas caracter´ısticas, seus requisitos e sua capacidade de funciona-
mento. Como exemplo, em uma aplicac¸a˜o de tempo real, o tempo de
resposta do sensor e´ uma informac¸a˜o essencial para o correto fucniona-
mento do sistema.
Os dados capturados pelos sensores podem ser pre´-processados
pelos pro´prios sensores, ou pelo sistema central. No caso do sistema,
a aquisic¸a˜o desses dados pode ocorrer de duas formas, pela te´cnica de
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Figura 3 – Sensor de visa˜o BVS-E
polling ou por interme´dio das interrupc¸o˜es (BRA¨UNL, 2008).
Segundo Indulska e Sutton (2003), para sistemas sens´ıveis ao
contexto, os sensores podem ser classificado em treˆs grupos:
• Sensores f´ısicos: Comumente chamados de sensores de hardware,
como sensor de temperatura, umidade, luminosidade (Figura 4).
• Sensores virtuais: A origem das informac¸o˜es desses sensores e´
vinda de um software. Exemplos sa˜o os calenda´rios eletroˆnicos,
sistemas de reservas para viagens e e-mails.
• Sensores lo´gicos: Esses sensores necessitam de um conjunto de
fontes de informac¸a˜o, para isso, eles combinam sensores f´ısicos e
virtuais. Por exemplo, um sensor lo´gico pode ser constru´ıdo para
detectar a posic¸a˜o atual de um funciona´rio atrave´s da analise dos





Figura 4 – Sensores de temperatura, umidade e luminosidade
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3.4 ATUADORES
Apo´s a leitura dos dados, e´ realizado o processamento pelo sis-
tema. Com o resultado do processamento, deciso˜es sa˜o tomadas e os
atuadores acionados. Portanto, atuadores sa˜o os responsa´veis por in-
terferir no ambiente, mudando o seu estado. Atuadores podem ser acio-
nados com comandos ele´tricos, manuais ou mecaˆnicos (PUNTEL, 2013),
assim como podem atuar de forma magne´tica, pneuma´tica, ele´trica, ou
mista (SILVA, 2013).
As Smart Homes podem possuir inu´meros atuadores. Para o
sistema, uma simples laˆmpada pode ser considerada um atuador, tendo
em vista que ela modifica o estado ambiente, alterando a luminosidade.
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4 REDES NEURAIS ARTIFICIAIS
As redes neurais artificiais, normalmente chamadas de redes neu-
rais, foram concebidas na necessidade de simular uma das caracter´ısti-
cas mais importantes dos seres humanos, a capacidade cognitiva. Elas
representam uma tecnologia com base em muitas disciplinas, tais como
a neurocieˆncia, cieˆncia da computac¸a˜o, estat´ıstica, engenharia, ma-
tema´tica e f´ısica (HAYKIN, 2001). A inspirac¸a˜o para seu desenvolvi-
mento surgiu na funcionalidade dos neuroˆnios biolo´gicos, para aplicac¸a˜o
no reconhecimento de padro˜es, na otimizac¸a˜o e na previsa˜o de sistemas
complexos (BRUMATTI, 2005).
Dentre muitas das func¸o˜es do ce´rebro, as caracter´ısticas que mais
chamam atenc¸a˜o para simulac¸a˜o em redes neurais sa˜o: Robustez e to-
leraˆncia a falhas; Capacidade de aprendizagem; Processamento de in-
formac¸a˜o incerta; e Paralelismo (RAUBER, 2005).
Figura 5 – Neuroˆnio biolo´gico
Fonte: Adaptado de Rauber (2005)
O primeiro modelo de neuroˆnio artificial foi apresentado por Mc-
Culloch e Pitts (1943), conforme e´ mostrado na figura 6. A partir de
enta˜o, novos estudos surgiram. Em 1958, Frank Rosenblatt apresentou
o modelo perceptron, o qual mostra que se as RNAs fossem acrescidas
de ligac¸o˜es ajusta´veis, poderiam ser treinadas para classificar certos
tipos de padro˜es, propondo ainda um algoritmo para treinar a rede
e executar determinados tipos de func¸o˜es (ROSENBLATT, 1958). O
perceptron era capaz de classificar entre classes que sa˜o linearmente
separa´veis e isso mostrou-se muito promissor, pore´m as limitac¸o˜es do
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mesmo (problema do ”OU exclusivo”) geraram na e´poca muitas cr´ıticas.
Tais cr´ıticas produziram um impacto ta˜o grande que a comunidade ci-
ent´ıfica abandonou a a´rea das redes neurais artificiais por um longo
per´ıodo (RAUBER, 2005).
A partir de meados da de´cada de 80 houve nova explosa˜o de
interesse pelas redes neurais artificiais na comunidade internacional,
quando Williams e Hinton (1986) publicaram a descric¸a˜o de um algo-
ritmo de treinamento de retropropagac¸a˜o para soluc¸a˜o dos problemas
encontrados no perceptron.
Figura 6 – Neuroˆnio Booleano de McCulloch
Fonte: Adaptado de Kova´cs (2002)
4.1 NEUROˆNIO ARTIFICIAL
Uma RNA e´ formada por um conjunto de neuroˆnios, os quais
podem ser dispostos em uma ou mais camadas, e esta˜o conectados por
ligac¸o˜es. Cada ligac¸a˜o pode apresentar diferentes valores de pesos.
Neuroˆnios sa˜o elementos processadores que atuam em paralelo
para desempenhar uma determinada tarefa (VELLASCO, 2007). Os
neuroˆnios artificiais sa˜o bastante semelhantes aos biolo´gicos (Figura
5). Os pesquisadores McCulloch e Pitts (1943), ale´m de proporem um
modelo booleano, tambe´m apresentaram um modelo de neuroˆnio arti-
ficial, conforme pode ser visto na Figura 7. Tal modelo tenta simular
as realidades biolo´gicas que ocorrem dentro de uma ce´lula do sistema
nervoso (RAUBER, 2005).
As entradas do neuroˆnio, as quais sa˜o bina´rias, sa˜o combinadas
por uma soma ponderada (Equac¸a˜o 4.2), ou seja, a cada entrada esta´
associado um peso wj que identifica a relevaˆncia de tal entrada. A
sa´ıda desse somato´rio e´ o net. Caso esse valor ultrapasse um limiar µ,
a sa´ıda bina´ria y recebe o valor 1, se na˜o ultrapassar o limiar a sa´ıda y
recebe 0. Tal limiar e´ definido pela func¸a˜o de ativac¸a˜o, que no modelo
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Figura 7 – Modelo de um neuroˆnio artificial de McCulloch e Pitts
Fonte: (RAUBER, 2005)
apresentado e´ utilizada a func¸a˜o de Heaveside e e´ realizada da seguinte
forma:





Ale´m da func¸a˜o de ativac¸a˜o apresentada por McCulloch e Pitts
(1943), outras func¸o˜es podem ser utilizadas na sa´ıda do net, como por
exemplo, a sigmoidal e a linear (Figura 8). Uma func¸a˜o de ativac¸a˜o e´
utilizada para restringir a amplitude da sa´ıda de um neuroˆnio (HAYKIN,
2001). Tipicamente o intervalo da sa´ıda de um neuroˆnio esta´ entre 0 e
1, as vezes valores entre -1 e 1 tambe´m podem ser utilizados.
Figura 8 – Func¸o˜es de ativac¸a˜o: Linear e Sgmoidal
A descric¸a˜o do neuroˆnio permitiu compreender melhor o que sa˜o
as unidades ba´sicas que compo˜em uma RNA.
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4.2 ARQUITETURA DE REDES NEURAIS
Uma rede neural artificial e´ um sistema de neuroˆnios artificiais,
ligados por conexo˜es sina´pticas. Geralmente, as RNAs sa˜o divididas
em camadas, ou seja, os neuroˆnios esta˜o organizados dessa forma.
Na forma mais simples de uma RNA, apenas uma camada de
entrada e uma de sa´ıda e´ encontrada, conforme e´ ilustrado na Figura 9.
Tal modelo de RNA e´ conhecido como alimentado adiante ou ac´ıclica
(feedforward). Apesar de apresentar duas camadas, essa arquitetura e´
chamada de rede de camada u´nica, pois os neuroˆnios de entrada na˜o
realizam qualquer computac¸a˜o.
Figura 9 – Rede alimentada adiante de camada u´nica
Fonte: Adaptado de HAYKIN (2001)
Conforme e´ colocado por Williams e Hinton (1986), uma RNA
deve ter ao menos duas camadas para apresentar um resultado signifi-
cativo no desempenho de suas func¸o˜es. No entanto, as redes ac´ıclicas
de camada u´nica sa˜o poucos utilizadas, tendo em vista que podem rea-
lizar somente ca´lculos simples, geralmente realizados por me´todos mais
tradicionais.
Uma outra classe de redes alimentadas diretamente sa˜o as RNAs
com mu´ltiplas camadas, conforme pode ser visto na Figura 10. Ao adi-
cionar camadas intermedia´rias em uma rede neural artificial e´ poss´ıvel
aumentar a capacidade de processamento da mesma (De Castro; Von Zu-
ben, 2001). As camadas sa˜o classificadas da seguinte forma:
• Camada de entrada, recebem os dados do meio externo;
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• Camada interna, tambe´m conhecida como camada oculta (hid-
den). Muitas vezes pode haver mais de uma camada interna;
• Camada de sa´ıda, assim como a de entrada se comunica com o
meio externo, disponibilizando informac¸o˜es.
Figura 10 – Rede alimentada adiante com camada oculta
Fonte: Adaptado de HAYKIN (2001)
No caso das redes de propagac¸a˜o para frente, indiferente do
nu´mero de camadas, o fluxo de informac¸a˜o e´ unidirecional. Diferen-
temente da pro´xima arquitetura a ser descrita, as redes recorrentes.
As redes recorrentes sa˜o assim denominadas pois possuem, pelo
menos, um lac¸o da sa´ıda de neuroˆnios realimentando outros neuroˆnios
(De Castro; Von Zuben, 2001), ou seja, as sa´ıdas da rede sa˜o determinadas
pelas entradas atuais e pelas sa´ıdas anteriores. Ao contra´rio das redes
sem realimentac¸a˜o, o comportamento dinaˆmico desempenha o papel
fundamental nesse modelo (RAUBER, 2005). Hopfield (1982) apresenta
um modelo para este tipo de rede.
Nem sempre as redes recorrentes sera˜o estruturadas em cama-
das. Caso sejam, podem apresentar interligac¸o˜es entre neuroˆnios da
mesma camada e entre camadas na˜o consecutivas, de forma que na˜o
existam restric¸o˜es nas ligac¸o˜es entre os neuroˆnios (VELLASCO, 2007).
Uma rede recorrente pode consistir, por exemplo, de uma u´nica ca-
mada de neuroˆnios, onde a sa´ıda de cada neuroˆnio alimenta a entrada
dos demais (HAYKIN, 2001), conforme o grafo apresentado na Figura
11.
A presenc¸a de lac¸os de realimentac¸a˜o, seja na estrutura com
camada oculta ou na estrutura com uma u´nica camada, oferece a este
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Figura 11 – Rede recorrente sem neuroˆnios ocultos
Fonte: Adaptado de HAYKIN (2001)
tipo de rede uma forma de ”memo´ria”(VELLASCO, 2007). Elas possuem
um grande impacto na capacidade de aprendizado da rede bem como
no seu desempenho (HAYKIN, 2001).
4.3 APRENDIZADO E TREINAMENTO
Apo´s realizada a definic¸a˜o da rede, arquitetura e caracter´ısticas,
o pro´ximo passo e´ efetuar o treinamento da mesma. O objetivo desta
etapa e´ fazer com que a aplicac¸a˜o de um determinado conjunto de
entradas produza uma sa´ıda, ou um conjunto desejado de sa´ıdas. Caso
na˜o seja alcanc¸ado este objetivo espera-se que a sa´ıda seja no mı´nimo
coerente. Durante este processo, os pesos da rede sa˜o constantemente
alterados e convergem para determinados valores, assim a rede se torna
mais instru´ıda sobre seu ambiente apo´s cada iterac¸a˜o. Ao final do
treinamento, quando os pesos sina´pticos ja´ estiverem sido definidos,
ao aplicar um vetor de entrada, a rede deve alcanc¸ar seu objetivo,
produzindo as sa´ıdas necessa´rias (VELLASCO, 2007).
O aprendizado em uma rede neural artificial e´ um processo muito
importante e, ainda nos dias de hoje, continua a ser submetido a inten-
sas pesquisas em ambas as abordagens relacionadas as redes biolo´gicas e
neurais (BRUMATTI, 2005). A melhoria do desempenho ocorre no decor-
rer do tempo, de acordo com alguma medida preestabelecida (HAYKIN,
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2001).
Devido a diversidade de arranjos que uma RNA pode ter, o
aprendizado na˜o e´ um processo u´nico. Ha´ diferentes formas de se re-
alizar o aprendizado, cada um adequado a diferentes tipos de redes
(HAYKIN, 2001). Sendo assim, para que o aprendizado seja poss´ıvel,
um conjunto de regras bem definidas para a soluc¸a˜o de um problema
deve ser realizado, tais conjuntos sa˜o denominados algoritmos de apren-
dizagem. Os diferentes algoritmos de aprendizagem existentes, se di-
ferem entre si pela forma com que os pesos sina´pticos sa˜o atualizados
(HAYKIN, 2001).
A maneira pela qual o ambiente influencia a rede em seu aprendi-
zado define o paradigma de aprendizagem (De Castro; Von Zuben, 2001).
O processo de treinamento pode se dar com auxilio de um professor
ou sem esta ajuda. Estes dois casos de ensino sa˜o chamados de trei-
namento supervisionado e na˜o-supervisionado (BARRETO, 2002), e sa˜o
exemplos de paradigmas de treinamento.
Na aprendizagem supervisionada cada exemplo de treino esta´
acompanhado por um valor desejado, ou seja, existe um ”professor”que
proveˆ valores de sa´ıda para cada padra˜o de entrada da rede. Um exem-
plo de aplicac¸a˜o o qual se utiliza este tipo de aprendizado e´ reconheci-
mento de padro˜es ou de objetos. Nessas aplicac¸o˜es e´ necessa´rio conhe-
cer os valores que se pretende reconhecer, e assim ajustar os pesos das
ligac¸o˜es.
O aprendizado na˜o-supervisionado ocorre quando realiza modi-
ficac¸o˜es nos valores das conexo˜es sina´pticas (pesos) e na˜o se usa in-
formac¸o˜es sobre se a resposta da rede foi correta ou na˜o (BARRETO,
2002). Isso significa que a rede tem que achar atributos estat´ısticos
relevantes e desenvolver uma representac¸a˜o pro´pria dos est´ımulos que
entram na rede (RAUBER, 2005). Durante a sessa˜o de treinamento, a
rede recebe em sua entrada excitac¸o˜es muito diferentes ou padro˜es de
entrada e os organiza em categorias. Quando uma entrada e´ aplicada
a` rede, esta fornece uma resposta de sa´ıda indicando a classe a qual a
entrada pertence (AZEVEDO, 1999).
4.4 TRABALHOS RELACIONADOS
O uso eficiente da energia ele´trica e´ uma questa˜o de preocupac¸a˜o
frequente para todos e em todos os setores. No setor residencial, por
exemplo, foram obtidos alguns progressos no que diz respeito a` reduc¸a˜o
do consumo, atrave´s da substituic¸a˜o de dispositivos com alto grau de
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desperd´ıcio por modelos mais econoˆmicos, como as laˆmpadas incan-
descentes por fluorescentes e LED. No entanto, o desperd´ıcio ainda e´
evidente. Segundo a Empresa de Pesquisa Energe´tica (EPE, 2010), no
Brasil, dos 10.399 GWh consumidos pelas resideˆncias, quase 18% e´ des-
perdic¸ado. Este desperd´ıcio, ale´m de provocar aumento da produc¸a˜o
sem necessidade, causa para os usua´rios um impacto financeiro consi-
dera´vel.
Pode-se dizer enta˜o que, ao evitar o desperd´ıcio de energia, poupa-
se dinheiro gera consequeˆncias positivas. Dentre elas a reduc¸a˜o da de-
manda ma´xima que, por sua vez, permitiria aos operadores de linhas
de energia reduzir a provisa˜o de capacidade ma´xima.
Nas sec¸o˜es a seguir sera˜o descritos alguns trabalhos relacionados
ao tema, cujo o objetivo e´ busca por obter uma maior eficieˆncia no
uso de energia ele´trica. Seja pelo monitoramento e conscientizac¸a˜o dos
usua´rios ou pelo controle direto baseado no contexto.
4.4.1 Monitoramento de consumo
No sentido de auxiliar os usua´rios na conscientizac¸a˜o referente
ao uso de energia ele´trica, fazer o uso de tecnologias inteligentes pode
ajuda´-los na utilizac¸a˜o eficiente da mesma.
O trabalho realizado por Choi et al. (2009), apresenta alguns da-
dos da Korea Electric Power Corporation (KEPCO), os quais apontam
preju´ızos da ordem de U$ 1,3 bilha˜o no ano de 2008, devido a falta
de recursos fo´sseis para gerac¸a˜o de energia e consequentemente, devido
ao aumento no prec¸o dos combust´ıveis. E´ levado tambe´m em consi-
derac¸a˜o o desperd´ıcio de energia ele´trica. Para soluc¸a˜o do problema
exposto e´ inserido o conceito de smart metering aliado a` instalac¸a˜o de
interfaces de fa´cil visualizac¸a˜o dos dados de consumo, tornando-se gran-
des aliados na conscientizac¸a˜o dos usua´rios a um padra˜o de consumo
mais eficiente e econoˆmico. O sistema foi desenvolvido baseando-se
no padra˜o Energy Management System (EMS). Neste padra˜o, a busca
pela eficieˆncia energe´tica e´ alcanc¸ada atrave´s do autogerenciamento,
ou seja, atrave´s da disponibilizac¸a˜o de informac¸o˜es detalhadas sobre o
consumo atual ou do passado e com previso˜es futuras sem necessitar
propriamente de mudanc¸as na tarifa. Os resultados obtidos apontaram
reduc¸a˜o do consumo em 60 das 77 resideˆncias testadas, com reduc¸a˜o
me´dia de 15,9% no consumo de energia ele´trica.
Um outro exemplo, que utiliza desta alternativa pode ser vista no
trabalho de Rist et al. (2011). Onde e´ apresentado uma arquitetura de
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software em camadas que facilita a integrac¸a˜o de sistemas para medic¸a˜o
de energia, domo´tica e tecnologias de interface de usua´rio. A intensa˜o
do trabalho tambe´m e´ auxiliar os habitantes da resideˆncia entenderem
melhor seus padro˜es de consumo e assim gerenciar de forma eficiente
a utilizac¸a˜o de seus equipamentos ele´tricos. No entanto, o framework
proposto na˜o foi aplicado em nenhuma situac¸a˜o de testes.
Segundo Schweizer et al. (2015) padro˜es de uso e as prefereˆncias
dos habitantes podem ser aprendidos de forma eficiente permitindo
assim que as smart homes consigam economias de energia de forma
autoˆnoma. Neste trabalho e´ proposto um algoritmo de minerac¸a˜o e
extrac¸a˜o de padro˜es adequado para dados reais de eventos de uma
resideˆncia. O desempenho do algoritmo proposto e´ comparado com
os algoritmos existentes quanto a` integridade dos resultados, tempos
de execuc¸a˜o e consumo de memo´ria. Ale´m disso, o trabalho realizado
compara as deficieˆncias das diferentes soluc¸o˜es. Ha´ tambe´m a proposta
de um sistema de recomendac¸a˜o baseado no algoritmo desenvolvido.
Tal sistema foi implantado em um conjunto de resideˆncias de teste, onde
os participantes do teste avaliaram o impacto das recomendac¸o˜es sobre
seu conforto. Atrave´s deste retorno dos usua´rios foi poss´ıvel realizar o
ajuste dos paraˆmetros do sistema e tornando-os mais precisos para uma
pro´xima etapa de testes. Os testes foram aplicados em 33 resideˆncias,
com aproximadamente 3521 dispositivos. Foram gerados nos testes
mais de 4 milho˜es de eventos. Ao fim dos testes, o sistema produziu
por volta de 160 recomendac¸o˜es na primeira etapa e 120 durante a
segunda fase. Por fim, a proporc¸a˜o de recomendac¸o˜es consideradas
u´teis foram por volta de 10
4.4.2 Controle de consumo
Com relac¸a˜o ao controle eficiente de equipamentos ele´tricos o tra-
balho apresentado por (BENEDETTI et al., 2016), apresenta uma aborda-
gem nova para o controle do consumo de energia. Os autores propoem
uma metodologia baseada em Redes Neurais Artificiais (RNAs), vi-
sando a criac¸a˜o de um sistema automa´tico de controle de consumo de
energia. O sistema proposto, inicialmente faz uma leitura do consumo
me´dio do ambiente. Essa captura dos dados alimenta as redes neurais
para seus devidos treinamentos. Assim, com base nesse histo´rico de
consumo o sistema controla de maneira satisfato´ria o uso da energia
ele´trica. A validac¸a˜o do sistema proposto foi realizada em um edif´ıcio
comercial, o qual possu´ıa uma a´rea total de 4968 m2 e 8 andares. O
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nu´mero ma´ximo de ocupantes e´ de 390. O edif´ıcio ficou aberto das 8h a`s
17h durante cinco dias por semana (de segunda a sexta-feira) e das 8h
a`s 13h de sa´bado. Dentre as varia´veis analisadas pode-se destacar algu-
mas que va˜o de encontro ao presente trabalho, tais como temperatura
ambiente e da a´gua para controle da climatizac¸a˜o e do aquecimento dos
reservato´rio de a´gua do edif´ıcio analisado.
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5 SISTEMAS DESENVOLVIDOS
Neste cap´ıtulo sera˜o apresentadas as descric¸o˜es de dois sistemas:
i) sistema de controle, o qual e´ aplicado para gerenciar a temperatura
de sa´ıda de um chuveiro ele´trico e o ii) sistema de monitoramento do
consumo energe´tico, tambe´m aplicado para uso eficiente de um chuveiro
ele´trico.
O primeiro realizara´ o controle automa´tico de temperatura da
a´gua do chuveiro, com base na temperatura externa e da a´gua. A
intervenc¸a˜o humana sera´ mı´nima. Tendo em vista que ao usua´rio, cabe
apenas configurar previamente o sistema, definindo qual a temperatura
ideal da a´gua para usar o chuveiro.
O segundo sistema devera´ monitorar as mudanc¸as de contexto,
ou seja, fara´ leitura dos dados, em tempo real, referentes ao estado
do ambiente (temperatura) e ao consumo de energia ele´trica. A partir
disso tomara´ deciso˜es, que va˜o desde a emissa˜o de sinais, a` apresentac¸a˜o
de avisos aos usua´rios.
A prioridade do segundo sistema e´ poder identificar o consumo
em excesso de energia dos dispositivos da Smart Home e assim, sugerir
sobre um melhor uso, influenciando diretamente no ha´bito dos usua´rios.
Enquanto que a prioridade do primeiro sistema e´ diminuir o tempo para
ajuste da temperatura do chuveiro, reduzindo assim o desperd´ıcio de
energia ele´trica.
Tanto o sistema de controle como o de monitoramento fazem
uso de RNAs para tomada de deciso˜es. A descric¸a˜o das arquiteturas
escolhidas, bem como suas configurac¸o˜es sa˜o descritas na sec¸a˜o a seguir.
5.1 MODELAGEM E ARQUITETURA DAS RNAS
Neste cap´ıtulo sera˜o mostrados os tipos de dados utilizados para
configurac¸a˜o das RNAs e sera˜o descritos a arquitetura escolhida e o
processo de escolha.
5.1.1 Modelagem
O primeiro passo para desenvolvimento de qualquer sistema de
processamento e´ a definic¸a˜o do escopo e dos dados a serem processados.
O sistema aqui apresentado e´ composto por duas RNAs responsa´veis
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pelo processamento dos dados. Uma possui a abrangeˆncia mais geral,
monitorando em tempo real o consumo energe´tico de um equipamento
espec´ıfico. O sistema de monitoramento notifica o usua´rio em casos
onde o consumo esteja acima do ideal, estipulado na configurac¸a˜o do
sistema. A segunda rede e´ mais espec´ıfica, e e´ responsa´vel pelo controle
eficiente no consumo de energia ele´trica. Para ambos os sistemas, a
validac¸a˜o foi realizada com o chuveiro, o aparelho que mais consome
energia ele´trica dentro de uma resideˆncia (ANEEL, 2008).
A RNA de monitoramento e´ composta por duas entradas, tem-
peratura ambiente e poteˆncia consumida, e uma sa´ıda, formada por
treˆs grupos, consumo alto (sa´ıda igual a 1), na me´dia (sa´ıda igual a 0)
e baixo (sa´ıda igual a -1). A tabela de consumo foi desenvolvida com
base em um chuveiro de 6000 Watts de poteˆncia, com uma variac¸a˜o de
500 Watts ate´ atingir o consumo mı´nimo (zero). A outra entrada foi
formulada tendo como base o histo´rico de temperatura da regia˜o, de
0oC a 40oC, com uma escala de 5oC de variac¸a˜o.
A rede que efetua o controle do chuveiro tambe´m e´ composta por
duas entradas, uma e´ a temperatura ambiente e a outra a temperatura
da a´gua, e uma sa´ıda, a qual fornece a informac¸a˜o para aumentar (valor
igual a 1), manter (valor igual a 0) ou diminuir (valor igual a -1) a
poteˆncia que esta´ atualmente configurada no chuveiro. Tendo em vista
que o objetivo e´ estabelecer uma temperatura ideal para a a´gua do
chuveiro, evitando assim o desperd´ıcio de a´gua e de energia ele´trica,
para os dados da temperatura da a´gua utilizou-se uma escala de 1oC
variando de 10oC a 70oC.
Apo´s conclu´ıda a modelagem dos dados, foi necessa´rio a rea-
lizac¸a˜o de um pre´-processamento dos mesmos, composta pela norma-
lizac¸a˜o. A finalidade desse pre´-processamento e´ colocar os dados em
uma mesma faixa de valores, evitando assim que uma dimensa˜o se so-
breponha em relac¸a˜o a`s outras e que o aprendizado das RNAs fiquem
estagnados. O me´todo de normalizac¸a˜o utilizado foi o Max-Min equa-
lizado (Equac¸a˜o 5.1), o qual utiliza os valores ma´ximo e mı´nimo para
normalizar linearmente os dados entre [0, 1].
novoValor = valor−min(valores)max(valores)−min(valores) (5.1)
Com os dados devidamente normalizados a pro´xima etapa foi
iniciar a configurac¸a˜o das RNAs. Na sec¸a˜o a seguir, sera˜o apresentados
as me´tricas utilizadas para definic¸a˜o da arquitetura das RNAs.
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5.1.2 Arquitetura das RNAs
O modelo mais utilizado em aplicac¸o˜es com redes neurais, e´ o
Multi Layer Perceptron (MLP) (HAYKIN, 2001), devido a sua simpli-
cidade, versatilidade e eficieˆncia, e por isso foi escolhido como modelo
deste trabalho. Quanto a definic¸a˜o dos paraˆmetros das redes MLP (ar-
quitetura e topologia), sa˜o realizados, geralmente, atrave´s de repetidas
tentativas com diferentes configurac¸o˜es ate´ serem obtidos resultados
satisfato´rios, ou seja, me´todo da tentativa e erro. Ale´m de consumir
bastante tempo, este processo pode obter redes com conexo˜es e no´s
desnecessa´rios. Pore´m, a definic¸a˜o da arquitetura de RNAs e´ uma
etapa muito importante, uma vez que a escolha da topologia tem um
impacto significativo na capacidade de processamento da rede a ser
utilizada (JUNG; REGGIA, 2006). Por isso, a escolha desses paraˆmetros
deve ser realizado de maneira bastante criteriosa. Abaixo sa˜o elencados
os principais paraˆmetros para definic¸a˜o da arquitetura de uma RNA:
• Nu´mero de camadas escondidas
• Nu´mero de neuroˆnios nas camadas escondidas
• Func¸a˜o de transfereˆncia (ativac¸a˜o) para cada camada
• Func¸a˜o de aprendizado
Quanto ao nu´mero de camadas, sabe-se que a rede deve possuir
pelo menos duas camadas, uma responsa´vel pela entrada e a outra pela
sa´ıda. O nu´mero de neuroˆnios dessas duas camadas e´ especificado pela
modelagem. Portanto, a tarefa principal e de maior dificuldade e´ en-
contrar o nu´mero de camadas ocultas e de neuroˆnios para cada uma
dessas camadas. Atualmente, na˜o e´ poss´ıvel determinar teoricamente o
nu´mero de camadas ou neuroˆnios escondidos que sa˜o necessa´rios para
cada problema. A dificuldade de definic¸a˜o da arquitetura da rede, e´ um
grande causador de problemas. Pois, dependendo do modelo a ser confi-
gurado, uma RNA com poucas conexo˜es pode na˜o ser capaz de resolver
a tarefa, devido a` quantidade insuficiente de paraˆmetros ajusta´veis,
causando o underfitting. No entanto, o oposto tambe´m causa proble-
mas, se a rede possuir muitas conexo˜es, acima do necessa´rio, pode haver
um ajuste excessivo aos dados de treinamento, ocasionando o overfit-
ting, dessa forma, a rede estaria com a capacidade de generalizac¸a˜o
prejudicada. Por isso, o desenvolvimento de te´cnicas automa´ticas para
definic¸a˜o de topologias para uma rede MLP torna-se essencial.
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Conforme Yao (1999) mostra, a escolha da arquitetura o´tima
para um dado problema pode ser resolvida com a utilizac¸a˜o de te´cnicas
para otimizac¸a˜o. Considerando alguma func¸a˜o de custo, no caso, le-
vando em considerac¸a˜o, por exemplo, o tamanho da arquitetura (nu´m-
ero de camadas e neuroˆnios) e o erro nos dados de treinamento. O
custo de todas as topologias forma uma superf´ıcie discreta no espac¸o,
de modo que a escolha da arquitetura o´tima passa a ser equivalente a`
busca do ponto de mı´nimo global desta superf´ıcie.
Otimizac¸a˜o e´ a busca da melhor soluc¸a˜o para um dado problema.
Consiste em tentar va´rias soluc¸o˜es e utilizar a informac¸a˜o obtida neste
processo de forma a encontrar soluc¸o˜es cada vez melhores. Em termos
matema´ticos, a otimizac¸a˜o consiste em achar a soluc¸a˜o que corresponda
ao ponto de ma´ximo ou mı´nimo da func¸a˜o objetivo.
Dentre os me´todos dispon´ıveis utilizados para otimizac¸a˜o, um
me´todo que vem ganhando bastante atenc¸a˜o sa˜o os algoritmos gene´ticos
(AG). Os AGs, sa˜o me´todos de otimizac¸a˜o e busca inspirados nos meca-
nismos de evoluc¸a˜o de populac¸o˜es dos seres vivos, seguindo o princ´ıpio
da selec¸a˜o natural e sobreviveˆncia do mais apto (HOLLAND, 1975). Em
RNAs, os AGs teˆm sido aplicados em diversas abordagens, que vai
desde o treinamento e ajuste dos pesos em uma determinada topologia
e ate´ em buscas de arquiteturas o´timas (YAO, 1999).
No entanto, para a devida implementac¸a˜o de um algoritmo gene´-
tico, alguns aspectos devem ser considerados, o primeiro e´ a repre-
sentac¸a˜o dos paraˆmetros do problema, ou seja, a codificac¸a˜o das poss´ı-
veis soluc¸o˜es do problema em estruturas que podem ser manipuladas
pelos algoritmos gene´ticos (YAO, 1999). Onde, uma soluc¸a˜o poss´ıvel
do problema, antes da codificac¸a˜o, recebe o nome de feno´tipo, e cada
feno´tipo e´ codificado em uma estrutura, que recebe o nome de indiv´ıduo
(geno´tipo) (HOLLAND, 1975).
Neste trabalho, foi utilizado um AG para escolha da melhor ar-
quitetura de RNA. A func¸a˜o objetivo e´ composta pelo valor mı´nimo de
treˆs paraˆmetros, o erro nos dados de treinamento, o nu´mero de camadas
intermedia´rias e o nu´mero de neuroˆnios em cada uma dessas camadas,
onde a prioridade ou ordem de escolha segue conforme foi colocado.
Na Tabela 2 e´ apresentado os valores utilizados por cada um dos
paraˆmetros na elaborac¸a˜o dos indiv´ıduos.
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Tabela 2 – Valores utilizados para configurac¸a˜o das redes
A cada indiv´ıduo gerado, uma nova combinac¸a˜o dos paraˆmetros
foi realizada. A populac¸a˜o foi iniciada com 400 indiv´ıduos e seguindo
o algoritmo (Figura 14) foram calculadas as aptido˜es dos indiv´ıduos,
dentre os mais aptos, foram selecionados um conjunto de indiv´ıduos,
realizados os cruzamentos e mutac¸o˜es. A taxa de selec¸a˜o utilizada foi
de 60% da populac¸a˜o. Os selecionados eram combinados atrave´s do
operador de cruzamento ate´ atingir valor original da populac¸a˜o (400
indiv´ıduos), e em seguida 2,5% sofriam mutac¸a˜o.
O algoritmo foi aplicado por 4 gerac¸o˜es de indiv´ıduos. E como
poˆde ser observado, um percentual dos melhores, desde a primeira
gerac¸a˜o, foi sempre mantido.
Tabela 3 – Arquiteturas selecionadas - paraˆmetros
Paraˆmetro Monitoramento Atuac¸a˜o
Camadas ocultas 1 2
Neuroˆnios 15 5 e 25
Func¸o˜es de ativac¸a˜o logsig e purelin logsig, logsig e purelin
Func¸a˜o de treinamento trainlm trainlm
Apo´s a aplicac¸a˜o do AG, foram obtidas as arquiteturas para
as duas RNA’s. A Tabela 3 mostra a configurac¸a˜o das arquiteturas
selecionadas pelo algoritmo gene´tico.
58
Figura 12 – Arquitetura da RNA de monitoramento
Apo´s a definic¸a˜o das arquiteturas, o pro´ximo passo foi realizar
os testes com valores aleato´rios dentro do intervalo estabelecido pelas
entradas, a fim de validar a rede escolhida e medir o grau de genera-
lizac¸a˜o das redes. As Figuras 13 e 12 mostram a topologia das redes
escolhidas.
Figura 13 – Arquitetura da RNA de atuac¸a˜o
Conforme os resultados apresentados na Tabela 4 e na Tabela 5,
os testes mostraram que as redes escolhidas pelo algoritmo gene´tico sa˜o
bastantes eficientes. Tanto na generalizac¸a˜o dos dados, como no valor
do erro.
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Tabela 4 – Testes realizados com a RNA do sistema de controle
(a) Resultados dos testes com dados treinados
(b) Resultados dos testes com dados na˜o treinados
Tabela 5 – Testes realizados com a RNA do sistema de monitoramento
(a) Resultados dos testes com dados treinados
(b) Resultados dos testes com dados na˜o treinados
Tanto o AG quanto as RNAs foram desenvolvidas, testadas e
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validadas atrave´s do software MATLAB (MAtrix LABoratory), tendo
em vista as diversas ferramentas dispon´ıveis, que auxiliam no desen-
volvimento de algoritmos que possuem certo grau de complexidade.
Entretanto, apesar das facilidades encontradas com o software, na˜o foi
poss´ıvel extrair as informac¸o˜es das RNAs para implementac¸a˜o no sis-
tema embarcado. Para soluc¸a˜o desse problema, foi desenvolvido, na
linguagem de programac¸a˜o C, as duas RNAs definidas pelo AG, po-
dendo assim, ser poss´ıvel o embarcamento dos co´digos para inicio dos
experimentos.
Figura 14 – Algoritmo Gene´tico utilizado - Fluxograma
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5.2 SISTEMA DE MONITORAMENTO
Conforme foi informado anteriormente, o sistema de monitora-
mento tem seu objetivo baseado na conscientizac¸a˜o dos habitantes. O
sistema verifica o consumo em tempo real, e notifica o usua´rio caso o
mesmo esteja ultrapassando os limites de consumo. O sistema tambe´m
faz recomendac¸o˜es aos usua´rio quanto ao melhor uso do equipamento.
O sistema de monitoramento e´ composto, basicamente, por treˆs
partes principais. A primeira e´ responsa´vel pela aquisic¸a˜o dos dados,
a segunda pelo processamento dos dados adquiridos e a terceira pela
interface com o usua´rio. Cada parte teve seu desenvolvimento dividido
em treˆs etapas, em uma e´ desenvolvido o software, na outra o hardware
e na ultima etapa e´ realizada a integrac¸a˜o.
Nas sec¸o˜es a seguir sa˜o descritas as partes do sistema, bem como,
sua estrutura.
5.2.1 Aquisic¸a˜o de dados
O processo de aquisic¸a˜o de dados e´ realizado, principalmente,
atrave´s de sensores. Para o sistema de monitoramento em questa˜o,
os dados necessa´rios a serem capturados podem ir desde valores de
aquisic¸a˜o mais simples, como a luminosidade, ate´ valores de aquisic¸a˜o
mais complexas, como e´ o caso da corrente. Para este trabalho, os dados
adquiridos sa˜o compostos pelo valor da corrente e tensa˜o, consumidas
pelos aparelhos de uma resideˆncia, e pelo valor da temperatura ambi-
ente. A finalidade da utilizac¸a˜o desses sensores e´ de medir o consumo
de energia ele´trica de um chuveiro ele´trico.
Para obtenc¸a˜o dos valores de corrente foi utilizado o sensor
ACS712 de 30 amperes, desenvolvido pela Allegro MicroSystems LLC
(1979). Este sensor faz uso do efeito hall para detectar o campo
magne´tico gerado durante a passagem de corrente. O dispositivo for-
nece na sa´ıda do mo´dulo (pino OUT), uma tensa˜o proporcional de
66mV/A. A escolha deste sensor e´ devido ao isolamento de 2.1 kVRMS.
A Figura 15 apresenta o mo´dulo ACS712 utilizado no presente trabalho.
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Figura 15 – Modulo ACS712 de 30 amperes
O outro sensor escolhido foi o termistor NTC (Negative Tempe-
rature Coeficient), que pode ser visto na Figura 16. Termistores sa˜o
dispositivos ele´tricos que teˆm a sua resisteˆncia ele´trica alterada termi-
camente, isto e´, apresentam um valor de resisteˆncia ele´trica para cada
temperatura absoluta. Por ser poss´ıvel a utilizac¸a˜o deste sensor em um
meio com certo grau de umidade, e o mesmo apresentar um tempo de
resposta consideravelmente ra´pido, fez-se necessa´rio a sua escolha.
Figura 16 – Termistor NTC
Apo´s a definic¸a˜o dos sensores, o pro´ximo passo foi desenvolver o
software para realizar a leitura dos valores por eles disponibilizados.
O software foi desenvolvido na linguagem de programac¸a˜o C, a
qual oferece maior flexibilidade e possui compiladores dispon´ıveis para
os diversos microcontroladores e microprocessadores (RISC e CISC)
existentes no mercado.
O software desenvolvido faz a leitura dos sensores a cada 1 ms
(milissegundo), e os disponibiliza para o elemento responsa´vel pelo pro-
cessamento, que sera´ abordado na sec¸a˜o seguinte.
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5.2.2 Processamento dos dados
Para processamento foi escolhido o microcontrolador ATMEGA1280
desenvolvido pela Atmel Corporation (1984a), em conjunto com a bo-
ard arduino, a qual e´ composta pelo microcontrolador Atmel, mais os
circuitos de entrada/sa´ıda. Essa board pode ser facilmente conectada a`
um computador e programada via IDE (Integrated Development Envi-
ronment, ou Ambiente de Desenvolvimento Integrado). O motivo pela
escolha desta placa e´ devido a facilidade de se utiliza-la, assim e´ poss´ıvel
ciar proto´tipos em um tempo consideravelmente menor, se comparado
com o desenvolvimento direto com o microcontrolador. Ale´m disso,
este microcontrolador possui uma quantidade de pinos bastante inte-
ressante, se comparados com outros do mesmo n´ıvel. A Figura 17
ilustra a placa escolhida.
Figura 17 – Arduino Board ATMega1280
Este elemento e´ responsa´vel pelo processamento dos dados rece-
bidos pelo modulo de aquisic¸a˜o, atrave´s das RNAs, e pelo envio para o
mo´dulo de interface com o usua´rio, o qual sera´ apresentado a seguir.
5.2.3 Interface
O mo´dulo de interface e´ formado por um display de LCD de
16x2 (16 colunas e 2 linhas) e por LEDs (Light Emitting Diode ou
diodo emissor de luz).
Os LEDs (Figura 18) sa˜o responsa´veis por notificar ao usua´rio
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qual o estado atual do consumo energe´tico. Para isso, treˆs cores foram
utilizadas. Verde, para informar que o consumo esta´ com a ma´xima
eficieˆncia. Amarelo, que representa o ma´ximo consumo aceita´vel, le-
vando em considerac¸a˜o o conforto do usua´rio. E por fim o LED ver-
melho, que apresenta ao usua´rio uma representac¸a˜o de desperd´ıcio, ou
uso ineficiente do aparelho.
Figura 18 – Diodo emissor de luz
O display apresenta para os usua´rios informac¸o˜es referente ao
consumo e ao valor gasto com a utilizac¸a˜o do equipamento. Ale´m
disso, e´ atrave´s do display que o sistema faz as recomendac¸o˜es, sobre
um melhor uso dos aparelhos. O display utilizado pode ser visto na
Figura 19.
Figura 19 – Display de LCD 16x2
O sistema conta tambe´m com um mo´dulo para gravac¸a˜o dos
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dados coletados e o armazenamento e´ feito em um carta˜o de memo´ria.
A finalidade desse mo´dulo e´ disponibilizar para o usua´rio uma forma
de acompanhar o seu consumo, assim o mesmo pode gerenciar melhor o
uso do equipamento. As informac¸o˜es gravadas sa˜o referentes aos dados
de contexto (consumo e temperatura), ale´m de gravar as informac¸o˜es
do custo moneta´rio.
5.2.4 Funcionamento
Apo´s a validac¸a˜o de todas as partes do sistema, foi realizada a
integrac¸a˜o e a montagem dos mo´dulos. A montagem foi realizada em
uma caixa de polipropileno para isolamento do circuito, conforme pode
ser visto na Figura 20.
O sistema tem seu funcionamento da seguinte forma, apo´s co-
nectar o fios do sensor de corrente ao equipamento a ser monitorado,
que nesse caso e´ o chuveiro, e´ realizada a aquisic¸a˜o dos dados, corrente,
tensa˜o e temperatura ambiente. Em seguida, o processamento e´ reali-
zado atrave´s da RNA, a qual, com base nesses dados de entrada, noti-
fica o usua´rio quanto a situac¸a˜o do seu consumo, baixo (alta eficieˆncia),
me´dio (aceita´vel) e alto (desperd´ıcio), acendendo os LEDs verde, ama-
relo e vermelho respectivamente. Ale´m disso, o sistema tambe´m emite
um sinal sonoro, caso o consumo esteja alto.
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Figura 20 – Sistema de Monitoramento
Outra situac¸a˜o verificada pelo sistema durante o monitoramento
e´ com relac¸a˜o ao tempo de utilizac¸a˜o do equipamento. Caso o usua´rio
ultrapasse o tempo ma´ximo estipulado (8 minutos), ha´ tambe´m uma
notificac¸a˜o atrave´s do sinal sonoro, ale´m da sinalizac¸a˜o pelo acendi-
mento do LED vermelho.
Quanto a`s recomendac¸o˜es, o sistema realiza com base no valor
de sa´ıda da RNA e na temperatura ambiente. Assim, se por exemplo,
o usua´rio estiver com seu chuveiro configurado na potencia de 3000
watts e a temperatura ambiente esta´ em 30 ◦C, ale´m de notifica´-lo,
com o sinal sonoro e com o acendimento do LED vermelho, o sistema
sugere que a poteˆncia seja ajustada para 2500 watts, de forma a tornar
o consumo eficiente.
5.3 SISTEMA DE CONTROLE
Este componente do sistema proposto e´ responsa´vel por controlar
de fato o equipamento. Para validac¸a˜o do mesmo, foi utilizado, assim
como para o mo´dulo de monitoramento, um chuveiro ele´trico, tendo em
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vista, ser o equipamento com maior consumo dentro de uma resideˆncia.
Uma das maiores dificuldades enfrentadas no uso dos chuveiros
ele´tricos esta´ relacionado ao ajuste da temperatura. Onde, geralmente,
e´ gasto algum tempo para esta tarefa, provocando desperd´ıcio de a´gua
e de energia ele´trica.
Para resolver este problema, o mo´dulo de controle realiza o ajuste
da temperatura de modo automa´tico. Para isso, o sistema baseia-se
na informac¸o˜es de contexto, os quais sa˜o obtidos atrave´s de sensores.
O contexto e´ composto pela temperatura ambiente e temperatura da
a´gua.
O desenvolvimento foi dividido tambe´m em treˆs etapas, sendo
inicialmente produzido o software, seguido do hardware e por u´ltimo,
foi realizada a integrac¸a˜o desses elementos.
Para processamento dos dados e implementac¸a˜o da RNA foi utili-
zado o microcontrolador ATMega328p (Atmel Corporation, 1984b), tendo
em vista sua capacidade de processamento e quantidade de memo´ria
dispon´ıvel. Ale´m disso, foram utilizados tambe´m, os sensores de tem-
peratura NTC e LM35(Figura 21), para verificac¸a˜o da temperatura da
a´gua e do ambiente, respectivamente. Outros componentes bastante
importantes sa˜o os acopladores o´pticos: 4N25, responsa´vel pelo isola-
mento entre a rede ele´trica e o microcontrolador do circuito detector de
passagem por zero; e o MOC3020, o qual isola o microcontrolador do
circuito de poteˆncia. Tais componentes podem serem visto na Figura
22.
Figura 21 – Sensor de temperatura LM35
O MOC3020 recebe o sinal do microcontrolador e faz o chavea-
mento do TRIAC (Triode for Alternating Current), sendo o principal








Figura 22 – Acopladores o´pticos utilizados
Outro elemento importante do circuito de poteˆncia e´ o filtro
snubber. Composto por um resistor de 2k2 e um capacitor de 22nF,
ligados em se´rie entre si, e em paralelo com os terminais do TRIAC. A
func¸a˜o deste filtro e´ reduzir a emissa˜o de harmoˆnicas na rede de energia
e deformac¸o˜es na senoide da rede, provocadas pelas ra´pidas comutac¸o˜es
do TRIAC.
Nas sec¸o˜es a seguir sa˜o descritas as etapas de desenvolvimento do
hardware e do software, bem como, o funcionamento do sistema final.
5.3.1 Hardware
Para realizar o controle da temperatura de um chuveiro ele´trico
e´ necessa´rio o total domı´nio sob a quantidade de poteˆncia aplicada na
resisteˆncia ele´trica, a fim de aqueceˆ-la. Existem duas formas de realizar
esta tarefa:
• Modulac¸a˜o por Posic¸a˜o de Pulso (PPM) - Neste me´todo e´ re-
alizado o controle angular da seno´ide atrave´s de pulsos, fazendo
uso de timers do microcontrolador ale´m de rotinas de interrupc¸a˜o
para sincronismo do sistema com a rede ele´trica.
• Pacotes de onda senoidal - Esta te´cnica envolve o conceito de
ciclos completos de onda e e´ baseado no Algoritmo de Bresenham
visando a equipartic¸a˜o da energia dentro de um per´ıodo de tempo
pre´-fixado.
Apesar de as duas te´cnicas serem eficientes, optou-se pelo con-
trole atrave´s de PPM, visto que, possibilita um controle mais preciso e
mais suave da poteˆncia aplicada na carga.
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5.3.1.1 Zero crossing circuit
Para utilizac¸a˜o da te´cnica de PPM foi necessa´rio desenvolver, em
hardware, um sistema para detecc¸a˜o da passagem da senoide pelo zero.
Assim, com o sistema sincronizado com a rede, seria poss´ıvel definir
em que momento do per´ıodo senoidal e´ feito a ativac¸a˜o do TRIAC para
disponibilizar a` carga a poteˆncia escolhida.
Na Figura 23, e´ apresentado o circuito detector de passagem
por zero e a Figura 24 ilustra a detecc¸a˜o da passagem por zero. Seu
funcionamento ocorre da seguinte forma: no ciclo positivo da rede, o
sinal, inicialmente percorre os resistores arranjados em paralelo para
diminuic¸a˜o da tensa˜o a ser entregue ao optoacoplador. Em seguida,
passa pelos dois diodos que possuem o aˆnodo conectado a entrada,
para enta˜o atravessar pelo LED do optoacoplador acionando o mesmo
e assim gerando um pulso em sua sa´ıda. O procedimento ocorre da
mesma forma no ciclo negativo, no entanto, passando pelos catodos
dos diodos. Assim, em cada semi-ciclo e´ gerado um pulso na sa´ıda do
acoplador o´ptico, sincronizando o sistema com a rede ele´trica.
Figura 23 – Circuito detector de passagem por zero
A cada pulso emitido pelo acoplador o´ptico, e´ gerada uma inter-
rupc¸a˜o no microcontrolador.
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Figura 24 – Detecc¸a˜o da passagem por zero
5.3.1.2 Circuito de poteˆncia
O circuito de poteˆncia e´ composto pelos componentes MOC3020,
TRIAC e pelo filtro SNUBBER, e pode ser visto na Figura 25.
Figura 25 – Circuito para controle de poteˆncia
Apo´s o microcontrolador estar sincronizado com a rede ele´trica
ele envia pulsos para ativac¸a˜o do MOC3020, que em seguida ativa o
TRIAC atrave´s do pino de gate. Assim e´ poss´ıvel definir o aˆngulo de
disparo do TRIAC. A Figura 26 ilustra a influeˆncia do PPM sobre o
momento de disparo do TRIAC.
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Figura 26 – Momentos de ativac¸a˜o do TRIAC, sob a influeˆncia do PPM
Todo o gerenciamento das interrupc¸o˜es e ativac¸o˜es, bem como
o processamento dos dados recebido pelos sensores, sa˜o feitos via soft-
ware, o qual sera´ apresentado na pro´xima sec¸a˜o.
Nas Figuras 27 e 28 e´ e´ apresentado a placa, desenvolvida em
circuito impresso, do sistema de controle a ser embarcada no chuveiro.
Figura 27 – Placa do circuito de controle - vista bottom
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Figura 28 – Placa do circuito de controle - vista top
5.3.2 Software e funcionamento do sistema
O software foi desenvolvido na linguagem de programac¸a˜o C, pe-
los mesmos motivos que foi escolhido para desenvolvimento do sistema
de monitoramento.
O algoritmo inicialmente realiza a leitura do contexto, atrave´s
dos sensores. E em um segundo momento, essas informac¸o˜es sa˜o pro-
cessadas pela RNA de controle. A partir da sa´ıda da RNA o software
calcula o aˆngulo de disparo do TRIAC, influenciando diretamente no
valor de poteˆncia que sera´ fornecido a carga, que no caso e´ a resisteˆncia
do chuveiro.
A RNA ja´ foi inicialmente treinada e integrada ao microcontro-
lador para processamento do dados de entrada.
O calculo do aˆngulo e´ feito baseando-se na sa´ıda da rede (-1, 0
ou 1). Inicialmente o angulo e´ zero, disponibilizado poteˆncia total para
carga. Enta˜o, caso a sa´ıda da RNA seja -1, significa que e´ necessa´rio
diminuir essa poteˆncia, aumentado o aˆngulo para ativac¸a˜o do TRIAC.
Na verdade, o que o software faz e´ multiplicar a sa´ıda da RNA
por um valor de escala, definido para aumento ou diminuic¸a˜o do aˆngulo.
Em seguida, e´ feito o ca´lculo do tempo que deve ser aguardado para
disparar o TRIAC no aˆngulo desejado. A fo´rmula para o ca´lculo do
tempo e´ apresentada na Equac¸a˜o 5.2. Onde, timer e´ o tempo a ser
esperado, angle o angulo calculado e o valor 8.33 diz respeito ao tempo
do semi-ciclo em milissegundos.
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timer = (angle ∗ 8.33)180.0 (5.2)
Dessa forma, e´ poss´ıvel ter total controle sobre o valor da poteˆncia






(T0 − TA) + sen(240pi · TA)240pi
]
(5.3)
A qual fornece a poteˆncia me´dia por semi-ciclo da seno´ide, em
func¸a˜o do tempo de acionamento TA, que e´ a sa´ıda do microcontrolador.
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6 TESTES E RESULTADOS
Apo´s a conclusa˜o do sistema, foram realizados testes a fim de
validar a proposta e a hipo´tese.
6.1 METODOLOGIA DOS TESTES
Os testes foram realizados em um ambiente residencial, com ha-
bitantes que possu´ıam diferentes perfis. A instalac¸a˜o dos sistemas fo-
ram realizadas de modo a na˜o interferir na atividade de banho. No
total, foram realizados dez medic¸o˜es de consumo atrave´s do sistema de
monitoramento. Dessas dez, seis foram realizadas com chuveiro con-
vencional e quatro com o inteligente.
Foram executados um menor nu´mero de testes com o chuveiro
inteligente devido a temperatura ambiente estar com um valor alto.
Dessa forma, o sistema de controle efetuou a ativac¸a˜o do TRIAC com
um aˆngulo de disparo muito pro´ximo ao 180◦, de forma a na˜o gerar
nenhum consumo para o sistema de monitoramento.
A realizac¸a˜o dos testes ocorreu da seguinte forma, inicialmente
foi conectado o sistema de monitoramento ao circuito que fornece ener-
gia ele´trica ao chuveiro, a fim de realizar as medic¸o˜es de consumo.
Tanto para o chuveiro convencional como para o inteligente. Em se-
guida, foi aberto o registro de a´gua para acionamento do chuveiro e
assim realizada as aferic¸o˜es. Com o equipamento ligado foi poss´ıvel
realizar o monitoramento e as analises necessa´rias.
6.2 RESULTADOS
Os resultados dos testes realizados com o chuveiro convencional
podem ser verificados na Tabela 6, a qual e´ composta por cinco colunas.
A primeira apresenta o consumo me´dio dos seis testes realizados com o
chuveiro. A segunda o valor em R$ gasto com a utilizac¸a˜o do aparelho.
A terceira mostra a temperatura me´dia do ambiente durante o per´ıodo
de medic¸a˜o (banho). A quarta exibe o tempo total percorrido durante
o banho. A quinta e u´ltima coluna, aponta o tempo de convergeˆncia
(em segundos), ou seja, o tempo que o chuveiro leva para alcanc¸ar a
poteˆncia selecionada. O nu´mero de linhas das tabelas representam a
quantidade de testes realizados.
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Tabela 6 – Valores de consumo do chuveiro convencional
Na Tabela 7 sa˜o apresentados os valores referentes ao consumo do
chuveiro inteligente. Como pode ser visto, a tabela apresenta a mesma
estrutura da tabela anterior, alterando somente os valores capturado,
tendo em vista que estes sa˜o referentes ao chuveiro inteligente.
Tabela 7 – Valores de consumo do chuveiro inteligente
A partir dos dados obtidos, uma outra tabela foi desenvolvida,
a fim de comparar os resultados e apresentar a economia obtida com a
utilizac¸a˜o do chuveiro inteligente.
Tabela 8 – Comparativo dos chuveiros utilizados
*Valor por habitante; considerando 1 banho por dia, com durac¸a˜o de 8 minutos
cada.
Conforme dito anteriormente, a Tabela 8 exibe um comparativo
entre os dois chuveiros utilizados, bem como apresenta informac¸o˜es
referentes a` economia obtida com a utilizac¸a˜o do chuveiro inteligente.
Na Tabela 9 e´ apresentado as notificac¸o˜es e recomendac¸o˜es emi-
tidas pelo sistema durante as atividades de banho, bem como, seu rela-
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cionamento com o consumo, temperatura e tempo total. E´ importante
frisar que as notificac¸o˜es e recomendac¸o˜es apresentadas na tabela dizem
respeito a utilizac¸a˜o do chuveiro convencional.
Tabela 9 – Notificac¸o˜es e recomendac¸o˜es emitidas pelo sistema de mo-
nitoramento
Com base na tabela das notificac¸o˜es e recomendac¸o˜es foi poss´ıvel
realizar uma estimativa da economia que se obteria, em R$, caso as
recomendac¸o˜es fossem seguidas. A estimativa de economia pode ser
observado na Tabela 10. O ca´lculo realizado para estimativa do valor









· 8 · 30 (6.1)
Tabela 10 – Estimativa de economia ao seguir as recomendac¸o˜es do
sistema






Os resultados obtidos atrave´s de testes validam a hipo´tese deste
trabalho, pois foi poss´ıvel observar que a implantac¸a˜o de um sistema de
monitoramento em uma smart home proporciona economia de energia
ele´trica.
Em relac¸a˜o ao sistema de controle, este se mostrou bastante efi-
ciente. Pois, atrave´s de seu uso, o desperd´ıcio de energia ele´trica e de
a´gua (apesar de na˜o ter sido medido) pode ser diminu´ıdo, tendo em
vista, que o tempo necessa´rio para ajuste da temperatura do chuveiro
foi reduzido.
A implantac¸a˜o de um sistema de controle e monitoramento em
uma smart home, apesar de se mostrar bastante eficiente, pode gerar
dificuldades de implantac¸a˜o, caso a resideˆncia na˜o possua uma estru-
tura apropriada. Um exemplo disso, e´ a falta de espac¸o ou de local
adequado para colocac¸a˜o dos sensores. Estes, se colocado em locais
que prejudiquem a leitura do valor real do ambiente, podem provocar
atuac¸o˜es equivocadas e inapropriadas dos equipamentos controlados.
Uma sistema de monitoramento com recomendac¸o˜es auxilia os
usua´rios, no que diz respeito a conscientizac¸a˜o sobre o uso dos aparelhos
dentro de uma resideˆncia. Considerando que o usua´rio seguisse todas as
recomendac¸o˜es, foi estimado uma economia me´dia pro´xima de R$2,03
por meˆs, equivalente a` 34% de economia.
Com uso do sistema de controle foi poss´ıvel obter uma economia
me´dia aproximada de ate´ R$2,37 por meˆs, equivalente a 36%.
Ale´m disso, e´ poss´ıvel tambe´m, a partir dos dados de consumo
salvos, fazer uma previsa˜o de gasto de energia para o dia, meˆs e ate´
mesmo para o ano. Podendo, dessa forma, planejar o restante de sua
renda com outras atividades.
7.2 TRABALHOS FUTUROS
Uma sugesta˜o para trabalhos futuros, e´ a implantac¸a˜o de uma
rede de sensores sem fio para uma melhor comunicac¸a˜o entre os mo´dulos
do sistema. Dessa forma, seria poss´ıvel, por exemplo, fazer a leitura de
mais sensores de temperatura, utilizando como entrada a me´dia desses
valores, ao inve´s de utilizar somente o valor de um componente. Assim,
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tais sensores poderiam ser colocados em locais estrate´gicos, de forma a
melhorar o desempenho do sistema e diminuir o risco de ru´ıdos.
Outro item importante que poderia ser integrado ao sistema, e´
a utilizac¸a˜o de uma rede recorrente adaptada, aliado a um monitora-
mento pre´vio para captura de dados. Assim, o sistema se tornaria to-
talmente dinaˆmico e autoˆnomo. Para isso, inicialmente seria necessa´rio
um per´ıodo de monitoramento e coleta de dados. Em seguida, a rede
poderia ser treinada com esses dados e, posteriormente, ela se adapta-
ria utilizando os conceitos de redes recorrentes, conforme o ha´bito dos
usua´rios fossem alterados.
A implantac¸a˜o do sistema de monitoramento em todos os equi-
pamentos de uma resideˆncia tambe´m seria uma o´tima opc¸a˜o. Tendo em
vista que, os resultados apresentados neste trabalho apresentam uma
economia considera´vel. Ale´m disso, os usua´rios teriam maior conscien-
tizac¸a˜o referente a utilizac¸a˜o de todos os aparelhos da casa.
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