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On subgroups of semi-abelian varieties defined by
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Ehud Hrushovski† – The Hebrew University of Jerusalem
Introduction
Consider the algebraic dynamics on an algebraic torus T = Gnm given by a matrixM ∈ GLn(Z).
Assume no root of unity is an eigenvalue of M . We show that any finite, equivariant map from
another algebraic dynamics into (T,M) arises from a group isogeny Gnm → G
n
m (see 4.2 and
more generally 4.8). In other words, the automorphism x 7→ xM of K(x) = K(x1, . . . , xn) does
not extend to any finite field extension, except those contained in K(x
1/m
1 , . . . , x
1/m
n ) for some
m ≥ 1. A similar statement is shown for abelian varieties, and in fact for semi-abelian varieties.
More generally, we study irreducible difference equations of the form nσ(x) = Mx, with
M ∈ End(A), n ∈ N; for instance the equation σ(x)3 = x2 on Gm. We obtain a similar
statement for the function field of such equations.
Model-theoretically, this completes the description ([2], [3], [9]) of the induced structure on
ACFA-definable subgroups of semi-abelian varieties. Such subgroups (up to finite index) are
defined by difference equations of the form nσ(x) = Mx, with M ∈ End(A). The induced
structure is stable, except when the equation involves the points A(F ) of the fixed field or a
twisted fixed field σr(x) = xp
m
. Whereas the quantifier-free induced structure was understood
previously – it corresponds to invariant subvarieties – the full induced structure involves also
finite covers, and stability was known only in characteristic zero.
We proceed to describe the result in terms of difference algebra. By a difference field,
we mean a field K with a distinguished automorphism σ. The theory ACFA of existentially
closed difference fields was extensively studied in [2] and [3]. In these papers, a characterisation
of modular types was given, and it was shown that, in characteristic 0, all modular types
are stable and stably embedded. In characteristic p > 0, we however exhibited examples of
modular subgroups of the additive group Ga which are not stable. The main result of this
∗partially supported by PITN-2009-238381 and by ANR-06-BLAN-0183, ANR-09-BLAN-0047, ANR-13-
BS01-0006.
†The research leading to these results has received funding from the European Research Council under the
European Unions Seventh Framework Programme (FP7/2007- 2013)/ERC Grant Agreement No. 291111, as
well as the Israel Science Foundation 1048/07.
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paper, Theorem 4.4, is that all modular definable subgroups of a semi-abelian variety are stable
and stably embedded. This implies that definable subsets of modular subgroups are Boolean
combinations of cosets of definable subgroups.
Let F be the transformal function field of a definable subgroup B of a semi-abelian variety
A. Stability of B is equivalent to the existence of few difference field extensions L of F , that
are finite as field extensions. In fact we obtain a complete description of such extensions. In
characteristic zero, the main geometric tool is the ramification divisor of L over appropriate
varieties (A or powers of A.) With controlled exceptions, the ramification divisor of a potential
extension L is invariant under the dynamics, leading to reduction of the dimension of B. For
abelian varieties, the ramification divisor still carries enough information. If B lives on a
torus Gnm however, too many finite extensions have the same ramification divisor, and a finer
invariant is needed. We consider a certain invariant subspace of the Berkovich space, consisting
of valuations with center contained in the ramification divisor. We define an invariant, in the
value group, associated with a wildly ramified extension L of F . Within this subspace, there
may be no fixed points but there are always recurrent points of the dynamics. Such points lead
again to an eigenvector of the dynamics (acting on the value group now) and to a reduction of
the dimension of B. Such invariants of wildly ramified extensions are new to our knowledge,
and may be of interest elsewhere. The use of recurrent points (rather than periodic points) also
seems noteworthy.
The paper is organised as follows. In section 1 we set up the notation and recall some results
on existentially closed difference fields from [4], [2] and [3]. Section 2 recalls the tools used to
study definable subgroups of algebraic groups, and describes the criterion for modularity of a
definable subgroup of a simple abelian variety or of Gm.
Section 3 contains a host of technical lemmas, which will be used in the proofs of Propositions
4.1 and 4.3. Section 4 contains the proof of Theorem 4.4, and derives some consequences.
We would like to thank the referee for many useful comments.
1 Notation, preliminary definitions and results
1.1. Notation and conventions. We work in the language L = {+,−, ·, 0, 1, σ} of difference
fields. Unless explicitly stated otherwise, all difference fields are inversive, i.e., the
endomorphism σ is surjective. Throughout the paper, we work inside a large saturated
model (Ω, σ) of ACFA. IfK is a difference subfield of Ω, and A ⊂ Ω, K(A)σ denotes the differ-
ence field generated by A over K, and aclσ(A) the smallest algebraically closed field containing
A and closed under σ and σ−1. If A is a subfield of Ω, then Aalg denotes the (field-theoretic)
algebraic closure of A and As its separable closure. We let Frob denote the identity of Ω if
the characteristic of Ω is 0, and the automorphism x 7→ xp if the characteristic is p > 0. If
char(Ω) = p > 0 and q is a power of p, we also denote by Frobq the automorphism x 7→ x
q of Ω.
If L is a finite algebraic extension of K, then [L : K] denotes its degree, [L : K]s = [L∩K
s : K]
its separable degree, and [L : K]i = [L : K]/[L : K]s its inseparable degree.
If n is a positive integer, we denote by L[n] the language {+,−, ·, 0, 1, σn}, viewed as a sub-
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language of L, and by Ω[n] the difference field (Ω, σn). Then Ω[n] is a model of ACFA ([2],
Corollary (1.12)(1)), and is saturated. If E is a difference subfield of Ω, and a a tuple of Ω,
then tp(a/E)[n] denotes the type of a over E in the structure Ω[n].
Recall that the ring of difference polynomials over K in X¯ = (X1, . . . , Xn), denoted K[X¯ ]σ,
is simply the polynomial ring K[σj(Xi) | i = 1, . . . , n, j ∈ N]. The σ-topology on K
n is the
topology with basic closed sets the σ-closed sets {a¯ ∈ Kn | f(a¯) = 0}, where f(X¯) is a tuple of
difference polynomials over K. This topology is Noetherian (see [4], 3.V). When working inside
Ω[n] we will speak of the σn-topology.
If V is an algebraic set, and τ an automorphism, we will denote by τ(V ) or by V τ the algebraic
set whose defining equations are obtained by applying τ to the coefficients of the equations
defining V . In particular, V τ (Ω) = τ(V (Ω)).
1.2. Basic notions and results on ACFA. Model-theoretic algebraic closure coincides with
aclσ ((1.7) in [2]), and (model-theoretic) independence of algebraically closed sets A and B over
a common algebraically closed subset C corresponds to linear independence of the fields A and
B over C, and any completion of ACFA is supersimple (see (1.9) in [2] and use [14]). We also
know that any completion of ACFA eliminates imaginaries ((1.12) in [2]).
Let E be a difference subfield of Ω, and a a tuple of elements of Ω. Then the quantifier-free
type of a over E, denoted qftp(a/E), is the set of quantifier-free L-formulas with parameters
in E which are satisfied by a. It therefore describes the isomorphism type of the difference field
E(a)σ over E. Similarly, qftp(a/E)[n] denotes the set of quantifier-free L[n]-formulas with
parameters in E which are satisfied by a.
The SU-rank is defined as usual. Let us mention that SU(a/A) is finite if and only if
tr.deg(aclσ(A, a)/aclσ(A)) is finite, if and only if all elements of the tuple a satisfy some non-
trivial difference equation over aclσ(A). We denote by SU(a/A)[n] the SU-rank in the reduct
Ω[n] (thus it equals SU(a/aclσn(A))[n]).
Finally, assume that A is a difference subfield of Ω[n] for some n, and let a ∈ Ω. We define the
eventual SU-rank of a over A, denoted evSU(a/A), as limm→∞SU(a/A)[m!] (see (1.13) in [3]).
It is well-defined, and only depends on qftp(a/A). Note that if A = aclσ(A) and σ(a) ∈ A(a)
alg,
then SU(a/A)[m] ≤ SU(a/A)[mn] for all m,n 6= 0. This implies that there is some m > 0 such
that for all n > 0, evSU(a/A) = SU(a/A)[mn].
1.3. Completions of quantifier-free types. Let E be a difference subfield of Ω, and a
a tuple of elements of Ω. Then tp(a/E) = tp(b/E) if and only if there is an isomorphism
aclσ(E, a) → aclσ(E, b), which leaves E fixed and sends a to b ((1.15) in [2]). In particular, if
E = aclσ(E), then ACFA∪qftp(E) is complete, and the completions of ACFA are obtained by
describing the isomorphism type of the algebraic closure of the prime field.
A finite σ-stable extension of a difference subfield K of Ω is a finite (algebraic) extension L of
K such that σ(L) = L. If L is a finite separable σ-stable extension of K, then so is its Galois
closure M over K. Furthermore, whether or not σ(M) =M does not depend on the extension
of σ toM , but is completely determined by the isomorphism type of K: if M is finite separable
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over K, let α ∈ M be such that M = K(α), and let P (T ) ∈ K[T ] be the minimal monic
polynomial of α over K, and P σ(T ) the polynomial obtained by applying σ to the coefficients
of P . Then σ(M) =M is equivalent to the following statement: the field K[T ]/(P (T )) contains
a root of P σ(T ). Observe also that σ extends uniquely to the perfect hull of K.
Theorem 1.4. (Babbitt, [4] Theorem 7.VIII). Let E be a difference subfield of Ω, and a, b
tuples which have the same quantifier-free type over E. The following conditions are equivalent:
(1) tp(a/E) = tp(b/E).
(2) Given any finite σ-stable Galois extension L of E(a)σ, there is an E-embedding L → Ω
which sends a to b.
In particular, if E(a)σ has no non-trivial finite separable σ-stable extension, then qftp(a/E) is
complete.
Let L be a finite separable σ-stable Galois extension of E(a)σ. Then σ induces an automorphism
of G = Gal(L/E(a)σ) given by ρ 7→ σ
−1ρσ; hence, for some ℓ we will have σ−ℓρσℓ = ρ for all
ρ ∈ G. Difference fields between E(a)σ and L correspond to subgroups H of G which are stable
under the action of σ.
While it may happen that E(a)σ has some non-trivial finite separable σ-stable extension, and
yet qftp(a/E) be complete, this does not hold if one wants to consider all the reducts Ω[n].
Namely ((2.9)(5) in [2]):
Lemma 1.5. Let F be a difference subfield of Ω. The following conditions are equivalent:
(1) ACFA ∪ qftp(F )[n] is complete, for all n > 0.
(2) F has no finite separable σ-stable extension.
1.6. Modularity. Let S ⊂ Ωn be stable under any aclσ(E)-automorphism of Ω. We say that
S is modular if whenever a is a tuple of elements of S and B ⊂ Ω, then a and B are independent
over aclσ(E, a) ∩ aclσ(E,B). A type over E is modular if the set of its realisations is modular.
This notion of modularity is also called one-basedness. Here we use the fact that our theory
is supersimple and eliminates imaginaries. The main result of [3] (see (7.5)) shows that S is
modular if and only if, for every F = aclσ(F ) containing E and a ∈ S, tp(a/F ) is orthogonal
to all fixed fields, i.e., to all formulas of the form σn(x) = Frobm(x) where n ≥ 1, m ∈ Z. It
follows that tp(a/E) is modular if and only tp(a/E)[ℓ] is modular for every ℓ ≥ 1, and that a
modular type has finite SU-rank.
Theorem 1.7. ([3] (7.6)). Let G be an algebraic group and B a definable modular subgroup
of G(Ω) of finite SU-rank. If D is a quantifier-free definable subset of B, then D is a finite
Boolean combination of translates of quantifier-free definable subgroups of B. If B is defined
over E, then every quantifier-free definable subgroup of B is definable over aclσ(E).
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1.8. Stability and stable embeddability. A subset S of Ωm stable under E-automorphisms
of Ω is stably embedded if whenever D ⊂ Ωnm is definable, then D ∩ Sn is definable with
parameters from S (see the Appendix of [2] for properties). A type is stably embedded if the set
of its realisations is stably embedded.
Let E = aclσ(E) and a a tuple of elements of Ω. If tp(a/E) is stationary (i.e., has a unique
non-forking extension to any set F ⊃ E), then tp(a/E) is definable (this is standard, using
compactness). Hence, if all extensions of tp(a/E) to algebraically closed sets are stationary,
then tp(a/E) is stable and stably embedded (see Lemma 2 and its Definition-Remark in the
Appendix of [2]). A definable set D is stable and stably embedded if all types realised in D are
stable and stably embedded. Equivalently, if D with the structure induced by Ω is stable and
stably embedded.
Using the characterisation of modular types and Lemmas 2, 3 of the Appendix of [2], one easily
deduces:
Proposition 1.9. Let
1 −→ B1 −→ B2 −→ B3 −→ 1
be an exact sequence of groups definable in a model of ACFA. Then B2 is modular [resp. stable
and stably embedded] if and only if B1 and B3 are modular [resp. stable and stably embedded].
2 Definable subgroups of algebraic groups
In this chapter we introduce tools used to study definable groups, and give a brief sketch of the
description of modular subgroups of abelian varieties. The proof in [9] was given in characteristic
0, and we indicate what changes need to be made in positive characteristic. Please see chapter
4 in [9] for more details.
2.1. Setting and notations. In what follows we will use p to denote char(Ω) if it is positive,
and 1 if it is 0. Thus Frob will denote the map x 7→ xp (see 1.1). Let G be a connected algebraic
group, H a definable subgroup of G(Ω), everything defined over E = aclσ(E) ⊂ Ω.
Form ∈ N, defineG(m) = G×σ(G)×· · ·×σ
m(G) and pm : G→ G(m) by g 7→ (g, σ(g), . . . , σ
m(g)).
Let H(m) be the Zariski closure of pm(H), and let H˜(m) = {g ∈ G | pm(g) ∈ H(m)}. The in-
tersection H˜ of the H˜(m) equals the σ-closure of H (in G(Ω)), and equals some H˜(m), because
every descending sequence of σ-closed sets stabilises. Then [H˜ : H ] <∞: one easily shows that
the generics of H (in the model-theoretic sense) are those h ∈ H such that pm(h) is a generic
of the algebraic group H(m) for every m > 0. Hence a generic of H is a generic of H˜ .
Because the σ-topology is Noetherian, every σ-closed set S can be expressed as an irredun-
dant union of σ-closed irreducible sets, which are called the irreducible components of S. Then
the irreducible component of H˜ containing the identity of G is a subgroup of H˜ ; it is called the
connected component of H˜ and is denoted by H˜0. Then [H˜ : H˜0] < ∞. We let H0 = H ∩ H˜0,
and call it the connected component of H . Then also [H : H0] <∞.
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2.2. c-minimal subgroups. Let B be a definable subgroup of some algebraic group. Then
B is c-minimal iff every definable subgroup of B is either finite or of finite index in B. Note
that c-minimality is preserved by definable homomorphisms with finite kernel; hence if B is
c-minimal, then there is a definable homomorphism g : B0 → G(Ω), where Ker (g) is finite
central, and G is an algebraic group which is simple and is the Zariski closure of g(B0). Indeed,
one simply looks at the simple quotients of the Zariski closure of B0, and at the images of B0
in these quotients: one of these images must be isogenous to B0.
Note also that if SU(B) = 1 then B is c-minimal. If B is modular, then the converse is true as
well: c-minimality of B implies SU(B) = 1: this is because the stabilizer of any type realised
in B has the same SU-rank as the type.
2.3. Definable endomorphisms and subgroups of abelian varieties. Let A be an abelian
variety, defined over E = aclσ(E). By standard results on abelian varieties, A is isogenous to a
finite direct sum of simple abelian varieties defined over E, say to
⊕n
i=1Ai. Renumbering, we
may assume that for i < j ≤ r, for all ℓ ∈ Z, Ai is not isogenous to σ
ℓ(Aj), and that for any
j > r there are i ≤ r and ℓ ∈ Z such that Ai and σ
ℓ(Aj) are isogenous. For i ≤ r let m(i) be
the number of indices j such that for some ℓ, Ai and σ
ℓ(Aj) are isogenous.
Let us denote by End(A) the ring of (algebraic) endomorphisms of A, by Hom(A,Ai) the
group of algebraic homomorphisms A → Ai, and by Endσ(A) the ring of definable endomor-
phisms of A(Ω), Homσ(A,Ai) the group of definable homomorphisms A → Ai. Hrushovski
gives a good description of Q⊗Endσ(A) in [9], and we refer to this paper for the results quoted
below. First, note that Q⊗Endσ(A) ≃
∏r
i=1Mm(i)(Q⊗Endσ(Ai)), so that it suffices to describe
the rings Endσ(Ai). We will therefore restrict our attention to simple abelian varieties.
Recall that two definable subgroups B and C of a group are commensurable if B ∩C has finite
index in both B and C. Hrushovski shows that a definable subgroup of A(Ω) is commensurable
to a definable subgroup
⋂n
j=1Ker (Fj), where Fj ∈ Homσ(A,Aj).
The study in [9] is made for difference fields of characteristic 0. However, the proofs generalise to
positive characteristic without any trouble. Note that in positive characteristic, the Frobenius
map may define an endomorphism of the variety.
Theorem 2.4. Let A be a simple abelian variety defined over E = aclσ(E), let B be an infinite
definable subgroup of A(Ω).
(1) If there is no integer n > 0 such that A and σn(A) are isogenous, then Endσ(A) = End(A),
and B = A(Ω).
(2) Assume that there is an integer n > 0 such that A and σn(A) are isogenous. We fix
such an n, smallest possible, and choose an isogeny h : A → σn(A) of minimal degree
m. If σn(A) = A, then we choose h to be the identity. Let h′ : σn(A) → A be such that
h′h = [m] (multiplication by m in A; such an h′ exists by standard results on abelian
varieties); then hh′ = [m]. Define τ = σ−1h and τ ′ = h′σ.
Then Q ⊗ Endσ(A) ≃ Q ⊗ End(A)[τ, τ
′], and B is commensurable to Ker (f) for some
f ∈ End(A)[τ, τ ′]. Furthermore, Q ⊗ Endσ(A) is an Ore domain and if C ⊆ B is
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definable, then C is commensurable to some Ker (g) with g dividing f (i.e, hg = f for
some h ∈ Q⊗Endσ(A)). It follows that B is c-minimal if and only if f is left-irreducible.
Proof. In characteristic 0, this is given by Proposition 4.1.1 of [9]. The proof goes through
verbatim.
Theorem 2.5. Let A be a simple abelian variety defined over E = aclσ(E), and let B = Ker (f)
be a proper definable subgroup of A(Ω), which is c-minimal and connected. Assume that B is
not modular.
(1) Then A is isomorphic to an abelian variety A′ defined over Fix(ρ), where ρ = Frobmσn
for some m ∈ Z, n > 0.
(2) Assume that A is defined over Fix(θ), where θ = Frobsσt for some s ∈ Z, t > 0. If
A is not isomorphic to any variety defined over the algebraic closure of the prime field,
then f divides θℓ − 1 for some ℓ. If A is isomorphic to a variety A′ defined over the
algebraic closure of the prime field, by an isomorphism F , then for some m ∈ Z, n > 0
and ρ = Frobmσn, F (B) ⊂ A′(Fix(ρ)).
Proof. First observe that the c-minimality of B implies that if q is any non-algebraic type
realised in B, then the realisations of q generate a subgroup of finite index in B.
(1) In characteristic 0, this result is Proposition 4.1.2 of [9]. The proof generalises easily to
the positive characteristic case, using the results of [3]. Here is a sketch of the main steps: if
B is not modular, then by c-minimality, the type of a generic of B is non-orthogonal to one
of the fixed fields, say k = Fix(ρ0), where ρ0 = σ
nFrobm, n ≥ 1, and (n,m) = 1 if m 6= 0.
Thus, modulo a finite kernel, it is qf-internal to k, i.e., there is a finite subgroup C of B, and
a definable map g0 from some definable set S ⊂ k
ℓ onto B/C (in fact g0 is given piecewise by
difference rational functions).
Elimination of imaginaries in ACFA tells us that B/C is then definably isomorphic (via
some g1) with a group H0 living in some cartesian power of k. On the other hand, every subset
of a cartesian power of k which is definable in Ω, is already definable in the difference field k,
using maybe extra parameters from k (see (7.1)(5) in [3]). Note that k has SU-rank 1 ((7.1)(1)
in [3]). An argument similar to the one given in [13] or in [15] then gives us a definable (in k)
map g2 : H
′
0 → H1(k), where Ker (g2) is finite, H
′
0 is a subgroup of finite index of H0, and H1
is an algebraic group defined over k. Then H ′0 ⊇ [N ]H0 for some N , and so g1([N ]B/C) ⊆ H
′
0.
Hence, replacing g1 by g1 ◦ [N ], we may assume that H
′
0 = H0. (Recall that the N -torsion of
all these groups is finite).
Composing these maps, we therefore obtain a definable group homomorphism h : B →
H1(k), with Ker (h) finite. We may assume that the Zariski closure of h(B) is all of H1.
Since B is c-minimal, so is h(B), and this implies that if π : H1 → A
′ is a projection of H1
onto a simple quotient A′ of H1, then πh(B) is Zariski dense in A
′, and therefore Ker (π)∩h(B)
is finite. Replacing ρ0 by some power ρ = ρ
r
0 (and k by its algebraic extension of degree r), we
may assume that A′ and π are defined over k. Hence we get a definable map B → A′(k), with
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finite kernel. This implies that Hom(A, σℓ(A′)) 6= (0) for some ℓ, and applying some power of
σ to A′, we may assume that Hom(A,A′) 6= 0. Thus A′ is a simple abelian variety, defined over
k, and isogenous to A. This implies that A is isomorphic to an abelian variety A′′ defined over
some finite extension of k. Replacing ρ by its appropriate power, we have shown (1).
(2) By the proof of (1), we have a definable map ϕ : B → A′(k), with finite kernel D, where
ρ = Frobmσn and k = Fix(ρ). Moreover A′ is isogenous to A. If mt = sn, then we may
assume that θ = ρ and A′ = A. If mt 6= sn, then A is isomorphic to a variety A′′ defined
over Fix(θ)alg ∩ Fix(ρ)alg = Falgp , and we are in the second case. The result will follow from the
following claim:
Claim. Let A be an abelian variety defined over k = Fix(ρ), let B be a definable subgroup of
A(Ω) and ϕ : B → A(k) a definable homomorphism with finite kernel D. Then B ⊆ A(Fix(ρℓ))
for some ℓ.
Proof. The graph of ϕ is a definable subgroup of A2; as there are only countably many of those
(see 4.1.10 in [9]), it must be defined over kalg. Hence, ϕ is definable over kalg, and, replacing ρ
by an appropriate power we may assume that ϕ is defined over Fix(ρ). Let k0 ≺ k be such that
everything is defined over k0. Since D is finite, if b ∈ B then b ∈ aclσ(k0(ϕ(b))) = k0(ϕ(b))
alg
σ .
By compactness, there is ℓ such that [k0(ϕ(b))σ(b) : k0(ϕ(b))σ] ≤ ℓ for every b ∈ B and this
implies that b ∈ Fix(ρℓ!).
2.6. Definable subgroups of tori. Similar results hold for tori, i.e., algebraic groups isomor-
phic to Gnm for some n. Recall that algebraic subgroups of G
n
m are defined by equations of the
form
∏n
i=1 x
mi
i = 1 for some integers m1, . . . , mn. These subgroups are connected if the mi’s
have no common divisor. Using the description of definable subgroups of algebraic groups given
in 2.1, one shows easily that a definable subgroup B of Gm is commensurable to Ker (f(σ)) for
some f(T ) ∈ Z[T ], and that B is c-minimal if and only if f is irreducible. Here, if f =
∑
miT
i
and a ∈ Gm, we define f(σ)(a) =
∏
σi(a)mi .
The proof of Theorem 2.5 generalises to this setting to show that modular subgroups of Gm are
those which are commensurable to some Ker (f(σ)), where f(T ) is relatively prime (in Q[T ])
to all elements of the form T n− pm, with n > 0 and m ∈ Z. Indeed, let B = Ker (f(σ)), where
f ∈ Z[T ] and assume that B is not modular. Then for some k = Fix(σnFrobm), there is a
definable homomorphism h : B → Gm(k) with infinite image. Hence Ker (h) is commensurable
with some Ker (g(σ)) with g(T ) ∈ Z[T ], so that g divides f in Q[T ]. The homomorphism h
then induces a homorphism π : B/B ∩Ker (g(σ))→ Gm(k) with finite kernel. The proof of the
claim in 2.5 generalises to show that B/B ∩ Ker (g(σ)) ⊆ Gm(Fix(σ
nℓFrobmℓ)) for some ℓ, so
that B is commensurable to Ker ((σnℓ − pmℓ)g(σ)).
Lemma 2.7. Let f ∈ Z[T ], f(T ) =
∑n
i=0 biT
i, with b0bn 6= 0, and assume that the bi’s are
relatively prime. Let a be a generic of Ker (f(σ)) over some field E = aclσ(E)
1, let m ≥ n, and
let g ∈ Z[T ] be such that g(σ)(a) = 1.
(1) Then g belongs to the ideal generated by f in Z[T ].
1I.e., a satisfies
∏n
i=0
σi(abi) = 1, and tr.deg(E(a)σ/E) = n.
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(2) Write g =
∑m
i=0 ciT
i. Then bn divides cm.
(3) Let r > 1, and let h(T ) ∈ Q[T ] be monic and of least degree such that, writing N for the
least positive integer such that Nh(T ) ∈ Z[T ], then Nh(σr)(a) = 1. Then every prime
divisor of N divides bn.
(4) (char(Ω) = p > 0) Let m > 0 and consider τ = σFrobm. Then a is in Ker s(τ), where
s(T ) = pℓ
∑n
i=0 p
−mibiT
i, with ℓ = − inf i{vp(bi) − mi}, vp being the p-adic valuation on
Q. Moreover, s is irreducible.
Proof. (1) The set of h ∈ Q[T ] such that h(σ)(a) = 1 is an ideal. Since Q[T ] is a Euclidian
domain, there are q, r ∈ Q[T ] such that g = fq + r and deg(r) < deg(f) = n. If r 6= 0,
then g(σ)(a) = 1 implies r(σ)(a) = 1, which implies tr.deg(E(a)σ/E) ≤ deg(r) < deg(f),
a contradiction since we assume a to be a generic of Ker (f(σ)). Hence r = 0. Let ℓ be a
prime number, and define a valuation v on Q[T ] extending the ℓ-adic valuation vℓ by setting
v(
∑
aiT
i) = mini{vℓ(ai)}. Our assumption on f implies that vℓ(f) = 0, and our assumption
on g that v(g) ≥ 0. It follows that v(q) ≥ 0. This being true for any prime ℓ implies that
q ∈ Z[T ].
(2) Follows from (1).
(3) We now work in Q[T ]. Let α1, . . . , αn be the roots of f(T ) in Q
alg. Then the roots of h(T )
in Qalg are among αr1, . . . , α
r
n. Let ℓ be a prime number not dividing bn. This means that all
αi’s are integral algebraic over Zℓ; hence so are all α
r
i , and this implies that the coefficients of
h are in Zℓ, in other words, that ℓ does not divide N .
(4) A simple calculation shows that s(T ) ∈ Z[T ] and has relatively prime coefficients, and that
a ∈ Ker s(τ). The roots of s(T ) are pmα1, . . . , p
mαn, from which one deduces the irreducibility
of s(T ).
3 Technical lemmas
In this chapter we collect some technical lemmas which will be used in the proof of the main
results.
3.1. Valuations - basic results and notation. We refer to the book of Engler and Prestel
[7] for all notions and results. First a definition: if E is a subring of the field K, then we say
that a valuation v on K is an E-valuation if v is trivial on E. Given a valuation v on a field K,
we denote by Ov or OK its valuation ring, by Mv or MK its maximal ideal, by kK its residue
field OK/MK, and by Γ(K) its value group. If a ∈ Ov, then we denote by a¯ its residue, i.e.,
the image of a in Ov/Mv. The number p will denote the residual characteristic of v (i.e., the
characteristic of kK) if it is positive, and 1 if it is 0. Let L be a finite algebraic extension of K,
and w an extension of v to L, Γ(L) and kL the corresponding value group and residue field. We
define e(w/v) = e(L/K) = [Γ(L) : Γ(K)] (the reduced ramification index of w in L), r(w/v) =
r(L/K) = e(L/K)[kL : kK ]i (the ramification index) and f(w/v) = f(L/K) = [kL : kK ] (the
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residual degree or inertia degree of w in L). We say that w ramifies over K if r(L/K) > 1, and
that v ramifies in L if some extension of v to L ramifies over K.
If L is a finite normal extension of K, then all extensions of v to L are conjugate, so that
the numbers e(L/K), r(L/K) and f(L/K) will not depend on the choice of w. We denote
by g(L/K) the number of extensions of v to L. The numbers e(L/K), f(L/K), r(L/K) and
g(L/K) are multiplicative in towers.
The defect of a finite algebraic extension L of K is the number d = d(L/K) such that
[L : K] = d
∑
w e(w/v)f(w/v) where w ranges over all extensions of v to L. This number is
a power of p (Theorem 3.3.3 in [7]). We say that the valued field K is defectless if for every
finite extension L of K, we have d(L/K) = 1. This property is preserved under finite algebraic
extensions, see e.g. (18.1) in [6]. Note that a Henselian valued field which is defectless has no
proper finite immediate extension. We will use the following results:
Fact 3.2. Let (K, v) be a valued field. Then (K, v) is defectless in the following cases:
(1) kK has characteristic 0 (Obvious since then p = 1).
(2) Γ(K) ≃ Z (Theorem 3.3.5 in [7]).
(3) K is finitely generated over a subfield E on which E is trivial, and tr.deg(K/E) =
tr.deg(kK/E) + dimQΓ(K)⊗Q (Theorem 1.1. in [16]).
Lemma 3.3. Let (K, v) be a valued field, L a finite Galois extension of K, and M an algebraic
extension of K. We assume that K is defectless.
(1) Assume that char(K) = p > 0, and that L is an Artin-Schreier extension of K, generated
by a root α of Xp −X − a = 0. If r(L/K) = p, then for any d ∈ K, v(dp − d− a) < 0.
(2) Assume that M is purely inseparable and finite over K. Then r(L/K) = r(LM/M),
where M is endowed with the unique extension of v to M .
(3) Assume thatM is Galois over K, and that e(M/K) = 1. Then e(L/K) divides e(LM/M),
and equality holds if the residue fields kL and kM are linearly disjoint over kK.
(4) Assume that M is finite Galois over K, and that e(M/K) and e(L/K) are relatively
prime. Then e(L/K) divides e(LM/M), and equality holds if the residue fields kL and
kM are linearly disjoint over kK.
(5) Assume that M is Galois over K, that kM ⊆ k
s
K, and that mΓ(L), mΓ(M) ⊆ Γ(K) for
some integer m relatively prime to p. Then also mΓ(LM) ⊆ Γ(K). In particular, if
mΓ(M) = Γ(K), then e(LM/M) = 1.
(6) Assume that M is Galois over K, that kM ⊆ k
s
K, and that mΓ(M) = Γ(K) for some
integer m prime to p and divisible by the exponent of the prime-to-p part of Γ(L)/Γ(K).
Then e(LM/M) is a power of p.
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Proof. (1) Assume that there is d ∈ K such that v(dp − d + a) > 0. As α + d is a root of
Xp −X − (dp − d+ a), we may assume that v(a) > 0. Then a¯ = 0, the equation Xp −X = 0
has p distinct roots in the residue field, and therefore α lies in the henselization of K. This
implies e(L/K) = f(L/K) = 1, which contradicts r(L/K) = p. Hence, for every d ∈ K,
v(dp − d− a) ≤ 0.
Assume now that there is d ∈ K such that v(dp − d + a) = 0. As above, we may assume
v(a) = 0. Our assumption then implies that the polynomial Xp − X − a¯ has no root in kK
(since if d ∈ OK lifts a root, then v(d
p − d − a) > 0) and therefore α¯ generates an extension
of degree p of kK . I.e., kL is separable of degree p over kK , r(L/K) = 1, and again we reach a
contradiction. This gives us the desired result.
For (2) – (6), we replace K by its Henselisation, and therefore assume that v has a unique
extension to Kalg, which we will also denote v. This does not affect the ramification indices,
nor the possible linear disjointness of the residue fields, nor the defectlessness.
(2) References are to [7], chapter 5, and particularly sections 5.2 and 5.3. Reasoning by
induction, we may assume that [M : K] = p. If Lv denotes the subfield of L fixed by
H = {ρ ∈ Gal(L/K) | ∀a ∈ Lv(ρ(a) − a) > v(a)}, then the residue field of Lv equals
kL ∩ k
s
K , e(Lv/K) is prime to p, and H is a p-group, r(L/K) = e(Lv/K)[L : Lv]. Since e is
multiplicative in towers, and [M : K] = p, one clearly has that e(LvM/M) = e(Lv/K), and
furthermore, the residue field of Lv is a separable extension of kK , so does not contribute to
r(L/K). We may therefore assume that K = Lv, and the proof is by induction on [L : K]. As
Gal(L/K) is a p-group, L contains an Artin-Schreier extension, generated over K by a root α
of Xp−X = a, for some a ∈ K. Because K and M are Henselian and defectless, we know that
K(α) and M(α) are not immediate. Using the multiplicativity in towers of r, we will therefore
assume that L = K(α). Then [LM : M ] = p, so that either e(LM/M) = p or f(LM/M) = p.
It therefore suffices to show that if e(LM/M) = 1, then the residue field kLM of LM is purely
inseparable over kK .
By (1), we know that for all c ∈ K, v(cp − c + a) < 0. Assume by way of contradiction that
e(LM/M) = 1, and that kLM/kK is separable. Then kLM is an Artin-Schreier extension of kM ,
i.e., is generated over kM by a root of a polynomial X
p −X − b¯, for some b ∈M . Since LM is
Henselian, LM contains therefore a root of Xp−X−b, and this root generates LM overM . By
the theory of Artin-Schreier extensions2, there is some positive integer i < p and element d ∈M
such that a+ dp − d = bi, and in particular, v(dp− d+ a) = 0. Since [M : K] = p, dp = c ∈ K.
But as L is separable over K, we have K(α) = K(αp) and αp is a root of Xp − X − ap = 0.
Hence, v(cp− c+ ap) = 0, and L is generated over K by a root of Xp−X − (cp− c+ ap). This
contradicts (1).
(4) The residue field of LM contains the residue fields of L and of M . Hence f(LM/K) divides
f(L/K)f(M/K) and equality holds if kL and kM are linearly disjoint over kK . Each of e(L/K),
e(M/K) divides e(LM/K), and therefore so does their product since they are relatively prime.
This proves the first assertion, and the second follows from f(LM/K) = f(L/K)f(M/K) and
2See e.g. Theorem VIII.8.15 in S. Lang, Algebra, Addison-Wesley 1971.
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the defectlessness and Henselianity of K (which gives [LM : K] = e(LM/K)f(LM/K)). This
shows (4), from which also (3) follows.
(5) This is implicit in the description of the second exact sequence in [7] (section 5.3, see in
particular p. 129, and 5.3.3, 5.3.8), but we will give the proof. Recall that we assume K
Henselian, so that v has a unique extension to Kalg, also denoted by v, and that p denotes the
characteristic of kK if it is positive, and 1 otherwise. We let G = Gal(K
s/K), Gt = {ρ ∈ G |
v(ρ(x)− x) > 0 ∀x ∈ OKs} (the inertia group), G
v = {ρ ∈ G | v(ρ(x)− x) > v(x) ∀x ∈ (Ks)×}
(the ramification group), and Kt, Kv, the subfields of Ks fixed by Gt and Gv. Then Gt and Gv
are normal subgroups of G, Gv is a pro-p-group, and G
t/Gv is abelian, all of its finite quotients
having order relatively prime to p. The profinite group Gt/Gv has the following description:
Let Ω denote the subgroup of Q/Z consisting of elements of order prime to p. Then
Gt/Gv ≃ Hom(Γ(Ks)/Γ(K),Ω).
Note that our assumption on M implies that M ⊆ Kv, so that LM ∩Kv = (L ∩Kv)M , and
[LM : LM ∩Kv] = [L : L ∩Kv]. If L 6⊆ Kv, then p > 1, and our assumption that e(L/K) is
prime to p implies that
e(L/L ∩Kv) = 1, [L : L ∩Kv] = [LKv : Kv] = r(L/K)/e(L/K) = [kL : kK ]i = [kKvL : kKv ].
Hence [LM : LM ∩Kv] = [L : L ∩Kv] = [kL : kK ]i, and e(LM/LM ∩K
v) = 1. From this we
deduce that Γ(LM) = Γ(LM ∩Kv).
Let G(m) denote the subgroup of Gt/Gv corresponding to those f ∈ Hom(Γ(Ks)/Γ(K),Ω) such
that Ker (f) contains all elements of order m of Γ(Ks)/Γ(K), and let K(m) be the subfield of
Kv fixed by G(m). Note that Gt/G(m) has exponent m, and is the largest quotient of Gt with
this property. In other words, if N is a Galois extension of K, then Γ(N)/Γ(K) has exponent
dividing m if and only if N ⊆ K(m). Our hypothesis on L andM then implies thatM ⊆ K(m)
and L ∩Kv ⊆ K(m). Hence, LM ∩Kv ⊆ K(m), which implies that mΓ(LM) ⊆ Γ(K). This
shows the first assertion, and the second follows immediately: Γ(LM) = Γ(M) = 1/mΓ(K),
whence e(LM/M) = 1.
(6) Let L0 ⊆ L contain K and be such that [L : L0] = r(L/L0) equals the highest power
of p dividing r(L/K). Then L0 is Galois over K, and Γ(L0)/Γ(K) has exponent dividing m,
i.e., mΓ(L0) ⊆ Γ(K). By (5), we get e(L0M/M) = 1. As [LM : L0M ] is a power of p, so is
e(LM/M) = e(LM/L0M).
3.4. Generalised power series. Recall that if Γ is an ordered abelian group and E a field, then
the field of generalised power series E((tΓ)) is defined as the set of all formal sums f =
∑
γ∈Γ aγt
γ
with aγ ∈ E and such that the support of f , Supp(f) = {γ ∈ Γ | aγ 6= 0}, is well-ordered.
We define a valuation v on E((tΓ)) by v(f) = inf Supp(f). If a ∈ E((tΓ)) and γ ∈ Γ, we
denote by a|γ the unique element b of E((t
Γ)) with support contained in (−∞, γ) and such that
v(a− b) ≥ γ.
We denote by E[tΓ], [resp. E(tΓ)] the subring [resp. subfield] of E((tΓ)) generated by E and
all elements tγ , γ ∈ Γ.
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Lemma 3.5. Let E be an algebraically closed field of positive characteristic p, and let Γ be a
torsion free abelian group. Let f =
∑
aγt
γ ∈ E[tΓ], and let ∆ be the subgroup of Γ generated
by Supp(f).
(1) There is h ∈ E(tΓ) such that hp−h = f if and only if there is a partition of Supp(f)\{0}
into subsets Si satisfying the following condition for each i: there is γi ∈ Si such that for
all γ ∈ Si, there exists m(γ) ∈ N such that
γ = pm(γ)γi, and
∑
γ∈Si
a1/p
m(γ)
γ = 0.
Furthermore, if f = hp − h then h ∈ E[t∆].
(2) Assume that no element of Supp(f) is divisible by p in the subgroup ∆, and that for some
g ∈ E[t∆], with |Supp(g)| = |Supp(f)|, there is some h ∈ E[tΓ] such that hp − h = f − g.
Then there is a (unique) bijection π : Supp(f)→ Supp(g) such that for each γ ∈ Supp(f),
there is some m(γ) such that π(γ) = pm(γ)γ, and the coefficient of tπ(γ) in g equals −ap
m(γ)
γ .
Proof. (1) The right to left implication is clear, since for any integer m > 0, xp
m
− x = hp − h,
where h =
∑m−1
i=0 x
pi. Note that this h belongs to the ring generated by x.
Assume now that f = hp−h. The ring E[tΓ] is integrally closed, and therefore h ∈ E[tΓ]. Write
h =
∑
γ cγt
γ ∈ E[tΓ], and assume that the right hand side of the equivalence does not hold. We
will show that this leads to a contradiction. Observe that the sets Si are uniquely determined
by the support of f . Using the remark made in the proof of the right to left implication and the
fact that E is perfect, we may assume that no non-zero element of the support of f is divisible
by p in ∆. Hence, each Si consists of a singleton, and at least one of them is non-empty. But
on the other hand, we have
aγ = (cγ/p)
p − cγ (∗)
for each γ ∈ Γ. If γ = 0, this simply says that a0 = c
p
0 − c0. If γ 6= 0, our condition on the Si’s
implies that apiγ = 0 for all 0 6= i ∈ Z. Hence,
cp
pi−1γ
= cpiγ for all 0 6= i ∈ Z.
But h has finite support, so this implies that all cpiγ , i ∈ Z, are 0, and therefore that aγ = 0,
the desired contradiction.
Using (∗), the same reasoning shows that if hp − h = f , then h ∈ E[t∆].
(2) This is essentially clear from (1). Note that 0 /∈ Supp(f). Let S = Supp(f)∪ Supp(g), and
{Si} the partition of S given by (1). Then each Si contains at most one element of Supp(f),
has at least two elements (by (1)), and therefore contains precisely one element of Supp(f) and
one element of Supp(g). This gives the bijection π, and the rest follows from (1).
The following result is probably well-known, but for lack of a reference we will give its proof.
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Proposition 3.6. Let E be a field, and Γ a subgroup of R such that
⋂
n∈N p
nΓ = (0) if
char(E) = p > 0. The elements of E((tΓ)) which are separably algebraic over E(tΓ) have the
following property: their support is either finite or of order type ω and cofinal in R. Moreover,
the subring E[tΓ] is dense in E(tΓ)s ∩ E((tΓ)).
Proof. We consider the completion E(tΓ)c of E(tΓ) with respect to the valuation. This is the
smallest field containing limits of all sequences (an)n∈N of elements of E(t
Γ), with v(an+1− an)
increasing and cofinal in R. Then E(tΓ)c is henselian (see Chapter 2 of [23]).
Claim. E(tΓ)c coincides with the set K of elements of E((tΓ)) whose support is either finite
or of order type ω and cofinal in Γ.
Note that a ∈ K if and only if for every γ ∈ R, Supp(a) ∩ (−∞, γ) is finite. Clearly K
contains E[tΓ] and is closed under addition. For multiplication, let a, b ∈ K, γ ∈ R; then
Supp(ab) ∩ (−∞, γ) ⊂ Supp(a|γ − v(b) · b|γ − v(a)). Similarly, if a ∈ K with v(a) > 0,
γ > 0, and k is the smallest integer such that kv(a) > γ, then Supp((1 + a)−1) ∩ (−∞, γ) ⊂
Supp(1+ a|γ + · · ·+ a
k−1
|γ). This implies that K is a subfield of E((t
Γ)). It follows that every
element of E(tΓ)c is the limit of a sequence of elements of E[tΓ], and therefore coincides with
K. This finishes the proof of the claim.
Thus the ring E[tΓ] is dense in E(tΓ)c: for every a ∈ E(tΓ)c and γ ∈ R, there is b ∈ E[tΓ] such
that v(a−b) > γ. The field E(tΓ)c is henselian, and if char(E) = 0, it has no proper immediate
algebraic extension (see 3.2), so that the result holds.
Assume now that char(E) = p > 0, and that L is a finite Galois extension of E(tΓ)c, with Galois
group G. We need to show that L0 := L ∩ E((t
Γ)) = E(tΓ)c. We assume this is not the case,
and take such an L0 of minimal degree over K, and L its normal closure over K. We denote
also by v the unique extension of v to L. If Gv = {ρ ∈ G | ∀x ∈ Lv(ρ(x)−x) > v(x)}, then the
subfield L1 of L fixed by Gv is contained in L2 := E
′(tΓ
′
)c, for some separable extension E ′ of E
and overgroup Γ′ of Γ such that [Γ′ : Γ] is prime to p. Indeed, L1 = K(α, β), where the residue
field of K(α) is separable over E, and the extension K(α, β)/K(α) is totally ramified of degree
prime to p, see Corollary 5.3.8 in [7]. Moreover L2 and L0 are linearly disjoint over K, and
Gal(L/L1) = Gv is a p-group, which is normal in G. The minimality of L0 then implies that
L0L1 contains a Galois extension of degree p of L1, i.e., contains some Artin-Schreier extension
of L1 which is immediate over L1. As L2 and L0 are linearly disjoint over K, it is enough to
show: no Artin-Schreier extension of L2 is immediate.
Assume by way of contradiction that L2(a) is an immediate Artin-Schreier extension of L2,
where b = ap − a ∈ L2. Because L2 is Henselian, every element of positive valuation is of the
form xp − x for some x ∈ L2, so that v(b) ≤ 0, and without loss of generality, b ∈ E
′[tΓ
′≤0]
has finite support (use the claim, and the fact that every element of positive valuation is of the
form xp − x in a Henselian field). Write b =
∑
γ cγt
γ , cγ ∈ E
′, γ ∈ Γ′. We may then assume
that each cγt
γ with γ < 0 is not a p-th power in L2: otherwise, let s be maximal such that
cγt
γ ∈ Lp
s
2 (recall that no element of Γ is infinitely p-divisible, hence the same holds for Γ
′),
and add to b the element cp
−s
γ t
p−sγ − cγt
γ (which is of the form dp − d for some d ∈ L2, see 3.5,
proof of (1)). Let γ0 be the least element of the support of b. Now, v(a) = v(b)/p, and because
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e(L2(a)/L2) = 1, it follows that γ0 ∈ pΓ
′; if γ0 < 0, it then implies that cγ0 is not a p-th power
in E ′, but as v(a − cγ0t
γ0/p) > v(a), we get a contradiction with f(L2(a)/L2) = 1. Finally, we
cannot have γ0 = 0, since then L2(a) would be a purely residual extension of L2.
Comment. Actually, this proof can be easily modified to show that K = E(tΓ)c is defectless,
the point being to reduce to the case of immediate Artin-Schreier extensions.
3.7. Conventions and some basic results and definitions in algebraic geometry. Recall
that we work in a large saturated model (Ω, σ) of ACFA. Our varieties will always be quasi-
projective and absolutely irreducible. If a variety V is defined over the field K, then K(V )
denotes its function field, and if V is affine, K[V ] denotes the affine ring of V (over K). We
view the elements of K(V ) as (partially defined) functions on V . If x ∈ V (K), then Ox,V will
denote the ring of elements of K(V ) which are defined at x, andMx,V its maximal ideal, which
consists of functions vanishing at x. We use the same notation if U is an affine open subset
of V , and x a prime ideal of K[U ], to denote the localization of K[U ] at the ideal x and its
maximal ideal.
Recall that the variety V is normal if whenever U is an affine open subset of V (defined over
K), then K[U ] is integrally closed in its fraction field. If V is normal and affine, and L is a finite
algebraic extension of K(V ), then the normalisation of V in L is the variety W whose affine
ring is the integral closure R of K[V ] in L; it is therefore affine, and comes with a dominant
finite map f : W → V , dual to the inclusion K[V ] ⊂ R. If V is normal and projective, and
V =
⋃
Ui where the Ui’s are affine open, then the normalisation W of V in L is W =
⋃
Wi,
where each Wi is the normalisation of Ui in L. The map f : W → V is obtained by glueing the
maps fi : Wi → Ui. See Theorem 4 of III.8 in [21], or Theorem 4 of V.4 in [18].
3.8. Finite morphisms, ramification. A dominant morphism f : V → W between two
affine varieties is finite if K[V ] is integral over f ∗(K[W ]). If V and W are quasi-projective,
then it is finite ifW can be covered by affine subsetsWi with f
−1(Wi) affine, and the restriction
of f to f−1(Wi) finite.
Assume that W is normal, and f finite. If y ∈ W (Ω), the dominant finite morphism f is
unramified over y if f−1(y) contains deg(f) distinct points, where deg(f) = [K(V ) : f ∗K(W )];
if |f−1(y)| < deg(f), then we say that f ramifies over y. The set of points of W over which f is
ramified is called the locus of ramification (or ramification locus) of f . This is a Zariski closed
subset of W , which is defined over K (see Thm 4 of II. 6.3 of [24]). If f is inseparable, it is all
of W . We say that f is unramified over W , if it is unramified over every point of W .
There is an alternate, equivalent definition involving local rings, see [20] I.3 (p. 21): without
loss of generality assume that V and W are affine, let x be a prime ideal of K[V ], y = f(x),
and Ox,Oy the corresponding localisations of K[V ] and K[W ]; we identify Oy with a subring
of Ox via f
∗. Then f is unramified at x if and only if Ox/MyOx is a separable field extension
of Oy/My. Note that this statement has two implications: that My generates the maximal
ideal of Ox, and that the residue field Ox/Mx is separably algebraic over Oy/My. We say that
f is unramified over y if it is unramified at every point x ∈ f−1(y), and that it is unramified
over W if it is unramified over every point of W (or equivalently, of W (Kalg)).
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3.9. Ramification divisor. Let f : V → W be as above, and S ⊂ W a subvariety of
codimension 1. As W is normal, the function which to an element g ∈ K(W ) associates its
order of vanishing on S, defines a discrete valuation vS on K(W ), which we call a divisorial
valuation. This valuation vS extends to K(V ), and may or may not ramify. Note that by 3.2,
vS is defectless.
The ramification divisor is the union of all subvarieties S of V of codimension 1 such that the
associated valuation vS ramifies in K(W ). Note that we are not interested in multiplicities
here; thus the ramification divisor in our sense is the support of the ramification divisor in the
sense, e.g., of Hartshorne [8], p. 301 (for curves).
We will use the following result of Zariski, see [17], Proposition 4, or [1], Thm 1:
Theorem 3.10. If W is non-singular, then the ramification divisor of f and the ramification
locus of f coincide.
Lemma 3.11. Let E = aclσ(E), let B be a definable subgroup of some algebraic group G defined
over E, and let a be a generic of B. Assume that σ(a) ∈ E(a)alg, let ℓ > 0 and let B(0) and
V0,ℓ be the algebraic loci of a and of (a, σ
ℓ(a)) over E. Assume that the variety V0,ℓ contains
a proper infinite subvariety W such that π0(W )
σℓ = πℓ(W ) have the same dimension as W ,
where π0 : V0,ℓ → B(0) and πℓ : V0,ℓ → B
σℓ
(0) are the natural projections given by the inclusion
V0,ℓ ⊂ B(0) × B
σℓ
(0). Then evSU(a/E) > 1.
Proof. The assumption σ(a) ∈ E(a)alg implies that dim(V0,ℓ) = dim(B(0)), and that dim(W ) <
dim(B(0)). Moreover, σ(a) ∈ E(a)
alg implies that a is also a generic of B(ℓ), and therefore B,
B(ℓ) and tp(a/E) have the same evSU-rank.
We now work in Ω[ℓ]. Let F = aclσ(F ) contain E and such that W is defined over F . By
properties of the theory ACFA and the fact that Ω[ℓ] is a model of ACFA, there is some
b ∈ B(ℓ) such that (b, σℓ(b)) ∈ W , and tr.deg(F (b)σ/F ) = dim(W ). Then 0 < tr.deg(F (b)σ <
tr.deg(E(a)σ/E), so b is not a generic of B(ℓ), and is not algebraic over F . Hence SU(a/E)[ℓ] >
1.
Proposition 3.12. Let E = aclσ(E), G a connected commutative algebraic group, and B a
definable modular subgroup of G(Ω), of eventual SU-rank 1 and Zariski dense in G, everything
being defined over E. Let a be a generic of B over E (so that E(a) ≃ E(G)), and assume
that σ(a) ∈ E(a)alg. Let L be a finite Galois extension of E(a), and assume that L is linearly
disjoint from E(a)σ over E(a), and is such that L(σ(a)) = σ(L)(a). If W is the normalisation
of G in L, then the map f : W → G is unramified.
Proof. Assume by way of contradiction that the map f : W → G is ramified, let S be the
ramification divisor of f , S an irreducible component of S, and v = vS the associated valuation
(see 3.9). Let V1 be the algebraic locus of (a, σ(a)) over E. Then V1 is an algebraic subgroup
of G×Gσ, and is therefore non-singular.
Each of the projections π0 : V1 → G and π1 : V1 → G
σ, being a group homomorphism, is
the composition of a purely inseparable morphism with an unramified morphism. Moreover, as
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E is algebraically closed, so that G(E) contains the torsion subgroup of G, the field E(a, σ(a))
is a normal extension of E(a) and of E(σ(a)). Then, Lemma 3.3 (2) and (3) imply that if w is
any extension of v to E(a, σ(a)), then r(L/E(a)) = r(L(σ(a))/E(a, σ(a))) = r(σ(L)/E(σ(a)))
(here we use the fact that σ(L)(a) = L(σ(a))). Then the restriction of w to E(σ(a)) is a
divisorial valuation vT , with T an irreducible component of π1π
−1
0 (S) (this uses the fact that
the ramification divisor coincides with the ramification locus – see 3.10 – and that the maps π0
and π1 are finite, everywhere defined).
On the other hand, we know that Sσ is the ramification divisor of fσ : W σ → Gσ. Hence T
is an irreducible component of Sσ. This reasoning can be repeated: we fix an extension w of v
to E(a, σ(a), . . . , σℓ(a)), with ℓ = |S|. We then get a sequence S = S0, S1, . . . , Sℓ of elements of
S such that the restriction of w to E(σi(a)) coincides with the valuation vi associated to S
σi
i .
Then necessarily there are 0 ≤ i < j ≤ ℓ such that Si = Sj , and looking at the algebraic locus
Vi,j of (σ
i(a), σj(a)) over E, we obtain a subvariety U of Vi,j, such that vU = w|E(σi(a), σj(a))
ramifies in σi(L)(σj(a)), and the projections of U on Gσ
i
equals Sσ
i
i , the projection of U on
Gσ
j
equals Sσ
j
i . Lemma 3.11 gives us the desired contradiction when dim(G) > 1.
Assume now that dim(G) = 1. Because tp(a/E) is modular and tr.deg(a/E) = 1, we know
that the set {[E(a, σk(a)) : E(a)]s | k ∈ Z} is unbounded (see (4.5) in [2]). Choose k ∈ Z
such that [E(a, σk(a)) : E(a)]s = N > |S|. As E is algebraically closed, if P ∈ S then the
valuation vP has N distinct extensions w1, . . . , wN to E(a, σ
k(a)), which correspond to the N
distinct points Q1, . . . , QN ∈ G
σk(E) such that each (P,Qi) belongs to the algebraic locus V0,k
of (a, σk(a)) over E; the restrictions of the valuations wi to E(σ
k(a)) are therefore distinct (they
equal the vQi), and the points Q1, . . . , QN are in S
σk . This gives the desired contradiction.
Lemma 3.13. Let G be a semi-abelian variety defined over E = aclσ(E), and let B be a
definable subgroup of G(Ω) of finite SU-rank. Let n ∈ N>0, and let a be a generic of B over E,
and b such that [n]b = a. Then E(b)σ is a finite σ-stable normal extension of E(a)σ.
Proof. We use the notation introduced at the beginning of section 2. The truth of this statement
only depends on qftp(a/E) (see (2.9)(2) in [2]), and we may therefore assume that b ∈ B, and
that B = B˜. Since [B : B0] is finite and E is algebraically closed, we may also assume
that B = B0. The normality of E(b)σ over E(a)σ follows from the fact that E contains the
torsion subgroup of G and of the Gσ
i
. Let m be such that B = B˜(m), and let N ≥ m. Then
B(N) is a semi-abelian variety which projects onto B(m) with finite fibers, so that dim(B(N)) =
dim(B(m)) =: g. Moreover, if r is the dimension of the maximal abelian quotient of B(m),
then it is also the dimension of the maximal abelian quotient of B(N). Therefore, the map
[n] : B(N) → B(N) has degree n
2r+g−r = ng+r.
The tuple (b, σ(b), . . . , σN(b)) is a generic of B(N) for every N , whence
[E(b, σ(b), . . . , σN(b)) : E(a, . . . , σN(a))] = ng+r, and [E(b)σ : E(a)σ] = n
g+r.
Lemma 3.14. Let E = aclσ(E) ⊆ F = aclσ(F ), and let a be independent from F over E.
Assume that L is a proper finite separable σ-stable extension of aclσ(Ea)F . Then there is F1,
independent from (a, F ) over E, and a finite σ-stable Galois extension M of FF1(a)σ such that
L ⊆ aclσ(F1a)M .
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Proof. Write A = E(a)sσ, and L0 = L ∩ (AF )
s. Note that since L is separable over aclσ(Ea)F ,
and aclσ(Ea) is purely inseparable over A, we have L = L0aclσ(Ea). It therefore suffices to
find such an M with L0 ⊆ aclσ(F1a)M .
AF is a normal extension of F (a)σ, and the normal closure of L0 over F (a)σ is therefore a
finite σ-stable Galois extension of AF (see (2.9)(3) in [2]). We may therefore assume that L0
is Galois over F (a)σ.
Recall that we work inside the large difference field Ω. Let ϕ be an A-automorphism of Ω such
that ϕ(F ) = F1 is independent from (F, a) over E, and let L1 = ϕ(L0). Then L0L1 is a Galois
extension of FF1(a)σ, which contains AF , and we will identify
Gal(L0L1/FF1(a)σ) ≃ Gal(L0/F (a)σ)×Gal(A/E(a)σ) Gal(L1/F1(a)σ).
Consider the subgroup H of Gal(L0L1/FF1(a)σ) defined by
H = {(τ, ϕτϕ−1) | τ ∈ Gal(L0/F (a)σ)}.
As ϕ is an A-isomorphism of difference fields, H is a closed subgroup of Gal(L0L1/FF1(a)σ),
which projects onto Gal(A/E(a)σ) and σ
−1Hσ = H . Observe that [Gal(L0L1/FF1(a)σ) : H ] =
[L0 : AF ] is finite. Hence, the subfield M of L0L1 which is fixed by H is a finite σ-stable
extension of FF1(a)σ, and intersects AFF1 in FF1(a)σ.
We have Gal(L0L1/L1)∩H = {1}, whence L1M = L0L1. From L1 ⊂ F1(a)
s
σ, we obtain the
result.
Lemma 3.15. Let E = aclσ(E), a a finite tuple, and assume that M is a finite σ-stable
extension of E(a)σ. Then there are r ∈ N and a finite extension L of E(a, . . . , σ
r(a)) such that
M = LE(a)σ, L is linearly disjoint from E(a)σ over E(a, . . . , σ
r(a)), [L : E(a, . . . , σr(a))] =
[M : E(a)σ] and σ(L)(a) = L(σ
r+1(a)).
Moreover, if L is as above and E(a, . . . , σr(a)) ⊆ L0 ⊆ L is such that L0E(a)σ is σ-stable, then
we also have σ(L0)(a) = L0(σ
r+1(a)), and Lσ(L) = L0σ(L0) = σ(L0)L.
Proof. Fix a finite tuple α generating M over E(a)σ. Then there are integers i ≤ j such
that the extension M ′ = E(σi(a), . . . , σj(a), α) of E(σi(a), . . . , σj(a)) has degree [M : E(a)σ].
By assumption, σ(M ′) ⊆ M ′E(a)σ and M
′ ⊆ σ(M ′)E(a)σ. Hence there are integers ℓ ≤ i
and k ≥ j such that σ(M ′) ⊆ M ′E(σℓ(a), . . . , σk(a)) and M ′ ⊆ σ(M ′)E(σℓ(a), . . . , σk(a)).
Define L = σ−ℓ(M ′)E(a, . . . , σ−ℓ+k(a)). Then [L : E(a, . . . , σ−ℓ+k(a))] = [M : E(a)σ]. An easy
computation shows that σ(L) ⊆ L(σ−ℓ+k+1(a)) and L ⊆ σ(L)(a).
Write b = (a, . . . , σ−ℓ+k(a)), and let now E(b) ⊂ L0 ⊂ L be such that L0E(b)σ is σ-stable. The
linear disjointness of L and E(a)σ = E(b)σ over E(b) implies that L is linearly disjoint from
M0 = L0E(b)σ over L0E(b) = L0. In particular, [L : L0] = [Lσ(L0) : L0σ(L0)] = [Lσ(L) :
L0σ(L0)] (because σ(b) ∈ σ(L0)), and therefore we obtain [L0σ(L0) : E(b, σ(b))] = [L0 : E(b)],
which implies L0(σ(b)) = L0σ(L0) = σ(L0)(b). The second set of equalities is also clear from
the above.
Lemma 3.16. Let E = aclσ(E), B a E-quantifier-free definable subgroup of a semi-abelian
variety G, and assume that if a ∈ B, then σ(a) ∈ E(a)alg. Let n ≥ 1 be an integer, let B(n)
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be the σn-closure of B (for the σn-topology), let B0 be the connected component of B, and let
m ∈ Z, τ = Frobmσn. We use the additive notation for the group law. The following properties
are equivalent:
(a) For all (some) generic a of B0 (over E), and field F = aclσ(F ) containing E, if L is a
finite separable σ-stable extension of F (a)σ, then for some integer N and b ∈ G(Ω) such
that [N ]b = a, we have L ⊂ F (b)σ.
(b) For all a ∈ B and field F = aclσ(F ) containing E, if L is a finite separable σ-stable
extension of F (a)σ, then for some integer N and b ∈ G(Ω) such that [N ]b = a, we have
L ⊂ F (b)σ.
(c) For all a ∈ B(n) and field F = aclσn(F ) containing E, if L is a finite separable σ
n-stable
extension of F (a)σn, then for some integer N and b ∈ G(Ω) such that [N ]b = a, we have
L ⊂ F (b)σn.
(d) For all a ∈ B(n) and field F = aclτ (F ) containing E, if L is a finite separable τ -stable
extension of F (a)τ , then for some integer N and b ∈ G(Ω) such that [N ]b = a, we have
L ⊂ F (b)τ .
Proof. First some comments about (a): recall that the finite σ-stable Galois extensions of a
difference field are determined by its isomorphism type and do not depend on the extension
of the automorphism to the algebraic closure (1.3). Hence, the truth of (a) only depends on
the generic quantifier-free type of B0, not on a particular realisation. (b) clearly implies (a),
and we will now show that (a) implies (b). Let a ∈ B, F = aclσ(F ) containing E and L
a finite separable σ-stable extension of F (a)σ. Let a2 be a generic of B
0 over aclσ(Fa), let
a1 = a − a2, and F1 = aclσ(Fa1). By (a), there are an integer N and a tuple b2 such that
[N ]b2 = a2 and F1L ⊂ F1(b2)σ. If b1 ∈ F1 is such that [N ]b1 = a1, setting b = b1+ b2, we obtain
L ⊂ F1(b)σ ∩ aclσ(Fa) = F (b)σ. This proves (b) and finishes the proof of the first equivalence.
Observe that if a ∈ B realises a generic of B, then qftp(a/E)[m] is a generic type of B(m).
Together with the first equivalence (applied to σn and to τ), this allows us to restrict our at-
tention to tuples a which are generics of B0. We let a denote a generic of B over E.
Assume (c), and let L be a finite separable σ-stable extension of F (a)σ, for some F = aclσ(F )
containing E. Because σ(a) ∈ E(a)alg, it follows that for some N > 0, we have [N ]σj(a) ∈
E(a)σn for all j = 1, . . . , n−1, and that F (a)σ is a finite σ
n-stable extension of F (a)σn (Lemma
3.13). Hence so is L, which easily gives the result: if L0 = L ∩ F (a)
s
σn , then L0 is a finite
separable σn-stable extension of F (a)σn and L = L0F (a)σ, so that (c) implies (b).
Assume now (b). Let F = aclσn(F ) contain E, and L a finite separable σ
n-stable extension
of F (a)σn . We may assume that F is closed under σ as well (by (1.12) in [2] applied to the
extension FE(a)σ of E(a)σ). But then Lσ(L) · · ·σ
n−1(L) is a finite separable σ-stable exten-
sion of F (a)σ, and therefore contained in F (b1)σ for some b1 with [N ]b1 = a some N . As
σ(a), . . . , σn−1(a) ∈ E(a)alg, there is M such that E(a)σ ⊂ E(b2)σn for some b2 with [M ]b2 = a.
If b is such that [MN ]b = a, then L ⊂ E(b)σn .
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To show the last equivalence, we may assume that n = 1. Observe that τ is definable in (Ω, σ),
that σ is definable in (Ω, τ), and that E(a)σE(a)τ is purely inseparable over E(a)σ and over
E(a)τ .
Assume first that it holds for τ , and that m < 0; let F = aclσ(F ) (= aclτ (F )) contain E, and L
a finite separable σ-stable extension of F (a)σ. Apply Lemma 3.15 to get a generator α of L over
F (a)σ, and an integer r such that the minimal polynomial of α over F (a)σ has its coefficients
in F (a, σ(a), . . . , σr(a)) and F (a, σ(a), . . . , σr(a), σr+1(a), α) = F (a, σ(a), . . . , σr+1(a), σ(α)).
Note that τ(α) = σ(α)p
m
generates σ(L) over E(σ(a), . . . , σr+1(a)) (because σ(L) is sepa-
rable over E(σ(a), . . . , σr+1(a))). Then σ = τFrob−m, so that F (a, σ(a), . . . , σr(a), σr+1(a)) ⊂
F (a, τ(a), . . . , τ r+1(a)). As the extension F (a, τ(a), . . . , τ r+1(a)) of F (a, σ(a), . . . , σr(a), σr+1(a))
is purely inseparable, it follows that
F (a, τ(a), . . . , τ r+1(a), α) = F (a, τ(a), . . . , τ r+1(a), τ(α)),
so that F (a)τ (α) is a finite separable τ -stable extension of F (a)τ . By assumption, there is some
N and b such that [N ]b = a and α ∈ F (b)τ . Our assumptions on α then imply α ∈ F (b)σ.
If m = 0, there is nothing to prove, and if m ≥ 1, replacing τ and σ by τ−1 and σ−1 gives the
result. The other direction is symmetric, interverting the roles of σ and τ .
Remark 3.17. Let E = aclσ(E), a a tuple in U and assume that evSU(a/E) = 1, and
tr.deg(E(a)σℓ/E) does not depend on ℓ > 0. Let τ = Frob
mσn, and consider a in the reduct
(Ω, τ). Then also evSUτ (a/E) = 1.
Proof. Our assumption on the transcendence degrees implies that E(a)σ ⊂ E(a)
alg
σn . By def-
inition of the evSU-rank, we know that the evSU-ranks of a over E in (Ω, σ) and in (Ω, σn)
are the same, and so both equal 1. Assume that there is some F = aclτ (F ) containing E and
such that a is not independent from F over E (in (Ω, τ), equivalently in Ω[n]). Noting that
F = aclσn(F ), implies a ∈ F and gives the desired conclusion.
3.18. Algebraically closed valued fields. Consider the theory of algebraically closed valued
fields in the 2-sorted language Lval, with sorts for the valued field and the value group, v the
valuation map : K → Γ∪ {∞}, and K and Γ are structures in the languages {+,−, ·, 0, 1} and
{+,−, 0,≤} respectively. V. Weispfenning [25] showed that this theory eliminates quantifiers.
(Other quantifier elimination results for algebraically closed valued fields were obtained by A.
Robinson [22] and F. Delon [5].)
Let (K, v) be an algebraically closed valued field, E an algebraically closed subfield on which
v is trivial, and assume that a¯ = (a1, . . . , an) ∈ K is such that v(a1), . . . , v(an) are Q-linearly
independent. Then, if f(X1, . . . , Xn) =
∑
ν bνX
ν ∈ E[X1, . . . , Xn] (ν = (ν1, . . . , νn) ∈ N
n,
Xν = Xν11 · · ·X
νn
n ), we have
v(f(a¯)) = min
ν
{v(bν) + v(a¯
ν)}.
In particular, a1, . . . , an are algebraically independent over E. Quantifier elimination then
implies that tp(a¯/E) is completely determined by tp(v(a1), . . . , v(an)) (in Γ), i.e., by the set of
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formulas
∑n
i=1miξi > 0 (where mi ∈ Z) satisfied by v(a¯) = (v(a1), . . . , v(an)).
Let α ∈ E(a¯)s. Then v(α) belongs to the Q-vector space generated by v(a1), . . . , v(an); thus
there are Q-linear combinations t1(ξ¯), . . . , tk(ξ¯) such that the values of the conjugates of α over
E(a¯) are in the set {t1(v(a¯)), . . . , tk(v(a¯))}. Let P (a¯, X) be the minimal polynomial of α over
E(a¯). Since tp(v(a¯)) ⊢ tp(a¯/E), there is a finite conjunction ψ(ξ¯) of formulas of the form∑n
i=1miξi > 0 such that if b¯ ∈ K is such that v(b¯) satisfies ψ, and if β is a root of P (b¯, X),
then v(β) ∈ {t1(v(b¯)), . . . , tk(v(b¯))}.
3.19. Algebraically closed valued fields with value group R. Let E be an algebraically
closed field of characteristic p > 0, and consider the (algebraically closed) valued field (E((tR)), v)
with its natural valuation (see 3.4). We fix a positive integer n and define R to be the set of
n-tuples of Rn which are Q-linearly independent.
Let γ = (γ1, . . . , γn) ∈ R, and let Γ = 〈γ〉 be the subgroup of R generated by the elements of
γ. Let a¯ = (tγ1 , . . . , tγn), let α ∈ E(a¯)s, P (a¯, X) its minimal polynomial over E(a¯). An open
ball containing γ is a set B(γ; ε) = {δ ∈ Rn | ‖δ− γ‖ < ε} for some ε > 0 (here ‖ ‖ denotes the
usual norm in Euclidean space). We will show the following:
Lemma 3.20. Assumptions and notation as above. If α ∈ E((tΓ)), then there is an open ball B
containing γ such that if b¯ is an n-tuple in E((tR)) with v(b¯) ∈ B, then the polynomial P (b¯, X)
has a root β which generates an immediate extension of E(b¯).
Furthermore, if Q(X¯, Y¯ ) ∈ E[X¯, Y¯ ] is such that α|0 = Q(a¯, a¯
−1), then B can be chosen so that
in addition the above root β satisfies β|0 = Q(b¯, b¯
−1).
Proof. The main difficulty is to say in a first order way that the extension is immediate. We
will use repeatedly Proposition 3.6. Every element of Γ is a Z-linear combination of elements
of v(a¯). Hence, there is R[X¯, Y¯ ] ∈ E[X¯, Y¯ ] such that if c = R(a¯, a¯−1), then v(c) ≥ 0, and the
minimal (monic) polynomial F (a¯, T ) of α′ = cα over E(a¯) has its coefficients in E[tΓ≥0 ]. By
Proposition 3.6, we know that
α′ = lim
m→∞
α′|m,
and therefore
lim
m→∞
v(F (a¯, α′|m)) = +∞.
As F ′(a¯, α′) 6= 0 and v(F ′(a¯, α′)) ≥ 0, for all sufficiently large m ∈ N we will have
v(F ′(a¯, α′|m)) = v(F
′(a¯, α′)) ≥ 0 and v(F (a¯, α′|m)) > 2v(F
′(a¯, α′|m)) + v(c).
We choose such anm ≥ v(c), so that v(α−α′|mc
−1) ≥ m−v(c) ≥ 0. Let Qm[X¯, Y¯ ] be such that
α′|m = Qm(a¯, a¯
−1), and consider the Lval(E)-formula θimm(x¯) which expresses the following:
(i) v(F (x¯, Qm(x¯, x¯
−1))) > 2v(F ′(x¯, Qm(x¯, x¯
−1))) + v(R(x¯, x¯−1)).
(ii) v(Qm(x¯, x¯
−1)R(x¯, x¯−1)−1 −Q(x¯, x¯−1)) ≥ 0.
(iii) All monomials occuring in Q(x¯, x¯−1) have valuation < 0, and v(F ′(x¯, Qm(x¯, x¯
−1))) ≥ 0,
v(R(x¯, x¯−1)) ≥ 0.
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Then a¯ satisfies this formula. Recall that because γ ∈ R, tp(a¯/E) is axiomatised by formulas
of the form
∑
imiv(xi) > 0, where the mi’s are in Z. Hence, there is a definable open subset
X of Rn containing γ, and such that if v(b¯) ∈ X , then b¯ satisfies θimm. Because γ ∈ R, there is
an open ball B containing γ and contained in this set X .
Let b¯ satisfy θimm. Then, by Hensel’s Lemma, there is a root β
′ of F (b¯, T ) = 0 in the
Henselization of E(b¯), and which furthermore satisfies
v(β ′ −Qm(b¯, b¯
−1)) = v(F (b¯, Qm(b¯, b¯
−1)))− v(F ′(b¯, Qm(b¯, b¯
−1))) ≥ v(R(b¯, b¯−1)) ≥ 0
and
v(β ′R(b¯, b¯−1)−1 −Q(b¯, b¯−1)) ≥ 0.
So, if β = R(b¯, b¯−1)−1β ′, then P (b¯, β) = 0, E(b¯, β) is an immediate extension of E(b¯), and
v(β −Q(b¯, b¯−1)) ≥ 0 (i.e.: β|0 = Q(b¯, b¯
−1)).
Lemma 3.21. Let A ∈ GLn(Q), with n ≥ 1. Suppose that for every m ≥ 1, the characteristic
polynomial of Am is irreducible over Q. Let S ⊂ R with the following properties:
— A(S) ⊆ S 6= ∅,
— if r ∈ R>0, then rS = S.
— S is closed in R.
Then there is γ ∈ S such that for every ε > 0, there are infinitely many integers m such that
∥∥∥ A
m(γ)
‖Am(γ)‖
−
γ
‖γ‖
∥∥∥ < ε.
Proof. Our assumption on A implies that for every m ≥ 1, all eigenvalues of Am (in Qalg) are
distinct, and that Rn has no Am-stable subspace defined over Q (other than (0), Rn). Hence, if
V is a proper subspace of Rn defined over Q, then V cannot contain a (non-empty) subset D
other than {0} which is Am-stable for some m ≥ 1: otherwise
⋂
nA
mn(V ) would be a proper
Am-stable subspace of Rn containing D and defined over Q.
We will work in the sphere Sn−1 = (Rn \ {0})/R>0, which we identify with a compact subset
of Rn. We denote by S˜, R˜, the images of S and R in Sn−1, i.e. with the above identification,
S˜ = S ∩ Sn−1, R˜ = R ∩ Sn−1. Let T be the closure of S˜ in Sn−1; then T is compact and
A-invariant. We call a point c of Sn−1 recurrent if for every open set U containing c the set
{m ∈ N | Am(c) ∈ U} is infinite. So we want to find a recurrent point which is in S˜.
Since S is closed in R, also S˜ is closed in R˜, and it suffices to show that T contains a recurrent
point which is in R˜, since this point will necessarily be in S˜.
We recall the usual proof from topological dynamics: Take a maximal chain of non-empty closed
A-invariant subsets of T ; then the intersection C of this chain is non-empty (by compactness
of T ) and is minimal closed A-invariant. Thus if c ∈ C and k ≥ 1, then c belongs to the closure
of {Am(c) | m ≥ k}, so that c is recurrent. Note also that A(C) = C.
Assume that C ∩ R˜ is empty. Thus C is covered by a union of hyperplanes of Rn which are
defined over Q. There are countably many such hyperplanes, and by Baire’s lemma, there is
a hyperplane H defined over Q such that C ∩ H has non-empty interior in C for the induced
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topology. I.e., there is an open subset O of Sn−1 such that ∅ 6= O ∩ C ⊆ H . Note that⋃
m∈ZA
m(O) is an open set which is A-invariant and intersects C; by minimality of C, it contains
C, and by compactness of C, there is a finite subset I of Z such that C =
⋃
m∈I A
m(C ∩ O).
Hence C ⊂
⋃
m∈I A
m(H). From A(C) = C, we deduce that
⋂
n∈NA
n(
⋃
m∈I A
m(H)) is non-
empty and A-invariant. I.e, there are subspaces V1, . . . , Vr of R
n which are defined over Q and
are such that C ⊂ V1 ∪ · · · ∪ Vr = A(V1 ∪ · · · ∪ Vr). Thus A permutes the spaces Vi, and
Ar!(Vi) = Vi for any i. This contradicts our assumption.
4 The main result.
Notation and conventions are as before. In particular, p denotes char(Ω) if it is positive, and
1 if it is 0.
Proposition 4.1. Let A be an abelian variety defined over E = aclσ(E), let B be a definable
modular subgroup of A(Ω), with evSU(B) = 1, let a be a generic of B over E, and let M be
a finite σ-stable Galois extension of E(a)σ. Assume that for every ℓ > 1, tr.deg(E(a)σ/E) =
tr.deg(E(a)σℓ/E). Then for some N and b ∈ A(Ω) satisfying [N ]b = a, M ⊂ E(b)σ.
Proof. B0 has finite index in B, so at the cost of replacing a by some multiple [m]a (see Lemma
3.13), we may assume that a ∈ B0. Replacing a by pn(a) = (a, . . . , σ
n(a)) for some n (and A
by B(n), B by pn(B), see 2.1 for the notation), we may assume that σ(a) ∈ E(a)
alg, and that
M = LE(a)σ, where L is finite Galois over E(a), linearly disjoint from E(a)σ over E(a), and
such that L(σ(a)) = σ(L)(a) (see Lemma 3.15). Indeed, our assumption on the difference fields
E(a)σ and E(a)σℓ implies that evSU(pn(B)) = 1 for all n ≥ 1 (see Remark 3.17). Note that B
is Zariski dense in A (by definition of B(n)).
Let f : W → A be the normalisation of A in L.
By Proposition 3.12, f is unramified. By a result of Lang-Serre (Theorem 2 in [19]), this implies
that W is isomorphic over E to an abelian variety A′, and that f is a translate of an isogeny
A′ → A. As E is algebraically closed, this implies that L ⊂ E(b) where [N ]b = a for some
N > 0.
4.2. The toric analogue, Proposition 4.3, is more involved, especially in characteristic p > 0;
before plunging into the proof, we sketch it in a simplified setting. Using additive notation, up
to finite index, the subgroups in question can be written:
B = {x ∈ Gnm | σ(x) =Mx},
where M ∈ GLn(Q), and denominators are cleared in the obvious way. We treat here the case
M ∈ GLn(Z); a slight extension will work for M ∈ GLn(Zp) ∩ GLn(Q), but the general case
is harder. We also consider, for simplicity, only Galois extensions of order p, where p is the
characteristic.
We work over an algebraically closed difference field E, and define E(B), the function field
of B, to be E(a) with the given action of σ: a 7→ Ma, where a = (a1, . . . , an) is an n-tuple
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of independent elements. Let L be a difference field extension of E(B), which is also a Galois
extension of order p. We will show that if any such L exists, then B is non-orthogonal to the
fixed field; indeed for some k ≥ 1, B has a subgroup isogenous to a subgroup of Gm(Fix(σ
k)).
Any group embedding ρ : Zn → R induces a Berkovich point, i.e. an R-valued valuation on
E(B) over E; namely, the valuation satisfying
v(
∑
ν∈Zn
eνa
ν) = min
eν 6=0
ρ(ν).
Let X be the space of all such valuations; so X ⊂ Hom(Zn,R) = Rn, and X can be identified
with R (see 3.19). The automorphism σ of E(B) induces an automorphism σ of X . We let S
be the set of valuations in X which ramify in L.
For any valuation v in S, if L = E(B)(α) with αp−α = c ∈ E(B) such that v(c) < 0 and v(c) is
not divisible by p in the value group of v, then it is easy to see that v(c) is uniquely determined
in terms of L, v: any c′ with the same conditions will have v(c′) = v(c). (In fact, c(1 + Ov)
is similarly determined.) See 3.3 and 3.5. Thus we may define θ(L, v) = v(c). Moreover, any
Artin-Schreier extension of E(B) in which v ramifies can be described in this fashion.
Furthermore, the variety (P1)n has no unramified covers, and using Lemma 3.12 and the inclu-
sion Gnm ⊂ (P
1)n, it follows that S is non-empty. It also satisfies the hypotheses of Lemma 3.21.
We now work in the positive projectivization S˜ = (S/R>0) of S and find a point v¯ such that
σk(v¯) comes arbitrarily close to v¯ (in S˜ ⊂ Sn−1). Say v¯ is represented by v ∈ S.
Let Γ be the value group of v, a subgroup of R isomorphic to Zn. Then σm(v) = v ◦
σ−m is a valuation with value group Γ; we have a group automorphism of Γ, still denoted
σ, satisfying v(σ(x)) = σ(v(x)) (and with associated matrix M with respect to the basis
{v(a1), v(a2), . . . , v(an)} of the Z-module Γ).
Of course, σ does not preserve the ordering on Γ. But it does preserve (non)divisibility by p.
Moreover since v was chosen recurrent, for any given element b of E(B), if v(b) < 0 then for
infinitely many k, taking σk(v)(b) close enough to v(b), we have also σk(v)(b) < 0. It follows
that θ(L, v) = θ(L, σk(v)) for infinitely many k.
However, this means that σk has a fixed point in its action on Γ, namely θ(L, v). Thus the
characteristic polynomial of M has a root ω with ωk = 1. It follows that B is (up to isogeny) a
direct sum of subgroups, one of which has the form σ(x) = M ′x with M ′ having a cyclotomic
characteristic polynomial. This finishes the sketch of proof in this easy case.
Proposition 4.3. Let B be a definable modular subgroup of Gm(Ω) of evSU-rank 1, defined
over E = aclσ(E), and let a be a generic of B over E. Assume that for every ℓ ≥ 1,
tr.deg(E(a)σℓ/E) = n. If M is a finite σ-stable Galois extension of E(a)σ, then M ⊆ E(a
1/N )σ
for some N .
Proof. Our assumption on the transcendence degrees implies that SU(a/E)[ℓ] = 1 for every
ℓ ≥ 1. By Lemma 3.16, we may replace B by its σℓ-closure if necessary, and assume that
B (or B(ℓ)) is connected. Then a satisfies an equation
∏n
i=0 σ
i(xdi) = 1, where the di’s are
integers. We take such an equation of minimal complexity, i.e., n is minimal, and the di’s have
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no common divisor (this latter condition is possible since B is connected; it will only be used
in step 1, not in the rest of the proof). The minimality of n implies that pn(B) is Zariski dense
in Gnm. Moreover, the polynomial f(T ) =
∑
diT
i is irreducible (in Q[T ], see 2.6).
Since the existence of such anM only depends on qftp(a/E), we will also assume that for every
m > 1, a has an m-th root in B.
Step 1. We may assume that σn(a) ∈ E(a, . . . , σn−1(a))s, and if n = 1, that a ∈ E(σ(a))s.
If n = 1, then p may divide one of d0, d1 but not both. Let m = vp(d1/d0) (vp the p-adic
valuation on Q), and consider τ = Frobmσ. If m > 0, then a satisfies ad0τ(a)p
−md1 = 1, and if
m < 0, a satisfies ad0p
m
τ(a)d1 = 1. If m = 0, then both d0 and d1 are prime to p and we do
nothing.
Assume now that n > 1, that p divides dn, and let m be minimal such that ℓ := vp(dn)−nm =
inf{vp(di) − im | i = 0, . . . , n}. If τ = Frob
mσ, then τ(a) is in Ker s(τ), where s(T ) =
p−ℓ
∑n
i=0 p
−imdiT
i ∈ Z[T ], is irreducible (see Lemma 2.7, and Remark 3.17), and has leading
coefficient not divisible by p.
By Lemma 3.16 (see the proof), M gives rise to a finite τ -stable Galois extension of E(a)τ , so
we may replace σ by τ .
Step 2. We may assume that for any N > 1, the extensions M and E(a1/N )σ are linearly
disjoint over E(a)σ.
It suffices to take m sufficiently large, and replace a by a1/m.
We want to show that M is not proper, i.e., that M = E(a)σ. We assume this is not the case,
and define an action of σ on Qn and on Rn by σ(γ) = Aγ where
A =


0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
−d0/dn −d1/dn −d2/dn . . . −dn−1/dn


Then f(T ) =
∑n
i=0 diT
i is the characteristic polynomial of A. Since evSU(B) = 1, f(T ) is irre-
ducible over Q (see 2.6). Also, the characteristic polynomial of Am for any m ≥ 1 is irreducible
over Q: otherwise, the σm-closure B(m) of B would contain some definable infinite subgroup of
infinite index, and therefore we would have SU(B(m)) > 1. Then evSU(B) = evSU(a/E) = 1
would imply that tr.deg(E(a)σm/E) < n, which contradicts our assumption. Hence Q
n has no
proper σm-stable subspace for any m ≥ 1. Moreover, by modularity of B, f(T ) is relatively
prime to all polynomials of the form Tm − pℓ where m ≥ 1, ℓ ∈ Z (2.6).
Observe also that if v is a valuation on E(a)σ which is trivial on E and such that γ =
(v(a), . . . , v(σn−1(a)))T ∈ Rn, and if ℓ ∈ Z, then Aℓγ = (v(σℓ(a)), . . . , v(σℓ+n−1(a)))T .
Step 3. We may assume that conjugation by σ induces the identity on Gal(M/E(a)σ).
There is some ℓ such that σℓ commutes with the elements of Gal(M/E(a)σ). The divisible hull
(in Gm(Ω)) of the multiplicative subgroup generated by the elements σ
i(a), i ∈ Z, is isomor-
phic to Qn, and σ acts on it in the obvious manner, sending σi(a) to σi+1(a). Since Qn has no
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proper σℓ-stable Q-subspace, this implies that σ(a), . . . , σn−1(a) belong to the divisible hull of
the subgroup of G(Ω) generated by a, σℓ(a), . . . , σℓ(n−1)(a); hence, for some N ≥ 1 they belong
to the group generated by a1/N , σℓ(a1/N ), . . . , σℓ(n−1)(a1/N ). We replace a by a1/N , and σ by σℓ.
If char(Ω) = p > 0, we need to check that the separability assumptions made in Step 1 are still
verified: it is obvious when n = 1, and follows from Lemma 2.7(3) when n > 1.
Step 4. We may assume that M = LE(a)σ, where L is finite Galois over E(a, . . . , σ
n−1(a)),
linearly disjoint from E(a)σ over E(a, . . . , σ
n−1(a)), and satisfies L(σn(a)) = σ(L)(a).
By Lemma 3.15, there is some m ≥ n such that the desired conclusion holds with m replac-
ing n. Note that σn(a) ∈ E(a1/dn , . . . , σn−1(a)1/dn). Let N = dm−nn : the assumption that
M ∩ E(a1/N )σ = E(a)σ implies that by replacing a by a
1/N and L by L(a1/N , . . . , σn−1(a1/N )),
we obtain the desired conclusion.
Step 5. If e is the prime-to-p divisor of [L : E(a, . . . , σn−1(a))], then we may assume that
L is defined over E(ae, . . . , σn−1(ae)), i.e., that L = L′(a, . . . , σn−1(a)) for some finite Galois
extension L′ of E(ae, . . . , σn−1(ae)), with L′E(ae)σ finite σ-stable over E(a
e)σ, and L
′ linearly
disjoint from E(a)σ over E(a
e).
We just replace a by a1/e, and L by L(a1/e, . . . , σn−1(a1/e)).
Step 6. Consider the set V of E-valuations v on E(a, . . . , σn−1(a)) such that v(a) = γ0, . . . ,
v(σn−1(a)) = γn−1 are Q-linearly independent, and v ramifies in L. Then V is non-empty.
We identify the tuple (a, . . . , σn−1(a)) with a generic point (x0, . . . , xn−1) of (P
1)n. It is known
that P1 has no unramified cover, i.e, that if f : V → P1 is finite, then f is ramified. Hence,
if W is the normalisation of (P1)n in L, then the associated map f : W → (P1)n is ramified.
Let S be its ramification locus, S an irreducible component of S. Then by 3.12 and 3.10, S
does not intersect Gnm and is of codimension 1. It follows that S is of the form xi = 0 or
xi =∞ for some i. Fix such S and i, let vS be the associated valuation. Let ∆ be an ordered
abelian group generated by elements γ0, . . . , γn−1 which are Q-linearly independent, and con-
sider Z⊕∆ with the lexicographical ordering. Define a valuation v on E(a, σ(a), . . . , σn−1(a))
by setting v(σj(a)) = (0, γj) if j 6= i, and v(σ
i(a)) = (vS(σ
i(a)), 0). Because the values of
a, σ(a), . . . , σn−1(a) are Q-linearly independent, this defines v uniquely, and v ramifies in L.
Step 7. If char(E) = 0, then M = E(a)σ.
Because the characteristic is 0, all valuations are defectless. We use the notation of step 5,
and fix some v ∈ V. Then L′ is defined over E(ae, . . . , σn−1(ae)), is linearly disjoint from
E(a, . . . , σn−1(a)) over K, and L′E(a, . . . , σn−1(a)) = L. The number e of Step 5 equals [L :
E(a, . . . , σn−1(a))], and L′ is defined over E(ae, . . . , σn−1(ae)). So e(L′/E(ae, . . . , σn−1(ae))) di-
vides e; moreover, eΓ(E(a, . . . , σn−1(a))) = Γ(E(ae, . . . , σn−1(ae))). So if v ∈ V, then v does not
ramify in L by Lemma 3.3(6) (applied to (K,L,M) = (E(ae, . . . , σn−1(ae)), L′, E(a, . . . , σn−1(a)))),
and this contradicts step 5, unless L = E(a, σ(a), . . . , σn−1(a)) and M = E(a)σ.
For the rest of the proof, we assume that the characteristic is p > 0.
Step 8. The set of valuations v ∈ V with value group contained in R is non-empty.
Let us write a¯ = (a, . . . , σn−1(a)). Extend the valuation v of Step 6 to a valuation on some alge-
braically closed field K containing E(a¯), and let u ∈ L be such that v(u) =
∑n−1
j=0 mjv(σ
j(a)) /∈
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Γ(E(a¯)) (the mj ’s are in Q); let P (a¯, T ) ∈ E[a¯, T ] the minimal polynomial of u over E(a¯).
Then, in the valued field (K, v), tp(a¯/E) ⊢ ∃y P (x¯, y) = 0 ∧ v(y) =
∑
j mjv(xj).
By elimination of quantifiers of the theory of algebraically closed fields, and because the ele-
ments of v(a¯) are Q-linearly independent (see the discussion in 3.18), there is a formula ψ(ξ¯)
satisfied by the n-tuple v(a¯), which is a conjunction of formulas of the form
∑n−1
j=0 ℓjξj > 0
(ℓj ∈ Z), and such that whenever b¯ = (b1, . . . , bn) is any n-tuple in (K, v), such that v(b¯) satis-
fies ψ and belongs to R (the set of n-tuples of real numbers which are Q-linearly independent),
then some root β of P (b¯, T ) = 0 has valuation
∑
j mjv(bj), so that v(β) /∈ 〈v(b¯)〉. Choose some
n-tuple δ = (δ1, . . . , δn) ∈ R satisfying ψ, and define the E-valuation vδ on E(a¯) by setting
vδ(σ
j(a)) = δj+1. Then some conjugate u
′ of u satisfies v(u′) =
∑
j mjδj+1 /∈ 〈δ〉 = vδ(E(a¯)).
So, vδ belongs to V and has value group contained in R.
Step 9. Definition of S ⊂ R.
Let γ ∈ R, and define vγ on E(a¯) as in the previous step. We let S be the set of γ ∈ R such
that the valuation vγ on E(a¯) ramifies in L.
Step 10. If γ ∈ R, then there is an open ball B′ containing γ and such that B′ ∩ R ⊂ S if
γ ∈ S, and B′ ∩ S = ∅ if γ /∈ S.
Observe that because the residue field of (E(a¯), vγ) is algebraically closed, if the valuation vγ
does not ramify in L, then the extension L/E(a¯) is immediate.
If γ ∈ S, then the reasoning made in Step 8 gives us a ball B′ containing γ and such that
if δ = (δ1, . . . , δn) ∈ B
′ ∩ R and b¯ = (b1, . . . , bn) with v(bi) = δi for i = 1, . . . , n, then some
root β of P (b¯, T ) = 0 satisfies v(β) /∈ 〈δ〉, so that E(b¯, β) is a ramified extension of E(b¯) since
Γ(E(b¯)) = 〈δ〉.
If γ /∈ S, then L ⊂ E((tΓ)) and Lemma 3.20 gives us the result.
Step 11. σ(S) ⊆ S.
Let γ ∈ S, and fix an extension v of vγ to L(σ(a¯)). Then the isomorphism σ
−1 sends (E(σ(a¯)), v)
to (E(a¯), vσ(γ)), and therefore it suffices to show that the restriction of v to σ(L) ramifies over
E(σ(a¯)).
Observe that by step 5, and because e is the prime to p divisor of [L : E(a¯)], the index of ram-
ification of vγ in L is a power of p (see Lemma 3.3(6) and the discussion in Step 7). Moreover,
since the residue field of vγ is algebraically closed, we have r(L/E(a¯)) = e(L/E(a¯)).
We also know that Lσ(a¯) = σ(L)(a¯), and that L and E(a¯, σ(a¯)) are linearly disjoint over
E(a¯), σ(L) and E(a¯, σ(a¯)) are linearly disjoint over E(σ(a¯)). If Γ = 〈γ〉 ⊗ Z[1/dn] (viewed
as a subgroup of R), then v(E(a¯, σ(a¯))) ⊂ Γ, but v(L) 6⊂ Γ because p does not divide dn. If
σ(L)/E(σ(a¯)) is not ramified for the valuation v, then it is immediate, with value group con-
tained in Γ. As E(a¯, σ(a¯)) is a totally ramified extension of E(σ(a¯)), it follows that the value
group of σ(L)(a¯) is contained in Γ (see Lemma 3.3). This contradicts σ(L)(a¯) = L(σ(a¯)).
Step 12. Choosing an E-embedding of L(σi(a) | i ≥ 0) into E((tR)) endowed with its natural
valuation (see 3.19).
Observe that if γ ∈ S, and r ∈ R>0, then rγ ∈ S, because the valuations vγ and vrγ are
equivalent. If n > 1, by steps 10 and 11, the conclusion of Lemma 3.21 holds. Hence there is
some γ ∈ S such that if B′ is any open ball containing γ, then there are infinitely many k ∈ N
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such that ‖γ‖
‖σk(γ)‖
σk(γ) ∈ B′.
Fix such a γ = (γ0, . . . , γn−1). For i = 0, . . . , n − 1, we identify σ
i(a) with tγi . By induction,
using the fact that for m > 0, the equation
∏n
i=0 σ
i+m(adii ) = 1 determines σ
n+m(a) up to pos-
sibly multiplication by a dn-th root of 1, and using the fact that a is a generic of the connected
group B, it follows that we may identify σi(a) with tγi for all i ≥ 0, with γi = v(σ
i(a)). This
defines an E-embedding of E(σi(a) | i ≥ 0) into E((tR)), which extends to L. We therefore
view L(σi(a) | i ≥ 0) as a valued subfield of E((tR)), the value group of E(σi(a) | i ≥ 0) being
contained in Γ = 〈γ〉 ⊗ Z[1/dn].
Step 13. The final contradiction.
Recall that by step 5, the index of ramification of v|E(a¯) = vγ in L is a power of p. Moreover,
because E is algebraically closed and (E(a¯), vγ) is defectless (by 3.2(3)), it follows that (L, v) is
obtained by taking first an immediate extension of E(a¯) (namely, L∩E((tΓ)) by 3.6), followed
by a tower of Artin-Schreier extensions. Hence there is c ∈ L such that cp − c = α ∈ E((tΓ)),
and the restriction of v to E(a¯, c) ramifies over E(a¯) (but its restriction to E(a¯, α) does not).
By Proposition 3.6 applied to Γ, α|0 is a polynomial in a¯, a¯
−1, and we may assume (by 3.5)
that α|0 =
∑
ν∈J cν a¯
ν , where ν ranges over a finite subset J of (Z \ pZ)n, and the cν are in
E. Let P (a¯, T ) be the minimal polynomial of α over E(a¯). We now use Lemma 3.20: there
is an open ball B′ containing γ such that whenever δ ∈ B′ and b¯ = (tδ1 , . . . , tδn), then P (b¯, T )
has a root β generating an immediate extension of E(b¯) and such that β|0 =
∑
J cν b¯
ν , with
v(b¯ν) < 0 for each ν ∈ J . Moreover, by Lemma 3.20, these properties of b¯ are implied by some
Lval(E)-formula θ satisfied by a¯, namely, v(x¯) ∈ B
′.
Let k ∈ N be such that ‖γ‖
‖σk(γ)‖
σk(γ) ∈ B′. Then (E(a¯), vσk(γ)) |= θ(a¯): here we use the fact that
vγ and vrγ are equivalent, for any r ∈ R
>0. We saw that σk defines an isomorphism of valued
fields between (E(a¯), vσk(γ)) and (E(σ
k(a¯)), v). Hence (E(σk(a¯)), v) |= θk(σk(a¯)), where θk is
obtained from θ by applying σk to the parameters from E. We let αk be a root of P
σk(σk(a¯), T )
satisfying v(bk −
∑
ν∈J σ
k(cν a¯
ν)) > 0, and ck a solution of T
p − T = αk.
We let I be the set of positive integers k such that ‖γ‖
‖σk(γ)‖
σk(γ) ∈ B′, an infinite set by our
choice of γ in Step 12. We will shrink I successively using Ramsey’s theorem.
Each αk is a field conjugate of σ
k(α), and it therefore follows (by Ramsey’s theorem) that
there is an infinite subset I1 of I such that if k < ℓ are in I1 then σ
ℓ−k(αk) = αℓ. By Step 3,
every field between E(a)σ and M is a difference subfield. By Step 4 and Lemma 3.15 (the
moreover part), we obtain that E(σk(a¯), . . . , σℓ(a¯))(αk) = E(σ
k(a¯), . . . , σℓ(a¯))(αℓ). Hence
E(σk(a¯), . . . , σℓ(a¯))(ck) contains σ
ℓ−k(ck), which is a root of T
p − T = αℓ, and therefore
E(σk(a¯), . . . , σℓ(a¯))(ck) = E(σ
k(a¯), . . . , σℓ(a¯))(cℓ). The theory of Artin-Schreier extensions
tells us that there is a non-zero c(k, ℓ) ∈ Fp and g ∈ E(σ
k(a¯), . . . , σℓ(a¯))(αk) such that
αk − c(k, ℓ)αℓ = g
p − g. We will now use Lemma 3.5.
Let D = {ν · γ | ν ∈ J} (= Supp(α) ∩ (−∞, 0); we use the inner product notation ν · γ
for
∑n−1
i=0 νiγi). Then Supp(αk) ∩ (−∞, 0) = σ
k(D), no element of σk(D) is divisible by p in
σk(Γ), and similarly for Supp(αℓ) ⊂ σ
ℓ(Γ) ⊆ σk(Γ). Recall that the elements of γ form a
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basis of the free Z[1/dn]-module Γ, so that each element of D corresponds to a unique tuple
ν ∈ J . By Lemma 3.5(2), there is a (unique) permutation fk,ℓ of J such that for all ν ∈ J ,
fk,ℓ(ν) · σ
ℓ(γ)/ν · σk(γ) is a power of p. By Ramsey’s theorem, there is an infinite subset I2 of
I1 such that if k < ℓ are in I2, then fk,ℓ = id. Fix ν = (ν0, . . . , νn−1) ∈ J , k < ℓ in I2. As above,
using the freeness of Γ, the existence of m ∈ Z such that ν · σk(γ) = pmν · σℓ(γ) translates into
the following: if u = (ν0, . . . , νn−1), then uA
k = pmuAℓ. So, Ak−ℓ has an eigenvalue which is a
power of p. This contradicts our assumption on B′ (see 2.6), and finishes the proof.
Theorem 4.4. Let Ω be a model of ACFA, let G be a semi-abelian variety defined over E =
aclσ(E), and let B be a definable modular subgroup of G(Ω) defined over E. Then the following
statements hold.
(1) B is stable and stably embedded.
(2) Every definable subset of Bn is a Boolean combination of translates of definable subgroups
of Bn. The definable subgroups of Bn are defined over E.
(3) If a ∈ B and F = aclσ(F ) contains E, and L is a finite separable σ-stable extension of
F (a)σ, then L is contained in F (b)σ for some b ∈ G(Ω) and N with [N ]b = a.
Proof. Replacing B by pr(B) if necessary (see 2.1 for the definition), we will assume that if
a ∈ B, then σ(a) ∈ E(a)alg. Hence, for every m ≥ 1, tr.deg(E(a)σ/E) = tr.deg(E(a)σm/E).
For m ≥ 1, we let B(m) be the σm-closure of B. Then B(m) is also modular (see 1.6). Note
also that by lemma 3.16, if a satisfies (3) in some reduct (U , σm), then it will satisfy it in every
reduct (U , σm). By 2.1, the connected component B0 of B (for the σ-topology) has finite index
in B, say m, and therefore [m]B ⊆ B0. By Lemma 3.13, if a ∈ B, then [E(a)σ : E([m]a)]σ is
finite, and therefore proving the equivalence of (1) – (3) for [m]a will give the result. We may
therefore always assume that our definable subgroups B and B(ℓ) are quantifier-free definable
and connected. Let us start with some easy remarks.
Step 1: (1) implies (2).
B with the induced structure is stable and modular, whence weakly normal by [12]. In partic-
ular every definable subset of Bn is a Boolean combination of translates of definable subgroups
of Bn.
Step 2: (3) implies (1).
Let a ∈ B, and E ⊂ F = aclσ(F ) ⊂ K = aclσ(K), and assume that F (a)σ and K are inde-
pendent over F . By (3), we know that all finite separable σ-stable extensions of K(a)σ are
contained in aclσ(Ea)K ⊆ aclσ(Fa)K. Assume that L is a finite separable σ-stable extension
of aclσ(Fa)K. By Lemma 3.14, there is some K1 independent from K(a)σ over F and such that
L ⊂ aclσ(K1a)M for some finite separable σ-stable extension M of KK1(a)σ. By (3), we get
M ⊂ aclσ(Fa)aclσ(KK1), therefore L ⊂ aclσ(Fa)aclσ(KK1)∩aclσ(Ka) = aclσ(Fa)K (Because
K1 is independent from aclσ(Ka) over F ; see e.g. Remark 1.9(2) in [2] applied to A = aclσ(Fa),
B = K and C = K1). By Lemma 1.5 (applied to Kaclσ(Fa)), tp(a/F )∪qftp(a/K) is complete,
which shows that tp(a/F ) is stationary. Hence every type over an algebraically closed set which
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is realised in B is stationary. The result follows by 1.8. Moreover, by Lemma 3.16, we obtain
that all B(m) are stable and stably embedded.
Step 3: (1) for all B(ℓ) implies (3).
Let F = aclσ(F ) contain E, and let a ∈ B. Let C be the σ-closed connected subgroup of B such
that a is a generic of the coset a+C over F . Let a1 be a generic of a+C which is independent
from a over F . Then tp(a/Fa1) is completely determined by the class of (a − a1) in C/C
∗,
where C∗ =
⋂
m≥1[m]C. This comes from the fact that tp(a/Fa1) is uniquely determined by
the set of cosets of definable subgroups D of C which are defined over F (a1)σ and which contain
(a − a1); as (a − a1) is a generic of C over F (a1)σ, these subgroups D must have finite index
in C, and therefore contain [m]C for some positive integer m. For each m > 1 choose bm ∈ G
such that [m]bm = a − a1, and let F1 = aclσ(Fa1). Then tp(a/F1) is completely determined
by qftp(a, b2, . . . , bm, . . . /F1). Similarly, for every ℓ ≥ 1, tp(a/F1)[ℓ] is completely determined
by qftp(a, b2, . . . , bm, . . . /F1)[ℓ]. That is (see 1.5), the field F1(a, b2, . . .)σ has no finite proper
separable σ-stable extension.
Let L be a finite separable σ-stable extension of F (a)σ. Then LF1(a, b2, . . .)σ is a finite σ-stable
extension of F1(a, b2, . . .)σ, so that L ⊂ F1(bm)σ for some m.
Note that F1 contains a root of [m]x = a1. Hence F1(bm)σ = F1(cm)σ where [m]cm = a, and
L ⊂ F1(cm)σ. As a1 was independent from a over F , we have F1(cm)σ ∩ aclσ(Fa) = F (cm)σ, so
that L ⊂ F (cm)σ.
It therefore suffices to show (3) or to show (1) for all ℓ.
Step 4. Case where B has evSU-rank 1.
Assume that B has evSU-rank 1.
If G is an abelian variety, then Proposition 4.1 gives (3).
Assume now that G is not abelian, but has an abelian quotient A (via a morphism π) such
that π(B) is infinite; then the restriction of π to B has finite kernel, and by the previous case,
we obtain that π(B)(ℓ) is stable and stably embedded for every ℓ > 0. As Ker (π)∩B is finite,
Proposition 1.9 gives that B(ℓ) is stable and stably embedded for every ℓ > 0, and therefore
gives also (3) and (2). This show (1) and (3) in the “abelian case”.
Assume now that the Zariski closure of B is contained in some toric subvariety of G. Recall
that σ(a) ∈ E(a)alg. Without loss of generality, G = Grm for some r. Let a1 ∈ Gm be an
element of the tuple a which does not belong to E. Then tr.deg(E(a1)σ/E) = tr.deg(E(a)σ/E)
(because evSU(a/E) = 1), and as above, the projection π of Grm on the corresponding copy of
Gm restricts to a morphism on B with finite kernel. Applying Proposition 4.3 to a1 shows that
if L is a finite σ-stable extension of F (a1)σ, then L ⊂ F (a
1/N
1 )σ for some integer N . Hence,
π(B)(ℓ) is stable and stably embedded for every ℓ > 0, and so is B(ℓ). This finishes the proof
when evSU(B) = 1.
Step 5. The general case.
Let a be a generic of B over E, and n = tr.deg(E(a)σ/E). Recall that if a ∈ B, then σ(a) ∈
E(a)alg. Let m be large enough so that SU(a/E)[m] = evSU(a/E) = k, and replace B by
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B(m) (or by its connected component, but we will keep the notation B(m)). We now work in
(Ω, σm). Using the modularity of B(m), there is a sequence (0) = B0 ⊂ B1 ⊂ · · · ⊂ Bk = B(m)
of subgroups of B(m), with [Bi : Bi−1] = ∞ for i = 1, . . . , k: take a sequence Fk−1 ⊂ · · · ⊂ F1
of difference subfields of Ω[m] such that SU(a/Fi)[m] = i. Then for each i, a is the generic of
a coset of a σm-closed subgroup Bi of G of SU [m]-rank i, by Theorem 1.7. If Ci = Bi/Bi−1,
then evSU(Ci) = 1 for i = 1, . . . , k. We will now show that each Ci “lives” in a semi-abelian
variety, so that it satisfies (3) by the previous steps. Let π be a morphism (of algebraic groups)
from the Zariski closure of Bi (inside G(Ω)) onto some simple semi-abelian variety H , such
that [π(Bi) : π(Bi−1)] is infinite. Let f(σ) ∈ Endσ(H) be such that π(Bi−1) is commensurable
to Ker (f(σ)); multiplying f by an integer, we may assume π(Bi−1) is contained in Ker (f(σ));
then f(σ) ◦ π(Bi) is an infinite subgroup of H(Ω), because Ker (f(σ)) has infinite index in
π(Bi), and the induced map Ci → H(Ω) has finite kernel. Hence, by Step 4 and 1.9, each Ci is
stable and stably embedded, and by 1.9, this implies that B(m) is stable and stably embedded.
The same reasoning shows that all B(mℓ) are stable and stably embedded; using Step 3 and
Lemma 3.16, B(m) and B satisfy (3), and therefore also (1) and (2). This finishes the proof.
4.5. Some remarks about B/[n]B. Let A be a semi-abelian variety defined over E = aclσ(E),
and let B ⊂ A(Ω) be a definable modular subgroup of A(Ω), n an integer bigger than 1. The
induced structure of the definable group B is largely determined by the finite index subgroups
[n]B. For instance if [n]B = B for all n > 0, then B is strongly minimal and the induced
structure reduces to a module structure (cf. [11]). However this only occurs in the rare event
that B is torsion-free; it will usually have infinite torsion. One thus wants to understand the
finite imaginary sort B/[n]B in terms of a similar quotient for the ambient algebraic group A.
In what follows, we will assume that B is a quantifier-free definable subgroup of A(Ω), of finite
SU-rank.
Since Ω is elementarily equivalent to an ultraproduct of difference fields (Falgp ,Frobq) (see [10]),
we know that [B : [n]B] = |B∩A[n]|: the group B is elementarily equivalent to an ultraproduct
of finite groups, and one considers the endomorphism x 7→ [n]x. We will be able to give a precise
description of B/[n]B in two cases: when B = Ker (f) for some f ∈ Endσ(A); and when B
is connected (for the σ-topology). Any definable group of finite SU-rank B is isomorphic (via
a map pN) to a finite index subgroup of some B
′ of the first type, and contains a finite index
subgroup B′′ of the second type, so our description is rather complete.
Proposition 4.6. Let A be a semi-abelian variety defined over E = aclσ(E), and let B ⊂ A(Ω)
be a quantifier-free definable subgroup of A(Ω) of finite SU-rank, n > 1 an integer.
(1) Assume that B = Ker (f) for some f ∈ Endσ(A). Then
B/[n]B ≃ A[n]/f(A[n]).
(2) Assume that B = B˜0, let N be such that B = B˜(N), and consider the semi-abelian
variety D = B(N). Take a definable homomorphism F : D → D
′, where D′ is the
quotient of the semi-abelian variety Dσ by some finite subgroup C2, and the map F is
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of the form f(pN(x)) − g(σ(pN(x)) for some algebraic homomorphisms f, g, such that
B = {b ∈ A(Ω) | F (pN(b)) = 0}. Then
B/[n]B ≃ D′[n]/F (D[n]).
Proof. (1) Let us first suppose that B = Ker (f). Consider A[n]/f(A[n]). Then [A[n] :
f(A[n])] = |Ker (f) ∩A[n]| = |B ∩A[n]|. Define
ϕ : B → A[n]/f(A[n])
as follows: if a ∈ B take b ∈ A such that [n]b = a, and define ϕ(a) = f(b) + f(A[n]). Since
distinct choices of b differ by an element of A[n], this map is well-defined. One checks easily
that it is a group homomorphism, and that its kernel is precisely [n]B, so that it defines an
isomorphism between B/[n]B and A[n]/f(A[n]).
(2) We will use the general description of quantifier-free definable subgroups given in 2.1, and
follow its notation. Replacing B = B˜0 by pN(B) for some N and A by B(N) = D, we may
assume that B = B˜(1), and that B is Zariski dense in the semi-abelian variety A (this is where
we use that B has no quantifier-free definable subgroup of finite index: B(N) is connected). If
we define C1, C2 by
C1 × {0} = B(1) ∩ (A× {0}), {0} × C2 = B(1) ∩ ({0} ×A
σ),
the group B(1)/C1 × C2 is the graph of a (definable in ACF) group isomorphism
f : A/C1 → A
σ/C2.
If h1 : A → A/C1 and h2 : A
σ → Aσ/C2 are the natural isogenies, a ∈ B if and only if
fh1(a) = h2(σ(a)).
Let A′ = Aσ/C2, let F : A→ A
′ be defined by F (x) = fh1(x)− h2(σ(x)). Then B = Ker (F ).
Define ϕ : B → A′[n]/F (A[n]) as follows: if a ∈ B, let b ∈ A be such that [n]b = a, and
set ϕ(a) = F (b) + F (A[n]). As A and A′ are isogenous semi-abelian varieties, we know that
|A[n]| = |A′[n]|, whence [A′[n] : F (A[n])] = |Ker (F ) ∩ A[n]| = |B ∩ A[n]|, and we get an
isomorphism between A′[n]/F (A[n]) and B/[n]B.
4.7. Algebraic dynamics. We call algebraic dynamic a pair (V, φ) consisting of a (quasi-
projective, irreducible) variety V , together with a dominant rational map φ : V → V . A map
between algebraic dynamics (V, φ) and (W,ψ) is a dominant rational map f : V → W such
that f ◦ φ = ψ ◦ f . For n > 0, φ(n) denotes φ ◦ φ · · · ◦ φ (n times).
If (V, φ) is defined over the field E, then we put the structure of a (non-inversive) difference field
on E(V ) by setting σ(a) = φ∗(a) = a◦φ. Note that σ is the identity on E. A dominant rational
map f : (V, φ)→ (W,ψ) (defined over E) then corresponds to an embedding of difference fields
f ∗ : E(W ) ⊂ E(V ).
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Proposition 4.8. Let G be a semi-abelian variety, defined over an algebraically closed field E.
Let φ : G→ G be a dominant endomorphism, and assume that the set {x ∈ G(Ω) | σ(x) = φ(x)}
is one-based (in some existentially closed difference field Ω containing (E, id)). Let (W,ψ) be
an algebraic dynamic, and f : (W,ψ)→ (G, φ) a finite separable map, everything being defined
over E. Then there is a birational map g : (W,ψ)→ (H, ρ), and an isogeny h : (H, ρ)→ (G, φ)
such that h ◦ g = f , where H is a semi-abelian variety, and ρ a dominant endomorphism of H.
Proof. We work in the difference field Ω, a model of ACFA. We take b ∈ W , generic over E
and satisfying σ(b) = ψ(b), and let a = f(b). Then a ∈ G, is generic over E and satisfies
σ(a) = φ(a). Then E(a) ⊂ E(b) are closed under σ, but not under σ−1, unless φ and ψ are
isomorphisms. Moreover, E(b) is a finite separable extension of E(a). Results on the limit
degrees (equal to 1 in both cases), and the fact that b is algebraic over E(a) imply that E(b)σ
is a finite (separable) σ-stable extension of E(a)σ (see [4], Theorem 5.22.XVI).
Let B ⊂ G(Ω) be the subgroup defined by the difference equation σ(x) = φ(x). By Theorem
4.4, E(b)σ ⊂ E(a
1/N )σ for some integer N > 0. This implies that for some n ≥ 0, N > 0,
E(b) ⊂ E(σ−n(a1/N )). Note that [N ]φn : G → G is an isogeny, which sends σ−n(a1/N ) to
a. It factors as h1 ◦ h2, where h1 and h2 are isogenies such that h1 is separable, and (setting
c = h2(σ
−n(a1/N ))) E(b) = E(c). Let H = h2(G), ρ the endomorphism of H such that
σ(c) ∈ E(c), and h = h1.
Remarks 4.9. The hypotheses of Proposition 4.8 are not very friendly to non-logicians.
In the notation of the proof of 4.8, assume that B is not one-based. Then, there is a semi-
abelian (simple) variety H , and an algebraic map h : G → H , such that h(B) = C ⊆ H(τ),
with τ = σmFrobn for some m ≥ 1 and n ∈ Z, and h(C) infinite. If τ = σm, then H and h can
be taken defined over E; if τ = σmFrobn with n 6= 0, then H can be taken to be defined over
some finite field, and h over E as before.
In the first case, as for m sufficiently large, σm commutes with all elements of End(G), it will
follow that for some m, the map φ(m) − id is not onto.
The second case is not as easy to describe. If G is simple and equals Gm, then φ
(m)−Frob−n is
not onto (and we get that −n > 0). Assume now that G is abelian simple, and let h : G→ H
be the isogeny given above, h∗ : H → G its dual, and M the integer such that hh∗ = [M ].
Then for some m and n, we have that Mφ(m) − h∗Frobnh is not dominant.
The general case is harder to describe.
4.10. Problem. In positive characteristic, do there exist any stable definable subgroups of
Ga?
It is easy to show that in characteristic 0 there are none since any quantifier-free definable
subgroup of Ga is defined by linear difference equations. See e.g. Theorem 5.12 in [2].
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