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Abstract
We prove local existence and uniqueness of solutions for the one-dimensional nonlinear Schro¨dinger
(NLS) equations iut + uxx ± |u|
2
u = 0 in classes of smooth functions that admit an asymptotic
expansion at infinity in decreasing powers of x. We show that an asymptotic solution differs
from a genuine solution by a Schwartz class function which solves a generalized version of the
NLS equation. The latter equation is solved by discretization methods. The proofs closely
follow previous work done by the author and others on the Korteweg-De Vries (KdV) equation
and the modified KdV equations.
1 Introduction
In this article we consider the one-dimensional focusing and defocusing nonlinear Schro¨dinger equa-
tions


iwt + wxx + µ|w|2w = 0
w|t=0 = w0(x)
(1.1)
where µ = ±1 and the initial data w0 has prescribed asymptotic expansions at +∞ and/or −∞.
Specifically we shall construct local (in time) solutions to (1.1) that lie in the spaces Sβ (R× I → C)
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which are complex analogues to those spaces defined in [13] by T. Kappeler, P. Perry, M. Shubin,
and P. Topalov and used also by the author in [9]. These spaces are defined as follows:
Let I ⊂ R be an interval and β ∈ R be given. Denote by Sβ (R× I → C) (or simply Sβ (R× I))
the linear space ofC∞ (R× I → C) functions having asymptotic expansions at±∞ given by f(x, t) ∼∑∞
k=0
(
a+k (t) + ib
+
k (t)
)
xβk as x→ +∞ and f(x, t) ∼∑∞k=0 (a−k (t) + ib−k (t)) xβk as x → −∞ where
a±k , b
±
k ∈ C∞(I → R) and β = β0 > β1 > · · · with limk→∞ βk = −∞. By definiton, the asymp-
totic relation ∼ means that for every compact interval J ⊂ I, and integers N, i, j ≥ 0 there exists
CJ,N,i,j > 0 such that for any ±x ≥ 1 and t ∈ J we have.
∣∣∣∣∣∂it∂jx
(
f(x, t)−
N∑
k=0
(
a±k (t) + ib
±
k (t)
)
(±x)βk
)∣∣∣∣∣ ≤ CJ,N,i,j |x|βN+1−j
We denote by S−∞ (R× I → C) (or simply S−∞ (R× I)) the space of C∞ (R× I → C) functions
having asymptotic expansions at ±∞ which are identically zero. Analogously, we define the spaces
Sβ (R→ C) and S−∞ (R→ C) as the space of functions f(x) ∈ C∞(R→ C) having such asymptotic
expansions where the coefficients a±k , b
±
k are constants independent of t. We shall construct solutions
w(x, t) ∈ Sβ(R× I) for (1.1) with initial data w0 ∈ Sβ(R) when β ≤ 0.
If w(x, t) ∈ Sβ(R × I) is a solution for (1.1) then one expects its asymptotic expansions∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
(±x)βk , although not generally convergent, to give formal solutions (see
lemma 5.2). We define a pair of formal power series
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
xβk to be a formal
solution to (1.1) if
∑∞
k=0
(
a+k (t) + ib
+
k (t)
)
xβk and
∑∞
k=0
(
a−k (t) + ib
−
k (t)
)
(−x)βk satisfy (1.1) for all
t ∈ I when x is taken as a formal variable and differentiation in x is carried out in the ordinary way.
When β > 0 one can easily see that there are no such formal solutions to (1.1) and hence no
solutions in Sβ(R×I). Indeed, if∑∞k=0 (a+k (t) + ib+k (t))xβk satisfies (1.1) formally where β > 0 and
a+0 + ib
+
0 6= 0 then
i
∞∑
j=0
(
a˙+j (t) + ib˙
+
j (t)
)
xβj +
( ∞∑
j=0
(
a+j (t) + ib
+
j (t)
) · βj · (βj − 1)xβj−2) =
µ
( ∞∑
j=0
(
a+j (t) + ib
+
j (t)
)
xβj
)2
·
( ∞∑
j=0
(
a+j (t)− ib+j (t)
)
xβj
)
The largest exponent on the left side is β0 and the largest exponent on the right side is 3β0
which is larger than β0. Therefore by equating the coefficients of x
3β0 one deduces that 0 =
µ(a+0 + ib
+
0 )
2(a+0 − ib+0 ) which implies that a+0 = 0 = b+0 , a contradiction. On the other hand
when β ≤ 0 there do exist such formal solutions defined for t ∈ R (see lemma A.2) and therefore
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one can hope to find solutions in Sβ(R× I) for some interval I.
For an arbitrarily chosen pair of such formal power series
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
(±x)βk defined
for t ∈ I there exists a function f(x, t) ∈ C∞(R × I → C) asymptotic to the pair (see for example
[17] proposition 3.5). The function f is not unique but if
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
(±x)βk is a formal
solution then any such f will be an asymptotic solution for (1.1) (see lemma A.2). By definition an
asymptotic solution is a function f ∈ Sβ(R× I → C) such that


ift + fxx + µ|f |2f ∈ S−∞ (R× I → C)
f|t=0 − w0 ∈ S−∞ (R→ C)
Given an asymptotic solution f(x, t) ∈ Sβ(R×I) for (1.1) one can attempt to construct a genuine
solution w(x, t) ∈ Sβ(R× I) to (1.1) by constructing u(x, t) ∈ S−∞ (R× I) such that w := f + u is
a genuine solution of (1.1). If w satisfies (1.1) then u must satisfy


iut + uxx + µ
(
u2u¯+ u2f¯ + f2u¯+ 2ufu¯+ 2uff¯
)
+ g = 0
u|t=0 = u0(x)
(1.2)
where u0 = w0 − f(x, 0) ∈ S−∞ (R→ C) and g ∈ S−∞ (R× I → C) is the result of plugging f into
(1.1).
We shall prove existence of finite time solutions u(x, t) ∈ S−∞ (R× [0, T ]) to (1.2) by using a
finite difference method as in [3, 9, 15]. Moreover, uniqueness will also be proven so that we shall
show the following theorem:
Theorem 1.1 Let f ∈ C∞ (R× [ 0,∞ ]→ C) be a function satisfying the property that for every
compact J ⊂ [ 0,∞ ] we have ∣∣f (n)(x, t)∣∣ = O (|x|−n) uniformly for t ∈ J and let g be any function
lying in S−∞ (R× [ 0,∞ ]→ C). Suppose u0 ∈ S−∞ (R→ C). Then there exists T > 0 such that
(1.2) has a solution u(x, t) ∈ S−∞(R× [0, T ]→ C). Moreover, the solution u is unique in S−∞(R×
[0, T ]→ C).
The finite-time existence and uniqueness theorem for (1.2) will enable us to prove finite-time
existence and uniqueness for (1.1) in the space Sβ(R× [0, T ]) for β ≤ 0 which can be stated as the
following main theorem:
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Theorem 1.2 For any β ≤ 0 and for any initial condition w0 ∈ Sβ(R → C) there exists a T > 0
and a unique solution w(x, t) ∈ Sβ(R× [0, T ]→ C) of the initial value problem (1.1). Moreover, if
w0 ∼
∑∞
k=0
(
a±k + ib
±
k
)
xβk and j is the smallest index such that a+j + ib
+
j 6= 0 (resp. a−j + ib−j 6= 0)
then the coefficient a+j (t) + ib
+
j (t) (resp. a
−
j (t) + ib
−
j (t)) in the asymptotic expansion of the solution
is a nonvanishing continuous function of t and all preceeding coefficients are identically zero.
The second statement in theorem 1.2 indicates that the asymptotic decay rate of the solution is
determined throughout its time of existence by the leading exponents in the asymptotic expansion
of its initial data. In particular if β0 = 0 and a
±
0 6= 0 then the solution w(x, t) for (1.1) is asymptot-
ically constant in x.
Related Work The results and methods presented here are most closely related to those presented
by the author’s article on the modified Korteweg-De Vries (mKdV) equation [9] and the precursor
articles on the KdV equation by Bondareva, Shubin, and Menikoff [3, 4, 15]. In [9] local existence and
uniqueness is proved for the mKdV equation in spaces Sβ (R× I → R) for β ≤ 12 and in [3, 4] global
existence and uniqueness is proved for the KdV equation in Sβ(R×R→ R) for β < 1. In [15] global
existence for the KdV equation is proved in slightly different spaces of functions whose asymptotic
growth is of order |x|β for β ≤ 1. For the defocusing modified KdV equation T. Kappeler, P. Perry,
M. Shubin, and P. Topalov in [13] proved global existence and uniqueness in Sβ(R × R → R) (as
well as other spaces) for β < 12 . For the defocusing NLS equation (i.e. µ = −1 ) and the closely
related Gross-Pitaevskii equation there are several articles where solutions which are asymptotically
constant in x are considered. We mention here articles [1, 2, 5, 6, 7, 8, 10, 11, 12, 14, 19] and some
of the references therein.
In section two we introduce a discretization of (1.2), give some general lemmas, and prove finite
time existence for the discrete equation. Section three contains various estimates which are necessary
in order to pass from discrete solutions to smooth solutions of (1.2). In section four we show how to
pass from discrete solutions to smooth solutions by using a smoothing operator Ih, introduced by
Stummel in [18]. The existence statements of theorems 1.1 and 1.2 are proved in section four and
the uniqueness results are proved in section five.
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2 Discretization of the Generalized NLS Equation
2.1 Definitions and General Setup
We shall first split equation (1.2) into its real and imaginary components and discretize those two
equations. We will also define some discrete functional spaces and give some simple properties of
the definitions.
Suppose that β ≤ 0, u(x, t) = u1(x, t) + iu2(x, t), f(x, t) = f1(x, t) + if2(x, t), and g(x, t) =
g1(x, t) + ig2(x, t) where for l = 1, 2 we have ul, gl ∈ S−∞ (R× I → R) and fl ∈ Sβ (R× I → R).
Then we may write the real and imaginary parts of equation (1.2) as
∂tu2 − ∂2xu1 − µ
(
u31 + u1u
2
2 + 3u
2
1f1 + u
2
2f1 + 2u1u2f2 + 3u1f
2
1 + u1f
2
2 + 2f1f2u2
)− g1 = 0 (2.1)
and
∂tu1 + ∂
2
xu2 + µ
(
u21u2 + u
3
2 + 2u1u2f1 + u
2
1f2 + 3u
2
2f2 + 2f1f2u1 + u2f
2
1 + 3u2f
2
2
)
+ g2 = 0 (2.2)
Obviously solving the system (2.1), (2.2) is equivalent to solving the equation (1.2) so we shall focus
our efforts on the system.
For now let us fix two mesh size numbers 0 < h, k < 1 and let us denote xn := nh and tj := jk
for each n, j ∈ Z. We shall let Rh and Rk denote the (discrete) collection of real numbers of the
form xn and tj respectively and we shall refer to those sets and the cartesian product Rh × Rk as
meshes. If ρ is any function defined on a mesh and taking values in either R or R2 then we will refer
to ρ as a mesh function. Obviously any function defined on a continuum R or R×R (which we may
call continuum functions) can also be considered as a mesh function by restricting its domain to the
mesh. If ρ is a mesh function on Rh×Rk then we will ease some notation by writing ρn,j := ρ(xn, tj)
and ρj := ρ(·, tj).
We shall make use of two discrete derivative operatorsD+,D− that ”differentiate” mesh functions
ρ defined on Rh (and hence they can also differentiate continuum functions ρ defined on R). The
operators are given by
D+ρ(x) =
ρ(x+ h)− ρ(x)
h
D−ρ(x) =
ρ(x)− ρ(x− h)
h
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We will also sometimes use shifting operators E and E−1 given by
(Eρ)(x) = ρ(x+ h) (E−1ρ)(x) = ρ(x− h)
These two operators will only act on the x variable of our functions ρ(x, t). We will also use
the operator Dt,+η(t) =
η(y+k)−η(t)
k
. The following properties of D+, D−, Dt,+, E, and E
−1 are
immediate consequences of their definition:
1. If ρ = ρ(x, t) then the operators D+, D−, Dt,+ and E all commute when acting on ρ(x, t).
2. D+(ν · ρ)(xn) = ν(xn)D+ρ(xn) + (Eρ)(xn)D+ν(xn)
3. D−(ν · ρ)(xn) = ν(xn)D−ρ(xn) + (E−1ρ)(xn)D−ν(xn)
4. For any n ∈ N we have
Dn+(ρ · ν · ξ) =
∑
i1+i2+i3=n
ci1,i2,i3(E
i2+i3Di1+ρ) · (Ei3Di2+ν) · (Di3+ ξ)
for some constants ci1,i2,i3 ∈ N.
5. If a continuum function ρ : R → R is differentiable on R then for each xn ∈ Rh there exists
x ∈ R where xn ≤ x ≤ xn+1 such that we have D+ρ(xn) = ddxρ(x).
In order to solve the system (2.1), (2.2) we shall consider the following system of difference
schemes, which are discrete versions of (2.1) and (2.2)
Dt,+(u2)j −D+D−(u1)j+1 − µ
[
(u1)
2
j (u1)j+1 + (u1)j(u2)j(u2)j+1 + (f2)
2
j(u1)j + 3(f1)j(u1)j(u1)j+1
+(f1)j(u2)j(u2)j+1 + 2(f2)j(u1)j(u2)j+1 + 3(f1)
2
j(u1)j + 2(f1)j(f2)j(u2)j
]− (g1)j = 0 (2.3)
Dt,+(u1)j +D+D−(u2)j+1 + µ
[
(u1)j(u2)j(u1)j+1 + (u2)
2
j(u2)j+1 + 2(u2)j(f1)j(u1)j+1
+(u1)j(f2)j(u1)j+1 + 3(u2)j(f2)j(u2)j+1 + 2(f1)j(f2)j(u1)j + (f1)
2
j(u2)j + 3(f2)
2
j(u2)j
]
+ (g2)j = 0
(2.4)
In order to rewrite this system of difference schemes in a more convenient and concise form we
introduce a linear operator Qj on pairs of mesh functions (ρ1(xn), ρ2(xn)) given by
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Qj(ρ1, ρ2) :=
(
D+D−ρ2 + µ(u1)j(u2)jρ1 + µ(u2)
2
jρ2 + 2µ(u2)j(f1)jρ1
+ µ(u1)j(f2)jρ1 + 3µ(u2)j(f2)jρ2,−D+D−ρ1 − µ(u1)2jρ1 − µ(u1)j(u2)jρ2
−3µ(f1)j(u1)jρ1 − µ(f1)j(u2)jρ2 − 2µ(f2)j(u1)jρ2) (2.5)
Then the system (2.3), (2.4) can be written in a shorter form as
(I + kQj) ((u1)j+1, (u2)j+1) = ((u1)j , (u2)j)− kµ
(
(f1)j(f2)j(u1)j + (f1)
2
j (u2)j + 3(f2)
2
j(u2)j ,
−(f2)2j (u1)j − 3(f1)2j (u1)j − 2(f1)j(f2)j(u2)j
)− k ((g2)j ,−(g1)j) (2.6)
where gj ∈ S−∞ (R) is considered as a mesh function. The task behind solving (2.6) then is to show
that one can invert the operator I + kQj , at least for some finite amount of time. The invertibility
will be possible only in certain function spaces, therefore we will now introduce an appropriate space.
Suppose u(xn) = (u1(xn), u2(xn)) and v(xn) = (v1(xn), v2(xn)) are mesh functions where ul, vl :
Rh → R for l = 1, 2. We consider the discrete inner products given by
(u1, v1)L2
h
=
∞∑
−∞
u1(xn)v1(xn)h
(u1, v1)Sh = (〈x〉 u1, 〈x〉 v1)L2h + (〈x〉D+u1, 〈x〉D+v1)L2h +
(
D2+u1, D
2
+v1
)
L2
h
(u, v)L2
h
= (u1, v1)L2
h
+ (u2, v2)L2
h
(u, v)Sh = (u1, v1)Sh + (u2, v2)Sh
where 〈x〉 = √x2 + 1, and we define the corresponding norms and Hilbert spaces,
‖u‖2L2
h
= (u, u)L2
h
L2h =
{
u(xn) mesh functions on Rh : ‖u‖L2
h
<∞
}
‖u‖2Sh = (u, u)Sh Sh =
{
u(xn) mesh functions on Rh : ‖u‖Sh <∞
}
where we shall understand from the context whether L2h and Sh refers to single-valued or double-
valued mesh functions. From the definitions of the L2h inner product and its norm we have the
properties:
1. ‖Eρ‖L2
h
= ‖ρ‖L2
h
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2. If ρ, ν,D−ρ,D+ν ∈ L2h then (D+ν, ρ)L2
h
= − (ν,D−ρ)L2
h
3. For any j, k ∈ N we have
∥∥∥Dj+Dk−ρ∥∥∥
L2
h
≤ C ‖ρ‖L2
h
where C is a constant depending on h.
4. For any l, N ∈ N and 0 ≤ j ≤ N we have
∥∥∥(Dj+ 〈x〉N)Elρ∥∥∥
L2
h
≤ C
∥∥∥〈x〉N−j ρ∥∥∥
L2
h
where C is
independent of h.
The first and second properties follow from simply reindexing and/or rearranging terms in the
summation. The third property just requires use of the triangle inequality on each summand of
Dj+D
k
−u. For the fourth property we write the definition of D+ and 〈x〉 and use the fact that
h ∈ [0, 1].
2.2 Preliminary Lemmas
The following proposition will be used frequently and often without reference. For the proof we refer
the reader to [9] appendix B.
Proposition 2.1 Let N,n ∈ N, T > 0, 0 < h1, k1 < 1 and let g ∈ S−∞(R × [−c,∞) ) for some
c > 0. There exists CN,n > 0 such that
∥∥∥〈x〉N Dn+gj∥∥∥
L2
h
< CN,n for each 0 < h ≤ h1, 0 < k ≤ k1,
and 0 ≤ tj ≤ T .
Another simple but important fact that we will frequently use is the following:
If f ∈ C∞ (R× (−∞,∞)→ R) satisfies the property that for every n ∈ N and for every compact
interval J ⊂ (−∞,∞) we have dn
dxn
f(x, t) = O
(
|x|−n
)
uniformly for t ∈ J then for each tj ∈ J and
for all x ∈ R we have ∣∣∣∣ dndxn f(x, tj)
∣∣∣∣ ≤ C
∣∣∣〈x〉−n∣∣∣
where C > 0 is independent of k and j (but C might depend on J). This statement follows directly
from the definitions of O and 〈x〉.
The discrete Sobolev inequalities stated below will allow us to prove that the operators I + kQj
for j ∈ N are bounded below and are thus invertible. These inequalities are stated and proven in [9]
appendix B.
As a notational remark, from now on we will let C denote a constant whose value might change
between consecutive inequalities but the variables that it depends on will often be noted by its
indices for example as Cn,j,h means some constant depending on n, j, and h.
Lemma 2.2 For every n ∈ N there exists Cn > 0 such that for every h > 0 and for every mesh
function u : Rh → R we have
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1.
∥∥Dk+u∥∥L2
h
≤ Cn
(
‖u‖L2
h
+
∥∥Dn+u∥∥L2
h
)
for 0 ≤ k ≤ n
2.
∥∥Dk+u∥∥∞ ≤ Cn
(
‖u‖L2
h
+
∥∥Dn+u∥∥L2
h
)
for 0 ≤ k < n
Corollary 2.3 For all N, l, j ∈ N, there exists CN,j,l > 0 such that for any h ∈ (0, 1) and for all
mesh functions u : Rh → R we have
1.
∥∥∥〈x〉N Dj+u∥∥∥
L2
h
≤ CN,j,l
(∥∥∥〈x〉N u∥∥∥
L2
h
+
∥∥∥〈x〉N Dj+l+ u∥∥∥
L2
h
)
for l ≥ 0
2.
∥∥∥〈x〉N Dj+u∥∥∥
∞
≤ CN,j,l
(∥∥∥〈x〉N u∥∥∥
L2
h
+
∥∥∥〈x〉N Dj+l+ u∥∥∥
L2
h
)
for l ≥ 1
The next lemma will allow us to prove that the solutions stay bounded for finite time with respect
to the Schwartz semi-norms. The proof can be found in [15].
Lemma 2.4 Suppose P,Q are C1 (R), nondecreasing, positive functions, ∆t > 0, and for each j ∈ N
we have tj := j∆t. Let η : [0, T0]→ R be an arbitrary function satisfying
ηj+1 − ηj
∆t
≤ P (ηj)ηj+1 +Q(ηj) (2.7)
for each tj , tj+1 ∈ [0, T0] where ηj := η(tj), and suppose that η0 ≤ K for some K > 0. Then there
exists 0 < T ≤ T0 and L, ǫ > 0 all three depending on K,P, and Q such that if ∆t < ǫ then ηj ≤ L
for each j where tj ≤ T . Moreover, if P and Q are constants then we may take T = T0.
2.3 Finite Time Existence for Discrete Generalized NLS Equation in Sh
We will now prove finite time existence for (2.6). The following lemma is the key estimate for es-
tablishing invertibility of the operator I + kQj in the space Sh.
Lemma 2.5 Suppose T > 0, h, k ∈ (0, 1) and that for each j where tj ∈ [0, T ] we have a given mesh
function uj : Rh → R2. Define the operators Qj as in (2.5). Then there exists C > 0 depending
only on f and T but not on h, k, j, or the mesh functions uj such that for any mesh function
u : Rh → R2 the inequality
(Qju, u)Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
(2.8)
holds for each j where 0 ≤ tj ≤ T .
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Proof of Lemma 2.5 We expand the left side of (2.8) by using the definition of Qj and (·, ·)Sh
and obtain a sum of terms which can be bounded by the right side of (2.8). We will now show how
to bound those terms by the right side of (2.8) for some appropriate constant C. Upon adding all
the inequalities we will obtain inequality (2.8). Throughout we will denote u(xn) = (u1(xn), u2(xn))
and uj = ((u1)j , (u2)j).
Estimate for Term (D+D−u2, u1)Sh − (D+D−u1, u2)Sh :
(D+D−u2, u1)Sh − (D+D−u1, u2)Sh =
(
D+D−u2, 〈x〉2 u1
)
L2
h
−
(
D+D−u1, 〈x〉2 u2
)
L2
h
+
(
D2+D−u2, 〈x〉2D+u1
)
L2
h
−
(
D2+D−u1, 〈x〉2D+u2
)
L2
h
+
(
D3+D−u2, D
2
+u1
)
L2
h
− (D3+D−u1, D2+u2)L2
h
= −
(
D+u2, D+ 〈x〉2Eu1
)
L2
h
−
(
D+u2, 〈x〉2D+u1
)
L2
h
+
(
D+u1, D+ 〈x〉2Eu2
)
L2
h
+
(
D+u1, 〈x〉2D+u2
)
L2
h
−
(
D2+u2, D+ 〈x〉2D+u1
)
L2
h
−
(
D2+u2, E 〈x〉2D2+u1
)
L2
h
+
(
D2+u1, D+ 〈x〉2D+u2
)
L2
h
+
(
D2+u1, E 〈x〉2D2+u2
)
L2
h
− (D3+u2, D3+u1)L2
h
+
(
D3+u1, D
3
+u2
)
L2
h
= −
(
D+u2, D+ 〈x〉2Eu1
)
L2
h
+
(
D+u1, D+ 〈x〉2Eu2
)
L2
h
−
(
D2+u2, D+ 〈x〉2D+u1
)
L2
h
+
(
D2+u1, D+ 〈x〉2D+u2
)
L2
h
≥ −C
[
‖D+u2‖L2
h
‖〈x〉 u1‖L2
h
+ ‖D+u1‖L2
h
‖〈x〉 u2‖L2
h
+
∥∥D2+u2∥∥L2
h
‖〈x〉D+u1‖L2
h
+
∥∥D2+u1∥∥L2
h
‖〈x〉D+u2‖L2
h
]
≥ −C ‖u1‖Sh ‖u2‖Sh ≥ −C ‖u‖
2
Sh
Estimate for Term (3µ(u2)j(f2)ju2, u1)Sh :
By definition of the norm we have
(3µ(u2)j(f2)ju2, u1)Sh = (3µ 〈x〉 (u2)j(f2)ju2, 〈x〉u1)L2h + (3µ 〈x〉D+ ((u2)j(f2)ju2) , 〈x〉D+u1)L2h
+
(
3µD2+ ((u2)j(f2)ju2) , D
2
+u1
)
L2
h
(2.9)
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For the first term of (2.9)we have the bound
(3µ 〈x〉 (u2)j(f2)ju2, 〈x〉 u1)L2
h
≥ −C ‖(f2)j‖∞ ‖(u2)j‖∞ ‖〈x〉 u2‖L2h ‖〈x〉 u1‖L2h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh
≥ −C ‖uj‖Sh ‖u‖
2
Sh
≥ −C ‖u‖2Sh
(
1 + ‖uj‖2Sh
)
For the second term of (2.9) we use the product rule for D+ to obtain
(3µ 〈x〉D+ ((u2)j(f2)ju2) , 〈x〉D+u1)L2
h
=
∑
i1+i2+i3=1
ci1,i2,i3
(
Ei2+i3Di1+ (u2)jE
i3Di2+ (f2)jD
i3
+u2, 〈x〉D+u1
)
L2
h
For i1 = 1 and other indices zero we have
3µc1 (〈x〉 (f2)ju2D+(u2)j , 〈x〉D+u1)L2
h
≥ −C ‖(f2)j‖∞ ‖D+(u2)j‖∞ ‖〈x〉u2‖L2h ‖〈x〉D+u1‖L2h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖uj‖Sh ‖u‖
2
Sh
≥ −C ‖u‖2Sh
(
1 + ‖uj‖2Sh
)
For i2 = 1 and other indices zero we have
3µc2 (〈x〉 u2E(u2)jD+(f2)j , 〈x〉D+u1)L2
h
≥ −C ‖D+(f2)j‖∞ ‖E(u2)j‖∞ ‖〈x〉 u2‖L2h ‖〈x〉D+u‖L2h
≥ −C
∥∥∥∥ ddx (f2)j
∥∥∥∥
∞
‖(u2)j‖∞ ‖u2‖Sh ‖u1‖Sh
≥ −C ‖(u2)j‖Sh ‖u‖
2
Sh
≥ −C ‖u‖2Sh
(
1 + ‖uj‖2Sh
)
For i3 = 1 and other indices zero we have
3µc3 (〈x〉E(u2)jE(f2)jD+u2, 〈x〉D+u1)L2
h
≥ −C ‖E(u2)j‖∞ ‖E(f2)j‖∞ ‖〈x〉D+u2‖L2h ‖〈x〉D+u1‖L2h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
‖uj‖Sh
≥ −C ‖u‖2Sh
(
1 + ‖uj‖2Sh
)
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For the third term of (2.9) we again use the product rule and obtain the expression
(
3µD2+ ((f2)j(u2)ju2) , D
2
+u1
)
L2
h
=
∑
i1+i2+i3=2
ci1,i2,i3
(
Ei2+i3Di1+ (f2)jE
i3Di2+ (u2)jD
i3
+u2, D
2
+u1
)
L2
h
For i1 = 2 and other indices zero we have
(
(u2)ju2D
2
+(f2)j , D
2
+u1
)
L2
h
≥ −C
∥∥D2+(f2)j∥∥∞ ‖(u2)j‖∞ ‖u2‖L2h ∥∥D2+u1∥∥L2h
≥ −C
∥∥∥∥ d2dx2 (f2)j
∥∥∥∥
∞
‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖uj‖Sh ‖u‖
2
Sh
≥ −C ‖u‖2Sh
(
1 + ‖uj‖2Sh
)
For i2 = 2 and other indices zero we have
(
u2E
2(f2)jD
2
+(u2)j , D
2
+u1
)
L2
h
≥ −C
∥∥E2(f2)j∥∥∞ ‖u2‖∞ ∥∥D2+(u2)j∥∥L2
h
∥∥D2+u1∥∥L2
h
≥ −C ‖u2‖Sh ‖(u2)j‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
For i3 = 2 and other indices zero we have
(
E2(f2)jE
2(u2)jD
2
+u2, D
2
+u1
)
L2
h
≥ −C
∥∥E2(f2)j∥∥∞ ∥∥E2(u2)j∥∥∞ ∥∥D2+u2∥∥L2
h
∥∥D2+u1∥∥L2
h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
For i1 = i2 = 1 and i3 = 0 we have
(
u2ED+(f2)jD+(u2)j , D
2
+u1
)
L2
h
≥ −C ‖ED+(f2)j‖∞ ‖u2‖∞ ‖D+(u2)j‖L2
h
∥∥D2+u1∥∥L2
h
≥ −C ‖u2‖Sh ‖(u2)j‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
For i1 = i3 = 1 and i2 = 0 we have
(
ED+(f2)jE(u2)jD+u2, D
2
+u1
)
L2
h
≥ −C ‖ED+(f2)j‖∞ ‖E(u2)j‖∞ ‖D+u2‖L2h
∥∥D2+u1∥∥L2
h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
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For i2 = i3 = 1 and i1 = 0 we have
(
E2(f2)jED+(u2)jD+u2, D
2
+u1
)
L2
h
≥ −C
∥∥E2(f2)j∥∥∞ ‖ED+(u2)j‖∞ ‖D+u2‖L2h ∥∥D2+u1∥∥L2h
≥ −C ‖(u2)j‖Sh ‖u2‖Sh ‖u1‖Sh ≥ −C ‖u‖
2
Sh
(
1 + ‖uj‖2Sh
)
One can similarly bound all other terms on the left side of (2.8) from the expression for Qj and
(·, ·)Sh by using the same elementary inequalities as shown above. 
Lemma 2.6 Suppose K > 0 and u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R → R) for l = 1, 2 satis-
fies the property that ‖u0‖Sh ≤ K for each h ∈ (0, 1). Then there exists T, L, ǫ > 0 depending only
on K such that if k ∈ (0, ǫ) and h ∈ (0, 1) then the difference scheme (2.6) may be solved for each
mesh function uj = ((u1)j , (u2)j) with tj ∈ [0, T ]. Moreover, we have that ‖uj‖Sh ≤ L for each j
where tj ∈ [0, T ].
Proof of Lemma 2.6 Choose T0 > 0 arbitrarily. Assume for now that the mesh functions
uj = ((u1)j , (u2)j) are known for each h, k ∈ (0, 1) and for 0 ≤ tj ≤ T0. We will first construct
the aformentioned T, L and an ǫ0 > 0 and show that the mesh functions uj whose time mesh size
satisfies k ∈ (0, ǫ0) will satisfy the inequality ‖uj‖Sh ≤ L for each 0 ≤ tj ≤ T .
Assume that 0 ≤ tj , tj+1 ≤ T . Taking inner product of (2.6) with uj+1 we obtain
((I + kQj)uj+1, uj+1)Sh = (uj, uj+1)Sh − kµ
((
(f1)j(f2)j(u1)j + (f1)
2
j(u2)j + 3(f2)
2
j(u2)j ,
−(f2)2j (u1)j − 3(f1)2j (u1)j − 2(f1)j(f2)j(u2)j
)
, uj+1
)
Sh
− k (((g2)j ,−(g1)j) , uj+1)Sh
and we may use Cauchy-Schwarz inequality on the right side and simply rewrite the left side to
obtain
‖uj+1‖2Sh + k (Qjuj+1, uj+1)Sh ≤ ‖uj+1‖Sh · ‖uj‖Sh + kCf,g,T0 · ‖uj‖Sh · ‖uj+1‖Sh + kCg,T0 ‖uj+1‖Sh
(2.10)
By lemma 2.5 we may choose C > 0 such that
‖uj+1‖2Sh + k (Qjuj+1, uj+1)Sh ≥ ‖uj+1‖
2
Sh
[
1− kC(‖uj‖2Sh + 1)
]
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By combining (2.8) and (2.10) we thus obtain for tj , tj+1 ∈ [0, T0] that
‖uj+1‖2Sh
[
1− kC(‖uj‖2Sh + 1)
] ≤ ‖uj+1‖Sh
(
‖uj‖Sh + kC ‖uj‖Sh + kC
)
or equivalently,
‖uj+1‖Sh − ‖uj‖Sh
k
≤ C
(
‖uj‖2Sh + 1
)
‖uj+1‖Sh + C
(
1 + ‖uj‖Sh
)
which is an inequality of the form (2.7). Then by lemma 2.4 there exists 0 < T ≤ T0 and L, ǫ0 > 0
depending on K ≥ ‖u0‖Sh such that if k ∈ (0, ǫ0) then ‖uj‖Sh ≤ L for each j where 0 ≤ tj ≤ T .
The T, L, ǫ0 are independent of h ∈ (0, 1) because the constant C is independent of h. Moreover,
the T, L, and ǫ0 depend only on K,C, P (v) := v
2 + 1, and Q(v) := v + 1 by lemma 2.4. Since K is
given and C is determined by the given functions f and g and on the value of T0 we may construct
T, L, and ǫ0 without assuming that uj is constructed for 0 ≤ tj ≤ T0.
Given T, L as constructed above it suffices to show that there exists 0 < ǫ ≤ ǫ0 such that
for any h ∈ (0, 1) and k ∈ (0, ǫ) the difference scheme (2.6) may be solved for u(xn, tj) where
(xn, tj) ∈ Rh × (Rk ∩ [0, T ]) - the desired bound ‖u(·, tj)‖Sh ≤ L would follow automatically by our
construction of T, L, and ǫ0 given above.
Choose ǫ > 0 so that ǫC(L2 + 1) < 12 and 0 < ǫ ≤ ǫ0 and fix values for h ∈ (0, 1) and k ∈ (0, ǫ).
Suppose u0, u1, . . . , uj are known for some j ≥ 0. We will show that one may construct uj+1 as long
as tj+1 ≤ T . Define an operator Pj := I + kQj . Then by lemma 2.5 we have for any mesh function
u = u(xn)
(Pju, u)Sh ≥
[
1− kC(‖uj‖2Sh + 1)
]
‖u‖2Sh ≥
[
1− ǫC(L2 + 1)] ‖u‖2Sh ≥ 12 ‖u‖2Sh (2.11)
from which it easily follows that Pj is injective as an operator on mesh functions. It is also clear
that for any mesh function ρ = (ρ1, ρ2) ∈ Sh we have ‖Pjρ‖Sh ≤ Cf,g,h,k,uj ,T0 ‖ρ‖Sh so that Pj is a
bounded operator on Sh. In order to solve the difference scheme (2.6) it is enough to show that the
operators Pj are surjective because then Pj : Sh → Sh would be a bijection so that by using (2.6)
we could define
uj+1 := P
−1
j
[
((u1)j , (u2)j)− kµ
(
(f1)j(f2)j(u1)j + (f1)
2
j (u2)j + 3(f2)
2
j (u2)j ,
−(f2)2j (u1)j − 3(f1)2j (u1)j − 2(f1)j(f2)j(u2)j
)− k ((g2)j ,−(g1)j)] (2.12)
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for tj+1 ≤ T . First we shall prove that the image of Pj is closed.
Claim 1 The image of Pj : Sh → Sh is closed.
proof of claim 1 Suppose Pjun → v as n→∞. We will construct u ∈ Sh such that Pju = v.
Inequality (2.11) with un − um implies, by using the Cauchy-Schwarz inequality on the left side,
that for any m,n ∈ N we have
‖Pj(un − um)‖Sh ≥
1
2
‖un − um‖Sh
which implies that the sequence un is Cauchy, therefore by completeness of Sh the sequence un
converges to some u ∈ Sh. Moreover,
‖Pju− v‖Sh ≤ ‖Pju− Pjun‖Sh + ‖Pjun − v‖Sh ≤ ‖Pj‖ ‖u− un‖Sh + ‖Pjun − v‖Sh
and hence for n sufficiently large the right side can be made arbitrarily small so that Pju = v. This
concludes the proof of claim 1.
Claim 2 The operators Pj : Sh → Sh are surjective.
proof of claim 2 Since the image of Pj is closed we have that Sh = Im(Pj)⊕ Im(Pj)⊥Sh . Suppose
there exists v ∈ Im(Pj)⊥Sh . Then 0 = (Pjv, v)Sh ≥ 12 ‖v‖
2
Sh
which implies that v ≡ 0. This proves
surjectivity.
Therefore Pj : Sh → Sh is a bijection and hence we may solve the difference scheme (2.6) by defining
uj+1 as in (2.12) as long as tj ≤ T (recall that (2.11) fails for tj > T so that Pj would not be
invertible after time T ) however the desired bound ‖uj+1‖Sh ≤ L would be true only if tj+1 ≤ T .

Remark 2.7 A similar proof would also work even if the operators I + kQj were unbounded as in
the case of the KdV and modified KdV equation (see [3, 9, 15]).
3 Estimates for the Discrete Solutions
3.1 Schwartz Boundedness of Discrete Solutions
In this section we will show that the solutions to the discrete equation (2.6) constructed in lemma
2.6 are bounded in all discrete Schwartz norms
∥∥∥〈x〉N Dn+·∥∥∥
L2
h
. This will follow by some induction
arguments shown in next three lemmas.
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Lemma 3.1 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, ǫ > 0 all be
given as in lemma 2.6 and let N,n ∈ N. Suppose that there exists a constant CN,n > 0 independent
of h ∈ (0, 1), k ∈ (0, ǫ), and tj ∈ [0, T ] such that if u(xn, tj) = (u1(xn, tj), u2(xn, tj)) is the solution
of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then for 0 ≤
tj , tj+1 ≤ T we have
(
〈x〉2N Dn+(Qjuj+1), Dn+uj+1
)
L2
h
≥ −CN,n
(∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+ 1
)
(3.1)
Then there exists 0 < k0 ≤ ǫ depending on N and n and there exists CN,n > 0 such that if h ∈ (0, 1),
k ∈ (0, k0), and u(xn, tj) is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ])
with initial condition u0 then we have
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
< CN,n for tj ∈ [0, T ]. Moreover, the con-
stant CN,n is independent of the choice of h and k.
Proof of Lemma 3.1 First let us fix values for h ∈ (0, 1) and k ∈ (0, ǫ) and let u(xn, tj) be
the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0. If
tj , tj+1 ∈ [0, T ] then we may applyDn+ to both sides of (2.6) and take the inner product
(
〈x〉2N ·, ·
)
L2
h
of the resulting equation with Dn+uj+1 and use proposition 2.1, the product rule, and corollary 2.3
to obtain
(
〈x〉2N Dn+
(
I + kQj
)
uj+1, D
n
+uj+1
)
L2
h
=
(
〈x〉2N Dn+uj, Dn+uj+1
)
L2
h
− kµ
(
〈x〉2N Dn+
(
(f1)j(f2)j(u1)j + (f1)
2
j (u2)j + 3(f2)
2
j (u2)j ,
−(f2)2j(u1)j − 3(f1)2j(u1)j − 2(f1)j(f2)j(u2)j
)
, Dn+uj+1
)
L2
h
− k
(
〈x〉2N Dn+ ((g2)j ,−(g1)j) , Dn+uj+1
)
L2
h
≤
∥∥∥〈x〉N Dn+uj+1∥∥∥
L2
h
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
+ kCf,g,K
∥∥∥〈x〉N Dn+uj+1∥∥∥
L2
h
(
1 +
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
)
≤ 1
2
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+
1
2
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+ kCN,n,f,g
(
1 +
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
)
(3.2)
We may then continue the left side of (3.2) by using (3.1) to obtain
(
〈x〉2N Dn+
(
I + kQj
)
uj+1, D
n
+uj+1
)
L2
h
=
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+ k
(
〈x〉2N Dn+Qjuj+1, Dn+uj+1
)
L2
h
≥
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
− kC
(∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+ 1
)
(3.3)
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By combining (3.2) and (3.3) we obtain
1
k
(∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
−
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
)
≤ C
(∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+ 1
)
which is an inequality of the form (2.7) where the right side is linear. Now we may invoke lemma
2.4 to obtain the existence of k0 > 0 and CN,n > 0 such that if k ∈ (0, k0) and tj ∈ [0, T ] then
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
< CN,n
and since C is independent of h and k we also have that C is independent of h and k. Thus we
have proven that for each 0 < h ≤ 1, 0 < k ≤ k0, 0 ≤ tj ≤ T and solution u(xn, tj) of (2.6) defined
on Rh× (Rk ∩ [0, T ]) with initial data u0 we have the inequality
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
< CN,n. Moreover
since C depends on N and n it follows that k0 also depends on N and n. 
Lemma 3.2 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, L, ǫ > 0 all be
given as in lemma 2.6 and let n ∈ N. Then there exists 0 < k0 ≤ ǫ depending on n and there exists
Cn > 0 such that if h ∈ (0, 1), k ∈ (0, k0), and u(xn, tj) = (u1(xn, tj), u2(xn, tj)) is the solution
of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then we have∥∥〈x〉Dn+uj∥∥L2
h
< Cn for tj ∈ [0, T ]. Moreover, the constant Cn is independent of the choice of h and
k.
Proof of Lemma 3.2 By lemma 2.6 the statement is true for n = 0, 1 by taking k0 = ǫ and
Cn = L. We shall prove the statement by induction on n. Assume it is true for all l ≤ n − 1. We
will prove that it is true for l = n. First we shall use the inductive hypothesis to prove some slightly
weaker claims which we give below.
Claim 1 There exists 0 < ǫ0 ≤ ǫ and Cn > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ0) and u(xn, tj)
is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0
then we have
∥∥Dn+uj∥∥L2
h
≤ Cn for tj ∈ [0, T ].
proof of claim 1 By lemma 3.1 it suffices to prove that there exists a constant Cn > 0 independent
of h ∈ (0, 1), k ∈ (0, ǫ), and tj ∈ [0, T ] such that if u(xn, tj) is the solution of the difference scheme
(2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then for 0 ≤ tj , tj+1 ≤ T we have
(
Dn+(Qjuj+1), D
n
+uj+1
)
L2
h
≥ −Cn
(∥∥Dn+uj+1∥∥2L2
h
+
∥∥Dn+uj∥∥2L2
h
+ 1
)
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To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ) and a solution u(xn, tj) of the difference
scheme (2.6) defined on Rh× (Rk ∩ [0, T ]) with initial condition u0. In order to prove that the above
estimate holds for some constant Cn > 0 we simply prove that the estimate can be made for each
term of Qj and then by adding all these estimates we will obtain the estimate for Qj. These esti-
mates are analogous to those given in lemma 2.5 however we will also use the inductive hypothesis.
For simplicity we will ignore all occurences of the shift E. Here are the necessary estimates.
Estimate for Term
(
Dn+(D+D−(u2)j+1), D
n
+(u1)j+1
)
L2
h
− (Dn+(D+D−(u1)j+1), Dn+(u2)j+1)L2
h
:
(
Dn+(D+D−(u2)j+1), D
n
+(u1)j+1
)
L2
h
− (Dn+(D+D−(u1)j+1), Dn+(u2)j+1)L2
h
= − (Dn+1+ (u2)j+1, Dn+1+ (u1)j+1)L2
h
+
(
Dn+1+ (u1)j+1, D
n+1
+ (u2)j+1
)
L2
h
= 0
Estimate for Term
(
Dn+((u1)j(u2)j(u1)j+1), D
n
+(u1)j+1
)
L2
h
:
By the product rule we obtain,
(
Dn+((u1)j(u2)j(u1)j+1), D
n
+(u1)j+1
)
L2
h
=
∑
i1+i2+i3=n
ci1,i2,i3
(
Di1+ (u1)jD
i2
+ (u2)jD
i3
+ (u1)j+1, D
n
+(u1)j+1
)
L2
h
If 2 ≤ i1 + i2 ≤ n and i1 ≤ i2 then we have the estimate,
(
Di1+ (u1)jD
i2
+ (u2)jD
i3
+ (u1)j+1, D
n
+(u1)j+1
)
L2
h
≥ −C
∥∥Di1+ (u1)j∥∥∞ ∥∥Di2+ (u2)j∥∥L2
h
∥∥Di3+ (u1)j+1∥∥∞ ∥∥Dn+(u1)j+1∥∥L2
h
≥ −C
(
‖(u2)j‖L2
h
+
∥∥Dn+(u2)j∥∥L2
h
) ∥∥Dn+(u1)j+1∥∥L2
h
≥ −C
(
1 +
∥∥Dn+(u1)j+1∥∥2L2
h
+
∥∥Dn+(u2)j∥∥2L2
h
)
≥ −C
(
1 +
∥∥Dn+uj+1∥∥2L2
h
+
∥∥Dn+uj∥∥2L2
h
)
Also, if instead we had 2 ≤ i1 + i2 ≤ n and i2 ≤ i1 then the same estimates work by just switching
(u1)j and (u2)j .
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For the term where i1 + i2 = 1 and i1 = 1 we have the estimate,
(
(u2)jD+(u1)jD
n−1
+ (u1)j+1, D
n
+(u1)j+1
)
L2
h
≥ −‖(u2)j‖∞
∥∥Dn−1+ (u1)j+1∥∥∞ ‖D+(u1)j‖L2h ∥∥Dn+(u1)j+1∥∥L2h
≥ −C
(
‖(u1)j+1‖L2
h
+
∥∥Dn+(u1)j+1∥∥L2
h
) ∥∥Dn+(u1)j+1∥∥L2
h
≥ −C
(
1 +
∥∥Dn+(u1)j+1∥∥2L2
h
)
≥ −C
(
1 +
∥∥Dn+uj+1∥∥2L2
h
)
Also, if instead we had i1 + i2 = 1 and i2 = 1 then the same estimates work by just switching (u1)j
and (u2)j .
For the term where i1 + i2 = 0 we have the estimate,
(
(u1)j(u2)jD
n
+(u1)j+1, D
n
+(u1)j+1
)
L2
h
≥ −‖(u1)j‖∞ ‖(u2)j‖∞
∥∥Dn+(u1)j+1∥∥2L2
h
≥ −C
(
‖uj‖L2
h
+ ‖D+uj‖L2
h
)2 ∥∥Dn+uj+1∥∥2L2
h
≥ −C
∥∥Dn+uj∥∥2L2
h
All other terms can be similarly estimated. This concludes the proof of claim 1.
Claim 2 There exists 0 < ǫ1 ≤ ǫ0 and Cn > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ1) and u(xn, tj)
is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0
then we have
∥∥Dn+1+ uj∥∥L2
h
≤ Cn for tj ∈ [0, T ].
proof of claim 2 As in the proof of claim 1 we see that by lemma 3.1 it suffices to prove that there
exists a constant Cn > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ0), and tj ∈ [0, T ] such that if u(xn, tj)
is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0
then for 0 ≤ tj , tj+1 ≤ T we have
(
Dn+1+ (Qjuj+1), D
n+1
+ uj+1
)
L2
h
≥ −Cn
(∥∥Dn+1+ uj+1∥∥2L2
h
+
∥∥Dn+1+ uj∥∥2L2
h
+ 1
)
To this end we shall again fix values for h ∈ (0, 1) and k ∈ (0, ǫ0) and a solution u(xn, tj) to the
solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0. In
order to prove that the above estimate holds for some constant Cn > 0 we simply prove that the
estimate can be made for each term of Qj and then by adding all these estimates we will obtain the
estimate for Qj . By using the inductive hypothesis and the result of claim 1, it is easily seen that
the estimates shown in the proof of claim 1 can all be applied with n replaced by n + 1 and the
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others can be similarly estimated. This concludes the proof of claim 2.
Now we return to the proof of the lemma in the case l = n. By using the same reasoning as in
the above claims we see by lemma 3.1 that in order to construct k0 ∈ (0, ǫ2) and Cn it suffices to
prove the estimate
(
〈x〉2Dn+(Qjuj+1), Dn+uj+1
)
L2
h
≥ −Cn
(∥∥〈x〉Dn+uj+1∥∥2L2
h
+
∥∥〈x〉Dn+uj∥∥2L2
h
+ 1
)
This estimate will follow by adding all of the below estimates. In the below estimates we will use
our inductive hypothesis and the estimates
∥∥Dn+i+ uj∥∥L2
h
≤ Cn+i for i = 0, 1. For conciseness we
shall again only formulate estimates for a few terms because the rest can be bounded similarly.
Estimate for Term
(
D+D−D
n
+(u2)j+1, 〈x〉2Dn+(u1)j+1
)
L2
h
−
(
D+D−D
n
+(u1)j+1, 〈x〉2Dn+(u2)j+1
)
L2
h
:
(
D+D−(D
n
+(u2)j+1), 〈x〉2Dn+(u1)j+1
)
L2
h
−
(
D+D−(D
n
+(u1)j+1), 〈x〉2Dn+(u2)j+1
)
L2
h
= −
(
Dn+1+ (u2)j+1, E 〈x〉2Dn+1+ (u1)j+1
)
L2
h
−
(
Dn+1+ (u2)j+1, D
n
+(u1)j+1D+ 〈x〉2
)
L2
h
+
(
Dn+1+ (u1)j+1, E 〈x〉2Dn+1+ (u2)j+1
)
L2
h
+
(
Dn+1+ (u1)j+1, D
n
+(u2)j+1D+ 〈x〉2
)
L2
h
=
(
Dn+1+ (u1)j+1, D
n
+(u2)j+1D+ 〈x〉2
)
L2
h
−
(
Dn+1+ (u2)j+1, D
n
+(u1)j+1D+ 〈x〉2
)
L2
h
≥ −
∥∥Dn+1+ (u1)j+1∥∥L2
h
∥∥〈x〉Dn+(u2)j+1∥∥L2
h
−
∥∥Dn+1+ (u2)j+1∥∥L2
h
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
≥ −C
(∥∥〈x〉Dn+(u2)j+1∥∥L2
h
+
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
)
≥ −C
(∥∥〈x〉Dn+uj+1∥∥2L2
h
+ 1
)
Estimate for Term
(〈x〉Dn+((u1)j(u2)j(u1)j+1), 〈x〉Dn+(u1)j+1)L2
h
:
By the product rule we obtain,
(〈x〉Dn+((u1)j(u2)j(u1)j+1), 〈x〉Dn+(u1)j+1)L2
h
=
∑
i1+i2+i3=n
ci1,i2,i3
(〈x〉Di1+ (u1)jDi2+ (u2)jDi3+ (u1)j+1, 〈x〉Dn+(u1)j+1)L2
h
If 2 ≤ i1 + i2 ≤ n and i1 ≤ i2 then we have the estimate,
(〈x〉Di1+ (u1)jDi2+ (u2)jDi3+ (u1)j+1, 〈x〉Dn+(u1)j+1)L2
h
≥ −C
∥∥Di1+ (u1)j∥∥∞ ∥∥Di3+ (u1)j+1∥∥∞ ∥∥〈x〉Di2+ (u2)j∥∥L2
h
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
≥ −C
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
≥ −C
(
1 +
∥∥〈x〉Dn+uj+1∥∥2L2
h
)
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Also, if instead we had 2 ≤ i1 + i2 ≤ n and i2 ≤ i1 then the same estimates work by just switching
(u1)j and (u2)j .
For the term where i1 + i2 = 1 and i1 = 1 we have the estimate,
(〈x〉 (u2)jD+(u1)jDn−1+ (u1)j+1, 〈x〉Dn+(u1)j+1)L2
h
≥ −‖〈x〉 (u2)j‖∞ ‖D+(u1)j‖∞
∥∥〈x〉Dn−1+ (u1)j+1∥∥L2
h
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
≥ −C
∥∥〈x〉Dn+(u1)j+1∥∥L2
h
≥ −C
(
1 +
∥∥〈x〉Dn+uj+1∥∥2L2
h
)
Also, if instead we had i1 + i2 = 1 and i2 = 1 then the same estimates work by just switching (u1)j
and (u2)j .
For the term where i1 + i2 = 0 we have the estimate,
(〈x〉 (u1)j(u2)jDn+(u1)j+1, 〈x〉Dn+(u1)j+1)L2
h
≥ −‖〈x〉 (u1)j‖∞ ‖〈x〉 (u2)j‖∞
∥∥Dn+(u1)j+1∥∥2L2
h
≥ −C
This concludes the proof of the lemma. 
Lemma 3.3 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, ǫ > 0 all be
given as in lemma 2.6 and let N,n ∈ N. Then there exists 0 < k0 ≤ ǫ depending on N and n and
there exists CN,n > 0 such that if h ∈ (0, 1), k ∈ (0, k0), and u(xn, tj) = (u1(xn, tj), u2(xn, tj)) is the
solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then
we have
∥∥∥〈x〉N Dn+uj∥∥∥
L2
h
< CN,n for tj ∈ [0, T ]. Moreover, the constant CN,n is independent of the
choice of h and k.
Proof of Lemma 3.3 By lemma 3.2 the assertion is true for N = 1 and for all n ∈ N. We prove
the assertion by induction on N . Assume it is true for all M ≤ N − 1 and for all n ∈ N. We will
show that for M = N the statement is satisfied by all n ∈ N by induction on n.
Let us denote the value of k0 corresponding to a particular value of N and n by k0(N,n). By
construction of k0(N,n) for its known values we see that if N2 < N1 then k0(N1, n) ≤ k0(N2, n) and
if n2 < n1 then k0(N,n1) ≤ k0(N,n2). Let ǫ0 := k0(N−1, 1). By use of lemma 3.1 and taking ǫ = ǫ0
our statement for n = 0 will follow if we prove that there exists a constant CN,0 > 0 independent of
h ∈ (0, 1), k ∈ (0, ǫ0), and tj ∈ [0, T ] such that if u(xn, tj) is the solution of the difference scheme
(2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then for 0 ≤ tj , tj+1 ≤ T we have
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(
〈x〉2N Qjuj+1, uj+1
)
L2
h
≥ −CN,0
(∥∥∥〈x〉N uj+1∥∥∥2
L2
h
+
∥∥∥〈x〉N uj∥∥∥2
L2
h
+ 1
)
To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ0) and a solution u(xn, tj) of the difference
scheme (2.6) defined on Rh× (Rk ∩ [0, T ]) with initial condition u0. In order to prove that the above
estimate holds for some constant CN,0 > 0 we simply prove that the estimate can be made for each
term of Qj and then by adding all these estimates we will obtain the estimate for Qj. We will again
only show a few estimates since all can be done similarly and we will ignore all occurences of the
shift E for simplicity.
Estimate for Term
(
D+D−(u2)j+1, 〈x〉2N (u1)j+1
)
L2
h
−
(
D+D−(u1)j+1, 〈x〉2N (u2)j+1
)
L2
h
:
(
D+D−(u2)j+1, 〈x〉2N (u1)j+1
)
L2
h
−
(
D+D−(u1)j+1, 〈x〉2N (u2)j+1
)
L2
h
=
(
D+(u1)j+1, (u2)j+1D+ 〈x〉2N
)
L2
h
−
(
D+(u2)j+1, (u1)j+1D+ 〈x〉2N
)
L2
h
≥ −C
∥∥∥〈x〉N−1D+(u1)j+1∥∥∥
L2
h
∥∥∥〈x〉N (u2)j+1∥∥∥
L2
h
− C
∥∥∥〈x〉N−1D+(u2)j+1∥∥∥
L2
h
∥∥∥〈x〉N (u1)j+1∥∥∥
L2
h
≥ −C
∥∥∥〈x〉N uj+1∥∥∥
L2
h
Estimate for Term
(
〈x〉N (u1)j(u2)j(u1)j+1, 〈x〉N (u1)j+1
)
L2
h
:
(
〈x〉N (u1)j(u2)j(u1)j+1, 〈x〉N (u1)j+1
)
L2
h
≥ ‖(u1)j‖∞ ‖(u2)j‖∞
∥∥∥〈x〉N (u1)j+1∥∥∥2
L2
h
≥ −C
∥∥∥〈x〉N uj+1∥∥∥2
L2
h
This concludes the proof for the case n = 0.
Now we will assume that the statement is true for all l ≤ n−1 and we will prove that it is true for
l = n. Let ǫ1 := k0(N − 1, n+1). The proof will again follow from lemma 3.1 by taking ǫ = ǫ1 if we
can prove that there exists a constant CN,n > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ1), and tj ∈ [0, T ]
such that if u(xn, tj) is the solution of the difference scheme (2.6) defined on Rh× (Rk ∩ [0, T ]) with
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initial condition u0 then for 0 ≤ tj , tj+1 ≤ T we have
(
〈x〉2N Dn+(Qjuj+1), Dn+uj+1
)
L2
h
≥ −CN,n
(∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
+
∥∥∥〈x〉N Dn+uj∥∥∥2
L2
h
+ 1
)
To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ1) and a solution u(xn, tj) of the difference
scheme (2.6) defined on Rh× (Rk ∩ [0, T ]) with initial condition u0. In order to prove that the above
estimate holds for some constant CN,n > 0 we again prove that the estimate can be made for each
term of Qj and then by adding all these estimates we will obtain the estimate for Qj . Here are
estimates for some terms - the rest can be estimated similarly.
Estimate for Term
(
D+D−D
n
+(u2)j+1, 〈x〉2N Dn+(u1)j+1
)
L2
h
−
(
D+D−D
n
+(u1)j+1, 〈x〉2N Dn+(u2)j+1
)
L2
h
:
(
D+D−D
n
+(u2)j+1, 〈x〉2N Dn+(u1)j+1
)
L2
h
−
(
D+D−D
n
+(u1)j+1, 〈x〉2N Dn+(u2)j+1
)
L2
h
=
(
Dn+1+ (u1)j+1, D
n
+(u2)j+1D+ 〈x〉2N
)
L2
h
−
(
Dn+1+ (u2)j+1, D
n
+(u1)j+1D+ 〈x〉2N
)
L2
h
≥ −C
∥∥∥〈x〉N−1Dn+1+ (u1)j+1∥∥∥
L2
h
∥∥∥〈x〉N Dn+(u2)j+1∥∥∥
L2
h
− C
∥∥∥〈x〉N−1Dn+1+ (u2)j+1∥∥∥
L2
h
∥∥∥〈x〉N Dn+(u1)j+1∥∥∥
L2
h
≥ −C
(∥∥∥〈x〉N Dn+(u1)j+1∥∥∥
L2
h
+
∥∥∥〈x〉N Dn+(u2)j+1∥∥∥
L2
h
)
≥ −C
(
1 +
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
)
Estimate for Term
(
〈x〉2N Dn+((u1)j(u2)j(u1)j+1), Dn+(u1)j+1
)
L2
h
:
For simplicity we will ignore the shifts E. By the product rule we obtain,
(
〈x〉2N Dn+((u1)j(u2)j(u1)j+1), Dn+(u1)j+1
)
L2
h
=
∑
i1+i2+i3=n
ci1,i2,i3
(
〈x〉2N Di1+ (u1)jDi2+ (u2)jDi3+ (u1)j+1, Dn+(u1)j+1
)
L2
h
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For each term we have the estimate,
(
〈x〉N Di1+ (u1)jDi2+ (u2)jDi3+ (u1)j+1, 〈x〉N Dn+(u1)j+1
)
L2
h
≥ −C ∥∥Di1+ (u1)j∥∥∞ ∥∥Di2+ (u2)j∥∥∞
∥∥∥〈x〉N Di3+ (u1)j+1∥∥∥
L2
h
∥∥∥〈x〉N Dn+(u1)j+1∥∥∥
L2
h
≥ −C
(∥∥∥〈x〉N (u1)j+1∥∥∥
L2
h
+
∥∥∥〈x〉N Dn+(u1)j+1∥∥∥
L2
h
)∥∥∥〈x〉N Dn+(u1)j+1∥∥∥
L2
h
≥ −C
(
1 +
∥∥∥〈x〉N Dn+uj+1∥∥∥2
L2
h
)
This concludes the proof of the lemma. 
Corollary 3.4 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, ǫ > 0 all
be given as in lemma 2.6 and let N,n ∈ N. Then there exists 0 < k0 ≤ ǫ depending on N and n
and there exists CN,n > 0 such that if h ∈ (0, 1), k ∈ (0, k0), and u(xn, tj) = (u1(xn, tj), u2(xn, tj))
is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0
then we have
∥∥Dn+ (xNuj)∥∥L2
h
< CN,n for tj ∈ [0, T ]. Moreover, the constant CN,n is independent
of the choice of h and k.
Proof of Corollary 3.4 By the product rule for D+ this statement can be proven by induction
on n. We shall omit the necessary details here. 
3.2 Boundedness of Time-Differentiated Extended Discrete Solutions
In this section we will show that a certain time-extension of the discrete solution with domain Rh×Rk
remains bounded in the Schwartz semi-norms
∥∥Dmt,+Dn+(xN ·)∥∥L2
h
for n,N ∈ N and m ∈ {0, 1, 2, 3}.
Suppose u(xn, tj) = (u1(xn, tj), u2(xn, tj)) is mesh function defined on Rh × (Rk ∩ [0, T ]) for
some h, k, T > 0 where h ∈ (0, 1) and k ≤ T/3. We shall define an extension of u to Rh×Rk by the
following:
Let φ(t) ∈ C∞c (R) such that φ(t) = 1 for t ∈ [−1, T + 1] and φ(t) = 0 for t /∈ [−2, T + 2].
For tj > T we define recursively
u(xn, tj) := u(xn, tj−1) + kDt,+u(xn, tj−2) + k
2D2t,+u(xn, tj−3)
and similarly for tj < 0 we define
u(xn, tj) := u(xn, tj+1)− kDt,+u(xn, tj+1) + k2D2t,+u(xn, tj+1)
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Then we define uˆ := φ · u, which is clearly an extension of u to Rh×Rk and is compactly supported
in time.
It is possible to prove that a finite time discrete solution extended in this way remains bounded
in the discrete Schwartz semi-norms
∥∥Dmt,+Dn+ (xNu)∥∥L2
h
for m = 0, 1, 2, 3 (see lemma 3.5 below).
The proof is omitted here but the same statement appears in [9] and is proved there in lemma 3.5.
It relies primarily on the estimates of the type given in corollary 3.4 above.
Lemma 3.5 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, ǫ > 0 all be
given as in lemma 2.6 and let N,n ∈ N, m ∈ {0, 1, 2, 3}. Then there exists 0 < k0 ≤ ǫ depending
on m,n and N and there exists Cm,N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k0), and u(xn, tj) is the
solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0 then
we have ∥∥Dmt,+Dn+ (xN uˆ(x, tj))∥∥L2
h
≤ C (3.4)
for each tj ∈ Rk.
4 Obtaining Smooth Solutions from Discrete Solutions
4.1 The Smoothing Operator Ih
We will denote by L2 (R→ Rn) for n ∈ N (or simply L2 where the dimension of the image is under-
stood by context) to be the space of square integrable functions defined on R with its usual inner
product and norm denoted by (·, ·)L2 and ‖·‖L2 respectively (in contrast to L2h which the space of
square summable functions defined on the mesh Rh and whose norm is denoted by ‖·‖L2
h
). Clearly
if we restrict a continuum function u ∈ L2 to Rh then we may consider it also as a mesh function in
L2h.
Lemma 4.1 and corollary 4.2 are based on similar statements found in [3, 18]. They are the key
ingredients allowing us to pass from a discrete function to a continuum function while preserving
the necessary estimates for our solution (i.e. boundedness of Schwartz semi-norms). The proofs of
lemma 4.1 and corollary 4.2 can be found in [3] where the author uses ideas from [18].
Lemma 4.1 For any h > 0 there exists a linear isometry Ih : L
2
h (Rh → Rn)→ L2 (R→ Rn) such
that if u ∈ L2h then U := Ihu has the following properties:
1. U ∈ C∞ (R→ Rn) (hence we can think of Ih as a ”smoothing operator”).
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2. For any point xl ∈ Rh we have that U(xl) = u(xl).
3. For each j > 0 the following inequalities hold:
(
2
π
)j ∥∥∥∥ ∂j∂xj U
∥∥∥∥
L2
≤
∥∥∥Dj+u∥∥∥
L2
h
≤
∥∥∥∥ ∂j∂xj U
∥∥∥∥
L2
An explicit formula for U(x) is given by
U(x) =
∞∑
l=−∞
u(xl)
(
sin pi
h
(xl − x)
pi
h
(xl − x)
)
(4.1)
Corollary 4.2 Let M ≥ 2 be an integer and let h > 0 be a real number. Suppose u is a mesh
function on Rh such that x
N
l u(xl) ∈ L2h (Rh → Rn) for each 0 ≤ N ≤M . Then for each j ∈ N, and
0 ≤ N ≤M − 2 we have,
(
2
π
)j ∥∥∥∥ ∂j∂xj
(
xNU
)∥∥∥∥
L2
≤
∥∥∥Dj+ (xNu)∥∥∥
L2
h
≤
∥∥∥∥ ∂j∂xj
(
xNU
)∥∥∥∥
L2
4.2 Schwartz Boundedness of Smoothly Continued Discrete Solutions
In this section we will show that a certain smooth continuation of the discrete solution remains
bounded in the Schwartz semi-norms
∥∥∥〈·〉N ∂nx∂mt ·∥∥∥
L∞t L
∞
x
.
Suppose u : Rh × Rk → Rn is a mesh function for some h, k > 0 which is compactly supported
in time for tj ∈ [T0, T1] and which satisfies the property that there is some C > 0 such that
‖u(·, tj)‖L2
h
≤ C for each tj ∈ Rk. We will define a smooth continuation of u by the following:
Since u is compactly supported in time we know that for each xl ∈ Rh we have u(xl, ·) ∈ L2k,
therefore by lemma 4.1 we may apply the operator Ik to u(xl, ·) in t to obtain by (4.1) that for any
t ∈ R,
(Iku)(xl, t) =
∑
T0≤tj≤T1
u(xl, tj)
[
sin pi
k
(t− tj)
pi
k
(t− tj)
]
and therefore,
‖Iku(·, t)‖L2
h
≤
∑
T0≤tj≤T1
∣∣∣∣ sin pik (t− tj)pi
k
(t− tj)
∣∣∣∣ · ‖u(·, tj)‖L2h
≤
∑
T0≤tj≤T1
∥∥∥∥ sin yy
∥∥∥∥
∞
· ‖u(·, tj)‖L2
h
<∞ (4.2)
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Hence by lemma 4.1 we can apply the smoothing operator Ih to Iku(·, t) in the x variable for each
t ∈ R to obtain a continuum function Iu := IhIku. By linearity of Ih it follows that Iu is given by,
Iu(x, t) =
∑
T0≤tj≤T1
Ihu(x, tj)
[
sin pi
k
(t− tj)
pi
k
(t− tj)
]
and since for each tj we have
sin pi
k
(t−tj)
pi
k
(t−tj)
is smooth in t and also for each j the function Ihu(x, tj)
is smooth in x we see that Iu ∈ C∞ (R× R→ Rn) and by lemma 4.1 Iu(xl, tj) = u(xl, tj) for
any (xl, tj) ∈ Rh × Rk. Moreover, it is clear from the above formula that for any m ∈ N we have
∂mt Iu = Ih (∂
m
t Iku). Given a discrete solution u from lemma 2.6 we may now construct a smooth
continuation Iuˆ and prove that it remains bounded in the continuum Schwartz seminorms - this is
the statement of lemma 4.3 below. Its proof is the same as the proof of lemma 4.3 in [9] so we will
omit it here.
If u(x, t) = (u1(x, t), u2(x, t)) : R × R → R2 is any function then we will use the notations
‖u(·, t)‖L∞x := ‖u1(·, t)‖∞ + ‖u2(·, t)‖∞ and ‖u‖L∞t L∞x :=
∥∥∥‖u‖L∞x
∥∥∥
L∞t
.
Lemma 4.3 Let u0 = ((u1)0, (u2)0) where (ul)0 ∈ S−∞(R) for l = 1, 2 and let K,T, ǫ > 0 all be
given as in lemma 2.6 and let N,n ∈ N, m ∈ {0, 1, 2}. Then there exists 0 < k0 ≤ ǫ and C > 0 both
depending on m,n and N such that if h ∈ (0, 1), k ∈ (0, k0), and u(xn, tj) = (u1(xn, tj), u2(xn, tj))
is the solution of the difference scheme (2.6) defined on Rh × (Rk ∩ [0, T ]) with initial condition u0
then we have
∥∥∥〈·〉N ∂nx∂mt Iuˆ∥∥∥
L∞t L
∞
x
≤ C
4.3 Proof of Local Existence for the Generalized NLS equation in S−∞
By using corollary 4.2 and the Arzela-Ascoli theorem we shall now construct a smooth solution
to (1.2) lying in S−∞ (R× [0, T ]) that comes from the discrete solution constructed in lemma 2.6.
Theorem 1.1 and its proof are completely analogous to the corresponding results given by Bondareva
for the KdV equation (see [3] theorem 2) and by the author for the modified KdV equation (see [9]
theorem 1.1).
Proof of Theorem 1.1 (existence)
Since u0 ∈ S−∞ (R) it follows that there is some K > 0 such that for any 0 < h < 1 we
have ‖u0‖Sh ≤ K. Therefore, by lemma 2.6, there exists T, L, ǫ > 0 such that if h ∈ (0, 1) and
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k ∈ (0, ǫ) then there is a solution to the difference scheme (2.6) with initial condition u0 defined on
Rh × (Rk ∩ [0, T ]) and we denote this solution by by uh,k. Let Uh,k =
(
Uh,k1 , U
h,k
2
)
:= Iuˆh,k. From
lemma 4.3 we know that for every N,n ∈ N, m ∈ {0, 1, 2} there exists 0 < k0(m,n,N) ≤ ǫ and there
exists Cm,N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k0), then we have
∥∥∥〈·〉N ∂nx∂mt Uh,k∥∥∥
L∞t L
∞
x
≤ C (4.3)
From the family of functions
{
Uh,k
}
h∈(0,1),k∈(0,k0(1,1,0))
we now wish to extract a convergent subse-
quence by using the Arzela-Ascoli theorem (this theorem can be found for example in [16]).
Let (x0, t0), (x1, t1) be points in R×R. By lemma 4.3 and by the intermediate value theorem we
have
∣∣Uh,k(x0, t0)− Uh,k(x1, t1)∣∣ ≤ ∣∣Uh,k(x0, t0)− Uh,k(x0, t1)∣∣+ ∣∣Uh,k(x0, t1)− Uh,k(x1, t1)∣∣
≤ C
(∣∣∣∂tUh,k1 (x0, t˜)∣∣∣ + ∣∣∣∂tUh,k2 (x0, ˜˜t)∣∣∣) · |t0 − t1|
+C
(∣∣∣∂xUh,k1 (x˜, t1)∣∣∣+ ∣∣∣∂xUh,k2 (˜˜x, t1)∣∣∣) · |x0 − x1|
≤ ∥∥∂tUh,k∥∥L∞t L∞x · |t0 − t1|+ ∥∥∂xUh,k∥∥L∞t L∞x · |x0 − x1|
≤ C |(x0, t0)− (x1, t1)| (4.4)
which shows that the family of functions Uh,k is equicontinuous on R× R.
From (4.3) it follows that the family Uh,k is also bounded uniformly for h ∈ (0, 1),
k ∈ (0, k0(1, 1, 0)). Hence, by the Arzela-Ascoli theorem we may construct a subsequence Uhi,ki ,
where of course hi, ki ց 0 as i→∞, converging uniformly on compact sets to a function
U ∈ C0 (R× R).
The above argument can also be made for the family of functions ∂xU
hi,ki for h ∈ (0, 1),
k ∈ (0, k0(1, 2, 0)). Namely, estimate (4.3) implies that the family is bounded uniformly and also
that we may use estimate (4.4) with Uh,k replaced by ∂xU
hi,ki to see that it is also an equicontinuous
family. Thus we conclude that there is some V ∈ C0 (R× R) and a subsequence ∂xUhl,kl converging
uniformly on compact sets to V . Since we have uniform convergence on compact sets for Uhl,kl and
∂xU
hl,kl it follows that U is differentiable in x and ∂xU = V on R× R.
By repeating the same argument we conclude by induction that for each p ∈ N the function
∂p−1x U ∈ C0(R× R) is differentiable in x because the sequence ∂pxUhl,kl for h ∈ (0, 1) and
k ∈ (0, k0(1, p + 1, 0)) is bounded uniformly by (4.3) and is equicontinuous by (4.4) and hence it
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has a subsequence uniformly convergent on compact subsets of R × R to ∂x∂p−1x U . In this way we
will obtain a countable array of subsequences, one for each p ∈ N and from this array we extract a
diagonal subsequence. From this diagonal subsequence it will follow that for each p ∈ N we have
∂pxU
hl,kl → ∂pU uniformly on compact sets.
Consider the family of functions ∂tU
hl,kl for h ∈ (0, 1) and k ∈ (0, k0(2, 1, 0)). Estimate (4.3) for
m = 1 implies that the family is bounded uniformly and also that we may use estimate (4.4) with Uh,k
replaced by ∂tU
hi,ki to see that it is also an equicontinuous family. Hence we may, as before for x,
conclude that U is differentiable in t and construct a subsequence of ∂tU
hl,kl uniformly convergent on
compact sets to ∂tU . From this subsequence of (hl, kl) we consider the family ∂x∂tU
hl,kl for h ∈ (0, 1)
and k ∈ (0, k0(2, 2, 0)). Again estimate (4.3) implies that the family is bounded uniformly and also
we may use estimate (4.4) with Uh,k replaced by ∂x∂tU
hl,kl to see that it is also an equicontinuous
family. Thus we may again extract a subsequence Uhl,kl to see that ∂tU is differentiable in x and
∂x∂tU
hl,kl → ∂x∂tU uniformly on compact sets. Continuing inductively we consider the sequence of
functions ∂px∂tU
hl,kl for h ∈ (0, 1), k ∈ (0, k0(2, p+1, 0)). It is equicontinuous by (4.4) and from (4.3)
it is uniformly bounded, thus we conclude that ∂p−1x ∂tU is differentiable in x and we may extract a
subsequence so that ∂px∂tU
hl,kl → ∂px∂tU .
Continuing in this way we will again obtain an array of subsequences of Uhl,kl , one for each
p ∈ N. By taking a diagonal subsequence we obtain a subsequence such that for each p ∈ N and for
q = 0, 1 we have ∂px∂
q
tU
hl,kl → ∂px∂qtU uniformly on compact subsets of R×R. In addition, it follows
that for any N ∈ N the sequence 〈x〉N ∂px∂qtUhl,kl → 〈x〉N ∂px∂qtU uniformly on compact subsets of
R× R because for any compact set X ⊂ R× R we have the inequality
∣∣∣〈x〉N ∂px∂qtUh,k(x, t)− 〈x〉N ∂px∂qtU(x, t)∣∣∣ ≤ max
x∈X
〈x〉N · ∣∣∂px∂qtUh,k(x, t)− ∂px∂qtU(x, t)∣∣
By construction we can see that U satisfies the following conditions:
1. ∂pxU exists for each p ∈ N and is continuous (i.e. it lies in C0(R× R)).
2. ∂qx∂t∂
p
xU exists for each p, q ∈ N and is continuous (i.e. it lies in C0(R× R)).
3. If p+ q = p′ + q′ then ∂qx∂t∂
p
xU = ∂
q′
x ∂t∂
p′
x U .
We now claim that the complex-valued function U1+ iU2 is a solution to (1.2) (and we shall also
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identify this solution by U). To prove it we fix a point (x, t) ∈ R× [0, T ] and show that the system
(2.1), (2.2) is satisfied by its components U1 and U2 at (x, t). From our final subsequence of pairs
(hl, kl) above we first construct points (xl, tl) ∈ Rhl × (Rkl ∩ [0, T ]) to be the nearest points in the
grid to (x, t) (note: in this context xl 6= l · hl and tl 6= l · kl). It then follows that (xl, tl)→ (x, t) as
l → ∞. By construction we have for each l ∈ N that
(
Uhl,kl1 , U
hl,kl
2
)
satisfies the pair of difference
equations (2.3), (2.4) at point (xl, tl). Replace the discrete derivatives in t and x of equations
(2.3) and (2.4) by ordinary derivatives at intermediate points (x˜l, t˜l) (possibly different intermediate
points for each term containing derivatives). We will then obtain a sum of products of terms of
the form ∂tU
hl,kl
r (xl, t˜l), U
hl,kl
r (xl, tl), U
hl,kl
r (xl, tl + kl), ∂
2
xU
hl,kl
r (x˜l, tl), fr(xl, tl), and gr(xl, tl) for
r = 1, 2. By continuity of f and g we see that f(xl, tl) → f(x, t) and g(xl, tl) → g(x, t) as l → ∞.
Moreover, since
(
Uhl,kl1 (x, t), U
hl,kl
2 (x, t)
)
→ (U1(x, t), U2(x, t)) as l→∞ and
∣∣∣(Uhl,kl1 (xl, tl), Uhl,kl2 (xl, tl))− (U1(x, t), U2(x, t))∣∣∣
≤
∣∣∣(Uhl,kl1 (xl, tl), Uhl,kl2 (xl, tl))− (Uhl,kl1 (x, t), Uhl,kl2 (x, t))∣∣∣
+
∣∣∣(Uhl,kl1 (x, t), Uhl,kl2 (x, t)) − (U1(x, t), U2(x, t))∣∣∣
it follows by equicontinuity of the family
(
Uhl,kl1 , U
hl,kl
2
)
for h, k sufficiently small that(
Uhl,kl1 , U
hl,kl
2
)
→ (U1(x, t), U2(x, t)). We may use the same convergence argument for the other
terms in the equation to show that as l →∞ the equations (2.3), (2.4) becomes equations (2.1),(2.2)
at the point (x, t). Therefore (U1, U2) satisfies the equations (2.1),(2.2) and hence U = U1 + iU2
satisfies (1.2).
Since U satisfies the equation (1.2) it follows that ∂tU is also differentiable in time and its higher
time derivatives can be written in terms of the lower x derivatives. The derivatives also clearly
commute as was mentioned above in condition 3, therefore it follows that U ∈ C∞ (R× [0, T ]→ C).
Furthermore, we can show that the limit function U is in S−∞ (R× [0, T ]→ C). By taking the
limit of 〈x〉N ∂nx∂mt Uhl,kl(x, t) as l → ∞ we can see that (4.3) also holds for the function U with
n,N ∈ N and m = 0, 1. By repeatedly using the equation (1.2) we may write 〈·〉N ∂nx∂mt U as a sum
of products of terms of the form 〈·〉N ∂nxU each of which can be bounded by some constant depend-
ing on N,n ∈ N by using the limiting case of (4.3) and this implies that for any m,n,N ∈ N we have,
∥∥∥〈·〉N ∂nx∂mt U∥∥∥
L∞t L
∞
x
≤ Cm,n,N
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which shows that U ∈ S−∞ (R× [0, T ]→ C). 
4.4 Proof of Local Existence for the NLS equation in Sβ when β ≤ 0
Now we shall now construct smooth solutions to (1.1) lying in Sβ (R× [0, T ]→ C) for β ≤ 0 that
come from adding an above solution of (1.2) to the asymptotic solution constructed in lemma A.2.
Proof of Theorem 1.2 (existence)
By lemma A.2 there exists an asymptotic solution f(x, t) ∈ Sβ(R × R → C) of the initial value
problem (1.1) whose expansion coefficients satisfy the desired property. Let u0(x) = w0(x)− f(x, 0)
and let g := ift + fxx + µff
2. By construction u0 ∈ S−∞(R → C). Moreover f and g satisfy the
hypotheses of theorem 1.1. Therefore there exists a T > 0 and a solution u(x, t) ∈ S−∞(R× [0, T ]) to
equation (1.2). Let w(x, t) := u(x, t) + f(x, t). Since u satisfies (1.2) it follows that w satisfies (1.1).
Moreover, since u ∼ 0 it follows that w and f have the same asymptotic expansions and in particular
the coefficients in the asymptotic expansions of w satisfy the second statement of the theorem. Fi-
nally, since f(x, t) ∈ Sβ(R×[0, T ]→ C) it follows that w(x, t) ∈ Sβ(R×[0, T ]→ C). 
5 Uniqueness of Solutions
5.1 Uniqueness in S−∞ for the Generalized NLS Equation
In this section we shall prove uniqueness of solutions in S−∞(R× [0, T ]) for (1.2) by using Gronwall’s
Inequality. We shall state this inequality below and we refer the reader to [9] for a short proof.
Lemma 5.1 Let T > 0 and c1, c2 ∈ R be given and c1 6= 0. Suppose η : [0, T ]→ R is a nonnegative,
differentiable function and that for each t ∈ [0, T ] we have
dη
dt
(t) ≤ c1η(t) + c2
Then for each t ∈ [0, T ] we have
η(t) ≤ ec1t
(
η(0)− c1
c2
)
− c1
c2
Proof of Theorem 1.1 (uniqueness)
Suppose u(x, t) = u1(x, t) + iu2(x, t), v(x, t) = v1(x, t) + iv2(x, t) ∈ S−∞(R× [0, T ]→ R) are two
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solutions of (1.2) with initial data u0 = ((u1)0, (u2)0) ∈ S−∞(R→ C). Then by equations (rgNLS)
and (igNLS) we have
(u1)t + (u2)xx + µ
(
u21u2 + u
3
2 + 2u1u2f1 + u
2
1f2 + 3u
2
2f2 + 2f1f2u1 + u2f
2
1 + 3u2f
2
2
)
+ g2 = 0
(v1)t + (v2)xx + µ
(
v21v2 + v
3
2 + 2v1v2f1 + v
2
1f2 + 3v
2
2f2 + 2f1f2v1 + v2f
2
1 + 3v2f
2
2
)
+ g2 = 0
and
(u2)t − (u1)xx − µ
(
u31 + u1u
2
2 + u1f
2
2 + 3u
2
1f1 + u
2
2f1 + 2u1u2f2 + 3u1f
2
1 + 2f1f2u2
)− g1 = 0
(v2)t − (v1)xx − µ
(
v31 + v1v
2
2 + v1f
2
2 + 3v
2
1f1 + v
2
2f1 + 2v1v2f2 + 3v1f
2
1 + 2f1f2v2
)− g1 = 0
Let q(x, t) = (q1(x, t), q2(x, t)) := u(x, t) − v(x, t). By subtracting the above two equations we see
that the components of q satisfy the equations
(q1)t + (q2)xx + µ
[
u1u2q1 + u1v1q2 + v1v2q1 + q2
(
u22 + u2v2 + v
2
2
)
+2f1u2q1 + 2f1v1q2 + f2q1 (u1 + v1) + 3f2q2 (u2 + v2) + 2f1f2q1 + f
2
1 q2 + 3f
2
2 q2
]
= 0
(q2)t − (q1)xx − µ
[
u1u2q2 + u1v2q2 + v
2
2q1 + q1
(
u21 + u1v1 + v
2
2
)
+f22 q1 + 3f1q1 (u1 + v1) + f2q2 (u2 + v2) + 3f
2
1 q1 + 2f1f2q2 + 2f2u2q1 + 2f1v1q2
]
= 0
Thus if we multiply the first equation by q1 and the second equation by q2 then add them together
and integrate by parts in x over (−∞,∞) we get an estimate of the form
d
dt
∫
R
(
q21 + q
2
2
)
dx ≤ Cu,v,f,T
∫
R
(
q21 + q
2
2
)
dx
and moreover, q(·, 0) = 0, therefore by lemma 5.1 it follows that ‖q(·, t)‖L2 = 0 for all t ∈ [0, T ] and
since q is smooth this implies that q(x, t) = 0 for all (x, t) ∈ R× [0, T ]. 
5.2 Uniqueness in Sβ for the NLS Equation When β ≤ 0
In this section we shall prove uniqueness of solutions in Sβ(R × [0, T ]) for (1.1) when β ≤ 0. First
we will need the following lemma.
Lemma 5.2 Let I ⊂ R be an interval and β ≤ 0. Suppose w(x, t) ∈ Sβ(R× I → C) is a solution to
(1.1) with initial data w0 ∈ Sβ(R → C) and that w(x, t) ∼
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
xβk as x→ ±∞.
Then
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
xβk is a formal solution to (1.1).
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Proof of Lemma 5.2 By symmetry it suffices to show that the positive x asymptotic expansion
satisfies equation (1.1). Let A0 = {βj}∞j=0 and let J ⊂ I be a compact interval. We enlarge A0
to the set Γ defined in appendix A having the properties mentioned in lemma A.1. Let us re-write
the asymptotic expansion as
∑∞
k=0
(
a+k (t) + ib
+
k (t)
)
xγk where a+k (t) + ib
+
k (t) = 0 if γk /∈ A0. By
definition of being asymptotic it follows that for every N ∈ N we may write
w(x, t) =
N∑
k=0
(
a+k (t) + ib
+
k (t)
)
xγk +RN (x, t)
for x > 1 and t ∈ J where ∂it∂jxRN (x, t) = O
(|x|γN+1−j) for every i, j ∈ N. Let
fN (x, t) =
∑N
k=0
(
a+k (t) + ib
+
k (t)
)
xγk . Then by plugging w into (1.1) and separating real and imag-
inary parts, it follows as we see in (A.1) and (A.2) that for some M ≤ N we have
M∑
j=0

a˙+j + µ ∑
l,m,n
γl+γm+γn=γj
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n +
∑
p
γp−2=γj
b+p γp(γp − 1)

xγj
+O
(|x|2γ0+γN+1) = 0 (5.1)
and
M∑
j=0

b˙+j − µ ∑
l,m,n
γl+γm+γn=γj
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
n a
+
mb
+
l − b+l b+ma+n −
∑
p
γp−2=γj
a+p γp(γp − 1)

xγj
+O
(|x|2γ0+γN+1) = 0 (5.2)
We may assume that N is sufficiently large so that M ≥ 1 and 2γ0 + γN+1 < γ1. Since the above
equation must hold for all x > 1 we may divide by xγ0 to obtain from (5.1) and (5.2) that
a˙+0 +µ
∑
l,m,n
γl+γm+γn=γ0
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n
+
∑
p
γp−2=γ0
b+p γp(γp − 1) +O(|x|γ1−γ0) = 0
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and
b˙+0 −µ
∑
l,m,n
γl+γm+γn=γ0
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
na
+
mb
+
l − b+l b+ma+n
−
∑
p
γp−2=γ0
a+p γp(γp − 1) +O(|x|γ1−γ0) = 0
and hence
a˙+0 + µ
∑
l,m,n
γl+γm+γn=γ0
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n +
∑
p
γp−2=γ0
b+p γp(γp − 1) = 0
and
b˙+0 − µ
∑
l,m,n
γl+γm+γn=γ0
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
n a
+
mb
+
l − b+l b+ma+n −
∑
p
γp−2=γ0
a+p γp(γp − 1) = 0
Continuing in the same way we may assume thatN is sufficiently large so that 2γ0+γN+1−1 < γ2.
Dividing (5.1) and (5.2) by xγ1 we obtain that
a˙+1 +µ
∑
l,m,n
γl+γm+γn=γ1
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n
+
∑
p
γp−2=γ1
b+p γp(γp − 1) +O(|x|γ2−γ1) = 0
and
b˙+1 −µ
∑
l,m,n
γl+γm+γn=γ1
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
na
+
mb
+
l − b+l b+ma+n
−
∑
p
γp−2=γ1
a+p γp(γp − 1) +O(|x|γ2−γ1) = 0
and hence
a˙+1 + µ
∑
l,m,n
γl+γm+γn=γ1
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n +
∑
p
γp−2=γ1
b+p γp(γp − 1) = 0
34
and
b˙+1 − µ
∑
l,m,n
γl+γm+γn=γ1
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
n a
+
mb
+
l − b+l b+ma+n −
∑
p
γp−2=γ1
a+p γp(γp − 1) = 0
This process may be repeated inductively to obtain from (5.1) and (5.2) that for any j ∈ N we
have
a˙+j + µ
∑
l,m,n
γl+γm+γn=γj
−a+l a+mb+n + a+l a+n b+m + a+n a+mb+l + b+l b+mb+n +
∑
p
γp−2=γj
b+p γp(γp − 1) = 0
and
b˙+j − µ
∑
l,m,n
γl+γm+γn=γj
a+l a
+
ma
+
n + a
+
l b
+
n b
+
m + b
+
n a
+
mb
+
l − b+l b+ma+n −
∑
p
γp−2=γj
a+p γp(γp − 1) = 0
and hence
∑∞
k=0
(
a+k (t) + ib
+
k (t)
)
xγk is a formal solution to (1.1). 
Proof of Theorem 1.2 (uniqueness)
Suppose w(x, t), r(x, t) ∈ Sβ(R× [0, T ]→ C) are two solutions of (1.1) with initial data
w0(x) ∈ Sβ(R→ C) and that
w0(x) ∼
∞∑
k=0
(
p±k + iq
±
k
)
xβk w(x, t) ∼
∞∑
k=0
(
a±k (t) + ib
±
k (t)
)
xαk r(x, t) ∼
∞∑
k=0
(
c±k (t) + id
±
k (t)
)
xδk
as x→ ±∞. Let B0 = {βk}∞k=0, A0 = {αk}∞k=0, and D0 = {δk}∞k=0. By lemma 5.2∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
xαk and
∑∞
k=0
(
c±k (t) + id
±
k (t)
)
xδk are formal solutions to (1.1) with initial
data
∑∞
k=0
(
p±k + iq
±
k
)
xβk and hence we may assume that B0 ⊂ A0 and B0 ⊂ D0. Let Λ = A0 ∪D0
and Γ = {γk}∞k=0 be the set constructed in appendix A from Λ having the properties stated in lemma
A.1. Then after reindexing we may rewrite the asymptotic expansions for w0, w(x, t), and r(x, t) as
w0(x) ∼
∞∑
k=0
(
p±k + iq
±
k
)
xγk w(x, t) ∼
∞∑
k=0
(
a±k (t) + ib
±
k (t)
)
xγk r(x, t) ∼
∞∑
k=0
(
c±k (t) + id
±
k (t)
)
xγk
where p±k + iq
±
k = 0 if γk /∈ B0, a±k (t) + ib±k (t) = 0 if γk /∈ A0, and c±k (t) + id±k (t) = 0 if γk /∈ D0.
Since
∑∞
k=0
(
a±k (t) + ib
±
k (t)
)
xγk and
∑∞
k=0
(
c±k (t) + id
±
k (t)
)
xγk are formal solutions with initial data∑∞
k=0
(
p±k + iq
±
k
)
xγk it follows that the coefficient pairs
(
a±k , b
±
k
)
and
(
c±k , d
±
k
)
both satisfy equa-
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tions (A.1) and (A.2) with the same initial data. Hence for all k ∈ N and all t ∈ [0, T ] we have
a±k (t) + ib
±
k (t) = c
±
k (t) + id
±
k (t) so that w(x, t) − r(x, t) ∈ S−∞(R× [0, T ]→ C).
Let u(x, t) = w(x, t) − r(x, t). Then u(x, t) satisfies (1.2) with initial condition u0(x) = 0
and where f(x, t) = r(x, t) and g(x, t) = 0. By uniqueness of solutions to (1.2) in S−∞(R× [0, T ]),
which was proven in theorem 1.1, it follows that u(x, t) = 0 for all (x, t) ∈ R× [0, T ]. 
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A Appendix: Existence of an Asymptotic Solution
In this section we will prove existence of an asymptotic solution to (1.1). First we will need the
following lemma.
Let A0 = {βj}∞j=0. Where 0 ≥ β0 > β1 > · · · , and limj→∞ βj = −∞. We enlarge A0 to the set
Γ given by,
Γ :=
{
k∑
p=1
βip − 2l : k ≥ 1, l ≥ 0, k, l ∈ Z, βip ∈ A0
}
Lemma A.1 The set Γ has the following properties:
1. A0 ⊂ Γ
2. Γ is countable.
3. Γ is bounded above by β0.
4. If γl, γm, γn are all in Γ then γl + γm + γn is in Γ.
5. If γp is in Γ then γp − 2 is also in Γ.
6. Γ is lower finite, i.e. Γ ∩ [−M,∞) is finite for every M > 0.
Proof of Lemma A.1 Statements 1 to 5 follow easily from the definition of Γ so we shall only
prove lower finiteness here.
Let ΣA :=
{∑k
p=1 βip : k ≥ 1, k ∈ Z, βip ∈ A0
}
. Since A0 is lower finite it follows that ΣA is also
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lower finite. Therefore ΣA−
(
2N
)
= Γ is lower finite. 
Lemma A.2 For any β ≤ 0 and for any initial condition w0 ∈ Sβ(R) there exists an asymptotic so-
lution f(x, t) ∈ Sβ(R×R) of the initial value problem (1.1). Moreover, if w0 ∼
∑∞
k=0
(
a±k + ib
±
k
)
xβk
and j is the smallest index such that a+j + ib
+
j 6= 0 (resp. a−j + ib−j 6= 0) then the coefficient
a+j (t) + ib
+
j (t) (resp. a
−
j (t) + ib
−
j (t)) in the asymptotic expansion of the solution is a nonvanishing
continuous function of t and all preceeding coefficients are identically zero.
Proof of Lemma A.2 First we will show how to construct a formal solution
∑∞
k=0
(
a±k + ib
±
k
)
xβk .
By symmetry it suffices to construct only the positive x formal solution. For simplicity we shall omit
the superscript + sign in the coefficients aj(t).
First we enlarge the exponent set A0 = {βj}∞j=0 to the set Γ as defined above. From lemma
A.1 it follows that we may write the set Γ as a decreasing sequence Γ = {γj}∞j=0 where 0 ≥ γ0,
γj > γj+1, and γj → −∞ as j →∞, and we may rewrite the positive x asymptotic expansion of w0
as
∑∞
j=0(aj + ibj)x
γj where aj + ibj = 0 if γj /∈ A0. In order to construct the formal solution we
need to solve for the coefficients aj(t) + ibj(t) of x
γj . If
∑∞
j=0 (aj (t) + ibj (t))x
γj is the positive x
formal solution to (1.1) then,
∞∑
j=0
[
ia˙j(t)− b˙j(t)
]
xγj
= −µ

 ∞∑
j=0

 ∑
l,m,n
γl+γm+γn=γj
[al(t) + ibl(t)] · [am(t) + ibm(t)] · [an(t)− ibn(t)]

 xγj


−
( ∞∑
j=0
γj · (γj − 1) · [aj(t) + ibj(t)] · xγj−2
)
from which we deduce that the coefficients aj(t), bj(t) satisfy the equations,
a˙j = −µ
∑
l,m,n
γl+γm+γn=γj
−al ·am · bn+al ·an · bm+an ·am · bl+ bl · bm · bn−
∑
p
γp−2=γj
bp ·γp · (γp−1) (A.1)
b˙j = µ
∑
l,m,n
γl+γm+γn=γj
al · am · an+ al · bn · bm+ bn · am · bl− bl · bm · an+
∑
p
γp−2=γj
ap · γp · (γp − 1) (A.2)
First we will consider the case when γ0 < 0. Notice first that for j = 0 the second sums of
(A.1) and (A.2) are nonexistent since γ0 ≥ γp for all p ≥ 0 and hence there is no p ≥ 0 such that
γp − 2 = γ0. Also for j = 0 the first sums are both nonexistent as well because γl + γm + γn ≤ 3γ0
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and if γ0 = γl+ γm+ γn then γ0 ≤ 3γ0 and hence γ0 ≥ 0 which is a contradiction to our assumption
that γ0 < 0. Thus we have a˙0 = 0 and b˙0 = 0 and hence a0(t) = a0 is constant and b0(t) = b0
is constant. Moreover, for j ≥ 0 we can see that both sums on the right sides of (A.1) and (A.2)
only contain indices less than j. To see this let us first consider the second sums. If γp − 2 = γj
then γp = γj + 3 > γj and hence p < j. For the first sums, if γj = γl + γm + γn and l ≥ j then
0 ≤ γj−γl = γm+γn so that γm+γn ≥ 0, but γm, γn < 0, so this is a contradiction, thus l < j. The
same argument shows that m < j and n < j. Therefore we may solve for aj and bj recursively by
integrating the right sides of equations (A.1) and (A.2) to obtain a polynomials in t. By construction
the polynomials will be identically zero for the first few indices until we reach aj + ibj 6= 0, then it
will be a constant aj(t) + ibj(t) = aj + ibj, and for all larger indices aj(t) + ibj(t) is polynomial and
hence each aj(t) + ibj(t) is defined for all t ∈ R.
Now let us assume that γ0 = 0. When j = 0 the second sums of (A.1) and (A.2) are again
nonexistent for the same reason given above however the first sums are nonzero. If γl + γm + γn =
γ0 = 0 then γl = γm = γn = 0. Therefore a0(t) and b0(t) satisfy the equations
a˙0 = −µ
(
a20b0 + b
3
0
)
b˙0 = µ
(
a30 + a0b
2
0
)
which can easily be solved to yield the solutions
a0(t) = a0(0) cos(cµt) + b0(0) sin(cµt)
b0(t) = −a0(0) sin(cµt) + b0(0) cos(cµt)
where c = a0(0)
2 + b0(0)
2 and hence a0(t) and b0(t) are continuous and nonvanishing for t ∈ R.
Now we’ll consider the construction of functions aj(t), bj(t) for j ≥ 1. When j ≥ 1 the second
sums of (A.1) and (A.2) always consist of indices less than j however for the first sums all terms
involve indices which are at most j. To see this, suppose that γj = γl + γm + γn and suppose that
l > j. Then 0 < γj − γl = γm+ γn and hence γm+ γn > 0 which is a contradiction since γm, γn ≤ 0.
Therefore we conclude that if γj = γl + γm + γn and j ≥ 1 then l,m, n ≤ j.
Furthermore, if l = j then γm + γn = 0 which implies that m = n = 0. Similar statements
hold when m = j and when n = j. Therefore when j ≥ 1 the coefficients aj(t), bj(t) satisfies the
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equations
a˙j = −µ
(
2a0b0aj + a
2
0bj + 3b
2
0bj
)
+ Pj(a0, b0 . . . , aj−1, bj−1)
b˙j = µ
(
3aja
2
0 + ajb
2
0 + 2a0b0bj
)
+Qj(a0, b0 . . . , aj−1, bj−1)
where Pj and Qj are polynomials and hence the functions aj(t) and bj(t) exist and are continuous
for t ∈ R. This concludes the construction of the formal solution ∑∞j=0 [a±j (t) + ib±j (t)] xγj .
Now let f(x, t) denote any smooth function which is asymptotic to the formal solution∑∞
j=0
[
a±j (t) + ib
±
j (t)
]
xγj (by proposition 3.5 in [17] there exists such a function). By plugging
in f(x, t) to (1.1) we will now show that one obtains a function g(x, t) ∈ S−∞(R × R → C).
Suppose |x| ≥ 1 and J ⊂ R is a compact subset and l,m,N ≥ 0 are integers. Let SN (f) =∑N
j=0
[
a±j (t) + ib
±
j (t)
]
xγj (i.e. if x > 1 then SN (f) =
∑N
j=0
[
a+j (t) + ib
+
j (t)
]
(+x)γj and when
x < −1 we have SN(f) =
∑N
j=0
[
a−j (t) + ib
−
j (t)
]
(−x)γj ). Then we have
∂lt∂
m
x
(
ift + fxx + µff
2
)
= i∂lt∂
m
x [SN (f) + (f − SN (f))]t + ∂lt∂mx [SN (f) + (f − SN (f))]xx
+µ∂lt∂
m
x
[
(SN (f) + (f − SN(f))) (SN (f) + (f − SN (f)))2
]
After expanding the right side we will obtain the expression
∂lt∂
m
x
[
iSN(f)t + SN (f)xx + µSN (f)SN (f)
2
]
and terms which are products constants times
∂pt ∂
q
x (f − SN (f))r and ∂st ∂kxSN (f)n for some p, q, r, s, n ∈ N. Since the coefficients aj(t), bj(t) satisfy
the equations (A.1) and (A.2) and since f is asymptotic to
∑∞
j=0
[
a±j (t) + ib
±
j (t)
]
xγj we have for
any M ∈ N there exists a sufficiently large N such that these terms are bounded by CM,J,l,m |x|−M .

References
[1] T. Alazard, R. Carles, WKB analysis for the Gross-Pitaevskii equation with non-trivial
boundary conditions at infinity, Ann. Inst. H. Poincare´ Anal. Non Line´aire 26 (3) (2009)
959-977.
[2] F. Be´thuel, J. C. Saut, Travelling Waves for the Gross-Pitaevskii Equation, I. Ann. Inst.
Henri Poincare´ Physique The´orique 70 (2) (1999) 147-238.
39
[3] I. N. Bondareva, The Korteweg-De Vries Equation in classes of increasing functions with
prescribed asymptotics as |x| → ∞, Math. USSR-Sb. 50 (1) (1985) 125-135.
[4] I. N. Bondareva, M. A. Shubin, Increasing Asymptotic Solutions of the Korteweg-De Vries
Equation and its Higher Analogues, Soviet Math. Dokl. 26 (3) (1982) 716-719.
[5] C. Gallo, Schro¨dinger Group on Zhidkov Spaces, Adv. Differential Equations 9 (5-6) (2004)
509-538.
[6] C. Gallo, The Cauchy Problem for Defocusing Nonlinear Schro¨dinger Equations with Non-
Vanishing Initial Data at Infinity, Comm. Partial Differential Equations 33 (4-6) (2008) 729-
771.
[7] C. Gallo, The Dark Solitons of the One-Dimensional Nonlinear Schro¨dinger Equation,
Preprint.
[8] P. Ge´rard, The Cauchy Problem for the Gross-Pitaevskii Equation, Ann. Inst. Henri
Poincare´ Anal. Non Line´aire 23 (5) (2006) 765-779.
[9] J. Gonzalez, Unbounded Solutions of the Modified Korteweg-De Vries Equation,
arXiv:math.AP/0908.2501 .
[10] O. Goubet, Two Remarks on Solutions of Gross-Pitaevskii Equations on Zhidkov Spaces,
Monatsh. Math. 151 (1) (2007) 39-44.
[11] S. Gustafson, K. Nakanishi, T.-P. Tsai, Scattering for the Gross-Pitaevskii Equation,
Math. Res. Lett. 13 (2-3) (2006) 273-285.
[12] S. Gustafson, K. Nakanishi, T.-P. Tsai, Global Dispersive Solutions for the Gross-
Pitaevskii Equation in Two and Three Dimensions, Ann Henri Poincare´ 8 (7) (2007) 1303-1331.
[13] T. Kappeler, P. Perry, M. Shubin, P. Topalov, Solutions of mKdV in classes of func-
tions unbounded at infinity , J. Geom. Anal. 18 (2) (2008) 443-477.
[14] M. Maris¸, Stationary solutions to a nonlinear Schro¨dinger equation with potential in one
dimension, Proc. Roy. Soc. Edinburgh Sect. A 133 (2) (2003) 409-437.
[15] A. Menikoff, The Existence of Unbounded Solutions of the Korteweg-De Vries Equation,
Comm. Pure Appl. Math. 25 (1972) 407-432.
[16] W. Rudin, Real and Complex Analysis, third ed., McGraw-Hill, New York, 1987.
40
[17] M. Shubin, Pseudodifferential Operators and Spectral Theory, second ed., Springer-Verlag,
Berlin, 2001, translated from the 1978 Russian original by S. I. Andersson.
[18] F. Stummel , Elliptische Differenzenoperatoren unter Dirichletrandbedingungen, Math. Z. 97
(1967) 169-211.
[19] P. E. Zhidkov, The Cauchy Problem for the Nonlinear Schro¨dinger Equation, Communica-
tions of the Joint Institute for Nuclear Research. Dubna, Joint Inst. Nuclear Res. (1987).
41
