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We consider online detection strategies for identifying a change point in a stream of quantum
particles allegedly prepared in identical states. We show that the identification of the change point
can be done without error via sequential local measurements while attaining the optimal performance
bound set by quantum mechanics. In this way, we establish the task of exactly identifying a quantum
change point as an instance where local protocols are as powerful as global ones. The optimal online
detection strategy requires only one bit of memory between subsequent measurements, and it is
amenable to experimental realization with current technology.
I. INTRODUCTION
The ability to process streaming data on-the-fly and
promptly detect changes in trends has become a most
desirable feature of modern data-analysis algorithms.
Change point detection is a vast branch of statisti-
cal analysis [1, 2] devoted to techniques for uncovering
abrupt changes in the underlying probability distribution
that generates a stream of stochastic data. Applications
are far-reaching, including quality control [3], medical di-
agnosis [4], and robotics [5]. Generically, there are two
distinct approaches for detecting change points: offline
strategies that require availability of a complete time se-
ries of data, and online strategies that are able to pro-
cess data sequentially. Naturally, having access to the full
data history of a given stochastic process typically results
in higher change-point identification rates. On the other
hand, online strategies enable real-time decision making,
are more versatile, and require less memory. These are
most relevant in machine learning, for devising online al-
gorithms with effective mechanisms to address learning
in the context of non-stationary distributions, a problem
known as concept drift [6].
The first extension of the change point identification
problem, in its simplest formulation, into a quantum
setup was recently introduced in Refs. [7, 8]. The prob-
lem can be stated as follows. A source assumed to pre-
pare a sequence of quantum particles in identical states
suffers a sudden alteration at some unspecified point, af-
ter which the particles are prepared in a mutated state.
Given a sequence of particles, one aims at detecting when
the mutation took place. In the most fundamental set-
ting, that we also consider here, the initial and final states
are assumed to be pure and known and, for a given se-
quence of length n, all potential positions of the change
point in the sequence are expected to happen with equal
probability. In Ref. [7], the minimum probability of erro-
neously identifying a quantum change point and a strat-
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egy that achieves it were obtained. This optimal strategy
consists in a quantum measurement acting coherently on
the given sequence of n particles. It was also shown that
a fairly general class of online strategies, based on sequen-
tial adaptive measurements on each individual quantum
particle, underperform the optimal protocol, and strong
numerical evidence that this is the case for all online
strategies was provided. The experimental implementa-
tion of adaptive online strategies for change point detec-
tion has been very recently demonstrated [9]. In contrast,
Ref. [8] addressed the quantum change point problem
from a different approach: when no identification errors
are allowed. The identification protocol then has two pos-
sible outcomes, either a correct answer or an inconclusive
one [10], and optimality means achieving a minimal rate
of inconclusive outcomes. This scenario covers situations
where, after the identification of a change point, a re-
sponse action shall be taken only in conditions of absolute
certainty. The optimal procedure and its associated opti-
mal success probability were derived analytically for any
length n and arbitrary states [8]. Again, this optimal pro-
tocol would in principle require a coherent quantum mea-
surement over the full sequence of particles, and hence
also quantum memories to store them, which may render
the protocol impractical in some scenarios. In this pa-
per, we look into online strategies for exactly identifying
a change point in streaming quantum data. Some simple
online protocols were already considered in Ref. [8] and
shown to significantly underperform the optimal global
protocol. Here, we deepen the analysis and address more
general online strategies by allowing classical communi-
cation between local measurements. Contrary to our ini-
tial conjecture [8], we find the striking result that there
is an online strategy that does achieve optimal perfor-
mance up to a critical value of the overlap between the
reference and mutated state. We also obtain that only
one bit of memory is required at each measurement step
to achieve optimality: it is enough to know whether the
previous result was inconclusive. Our results hence im-
ply that the exact optimal identification of a quantum
change point is a readily implementable task with cur-
rent technology, thus prone to integration within diverse
quantum information processing protocols.
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2We begin by setting the notation and briefly review-
ing the results for the optimal (global) strategy in Sec-
tion II. Then, we turn to online strategies in Section III
and present our core results. We show that these pro-
vide optimal performance in a given range of the overlap
parameter. Beyond this range, we show that the best
online strategy is, albeit suboptimal, very close to opti-
mality. We finish in Section IV with a short discussion.
II. OPTIMAL GLOBAL STRATEGY
Let us denote by |0〉 the default state, |φ〉 the mu-
tated state, and c = 〈0|φ〉 their overlap. Without loss of
generality, we take c real and non-negative. Given a se-
quence of n particles, the change point identification cor-
responds to identifying a state within the set of equally
likely source states {|Ψk〉}nk=1, where
|Ψk〉 = | 0 . . . 0︸ ︷︷ ︸
k−1
φ . . . φ︸ ︷︷ ︸
n−k+1
〉 (1)
is associated with the change point occurring at position
k. A strategy that unambiguously identifies the correct
source state is characterized by a positive operator valued
measure (POVM) with n+ 1 elements {El ≥ 0}nl=0. The
outcomes l = 1, . . . , n detect without error each possible
source state, i.e., the corresponding POVM elements ful-
fill 〈Ψk|El |Ψk〉 = 0 for k 6= l, and the remaining element
E0 = 1 −
∑n
k=1Ek ≥ 0 corresponds to the inconclusive
outcome. Since the source states (1) are linearly inde-
pendent, it is possible to find a set of orthogonal states
{|Φ˜k 〉}nk=1 such that 〈Φ˜l|Ψk〉 = δkl (the tilde indicates
that these states are not normalized in general). These
states can be compactly written as |Φ˜k 〉 = Ω−1 |Ψk〉,
with Ω =
∑
k |Ψk〉〈Ψk| , where the inverse Ω−1 has to be
understood in the pseudoinverse sense [12] if necessary.
Then, the POVM elements of the unambiguous measure-
ment simply read El = γl|Φ˜l〉〈Φ˜l|, l = 1, . . . , n, where the
parameters 0 ≤ γl ≤ 1 are the conditional success proba-
bilities of identifying each source state. We will refer to γl
as efficiencies [13]. The success probability of identifying
a change point without error is given by Ps =
1
n
∑n
k=1 γk,
and the efficiencies γk, the only free parameters left to
be optimized, are constrained by the condition E0 ≥ 0.
The optimal efficiencies, up to a certain critical value
c∗ of the overlap, are [8]
γn(k) =
n∑
j=1
(−c)|k−j| , k = 1, . . . , n , (2)
where we have explicitly included the dependence on the
number n of particles and written γk as γn(k). The cor-
responding optimal success probability reads
Ps =
1
n
n∑
k=1
γn(k) =
1− c
1 + c
+
1
n
2c [1− (−c)n]
(1 + c)2
. (3)
This expression is valid in the range 0 ≤ c ≤ c∗, where
c∗ ≈ (√5−1)/2 is determined by the equation γn(2) = 0.
In the rest of the range, c∗ ≤ c ≤ 1, the optimal efficien-
cies and success probability read [8]
γ′n(k) = γn(k)− γn(2)
(−c)|k−2| + (−c)|n−k−1|
1 + (−c)n−3 (4)
and
P ′s =
1
n
n∑
k=1
γ′n(k) = Ps −
2
n
γ2n(2)
1 + (−c)n−3 , (5)
respectively.
III. ONLINE STRATEGIES
The optimal solution, comprised by Eqs. (3) and (5), in
principle requires a global measurement on the whole set
of n particles that may be infeasible to implement in prac-
tice. It is therefore of interest to elucidate whether the
task can be achieved with online strategies that act lo-
cally on each particle, possibly assisted by classical com-
munication between measurements, and how does their
performance compare to the optimal one. Such strategies
are far easier to implement in practice, and, addition-
ally, would allow for the detection of a change point in
a stream of quantum particles as soon as it occurs. We
will show that, quite extraordinarily, there is a simple
online protocol that performs optimally for 0 ≤ c ≤ 1/2
and needs to store only the outcome of the last measure-
ment at each step. In this overlap range, this result holds
true for sequences of arbitrary length n. For c > 1/2 the
best online protocol does not attain the optimal success
probability, although it is remarkably close.
A change point at position k can be exactly identified
by a local protocol only if there are two successive unam-
biguous detections: |0〉 at position k− 1, followed by |φ〉
at position k. For the end-point case k = 1 one only re-
quires the detection of state |φ〉 at the first position, while
for the last change point position, k = n, detecting |0〉 at
position n − 1 suffices since it is assumed that a change
point has always occurred and, hence, the state of the
last particle is necessarily |φ〉 [? ]. To lighten the presen-
tation, from now on we will simply write ‘detection’ or
‘detect’ for ‘unambiguous detection’ or ‘unambiguously
detect’.
LetMn be a local measurement strategy for strings of
n particles, where each local measurement has three pos-
sible outcomes: 0, φ, and I, which correspond to detect-
ing |0〉, |φ〉, and an inconclusive result, respectively. Let
Θj be a particular set of outcomes of the first j measure-
ments. Then, the sequence of outcomes (Θk−2, 0k−1, φk)
leads to the detection of a change point at position k. The
probability of a successful detection of the change point
given the source state |Ψk〉 and a measurement strategy
3Mn, that we name local efficiency for position k, reads
Dn(k) :=
∑
Θk−2
Pr[(Θk−2, 0k−1, φk)|Ψk,Mn] , (6)
and the average success probability is given by
PLs =
1
n
n∑
k=1
Dn(k) . (7)
We characterize next the local measurements that com-
prise a strategy Mn. An optimal measurement that un-
ambiguously discriminates between two states |0〉 and |φ〉
that are assumed to occur with prior probabilities η0 and
ηφ, respectively, succeeds with conditional probability
1−c√ηφ/η0 if the state was |0〉 and 1−c√η0/ηφ if it was
|φ〉 [8]. Therefore each local measurement is determined
by a strength parameter x :=
√
ηφ/η0 that specifies its
bias towards detecting |0〉 or |φ〉. In terms of x and c,
the local conditional probabilities Pr(outcome|state) read
Pr(0|0) = 1 − cx, Pr(I|0) = cx, Pr(φ|φ) = 1 − c/x, and
Pr(I|φ) = c/x. Obviously, Pr(0|φ) = Pr(φ|0) = 0. The
positivity of these probabilities bounds the strength pa-
rameter to the interval c ≤ x ≤ 1/c. The extreme value
x = c (x = 1/c) corresponds to an effective two-outcome
measurement that either detects |0〉 (|φ〉) or yields an in-
conclusive answer, and any other intermediate value of
x represents a three-outcome measurement. An optimal
local measurement strategy Mn is a sequence of n − 1
unambiguous measurements that maximizes Eq. (7).
We address the problem of finding the optimal Mn
by considering general adaptive strategies that take into
account the information learned in previous measure-
ments. We introduce this feature by letting the strength
of the measurement over particle j generically depend
on all past outcomes rj−1 = {r1, . . . , rj−1}, that is,
x(j; rj−1). Note that rj−1 cannot contain any out-
come φ, as the procedure stops after obtaining the
first φ. Thus, rj−1 is a binary string of 0’s and I’s.
This is the most general one-way local-operations-and-
classical-communication (LOCC) protocol that one can
devise [16]. Optimizing LOCC protocols is in general
unfeasible, since the number of parameters grows expo-
nentially with n. However, for the problem at hand, this
number is effectively reduced to n − 1 and thus the op-
timization can be tackled efficiently. This exponential
reduction is a direct consequence of the logic behind un-
ambiguous measurements: after obtaining an outcome 0
at position j, one knows for a fact that all particles of
the string up to the jth position were in the state |0〉,
therefore any information that previous outcomes may
provide is superseded. Further, if the outcome of the
measurement over the jth particle is I, the following op-
timal measurement strength is fixed to detect only the
state |0〉, since the sequence of outcomes Iφ irremediably
implies the failure of the protocol. These observations
are condensed in the equations x(j; rj−1 = 0) =: x(j),
x(j; rj−1 = I) = c, hence the free parameters of a gen-
eral adaptive strategy Mn is just the set of strengths
{x(j)}n−1j=1 of measurements that are preceded by an out-
come 0.
To gain intuition on the general solution, we first
show the explicit construction of the optimal strategy
for n = 4. The conditional detection probabilities are
D4(1) = 1− c
x(1)
, (8)
D4(2) = [1− c x(1)]
[
1− c
x(2)
]
, (9)
D4(3) = [1− c x(1)] [1− c x(2)]
[
1− c
x(3)
]
+
c x(1)(1− c2)
[
1− c
x(3)
]
, (10)
D4(4) = [1− c x(1)] [1− c x(2)] [1− c x(3)]
+ c x(1)(1− c2) [1− c x(3)]
+ [1− c x(1)] c x(2)(1− c2) + c x(1)c2(1− c2) .
(11)
Each summand in D4(k) corresponds to the probability
of a string of outcomes leading to detection of the change
point at position k. For instance, D4(4) comprises the
strings 000, I00, 0I0, and II0. The maximization of
Eq. (7) leads to the optimal strengths
x(1) =
1
1− c+ c2 , x(2) =
1
1− c , x(3) = 1 . (12)
The first key observation is that the optimal local ef-
ficiencies match the optimal global efficiencies for each
change point, and, therefore, PLs = Ps. Indeed, inserting
Eq. (12) into Eqs. (8) to (11), one obtains D4(k) = γ4(k)
for k = 1, . . . , 4, where γ4(k) is given in Eq. (2). The sec-
ond key observation is that this solution only holds for
c ≤ 1/2, since outside this range x(2) > 1/c and hence
it does not yield a valid measurement. Further, the opti-
mal value x(3) = 1 can be easily understood: conditioned
to having obtained r2 = 0, the probability of the third
particle being in the state |0〉 or |φ〉 is 1/2, hence the
optimal choice is a symmetric measurement. We will see
that these features remain valid in the general case.
A. Optimal online protocol
Let us now present the solution for the optimal
strength parameters and detection probabilities for arbi-
trary n. It is convenient to write the explicit dependence
on the total number of particles, i.e., x(j) as xn(j). As
discussed before, obtaining an outcome 0 at position j−1
discards all hypotheses with a change point at position
k ≤ j− 1, effectively resetting the problem to one with a
change point in a string of n− j+ 1 particles. Hence, we
have that xn(j) = xn−j+1(1) holds for optimal strengths.
Now, we follow the intuition from the n = 4 problem
that, in case there is no performance gap between the
optimal global and local strategies, the global and local
4efficiencies should match one by one. This leads us to
the equation Dm(1) = 1− c/xm(1) = γm(1) [cf. Eq. (8)].
Using the explicit value of γn−j+1(1) from Eq. (2), we
obtain
xn(j) = xn−j+1(1) =
1 + c
1− (−c)n−j , j = 1, . . . , n− 1 .
(13)
Note that this formula reduces to Eq. (12) for n = 4, and
that it is a solution for the set of equations {Dn(k) =
γn(k) : k = 1, . . . , n − 1}. In Appendix A we pro-
vide a proof by induction of Eq. 13. We also note that
xn(n− 2) = 1/(1− c) is the first strength to saturate at
the extreme value 1/c with increasing c, hence this gen-
eral solution is still only valid up to c = 1/2. In sum-
mary, for overlaps 0 ≤ c ≤ 1/2, the optimal online strat-
egy consists in a sequence of unambiguous measurements
of strengths xn(j) given by Eq. (13) if the outcome of
the measurement on the previous particle is 0, and fixed
strengths c if the previous outcome is I. This online
protocol attains the performance of the optimal (global)
strategy, given by Eq. (3).
B. Beyond c > 1/2
We now analyze the optimal local strategy for c > 1/2.
It is clear that local strategies cannot reach optimal per-
formance in this range of overlaps, as this would require
the expressions of the strengths (13) remain valid beyond
their upper limit 1/c. The optimization of local protocols
is much more constrained than that of a global strategy
and, hence, a smaller feasibility region is to be expected.
As c increases, there is a progressive saturation of the
strengths, starting with xn(n − 2). The exact satura-
tion point for each strength can be computed from the
techniques shown in Appendix B, as well as the point
cS ≈ 0.69 where all strengths but the last one [always
fixed to be xn(n− 1) = 1] are saturated at xn(k) = 1/c.
Beyond cS , the optimal online strategy is a sequence of
two-outcome unambiguous measurements, aiming at the
detection of 0 (φ) if the previous outcome was I (0).
The exact expressions for the optimal local protocol
in the intermediate region 1/2 < c < cS are rather im-
practical. Instead, we provide a simpler local protocol
that we prove to be optimal for large n. By doing so, we
also discover that online protocols can still attain optimal
global performance beyond c = 1/2 and up to c = c∗,
precisely the value that divides the two regimes in the
global approach. We consider the simple local strategy
with constant strengths xn(k) = x after a 0 outcome and,
of course, a strength c after an I outcome. In Appendix C
we show that the success probability of such strategy for
large n reads
Ps ' 1− c
2
1 + cx− c2
(
1− c
x
)
, (14)
which is maximal for x = 1 + c. Note that we could have
anticipated this result, as it corresponds to the approx-
imation of Eq. (13) for large n. The maximal success
probability for local strategies with constant strengths
then reads
PFLs '
1− c
1 + c
, (15)
which coincides with the optimal asymptotic value in
Eqs. (3) and (5) (the superscript FL stands for fixed lo-
cal). The choice x = 1 + c yields a valid a measurement
up to c∗ ≈ 0.61, a value that is determined by the satu-
ration condition 1 + c = 1/c.
FIG. 1. Probability of exact identification of a change point
as a function of c = |〈0|φ〉| for a string of n = 31 parti-
cles. The black dashed line is the optimal success probabil-
ity when global strategies are considered, given by the piece-
wise function composed by Eqs. (3) and (5). The pink solid
line corresponds to the success probability of different on-
line detection strategies, depending on the value of c. In the
interval 0 ≤ c ≤ 1/2, the online strategy characterized by
the strengths in Eq. (13) matches exactly the optimal per-
formance. Beyond c = 1/2 the FL strategy is optimal only
asymptotically and up to c = c∗, although the difference for
n = 31 of around ∼ 0.1% is hardly appreciated. For c > c∗
the success probability of the SL strategy starts to deviate
from optimality and shows a finite gap even in the asymp-
totic limit. The inset plot highlights this regime transition of
online strategies around c∗.
For c > c∗, the constant strengths saturate to x = 1/c
and Eq. (14) reads
P SLs '
(1− c2)2
2− c2 , (16)
where SL stands for saturated local. The success proba-
bility deviates from the optimal value given in Eq. (15),
but the difference is no larger than 2.2% in the worst
case [? ]. The closeness of online protocols to optimal
performance is patent in Fig. 1, where we represent the
average success probability of the best online strategy in
each overlap regime together with the optimal one for a
string of length n = 31.
5IV. CONCLUSIONS
Let us conclude by reviewing our results and its impli-
cations. In this work, we have derived the optimal local
protocol that unambiguously detects a quantum change
point. We have shown that it attains exactly the perfor-
mance of an optimal global protocol for arbitrary string
lengths and for values of the overlap c below 1/2. Our
results provide not only one of the few non-trivial ex-
amples of state identification tasks where the optimal
protocol can be found, but also the first instance with
arbitrarily many hypotheses where one-way LOCC mea-
surements match optimal performance (see Refs. [14, 15]
and [17, 18] for such instances for binary and ternary dis-
crimination, respectively). Besides this remarkable fea-
ture, the LOCC protocol has several attractive aspects:
(i) it is an online protocol, i.e., in case the change point is
detected, it is as soon as it appears; (ii) no quantum mem-
ories are required; (iii) the necessary measurements are
all local and, hence, easy to implement experimentally;
and (iv) the memory required for the adaptive selection
of subsequent measurements amounts to just one bit (en-
coding whether the previous outcome was conclusive or
not), which may benefit the stability and robustness of
an experimental setup.
We have also analyzed how above c = 1/2 the problem
becomes too constrained for any online strategy to attain
global optimality for strings of arbitrary finite length, al-
though the performance gap is very small. Despite this,
for large n, we have shown that optimal global perfor-
mance can still be attained for overlaps up to c∗ ≈ 0.61
by an online fixed-strength strategy. Beyond c∗, the best
local protocol essentially consists in a sequence of two-
outcome measurements that detect just one of the local
states: either |0〉 or |φ〉. We have shown that such proto-
col deviates from the optimal performance only by 2.2%
in the worst case.
Finally, it is worth mentioning that our results are
amenable to experimental realization with current tech-
nology, as the experimental implementation of the nec-
essary unambiguous measurements has already been
demonstrated in optical platforms [19–22].
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Appendix A: Proof of Eq. (13)
In this section we provide a proof by induction of the
optimal form of the strengths xn(k), given by Eq. (13).
This optimal form is
xn(k) =
1 + c
1− (−c)n−k . (A1)
6Let us first establish some additional notation. Recall-
ing Eq. (6), given a local strategy Mn, the efficiency of
detection of the change point at position k reads
Dn(k) =
∑
Θk−2
Pr[(Θk−2, 0k−1, φk)|Ψk,Mn]
=: Pn(Σk−2, 0k−1, φk) ,
(A2)
where the sum runs over the 2k−2 sets that only con-
tain outcomes 0 and I, and Σj denotes all such sets of
j outcomes. The argument of Pn is always to be under-
stood as an ordered, consecutive sequence of outcomes,
so we will omit the position subscripts when no confusion
arises. As argued in the main text, the optimal local pro-
tocol can be obtained by equating each local efficiency to
the corresponding global one, i.e., Dn(k) = γn(k), and
solving the resulting system of equations. Recall that
the optimal global detection efficiencies read
γn(k) =
n∑
j=1
(−c)|k−j| = 1− c− (−c)
k − (−c)n−k+1
1 + c
(A3)
for k = 1, . . . , n. We first observe that, for k < n, these
equations read
Pn(Σk−2, 0, φ) = Pn(Σk−2, 0)
[
1− c
xn(k)
]
= γn(k) .
(A4)
We also have that
Pn(Σk−1, 0) = Pn(Σk−2, 0)[1− c xn(k)]
+Pn(Σk−2, I)(1− c2) , (A5)
and recall that Pn(Σk−2, I) = 1 − Pn(Σk−2, 0). Then,
using Eqs. (A4) and (A5) we get the relation
xn(k + 1) = c
[
1− γn(k + 1)
(1− c2)− c γn(k)xn(k)
]−1
. (A6)
The first strength is immediate to derive from the equa-
tion Dn(1) = 1− c/xn(1) = γn(1):
xn(1) =
c
1− γn(1) =
1 + c
1− (−c)n−1 , (A7)
where we have used Eq. (A3) for k = 1. Using Eqs. (A6)
and (A3), we arrive by induction at the formula for the
optimal strengths Eq. (A1).
The attentive reader should have noticed that the sys-
tem of equations Dn(n) = γn(n) for k = 1, . . . , n is over-
constrained: there are n equations but n − 1 unknowns
xn(k). The first n − 1 equations determine univocally
all the unknowns, and the last equation, Dn(n) = γn(n),
should be automatically satisfied. This could seem at
first sight a rather non-trivial requirement as Dn(n) con-
tains 2n−2 summands (such is the size of the set Σn−2),
but the proof is quite straightforward. We recall that
γn(n − 1) = Dn(n − 1) = Pn(Σn−3, 0n−2, φn−1) =
Pn(Σn−3, 0n−2, 0n−1) = (1− c)Pn(Σn−3, 0n−2), because
the last strength takes the symmetric value xn(n−1) = 1.
Then,
Dn(n) = Pn(Σn−3, 0, 0) +Pn(Σn−3, I, 0)
= (1− c)Pn(Σn−3, 0) + (1− c2)Pn(Σn−3, I)
= (1− c)Pn(Σn−3, 0) + (1− c2)[1−Pn(Σn−3, 0)]
= (1− c2)− (1− c)Pn(Σn−3, 0)
= (1− c2)− γn(n− 1) = γn(n), (A8)
where the last equality can be easily checked from
Eq. (A3).
Appendix B: Construction of optimal local strategies
Here we show a general method to construct an op-
timal set of strengths for any given n. This method is
particularly useful in the range of overlaps 1/2 < c ≤
cS ≈ 0.69, where a mixture of saturated and unsaturated
strengths coexist. Given an arbitrary local strategy de-
termined by the set of strengths {xn(k)}n−1k=1 , we write
the maximization conditions ∂PLs /∂xn(k) = 0, where
PLs = (1/n)
∑n
k=1Dn(k) and Dn(k) is given by Eq. (A2).
Starting from the last strength, we note that all the terms
of PLs that depend on xn(n− 1) can be written as
Pn(Σn−3, 0n−2) [Pr(φn−1|0n−2) + Pr(0n−1|0n−2)]
= Pn(Σn−3, 0n−2)
[
1− c
xn(n− 1) + 1− cxn(n− 1)
]
,
(B1)
where the last factor takes the same form for any value
of n. The two probabilities inside the brackets in the
first line of Eq. (B1) are, respectively, the probabilities
of obtaining outcomes φ and 0 at position n − 1 condi-
tioned on an outcome 0 at position n − 2. Note that
both events successfully identify change points at posi-
tions n − 1 and n, respectively. The maximization of
Eq. (B1) yields xn(n − 1) = 1. This value intuitively
makes sense, since measuring the state of the particle at
position n − 1 means that only two equally likely possi-
ble change points remain, either at position n − 1 or at
position n. In such binary identification case, it is clear
that a balanced measurement is optimal.
Next we write all the terms of PLs that depend on
xn(n − 2), and substitute the value xn(n − 1) = 1. We
obtain
Pn(Σn−4, 0n−3)
{
1− c
xn(n− 2) + 2(1− c)[1− cxn(n− 2)]
+ (1− c2)cxn(n− 2)
}
.
(B2)
Again, the term in brackets is the same for any n, and
it determines the optimal value xn(n − 2) = 1/(1 − c).
7One can proceed recursively, and realize that the opti-
mal value of xn(n− j) satisfies xn(n− j) = xn+1(n+ 1−
j). This observation provides an alternative proof that
xn(k) = xn−1(k − 1) is not only a feature of the opti-
mal unsaturated strengths [cf. Eq. (A1)], but also holds
for optimal strengths in general, even when the extremal
conditions ∂PLs /∂xn(k) = 0 are not satisfied (which hap-
pens when the feasibility constraint xn(k) ≤ 1/c is hit).
In this situation, one substitutes the strengths for its ex-
tremal value and carries on with the maximization of the
next strength.
For the subsequent strengths it is convenient to use
the notation Σk2k1 to denote all the possible strings of
outcomes between particle k2 and k1. For xn(n − 3),
we have Σn−3n−1 = {II0, I00, 000, I0φ, 00φ}, and we have
to consider the conditional probability Pr(Σn−3n−1|0n−4)
with xn(n − 2) = 1/c and xn(n − 1) = 1. Solving
∂Pr(Σn−3n−1|0n−4)/∂xn(n− 3) = 0, we obtain
xn(n− 3) = 1√
c(2− c)(1− c2) . (B3)
The saturation condition xn(n−3) = 1/c has the solution
c =: cS ≈ 0.69. Checking for several values of n, one sees
that xn(n−3) is always the last strength that reaches the
saturation point. This is in accordance with the intuition
that the smallest unsaturated strength [of the form in
Eq. (A1)] should be the last one to reach 1/c. Then, cS
corresponds to the total saturation point, defined as the
point beyond which all strengths are saturated [naturally
with the exception xn(n− 1) = 1].
For the following strengths xn(k) for k = n −
4, n − 5, . . ., one proceeds by recursively maximizing
Pr(Σn−kn−1 |0n−k−1), taking into account if the saturation
condition is hit for any of the strengths. Notice that only
one variable, xn(k), is maximized at each step, because
the strengths xn(k + 1), xn(k + 2), . . . , xn(n − 1) have
been already fixed at their optimized value obtained in
previous optimization steps.
Appendix C: The fixed local strategy
Here we include the calculation of the success probabil-
ity for the fixed local (FL) strategy, and explicitly show
that, in its range of validity, it is asymptotically opti-
mal. Let us first rename Pn(Σk−1, I) =: G(k), and note
that Pn(Σk−1, 0) = 1 − G(k). Then, for a generic local
strategy with fixed strengths xn(k) =: x, we can write
G(k + 1) =Pn(Σk, I) = Pn(Σk−1, I, I) +Pn(Σk−1, 0, I)
=c2Pn(Σk−1, I) + c xPn(Σk−1, 0)
=c2G(k) + c x [1−G(k)]
=c x− (c x− c2)G(k) , (C1)
where we have used that Pn(I, I) = c
2Pn(I) (recall that,
after an outcome I, we always apply an extreme two-
outcome unambiguous measurement completely biased
towards detection of the local state |0〉), and Pn(0, I) =
c xPn(0). The recursion relation (C1) can be readily
solved using the initial condition G(1) = c x to give
G(k) = c x
1− (c2 − c x)k
1 + c x− c2 . (C2)
We can relate the local detection efficiencies Dn(k) to the
function G(k) by looking at Eq. (A2). We obtain
Dn(k) = G(k − 2)(1− c2)
(
1− c
x
)
+ [1−G(k − 2)](1− c x)
(
1− c
x
)
, (C3)
which is valid for k = 1, . . . , n − 2. Note that, while
the original definition G(k) = Pn(Σk−1, I) does not hold
physical meaning in the cases G(−1) and G(0), using the
functional expression (C2) in Eq. (C3) we recover the
correct local efficiencies for the first and second positions,
namely Dn(1) = 1− c/x and Dn(2) = (1− c x)(1− c/x).
The last two local efficiencies have a slightly different
expression and cannot be recovered from Eq. (C3). This
is so because the last strength is always fixed to xn−1 = 1
conditioned to having obtained rn−2 = 0 as a previous
outcome, as argued in the main text. In addition, recall
that the nth particle is in the state |φ〉 by definition and
hence there is no need to measure it. Taking this into
account, the success probability for the FL strategy can
be written as
PFLs =
1
n
{
n−2∑
k=1
G(k − 2)(1− c2)
(
1− c
x
)
+ [1−G(k − 2)] (1− cx)
(
1− c
x
)
+
{
G(n− 3)(1− c2) + [1−G(n− 3)](1− c x)} (1− c)
+ G(n− 2)(1− c2) + [1−G(n− 2)](1− c)
}
=
1
n
{
n−2∑
k=1
G(k − 2)(1− c2)
(
1− c
x
)
+ [1−G(k − 2)] (1− cx)
(
1− c
x
)
+ (1− c) [2− (1− c)G(n− 2)]
}
. (C4)
For large n, the leading order of the success probability
is
PFLs '
cx
1 + cx− c2 (1− c
2)
(
1− c
x
)
+
1− c2
1 + cx− c2 (1− cx)
(
1− c
x
)
=
1
1 + c x− c2 −
c
x
, (C5)
which just amounts to neglect the exponential terms in
Eq. (C2) and the slightly different last term in Eq. (C4).
8Note that this asymptotic limit of the success probabil-
ity would remain invariant if we would choose the same
fixed strength xn−1 = x for the last measurement too,
as opposed to the slightly better choice of a symmetric
strength xn−1 = 1. Eq. (C5) can be easily maximized to
obtain
xmax = 1 + c → PFLs '
1− c
1 + c
. (C6)
Hence, as anticipated, we obtain that a protocol that
measures a particle with a local measurement of fixed
strength x = 1 + c if the previous outcome was 0, and
x = c if the previous outcome was inconclusive, is asymp-
totically optimal up to a threshold value of the overlap
c∗ ≈ 0.61. This threshold is the solution of the boundary
constraint on the fixed strength x, i.e., 1 + c = 1/c.
Appendix D: Success probability of the Saturated
Local strategy
The saturated local (SL) strategy is defined by the
fixed strengths xn(k) = 1/c, at the boundary of their
physicality interval. The corresponding local efficiencies,
Dn(k), up to k = n− 2 read
Dn(1) = (1− c2), Dn(2) = 0 , (D1)
and
Dn(k) = (1− c2)2F (k − 2), k = 3, . . . , n− 2, (D2)
where the function F (k) can be directly read off of
Eq. (C2) particularizing for x = 1/c. The exact ex-
pression for the success probability and the leading order
term in the asymptotic regime of large n are derived like-
wise from Eqs. (C4) and (C5). The latter reads
P SLs '
(1− c2)2
2− c2 . (D3)
Notice that this value is smaller than the leading term
(1 − c)/(1 + c) of the optimal success probability [cf.
Eqs. (3), (5), and Eq. (C6)]. The difference is however
very small, with a maximal value of 0.022 at c ≈ 0.89.
The asymptotic success probability for the SL strat-
egy, Eq. (D3), equals the optimal value precisely at
c∗ = (
√
5− 1)/2, below which the FL strategy is asymp-
totically optimal, as discussed in the main text.
