In this paper, we analyze phase separation of multi-component Bose-Einstein Condensates (BECs) in the presence of a strong optical lattice. This paper is in threefold. We first prove that when the inter-component scattering lengths go to infinity, phase separation of a multi-component BEC occurs. Furthermore, particles repel each other and form segregated nodal domains. Secondly, we show that the union of these segregated nodal domains equal to the entire domain. Thirdly, we show that if the intra-component scattering lengths are bounded by some finite number, each nodal domain is connected. For large intra-component scattering lengths, however, the third result is not true and a counter example of non-connected nodal domains is given.
Introduction
We study phase separation of multi-component Bose-Einstein condensates (BECs) in this paper. In ultracold dilute Bose gases, two different hyperfine spin states may repel each other and form segregated nodal domains. Such phenomenon is called phase separation of a binary mixture BEC. Phase separation has been extensively investigated by experimental physicists [19, 28] . More recently, BECs of the triplet states have been observed [31] . A multi-component BEC can be described by the time independent coupled Gross-Pitaevskii equations (CGEPs) [14, 15] A large inter-component scattering length may set in spontaneous symmetry breaking including phase separation. In addition, due to Feshbach resonance, inter-component scattering lengths can be positive and become very large by adjusting the externally applied magnetic field [18] . Therefore, to study the phase separation of a multi-component BEC, we may assume from (1.2) that 0 < α j < K (bounded), β ij = βρ ij , i, j = 1, . . . , m, throughout this paper. Condition (1.2) is satisfied provided that β becomes very large or goes to infinity. In [32] , phase separation is proposed by persisting in the absence of external potentials like a system of two immiscible fluids. Hence we may also assume that
in the rest of this paper.
To investigate ground states solutions of (1.1), it has been shown in [6] that these solutions can be found by minimizing the energy functional E(φ) with φ = (φ 1 
On the other hand, the CGPEs (1.1) can also be regarded as EulerLagrange equations of the optimization problem (1.3) with λ j being the associated Lagrange multipliers. BECs can be loaded into optical lattices (or superlattices, which are small scale lattices subjected to a long scale periodic modulation), which can be created experimentally as interference patterns of counter-propagating laser beams [4, 16, 17, 21, 29, 27, 9] . In the presence of strong optical lattice, the CGPE (1.1) can be reduced to a nonlinear algebraic eigenvalue problem (NAEP) [1, 2, 3, 24, 26, 30] , described as follows:
Let Ω = {1, . . . , N } be a finite set and E be a collection of edges {k, } where k, ∈ Ω. Here we assume {k, k} ∈ E for all k ∈ Ω and denote {k, } ∈ E by k ∼ . We further assume that Ω is connected, i.e., for all k, ∈ Ω, there exist
for some g k, ∈ R where k, ∈ Ω . G is said to be a negative Laplacian operator on
For the sake of convenience and without confusion, we may regard a real-valued function
where N = #Ω , the cardinality of Ω . Let A be a given negative Laplacian operator on Ω. Then the discrete model of (1.1), referred as a nonlinear algebraic equation problem (NAEP), is formulated as
where ρ ij , coresponding to β ij in (1.1a), satisfies
, and • denotes the Hadamard product. The discrete version of the optimization problem (1.3) is formulated as the finite-dimensional optimization problem (FOP):
(1.7a) with the energy functional
Equation (1.6) is also known as the discrete nonlinear Schrödinger equation (DNLS). This approach has been used in various applications and different localized states present in the lattice, including bright, dark and discrete-gap solitons, as well as breathers [1, 3, 23, 34] . Phase transition between a superfluid and the Mott insulator for a multi-component BEC system in an optical lattice is studied by [13] . From the numerical point of view, via a finite difference scheme, the discretization of (1.1) can also be formulated by (1.6), in which A represents the discretization of the operator −∇ 2 + V (x). For the numerical study of CGPEs, a normalized gradient flow (NGF) and a time-splitting sine-spectral (TSSP) method have been developed in [6] for computing ground states of a multi-component BEC by solving the time-dependent CGPEs. The NGF method is proven to preserve energy diminishing property [6, 7] . Recently, a Gauss-Seidel-type iteration (GSI) has been proposed in [12] for computing the ground states of a multi-component BEC by solving the NAEPs. It is proven that the GSI converges locally to a fixed point if and only if the associated minimized energy functional problem has a strictly local minima. A continuation BSOR LanczosGalerkin method has been developed in [10] for the computation of the positive bound state solutions of a multi-component BEC. Furthermore, it is proven in [25] that the NAEP (1.6) undergos a bifurcation phenomenon at a finite repulsive inter-component scattering length. For m = 1, the error analysis and convergence of (1.6) and (1.1) is studied by [35] .
In this paper, we aim to study the phase separation for multi-component BECs of the discrete model (1.6) and (1.7). This paper is organized as follows. In Section 2, we give some preliminaries for discrete operators. In Section 3, we first prove that when the inter-component scattering lengths go to infinity, the phenomenon of phase separation for a multi-component BEC occurs. That is, supports of the ground state solutions of (1.6) form m segregated nodal domains. The next, we study the monotonicity of one-component BECs with respect to the intra-component scattering length and the domain. Secondly, we show that the union of these m segregated nodal domains equal to the entire domain Ω. Thirdly, we show that if the intra-component scattering lengths α 1 , . . . , α m are bounded by some finite number α * , each nodal domain is connected. For large intra-component scattering lengths, the third result is not true. A counter example of non-connected nodal domains is also given in Section 3. Section 4 concludes the paper.
Throughout this paper, we use the bold face letters (or symbols) to denote operators/matrices (or real-valued functions/vectors).
The Hadamard product of u and v is their element-wise product which is denoted by 
Preliminaries
In this section, we present some properties of discrete operators.
Here we note in Definition 2.2 that G Ω 1 ⊕ G Ω 2 does not necessarily to be equal to
Definition 2.3. Let Ω be a subset of Ω. A subset Ω ⊂ Ω is said to be a connected component of Ω if (i) Ω is connected and, (ii) for any k ∈ Ω \ Ω , the set Ω ∪ {k} is disconnected.
The following proposition can be easily verified.
Consequently, for any
In the following, we shall study the spectral properties for a negative Laplacian operator.
Proposition 2.2 (Comparison Theorems for Nonnegative Operators
where ρ(·) denotes the spectrum radius for an operator. Proof. It is easy to verify that G Ω satisfies conditions (1.5a)-(1.5d). We only need to verify (1.5e). We may assume Ω Ω. Otherwise, the assertion is true. Since Ω is connected, we may choose some k ∈ Ω and ∈ Ω \ Ω such that k ∼ (otherwise, Ω would be disconnected). From condition (
This shows G Ω satisfies (1.5e) and yields assertion (i). Next we prove assertion (ii).
Here we note that G Ω is semi-positive definitive and has a zero eigenvalue. Since G Ω ≥ G Ω , we may choose s > 0 such that
where I Ω denotes the identity operator on Ω . Since Ω is connected, sI Ω − G Ω and sI Ω − G Ω are irreducible. Denote by µ and µ the minimal eigenvalues of G Ω and G Ω , respectively. We also note that s − µ and s − µ are the maximal eigenvalues of sI Ω − G Ω and sI Ω − G Ω , respectively. Using (2.2) and Proposition 2.2, we have
Consequently, µ > 0. Applying Perron-Frobenius Theorem to sI Ω −G Ω , we have s−µ being a simple eigenvalue of sI Ω − G Ω with a positive eigenvector ξ > 0. Thus, µ is a simple eigenvalue of G Ω with coresponding eigenvector ξ > 0. This completes the proof.
For any connected subset Ω of Ω, Proposition 2.3 enable us to write
λ Ω > 0 as the minimal eigenvalue of A Ω and ξ Ω > 0 as its coresponding eigenvector with
where A Ω ∈ L(V Ω , V Ω ) is the specified negative Laplacian operator in (1.6). Here ξ Ω is the minimizer of the optimization problem 
Proof. Let s > 0 be a large number such that sI
Then s−λ Ω 1 and s−λ Ω 2 are, respectively, the maximal eigenvalues of B and sI
Applying (2.6) to Proposition 2.2, we have
This completes the proof.
Phase Separation of Multi-Component BECs
In a binary mixture of BECs, spontaneous symmetry breaking may occur when β 2 ρ 12 ρ 21 > α 1 α 2 [5, 32, 33] . It has been shown in [25] that the ground state solutions of twocomponent BECs encounter a pitchfork bifurcation at a finite number of value of β. In this section, we shall study the phase separation of multi-component BECs when the inter-component scattering lengths become large. Furthermore, we shall show that those segregated nodal domains are connected and their union forms the entire domain Ω. To this end, we begin with the following nonlinear analysis.
Let
and
Without lose of generality, we assume u 1 ∈ ∂T. Compute the gradient of E(U) with respect to U by
where
We define supp(u 1 ) ⊂ Ω and ∂supp(u 1 ) ⊂ Ω by
Since Ω is connected, ∂supp(u 1 ) is well-defined and non-empty. Then, for all k ∈ ∂supp(u 1 ), using the fact that u 1 (k) = 0, we have
From (3.4), together with (3.3), it follows that
is on the tangent plane to the torus T × · · · × T. Then h is clearly pointing toward the interior of T × · · · × T at (u 1 , . . . , u m ). Furthermore, from (3.5), we have
This implies E(U) decreases at the boundary point (
the direction of h. Therefore, the minimizer of FOP (1.7) must be in
Remark 3.1. Since NAEP (1.6) is the Euler-Lagrange equation of FOP (1.7), the minimizer of (1.7) may be either a KKT point (that is, a solution of (1.6)) or some point on the boundary of T × · · · × T. Proposition 3.1 indicates that the minimizer of (1.7)
is in
Proof. Without loss of generality, we suppose that (u
for p > N 0 . On the other hand, for p > N 0 , we also have (u
by the continuity of (
for β p sufficiently large. This is a contradiction, proving the first assertion. To prove the second assertion, suppose that (u
This contradiction completes the proof.
In Theorem 3.2, we see that when the inter-component scattering lengths go to infinity, phase separation occurs. These m particles repel each others and supports of their wave functions form segregated nodal domains, like oil mining with water. A similar result of phase separation for continuous BECs was proven in [11] . In the following, we study the topological properties for the segregated domains. From Theorem 3.2, it is easily seen that 
7)
For the further study, we define e Ω (α) to be the minimal value of
where Ω ⊂ Ω. For Ω being connected, the minimizer of (3.9) is unique [10, 25] . Here we denote η Ω (α) the minimizer of (3.9) provided Ω is connected. Note that in (3.9), Ω is not necessarily a connected subset of Ω. Here e Ω (α) represents the minimal energy of a one-component BEC. For (u 1 , . . . , u m ) ∈ P, it is easily seen that
is the minimizer of (3.9a) with Ω = Ω j = supp(u ∞ j ) and α = α j . It implies
Using (3.10) and (3.11), we have
On the other hand, (supp(u
Problem (3.13) is complicated but may have some geometrical structures for the distribution of nodal domains. For m = 2, α 1 = α 2 = 0, and n 1 = n 2 . (3.13) can be reduced to
(3.14)
Only a few results are known on (3.14), which may depend on geometrical restriction of Ω [20] . For the continuous version of BECs, if the domain Ω is assumed to be convex, it is conjectured that the minimum of (3.14) is attained when Ω 1 and Ω 2 are chosen to be the two nodal domains of the second Dirichlet eigenfunction for − [22] .
The following proposition gives the basic properties for e Ω (α).
(ii) If p = 1, then 15) where N = #Ω .
with Ω i being its connected components and p ≤ p . If a minimizer of (3.9) is positive, then e Ω (α) < e Ω (α).
Proof. We first prove assertion (i). For α 1 < α 2 , it is easily seen that
, and assertion (i) follows. We now prove (ii). Using (i), we have
This gives the first inequality. To see the second inequality, we note that
where ξ Ω is defined in (2.3). Since e Ω (α) ≤ E Ω (ξ Ω , α), this gives the second inequality in (3.15). Now we prove assertion (iii). It suffices to prove that there exists w ∈ V Ω , w w = 1, such that E Ω (w, α) < e Ω (α). We divide the proof into three steps.
Step 1. Decompose η Ω (α), the minimizer of (3.9), in the form of (3.20). Using Proposition 2.2, A Ω can be written as
It follows that
We also note that
for any s ∈ R. Now, write
we have
The equality in (3.18) holds when
Hence, we accordingly have the following optimization problem which is equivalent to (3.9a):
Furthermore, from (3.19) , the minimizer of (3.9a) can be written in the form
where (s 1 , . . . , s p ) is the minimizer of (3.19).
Step 2. Construct a particular function w ∈ V Ω . Since Ω Ω , for any 1 ≤ p ≤ p , there exists a maximal subset P p of {1, . . . , p } such that
Since p ≤ p , this implies either #P p ≥ 2 for some 1 ≤ p ≤ p or #P p = 1 for all 1 ≤ p ≤ p . For the first case, the strict inequality in (3.21) holds for every p with #P p ≥ 2. For the second case, if the strict inequality in (3.21) fails for every 1 ≤ p ≤ p , it will lead Ω = Ω , a contradiction. Hence Ω = Ω , we may, without lose of generality, assume the strict inequality in (3.21) holds for p = 1. Define
Here ξ p is the extension of
where t 
Step 3. Verify E Ω (w, α) < e Ω (α). Note that w w = 1. Using (3.22) and (3.23),
This completes the proof. Now we state the second main result of this paper. 
Since u ∞ 1,Ω 1 > 0 and Ω 1 Ω 1 , applying Proposition 3.4 (iii), we see that
From (3.24), it holds that there exists ξ 1 ∈ V Ω 1 with ξ 1 ξ 1 = 1 such that
Letξ 1 ∈ V Ω be defined byξ
otherwise.
Since
From (3.10), (3.12) and (3.25), we see that
This contradicts to (u
To state the next main theorem of this paper, we first denote the quantity α * to be the minimal value of this problem: 26) where n * = max{n j , j = 1, . . . , m} and n * = min{n j , j = 1, . . . , m}. We are ready to state the next theorem.
where Ω j,i , i = 1, . . . , p j , are connected components of Ω j . Here we further assume for each j that
Since Ω is connected, there exists k ∈
Without loss of generality, assume k ∈ Ω 1,1 and ∈ Ω 2,2 . Then Ω 1,1 ≡ Ω 1,1 ∪ Ω 2,2 is connected. Let
Here 
and 29b) where N 1,1 = #Ω 1,1 and N 2,1 = #Ω 2,1 . The second inequalities in (3.28a) and (3.28b) holds from the assumption (3.27). Combining (3.28) and (3.29), we have
Using the fact that α * is the minimal value of (3.26), we see that 1 4
is the min. value of (3.26))
and hence,
From (3.30) and (3.31), it follows that
and consequently,
This contradicts to (Ω 1 , . . . , Ω m ) being the optimal partition of (3.13). For large α j , the consequence of Theorem 3.6 may not be true. In the following, we construct an example of two-component BECs with large intra-component scattering lengths for which Theorem 3.6 fails. 
Here Ω is embedded with the star structure. Consider the two-component BEC on Ω described as follows: m = 2, n 1 = n 2 = 1 and
Here we let α 1 = α 2 = α to be varied. Due to the star structure of (Ω, E), if Ω 1 and Ω 2 are supplementary connected components of Ω, then Ω 1 = {k} and Ω 2 = Ω \ Ω 1 , for some 2 ≤ k ≤ N . Using Proposition 3.4 (ii), we have e Ω 1 (α) + e Ω 2 (α) ≥ e Ω 1 (α) = N + α 4 . Moreover, let u Ω 1 = (
). It follows e Ω 1 (α) + e Ω 2 (α) < e Ω 1 (α) + e Ω 2 (α).
Hence (Ω 1 , Ω 2 ) is not the optimal partition of (3.13).
Conclusions
In this work, we study the phase separation for multi-component BECs. We first prove that phase separation for a multi-component BEC occurs as the inter-component scattering lengths go to infinity. That is, supports of the ground state solutions of (1.6) form m segregated nodal domains. Secondly, we show that the union of these m segregated nodal domains equal to the total domain Ω. Third, we show that if the intra-component scattering lengths α 1 , . . . , α m are bounded by some finite number α * , each nodal domain is connected. For large intra-component scattering lengths, the third result shall not be true. We construct a counter example of non-connected nodal domains.
In the future, (i) we are interested in the study of the bifurcation phenomena of the segregated nodal domains as the intra-component scattering lengths vary. (ii) The minimizer (u , N tends to infinity as the grid size h goes to 0. It is easily seen that main results Theorem 3.2 and 3.5 can be generalized to the continuous version BEC, since these two results are independent of N . For the generalization of Theorem 3.6, it is interesting to find an α * independent of N , so that we can conclude the connectedness of nodal domains for continuous BEC.
