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Abstract
We introduce a ﬁltration of a ðg; KÞ-module of some space of functions on a reductive
symmetric space G=H; and compute the associated grading as a direct sum of induced
representations. As an application of this result to the reductive groups viewed as symmetric
spaces, we are able to realize any Harish-Chandra module as a subquotient of a direct sum of
induced representations from parabolic subgroups, the inducing representations being trivial
on the unipotent radical.
r 2004 Elsevier Inc. All rights reserved.
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Introduction
Let G be a real reductive Lie group in the Harish-Chandra class, and H an open
subgroup of the ﬁxed point group for an involution s of G: We ﬁx a Cartan
involution y of G commuting with s: We denote by K the group of ﬁxed points for y:
Let DðG=HÞ be the algebra of left G-invariant differential operators on G=H: Let
AðG=HÞ be the space of K-ﬁnite DðG=HÞ-ﬁnite smooth functions on G=H: This
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space carries a natural structure of ðg; KÞ-module induced by the left regular
representation. This means that AðG=HÞ is a g and K-module with compatible
actions of g and K such that each element is K-ﬁnite. For a ﬁxed character w of
DðG=HÞ; let AðG=HÞðwÞ be the ðg; KÞ-submodule of AðG=HÞ of elements
annihilated by some power of the kernel of w:
We introduce a ﬁltration of this ðg; KÞ-submodule, and compute the associated
grading as a direct sum of induced representations. This is the version for real
reductive symmetric spaces of a result established in [12] for reductive p-adic groups.
However the main techniques for the proof are coming from [18], whose inﬂuence on
[12] is obvious.
As an application of this result to the reductive groups viewed as symmetric
spaces, we are able (cf. Theorem 3) to realize any Harish-Chandra module as a
subquotient of a direct sum of some successive derivatives of (compact realization of)
generalized principal series with respect to standard parabolic subgroups (see
Appendix A for a deﬁnition and some properties on successive derivatives). If P ¼
MAN is the Langlands decomposition of such a parabolic subgroup, the successive
derivatives of (compact realization of) generalized principal series are in particular
induced representations from representations p of P trivial on N: Each p is, as a
representation of MA; the tensor product of an irreducible representation of M and
of a ﬁnite dimensional representation of A; whose all irreducible subquotients are
equivalent. The interest here is that we induce from representation which are trivial
on N:
For a suitable class of reductive groups, including connected linear ones, we show
that it is possible, in the above result, to choose the successive derivatives of
generalized principal series such that their minimal K-types are of length greater or
equal to the length of the minimal K-types of the original module. Notice that this
result is used by the ﬁrst author in a new proof of the Arthur’s Paley-Wiener
Theorem (cf. [13]).
We describe in the sequel the results on the ﬁltration in more details.
Let a| be a ﬁxed maximal abelian subspace in the intersection of the 1-
eigenspaces for the differential of s and y in g: Let Pst be the set of sy-stable
parabolic subgroups of G; whose Lie algebra contains a|; containing a given minimal
parabolic subgroup of the group Gsy of ﬁxed points for sy:
We ﬁrst describe the ðg; KÞ-submodule AtempðG=HÞ of AðG=HÞ consisting of its
tempered elements.
Let PAPst and P ¼ MAN its Langlands s-decomposition, d an element of the
unitary dual bM of M and lAia (where a is the dual vector space of a). We deﬁne
AtempðG=H; d; lÞ to be the set of linear combinations of (higher order partial)
derivatives of normalized ‘‘Eisenstein integrals’’ for the generalized principal series
ðIPd;nÞnAa
C
at l: Normalized ‘‘Eisenstein integrals’’ are particular K-ﬁnite and right H-
invariant matrix coefﬁcients of ðIPd;nÞnAa
C
meromorphic as functions of nAaC; regular
on ia: Any simple subquotient of AtempðG=H; d; lÞ is a ðg; KÞ-submodule of the
semisimple G-module IPd;l:
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Let F be a suitable choice of representatives of s-association classes of Pst used
here to describe the decomposition of AtempðG=HÞ: We obtain the following (cf.
Theorem 1):
AtempðG=HÞ ¼"AtempðG=H; d; lÞ;
where the direct sum is taken over a set of representatives of the conjugacy classes of
the pairs ðd; lÞA bM  ia; for P ¼ MAN ranging over F:
The fact that the left-hand side is contained in the right-hand side comes
essentially from [18]. And the sum is direct according to the description of the
Fourier transform of the Schwartz space on G=H (see [11]).
We now introduce a ﬁltration Fw of AðG=HÞðwÞ by use of the theory of
asymptotic expansions (see [22] and also [3]) using projections on convex cones,
following an idea due to J. Franke for automorphic forms (cf. [14] and also [21]).
Let PAPst and P ¼ MAN its Langlands s-decomposition. For lAa; denote by lP
the projection on the closed convex cone aþP of P-dominant elements in a
: Let Ew be
the set of pairs ðP; xÞ with PAPst and x a leading asymptotic exponent along P for at
least one element in AðG=HÞðwÞ: This set is ﬁnite since there is a ﬁnite number of
leading asymptotic exponents yielded by elements ofAðG=HÞðwÞ: We deﬁne Enþ1w by
induction on n as the set of elements ðP; xÞ in Ew\
Sn
k¼0 E
k
w for which Re xP has
minimal length. Let an denote the common length jjRe xPjj for any ðP; xÞAEnw:
The ﬁltration Fw is the ﬁnite ascending chain of ðg; KÞ-submodules Fnw; each
deﬁned as the set of elements whose leading asymptotic exponents x along P are such
that ðP; xÞASnk¼0 Ekw ; P ranging over Pst: The associated grading satisﬁes the
following (cf. Theorem 2):
The subquotient Fnw=F
n1
w is isomorphic to the direct sum G
n
w of the induced ðg; KÞ-
modules IPðAtempðM=M-HÞðoÞ#SðaÞ#CexÞ: The sum is taken over P ¼
MANAPst; o character of DðM=M-HÞ and xAaC (both depending on w) with
Re x strictly P-dominant and jjRe xjj ¼ an:
Here, if V is a suitable ðl; L-KÞ-module, extended trivially to n; IPðVÞ denotes the
induced ðg; KÞ-module. Also the symmetric algebra SðaÞ of the complexiﬁed Lie
algebra aC and Ce
x are both viewed as ðl; K-LÞ-modules, l and K-L acting by left
translations.
Let us say something about the proof. We construct a homomorphism of ðg; KÞ-
modules from Fnw into G
n
w; with kernel equal toF
n1
w by construction. It remains to
show the surjectivity. This is done by using the ‘‘K-ﬁnite version’’ of the crucial
Proposition 8.0.1 in [18].
Then the proof of the ‘‘subquotient theorem’’ for general Harish-Chandra
modules (cf. Theorem 3) is easily deduced from the case where the module is cyclic
and generated by a K  K-ﬁnite function on G; annihilated by a power of a maximal
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ideal of the center of the enveloping algebra of the complexiﬁcation of g: The space
of such functions is a particular case of the spaces previously studied, when one views
the group as a symmetric space for G  G: The proof is made by an induction on the
level of the ﬁltration in which this function is contained, and using the previous
results.
1. Notations
Si E est un espace vectoriel, on note IdE l’application identique de E; E
 son dual.
S’il est re´el, EC de´signe son complexiﬁe´ et SðEÞ l’alge`bre syme´trique de EC: Le
symbole´ indiquera soit le dual topologique d’un espace vectoriel topologique, soit
l’application transpose´e d’une application line´aire continue, soit la contrapose´e
d’une repre´sentation.
Si S est un groupe de Lie re´el, e ou eS de´signe son e´le´ment neutre, s son alge`bre de
Lie, UðsÞ l’alge`bre enveloppante de sC; ZðsÞ le centre de UðsÞ; bS son dual unitaire.
Soient G un groupe de Lie re´ductif dans la classe d’Harish-Chandra, s une
involution de G; y une involution de Cartan de G commutant avec s; H un sous-
groupe ouvert du groupe des points ﬁxes de s; K le sous-groupe des points ﬁxes de y:
Soit s (resp. q) le sous-espace propre de la diffe´rentielle de y (resp. s), note´e encore de
meˆme, pour la valeur propre 1: Si P est un sous-groupe parabolique sy-stable de G;
on note LP ou L son sous-groupe de Levi stable par y; i.e. L ¼ yðLÞ; NP son radical
unipotent et P ¼ MPAPNP sa s-de´composition de Langlands, i.e., si P ¼ M0A0N0
est la de´composition de Langlands de P; on pose M :¼ M0ðA0-HÞ et A :¼
fxAA0j sðxÞ ¼ x1g: En particulier on note G ¼ MGAG la s-de´composition de
Langlands de G: Ici AG est le sous-groupe de la composante de´ploye´e du centre de G
forme´ des e´le´ments a de celle-ci tels que sðaÞ ¼ a1: On l’appelle composante s-
de´ploye´e de G: Clairement, si P est un sous-groupe parabolique sy-stable de
G; ðL; sjL; yjL; H-LÞ ve´riﬁe les meˆmes hypothe`ses que ðG; s; y; HÞ; et de meˆme pour
M: Toutes les notations introduites pour ðG; s; y; HÞ sont e´tendues aux quadruplets
ve´riﬁants les meˆmes hypothe`ses.
On dispose d’une application HG de G=H dans aG qui, a` gH; associe log aAaG ou`
g ¼ ma avec mAMG; aAAG: Notez que H est contenu dans MG: De plus, on a:
ðMG=HÞ  aG est diff e´omorphe a` G=H par l’application
ðx; XÞ/ðexpX Þx: ð1:1Þ
On se ﬁxe dans toute la suite de l’article un sous-espace abe´lien maximal a| de s-q:
On note L| le centralisateur dans G de a|: C’est la composante de Levi d’un sous-
groupe parabolique sy-stable minimal. Il admet pour s-de´composition de Langlands
L| ¼ M|A| ou` A| ¼ exp a|: On a G ¼ KL|H:
Soit P un sous-groupe parabolique sy-stable contenant L|: Alors L| est contenu
dans Lð¼ LPÞ et AL est contenu dans A|: On note SP l’ensemble des racines de aP
dans nP: On appelle s-sous-groupe de Levi de G; toute composante de Levi d’un
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sous-groupe parabolique sy-stable contenant L|: On note L l’ensemble des
s-sous-groupes de Levi de G: Si LAL; on note PL l’ensemble des sous-groupes
paraboliques syjL-stables de L: Si L ¼ G; on notera P au lieu de PG: On
notera PðLÞ l’ensemble des sous-groupes paraboliques de sous-groupe de Levi
L ¼ MA:
On note W| le quotient du normalisateur NKða|Þ de a| dans K par son
centralisateur. Soit W H| (resp. W
M
| ) l’ensemble des e´le´ments de W| admettant un
repre´sentant dans l’intersection de H (resp. M) avec NKða|Þ: On ﬁxe dans NKða|Þ un
ensemble WM (note´ aussi WL) de repre´sentants des ðW H| ; W M| Þ-doubles classes.
C’est, pour tout sous-groupe parabolique sy-stable Q de G de sous-groupe de Levi L;
un ensemble de repre´sentants des ðH; QÞ-doubles classes ouvertes de G:
On se ﬁxe dans toute la suite de l’article un ensemble de racines positives, Ssy; du
syste`me de racines de a| dans la sous-alge`bre de Lie de g; g
sy; forme´e des points ﬁxes
pour sy: Soient LAL et P| un e´le´ment minimal dans P
L: On dit que P| est standard
si l’ensemble des racines de a|-l dans l’alge`bre de Lie de P| contient les e´le´ments de
Ssy nuls sur aL: On notePLst le sous-ensemble deP
L forme´ des P contenant un tel P|:
Si L ¼ G; on notera Pst au lieu de PGst:
On dit que deux sous-groupes paraboliques sy-stables, P et Q; sont s-associe´s si aP
et aQ sont conjugue´s par un e´le´ment de K : On choisit un ensemble F de repre´sentants
des classes de s-association de sous-groupes paraboliques sy-stables, qui soit
contenu dans Pst (cf. [7, Lemme 8]).
On se ﬁxe une forme biline´aire B sur g; Ad G-invariante, telle que la forme
quadratique sur g; X/jjX jj2 :¼ BðX ; yX Þ; soit de´ﬁnie positive et on note ð; Þ le
produit scalaire que l’on de´ﬁnit sur g; sur ses sous-espaces vectoriels et leurs duaux.
On suppose en outre que B est invariante par s et y; coı¨ncide avec la forme de Killing
sur ½g; g et que le centre z de g est orthogonal a` ½g; g: Si LAL; on notera aGL
l’orthogonal de aG dans aL pour B: Si PAP; soit rPAa

| la demi-somme des racines
de aP dans nP; compte´es avec leurs multiplicite´s. On dit que XAaP (resp. lAaP) est
strictement P-dominant si aðXÞ (resp. ðl; aÞ) est strictement positif pour tout aASP:
Soit ðt; VtÞ une repre´sentation unitaire de dimension ﬁnie de K : Si LAL (resp.
PAP), on notera tL; ou tM si L ¼ MA est sa s-de´composition de Langlands, (resp.
tjP) la restriction de t a` L-K (resp. P-K).
On note DðG=HÞ l’alge`bre des ope´rateurs diffe´rentiels sur G=H invariants par les
translations a`gauche par les e´le´ments de G:
Soit AtempðG=HÞ (resp. AtempðG=H; tÞ) l’espace des fonctions CN; K-ﬁnies a`
valeurs dans C (resp. t-sphe´riques) sur G=H; qui sont DðG=HÞ-ﬁnies et tempe´re´es
(cf. [10, Eq. (5.1)]).
On choisit un sous-espace ad de gC stable sous s et y; abe´lien maximal dans
sd :¼ iðk-qÞ"ðs-qÞ; contenant a|: On note WðadÞ le groupe forme´ des restrictions
a` ad des automorphismes inte´rieurs de gC pre´servant a
d : On note gad l’isomorphisme
d’Harish-Chandra entre DðG=HÞ et l’alge`bre SðadÞW ðad Þ des invariants sous WðadÞ
de l’alge`bre syme´trique SðadÞ de adC (cf. [1, Eq. (18)]). Si LAðadÞC; on note wL le
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caracte`re de DðG=HÞ de´ﬁni par:
wLðDÞ ¼ ðgad ðDÞÞðLÞ; DADðG=HÞ:
On note avec l’indice supe´rieur L les objets obtenus en rempla@ant G par L ¼
MAAL: Notons ad;M l’orthogonal de a dans ad et W MðadÞ le groupe des restrictions
a` ad;M des e´le´ments de W LðadÞ: Alors on dispose e´galement de l’isomorphisme
d’Harish-Chandra, gMad ; entre DðM=M-HÞ et Sðad;MÞW
M ðad Þ: On de´ﬁnit de meˆme
wML ; LAðad;MÞC: Pour lAaC; on note wAl le caracte`re de SðaÞ donne´ par l’e´valuation
en l: Alors on a un isomorphisme naturel de DðL=L-HÞ avec DðM=M-HÞ#
SðaÞ; ou` SðaÞ agit par repre´sentation re´gulie`re droite, (cf. [1, Eq. (19)]) et, dans cet
isomorphisme, on a:
wLLþl ¼ wML#wAl ; LAðad;MÞC; lAaC: ð1:2Þ
Enﬁn, si w est un caracte`re de DðL=L-HÞ de la forme wLl ; lAðadÞC; on note ew le
caracte`re de DðG=HÞ e´gal a` wl:
Pour w caracte`re de DðG=HÞ et V un sous-ðg; KÞ-module de CNðG=HÞ; stable par
DðG=HÞ; on note VðwÞ l’ensemble des fAV tels qu’il existe nAN ve´riﬁant:
ðD  wðDÞÞnf ¼ 0; DADðG=HÞ:
Alors VðwÞ est sous-ðg; KÞ-module de V :
2. Description de AtempðG=HÞ
2.1. ‘‘Inte´grales d’Eisenstein’’
Soit L ¼ MA la s-de´composition de Langlands d’un e´le´ment L de L; P un
e´le´ment de P de composante de Levi L; ðd; VdÞ un e´le´ment du dual unitaire de M; et
l un e´le´ment de aC: On note ðpPd;l; IPd;lÞ la se´rie principale ge´ne´ralise´e correspondante.
Ici IPd;l est l’espace des fonctions C
N;j : G-VNd ; ve´riﬁant jðgmanÞ ¼
alrPdðm1ÞjðgÞ; gAG; mAM; aAA; nAN; et le groupe G agit par repre´sentation
re´gulie`re gauche. La restriction des fonctions a` K induit un isomorphisme de IPd;l sur
l’espace note´ CNðK ; dÞ; ou Id; des fonctions CN;j : K-VNd ; ve´riﬁant jðkmÞ ¼
dðm1ÞjðkÞ; kAK; mAK-M: On note %pPd;l la repre´sentation de G dans Id de´duite
de pPd;l par transport de structure. Soit w un e´le´ment de WM : On note Vðd; wÞ :¼
ðVNd ÞM-w
1Hw
disc ; ou` le second membre de´signe l’espace des vecteurs distributions Z de
ðd; VdÞ; invariants par M-w1Hw et tels que, pour tout vAVd; la fonction
m//d0ðmÞZ; vS soit de carre´ inte´grable sur M=M-w1Hw: Le produit scalaire L2
permet de de´ﬁnir un produit scalaire naturel sur cet espace (cf. [7, Eq. (1.6)]). On
note VðdÞ la somme directe orthogonale des Vðd; wÞ pour wAWM :
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On noteA2ðM=M-w1HwÞd l’ensemble des combinaisons line´aires de fonctions
sur M=M-w1Hw de la forme m//d0ðmÞZ; vS; ZAVðd; wÞ; vAðVdÞðKÞ:
On suppose que Reðl rPÞ est strictement P-dominant. Soit ZAVðdÞ: On dispose
d’une fonction continue sur G a` valeurs dans VNd ; jðP; d; l; ZÞ; H-invariante a`
gauche valant Zw pour wAWP et se transformant par a
lrPd0ðm1Þ par translation a`
droite par man; mAM; aAA; nANP: Ces proprie´te´s sont caracte´ristiques de cette
fonction qui de´termine un vecteur distribution H-invariant de pPd;l (cf. [6, Eq. (2.4.6)
et Proposition 2]). On notera %jðP; d; l; ZÞ la forme line´aire continue correspondante
sur CNðK ; dÞ: L’application l/%jðP; d; l; ZÞ se prolonge en une fonction me´ro-
morphe sur aC a` valeurs dans le dual topologique de C
NðK ; dÞ ¼ Id; qu’on note de
meˆme (cf. [6, The´ore`me 3]).
Pour j e´le´ment de CNðK; dÞ; on de´ﬁnit les ‘‘inte´grales d’Eisenstein’’ en posant:
EðP; d; l; Z;jÞðgHÞ :¼ /ð %pPd;lÞ0ðgÞ%jðP; d; l; ZÞ;jS; ZAVðdÞ; gAG: ð2:1Þ
Soit Q un autre e´le´ment de PðLÞ: On note l/AðP; Q; d; lÞ le prolongement
me´romorphe des inte´grales d’entrelacement qui envoient I
Q
d;l dans I
P
d;l: On note
%AðP; Q; d; lÞ l’ope´rateur correspondant dans la re´alisation compacte. Alors
l/BðP; Q; d; lÞ est l’application me´romorphe de aC dans l’espace des endomor-
phismes de VðdÞ telle que l’on ait l’e´galite´ de fonctions me´romorphes sur aC (cf. [9,
The´ore`me 2]):
A0ðP; Q; d; lÞjðP; d; l; ZÞ ¼ jðQ; d; l; BðQ; P; d; lÞZÞ: ð2:2Þ
Par ailleurs, il existe (cf. [15, Lemme 13.1 et The´ore`me 25.1]; voir aussi [23, The´ore`me
10.5.8] et [7, apre`s Eq. (3.10)] pour une autre de´monstration) une fonction
me´romorphe sur aC; non identiquement nulle, holomorphe au voisinage de
ia; mPðd; lÞ; telle que l’on ait l’e´galite´ de fonctions me´romorphes sur aC:
%AðP; %P; d; lÞ %Að %P; P; d; lÞ ¼ mPðd; lÞ1IdCNðK;dÞ: ð2:3Þ
Ici %P de´signe le sous-groupe parabolique oppose´ a` P: En outre mPðd; lÞ est
holomorphe au voisinage de ia et positive ou nulle sur ia:
On de´ﬁnit les vecteurs distributions H-invariants normalise´s (cf. [7, Eq. (3.13)]):
j0ðP; d; l; ZÞ :¼ ð %AðP; %P; d; lÞ1Þ0jðP; d; l; ZÞ: ð2:4Þ
On de´ﬁnit les ‘‘inte´grales d’Eisenstein’’ normalise´es, E0ðP; d; l; Z;jÞ; en changeant j
en j0 dans la de´ﬁnition des ‘‘inte´grales d’Eisenstein’’ (cf. [6, Eq. (3.4)]). Ce sont des
fonctions me´romorphes sur aC et holomorphes sur a
e :¼ flAaCjjRe ljjoeg; pour
un E40 (cf. [7, Proposition 8(i)]).
On note CðG=HÞ l’espace de Schwartz de G=H (voir par exemple [10, Eq. (5.3)]).
Soient fACðG=HÞðKÞ et lAia: Il existe un unique vecteur ðF0Pf Þðd; lÞ de
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ðIdÞðKÞ#VðdÞ (cf. [7, Proposition 8(ii)]) tel que:
ððF0Pf Þðd; lÞ;j#ZÞ ¼
R
G=H f ðxÞ E0ðP; d; l; Z;jÞðxÞ dx;
jAðIdÞðKÞ; ZAVðdÞ:
ð2:5Þ
On de´ﬁnit l’espace:
S1P ¼ SðiaÞ#
M
dAbMððIdÞðKÞ#VðdÞÞ
0@ 1A ð2:6Þ
sur lequel K agit par repre´sentation re´gulie`re gauche sur le premier facteur de chaque
terme de la somme (i.e. sur ðIdÞðKÞ).
On dispose d’une repre´sentation UP de WðaÞ sur S1P (cf. [11, Eq. (3.25)]), qui
posse`de la proprie´te´ suivante:
Si dA bM; lAia et sAWðaÞ; on note d1 ¼ ds1 ; l1 ¼ s1l: Alors il existe une
application line´aire:
TP;d;l;s : ðId1ÞðKÞ#Vðd1Þ-ðIdÞðKÞ#VðdÞ
telle que:
ðUPðsÞCÞðd; lÞ ¼ TP;d;l;sðCðd1; l1ÞÞ; CAS1P: ð2:7Þ
On note S0P l’espace des invariants de S
1
P sous UP: Alors (cf. [11, The´ore`me 3(ii)]):
F0PfAS
0
P pour tout fACðG=HÞðKÞ et l’application
F0 :CðG=HÞðKÞ-
L
PAF
S0P;
donne´ parF0f ¼ ðF0Pf ÞPAF; est une bijection:
ð2:8Þ
2.2.
Avec les notations de a Section 2.1, on suppose PAF: Si dA bM et lAia; on note
AtempðG=H; d; lÞ l’ensemble des combinaisons line´aires des fonctions de la forme
@ðuÞðE0ðP; d; n; Z;jÞÞjn¼l; ou` uASðaÞ; ZAVðdÞ et jAðIdÞðKÞ: Ici @ðuÞ est l’ope´rateur
diffe´rentiel sur aC naturellement associe´ a` uASðaÞ:
Lemme 1.
(i) L’espace AtempðG=H; d; lÞ est un sous-ðg; KÞ-module de AtempðG=HÞ:
(ii) Si ðd; lÞ et ð*d; *lÞ sont conjugue´s sous G; on a:
AtempðG=H; d; lÞ ¼AtempðG=H; *d; *lÞ:
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(iii) Tout sous-quotient simple de AtempðG=H; d; lÞ est sous-module du G-module
semi-simple IPd;l:
De´monstration. (i) Les actions de UðgÞ et K commutent aux ope´rateurs @ðuÞ: Donc
AtempðG=H; d; lÞ est un sous-ðg; KÞ-module de AðG=HÞ: Il faut de´montrer que les
fonctions conside´re´es sont tempe´re´es. D’apre`s [7, Proposition 8(i)],
n/E0ðP; d; n; Z;jÞ est une fonction II0hol; donc en particulier IIhol: Le re´sultat voulu
re´sulte des proprie´te´s des fonctions IIhol (cf. [2, Lemme 2]).
(ii) Soit w un e´le´ment normalisant L et conjuguant ðd; lÞ et ð*d; *lÞ; ce qui implique
que w normalise M et A: Les ope´rateurs APðw; d; nÞ de´ﬁnis dans [17, Eq. (1.9)],
entrelacent, lorsqu’ils sont de´ﬁnis, IPd;n et I
P
*d;nw
: Ces ope´rateurs sont lie´s simplement
aux ope´rateurs AðPw1 ; P; d; nÞ (cf. [17]). La multiplication par une fonction scalaire
convenable permet de de´ﬁnir les ope´rateurs d’entrelacement normalise´s A0Pðw; d; nÞ et
leurs re´alisations compactes A0Pðw; d; nÞ; qui forment une famille CN sur ia (cf. [17,
Section 8]). Plus pre´cise´ment, pour tout jAðIdÞðKÞ; n/A0Pðw; d; nÞj est CN sur ia:
De plus, A0Pðw; d; nÞ est bijectif pour tout nAia: Le lien de A0Pðw; d; nÞ avec les
ope´rateurs normalise´s A0ðPw1 ; P; d; nÞ; la de´ﬁnition de j0 (cf. Eq. (2.4)) et la
de´ﬁnition des matrices B (cf. Eq. (2.2)) montrent qu’il existe une famille me´romorphe
d’endomorphismes de Vð*dÞ dans VðdÞ; ðBðnÞÞnAa
C
; telle que:
ðA0Pðw; d; nÞÞ0j0ðP; *d; nw; *ZÞ ¼ j0ðP; d; n; BðnÞ*ZÞ:
Mais le membre de gauche est CN sur ia (cf. [6, Lemme 7]). Comme BðnÞ*Z est
obtenu par e´valuation en certains points de G; on conclut graˆce a` la Proposition 3(ii)
de [6] que BðnÞ est CN sur ia: Les ope´rateurs A0Pðw; d; nÞ e´tant inversibles pour
nAia; on voit que BðnÞ est inversible. Ceci permet d’e´crire les e´le´ments de
AtempðG=H; d; nÞ a` l’aide de ceux de AtempðG=H; *d; *nÞ: Donc AtempðG=H; d; nÞC
AtempðG=H; *d; *nÞ et (ii) en re´sulte.
(iii) Soit J un sous-quotient simple du ðg; KÞ-moduleAtempðG=H; d; lÞ: C’est donc
le quotient d’un sous-ðg; KÞ-module X : Conside´rant le sous-ðg; KÞ-module engendre´
par un e´le´ment F ayant une projection non nulle sur J; on peut supposer X cyclique
et engendre´ par F: Son ge´ne´rateur e´tant annule´ par un ide´al de codimension ﬁnie de
ZðgÞ; X est un module d’Harish-Chandra. Mais, tenant compte de la de´ﬁnition de F
et de la Remarque A.1, on voit que F est une combinaison line´aire de de´rive´es
successives en l (cf. Appendice A.3 pour la de´ﬁnition) de coefﬁcients de la famille
CN; ð %pPd;nÞnAia ; de repre´sentations CN admissibles (cf. De´ﬁnition A.1 et Lemme
A.1(iv)). C’est donc, graˆce a` une ite´ration du Lemme A.3, le coefﬁcient d’une somme
directe de de´rive´es successives en l de ð %pPd;nÞnAia : Alors (cf. Lemme A.2), le sous-
ðg; KÞ-module engendre´ par F est un sous-quotient de cette somme. Mais d’apre`s
l’Appendice A.1, Lemme A.1(i), les de´rive´es successives de ð %pPd;nÞnAia en l admettent
une suite de composition dont les sous-quotients sont isomorphes a` pPd;l: Donc les
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sous-quotients simples de X ; en particulier J; sont des sous-quotients de pPd;l qui est
semi-simple car unitarisable. &
The´ore`me 1. On note Y l’ensemble des couples ðd; lÞA bM  ia; ou` P ¼ MAN de´crit
F; et on note Y=conj un ensemble de repre´sentants des classes de conjugaison de ces
couples. Alors
AtempðG=HÞ ¼
M
ðd;lÞAY=conj
AtempðG=H; d; lÞ:
De´monstration. Montrons d’abord l’e´galite´:
AtempðG=HÞ ¼
X
ðd;lÞAY
AtempðG=H; d; lÞ:
Tenant compte de la correspondance entre ‘‘inte´grales d’Eisenstein’’ et
inte´grales d’Eisenstein normalise´es (cf. [7, Eqs. (8.9), (2.2), (2.9) a` (2.13)]), le
The´ore`me 5.1 de [18] implique cette e´galite´. Tenant compte du Lemme pre´ce´dent, on
voit que:
AtempðG=HÞ ¼
X
ðd;lÞAY=conj
AtempðG=H; d; lÞ:
Il reste a` montrer que la somme est directe. Raisonnons par l’absurde et supposons:X
ðd;lÞAI
Fd;l ¼ 0; ð2:9Þ
ou` I est un sous-ensemble ﬁni non vide de Y=conj; et Fd;lAAtempðG=H; d; lÞ non nul
pour tout ðd; lÞAI : On note ðZiÞ une base de VðdÞ et on e´crit :
Fd;lðgHÞ ¼
P
i;j
@ðuijÞ/ð %pPd;nÞ0 ðgÞ%j0ðP; d; n; ZiÞ;jijSjn¼l;
uijASðaÞ;jijAðIdÞðKÞ:
Soit fACðG=HÞ: Calculons R
G=H f ðxÞFd;lðxÞ dx: On peut appliquer le the´ore`me de
de´rivation sous le signe somme: les ‘‘inte´grales d’Eisenstein’’ normalise´es sont des
fonctions II0hol et le Lemme 2 de [2] fournit les majorations voulues. DoncZ
G=H
f ðxÞFd;lðxÞ dx ¼
X
i;j
@ðuijÞ
Z
G=H
f ðgHÞ/ð %pPd;nÞ0ðgÞ%j0ðP; d; n; ZiÞ;jijS dgH
 !
jn¼l
:
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D’apre`s (2.5) et la de´ﬁnition de E0; on en de´duit}Z
G=H
f ðxÞFd;lðxÞ dx ¼
X
i;j
@ðuijÞ/ðF0Pf Þðd; nÞ;jij#ZiSjn¼l:
Finalement Z
G=H
f ðxÞFd;lðxÞ dx ¼
X
i;j
/@ðuijÞðF0Pf Þðd; nÞjn¼l;jij#ZiS ð2:10Þ
car le produit scalaire est continu.
Comme Fd;la0; on peut choisir fACðG=HÞðKÞ non nul avecZ
G=H
f ðxÞFd;lðxÞ dxa0:
Soit WðaÞd l’orbite de d sous WðaÞ: On choisit une fonction re´elle CN a` support
compact sur WðaÞd ia;C; qui soit WðaÞ-invariante et e´gale a` 1 au voisinage de
ðd; lÞ: On de´ﬁnit une fonction j sur l’ensemble des triples ðP˜; *d; *lÞ ou` P˜ ¼
M˜A˜N˜AF; *dAðM˜Þ4; *lAi*a par:
jð*d; *lÞ ¼ 0 si P˜aP ou si P˜ ¼ P et
*deWðaÞd;
Cð*d; *lÞF0Pf ð*d; *lÞ si P˜ ¼ P et *dAWðaÞd:
(
Montrons que c’est un e´le´ment de S0P: Toutes les proprie´te´s se ve´riﬁent
imme´diatement excepte´ les relations:
ðUPðsÞjÞð*d; *lÞ ¼ jð*d; *lÞ; sAWðaÞ; *dAWðaÞd; *lAia:
Mais d’apre`s (2.7),
ðUPðsÞjÞð*d; *lÞ ¼ TP;*d;*l;sðjð*ds
1
; s1 *lÞÞ:
Tenant compte de la de´ﬁnition de j et de la WðaÞ-invariance de C; on a
ðUPðsÞjÞð*d; *lÞ ¼TP;*d;*l;sCð*d; *lÞF0Pf ð*ds
1
; s1 *lÞ
¼Cð*d; *lÞTP;*d;*l;sF0Pf ð*ds
1
; s1 *lÞ:
Comme F0PfAS
0
P; on a ﬁnalement:
ðUPðsÞjÞð*d; *lÞ ¼ Cð*d; *lÞF0Pf ð*d; *lÞ ¼ jð*d; *lÞ:
On choisit maintenant le support de C assez petit pour que j soit nulle au voisinage
de tout ð*d; *lÞAI avec ð*d; *lÞaðd; lÞ: Soit f1 l’e´le´ment de CðG=HÞðKÞ tel queF0f1 ¼ j;
dont l’existence est assure´e par (2.8). Alors la formule (2.10) applique´e a` f1 et f ; et le
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fait que jðd; nÞ ¼F0Pf ðd; nÞ pour n voisin de l; impliquent que:Z
G=H
f1ðxÞFd;lðxÞ dx ¼
Z
G=H
f ðxÞFd;lðxÞ dxa0: ð2:11Þ
Comme, pour ð*d; *lÞAI distinct de ðd; lÞ; ðF0Pf1Þð*d; *lÞ est nulle au voisinage de ð*d; *lÞ;
on voit, par un calcul analogue a` celui de l’e´quation (2.10), que:Z
G=H
f1ðxÞF*d;*lðxÞ dx ¼ 0:
Ceci joint aux e´quations (2.9) et (2.11) conduit a` une contradiction. Ceci ache`ve de
prouver que la somme est directe. &
3. Filtration de AðG=HÞðvÞ
3.1.
Soient w un caracte`re deDðG=HÞ et P ¼ MAN un e´le´ment deP avec L ¼ MA: On
a (cf. [5, Proposition 1]):
Pour tout FAAðG=HÞðwÞ il existe un sous-ensemble ﬁni, SP; de aC; tel que, pour
tout gAG et xASP NSP (ou` NSP est l’ensemble des
P
aASP naa; naAN), il existe
une fonction polynoˆmiale sur a; pxðPjF; gÞ; ve´riﬁant:
pour tout XAa strictement P-dominant, Fðgðexp tX ÞHÞ admet un de´veloppement
asymptotique au sens de [3] (voir aussi [22]) quand t-þN:X
xASPNSP
pxðPjF; g; tX ÞetðxrPÞðXÞ:
On dit que x est un exposant asymptotique deF le long de P si xASP NSP et est tel que
la fonction g/pxðPjF; gÞ est non identiquement nulle sur G: On note eðP;FÞ l’ensemble
des exposants asymptotiques de F le long de P: Les coefﬁcients correspondants sont
appele´s coefﬁcients asymptotiques de F le long de P: Par unicite´ des de´veloppements
asymptotiques (cf. [3, Section 3]), les coefﬁcients asymptotiques sont line´aires en F:
Un exposant asymptotique le long de P est dit directeur si c’est un e´le´ment
maximal de eðP;FÞ pour la relation d’ordre %P sur aC de´ﬁnie par:
x%Px
0 si et seulement si x0  xANSP:
On note elðP;FÞ l’ensemble des exposants asymptotiques directeurs de F le long
de P:
Maintenant, un exposant asymptotique de F le long de P est la restriction a` a d’un
exposant asymptotique de F le long de P|; pour P| minimal dans P contenu dans
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P; et re´ciproquement, la restriction a` a d’un exposant asymptotique de F le long de
P| est un exposant asymptotique de F le long de P (cf. e.g. [5, Proposition 5]). Donc,
si xAelðP;FÞ; il existe x0AeðP|;FÞ tel que x0ja ¼ x: On prend x00AelðP|;FÞ avec
x0%P|x
00: Alors x ¼ x0ja%Px00ja: Comme x est directeur et x00jaAeðP;FÞ; on a alors x ¼
x00ja: On peut donc choisir x
0 ci-dessus dans elðP|;FÞ:
En re´sume´, elðP;FÞCfx0jajx0AelðP|;FÞg: D’apre`s [18, Lemme 6], on a donc:[
FAAðG=HÞðwÞ
elðP;FÞ est fini ð3:1Þ
ce qui implique que l’on peut prendre SP inde´pendant de F: D’autre part, pour
FAAðG=HÞðwÞ; les fonctions g/pxðPjF; gÞ sont CN a` valeurs dans un sous-espace
de dimension ﬁnie de SðaÞ (cf. [5, Proposition 1(a)]). De plus, notant L la
repre´sentation re´gulie`re gauche de G et UðgÞ sur CNðGÞ; on a:
pxðPjLuF; Þ ¼ LupxðPjF; Þ; uAUðgÞ;
pxðPjLkF; Þ ¼ LkpxðPjF; Þ; kAK ;
ð3:2Þ
(cf. [5, Proposition 1(b)]). D’ou` l’on de´duit
eðP;LuFÞCeðP;FÞ; uAUðgÞ: ð3:3Þ
D’apre`s [5, Proposition 2(a)], on a aussi
pxðPjF; ghLexp X ; Y Þ ¼ pxðPjF; g; X þ YÞeðxrPÞðXÞ;
gAG; hLAL-H; X ; YAa:
ð3:4Þ
Enﬁn, les exposants asymptotiques directeurs satisfont les proprie´te´s suivantes (cf.
[5, Proposition 3(a) et Eq. (10)], et [1, Eq. (21)]):
pxðPjF; gnÞ ¼ pxðPjF; gÞ; gAG; nAN; xAelðP;FÞ ð3:5Þ
et
mPðDÞpxðPjF; lL-HÞ ¼ pxðPjDF; lL-HÞ;
lAL; DADðG=HÞ; xAelðP;FÞ;
ð3:6Þ
ou` mPðDÞ ¼ ððgLad Þ13gad ÞðDÞADðL=L-HÞ:
3.2. De´finition d’une repre´sentation induite
On conserve les notations pre´ce´dentes. Soit V un sous-ðl; K-LÞ-module d’une
repre´sentation CN de L; ðp; VpÞ; dans un espace de Fre´chet. On note IðVÞ l’espace
des applications j de K dans V ; ayant une image contenue dans un espace de
dimension ﬁnie, et CN de K dans cet espace, qui sont de plus K-ﬁnies par les
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translations a` gauche par K et ve´riﬁant:
jðkmÞ ¼ pðm1ÞðjðkÞÞ; kAK ; mAL-K : ð3:7Þ
On note indPmGVp l’espace de la repre´sentation induite C
N de la repre´sentation p de
L; e´tendue trivialement a` N: Plus pre´cise´ment, indPmGVp est l’espace des fonctions
j; CN de G dans Vp; telles que:
jðgmanÞ ¼ arPpðmaÞ1jðgÞ; gAG; mAM; aAA:
Lemme 2. On note IPðVÞ le sous-espace de indPmGVp forme´ des e´le´ments dont la
restriction a` K est e´le´ment de IðVÞ: Alors:
(i) IPðVÞ est un sous-ðg; KÞ-module de indPmGVp:
(ii) L’espace IðVÞ de meˆme que la structure de ðg; KÞ-module sur IðVÞ de´duite de
celle de IPðVÞ par transport de structure ne de´pend que de la structure de
ðl; L-KÞ-module de V.
(iii) Si V ¼ SnAN Vn; ou` les Vn sont des ðl; L-KÞ-modules ve´rifiant VnCVnþ1; on a
IPðVÞ ¼ SnAN IPðVnÞ:
De´monstration. (i) On e´crit g ¼ k"ðl-sÞ"n: On ﬁxe une base ðX1;y; XlÞ de
k; ðY1;y; YpÞ une base de ðl-sÞ et ðZ1;y; ZqÞ une base de n: Pour XAg et kAK ;
on e´crit
ðAd kÞX ¼
Xl
r¼1
xrðk1ÞðAd kÞXr þ
Xp
s¼1
ysðk1ÞYs þ
Xq
t¼1
ztðk1ÞZt;
ou` les fonctions xr; ys et zt sont C
N:
Soit jAIPðVÞ: Il sufﬁt, pour prouver (i) de voir que, pour XAg; l’action re´gulie`re
gauche de X sur j est e´le´ment de IPðVÞ: Mais cette action re´gulie`re gauche est
donne´e par la convolution a` gauche par la distribution sur G; a` support l’e´le´ment
neutre, associe´e a` X ; note´e encore X : Notons c ¼ X  j: Donc, pour kAK ; on a
cðkÞ ¼
Xl
r¼1
xrðk1ÞðXr  jÞðkÞ þ
Xp
s¼1
ysðk1Þðj  YsÞðkÞ þ
Xq
t¼1
ztðk1Þðj  ZtÞðkÞ:
Mais la de´ﬁnition de l’induite indPmGVp montre que:
j  Zt ¼ 0; ðj  YsÞðkÞ ¼ ðYs  rPðYsÞÞðjðkÞÞ;
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ou` rPAa
 est prolonge´e par 0 sur m: Donc
cðkÞ ¼
Xl
r¼1
xrðk1ÞðXr  jÞðkÞ þ
Xp
s¼1
ðYs  rPðYsÞÞðjðkÞÞ: ð3:8Þ
La K-ﬁnitude de j montre que les ðXr  jÞðkÞ sont contenus dans le sous-espace de
V ; engendre´ par fjðkÞj kAKg; qui est de dimension ﬁnie. De meˆme fðYs 
rPðYsÞÞðjðkÞÞj kAKg engendre un espace de dimension ﬁnie. Ceci montre que c est a`
valeurs dans un espace de dimension ﬁnie. La formule (3.8) montre e´galement que c
est CN: La K-ﬁnitude de c re´sulte de la formule:
LkðX  jÞ ¼ ðAd kÞX  ðLkjÞ; kAK :
(ii) La de´ﬁnition de IðVÞ est clairement inde´pendante de p: Le fait que l’action de g
ne de´pende que de V re´sulte de (3.8).
(iii) Clairement, IPðVÞ contient la re´union SnAN IPðVnÞ: Montrons l’inclusion
inverse. Soit jAIPðVÞ: Comme l’image de K par j est contenue dans un sous-espace
de dimension ﬁnie de V ; celle-ci est contenue dans un Vn: Donc jAIPðVnÞ; comme
de´sire´. &
3.3. De´finition de la filtration de AðG=HÞðwÞ
Rappelons un fait e´le´mentaire sur la projection sur un coˆne convexe ferme´ C d’un
espace vectoriel re´el euclidien E de dimension ﬁnie.
On notera C0 le coˆne dual de C; i.e. C0 ¼ fvAEj ðvjcÞp0; cACg: La projection de
vAE sur C est l’unique e´le´ment vC de C de distance minimale avec v: Alors (cf. [18,
Eqs. (21) et (23)]):
Soient v; v0AE: On a v  vCAC0 et v  vC est orthogonal a` vC:
De plus; si v  v0AC0 ou ðv0  vjvCÞX0; on a jjvCjjpjjv0Cjj
avec e´galite´ seulement si vC ¼ v0C:
ð3:9Þ
Soit PAP; on note aþP l’ensemble des lAa

P strictement P-dominants de aP; i.e. tels
que ðl; aÞ40 pour tout aASP: On note aþP son adhe´rence, qui est un coˆne convexe
ferme´. On note þaP le coˆne forme´ des
P
aASP xaa; xaX0: Le coˆne dual de a
þ
P est e´gal
a` þaP:
Si lAaP; on note lP sa projection sur a
þ
P : Montrons:
Soient P; QAP avec PCQ: Si lAaQCa

P; on alP ¼ lQ: ð3:10Þ
Ecrivons lP ¼ lQ þ l0AaþP avec l0AaQ et lQ orthogonal a` aQ: Montrons que
l0AaþQ : Soit aASQ: Il existe bAa

|; poids de a| dans nQCnP qui e´tend a: Donc, pour
ARTICLE IN PRESS
P. Delorme, S. Souaifi / Journal of Functional Analysis 217 (2004) 314–346328
un tel b; ðb; lPÞX0: Si wAW MQða|Þ; wb ve´riﬁe la meˆme proprie´te´. On a donc:X
wAW MQ ða|Þ
ðwb; lPÞX0:
Mais les invariants de W MQða|Þ dans a| sont contenus dans aQ: Donc:X
wAW MQ ða|Þ
wb ¼ ð#W MQða|ÞÞa
et: X
wAW MQ ða|Þ
ðwb; lPÞ ¼ ð#W MQða|ÞÞða; l0Þ:
Donc ða; l0ÞX0 pour aASQ; i.e l0AaþQ : D’apre`s ce qui pre´ce`de, on a ða; l0ÞX0 pour
aASP; car le produit scalaire ða; l0Þ est e´gal au produit scalaire ðajaQ ; l0Þ; c’est a` dire
l0AaþP ; soit encore ðl0ÞP ¼ l0: D’apre`s la de´ﬁnition de la projection lP; on doit avoir:
jjl lPjjpjjl l0jj:
Mais clairement jjl lPjj2 ¼ jjl l0jj2 þ jjlQjj2: Donc on doit avoir lQ ¼ 0 et lP ¼
l0: Mais alors lP satisfait les proprie´te´s caracte´ristiques de la projection de l sur aþQ :
Donc lP ¼ lQ comme de´sire´. Ceci ache`ve de prouver (3.10).
On note Ew l’ensemble des paires ðP; xÞ ou` PAPst et x est un exposant
asymptotique directeur le long de P d’au moins un e´le´ment de AðG=HÞðwÞ: Comme
Pst est ﬁni, Ew est ﬁni d’apre`s (3.1). On note E
0
w l’ensemble des e´le´ments ðP; xÞ de Ew
pour lesquels la norme de Re xP est minimale. On de´ﬁnit par re´currence E
nþ1
w comme
l’ensemble des e´le´ments ðP; xÞ de Ew\
Sn
k¼0 E
k
w pour lesquels la norme de Re xP est
minimale.
La ﬁltration Fw de AðG=HÞðwÞ est de´ﬁnie comme suit:
Fnw est l’ensemble des e´le´ments deAðG=HÞðwÞ dont
les exposants asymptotiques directeurs x le long de P
sont tels que ðP; xÞA Sn
k¼0
Ekw pour P de´crivantPst:
Montrons que:
Fnw est un sous-ðg; KÞ-module deAðG=HÞðwÞ: ð3:12Þ
Soient FAFnw; uAUðgÞ; PAPst: Alors, d’apre`s (3.3), eðP;LuFÞCeðP;FÞ: Donc, si
xAelðP;LuFÞ; il existe x0AelðP;FÞ avec x%Px0: Alors, d’apre`s (3.9), on a
jjRe x0PjjXjjRe xPjj: Comme fAFnw; on a ðP; x0Þ e´le´ment de
Sn
k¼0 E
k
w et il en va
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alors de meˆme de ðP; xÞ: Donc LuFAFnw: De meˆme, d’apre`s (3.2), pour
kAK ; elðP;LkFÞ ¼ elðP;FÞ ce qui implique LkFAFnw: Ceci ache`ve de prouver (3.12).
Soit an la valeur commune des nombres jjRe xPjj pour ðP; xÞAEnw:
Lemme 3. Soient FAFnw; P ¼ MANAPst: Supposons que x est un exposant
asymptotique de F le long de P avec jjRe xPjj ¼ an:
(i) Si Re x est strictement P-dominant, alors x est e´le´ment de elðP;FÞ:
(ii) On ne suppose plus Re x strictement P-dominant. On note Enw l’ensemble des paires
ðP0; x0ÞAEnw avec Re x0 strictement P0-dominant. Soit Q l’e´le´ment de Pst contenant
P dont le sous-groupe de Levi a pour alge`bre de Lie la somme des sous-espaces
poids sous a| pour des poids orthogonaux a` Re xP: Alors:
Re xPAa

Q; Re xjaQ ¼ Re xP; ð3:13Þ
ðRe xjaQÞQ ¼ Re xP est strictement Q-dominant, et
xjaQAelðQ;FÞ et ðQ; xjaQÞAEnw : ð3:14Þ
De´monstration. (i) On suppose Re x strictement P-dominant. Soit x0 un exposant
asymptotique deF le long de P: Montrons que si x%Px
0; alors x0 ¼ x: D’apre`s (3.9), on a:
jjRe x0PjjXjjRe xPjj ¼ an:
Comme FAFnw; on doit avoir e´galite´ et, toujours d’apre`s (3.9), on a Re x
0
P ¼ Re xP ¼
Re x: On a donc: Re x0 ¼ mþRe x avec mA þaP et m orthogonal a` Re x: Comme Re x
est strictement P-dominant, cela implique que m ¼ 0; donc Re x0 ¼ Re x: Finalement
x ¼ x0 comme de´sire´, puisque Imðx x0Þ est nul d’apre`s l’hypothe`se x%Px0:
(ii) On ne suppose plus que Re x est strictement P-dominant. Soit Q comme dans
l’e´nonce´. Par construction Z ¼ Re xPAaQ et Z est strictement Q-dominant. Ecrivons:
Re x ¼ mþRe xP avec mA þaP; m orthogonal a` Re xP ¼ Z:
On restreint les deux membres de l’e´galite´ a` aQ et on trouve:
Re xjaQ ¼ m0 þRe xP avec m0A þaQ; m0 orthogonal a` Re xP ¼ Z: ð3:15Þ
Comme ZAaQ est strictement Q-dominant, on voit que m
0 est nul, donc m est nul sur
aQ: Donc, d’apre`s (3.15), on a Re xjaQ ¼ Re xP: Ceci ache`ve de prouver (3.13). En
outre, comme Z ð¼ Re xPÞ est strictement Q-dominant, ZQ ¼ Z; i.e. ðRe xjaQÞQ ¼ Z ¼
Re xP: Maintenant xjaQAeðQ;FÞ d’apre`s [5, Proposition 5(b)]. Alors, d’apre`s (i) et les
hypothe`ses, on a xjaQAelðQ;FÞ et ðQ; xjaQÞAEnw ce qui ache`ve de prouver (3.14). &
Soit P ¼ MANAP avec L ¼ MA: On identiﬁe, graˆce a` la de´composition (1.1)
pour L; les fonctions sur M=M-H et sur a a` des fonctions sur L=L-H: Ainsi toute
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fonction polynoˆmiale sur a; pASðaÞ; s’identiﬁe a` une fonction sur L=L-H par
composition avec HL: De meˆme, on notera, pour xAaC; e
x au lieu de ex3HL : On fait
agir l; L-K par action re´gulie`re gauche sur les espaces de fonctions sur
L=L-H;AtempðM=M-HÞ; SðaÞ et Cex: On note Cx le L-module de dimension
1 trivial sur M et dont la diffe´rentielle sur a est e´gale a` x; de sorte que Cx est
isomorphe a` Cex: On remarque que AðL=L-HÞ est un sous-ðl; L-KÞ-module de
CNðL=L-HÞ:
Lemme 4. Soient ðP; xÞAEnw ; avec P ¼ LN; et FAFnw: On e´crit L ¼ MA: On de´finit:
ðTP;xFÞðg; lÞ ¼ pxðPjF; gl; 0Þ; gAG; lAL:
(i) On a:
TP;xFAIPðAtempðM=M-HÞ#SðaÞ#CexÞ ð3:16Þ
et meˆme
TP;xF est e´le´ment de la somme directe; suroADðM=M-HÞ4
tels que ðo#wAx ÞB ¼ w; de IPðAtempðM=M-HÞðoÞ#SðaÞ#CexÞ:
ð3:17Þ
(ii) L’intersection des noyaux des TP;x; ðP; xÞAEnw ; est e´gale a` Fn1w :
De´monstration. Si TP;xF est non nul, on a xAeðP;FÞ et d’apre`s le Lemme pre´ce´dent,
on a xAelðP;FÞ: Alors les e´quations (3.2)a` (3.6) montrent que:
TP;xFAIPðAðM=M-HÞ#SðaÞ#CexÞ:
Montrons que:
TP;xFðkÞAAtempðM=M-HÞ#SðaÞ#Cex; kAK : ð3:18Þ
Par e´quivariance (cf. Eq. (3.2)), on se re´duit a` k ¼ e: D’apre`s [10, apre`s Eq. (5.1)], la
tempe´rance de ðTP;xFÞðeÞeðxþrPÞ3HL est e´quivalente au fait que tous les exposants
asymptotiques directeurs de ðTP;xFÞðeÞ; le long de tout e´le´ment Q de PLst; ZAðaQÞC;
ve´riﬁent:
Re Z%QRe x: ð3:19Þ
Mais d’apre`s [5, Proposition 5(b)], Z est un exposant de F le long de Q0 :¼ QNAPst
(QAPLst et PAPst) qui ve´riﬁe ZjaP ¼ x: Comme FAFnw; on doit avoir jjRe ZQ0 jjpan:
On e´crit Re Z ¼ mþRe x avec m orthogonal a` aP: Comme d’apre`s (3.10), Re xQ0 ¼
Re xP qui est e´gal a` Re x; on a ðRe ZRe x;Re xQ0 Þ ¼ ðm;Re xÞ ¼ 0; et donc, d’apre`s
(3.9), jjRe ZQ0 jjXjjRe xjj: Comme jjRe ZQ0 jjpan et jjRe xjj ¼ an; jjRe ZQ0 jj ¼ jjRe xjj;
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puis, toujours graˆce a` (3.9), on a Re ZQ0 ¼ Re x: Alors, d’apre`s (3.9), on a mA þaQ0 :
Il de´coule alors de l’orthogonalite´ de m a` aP que m%Q0: Donc (3.19) est ve´riﬁe´, ce qui
implique (3.18) et ache`ve de prouver (3.16). Prouvons (3.17). Il s’agit de de´composer
ðTP;xFÞðkÞ en somme sur i d’e´le´ments de AtempðM=M-HÞðwMLi Þ#Sða
Þ#Cex; ou`
LiAðad;MÞC ve´riﬁe ðwLLiþxÞ
B ¼ w: Par e´quivariance, on se rame`ne a` k ¼ e: Ecrivons
w ¼ wL pour un LAðadÞC: Soit Iw ¼ Ker w: On suppose F annule´ par Ipw : Comme
xAelðP;FÞ; on de´duit de [5, Eq. (10), Proposition 3, Eq. (18)] et [1, Eq. (21)], que
C :¼ ðTP;xFÞðeÞ est annule´ par Jpw ou` Jw ¼ fDADðL=L-HÞj gLad ðDÞA
SðadÞWðad Þ; wLLðDÞ ¼ 0g: D’autre part, de´composant l’action de DðL=L-HÞ sur C;
on peut e´crire C comme une somme de fonctions sur L=L-H;Ci; i ¼ 1;y; q; non
nulles, annule´es par une puissance J
pi
L0i
de l’ide´al JL0i ¼ Ker wLL0i ; ou` L
0
iAðadÞC: En
outre, d’apre`s (3.18), on voit que L0i ¼ Li þ x avec LiAðad;MÞC: Soit DADðL=L-HÞ
avec gLad ðDÞASðadÞW ða
d Þ: Les valeurs propres de D agissant sur DðL=L-HÞC
sont les wLL0iðDÞ: Mais aussi, comme C est annule´ par J
p
w ; les valeurs propres de
D se re´duisent a` wLLðDÞ: Ceci montre que les L0i et L sont WðadÞ-conjugue´s.
Donc on a:
wLiþx ¼ wL; i:e: ðwLLiþxÞ
B ¼ w:
Ceci ache`ve de prouver (3.17) et (i).
Montrons (ii). Soit FAFnw appartenant a` l’intersection des noyaux des
TP;x; ðP; xÞAEnw : Supposons FeFn1w : Alors il existe ðP; xÞ avec xAelðP;FÞ et
jjRe xPjj ¼ an: Mais alors, d’apre`s le Lemme 3(ii), on peut choisir QAPst; contenant
P; tel que, notant Z ¼ xjaQ ; on a ðQ; ZÞAEnw et ZAelðQ;FÞ: Alors TQ;ZF est non nul
puisque pZðQjF; Þ est non identiquement nul. Une contradiction avec l’hypothe`se sur
F: Donc FAFn1w : Il reste maintenant a` montrer l’inclusion inverse, i.e.
Fn1w D
T
ðP;xÞAEnw Ker TP;x: Soit donc FAF
n1
w : Supposons par l’absurde, qu’il existe
ðP; xÞAEnw tel que TP;xFa0: Par e´quivariance (cf. Eq. (3.2)), cela implique que
TP;xFðeÞa0; i.e. x est un exposant asymptotique de F le long de P: Comme
ðP; xÞAEnw ; il re´sulte alors du Lemme 3(i) que x est un exposant asymptotique
directeur de F le long de P: Maintenant, comme FAFn1w ; on a ðP; xÞeEnw; d’ou` une
contradiction. Ceci ache`ve de prouver (ii). &
The´ore`me 2. La somme directe Tn des TP;x; ðP; xÞAEnw ; passe au quotient en un
isomorphisme de ðg; KÞ-modules entre Fnw=Fn1w et la somme directe, Gnw; sur P ¼
MANAPst;o caracte`re de DðM=M-HÞ; et xAaC avec Re x strictement P-dominant
ve´rifiant jjRe xjj ¼ an et ðo#wAx ÞB ¼ w; de
IPðAtempðM=M-HÞðoÞ#SðaÞ#CexÞ:
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De´monstration. Le fait que ce soit un morphisme de ðg; KÞ-modules est
imme´diat. D’apre`s le Lemme pre´ce´dent, l’image de Tn est contenue dans G
n
w et son
noyau est Fn1w : Avant de ﬁnir la de´monstration, on va montrer la Proposition
suivante.
Proposition 1. Soient P ¼ MANAPst; avec L :¼ MA;o un caracte`re de
DðM=M-HÞ avec AtempðM=M-HÞðoÞa0; et xAaC avec Re x strictement P-
dominant, jjRe xjj ¼ an et ðo#wAx ÞB ¼ w: Alors:
(i) ðP; xÞAEnw :
(ii) Si fAIPðAtempðM=M-HÞðoÞ#SðaÞ#CexÞ; il existe FAFnw tel que:
TP;xF ¼ f;
TP0;x0F ¼ 0 si ðP0; x0ÞAEnw est distinct de ðP; xÞ:
(iii) Si de plus Q ¼ MQAQNQAPst est contenu dans P; dA bMQ; nAiðaPQÞ et
fAIPðAtempðM=M-H; d; nÞ#SðaÞ#CexÞ; alors F peut eˆtre choisi comme
combinaison line´aire de fonctions de la forme:
@ðuÞðpðlÞEð %Q; d; l; Z;jÞÞjl¼nx
ou` jAId; ZAVðdÞ; uASðaQÞ; et pASðaQÞ est tel que:
l/pðlÞEð %Q; d; Z; l;jÞ est holomorphe
au voisinage de n x dans ðaQÞC:
Ici %Q est le sous-groupe parabolique oppose´ a` Q.
De´monstration. On va utiliser les re´sultats de [18] sur les fonctions t-sphe´riques, en
utilisant le dictionnaire entre les fonctions t-sphe´riques et les fonctions K-ﬁnies, dont
on va rappeler quelques e´le´ments.
Soit Vt un sous-espace de dimension ﬁnie de C
NðKÞ invariant par les translations
a` droite et a` gauche par K : On note t la repre´sentation re´gulie`re droite de K dans Vt:
Si ðp; HpÞ est une repre´sentation de K ; on notera ðHpÞVt la somme des composantes
isotypiques de type gA bK ou` g est contenu dans t: On note lt la forme line´aire sur Vt
donne´e par l’e´valuation en l’e´le´ment neutre de K : On note ðHpÞðKÞ l’espace des
vecteurs K-ﬁnis de Hp: On regarde l’action re´gulie`re gauche de K dans C
NðG=HÞ: A
toute fonction fACNðG=HÞVt ; on associe l’application de classe CN; ft de G=H dans
Vt telle que:
ð ftðxÞÞðkÞ ¼ f ðkxÞ; kAK ; xAG=H: ð3:20Þ
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Alors ftACNðG=H; tÞ; l’espace des fonctions CN sur G=H; t-sphe´riques. On de´ﬁnit,
pour fACNðG=H; tÞ; une fonction f t; de classe CN sur G=H par:
f tðxÞ ¼ /f ðxÞ; ltS; xAG=H: ð3:21Þ
Lorsqu’on munit CNðG=HÞVt de la topologie induite par celle de CNðG=HÞ;
l’application f/ft de´ﬁnit un isomorphisme line´aire continu de C
NðG=HÞVt sur
CNðG=H; tÞ car:
ð f tÞt ¼ f ; fACNðG=H; tÞ;
ð ftÞt ¼ f ; fACNðG=HÞVt :
ð3:22Þ
On fait agir KM ¼ M-K sur CNðKÞ par repre´sentation re´gulie`re droite et
naturellement sur VNd : Alors, l’espace des invariants sous l’action de
KM ; ðCNðKÞ#VNd ÞKM ; est l’espace de la re´alisation compacte des se´ries principales
ge´ne´ralise´es associe´es a` d et P; note´ dans la Section 2.1 CNðK ; dÞ ou encore Id; et
l’espace:
CNðK; d; tÞ :¼ ðCNðK ; dÞ#VtÞK
s’e´crit e´galement
CNðK ; d; tÞ ¼ ðCNðKÞ#VNd #VtÞKMK :
A tout jACNðK ; dÞVt ; on associe l’application jt de K  K dans Vd de´ﬁnie par:
jtðk; xÞ ¼ jðkxÞ; k; xAK : ð3:23Þ
Pour E espace vectoriel de dimension ﬁnie et X ; Y varie´te´s, on identiﬁe l’espace
CNðY ; EÞ#CNðXÞ a` un sous-espace de CNðX  Y ; EÞ: Il est facile de ve´riﬁer que
l’appartenance de j a` CNðK ; dÞVt implique jtACNðK ; dÞ#Vt: De plus, jt est un
e´le´ment de CNðK ; d; tÞ: De meˆme, a` tout jACNðK ; d; tÞ; on associe la fonction
jtACNðK ; dÞVt par:
jtðkÞ ¼ /jðkÞ; ltS; kAK : ð3:24Þ
Alors:
L’application j/jt est un isomorphisme line´aire continu
de CNðK ; dÞVt dans CNðK; d; tÞ; et ðjtÞ
t ¼ j pour tout
j dans CNðK ; dÞVt :
ð3:25Þ
On rappelle maintenant la de´ﬁnition des inte´grales d’Eisenstein.
On note AðG=H; tÞ l’espace des e´le´ments F de AðG=HÞ#Vt tels que FðkxÞ ¼
tðkÞFðxÞ; kAK ; xAG=H: Pour w e´le´ment de NKða|Þ; on de´ﬁnit l’involution sw de G
par swðgÞ ¼ w1sðwgw1Þw; gAG: Le quadruplet ðG; sw; y; w1HwÞ ve´riﬁe les
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meˆmes hypothe`ses que ðG; s; y; HÞ et on lui applique les notations de´ja` introduites
pour de tels quadruplets. Soit L un s-sous-groupe de Levi de G avec L ¼ MA: On
note tM la restriction de t a` M-K : On de´ﬁnit:
A2ðM; tÞ :¼
M
wAWM
A2ðM=M-w1Hw; tMÞ ð3:26Þ
ou` A2ðM=M-w1Hw; tMÞ est l’espace des fonctions CN; tM-sphe´riques sur
M=M-w1Hw; qui sont de carre´ inte´grable et DðM=M-w1HwÞ-ﬁnies. Ces
espaces sont de dimension ﬁnie (cf. [10, Proposition 1]).
Soit P ¼ LN un e´le´ment de P: Soit lAaC tel que Re l rP soit strictement P-
dominant. A tout c ¼ ðcwÞwAWMAA2ðM; tÞ; on associe la fonction Cl de´ﬁnie pour
xAG=H par:
ClðxÞ ¼
0 si xe
S
wAWM Pw
1H
alþrPcwðmÞ si x ¼ namw1H; avec nANP; aAA; mAM; wAWM :
(
L’inte´grale d’Eisenstein EðP;c; lÞ est de´ﬁnie pour xAG=H par:
EðP;c; lÞðxÞ ¼
Z
K
tðk1ÞClðkxÞ dk:
Cette inte´grale converge et de´ﬁnit une fonction de classe CN; t-sphe´rique
et DðG=HÞ-ﬁnie. De plus EðP;c; lÞ admet un prolongement me´romorphe a` aC
(cf. [7, Section 3.1]). On notera, pour wAWM ;A2ðM=M-w1Hw; tMÞd l’espace des
e´le´ments tM-sphe´riques de A2ðM=M-w1HwÞd#Vt: On note
A2ðM; tÞd ¼
M
wAWM
A2ðM=M-w1Hw; tMÞd:
Pour wAWM ; on introduit l’application line´aire de CNðK ; d; tÞ#Vðd; wÞ dans
A2ðM=M-w1Hw; tMÞd:
f#Z/cf#Z ou`cf#ZðmM-w1HwÞ ¼ /d0ðmÞZ; f ðeÞS:
C’est un isomorphisme line´aire (cf. [7, Eq. (2.13)]).
Soient ZAVðdÞ et jACNðK ; dÞVt : Alors EðP; d; l; Z;jÞ appartient a` CNðG=HÞVt
et l’on a l’identite´:
EðP; d; l; Z;jÞt ¼ EðP;cjt#Z; lÞ ð3:27Þ
(cf. [7, Eq. (8.8)]). De meˆme (cf. [7, Eq. (8.9)]), on a l’identite´ de fonctions
me´romorphes:
E0ðP; d; l; Z;jÞt ¼ E0ðP;cjt#Z; lÞ: ð3:28Þ
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Revenons a` la Proposition 1. Soit f comme dans l’e´nonce´ de (ii). On choisit Vt
assez grand pour que fAIPðAtempðM=M-HÞ#SðaÞ#CexÞVt : On de´ﬁnit
ftAC
NðK ;AtempðM=M-HÞ#SðaÞ#Cex#VtÞ par:
ftðk; k0Þ ¼ fðkk0ÞAAtempðM=M-HÞ#SðaÞ#Cex; kAK; k0AK-L:
Rassemblons dans un Lemme des re´sultats importants de [18] dont nous aurons
besoin (cf. [18, The´ore`me 8.1, Proposition 8.0.1 et Section 9]).
Lemme 5. Il existe FAFnw#Vt; t-sphe´rique, telle que:
(i) pxðPjF ; m; XÞeðxrPÞðXÞ ¼ ftðe; m exp X Þ; mAM=M-H; XAa; ou` ft est regarde´
comme une application de K  ðL=L-HÞ a` valeurs dans Vt:
(ii) x est un exposant asymptotique directeur de F le long de P.
(iii) Si QAPst et lAeðQ; FÞ; alors jjRe lQjjpan: De plus, si Re l est strictement Q-
dominant et jjRe ljj ¼ an; alors Q ¼ P et l ¼ x:
(iv) Soient Q ¼ MQAQNQAPst; QCP; dAðMQÞ4; nAiaQ: Si f est e´le´ment de
IPðAtempðM=M-H; d; nÞ#SðaÞ#CexÞ; F est combinaison line´aire de fonc-
tions de la forme:
@ðuÞðpðlÞEð %Q;c; lÞÞjl¼nx
ou` cAA2ðMQ; tÞd; uASðaQÞ; et pASðaQÞ est tel que:
l/pðlÞEð %Q;c; lÞ est holomorphe au voisinage de n x dans ðaQÞC:
De´monstration. Graˆce au The´ore`me 1, on se rame`ne au cas ou` f est un e´le´ment de
IPðAtempðM=M-H; d; nÞ#SðaÞ#CexÞ: La Proposition 8.0.1 de [18] et sa preuve,
dans lesquelles on change P en %P et on prend l ¼ x et f : ðmM-H; XÞ/
ftðe; m exp X ÞeðxþrPÞðX Þ; jointe au The´ore`me 8.1 de [18] dans lequel on change P en
%P; Q en %Q et on prend l ¼ x; montrent qu’il existe FAAðG=H; tÞðwÞ ve´riﬁant (i), (ii)
et (iv) (pour (i) voir [18, Proposition 8.0.1(i) et (iv)], pour (ii) voir
[18, Proposition 8.0.1(iv)], et pour (iv) voir la preuve de la Proposition 8.0.1
et le The´ore`me 8.1 de [18]). En outre, on peut supposer que, pour P| e´le´ment
minimal de Pst et x
0AeðP|; FÞ; on a (cf. [18, Eq. (161), sa preuve et
Proposition 8.0.1(iii)]):
Si P|DP; on a jjRe x0P| jjpjjRe xjj
avec e´galite´ seulement si Re x0P| ¼ Re x et x
0
jaP ¼ x
ð3:29Þ
ainsi que (cf. [18, Eq. (164) et sa preuve]):
Si P|D/ P; on a jjRe x0P| jjojjRe xjj: ð3:30Þ
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Montrons que cela implique (iii). Soient QAPst et lAeðQ; FÞ: Soit P| un e´le´ment
minimal de Pst contenu dans Q: Il existe x
0AeðP|; FÞ avec x0jaQ ¼ l: Utilisons (3.9)
pour v ¼ Re l et v0 ¼ Re x0; en tenant compte du fait que Re lQ ¼ Re lP| d’apre`s
(3.10). On en de´duit:
jjRe x0P| jjXjjRe lQjj:
D’apre`s (3.29) et (3.30), on en de´duit:
jjRe lQjjpan
car jjRe xjj ¼ an (cf. l’hypothe`se de la Proposition 1). Ceci prouve la premie`re partie
de (iii). En outre, s’il y a e´galite´, on doit avoir (cf. Eq. (3.30)) P|DP et (cf. Eqs. (3.9)
et (3.29)):
Re x0P| ¼ Re lQ ¼ Re x et x
0
jaP ¼ x: ð3:31Þ
Donc Re x ¼ Re lQ: Comme Re x est strictement P-dominant par hypothe`se, le sous-
groupe de Levi de P; LP; a pour alge`bre de Lie la somme des sous-espaces poids sous
a|; pour les poids orthogonaux a` x: Donc LQCLP: Par ailleurs, P| est contenu dans
P et Q: Donc P (resp. Q) est engendre´ par P| et LP (resp. LQ). Donc Q est contenu
dans P: Si en outre Re l est strictement Q-dominant, on a: Re l ¼ Re lQ ¼ Re x:
Donc Re x est strictement P et Q-dominant. Ce n’est possible que si P ¼ Q: Alors,
d’apre`s (3.31) et le fait que l ¼ x0jaQ ; on a l ¼ x comme de´sire´. Ceci ache`ve la preuve
du Lemme 5. &
Fin de la de´monstration de la Proposition 1. Achevons de prouver que f; comme dans
l’e´nonce´ de la Proposition 1(ii), est dans l’image de Tn: Soit F comme dans l’e´nonce´
du Lemme 5. On va prouver que F tAFnw et TnðF tÞ ¼ f (cf. Eq. (3.21) pour la
de´ﬁnition de F t). On de´duit de (3.21) que, pour tout ðQ; ZÞAEw:
pZðQjF t; g; X Þ ¼ /pZðQjF ; g; XÞ; ltS; gAG; XAaQ: ð3:32Þ
Il re´sulte alors du Lemme 5 que:
F tAFnw et TQ;ZðF tÞ ¼ 0 si ðQ; ZÞAEnw est tel que ðQ; ZÞaðP; xÞ: ð3:33Þ
Enﬁn, d’apre`s le Lemme 5(i) et la t-sphe´ricite´ des deux membres de l’e´quation
suivante, on a:
pxðPjF ; kl; 0Þ ¼ ftðk; lÞ; kAK ; lAL:
Joint a` (3.32), on en de´duit:
ðTP;xF tÞðk; lÞ ¼ ðftÞtðk; lÞ; kAK; lAL:
Mais ðftÞt ¼ f (cf. Eq. (3.22)). On a donc prouve´ TP;xF t ¼ f comme de´sire´.
Finalement, tenant compte du Lemme 5(i) et (iv) et du lien entre inte´grales
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d’Eisenstein et ‘‘inte´grales d’Eisenstein’’ (cf. Eq. (3.27)), on a prouve´ la
Proposition 1. &
La Proposition 1 montre la surjectivite´ de Tn; et cela ache`ve la preuve du
The´ore`me 2. &
4. Application aux groupes regarde´s comme espaces syme´triques
On suppose que G ¼ G0  G0 et que s est l’inversion des facteurs de sorte
que H est la diagonale, Diag G0; de G0  G0: Alors G=H s’identiﬁe a` G0 par
l’application ðx; yÞ/xy1; y est e´gal a` ðy0; y0Þ ou` y0 est une involution de Cartan
de g0; et K ¼ K0  K0 ou` K0 est un sous-groupe compact maximal de G0: Les
e´le´ments de Pst sont de la forme P ¼ P0  y0ðP0Þ ou` P0 est un sous-groupe
parabolique de G0; contenant un sous-groupe parabolique minimal ﬁxe´, Pmin;0; de
G0: On note P0 ¼ M0A0N0 la de´composition de Langlands de P0; avec M0A0 ¼
P0-y0ðP0Þ: On note P0 le sous-groupe parabolique y0ðP0Þ: La s-de´composition de
Langlands de P s’e´crit P ¼ MAN ou` M ¼ ðM0  M0ÞDiag A0; A ¼ fða; a1Þj aAA0g
et N ¼ N0  y0ðN0Þ:
Soient ðd0; Vd0ÞA bM0 et ðd; VdÞ la repre´sentation de M triviale sur Diag A0 et dont
la restriction a` M0  M0 est e´gale a` d0#d00: On se limite aux d de cette forme, car
dans les autres cas VðdÞ ¼ 0: On note Z l’e´le´ment de V 0d donne´ par:
Zðv#v0Þ ¼ /v; v0S; vAVd0 ; v0AVd00 :
Alors:
WM est re´duit a` un e´le´ment etVðdÞ ¼ CZ:
Pour nAa; on de´ﬁnit n0Aa0 par n0ðX Þ ¼ nðX ;XÞ=2; XAa0: Les fonctions
n/jðP; d; n; ZÞ sont lie´es aux inte´grales d’entrelacement n/Aðy0ðP0Þ; P0; d0; n0Þ
(cf. [4, Section 4]) et les inte´grales d’Eisenstein EðnÞ; ou` EðnÞ ¼ EðP; d; n; Z;jÞ;
Eq. (2.1), resp. E0ðP; d; n; Z;jÞ; de´ﬁnies apre`s Eq. (2.4), s’e´crivent comme des
fonctions du type:
g/
Xn
i¼1
fiðnÞ/ %pP0d0;n0ðg1Þji;j0iS
ou` les ji (resp. j
0
i) AId0 (resp. Id00 ), et les fiðnÞ sont me´romorphes en n et, en chaque
point, le produit de fiðnÞ par un polynoˆme en n convenable est holomorphe. Mais on
a un e´nonce´ similaire en rempla@ant P0 par P0: cela re´sulte de la me´romorphie des
inte´grales d’entrelacement et de leurs inverses. Il re´sulte du Lemme 10 de [12] que
l’ensemble E des combinaisons line´aires de fonctions @ðuÞðpðnÞEðnÞÞjn¼l; lorsque
jAðIdÞðKÞ; uASðaÞ et pASðaÞ est tel que pðnÞEðnÞ est holomorphe en l; ne change
pas si on multiplie les p par un polynoˆme q tel que les qðnÞfiðnÞ soient en outre
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holomorphes en l: Alors:
E est contenu dans l0ensemble des combinaisons line´aires de
@ðu0Þ/ %pP0d0;n0ðg1Þj0;j00Sjn0¼l0 ; j0AðId0ÞðK0Þ; j00AðId00ÞðK0Þ:
ð4:1Þ
The´ore`me 3.
(i) Soit V un ðg0; K0Þ-module d’Harish-Chandra admettant un caracte`re infinite´simal
ge´ne´ralise´ w0; i.e. annule´ par une puissance d’un ide´al maximal de Zðg0Þ: Alors V
est un sous-quotient d’une somme directe de repre´sentations V
Q0
d0;l0
; ou` Q0 ¼
MQ0AQ0NQ0 contient Pmin;0; d0 est une se´rie discre`te de M0; l0AðaQ0ÞC est tel que
Re l0 est strictement Q0-anti-dominant, et V
Q0
d0;l0
est une somme directe de
certaines de´rive´es successives de (la re´alisation compacte de) la famille
ðIQ0d0;n0Þn0AðaQ0 ÞC en l0 (cf. Appendice A).
(ii) On suppose ici que G0 est un groupe re´el re´ductif satisfaisant les hypothe`ses de [8],
et on de´finit la notion de longueur des K0-types et de K0-type minimal comme dans
[20, De´finition 5.4.18]. Alors, si les K0-types de V sont de longueur supe´rieure ou
e´gale a` l, on peut choisir les donne´es ðQ0; d0; l0Þ telles que les K0-types minimaux
de I
Q0
d0;l0
soient e´galement de longueur supe´rieure ou e´gale a` l.
De´monstration. Montrons que si le The´ore`me est vrai pour tout module d’Harish-
Chandra cyclique, il est vrai pour tout module d’Harish-Chandra. En effet, soit V un
module d’Harish-Chandra, soit ðvjÞ un ensemble ﬁni de ge´ne´rateurs du ðg0; K0Þ-
module V ; et soit Vj le sous-ðg0; K0Þ-module de V engendre´ par vj: Alors "j Vj
ve´riﬁe les meˆmes proprie´te´s que V et l’application, qui a` ðxjÞA"j Vj associe
P
j xj ;
est un ðg0; K0Þ-homomorphisme surjectif de "j Vj sur V : Donc V est un ðg0; K0Þ-
module quotient de la somme des Vj: Si le The´ore`me est vrai pour les Vj; il est vrai
pour la somme directe des Vj: Cette somme apparait comme un sous-quotient d’une
somme de V
Q0
d0;l0
satisfaisant (ii) pour"jVj: Alors V ; qui est un quotient de la somme
des Vj ; est a` son tour un sous-quotient de cette somme de V
Q0
d0;l0
qui satisfont (ii),
comme de´sire´.
On suppose donc de´sormais que V est cyclique.
Supposons le The´ore`me de´montre´ pour les modules d’Harish-Chandra cycliques
dont le module d’Harish-Chandra contragre´dient est cyclique. Montrons que le
The´ore`me est vrai pour V : Soit V 0 le module d’Harish-Chandra contragre´dient de V :
Comme V 0 est de type ﬁni, on e´crit V 0 ¼Pj V 0j ou` les V 0j sont des ðg; KÞ-modules
cycliques. On note Wj l’orthogonal de V
0
j dans V de sorte que
T
j Wj ¼ f0g:
L’application naturelle V-"jV=Wj est donc une injection. Par ailleurs, Vj :¼
V=Wj satisfait ðVjÞ0 ¼ V 0j : Comme V et V 0j sont cycliques, Vj est cyclique ainsi que
son module d’Harish-Chandra contragre´dient. Par ailleurs, les Vj ve´riﬁent les meˆmes
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hypothe`ses que V : Comme pre´ce´demment, si le The´ore`me est vrai pour les Vj ; il est
vrai pour V :
On est donc ramene´ au cas ou` V est engendre´ par v0 et son module d’Harish-
Chandra contragre´dient, V 0; par v00: On note F le coefﬁcient associe´ a` ðv0; v00Þ; cv0;v00
(cf. Appendice A.2, Eq. (A.4)), et notons VF le ðg0; K0Þ-module engendre´ par F sous
la repre´sentation re´gulie`re gauche de g0 et K0: Alors (cf. Lemme A.2(iii)) V est
isomorphe a` VF:
On rappelle qu’on a identiﬁe´ G=H a` G0: Alors DðG=HÞ s’identiﬁe a` Zðg0Þ: Ainsi
on a FAAðG0Þðw0Þ: Il sufﬁt donc de prouver le The´ore`me pour les ðg0; K0Þ-modules
de la forme VF; i.e. les sous-ðg0; K0Þ-modules deAðG0Þðw0Þ engendre´s par un e´le´ment
F sous l’action re´gulie`re gauche. Supposons FAFnw0 : On proce`de par re´currence sur
n: On pose F1w0 :¼ 0: Donc, si n ¼ 1; il n’y a rien a` prouver. On suppose
maintenant nAN et le The´ore`me vrai si FAFn1w0 : On suppose donc FAF
n
w0
\Fn1w0 :
Donc TnF est non nul et s’e´crit (cf. The´ore`mes 2 et 1) sous la forme d’une somme
ﬁnie de:
fd;n;xAI
PðAtempðM=M-H; d; nÞ#SðaÞ#CexÞ
ou` P ¼ MANAPGst; i.e. contient Pmin;0  y0ðPmin;0Þ et x ¼ ðx0;x0ÞAaCCða0ÞC 
ða0ÞC; avec Re x strictement P-dominant et jjRe xjj ¼ an:
De plus, on a pris Q ¼ MQAQNQAPGst contenu dans P et Q ¼ Q0  y0ðQ0Þ; Q0 ¼
MQ0AQ0NQ0 ; d ¼ d0#d00; avec d0 une se´rie discre`te de MQ0 ; et nAiaQ de la forme
ðn0;n0Þ; avec n0AiaQ0 :
Le The´ore`me 2 joint a` la Proposition 1 et a` (4.1) montre que, si fd;n;xa0; il existe
Fd;n;xAFnw0 ; combinaison line´aire de de´rive´es de coefﬁcients de
ð %pQ0d0; n0Þn0AðaQ0 ÞC en n0 ¼ n0  x0; tel que Tn Fd;n;x ¼ fd;n;x: On note Y l’ensemble des
triples ðd; n; xÞ comme ci-dessus avec fd;n;xa0: Alors, par ite´ration du Lemme A.3,
Fd;n;x est un coefﬁcient d’une somme directe Vd;n;x de de´rive´es successives de
ð %pQ0d0; n0Þn0AaQ0 en n0 ¼ n0  x0: On note Xd;n;x ou X le sous-ðg; KÞ-module de C
NðG0Þ
engendre´ par Fd;n;x; qui est un sous-espace de l’espace engendre´ par les coefﬁcients de
Vd;n;x: Ici le premier (resp. le second) facteur de G ¼ G0  G0 agit par repre´sentation
re´gulie`re gauche (resp. droite) sur CNðG0Þ: On note X 0d;n;x ou X0 le sous-ðg0; K0Þ-
module de CNðG0Þ engendre´ par Fd;n;x sous la repre´sentation re´gulie`re gauche de g0
et K0: Alors X0 forme un ensemble de ge´ne´rateurs de X sous l’action re´gulie`re droite.
D’autre part, d’apre`s le Lemme A.2(i), X0 est un sous-quotient de Vd;n;x: Or, d’apre´s
le Lemme A.1(i), Vd;n;x admet une ﬁltration dont les sous-quotients sont isomorphes
a` ðIQ0d0;n0x0ÞðK0Þ: Donc:
Les K0 -types minimaux de X0 sont de longueur
supe´rieure ou e´gale a` celle des K0 -types minimaux de ðIQ0d0;n0x0ÞðK0Þ:
ð4:2Þ
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On conside`re le ðg; KÞ-module Y ; image de X par Tn; engendre´ par Tn Fd;n;x ¼
fd;n;xa0; qui est donc contenu dans I
PðAtempðM0; d; nÞ#SðaÞ#CexÞ: Comme Y
est non nul et K-invariant, l’e´valuation en e; eve; de´termine un homomorphisme non
nul de ðp; M-KÞ-modules de Y versAtempðM0; d; nÞ#SðaÞ#CexrP : Ainsi l’image
de cet homomorphisme est un ðl; M-KÞ-module qui est un quotient de Y=nY :
Cette image est donc un sous-module d’Harish-Chandra pour ðl; M-KÞ
(cf. [16, Proposition 2.24]) non nul. D’apre`s le Lemme 1(iii), cela implique que
cette image a un quotient isomorphe a` ðIQ-Md;n ÞðK-MÞ#CexrP : Munissant
ðIQ-Md;n ÞðK-MÞ#CexrP d’une structure de ðp; K-MÞ-module triviale sur nP; Y
posse`de donc un morphisme de ðp; K-MÞ-modules non nul vers
ðIQ-Md;n ÞðK-MÞ#CexrP : Par re´ciprocite´ de Frobenius, on en de´duit un e´le´ment non
nul, q; de Homðg;KÞðY ; ðIQd;nxÞðKÞÞ: Avec nos choix, l’action re´gulie`re gauche sur
CNðGÞ est l’action du premier facteur de g ¼ g0  g0: La repre´sentation de ce
premier facteur sur ðIQd;nxÞðKÞ est simplement une somme de copies de ðIQ0d0;n0x0ÞðK0Þ:
Soit q0 la restriction de q a` l’image Y0 de X0 par Tn: Comme X0 engendre X sous la
repre´sentation re´gulie`re droite, on voit, par e´quivariance, que l’image de q0 ne peut
eˆtre nulle. On en de´duit que:
Y0 admet un quotient simple qui est un sous-ðg0; K0Þ-module
d’Harish-Chandra pour ðIQ0d0;n0x0ÞðK0Þ:
ð4:3Þ
Comme Re x0 est strictement Q0-dominant, i.e. Re x0 est strictement Q0-anti-
dominant, et n0 est imaginaire, on de´duit de [19, The´ore`me 10.14 et Corollaire 10.15]
(voir aussi l’Appendice de [13]), que ce sous-module contient un K0-type minimal de
ðIQ0d0;n0x0ÞðK0Þ: Mais, comme le ðg0; K0Þ-module X0 est engendre´ par Fd;n;x; Y0 est
engendre´ par Tn Fd;n;x ¼ fd;n;x: Par ailleurs, si CAVF; on peut de´ﬁnir pour kAK la
composante cd;n;xðkÞ de TP;xCðkÞ dans AtempðM0; d; nÞ#SðaÞ#CexrP ; et l’appli-
cationC/cd;n;x est un morphisme surjectif de ðg0; K0Þ-modules de VF dans Y0: Il en
re´sulte que Y0 est un quotient du ðg0; K0Þ-module VF: Donc les K0-types de Y0 ont
des longueurs supe´rieures ou e´gales a` l: Tenant compte de (4.3), on voit que:
Les K0-types minimaux de ðIQ0d0;n0x0ÞðK0Þ sont
de longueur supe´rieure oue´gale a` l:
ð4:4Þ
Comme Vd;l;x est une somme directe de de´rive´es successives de
ð %pQ0d0; n0Þn0AðaQ0 ÞC en n0 ¼ n0  x0; il re´sulte de (4.4) que:
Les K0-types minimaux de Vd;l;x sont
de longueur supe´rieure ou e´gale a` l:
ð4:5Þ
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On notera l0 :¼ n0  x0 et V Q0d0;l0 :¼ Vd;l;x: Par construction,
F0 :¼ F
X
ðd;l;xÞAY
Fd;l;x est un e´le´ment deF
n1
w0
: ð4:6Þ
On note VF0 (resp. VFd;l;x ) le ðg0; K0Þ-module engendre´ par F0 (resp. Fd;l;x) sous
l’action re´gulie`re gauche. Comme Fd;l;x est un coefﬁcient de Vd;l;x:
VFd;l;x est un sous-quotient de Vd;l;x: ð4:7Þ
L’application de VF"ð"ðd;l;xÞAYVFd;l;xÞ dans CNðG0Þ donne´e par la somme des
fonctions est un morphisme de ðg0; K0Þ-modules dont l’image contient VF0 : Donc,
d’apre`s (4.5) et l’hypothe`se faite sur V ¼ VF:
Les K0- types de VF0 sont de longueur supe´rieure ou e´gale a` l: ð4:8Þ
On remarque, comme ci-dessus, que VF est contenu dans la somme de VF0 et des
VFd;l;x ; ðd; l; xÞAY: L’hypothe`se de re´currence s’applique a` VF0 ; d’apre`s (4.6) et (4.8).
Donc les e´quations (4.5), (4.6) et (4.7) montrent que VF est de la forme voulue. Ceci
ache`ve la preuve du The´ore`me 3. &
Appendice A. Familles de repre´sentations
A.1.
On adapte au cas re´el les de´ﬁnitions et re´sultats de [12, Appendice B].
De´ﬁnition A.1. Soit O une varie´te´ CN: On appelle famille CN de repre´sentations CN
admissibles de G (resp. ðg; KÞ-modules admissibles) toute famille de G-modules
admissibles (resp. (g; K)-modules admissibles) indexe´e par O; ðpn; VnÞnAO; telle que:
(i) L’espace Vn est un espace de Fre´chet (resp. un espace vectoriel) V inde´pendant
de n: De plus la repre´sentation pn restreinte a` K est inde´pendante de n:
(ii) Pour tout vAV ; l’application ðn; gÞ/pnðgÞv est CN sur O G a` valeurs dans V
(resp. l’application n/pnðuÞv est a` valeurs dans un espace de dimension ﬁnie et
est CN pour tout uAUðgÞ).
Lemme A.1. Soit D un champ de vecteurs CN sur O:
(i) On de´finit une famille ðD:pnÞnAO de repre´sentations admissibles de G (resp. de
ðg; KÞ-modules admissibles) dans V  V par:
D:pnðÞðv1; v2Þ ¼ ðpnðÞv1 þ DðpnðÞv2Þ; pnðÞv2Þ ðA:1Þ
ou` v1; v2AV ; AG (resp. K ou g). Alors D:pn admet Vn  f0g comme sous-
repre´sentation, qui est e´quivalente a` pn; et le quotient par cette repre´sentation est
e´galement isomorphe a` pn:
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(ii) La famille ðD:pnÞnAO est une famille CN de repre´sentations CN admissibles de G
(resp. de ðg; KÞ-modules admissibles).
(iii) Si ðpn; VnÞnAO est une famille CN de repre´sentations CN admissibles de G; on
note ððpnÞðKÞ; ðVnÞðKÞÞ le ðg; KÞ-module admissible de ses vecteurs K-finis. Alors
ððpnÞðKÞ; ðVnÞðKÞÞnAO est une famille CN de ðg; KÞ-modules admissibles et
ðD:pnÞðKÞ ¼ D:ððpnÞðKÞÞ:
(iv) Soit P ¼ LN un sous-groupe parabolique de G avec L ¼ P-yðPÞ; ðpn; VnÞnAO une
famille CN de repre´sentations CN; admissibles, de L: On note ðp; VÞ la restriction
de pn a` L-K : La restriction des fonctions a` K induit un isomorphisme de l’espace
de l’induite CN de P a` G; indPmGpn; sur l’espace CNðK ; pÞ :¼ fj : K-V j j
est CN; jðklÞ ¼ pðl1ÞjðkÞ; kAK; lAL-Kg: La famille de repre´sentations de
G; ðindPmGpnÞnAO; dans sa re´alisation dans CNðK ; pÞ; dite re´alisation compacte, est
une famille CN de repre´sentations CN admissibles. En outre:
indPmGðD:pnÞ s0identifie naturellement a` D:indPmGpn: ðA:2Þ
(v) De plus:
D:ðindPmGpnÞðKÞ et IPðD:ðpnÞðL-KÞÞsont des ðg; KÞ-modules isomorphes: ðA:3Þ
De´monstration. (i) se ve´riﬁe imme´diatement. Pour (ii), voir une de´monstration
analogue a` celle du Lemme 16(ii) de [12].
Le fait que la famille ððpnÞðKÞ; ðVnÞðKÞÞnAO soit une famille CN re´sulte du (ii)
de la De´ﬁnition A.1. L’e´galite´ ðD:pnÞðKÞ ¼ D:ðpnÞðKÞ est imme´diate, ce qui
prouve (iii). Prouvons (iv). Soit gAG: On note g ¼ kPðgÞlPðgÞnPðgÞ ou`
kPðgÞAK; lPðgÞAexpðs-lÞ; nPðgÞANP: Alors l’application g/ðkPðgÞ; lPðgÞ; nPðgÞÞ
est un diffe´omorphisme et
ððindPmGpnÞðgÞjÞðkÞ ¼ pnððlPðgÞÞ1ÞjðkPðg1kÞÞ:
On en de´duit aise´ment (iv). Enﬁn (v) est imme´diat. &
A.2.
On rappelle qu’un module d’Harish-Chandra pour G est un ðg; KÞ-module de type
ﬁni dont tout e´le´ment est ZðgÞ-ﬁni.
Si V est un module d’Harish-Chandra, on note V 0 le ðg; KÞ-module contragre´dient
forme´ des e´le´ments K-ﬁnis du dual de V : On note ðp; %VÞ la comple´tion a` croissance
mode´re´e de V (cf. [23, Section 11.5.6]): c’est une repre´sentation CN dans le Fre´chet
%V; dont le ðg; KÞ-module est e´gal a` V : Notons que V 0 s’identiﬁe au sous-espace %V0ðKÞ
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des vecteurs K-ﬁnis du dual topologique %V0 de %V: En effet, si %v0A %V0ðKÞ; %v
0 de´ﬁnit par
restriction une forme line´aire, v0; sur V : D’apre`s la densite´ de V dans %V; cette
restriction n’est nulle que si %v0 est nul. Donc %v0/v0 est une injection. Maintenant, la
dimension de la composante isotypique de type gA bK de %V0ðKÞ est e´gale a` la dimension
de la composante isotypique de type g0A bK de V : Il en va de meˆme pour la dimension
de la composante isotypique de type gA bK de V 0: On en de´duit que l’application
%v0/v0 est bijective comme annonce´.
Pour vA %V; v0A %V0; on note:
cv;v0 ðgÞ ¼ /pðg1Þv; v0S; gAG ðA:4Þ
le coefﬁcient de %V relatif a` ðv; v0Þ: On note Coeff ð %VÞ l’ensemble des coefﬁcients de %V
et Coeff ðVÞ l’ensemble de ceux pour lesquels vAV :
Lemme A.2. Si F ¼ cv0;v00ACoeffðVÞ; soit VF le sous-ðg; KÞ-module de CNðGÞ
engendre´ par l’action re´gulie`re gauche de g et K sur F:
(i) L’application vAV/cv;v0
0
ACNðGÞ entrelace l’action de g (resp. K) sur V et
l’action re´gulie`re gauche sur CNðGÞ:
(ii) Si v0 engendre V comme ðg; KÞ-module, l’application pre´ce´dente est un
morphisme surjectif sur VF:
(iii) Si v0 engendre V comme ðg; KÞ-module et v00 est e´le´ment de V 0 et engendre V 0
comme ðg; KÞ-module, ce morphisme est un isomorphisme de ðg; KÞ-modules.
De´monstration. (i) et (ii) re´sultent des de´ﬁnitions. Il faut voir qu’avec les hypothe`ses
de (iii), cv;v0
0
¼ 0 implique v ¼ 0: Mais, si cv;v0
0
est une fonction CN; par
diffe´rentiation, on en de´duit que v est orthogonal au sous-ðg; KÞ-module de V 0
engendre´ par v00; i.e. V
0: Mais la dualite´ entre V et V 0 est se´parante. Donc v ¼ 0
comme de´sire´. &
A.3.
On conserve les notations des sections pre´ce´dentes.
Soit ðpn; VnÞnAO une famille CN de repre´sentations CN admissibles de G: On appelle
de´rive´e de coefﬁcients de ðpn; VnÞnAO en n ¼ n0; toute fonction sur G de la forme:
g/D/pnðg1Þv; v0Sjn¼n0
ou` vAV ; v0AV 0 et D est un champ de vecteurs CN sur O:
De´ﬁnition A.2. On appelle de´rive´e successive de ðpn; VnÞnAO; toute famille obtenue
par ite´ration du processus de de´rivation. On a la meˆme notion pour les coefﬁcients.
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Lemme A.3. Les coefficients de D:pn0 sont les sommes d’un coefficient de pn0 avec des
de´rive´es par rapport a` D en n0 de coefficients de ðpnÞnAO:
De´monstration. Cf. [12, preuve du Lemme 16(iii)]. &
Remarque A.1. Si jðnÞ est une fonction CN sur O a` valeurs dans V 0 et
vAV ; D/pnðg1Þv; jðnÞSjn¼n0 est un coefﬁcient de D:pn0 : En effet,
D/pnðg1Þv; jðnÞSjn¼n0 ¼ /pn0ðg1Þv; DjðnÞjn¼n0Sþ D/pnðg1Þv; jðn0ÞSjn¼n0 ;
et on utilise le Lemme pre´ce´dent.
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