We study the projection onto the set of feasible inputs and the set of feasible solutions of a polynomial optimisation problem (POP). Our motivation is increasing the robustness of solvers for POP: Without a priori guarantees of feasibility of a particular instance, one should like to perform the projection onto the set of feasible inputs prior to running a solver. Without a certificate of optimality, one should like to project the output of the solver onto the set of feasible solutions subsequently. We study the computational complexity, formulations, and convexifications of the projections. Our results are illustrated on IEEE test cases of Alternating Current Optimal Power Flow (ACOPF) problem.
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I. INTRODUCTION
Polynomial optimisation is an important branch of nonconvex optimisation. For its best-known application, the alternating-current optimal power flow (ACOPF) problem in the management of operations of electric power systems, there are estimates [1] that a 5 % improvement in the solvers would amount to savings of $26B per annum, in the United States alone. Nevertheless, even this one commercially important special case remains very challenging, after half a century of study [2, cf.] .
There are a number of challenges: All available solvers struggle to detect infeasibility reliably and most do not respond to infeasible instances other than by declaring infeasibility, which requires a human intervention. Worse, leading general-purpose non-linear programming (NLP) software packages do not guarantee to provide a feasible solution, even in case the instance is feasible, and often fail to provide a feasible solution in practice. Specialised solvers for the ACOPF based on ideas from NLP, e.g., Matpower [3] , tend to produce some "point" for more instances than general-purpose NLP solvers, but the point can be far from feasible. Specialised solvers for the problem based on convexifications, which have been popular recently [4] , [5] , may produce excellent bounds on the objective function value, when the instance is feasible, but both of the issues of detecting infeasibility of the instance and issues of the infeasibility of the point produced for a feasible instance remain.
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In part, this is understandable, given the intrinsic complexity of the two related problems: Testing feasibility is NP-Hard even for very simple cases [6] , and assumed to be outside of NP, generally. Testing feasibility of a strong, commonly-used convexification (SDP) is in NP ∩ co-NP [7] , similar to integer factorisation and (under mild assumptions) graph isomorphism, which does not coincide with P, unless P = NP. Also, arithmetic computation (AC) is reducible to the feasibility of SDPs [8] . Overall, this calls for a different approach.
We propose an alternative, three-stage approach to polynomial optimisation, which compensates for the well-known shortcomings of local NLP solvers and convexifications in a principled fashion. In the three stages, we: 1) find the closest feasible instance, by the projection onto the set of feasible inputs 2) compute the optimum for the closest feasible instance to a limited precision 3) find the closest feasible solution to the output of stage 2, by projection onto the set of feasible solutions.
In terms of mathematical optimisation, the first stage considers an inner approximation of a polynomial optimisation problem, possibly doubling the run-time of considering the ACOPF as a polynomial optimisation problem [9] on its own. The third stage considers an outer approximation, but can be implemented using an adaption of a test of whether running Newton method for zero-finding starting from an approximate solution is guaranteed to converge to the nearest zero, which is computationally rather efficient.
Our contributions are:
• the three-stage approach; • a semidefinite programming (SDP) relaxation for the projection onto the set of feasible inputs aiming to develop a robust test of feasibility; • a numerical study of the projections onto the set of feasible inputs, comparing the SDP relaxation against NLP solvers; • a numerical study of projections onto the feasible set corresponding to the feasible input in order to obtain feasible solutions, which are based on our recent work [10] .
II. A THREE-STAGE APPROACH
Let us consider a polynomial optimisation problem (POP) parametrised by a vector a:
where the objective function f 0 and the constraints f k , for k = 1, ..., m, are defined by multi-variate polynomials
with degree deg f in a decision variable x ∈ R n and the parameter vector a ∈ R v . Let X(a) be the semi-algebraic feasible set for the decision variable x, as defined by parameters a. Let us consider norms p , e.g., p = ∞, 1, 2.
We suggest a three-stage approach to POP: Algorithm 1 A Three-Stage Approach to POP 1: Project onto the set of feasible inputs:
to obtain a bound on the objective function value over X(b), and the pointx at which this objective function is achieved, not necessarily within X(b). 3: Projectx onto the set X(b):
Within Line 2, one can utilise semidefinite programming (SDP) relaxations of POP [9] , [11] - [13] . Specifically, given a non-negative integer relaxation order ω ≤ ω max , where ω max = max{ 1 2 deg f k : k = 0, . . . , m}, the dense SDP relaxation for POP of order ω due to [9] is given by:
where supp(f 0 ) denotes the support of a function, M ω (y) and M ω (f, y) denote the moment matrix and the localizing matrix for polynomial f of order ω, respectively. We refer to [9] , [13] , [14] for details. Notably, it is known that if POP satisfies conditions that are slightly stronger than the compactness of its feasible set, then the optimal value of (SDP-PP) converges to the one of POP for ω −→ ∞.
For the projection onto the feasible inputs, we can construct inner approximations, e.g., as suggested by Henrion and Louembet [15] , who obtain the inner approximations by iteratively minimising curvature along algebraic varieties defining the boundary of (POP). When the minimal curvature is negative, one obtains a separating hyperplane. There are also substantially more sophisticated approaches, e.g., [16] , [17] , but these come at a substantial cost.
For the projection onto the feasible set, one could use Newton method, if one were close-enough to a local optimum. A test, whether given a system of polynomial equalities and inequalities, and optimisation problems over such systems (POP), has been developed by Liu et al. [10] . This is based on an earlier work on a test, as to whether given a system of (complex-valued) polynomial equations and a point, Newton method for zero-finding converges, which has been developed by Smale [18] , Shub [19] , Cucker [20] , and others [21] , [22] on the interface of algebraic geometry and numerical analysis, sometimes known as α-β theory. Such a test whether one is close-enough to an optimum could become the termination criterion for the solver of Line 2.
More formally, the long history of work [18] - [21] can be summarised as follows: Consider a general real-valued polynomial system f : R m → R n , i.e., a system of polynomial equations f :
where [∇f (x)] † ∈ R m×n is the Moore-Penrose inverse of the Jacobian matrix of f at x. A sequence with initial point x 0 and iterates of Newton method subsequently,
We say that x ∈ R m is an approximate zero of f if and only if: 1) the sequence {x i } is well-defined 2) there exists x ∈ R m such that f (x ) = 0 and for all i ≥ 0:
We call x ∈ R m the associated zero of x ∈ R m and say that x represents x . A key result of α-β theory is:
Proposition II.1 (Shub and Smale, [19] ). Let f : R m → R n be a system of polynomial equations and define functions ≈ 0.157671 satisfies this property.
The work of Liu et al. [10] can be summarised as:
Proposition II.2 (Liu et al. [10] ). There exists a universal constant α 0 ∈ R, such that for every instance of POP, there exists δ ∈ R, δ ≥ 0 and a function α : R m → R specific to the instance of POP, such that for any > δ and vector x ∈ R m if α(x) ≤ α 0 , then x is in the domain of monotonicity of an optimum of the instance of POP, which is no more than away from the value of the global optimum with respect to its objective function.
While we refer to [10] for the complete details, we stress that the test has been implemented and is practical.
III. AN ILLUSTRATION
Let us illustrate the three-stage approach on the example of ACOPF [23] , the prototypical problem in power systems optimization. There, the complicated structure of the feasible set is understood, for certain small instances [24, e.g.].
We consider the same representation of a power system as used by [24] - [27] and the corresponding notation. The power system is represented by a directed graph, where each vertex k ∈ N is called a "bus" and each directed edge (l, m) ∈ E ⊆ N × N is called a "branch". Each branch has an ideal phase-shifting transformer at its "from" end, and is modelled as a Π-equivalent circuit. Let G ⊆ N be the set of slack buses, typically a singleton. Let L ⊆ E be the remaining generators. Let the remainder N \ G represent the demands.
The corresponding constants are: 
.
Using the usual rectangular power-voltage formulation of power flows in each period, the decision variables are:
active and reactive power of the generator at bus k ∈ N , (P lm , Q lm ) active and reactive power flow on (l, m) ∈ E. We can hence formulate ACOPF as a polynomial optimisation problem (POP) of degree 2, which has been referred to as [OP 2 ] in [27] :
Q lm = tr(Ȳ lm xx T )
Objective function (2) is the cost of power generation.
Constraints (3) and (4) impose a bound on the active and reactive power, respectively. Constraints (5) express the relationship between the active power, the admittance matrix, and the active load. Similarly, (6) deal with reactive power. Constraints (7) restrict the voltage on a given bus. Constraints (8), (9) and (10) limit the apparent power flow at each end of a given line. In the following sections, we detail an approach for the projections onto the related sets. A well-known convexification of the POP is given by the semidefinite programming (SDP) relaxation, which is referred to as Optimisation 3 by [25] . Optimisation 3 of [25] is obtained from OP 2 by replacing xx T in OP 2 with a matrix W 0, and relaxing the condition rank(W ) = 1. By Theorem 1 of [27] , this coincides with the first relaxation order of (SDP-POP), the moment-SOS hierarchy [9] , [11] , [12] . In particular, the SDP relaxation reads: In practical terms, within ACOPF, the active load P d k and, to a lesser extent, the reactive load Q d k are time-varying. With each update of P d k , Q d k , we woud like to decide whether it allows for a feasible solution, or requires a redispatch, which may involve increasing the limit P max k on active power generation, which would correspond to international transfers or reserves, or allowing for higher limits on absolute values S max lm of the apparent powers, when the ambient conditions (temperature, wind-speed) prevent the temperature of the respective branch from increasing dangerously.
In mathematical terms, this corresponds to the question whether particular choices of parameters (P d k , Q d k , etc) make the POP (2-10) feasible. Clearly, when one encounters an input, whose feasibility is not guaranteed, one could project it onto the set of feasible inputs and report the differences. To do so, we introduce slack variables s ∈ R |G|+|G|+|N | obtained by concatenation of:
for some fixed ordering of G, N , wherein non-negative components quantify the extent to which a constraint is infeasible for formulation OP 2 (2-10). Given an inequality constraint with ≤ sign, such as the upper bound expressed in (3), a slack variable s + ≥ 0 measures the amount by which the left-hand side is greater than the right-hand side.
Conversely, in inequalities with ≥ sign, slack s − ≥ 0 is the amount by which the left-hand side is lower than the righthand side. Hence, for the active power bounds (3), the slacks {s + P,k , s − P,k , } k∈G are introduced as follows:
Slack variables {s + Q,k , s − Q,k , } k∈G ∪ {s + V,k , s − V,k , } k∈N can be introduced in an analogous manner for reactive power bounds (4) and voltage bounds (7):
In practice, one can use even a limited-precision approximations of the lower and upper bounds (LB 1 and U B 1 ) on the constraint violations measured in terms of the slack variables. If LB 1 is found to be strictly non-negative, then the OPF instance can be declared as infeasible. Otherwise, in a second stage, one can amend the bounds on the slacks and search for an OPF solutionχ minimizing (2): this is described in Step 6 of Algorithm 2. In an analogous manner, one can consider the SDP relaxation (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) to set up the three-stage approach for a relaxation of ACOPF, so as to cope with the infeasibility of active and reactive power bounds, and voltage limitations, i.e., constraints (12) , (13) , and (16) .
To illustrate the computational performance, we have tested the approach on several IEEE test systems modified so as to exhibit infeasibilities. The modifications applied to the original IEEE test systems are summarised in Table I . Two implementations of our approach are described in the following subsections.
A. Non-linear Programming (NLP)
To illustrate the performance of non-linear programming solvers using the approach, we implemented the first two stages of the solution approach via AMPL models [28] , which calls the non-linear programming solvers such as Ipopt [29] . The communication between the stages is orchestrated in a Python framework. Finally, the Stage 3 is implemented using the Newton refinement step in PYPOWER [30] , which is a Python reimplementation of the MATPOWER package [3] .
Name
Mod case9-P70 P max lowered by 70%, P min increased by 70% case14-P70 P max lowered by 70%, P min increased by 70% case14-V40 [V max , V min ] restricted by 40% case14-Q-80 Q max lowered by 70%, Q min increased by 70% case118-P60 P max lowered by 0%, P min increased by 60% We have initialised Ipopt runs with the MATPOWER solution found on the unperturbed instances, to aid the convergence within 10000 iterations. We remark that Ipopt searches for local optima, and hence the solution obtained at Stage 1 is a valid upper bound at Stage 2.
On case9-P70, Ipopt hits the maximum number of iterations at Stage 2. Stage 3 corrects the Stage 2 solution by 8%. On case14-Q-80, Ipopt converges to a locally infeasible solution and then Stage 3 incurs in numerical failure. On case118-P60, the PYPOWER refinement fails as well. For all the instances tested apart from case118-P60, the slack variables are strictly non-negative only for the constraints that are violated by the perturbations. This demonstrates that the slacks are correctly identifying the infeasibility, if the 1 norm is used to measure their impact.
A preliminary testing with the Global Optimisation (GO) solver Couenne [31] failed to converge to optimal solutions for both stages 1 and 2, within 120 seconds of computation. The lower bounds LB 1 found for our instances were never strictly greater than 0, therefore the GO solver did not provide certificates of infeasibility. Since the best solutions found by Couenne were comparable, or worse, to the Ipopt solutions, we only report the computational results obtained with Ipopt in Tables II and III, 
B. Semidefinite Programming (SDP)
To illustrate the performance of our approach using convexifications, we have implemented stages 1 and 2 of our approach in the MATLAB toolbox YALMIP [32] . In particular, we considered the semidefinite programming relaxation (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) described in Section III. Although there are many SDP solvers [33] , Table ( lation. The refined solution of case9-P70 obtained using the SDP relaxation coincides with the one obtained from the POP. However, case118-P60 is not solved by SeDuMi, because of memory limitations. As for the solutions found on the POP formulation, the slacks are activated for the constraints violated by the perturbations. On all instances obtained by perturbing the case14 instance, the Newton method fails to converge in 100 iterations. By solving an SDP relaxation of the POP, the three-stage approach is considerably faster. While the Stage 2 SDP solutions for case9-P70 and case14-Q80 are far from the Ipopt solutions by 35.77% and 33.19%, the deviations for case14-P70 and case14-V40 are of 8.46% and 1.99%, respectively. Table V displays the results obtained by using the ∞ norm on the slack variables. As observed for the POP solution, when the ∞ norm is used, the activation of the slacks is no longer localised in the constraints causing the infeasibility. With respect to the 1 norm solutions, the Stage 1 solution values are considerably smaller.
IV. CONCLUSIONS AND FUTURE WORK
We proposed a three-stage approach for dealing with infeasibility both in the instances on the input and the output of a solver for transmission-constrained problems in the alternating-current model. The approach compensates for well-known issues in NLP solvers and convexifications at the price of solving an additional POP or its restriction. Of independent interest could be the fact that slack variables make it possible to quantify the infeasibility. Our numerical evaluation shows that the introduction of slack variables in the POP formulation OP 2 penalised by the 1 norm makes it possible to identify which constraints cause the infeasibilities. The approach is simple to implement and practical results can be obtained in short run-time. This could be of considerable interest to power systems practitioners.
The method can plausibly be adapted to other families nonlinear optimisation problems, and perhaps analysed at that level of generality. One may also wonder how to extend this to the on-line setting [35] . There is hence a considerable scope for further work.
