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Embedding Graphs under Centrality
Constraints for Network Visualization
Brian Baingana, Student Member, IEEE, and Georgios B. Giannakis, Fellow, IEEE
Abstract—Visual rendering of graphs is a key task in the mapping of complex network data. Although most graph drawing
algorithms emphasize aesthetic appeal, certain applications such as travel-time maps place more importance on visualization
of structural network properties. The present paper advocates two graph embedding approaches with centrality considerations
to comply with node hierarchy. The problem is formulated first as one of constrained multi-dimensional scaling (MDS), and it is
solved via block coordinate descent iterations with successive approximations and guaranteed convergence to a KKT point. In
addition, a regularization term enforcing graph smoothness is incorporated with the goal of reducing edge crossings. A second
approach leverages the locally-linear embedding (LLE) algorithm which assumes that the graph encodes data sampled from
a low-dimensional manifold. Closed-form solutions to the resulting centrality-constrained optimization problems are determined
yielding meaningful embeddings. Experimental results demonstrate the efficacy of both approaches, especially for visualizing
large networks on the order of thousands of nodes.
Index Terms—Multi-dimensional scaling, locally linear embedding, network visualization, manifold learning.
✦
1 INTRODUCTION
G RAPHS offer a valuable means of encoding rela-tional information between entities of complex
systems, arising in modern communications, trans-
portation and social networks, among others [1], [2].
Although graph embedding serves a number of tasks
including data compression and a means to geomet-
rically solve computationally hard tasks, information
visualization remains its most popular application.
However, the rising complexity and volume of net-
worked data presents new opportunities and chal-
lenges for visual analysis tools that capture global
patterns and use visual metaphors to convey mean-
ingful structural information like hierarchy, similarity
and natural communities [13].
Most traditional visualization algorithms trade-off
the clarity of structural characteristics of the under-
lying data for aesthetic requirements like minimal
edge crossing and fixed inter-node distance; e.g., [6],
[8], [14]–[20]. Although efficient for relatively small
graphs (hundreds of nodes), embeddings for larger
graphs using these techniques are seldom structurally
informative. To this end, several approaches have
been developed for embedding graphs while preserv-
ing specific structural properties.
Pioneering methods (e.g. [33]) have resorted to
MDS, which seeks a low-dimensional depiction of
high-dimensional data in which pairwise Euclidean
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distances between embedding coordinates are close
(in a well-defined sense) to the dissimilarities between
the original data points [31], [38]. In this case, the
vertex dissimilarity structure is preserved through
pairwise distance metrics between vertices.
Principal component analysis (PCA) of the graph
adjacency matrix is advocated in [3], leading to a
spectral embedding whose vertices correspond to en-
tries of the leading component vectors. The structure
preserving embedding algorithm [4] solves a semidef-
inite program with linear topology constraints so that
a nearest neighbor algorithm can recover the graph
edges from the embedding.
Visual analytics approaches developed in [7] and
[12] emphasize community structures with applica-
tions to community browsing in graphs. Concentric
graph layouts developed in [39] and [30] capture no-
tions of node hierarchy by placing the highest ranked
nodes at the center of the embedding.
Although the graph embedding problem has been
studied for years, development of fast and optimal
visualization algorithms with hierarchical constraints
is challenging and existing methods typically resort to
heuristic approaches. The growing interest in analysis
of very large networks has prioritized the need for
effectively capturing hierarchy over aesthetic appeal
in visualization. For instance, a hierarchy-aware visual
analysis of a global computer network is naturally
more useful to security experts trying to protect the
most critical nodes from a viral infection. Layouts
of metro-transit networks that clearly show terminals
routing the bulk of traffic convey a better picture
about the most critical nodes in the event of a terrorist
attack.
In this paper, hierarchy is captured through well-
2defined measures of node importance collectively
known as centrality in the network science community
(see e.g., [22], [23]). For instance, betweenness central-
ity describes the extent to which information is routed
through a specific node by measuring the fraction of
all shortest paths traversing it; see e.g., [1, p. 89].
Other measures include closeness, eigenvalue, and
Markov centrality. Motivated by the desire for more
effective approaches to capture centrality structure,
dimensionality reduction techniques are leveraged to
develop graph embedding algorithms that adhere to
hierarchy.
1.1 Contributions
The present paper incorporates centrality structure
by explicitly constraining MDS and LLE embedding
criteria and developing efficient algorithms that yield
structurally informative visualizations. First, an MDS
(so-termed stress [31, Chap. 3]) optimization criterion
with radial constraints that place nodes of higher
centrality closer to the origin of the graph embedding
is adopted. The novel approach exploits the block
separability inherent to the proposed model and in-
troduces successive approximations to determine the
optimal embedding via coordinate descent iterations.
In addition, edge crossings are minimized by regu-
larizing the stress cost with a smoothness promoting
term weighted by a tuning parameter.
The second approach develops a centrality-
constrained LLE visualization algorithm. Closed-
form solutions for the weight determination step
and low-complexity coordinate descent iterations
for the dimensionality reduction step are developed
yielding a fast algorithm that scales linearly with the
graph size. Moreover, the LLE approach inherently
preserves local structure under centrality constraints
eliminating the need for a smoothness regularization
penalty.
1.2 Related work
Although the graph embedding problem has gener-
ally been studied for some time, the use of central-
ities to guide visualization is recent and has been
addressed predominantly in the context of scale-free
networks. The derivatives of centrality metrics [5]
are used to visualize social networks in a way that
captures the sensitivity of nodes to changes in degree
of a given node. Edge filtering based on betweenness
centrality is used by [9] to improve the layout of
large graphs. Similar filtering approaches in [10] and
[11] remove edges with high betweenness centrality
leading to clearer layouts that capture the structure
of the network.
Closer to the objectives of the present paper is
work involving radial visualizations [30] generated
by iteratively solving an MDS stress function with
centrality-based weights. However, the proposed al-
gorithm is sensitive to initialization and offers no con-
vergence guarantee, a limitation that is addressed in
this paper. In another study whose results have been
used extensively for internet visualization, the k-core
decomposition is used to hierarchically place nodes
within concentric “onion-like” shells [39]. Although
effective for large-scale networks, it is a heuristic
method with no optimality associated with it.
1.3 Structure of the paper
The rest of this paper is organized as follows. Section 2
states the graph embedding problem and Section 3
casts it as MDS with centrality constraints. BCD itera-
tions are used to solve the MDS problem in Section 4
and a smoothness penalty is included in Section 5.
Section 6 solves the embedding problem via LLE,
whereas Sections 7 and 8 discuss centrality measures
and node dissimilarities relevant as inputs to the pro-
posed algorithms respectively. Experimental results
are presented in Section 9, and concluding remarks
are given in Section 10.
Notation. Upper (lower) bold face letters denote ma-
trices (column vectors) and calligraphic letters denote
sets; XT denotes transpose of X; Tr (X) is the trace
operator of matrix X; ‖x‖2 is the Euclidean norm
of x; ei is the i-th column of the identity matrix, I.
XI,J is the submatrix of X obtained by retaining the
common elements in rows indexed by the elements
of I and columns indexed by J . Lastly, ∂f(.) denotes
the subdifferential of f(.).
2 PRELIMINARIES
Consider a network represented by a graph G =
(V , E), where E denotes the set of edges, and V the
set of vertices with cardinality |V| = N . It is assumed
that G is undirected, unweighted and has no loops
or multi-edges between node pairs. Let δij denote
the real-valued pairwise dissimilarity between two
nodes i and j computed via a well-defined criterion.
The dissimilarities are assumed to satisfy the follow-
ing properties: (i) δij ≥ 0; (ii) δij = δji; and, (iii)
δii = 0. Consequently, it suffices to know the set D :=
{{δij}Nj=1}Ni=j+1 with cardinality |D| = N(N−1)/2. Let
ci denote a centrality measure assigned to node i, and
consider the set C := {ci}Ni=1 with cardinality |C| = N .
Node centralities can be obtained using a number of
algorithms [1, Chap. 4].
Given G, D, C, and the prescribed embedding
dimension p (typically p ∈ {2, 3}), the graph em-
bedding task amounts to finding the set of p × 1
vectors X := {xi}Ni=1 which “respect” the network
structure characteristics encoded through D and C.
The present paper puts forth two approaches, based
upon dimensionality reduction, which ensure that X
adheres to these constraints from different but related
viewpoints.
33 CENTRALITY-CONSTRAINED MDS
MDS amounts to finding vectors {xi}Ni=1 so that the
embedding coordinates xi and xj satisfy ‖xi−xj‖2 ≈
δij by solving the following problem:
(P0) Xˆ = argmin
x1,...,xN
1
2
N∑
i=1
N∑
j=1
[‖xi − xj‖2 − δij ]2. (1)
Centrality structure will be imposed on (1) by
constraining xi to have a centrality-dependent radial
distance f(ci), where f(.) is a monotone decreasing
function. For instance, f(ci) = αe
−βci where α and
β are positive constants. The resulting constrained
optimization problem now becomes
(P1) Xˆ = argmin
x1,...,xN
1
2
N∑
i=1
N∑
j=1
[‖xi − xj‖2 − δij]2
s. to ‖xi‖2 = f(ci), i = 1, . . . , N. (2)
Although P0 is non-convex, standard solvers rely
on gradient descent iterations but have no guarantees
of convergence to the global optima [49]. Lack of
convexity is exacerbated in P1 by the non-convex
constraint set rendering its solution even more chal-
lenging than that of P0. However, considering a single
embedding vector xi, and fixing the rest {xj}j 6=i,
the constraint set simplifies to ‖xi‖2 = f(ci), for
which an appropriate relaxation can be sought. Key
to the algorithm proposed next lies in this inherent
decoupling of the centrality constraints.
Remark 1. A number of stress costs with well-documented
merits have been reported for MDS. The choice made in
P0 is motivated by convenience of adaptation to BCD
iterations discussed in Section 4. Moreover, more general
forms include weights, which have been ignored without
loss of generality.
4 BCD SUCCESSIVE APPROXIMATIONS
By exploiting the separable nature of the cost as well
as the norm constraints in (2), BCD will be developed
in this section to arrive at a solution approaching the
global optimum. To this end, the centering constraint∑N
i=1 xi = 0, typically invoked to fix the inherent
translation ambiguity, will be dropped first so that
the problem remains decoupled across nodes. The
effect of this relaxation can be compensated for by
computing the centroid of the solution of (2), and
subtracting it from each coordinate. The N equality
norm constraints are also relaxed to ‖xi‖2 ≤ f(ci).
Although the entire constraint set is non-convex, each
relaxed constraint is a convex and closed Euclidean
ball with respect to each node in the network.
Let xri denote the minimizer of the optimization
problem over block i, when the remaining blocks
{xj}j 6=i are fixed during the BCD iteration r. By fixing
the blocks {xj}j 6=i to their most recently updated
values, the sought embedding is obtained as
xˆi = argmin
x
1
2
∑
j 6=i
[‖x− xj‖2 − δij]2
s. to ‖x‖2 ≤ f(ci) (3)
or equivalently as
argmin
x
(N − 1)
2
‖x‖22 − xT (
∑
j<i
xrj +
∑
j>i
xr−1j )
−
∑
j<i
δij‖x− xrj‖2 −
∑
j>i
δij‖x− xr−1j ‖2
s. to ‖x‖2 ≤ f(ci) (4)
where
∑
j<i(.) :=
∑i−1
j=1(.) and
∑
j>i(.) :=
∑N
j=i+1(.).
With the last two sums in the cost function of (4)
being non-convex and non-smooth, convergence of
the BCD algorithm cannot be guaranteed [45, p. 272].
Moreover, it is desired to have each per-iteration
subproblem solvable to global optimality, in closed
form and at a minimum computational cost. The
proposed approach seeks a global upper bound of the
objective with the desirable properties of smoothness
and convexity. To this end, consider the function
Ψ(x) := ψ1(x)− ψ2(x), where
ψ1(x) :=
(N − 1)
2
‖x‖22 − xT (
∑
j<i
xrj +
∑
j>i
xr−1j ) (5)
and
ψ2(x) :=
∑
j<i
δij‖x− xrj‖2 +
∑
j>i
δij‖x− xr−1j ‖2. (6)
Note that ψ1(x) is a convex quadratic function, and
that ψ2(x) is convex (with respect to x) but non-
differentiable. The first-order approximation of (6) at
any point in its domain is a global under-estimate
of ψ2(x). Despite the non-smoothness at some points,
such a lower bound can always be established using
its subdifferential. As a consequence of the convexity
of ψ2(x), it holds that [45, p. 731]
ψ2(x) ≥ ψ2(x0) + gT (x0)(x − x0), ∀x ∈ dom(ψ2) (7)
where g(x) ∈ ∂ψ2(x) is a subgradient within the sub-
differential set, ∂ψ2(x) of ψ2(x). The subdifferential of
‖x− xj‖2 with respect to x is given by
∂x‖x− xj‖2 =
{
x−xj
‖x−xj‖2
, if x 6= xj
s ∈ Rp : ‖s‖2 ≤ 1, otherwise
(8)
which implies that
∂xψ2(x) =
N∑
j=1
δij∂x‖x− xj‖2. (9)
4Using (7), it is possible to lower bound (6) by
ψ′2(x,x0) =
∑
j<i
δij
[‖x0 − xrj‖2 + (grj )T (x0)(x− x0)]
+
∑
j>i
δij
[‖x0 − xr−1j ‖2 + (gr−1j )T (x0)(x− x0)] . (10)
Consider now Φ(x,x0) := ψ1(x)−ψ′2(x,x0), and note
that Φ(x,x0) is convex and globally upper bounds
the cost in (4). The proposed BCD algorithm involves
successive approximations using (10), and yields the
following QCQP per block
(P2) argmin
{x:‖x‖2≤f(ci)}
Φ(x,x0). (11)
For convergence, x0 must be selected to satisfy the
following conditions [46]:
Φ(x0,x0) = Ψ(x0), ∀x0 ∈ F (12a)
Φ(x,x0) ≥ Ψ(x), ‖x‖2 ≤ f(ci), ∀i (12b)
where F := ⋃Ni=1 {x : ‖x‖2 ≤ f(ci)}. In addition,
Φ(x,x0) must be continuous in (x,x0).
Proposition 1. The conditions for convergence in (12a)
and (12b) are satisfied by selecting x0 = x
r−1.
The proof of Proposition 1 involves substituting
x0 = x
r−1 in (12a) and (12b) (see Appendix A). Taking
successive approximations around xr−1 in P2, ensures
the uniqueness of
xri = argmin{x:‖x‖2≤f(ci)}
(N − 1)
2
xTx
−xT
[∑
j<i
(xrj + δijg
r
j (x
r−1))
+
∑
j>i
(xr−1j + δijg
r−1
j (x
r−1))
]
. (13)
Solving (13) amounts to obtaining the solution
of the unconstrained QP, (x∗)r, and projecting it
onto {x : ‖x‖2 ≤ f(ci)}; that is,
xri =
{
(x∗)r
‖(x∗)r‖2
f(ci), if ‖(x∗)r‖2 > f(ci)
(x∗)r, otherwise
(14)
where
(x∗)r =
1
N − 1
[∑
j<i
(xrj + δijg
r
j (x
r−1))
+
∑
j>i
(xr−1j + δijg
r−1
j (x
r−1))
]
. (15)
It is desirable but not necessary that the algorithm
converges because depending on the application, rea-
sonable network visualizations can be found with
fewer iterations. In fact, successive approximations
merely provide a more refined graph embedding that
maybe more aesthetically appealing.
Although the proposed algorithm is guaranteed
to converge, the solution is only unique up to a
rotation and a translation (cf. MDS). In order to
eliminate the translational ambiguity, the embedding
can be centered at the origin. Assuming that the
optimal blocks determined within outer iteration r
are reassembled into the embedding matrix Xr :=[
(xr1)
T , . . . , (xrN )
T
]T
, the final step involves subtract-
ing the mean from each coordinate using the centering
operator as follows, X = (I − N−111T )Xr, where I
denotes the N ×N identity matrix, and 1 is the N × 1
vector of all ones.
The novel centrality-constrained MDS (CC-MDS)
graph embedding scheme is summarized as Algo-
rithm 1 with matrix ∆ having (i, j)th entry the dis-
similarity δij , and ǫ denoting a tolerance level.
Algorithm 1 CC-MDS
1: Input: {ci}Ni=1, ∆, ǫ
2: Initialize X0, r = 0
3: repeat
4: r = r + 1
5: for i = 1 . . .N do
6: Compute xri according to (14) and (15)
7: Xr(i, :) = (xri )
T
8: end for
9: until ‖Xr −Xr−1‖F ≤ ǫ
10: X = (I− 1N 11T )Xr
5 ENFORCING GRAPH SMOOTHNESS
In this section, the MDS stress in (3) is regular-
ized through an additional constraint that encour-
ages smoothness over the graph. Intuitively, despite
the requirement that the node placement in low-
dimensional Euclidean space respects inherent net-
work structure, through preserving e.g., node cen-
tralities, neighboring nodes in a graph-theoretic sense
(meaning nodes that share an edge) are expected to
be close in Euclidean distance within the embedding.
An example of an application where smoothness is
well motivated is the visualization of transportation
networks that are defined over geographical regions.
Despite the interest in their centrality structure, em-
beddings that place nodes that are both geographi-
cally close and adjacent in the representative graph
are more acceptable to users that are familiar with
their conventional (and often geographically repre-
sentative) maps. Such a requirement can be captured
by incorporating a constraint that discourages large
distances between neighboring nodes. In essence, this
constraint enforces smoothness over the graph em-
bedding.
A popular choice of a smoothness-promoting func-
tion is h(X) := Tr(XTŁX), where Tr(.) denotes the
trace operator, and Ł := D−A is the graph Laplacian
with D a diagonal matrix whose (i, i)th entry is the
degree of node i, and A the adjacency matrix. It
can be shown that h(X) = (1/2)
N∑
i=1
N∑
i=1
aij‖xi − xj‖22,
5where aij is the (i, j)th entry of A. Motivated by
penalty methods in optimization, the cost in (2) will
be augmented as follows
(P3) argmin
x1,...,xN
1
2
N∑
i=1
N∑
j=1
[‖xi − xj‖2 − δij]2
+λ2
N∑
i=1
N∑
j=1
aij‖xi − xj‖22
s. to ‖xi‖2 = f(ci), i = 1, . . . , N (16)
where the scalar λ ≥ 0 controls the degree of smooth-
ness. The penalty term has a separable structure and is
convex with respect to xi. Consequently, P3 lies within
the framework of successive approximations required
to solve each per-iteration subproblem. Following the
same relaxations and invoking the successive upper
bound approximations described earlier, yields the
following QCQP
xri = argmin{x:‖x‖2≤f(ci)}
(N+λdii−1)
2 x
Tx
−xT [∑
j<i
((1 + λaij)x
r
j + δijg
r
j (x
r−1))
+
∑
j>i
((1 + λaij)x
r−1
j + δijg
r−1
j (x
r−1))] (17)
with dii :=
N∑
j=1
aij denoting the degree of node i.
The solution of (17) can be expressed as [cf. (14)]
(x∗)r = 1N+λdii−1 [
∑
j<i
((1 + λaij)x
r
j + δijg
r
j (x
r−1))
+
∑
j>i
((1 + λaij)x
r−1
j + δijg
r−1
j (x
r−1))]. (18)
With λ given, Algorithm 2 summarizes the steps to
determine the constrained embedding with a smooth-
ness penalty.
Algorithm 2 CC-MDS incorporating smoothness
1: Input: A, {ci}Ni=1, ∆, ǫ, λ
2: Initialize X0, r = 0
3: repeat
4: r = r + 1
5: for i = 1 . . .N do
6: Compute xri according to (14) and (18)
7: Xr(i, :) = (xri )
T
8: end for
9: until ‖Xr −Xr−1‖F ≤ ǫ
10: X = (I− 1N 11T )Xr
6 CENTRALITY-CONSTRAINED LLE
LLE belongs to a family of non-linear dimension-
ality reduction techniques which impose a low-
dimensional manifold structure on the data with the
objective of seeking an embedding that preserves the
local structure on the manifold [38, Chap. 14]. In par-
ticular, LLE accomplishes this by approximating each
data point by a linear combination of its neighbors de-
termined by a well-defined criterion followed by con-
struction of a lower dimensional embedding that best
preserves the approximations. Suppose {yi ∈ Rq}Ni=1
are data points that lie close to a manifold in Rq , the
dimensionality reduction problem seeks the vectors
{xi ∈ Rp}Ni=1 where p ≪ q. In this case, the first step
determines the K-nearest neighbors for each point, i,
denoted by Ni. Then each point is approximated by
a linear combination of its neighbors by solving the
following optimization problem
argmin
wi1,...,wiK
‖yi −
∑
j∈Ni
wijyj‖22
s. to
∑
j∈Ni
wij = 1, i = 1, . . . , N (19)
where {wij}Kj=1 are the K reconstruction weights for
point i and the constraint enforces shift invariance.
Setting wij = 0 for j /∈ Ni, the final step determines
{xi ∈ Rp}Ni=1 while preserving the weights by solving
argmin
x1,...,xN
N∑
i=1
‖xi −
N∑
j=1
wijxj‖22
s. to
N∑
i=1
xi = 0,
1
N
N∑
i=1
xix
T
i = I (20)
with the equality constraints introduced to center the
embedding at the origin with a unit covariance.
6.1 Centrality constraints
This section proposes an adaptation of the LLE algo-
rithm to the graph embedding problem by imposing
a centrality structure through appropriately selected
constraints. Since G is given, selection of neighbors
for each node, i, is straightforward and can be ac-
complished by assigning Ni to the set of its n-hop
neighbors. As a result, each node takes on a different
number of neighbors, as dictated by the topology of
the graph.
Associating with node i a vector, yi, of arbitrary
dimension q ≫ p, and adding the centrality constraint
(
∑
j∈Ni
wijyj)
T (
∑
j∈Ni
wijyj) = f
2(ci) to (19) per
node yields
(P4) wi = argmin
{w: 1Tw=1}
‖yi −Yiwi‖22
s. to ‖Yiwi‖22 = f2(ci) (21)
where Yi := [y
i
1, . . . ,y
i
K ] contains the K n-hop
neighbors of i,
{
yij
}K
j=1
, and wi := [wi1, . . . , wiK ]
T .
Similarly, the final LLE step is modified as follows
(P5) argmin
x1,...,xN
N∑
i=1
‖xi −
N∑
j=1
wijxj‖22
s. to ‖xi‖22 = f2(ci), i = 1, . . . , N (22)
with the 0-mean constraint compensated for by
a centering operation after the optimal vectors
{xi}Ni=1 have been determined. P4 is nonconvex
due to the inclusion of a quadratic equality con-
straint. Relaxing the constraint to the inequality
6(
∑
j∈Ni
wijyj)
T (
∑
j∈Ni
wijyj) ≤ f2(ci) leads to a
convex problem which can be easily solved.
In general, {yi}Ni=1 are unknown and a graph em-
bedding must be determined entirely from G. How-
ever, the terms in both the cost function and the
constraint in (21) are inner products, yTi yj for all
i, j ∈ {1, . . . , N}, which can be approximated using
the dissimilarities {{δij}Nj=1}Ni=j+1. This is reminiscent
of classical MDS which seeks vectors {yi}Ni=1 so that
‖yi−yj‖2 ≈ δij for any pair of points i and j. To this
end, (21) can be written as
wi = argmin
{w: 1Tw=1}
wTYTi Yiw− 2yTi Yiw
s. to wTYTi Yiw ≤ f2(ci) (23)
If D denotes the N ×N matrix whose (i, j)th entry is
the square Euclidean distance between yi and yj i.e.,
[D]ij := ‖yi − yj‖22, and Y := [y1, . . . ,yN ], then
D = ψ1T + 1ψT − 2YTY (24)
where ψ ∈ RN has entries ψi = ‖yi‖22. Denoting the
centering matrix as J := I − N−111T , and applying
the double-centering operation to D yields
− 1
2
JDJ = −1
2
Jψ1TJ− 1
2
J1ψTJ+ JYTYJ
= YTY (25)
which is the inner product matrix of the vectors
{yi}Ni=1, i.e., [YTY]ij = yTi yj , since YTY is already
double-centered. Although D is unknown, it is pos-
sible to estimate YTY ≈ − 12J∆(2)J from (25) using
square dissimilarity measurements [∆(2)]ij = δ
2
ij as
surrogates to the square Euclidean distances. Since
∆(2) can be determined from the graph topology
alone using graph-theoretic distance measures (e.g.,
shortest path distances), (23) can be determined in
closed form as shown next. If H := − 12J∆(2)J, and
Hi denotes the estimate of Y
T
i Yi, then Hi = HNi,Ni .
Similarly, the estimate of YTi yi is hi = HNi,i. Using
this notation, the first step of LLE in the proposed
approach seeks the solution to the convex constrained
QP
(P6) wi = argmin
{w: 1Tw=1}
wTHiw − 2hTi w
s. to wTHiw ≤ f2(ci), i = 1, . . . , N
.(26)
Remark 2. Since the entries of H are inner products, it
is a kernel matrix and can be replaced by a graph kernel
that reliably captures similarities between nodes in G. The
Laplacian pseudoinverse, L† is such a kernel in the space
spanned by the graph nodes, where node i is represented
by ei [40]. In fact, (−1/2)J∆(2)J and L† are equivalent
when the entries of∆(2) are average commute times, briefly
discussed in Section 8.
In order to solve P6 per node, Lagrange multipliers
γ and µ corresponding to the inequality and equality
constraints are introduced and lead to the Lagrangian
L(w, γ, µ) = wTHiw − 2hTi w − γ(wTHiw− f2(ci))
+µ(1Tw − 1). (27)
Assuming Slater’s condition is satisfied [44], a zero
duality gap is achieved if the following KKT con-
ditions are satisfied by the optimal primal and dual
variables:
wTHiw − f2(ci) ≤ 0 (28a)
1Tw − 1 = 0 (28b)
γ ≥ 0 (28c)
γ(wTHiw − f2(ci)) = 0 (28d)
∇L(w, γ, µ) = (1 + γ)Hiw+ µ
2
1− hi = 0. (28e)
Upon solving the KKT conditions (see Appendix B for
derivation) it follows that
µ∗ =
2(1TH−1i hi)
1TH−1i 1
+2
{
hTi H
−1
i (11
TH−1i hi − hi1TH−1i 1)
(1TH−1i 1)
2 − (1TH−1i 1)3f2(ci)
} 1
2
(29)
and
γ∗ = 1TH−1i hi −
µ∗
2
1TH−1i 1− 1. (30)
The optimal value, w∗i , is determined as follows
w∗i =


1
(1+γ∗)H
−1
i
(
hi − µ
∗
2 1
)
, if γ∗ ∈ R+
H−1i
(
hi − 1
T
H
−1
i
hi−1
1TH
−1
i
1
1
)
, otherwise.
(31)
Although Hi is provably positive semidefinite, it is
not guaranteed to be non-singular as required by
(29) - (31). Since Hi is an approximation to inner
products, ensuring positive definiteness by uniformly
perturbing the diagonal entries slightly is reasonable
in this case, i.e., Hi ← Hi + σIK , where σ is a small
number.
Setting all wij = 0 for j /∈ Ni, the sought graph
embedding is determined by solving P5 over {xi}Ni=1.
P5 is non-convex and global optimality is not guaran-
teed. However, the problem decouples over vectors
{xi}Ni=1 and this block separability can be exploited
to solve it via BCD iterations. Inner iteration i under
outer iteration r involves solving
xri = argmin
x
‖x−
∑
j<r
wijx
r
j −
∑
j>r
wijx
r−1
j ‖22
s. to ‖x‖22 = f2(ci). (32)
With vri :=
∑
j<r wijx
r
j +
∑
j>r wijx
r−1
j and ν denot-
ing a Lagrange multiplier, and minimization of the
Lagrangian for (32), leads to
xri = argmin
x
‖x− vri ‖22 + ν(‖x‖22 − f2(ci)) (33)
7which yields
xri =
vri
1 + ν
. (34)
Substituting (34) into the equality constraint in (32)
leads to the closed-form per-iteration update of xi
xri =
{
v
r
i
‖vr
i
‖2
f(ci), if ‖vri ‖2 > 0
xr−1i , otherwise.
(35)
Letting Xr denote the embedding matrix after r BCD
iterations, the operation X = (I−N−111T )Xr centers
{xri }Ni=1 to the origin in order to satisfy the shift
invariance property of the embedding.
Algorithm 3 summarizes the steps outlined in this
section for the centrality-constrained LLE (CC-LLE)
graph embedding approach. It is assumed that the
only inputs to the algorithm are the graph topology G,
the centrality measures, {ci}Ni=1, the graph embedding
dimension p, the square dissimilarity matrix∆(2), and
the number of hops to consider for neighborhood
selection per node, n.
Algorithm 3 Graph embedding via CC-LLE
1: Input: G, {ci}Ni=1, ∆(2), ǫ, n, p
2: Set H = − 12J∆(2)J
3: for i = 1 . . .N do
4: Set Ni to n-hop neighbors of i
5: Hi = HNi,Ni , hi = HNi,i
6: Compute µ, γ from (29), (30)
7: Compute wi from (31)
8: Set wij = 0 for j /∈ Ni
9: end for
10: Initialize X0, r = 0
11: repeat
12: r = r + 1
13: for i = 1 . . .N do
14: Compute xri according to (35)
15: Xr(i, :) = (xri )
T
16: end for
17: until ‖Xr −Xr−1‖F ≤ ǫ
18: X = (I− 1N 11T )Xr
7 NETWORK CENTRALITY MEASURES
Centrality measures offer a valuable means of quan-
tifying the level of importance attributed to a specific
node or edge within the network. For instance, such
measures address questions pertaining to the most
authoritative authors in a research community, the
most influential web pages, or which genes would
be most lethal to an organism if deleted. Such ques-
tions often arise in the context of social, information
and biological networks and a plethora of centrality
measures ranging from straightforward ones like the
node degree to the more sophisticated ones like the
PageRank [28] have been proposed in the network
science literature. Although the approaches proposed
in this paper presume that {ci}Ni=1 are known before-
hand, this section briefly discusses two of the common
centrality measures that will be referred to in a later
section on numerical experiments.
Closeness centrality captures the extent to which a
particular node is close to many other nodes in the
network. Although several methods are available, the
standard approach determines the inverse of the total
geodesic distance between the node whose closeness
centrality is desired and all the other nodes in the
network [22]. If ccli denotes the closeness centrality of
node i, then
ccli :=
1∑
j∈V dij
(36)
where dij is the geodesic distance (lowest sum of edge
weights) between nodes i and j. In the context of
visualization requirements for large social networks,
an embedding which encodes the level of influence
of a paper in a citation network or an autonomous
system in the internet would set {ci}Ni=1 to be the
closeness centralities.
Betweenness centrality, on the other hand, summa-
rizes the extent to which nodes are located between
other pairs of nodes. It measures the fraction of short-
est paths that traverse a node to all shortest paths in
the network and is commonly defined as
cbi :=
∑
j 6=k 6=i∈V σ
i
j,k∑
i∈V σ
i
j,k
(37)
where σij,k is the number of shortest paths between
nodes j and k through node i [23]. An immediate
application of betweenness centrality to network vi-
sualization is envisaged in the context of exploratory
analysis of transport networks (for instance a network
whose nodes are transit and terminal stations and
edges represent connections by rail lines). In such a
network, a knowledge of stations that route the most
traffic is critical for transit planning and visualizations
that effectively capture the betweenness centrality are
well motivated.
8 NODE DISSIMILARITIES
This section briefly discusses some of the dissimi-
larity measurements for the graph embedding task.
Although V can represent a plethora of inter-related
objects with well defined criteria for pairwise dissim-
ilarities (e.g., δij = ‖yi − yj‖2, where vectors yi and
yj corresponding to nodes i and j are available in
Euclidean space), D must be determined entirely from
G in order to obtain embeddings that reliably encode
the underlying network topology. Node dissimilarity
metrics can be broadly classified as: i) methods based
on the number of shared neighbors, and ii) methods
based on graph-theoretic distances.
88.1 Shared neighbors
Graph partitioning techniques tend to favor dissimi-
larities based on the number of shared neighbors [1].
Consider for instance
δij =
|Ni△Nj |
d(|V |) + d(|V |−1)
(38)
where A△B denotes the symmetric difference be-
tween sets A and B; and d(i) denotes the i-th smallest
element in the degree sequence of G. The ratio in (38)
yields a normalized metric over [0, 1], and computes
the number of single-hop neighbors of i and j that are
not shared. An alternative measure commonly used
in hierarchical clustering computes the Euclidean dis-
tance between rows of the adjacency matrix, namely
δij =
√√√√ N∑
k=1
(aik − ajk)2. (39)
For unweighted graphs and ignoring normalization,
(38) is equivalent to the square of (39) since |Ni△Nj | =
‖ai⊕aj‖1, where ai := [ai1, . . . , aiN ]T . A downside to
these metrics is their tendency to disproportionately
assign large dissimilarities to pairs of highly con-
nected nodes that do not share single-hop neighbors.
8.2 Graph-theoretic distances
Graph-theoretic distances offer a more compelling
option for visualization requirements because of their
global nature and ability to capture meaningful rela-
tionships between nodes that do not share immediate
neighbors. The shortest-path distance is popular and
has been used for many graph embedding approaches
because of its simplicity and the availability of al-
gorithms for its determination. It is important to
note that it assigns the same distance to node pairs
separated by multiple shortest paths as those with a
single shortest path yet intuition suggests that node
pairs separated by multiple shortest paths are more
strongly connected and therefore more similar.
This shortcoming is alleviated by dissimilarity mea-
sures based on Markov-chain models of random-
walks, which have become increasingly important for
tasks such as collaborative recommendation (see e.g.,
[40]). Nodes are viewed as states and a transition
probability, pij = aij/(
∑N
j=1 aij), is assigned to each
edge. The average commute time is defined as the quan-
tity n(i, j) = m(j|i) + m(i|j), where m(j|i) denotes
the average first-passage time, and equals the average
number of hops taken by a random walker to reach
node j given that the starting node was i. Although
n(i, j) is a recursion defined in terms of transition
probabilities, it admits the following closed form [40]
n(i, j) = Ω (ei − ej)T Ł† (ei − ej) (40)
where Ω =
∑
i,j aij . Moreover, taking the spectral
decomposition, L† = UΛUT , and expressing the
canonical basis vector, ei, as ei = Uzi with z
′
i :=
Λ1/2zi, yields
[n(i, j)]1/2 = Ω‖z′i − z′j‖2. (41)
Evidently, [n(i, j)]1/2 is an Euclidean distance in the
space spanned by the vectors {ei}Ni=1, each corre-
sponding to a node in G, and is known as the Euclidean
commute-time distance (ECTD) (see [40]). For the graph
embedding task, setting δij = [n(i, j)]
1/2 is conve-
nient because G is treated as N -dimensional Euclidean
space with a well-defined criterion for measuring
pairwise dissimilarities.
9 NUMERICAL EXPERIMENTS
In this section, the proposed approaches are used to
visualize a number of real-world networks shown in
Table 1. Appropriate centrality measures are selected
to highlight particular structural properties of the
networks.
9.1 Visualizing the London Tube
The first network under consideration is the London
tube, an underground train transit network1 whose
nodes represent stations whereas the edges represent
the routes connecting them. A key objective of the
experiment is a graph embedding that places stations
traversed by most routes closer to the center, thus
highlighting their relative significance in metro tran-
sit.
Such information is encoded by the betweenness
centralities of the tube stations. It is worth mentioning
that pursuit of this goal deviates from traditional
metro transit map requirements which, albeit drawn
using geographically inaccurate schemes, visually em-
phasize accessibility between adjacent stations. Fig-
ure 1a) shows the betweenness centrality histogram
computed for the London tube. As expected from
measurements performed on real networks, the dis-
tribution follows a power law with a small num-
ber of stations disproportionately accounting for the
higher centrality values. Knowledge of the centrality
distribution guides the selection of a transformation
function, f(ci), that will result in a well-spaced graph
embedding. Bearing this in mind, the centrality values
were transformed as follows:
f (ci) =
diam (G)
2

1− ci −mini∈V ci
max
i∈V
ci −max
i∈V
ci

 (42)
with diam(G) denoting the diameter of G. Node dis-
similarities were computed via ECTD.
The visual quality of the embeddings from CC-
MDS and CC-LLE was evaluated against a recent
centrality-based graph drawing algorithm, a ”More
Flexible Radial Layout” (MFRL) [30], and the spring
embedding (SE) [21] algorithm. The first column in
1. https://wikis.bris.ac.uk/display/ipshe/London+Tube
9Graph Type Number of vertices Number of edges
Karate club graph undirected 34 78
London tube (underground) undirected 307 353
ArXiv general relativity (AGR) network undirected 5,242 28,980
Gnutella-04 directed 10,879 39,994
Gnutella-24 directed 26,518 65,369
TABLE 1: Networks used for numerical experiments.
Figure 4 depicts the embeddings obtained by running
CC-MDS (without a smoothness penalty), CC-LLE,
MFRL and SE emphasizing betweenness centrality.
Interesting comparisons were drawn by running the
four algorithms with closeness centrality and node
degree input data. The resultant embeddings are de-
picted in the last two columns of the figure.
In order to compute the subgradients required in
CC-MDS, vector s was set to (1/
√
2)[1, 1]T in (8).
The color grading reflects the centrality levels of the
nodes from highest (violet) to lowest (red). In general
Algorithm 1 converged after approximately 150 BCD
iterations as depicted in Figure 2 plotted for the be-
tweenness centrality embedding. CC-LLE was run by
setting n = 1 (single-hop neighbors) and the second
row in Figure 4 depicts the resulting embeddings after
20 BCD iterations in the final step. For the initializa-
tion of the BCD iterations, X0 was generated from a
Gaussian distribution of unit covariance matrix, i.e.,
x0i ∼ N (0, I) for all i = 1, . . . , N .
Visual inspection of the the approaches reveals that
CC-LLE inherently minimizes the number of edge-
crossings and yields drawings of superior quality for
moderately sized networks. This behaviour is a direct
result of the implicit constraint that the embedding
vector assigned to each node is only influenced by
the immediate neighbors. However, this benefit comes
at the cost of the lack of a convergence guarantee
for the BCD iterations. Although the MFRL algorithm
requires pre-selection of the number of iterations, the
criterion for this selection is unclear and experimental
results demonstrate that visual quality is limited by
edge-crossings even for medium-sized (hundreds of
nodes) networks.
The last row in Figure 4 depicts the spring embed-
ding for the London tube, a force-directed algorithm
that models the network as a mass-spring system and
the embedding task amounts to finding the positions
in which the balls will settle after the system has
been perturbed. Despite the success of force-directed
methods for the visualization of small networks, it
is clear that their ability to communicate meaningful
hierachical structure rapidly degrades even for mod-
erately sized networks.
9.2 Minimizing edge crossings
Turning attention to Algorithm 2, simulations were
run for several values of λ starting with λ = 0, and
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Fig. 1: 50-bin centrality histograms for a) London tube network
(betweenness centrality), b) AGR network (closeness centrality), c)
Gnutella-04 network (degree), and d) Gnutella-24 network (degree).
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Fig. 2: MDS stress vs. iterations.
the resultant embeddings were plotted as shown in
Figure 3. Increasing λ promotes embeddings in which
edge crossings are minimized. This intuitively makes
sense because forcing single-hop neighbors to lie close
to each other, decreases the average edge length, lead-
ing to fewer edge crossings. In addition, increasing
λ yielded embeddings that were aesthetically more
appealing under fewer iterations. For instance, setting
λ = 10, 000 required only 30 iterations for a visualiza-
tion that is comparable to running 150 iterations with
λ = 0.
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Fig. 4: Embedding of the London tube graph emphasizing different centrality considerations.
9.3 Visualization of large networks
The primary focus in this subsection is large-scale net-
work visualization and test results on three networks
of varying size are considered. First among these is
the ArXiv General Relativity (AGR) network, represent-
ing scientific collaborations between authors on pa-
pers submitted to the “General Relativity and Quan-
tum Cosmology” category (January 1993 to April
2003) [50]. The nodes represent authors and an edge
exists between nodes i and j if authors i and j co-
authored a paper. Closeness centrality was used to
visualize the network so that authors whose research
is most related to the majority of the other authors
are placed closer to the center. The distribution of
closeness centrality for the AGR network is shown
in Figure 1b). Node dissimilarities were based on
pairwise shortest path distances between nodes.
Figure 6a) shows the embedding obtained after 30
outer BCD iterations of running Algorithm 1. For
clarity and emphasis of the node positions, edges
11
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Fig. 3: Effect of a smoothness penalty: varying λ for the London
tube visualization.
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were not included in the visualization. Drawings of
graphs as large as the autonomous systems within the
Internet typically thin out most of the edges. The color
coding is adopted to reflect centrality variations.
CC-LLE was run for the same data yielding the
network visualization depicted by Figure 6b). Only
single-hop neighbors were considered (n = 1) for
the neighborhood selection. Although no claims of
optimal placement or convergence are made for Al-
gorithm 3, it is clear that the visualization succeeds at
conveying the centrality structure of the collaboration
network.
Next, large-scale degree visualizations of snap-
shots of the Gnutella peer-to-peer file-sharing network
[50] were generated using CC-LLE. Nodes represent
hosts and edges capture connections between them.
Gnutella-04 and Gnutella-24 represent snapshots of
the directed network captured in 2002 on August 4
and August 24 respectively. Undirected renditions of
the two networks were obtained by symmetrization
of their adjacency matrices (i.e., A ← A + A⊤).
The centrality metric of interest was the node degree
and dissimilarities for the two visualizations were
computed based on the number of shared neighbors
between any pair of hosts. Figures 6c) and 6d) depict
the visualizations obtained via CC-LLE. It is clear that
despite the dramatic growth of the network over a
span of 20 days, most new nodes had low degree
and the number of nodes accounting for the highest
degree was disproportinately small as shown in the
histograms in Figures 1c) and 1d).
9.4 Running times
Running times for CC-MDS, CC-LLE and MFRL were
compared for three of the networks of different di-
mensions. These include the karate club network (34
nodes), a small social network from a 1970s study
of long-term interactions between members of a U.S.
university karate club. In addition, the London tube
and the AGR network were considered. Figure 5
shows a log-plot of the run-times that led to em-
beddings with reasonably comparable visual quality.
The main observation from the plot is the clear run-
time advantage of CC-LLE over the other methods
especially for large networks. In fact, this was the
main motivation for using CC-LLE for visualizing the
Gnutella networks yielding embeddings in 1, 684 s
(Gnutella-04) and 5, 639 s (Gnutella-24).
10 CONCLUSION
In this paper, two approaches for embedding graphs
with certain structural constraints were proposed. In
the first approach, an optimization problem was for-
mulated under centrality constraints that capture rela-
tive levels of importance between nodes. A block coor-
dinate descent solver with successive approximations
was developed to deal with the non-convexity and
non-smoothness of the constrained MDS stress mini-
mization problem. In addition, a smoothness penalty
term was incorporated to minimize edge crossings
in the resultant network visualizations. Tests on real-
world networks were run and the results demon-
strated that convergence is guaranteed, and large
networks can be visualized relatively fast.
In the second proposed approach, LLE was adapted
to the visualization problem by solving centrality-
constrained optimization problems for both steps of
the algorithm. The first step, which determines re-
construction weights per node, amounted to a QCQP
that was solved in closed-form. The final step which
determines the embedding that best preserves the
weights turned out to decouple across nodes and was
solved via BCD iterations with closed-form solutions
per subproblem. Despite the lack of an optimality
guarantee for this step, meaningful network visualiza-
tions were obtained after a few iterations making the
developed algorithm attractive for large scale graph
embeddings.
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From an application perspective, the LLE approach
is preferrable over MDS in settings where the net-
work represents data sampled from an underlying
manifold. For instance, consider a social network
whose nodes represent people and edges encode self-
reported friendship ties between them. It is assumed
that friends have a number of similar attributes e.g.,
closeness in age, level of education, and income
bracket. Although some of these attributes may be
unknown, it is reasonable to assume that they lie near
a low-dimensional nonlinear manifold, nicely moti-
vating an LLE approach to graph embedding. Some
real-world networks are heterogeneous with multi-
typed nodes and edges e.g., a bibliographic network
that captures the relationships between authors, con-
ferences and papers. The manifold assumption does
not apply here, but dissimilarity measures between
multi-typed nodes have been developed [51], and an
MDS approach is well justified.
In this work, it has been assumed that networks
are static and their topologies are completely known.
However, real-networks are dynamic and embeddings
must be determined from incomplete data due to sam-
pling and future research directions will incorporate
these considerations.
APPENDIX A
PROOF OF PROPOSITION 1
Substituting x0 = x
r−1 in the LHS of (12a) yields
Φ(xr−1,xr−1) = ψ1(x
r−1)− ψ′2(xr−1,xr−1)
=
(N − 1)
2
‖xr−1‖22
−(xr−1)T (
∑
j<i
xrj +
∑
j>i
xr−1j )
−
∑
j<i
δij‖xr−1 − xrj‖2
−
∑
j>i
δij‖xr−1 − xr−1j ‖2. (43)
Since
Ψ(xr−1) = ψ1(x
r−1)− ψ2(xr−1)
=
(N − 1)
2
‖xr−1‖22
−(xr−1)T (
∑
j<i
xrj +
∑
j>i
xr−1j )
−
∑
j<i
δij‖xr−1 − xrj‖2
−
∑
j>i
δij‖xr−1 − xr−1j ‖2, (44)
condition (12a) is satisfied by the equivalence of (43)
and (44). The second condition, (12b), is automatically
satisfied for x0 = x
r−1 by (7).
APPENDIX B
SOLVING THE KKT CONDITIONS
This appendix derives (28a) - (28e) from the KKT
conditions in (29) - (31). From (28e), one obtains
2Hiw
∗
i − 2hi + 2γ∗Hiw∗i + µ∗1 = 0. (45)
Solving for w∗i in terms of γ
∗ and µ∗ from (45)
w∗i =
1
(1 + γ∗)
H−1i
(
hi − µ
∗
2
1
)
. (46)
Upon applying the result in (46) to the primal feasi-
bility condition in (28b), it turns out that
1T
[
H−1i
(1 + µ∗)
(
hi − µ
∗
2
1
)]
= 1. (47)
Thus,
γ∗ = 1TH−1i hi −
µ∗
2
1TH−1i 1− 1. (48)
Assuming the inequality constraint is inactive at op-
timality, then γ∗ = 0, which upon solving (48) yields
µ∗ =
2
(
1TH−1i hi − 1
)
1TH−1i 1
. (49)
Combining (49) and (46) gives
w∗i = H
−1
i
[
hi − 1
TH−1i hi − 1
1TH−1i 1
1
]
. (50)
If the inequality constraint is active at optimality, then
w∗Ti Hiw
∗
i = f
2(ci). (51)
Substituting for w∗i from (46) results in
(2hi − µ∗1)T H−1i (2hi − µ∗1) = 4f2(ci)(1+γ∗)2 (52)
which upon simplification yields
hTi H
−1
i hi − µ∗1TH−1i hi +
µ∗2
4
1TH−1i 1
= f2(ci)(1 + γ
∗)2. (53)
Substituting for γ∗ results in the following quadratic
equation in µ∗
hTi H
−1
i hi − µ∗1TH−1i hi +
µ∗2
4
1TH−1i 1
= f2(ci)
(
1TH−1i hi −
µ∗
2
1TH−1i 1
)2
. (54)
Finally, solving for µ∗ from (54) and taking one root
yields
µ∗ = 2
1TH−1i hi
1TH−1i 1
+2
{
hTi H
−1
i (11
TH−1i hi − hi1TH−1i 1)
(1TH−1i 1)
2 − (1TH−1i 1)3f2(ci)
} 1
2
. (55)
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Fig. 6: Visualization of large networks: a) AGR (CC-MDS), b) AGR (CC-LLE), c) Gnutella-04 (CC-LLE), and d) Gnutella-24 (CC-LLE).
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