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SOMMAIRE 
La fonction appelee gaussienne generalisee est largement utilisee dans plusieurs domaines. 
Dans ce memoire, nous presontons quelques proprietes de la gaussienne generalisee et 
nous etudions plus specifiquement sa transformee de Fourier. Nous debutons notre etude 
de la transformee de Fourier de la gaussienne generalisee en rappelant le calcul pour 
quelques cas particuliers. Ensuite, nous discutons des cas ou le parametre de forme 
prend des valeurs entieres. Nous distinguons selon la parite du parametre de forme: le 
cas ou le parametre de forme est pair et le cas ou le parametre de forme est impair. A la 
lumiere de cette etude nous en concluons que la transformee de Fourier de la gaussienne 
generalisee peut etre obtenue de fagon semblable pour toute valeur du parametre de forme 
superieure ou egale a 1. Nous discutons egalement du cas bidimensionnel pour lequel nous 
presentons deux facons de definir la gaussienne generalisee et calculons les tfansformees 
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INTRODUCTION 
Au cours des dernieres annees la fonction appelee gaussienne generalisee GG a ete large-
ment utilisee dans des domaines tels que la vision par ordinateur [27], le traitement 
d'image [19, 29], le traitement de la voix [32], le traitement du signal [9], etc. La GG 
a de nombreuses proprietes, par contre sa transformer de Fourier TF a ete peu etudiee. 
Notons que la fonction gaussienne generalisee est aussi connue sous le nom de distribu-
tion normale generalisee [30, 45], de distribution de Laplace generalisee [20, 21, 24], de 
distribution exponentielle generalisee [5], ou de distribution des erreurs generalisees [38]. 
Plusieurs auteurs se sont interesses a Papplication de cette distribution dans divers prob-
lemes de statistique. Par exemple l'estimation des parametres [2,11, 23, 28, 41, 43, 44, 46], 
l'analyse statistique bayesienne [3, 4, 5, 8, 12, 42], et d'autres problemes [10, 14, 15, 17, 
30, 31, 35, 37, 39, 40]. Pour plus d'information concernant cette distribution et ses ap-
plications nous pouvons consulter [5, 20, 21, 24]. 
Dans ce memoire nous nous sommes interesses aux proprietes et au calcul de la TF 
de la GG. Au Chapitre 1, nous etablissons les proprietes de la GG ainsi que les resultats 
d'existence. Nous rappelons egalement quelques resultats qui seront utiles dans la suite. 
Au Chapitre 2, nous rappelons les calculs de la TF de quelques cas particuliers de la 
GG. Au Chapitre 3, nous discutons des cas ou le parametre de forme prend des valeurs 
entieres. Nous distinguons deux cas suivant la parite du parametre de forme: le cas 
9 
ou le parametre de forme est pair et le cas ou le parametre de forme est impair. A la 
lumiere des resultats de ce chapitre nous concluons, au Chapitre 4, que la TF peut etre 
obtenue de fagon semblable pour toute valeur de parametre de forme superieure ou egale 
a 1. Au Chapitre 5, nous discutons du cas bidimensionnel. Nous presentons deux fagons 
de definir la GG et calculons les TF correspondantes. Finalement, au Chapitre 6, nous 




Dans ce texte la GG de parametre A est definie pour toute valeur de x dans R par la 
formule f\(x) — e~^ . La famille.de GG que nous etudierons est donnee par : 
J={h{x) 1^1 A > 0 , 
Dans ce chapitre nous identifions quelques proprietes des elements de J et leurs con-
sequences sur leur TF. Nous citons egalement quelques resultats mathematiques que 
nous allons utiliser par la suite. 
1.1 Proprietes de la fonction f\(x). 
La fonction f\(x) est une fonction paire et continue sur R. Nous pouvons ecrire f\{x) de 
la maniere suivante 
e~
x
 si x > 0, 
f\(x) = { 1 si 2 = 0, 
e-(-z) si x < o, 
11 
et nous avons 
d_ • _ f -Xxx-le~xX = -A |x|A_1 e-lxlA si a; > 0, 
dxh[X) ~ \ A(-x)A-1e-(-a;)A = A \x\x~l e'^ si x < 0, 
d'ou 
. ^ / A ( x ) = -Asgn(x)|x|A-1e-WA , 
sauf peut etre pour x = 0. Ainsi, la derivee est continue lorsque A > 1-. La derivee 
d'ordre k est donnee par 
/ife)(a:) = Pfc_i'(|x|A)|a;|A-fcsgn(x)fce-la:l\ 
sauf peut etre pour x = 0. En effet, pour k — 1 nous avons 
fi1\x) = P0(\x\x)\x\x-1sgn(x)e-W\ 
avec -Po(M ) — —A. Supposons que nous ayons pour k l'expression 
/{fe)(a;) = Pfc_1(|a;|A)|x|A-fcsgn(x)fce-la:l\ 
et montrons le resultat pour k + 1. Nous avons 
/f+1)(x) = Pk(\x\x) IX^BMX)"^-^, 
avec 
^ . (M A ) = (MA + (A - fc))Pfc_1(|o;|A) + A |o;|A Pk-2(\x\x) 
qui est un polynome de degre k en \x\ . Comme consequence de la parite de f\{x), ses 
derivees d'ordre paires sont paires et ses derivees d'ordre impaires sont impaires. 
La fonction f\(x) = e - ^ est non seulement continue mais aussi a decroissance rapide. 







xPe~\x\ lim — 
x—>+oo pp-
Definition 1.1 [26] Soit Q un ouvert de (M) et 1 < p < +oo. 
(i) Lp(fl) est I 'ensemble des fonctions f definies sur fi, d un ensemble negligeable pres, 
telles que Jn \f(x)\p < +oo. 
(ii) Lfoc(Cl) est I'ensemble des fonctions f G LP(K) pour tout compact K C fl • 
En utilisant la proposition suivante on en deduit, que pour tout p € N, la fonction xpf\(x) 
est un element de Ll( 
Proposition 1.2 [18] Si f(x) est une fonction Ll0C(R) a decroissance rapide alors, pour 
tout p G N, la fonction xpf(x) appartient a LJ(R) D 
En fait pour tout p € N, xpf(x) appartient a Lq(R) pour tout q > 1. 
1.2 Proprietes de la T.F. de f\(x). 





Nous utiliserons le resultat suivant. 
Proposition 1.3 [18] Si f(x) est une fonction L/0C(R) d decroissance rapide alors f(uj) 













et en vertu des Propositions 1.1 et 1.2 on en deduit que f\(uj) est indefiniment derivable 
avec 
et 
( 1 /"TOO 
fx(u)= / fx(x)(-2iTrxfe-2i™xdx 
J — oo 
/
+oo 




Tip) Aw(0) = 
si p est impair, 
[ 2 ( - ^ r ( p ± l ) g i p ^ p a i r j 
ou nous avons utilise la fonction T(.) pour tout A > 0 
n+OO 
• f 
T(A) = / e~xxx~vdx. (1.4) 
./o 
Comme f\{.) est paire on en deduit que f\(.) est a valeurs reelles. De plus f\(—uo) = 





2(-i)(p+i)/2(27ra;)P J0+o° a;P/A(x) sin(27rwx)dx si p impair 
(1.6) 
2(-1)P/2(2ITX)P J0+o° xpfx(x) cos(2irux)dx si p pair . 
1.3 Resultat de convergence. 
Avant de donner un resultat de convergence de serie que nous utiliserons dans la suite, 
nous introduisons la notion de fonction a croissance lente. 
Definition 1.4 [16] Soit f: K —> C On dit que f est une fonction a croissance lente 
si il existe un reel c> 0 et un entier N tel que pour tout x GK on a \f(x)\ < c(l + x2)ND 
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Si g(x) est une fonction a croissance lente alors 
/•+00 pB 
\ fx(x)g(x)dx = lim / f\(x)g{x)dx. 
Jo B—>+°°Jo 
Supposons qu'on puisse developper g(x) en serie entiere, c'est-a-dire g(x) — ^2^PjXJ, 
et que cette serie converge pour tout x G M. (son rayon de convergence est +00). Alors 
la convergence uniforme de la serie sur [0, B] nous permet d'ecrire 
pB pB +OO 





TPj / fX(x)x3dx. 
„--n Jo 
En observant que J0 f\(x)xJdx est croissant avec B, il suit que 
lim 
Jo 
+ 0 0 
x
Jdx = I x3e x dx = —T I —-— 
0 A V A 
De plus, si la serie ]T)S/?7 A^ ( ^ r ) e s t absolument convergente, nous aurons alors 
•3 
+00 
 pB +00 poo 
$ > , • / fx(x)xidx-J2h h(x)xi dx < 
^e />B ^e /*+00 "t~°° />+00 
£>; / / A ( ^ - E M A y^'dx +2 £ |#| / fx(x)x3dx. 
3=0 J° j=0 J° -3=^ + 1 J° 
En choisissant Je tel que 5^ JW £ +I |/?j| J0+°° f\{x)xJ < e et en faisant tendre.5 vers +00, 
nous obtenons 
poo T . p+oo 
/ f\{x)g{x)-y2pj fx(x)x:>dx 
Jo .
 n JO 
<2e. 
Comme e est arbitraire nous avons 
+ 0 0 •
 r + o c 
i=o 
15 
/•+OO + ° ° p+OO 
/ f\(x)g(x)dx = y2/3j fx(x)x3dx. 
Jo „._n JO 
Nous appliquerons ce resultat avec les deux fonctions a croissance lente (en fait meme 
bornees) sin(27ru;a;) et cos(27rwa;). Notons que ce resultat est un cas particulier du 
theoreme suivant (Theoreme de Fubini pour les series). 
Theoreme 1.5 [26] Si {F„(x)}+* 
(1) est une suite de fonctions mesurables definies presque partout (p.p.), et' 
alors 
(a) la serie Yln^o Fn(x) converge presque partout (p.p.), et (b)z:r0LFn(x)dx=fmj::zFn(x)dx • 
1.4 Proprietes de la fonction Gamma. 
Nous presentons quelques proprietes de la fonction Gamma qui nous seront utiles dans 
la suite de ce travail. Premierement on obtient facilement pour A > 0 que 
r(A + i) = Ar(A). (i.7) 
Ensuite pour a > 0 et (3 > 0 en faisant un changement de variables en posant t = xa 
nous avons 
f™ e-*ax0dx- f°° e-H^t^dt = - r (^±) . (1.8) 
Jo " J o a \ a J 
Nous utilisons les resultats asymptotiques suivants. 
Proposition 1.6 [1] Soit z € C avec |argz| < TT et a > 0, alors 
T{az + b) = V2^e-az(az)az+b-^ h +
 0 (- J j . 
avec 
lim of - ) =0 • 
| z | ^ + o o \Z 
16 
Proposition 1.7 [1] Soit z € E, a/ors l im^ 0 + ^I"1^) = 1 • 
Proposition 1.8 [i] Soit \>0, alors y/^T{2z) = 22z-1r(z)T(z + \) D 
Cette propriete etant connue sous le nom de formule de duplication. 
17 
CHAPITRE 2 
Quelques cas particuliers 
Dans ce chapitre nous presentons les cas pour lesquels la transformee de Fourier de f\(x) 
s'exprime sous forme simple sans l'aide d'une serie. Ces cas se presentent pour les valeurs 
du parametre A = 1, 2 et +oo. 
2.1 CasA = l. 
Pour A = 1 nous avons fi(x) = e~^ et sa transformee de Fourier est 




ex(l-2l^)dx+ / e-x(l+2z™)dx 
•oo JO pX(l—2iiru) 







p — x(l+2lTTUj) 
1 + 2muj 
x=+oo 
x = 0 
1 — 2iiru). 1 + 2i7iuj 
2 
1 + (2W) 2 ' 
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2.2 Cas A = 2. 
Pour A = 2, nous calculons la transformee de Fourier selon deux methodes. La premiere 
methode utilise l'integration dans le plan complexe tandis que la seconde methode est 
basee sur une equation differentielle. 
2.2.1 Premiere methode : integration dans le plan complexe. 












Nous utilisons alors le Theoreme de Cauchy suivant. 
Theoreme 2.1 [33] Si f(z) est une fonction analytique dans un domaine V simplement 
connexe alors pour toute courbe fermee C dans V on a 
j> f(z)dz = 0 • 
Ce theoreme applique a l'integrale definissant /2(cu) suivant le contour de la Figure 2.1 





Figure 2.1: Le domaine d'integration. 
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Ici la fonction f(z) = e z est analytique dans C. En utilisant le contour C de la 
Figure 2.1 nous avons 
0 = i> e~z dz 
r+R 
<R+w)2dy e x dx+ I e 
-R Jo 




 e-(R+iy)2dy + j ^ e-{-R+iy?dy 
= Jo" e-R2+y2-2iRydy + J^
 e-R2+y2+^Rvdy 
= 1^ e-(R2-y2^ [e-2lRy - e2lRy)dy 








Nous avons alors 
Done 











e-(x+^?dx= H m / e-*2dx = ^ 
R R-^+^J-R 
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2.2.2 Seconde methode : une equation differentielle. 
Nous remarquons que la fonction /^(x) = e~x est solution de l'equation differentielle 
/2(1)(a0 = -2x / 2 (x ) . (2.1) 
En prenant la transformee de Fourier des deux membres de (2.1) nous obtenons 
1 /» + 00 







Cette equation differentielle a pour solution 






x2dx = v ^ 
-oo 
d'ou le resultat. 
2.3 Cas A = +oo. 
Dans ce cas posons 
1 si \x\ < 1, 
/+oo(x) = lim fn(x) = { e"1 si jxj = 1, 
n—>+oo \ n • i i i 
1





/ + 0 0 ( x ) e - 2 — d x 
-00 
-r 
-2i-nujx~\ x — + 1 
-2ilTUJ J x = - 1 





2.3.1 Cas A -»• 0+. 
on en deduit que 
1 si x = 0, 
lim /A(X) = 
A—>0+ _ i - /
 n 
1
 e si a; ^ 0, 
lim /A(w) = e ^ ( C J ) , 
A—>0+ 
ou la convergence est au sens des distributions. 
2.4 Figures des cas particuliers. 
Dans cette section nous donnons les graphes de f\(x) et de f\(uj) pour les cas particuliers. 
Comme les graphes sont symetriques par rapport a l'axe des y, nous ne donnons les 
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Figure 2.4: Graphes de (a) f+(X(x) et (6) /+0O(w) . 
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CHAPITRE 3 
Cas a parametre A entier 
Lorsque le parametre A est entier, il est possible d'obtenir la transformee de Fourier de 
f\(x) comme solution d'une equation differentielle ordinaire semblable au cas A = 2 du 
Chapitre 2. Nous distinguons deux cas. premierement le cas ou A est pair, dans ce 
premier cas nous determinons la solution d'une equation differentielle par la methode 
de Frobenius [6]. Ensuite le cas ou A est impair, dans ce deuxieme cas nous utilisons 
une representation sous forme d'integrale, un developpement en serie de Maclaurin et le 
Theoreme de Fubini (Theoreme 1.4). 
3.1 Cas ou A est pair. 
Posons dans ce cas A = 21 avec l e N * . Nous avons 
fS\x) = -2l:ta-1M(x) (3.1) 
et en prenant la transformee de Fourier des deux cotes de (3.1) nous obtenons 
2iiru,Uu)= ' ^ f ^ - ^ u ) , (3.2) 
27 
d'ou • . 
fi^\u) = {-ly^fuUu). (3.3) 
L'equation differentielle (3.3) se resoud par la methode des series. Rappelons une defini-
tion et un resultat concernant cette methode. 
Definition 3.1 [6] Un point x0 6 K est un point ordinaire de l'equation differentielle a 
coefficients bi(x) polynomiaux suivante 
n 
YJbi{x)y{n-i\x) = R{x), (3.4) 
i=0 
lorsque b0(x0) ^ 0 D 
Theoreme 3.2 [6] Si XQ est un point ordinaire de l'equation differentielle ordinaire a 
coefficients polynomiaux (3.4) alors il existe une serie 
+oo 
l(x) = ^2an(x-x0)n 
n=Q 
qui est solution de (3.4) telle que 
(1) les constantes d'integration ai, i = 0,1, ...,n — 1, sont arbitraires, et 
(2) son rayon de convergence est non nul D 
Posons 
+oo 




et en substituant dans (3.3), nous obtenons 
p=2l-l yF y " p=0 
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En changeant l'indice de sommation, q = p — (21 — 1), nous avons 
(9 + (2z-i))L„ , ^(^2l+-
21 aq+2i-i- ~ -w
q
 = (-ly^-f-^aj^ ,P+I 
<j=0 "*' ~" p=0 
et alors 
n„, J 9.1 - 1V 4-Y^U. . ,„, 
( p + 1 ) oM_1(2z -1)!+E^T^nf - ( - i ^ ^ V 1 = o. p=0 
Ainsi a2;-i = 0 et pour p — 0,1,2,... nous avons 
En utilisant { 0 si p est impair, 
i (-2z7r)pr(2±i) si pes t pair, 
et en remplagant p par 2p, nous avons 
^(0,. , - ^ r (*£I). 
pour pi = 0 ,1 , . . . , I — 1. Alors 
a2p
~(2p)! /2< ( 0 ) " ( 1} (2p)! A 21 J' 
et 
«2p+l = 0, 
pour p = 0,1,...,1 — 1. Par induction, si on suppose que 
( UP+U W2p+2kl lr(2p + 2kl + l\ 
q2p+2kl = ( _ 1 )
 (2p + 2kl)\f V 21 ) 
29 
ce qui est vrai pour k = 0, nous avons 
«2p+2(fc+/.) = d2p+(2kl+2l) 
(2p + 2kl + l)\ ,
 V(2TT)2 ' 
(2p + 2(fc + l)Z)!v . ; 21 
•
 = ( DV+OC+IV {^?p+2{k+l)l l{2p + 2kl + \) (2V + 2kl + \ 
1
 ' (2p + 2{k + l)l)\ I 21 V 2l 
= +(k+1)l (2*)W+»l 1 (2p + 2(k + l)l + l\ 
1 J
 {2p + 2{k + l)l)\ I \ , 21 ) ' 
Nous en concluons que 
( - 1 ) P ( 2 T T ) ^ / 2p + l 
Z (2p)\ V 2^ 
pour p = 0,1, 2,..., et 
&M-fD-^(a£i) a;2". p=0 




V 1,0 U W 
\ 
0,51 Ifl • U 
w 
Figure 3.1: Graphes de (a) JA{X) et (6) fi{oj). 
hM 
V l.« U X M 
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wH 
(5, IJ ux3^o 
(fc) 




US 1.0 U x ^ (o u \ _/2,o 
m 
(6) 
Figure 3.3: Graphes de (a) fie(x) et (6) /i6(w). 
fe(tf) 
(b) 
Figure 3.4: Graphes de (a) ^ ( s ) et (6) /^ (w) . 
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3.2 Cas ou A est impair. 
Nous avons deja obtenu une formule pour A = 1. Posons alors A = 21 + 1 avec 
I € N* = {1, 2,3,. . .}, nous avons 
/2(?ii(*) = -(2* + l)sgn(x)x2 ' /2 i+1(x): (3.13) 
Nous obtiendrons 3 equations differentielles equivalentes que nous allons resoudre par 
simple integration successive pour obtenir f2i+i(u>). 
3.2.1 Premiere equation differentielle. 





ce qui donne au sens des distributions [22] 
2muf2l+1(u) = ^ , + ^ s g n H * f$^(cu). (3-15) 
En utilisant la distribution valeur principale note VP(.) (voir [16]), nous avons 
sgnfw) = — VP ( - ) . 
7^^  \u> J 
Alors 
Pour resoudre cette equation, utilisons (3.14) pour obtenir 
^ r+°° 
2muj2l+1(u) = 2{2l + l)i I x2le~x2l+1 sm(2iiujx)dx. (3.16) 
Jo 
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En developpant la fonction sin(27rwx) en serie et en appliquant le Theoreme de Fubini 
(Theoreme 1.4), nous obtenons 
2«ra;/a+1(a;) = 2(2Z + l ) i j f . x 2 ' e - 2 ' + 1 ^ ( - 1 ) ^ ^ ^ , dx 
= 2(2/
 + i)?£(-iy^^^+00^-e-^^ 
U ] (2J + 1)! V 2/ + 1 J ' 
et ainsi 
^) = ^ lLH^r^j' (3-17) 
3.2.2 Deuxieme equation differentielle. 
Multiplions (3.13) par sgn(x) pour obtenir 
sgn(x)/2(;1j1(a;) = - (2 i + l )x 2 % + 1 ( a : ) . (3.18) 
En prenant la transformee de Fourier des deux membres de (3.18) nous avons 
/
+oo 0 / 4 - 1 
sgn(x)/2 ( ; |1(x)e-2—dx = -^L^f™^), (3.19) 
d'ou 
Resolvons cette identite en utilisant (3.19) et (3.13). Nous avons 
/•+0O 
/*,2{)1(w) = 2(2Mr)2' / £2 'e-x2i+1 cos(2WM:c. (3.20) 
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En utilisant le developpement de Maclaurin de cos(2iru}x) et en appliquant le Theoreme 
de Fubini (Theoreme 1.4), nous obtenons 
' •
H x ,
J a ^ « + i g ( _ 1 ) i ( 2 7 r a ; x ) « 
3=0 
x e m 
\2j f+oo 
JSl}M = 2(-1)'(2TT)2' / 
Jo 
v2l+2je-x2l+1dx 
En integrant alors successivement, il suit que 
21-1 J(p)
 / m n +00 7{  /(,-. 00 
w - ) = Ez^^+^Ti(2^)2pE(-1)p(27r)2p 




+2< /2p + 2/ + l 
(2p + 2Z)! V 2Z + 1 
_ j2 / l r ! l. (0)-° 2 
P=0 Pi 
2 V r _ n p + « M ^ _ /2p + 2i.+ l \ 2p+2; 
2Z + 1 j ^ ' (2p + 2l)\ \ 21 + 1 J • 
En utilisant les 21 — 1 premieres derivees de /2/+i(w) enw = 0, nous obtenons 
2/-1 J (P ) 
&+1M = E /2;+i(°)w2p , 






2 ^ ( 2 T T ^ / 2 p + l 
2^  + 1 ^ (2p)! V2/ + 1 
p=0 v ', v 
3.2.3 Troisieme equation differentielle. 
Prenons (3.19) et integrons par partie pour obtenir 
7{2l) 21 /i+» = 2 
(2nr) 
21 + 1 
+00 
1-iiruj sgn{x)f2i+1(x)e-2t7IUJXdx (3.21) 
d' ou 
S?iM = 2 (2ZTT)
2
' 
2/ + 1 l - u ; ( V P ( - ) * / 2 m M 
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Resolvons en reecrivant (3.21) comme suit 





2Z + 1 
(2m)2 ' 
2/ + 1 
(2m)2 ' 
2/ + 1 
(2m)2 ' 
2 / + 1 
2 
+oo 
1 - 27TO; / e 
o 
/•+0O 




. ^ ( 2 ^ ) ^ 
1 ^ (2TTO;) 2 ^ 1 [+°° 2 . + 1 _x«+ i , 
1 + f(_iy+1(^l!!!!_^rf^±^l 
^
 J
 (2j + l)\2j + ll\2l + lJ 
21 + 1 
+oo 
(-1)'(2TT)2' + 5 ] ( - 1 ) 
i=o 
l+i+1 (2TT) 2 '+ 2 ^ 2 
(2j + 2)! ^ r ( ^ + i 2/ + 1 
2/ + l ^ 1 J (2j)! V 2i + l J ' 
En integrant, nous obtenons 
21-1 7{p) 
/w«.)-E%^+5n +oo 
p=0 (P)! 3=0 
1+3 (27T) 
2(+2j 
2/ + (2J + 2Z)! 
2i+2; r /2J + 2/ + 1 




 - h 1 ^ + 27+1 2J"1) W w r UTT J 
Nous utilisons les derivees de f2i+i(u>) en w — 0 pour obtenir 
/21+1M = 2 fi (27ru;)^  / 2 P + 1 \ 2^  + l ^ 1 ' (2p)\ \2l+lJ-
Les Figures 3.5,3.6,3.7, et 3.8 presentent quelques graphes de fonction f2i+i(x) et f2i+i(uj). 
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1 , 0 - 1 — -
0,1 • 
0,5 1,0 [} x V 
6M 
V\ »!> U , , W 
(fc) 
Figure 3.5: Graphes de (a) /3(x) et (b) f^to). 
1M 
V 10 U x W 
fa) 
015 
u a u -•- -io 
(b) 















\ \ \ 
yw) 














Figure 3.7: Graphes de (a) /is(x) et (6) /is(u;). 
l i 1,0 X U 
W 
Figure 3.8: Graphes de (a) f3i(x) et (6) /3i(w). 
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CHAPITRE 4 
Cas general a parametre A reel 
strictement positif 
Dans ce chapitre, nous traitons le probleme pour le cas ou la constante de forme A est 
reel et strictement positive. D'apres le chapitre 3, il suit que la technique utilisant un 
developpement de Maclaurin est adequate pour le cas A €E [l,+oo). Nous exprimons 
la transformee de Fourier de f\(x) a l'aide de son developpement de Maclaurin et nous 
etudions son comportement. Ensuite, nous donnons des approximations de f\(co) sur tout 
intervalle de la forme [—Q,f2]. Pour les A € (0,1), la technique precitee ne fonctionne 
pas et nous conservons le T.F. sous forme d'integrale. 
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4.1 Developpement de Maclaurin de f\(uS). 
Nous avons deja remarque que f\(u)) est indefiniment derivable, ainsi nous 
associer son developpement de Maclaurin de tout ordre 
p = 0 
oii RL(LU) est le reste de la serie donne par 
pi 
f ( i ) , 










) < 2 / (27T) 
Jo 
V e - ^ d x = ^(27r ) ; r / ; + 1 
A( A 
m 
si I est impair, 
/r(o) 
| ( 2 m ) T ( ^ ± i ) s i / e s t pair, 
nous en deduisons que 
A(-) = £%f- (2p) + ^ H 
p - i 
avec 
et 
9 P - l r f2p+l\ 
p=0 v ^' 
2 r / 2 P + l N 
(u) 
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4.2 Serie de Maclaurin et convergence. 
4.2.1 Convergence de la serie de Maclaurin. 
Nous considerons la serie de Maclaurin 
„ +00 p (2p+l\ 
p=0 
(2p)\ 
etudions sa convergence. Utilisons le test d'Alambert et posons 
A _ ( ir
2
^
2Pr f2p + 1] 
Ainsi nous avons 
Av 
A P+I 
(2p.+ 2)(2P + i ) r ( a * i ) 
(2TT)2 T ( ^ ± 2 ) ' 
Mais d'apres la formule asymptotique de la Proposition 1.5, nous avons 
An 
Ap+i 
(2p+l ) (2p + 2 ) - / 2 p + l 
(2vr)2 V A 
(1+ti(1+;) 




Done le rayon de convergence est 
-(2Py 
1
 ^ 2p \ 1 + 0 l^p+lj 
1 + °(w) 




0 si 0 < A < 1, 
h si A = 1, 
+00 si A > 1. 
Ainsi la serie diverge pour 0 < A < 1, elle converge pour A = 1 a la condition d' 
I a; I < 2~, et elle converge pour tout A > 1 avec u quelconque dans JR. 
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4.2.2 Limite de la serie de Maclaurin. 
Montrons que cette serie converge vers f\(uj) pour A > 1. 
(I) Cas A = 1. Nous avons 
+oo 
5i(w) = 2 j ] ( - l ) p (27ru; ) 2 p (4.8) 
2 
=
 l + (27ra;)2' ( 4 9 ) 
Done pour |a>| < ^ , nous aurons S\(co) = /i(w). 
(II) Cas A > 1. Pour montrer que la serie converge vers f\{oj) dans ce cas nous pouvons 
procede de deux maniere differente. Soit en montrant que R,2p(ui) tend vers 0 ou bien 
nous utilisons le resultat de convergence de la section 1.3, ou le theoreme de Fubini pour 
les series . 
(A) i?2p(w) tend vers 0. Pour montrer que R,2P(OJ) tend vers 0, il suffit de montrer que 
P-+00A (2P) ! V ; 
D'apres la formule asymptotique de la Proposition 1.5, nous obtenons 
(2P)! r ( 2 P + l ) 
pz.— 2P , o p ^ 2P+1 1 , / 
V /2^e- 2 P (2P) 2 P + 1 - i V \P 
2 
A ; V VP 
2Pln(^)( 1 - i ' e - ( l - i ) ln(2P) (]\ * 2 ( 1 + 0 ' 1 
Ainsi 
et 
\R2P(UJ)\=2(^\ X + 2 e2F(l-I)ln(2.^) e-(l-I)ln(2P) A + Q ( T ) A 
lim Ropiu) = 0. 
p-^+00 
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Done pour A > 1, nous pouvons ecrire que 
9 +00 p / 2 p + l \ 
AM = ? E < - I ) 4 ^ W . 
(B) Resultat de convergence ou Theoreme de Fubini pour les series. Nous 
savons que la fonction f\ est paire, done la transformer de Fourier de la fonction f\(x) 
verifie 
/•+00 
fx(uj) = 2 cos(2TTLJx)e-xXdx. (4.10) 
Jo 
Remplagons cos(27rcj:r) par sa serie entiere equivalente. Nous aurons 
h(u) = 2[+™f^(-iy^^X*e-*Xdx. • (4.11) 
Jo
 p=0 \zvr-
Pour appliquer le Theoreme de Fubini pour les series nous devons montrer que 
> / 2-^—h~x2pe x dx < +00 
fr-Jo (2P)! 
Nous avons 
g r 2 « A ^ . ^^Tx^dx 
2^(2™)* (2p+l 
XU (2P)! V A 
Nous avons vu d'apres (4.2.1 ) que la serie (4.12 ) est convergente sur tout R pour A > 1. 
Alors par application du Theoreme de Fubini pour les series ou par application du resultat 
de convergence de la Section 1.3 a 4.11 nous obtenons 
h(u) = 2 ^ ( - i ) * l _ l _ ^ x2*>e dx. 
p=0 
D'apres la definition de la fonction T(.), nous avons 
+00 
f ^ - 2 V f ^ ( 2 7 ^ / 2 p + l 
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4.3 Ret our aux cas particuliers. 
4.3.1 Cas A = 1. 
Nous avons 
/1(w) = 2 g ( - l ) * ^ + l ) ( 2 7 r a ; ) * (4.12) W 
et comme T(2p + 1) = (2p)\, alors 
+oo 
/ 1 M = 2 j ] ( - i r ( 2 7 r a ; ) ^ (4.13) 
p=0 
Cette serie converge lorsque |a;| < ^-, et nous avons alors 
l + (2vro;)2' 
Notons que cette formule est vraie pour tout w 6 R . 
4.3.2 Cas A = 2. 
Nous avons 
A M = 1 , ,!?_.„• (4.14) 
+oo p /2p+ l \ 
/2M = E( - 1 ) P - ?d i (27rw)2P' ' ( 415 ) 
Or, on sait que 
(2P>! 
^ ) ^ , < « 8 ) 
A H = v ^ E ( - 1 ) p ^ L = ^ ( ™ ) 2 (4-17) 
ainsi, nous obtenons 
pour tout w £ l . 
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4 . 3 . 3 C a s A — • + 0 0 . 
Nous Savons que 
lim fx(x) = f+oc(x) = X[_i,i](x) (4.18) 
A—++00 
presque partout car 
{ 1 si \x\ < 1 , e~l si \x\ = 1, 0 si |x| > 1. 
Aussi' 
X[-i,i](w) = 2sinc(27rw). (4.19) 
Selon la Proposition 1.5 nous avons 
A^+oo A \ X J 
En ecrivant 
nous obtenons, du moins formellement, 
lim fx(u) = — > ( - 1 f \ n J , . , 
A ^ + < x >
M




Nous allons considerer deux types d'approximation pour le calcul de /*(.)• En premier 
lieu nous approximerons a l'aide d'une integrate tronquee et ensuite a l'aide de la serie 
de Maclaurin tronquee. 
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P + OO 
= 2 / fx(x)cos(2TTiox)dx 
JO 
' pA p+oo 
= 2 f\(x) cos(2iru)x)dx + j f\(x) cos(2nu!x)dx 

















Ce qui revient a trouver une bonne approximation de la fonction T(.) en ~. Notons que 
le probleme est de plus en plus difficile lorsque A —> 0+ . Pour A > 1 avec un A > 1 nous 
avons 
f + OO p+oo p 
/ f\(x)cos(2iruJx)dx < 
J A J A 
"+0O 





\A — e ' 
et on peut choisir A pour avoir e A < §. Ainsi 






/ f\(x) cos(2iT!jJx)dx = 0, 
Jo 
en vertu du Lemme de Riemann-Lebesgue [26]. 
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(4.21) 
4.4.2 Approximation a l'aide de la serie de Maclaurin. 
Pour 1'approximation de f\(w) a l'aide de la serie de Maclaurin nous considerons deux 
situations: 0 < A < l e t A > l . Le cas f\{u)) ne necessitant pas d'approximation. 
Cas 0 < A < 1. 
En utilisant le developpement de Maclaurin, il est possible d'obtenir une approximation 
de f\(u) au voisinage de l'origine. Pour cela, il suffit que le reste ne soit pas tres eleve. 
Sur l'intervalle [—Q,Q], nous avons 
\R*p(u)\ < 
9 T (2E+1) 
1 A j(27rfi)2P. (4.22) A ( 2 P + 1 ) ! 
Notons que pour une precision e demandee sur [—Q,Q], l'augmentation de P entraine 
une diminution de Cl. 
Pour A > 1. 
Nous desirons approximer f\(oo) sur un intervalle [—Q, fl] en tronquant la serie de f\(u). 
Pour une erreur maximale d'une valeur donnee e > 0, le probleme est alors de determiner 
le plus petit nombre de termes Pe(Q) tel que l'erreur maximale ne soit pas superieure a 
e, sur [—Q,Q] c'est-a-dire 
min max 
P \u\<n 
p - i 
AM 2y{ i)v(2™y>>T{2p + l A 
p=0 
(2p)\ A < e. 
Notons l'erreur par 
„ , , t, x 2 ^ 4 , ^J2TTUJ)2P^ (2p + l\ H
'<w>-W")-AB-1)'Wr(-V)-
D'apres le test d'Alambert,'nous avons 
lim 
p—>+oo 




done, il existe un Pe(Cl) tel que 




< 1 (4.23) 
Alors, d'apres le theoreme de la serie alternee nous avons pour Pe(Q) assez grand 
-%(n)(W) < Ape(Q) + l 
done, 
^ft(n)(w) <
 2 (27rQ)2P^Q)+2 f2Pt(n) + 3 
A (2Pe(Q) + 2)! V A 
Notons par E\(Pe(fl), Q) la valeur maximal de cette expression sur [-Q, Q]. Pour e > 0 
donne on peut trouver Pe > 0 tel que 
%(n)M <£A(p£(n),n)<e 
avec 
E (Tin) n)~2r (2P<M + *\ (2^)aft(n)+a 
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0.0 0.5 1.0 1,5 2.0 










0.0 | i i i i i f i i i i i i i 'i i i i i i i
 n 
0.0 0.5 1.0 1.5 2.0 l Z 
Figure 4.3: Graphes de E10{Pe{n),Q) pour P£(ft) = 8, 15 et 20'. 
Nous allons maintenant expliquer les graphes de l'erreur. Prenons comme exemple la 
Figure 4.3. Nous avons A = 10, fixons e = 10~4, posons fl — 0,5. Alors nous constatons 
d'apres le graphe qu'il suffit de prendre P10-4(0.5) = 8 pour avoir E10(Pio-4(0.5),0.5) < 
10 - 4 ce qui veut dire que l'erreur maximale est inferieure a 10~4. Posons maintenant 
Q = 1, alors nous constatons, d'apres le graphe, qu'il suffit de prendre P1 0-4(l) = 15 
pour avoir E10(P10-*(1), 1) < 10"4. 
4.5 Illustration graphique. 
Pour illustration nous donnons dans la suite les representations graphiques de certaines 
fonctions et de leurs transformees de Fourier. Pour A > 2, la transformee de Fourier est 
donnee sous la forme d'une serie, alors nous devons tronquer la serie a un certain nombre 
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de termes de telle sorte que la serie verifie deux conditions: 
( i ) la propriete (4.23) doit etre verifiee; 
( ii ) pour un intervalle [—£1, CI] donne et un e > 0 donne, la valeur calculee avec la serie 
tronquee en ce nombre de terme sont, a e pres, la vraie valeur. Pour etre surque les deux 
conditions precedentes sont verifiees, nous tronquons la serie a l'ordre 2000. 





1 2 3 4 X J 








Figure 4.4: Graphes de (a) fi.2${x) et (6) /1.25M. 
foM 
3 X 4 
US 1,0 U i!2,0 
(i) 






















2 X) 0,1 1,0 M * ' V 
(6) 
Figure 4.6: Graphes de (a) /i.7s(x) et (b) /i.75(w). 
hM 
0,5 1,0 U ill if 
[b) 











0,! If y 2,0 * 2 , 5 0,5 1J0 U W 
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Hi \ "JA' u Wj,0 
(b) 
Figure 4.9: Graphes de (a) /3.5(a) et (b) /3.5M. 
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SQ 
•(™)s 'n/ (q) %3 {x)^'uf (o) 3P saqdeiQ :i\-f ainSij; 
(9) 
s'l x »i rt 
-,















•(fn)e'ot/ (q) ^a (x)s'oxj (») ap saqdeiQ :Q\-f amSij; 
(9) 
S'l ' ' f t , — x f l (1 Vo 
\ 
(ff)S'0Iy 
f l X O'l 
(x)S'Otj 
CHAPITRE 5 
La transfermee de Fourier de la 
gaussienne generalisee en deux 
dimensions 
Dans ce chapitre, nous calculons la transformer de Fourier de la gaussienne generalisee 
GG en dimension 2. Deux formes sont suggerees pour cette gaussienne generalisee. Nous 
donnons quelques proprietes communes aux deux formes et ensuite, nous calculerons leurs 
transformers de Fourier. 
5.1 Formes de la GG en dimension 2. 
La premiere forme de la GG en dimension 2 est le produit de deux GG en dimension 1. 
Nous posons 
Fx(xux2) = h(xx)h{x2) = e - ( l ^ + M A ) . 
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Notons qu'ici nous pourrions avoir deux parametres A differents. Nous savons que eette 
forme n'est pas invariante par rotation. C'est pour cela que nous introduisons la seconde 
forme donnee par 
Gx(x1,x2) = e-&+x%*. 
Notons que ces deux formes verifient les proprietes de symetrie dans M.2 donnees par 
Fx(±xi,±x2) = Fx(xi,x2), 
et 
G\(±x1,±x2) = Gx(x1,x2). 
La forme Fx(xi,x2) est de classe C°° sur R 2 \{(0 ,0)} comme produit de deux fonctions 
de classe C°°. Elle est aussi a decroissance rapide. La forme Gx(x\, x2) est de classe C°° 
sur R2 \ {(0,0)} . De plus nous avons 
/
+oo f+oo 
/ Gx{xi,x2)(x\ + x22)^dxidx2 < +00 
-00 J—00 
pour tout entier positif m, done GX{U>I,OJ2) la transformee de Fourier de G\(xi,x2), est 
de classe Cm pour tout entier m. 
5.2 Cas particulier A = 2. 
Lorsque A = 2, les deux formes coincident et nous avons 


















/ 2 ( W l ) / 2 ( w 2 ) . 
5.3 Calcul de la transformee de Fourier de F\(xi,X2). 




 e - ( | x i | + |x 2 | )e-2i*(x1w1+x2u}2)dxidx2^ 
oo J —oo 
(5.2) 
Or la fonction /A(^1,^2) est separable, done sa transformee de Fourier est le produit de 
deux transformers de Fourier. 
/
+00 ^+00 
e - | x x | e-2i*Xlwldxi_ . e-\x2\ e-2i*X2U2dx2^ 
00 J —oo 
(5.3) 
Nous obtenons alors pourA = 1 
Fi(Ui,LV2) = 
1 + (27T<Ji)2 LI + (2TTO;2)2 
(5.4) 
et pour A > 1 
Fx(vi,u2) = 






que nous pouvons egalement ecrire 
4 
F\{uuu2) j , E K-2)2 
0<i<+oo 
( - l ) ^ ( 4 7 r 2 ) ^ r (2i±±\ r (2j + 1 
A (2z)!(2j)! 
4 ^ (-l)fc(4vr2)fc ^ ,
 le_,{2l\„(2l + \ 
A 
0<j<+oo 
±5S /'_n e/'/i^2\fe J L 
\2 Z ^ A2£s (2*)' £"i ^ 2 * , r A r 
2{k-l) 
A 
5.3.1 Illustration graphique. 
Nous donnons maintenant des representations graphiques de certaines fonctions et de 
leurs transformers de Fourier. 
/ r i .5(Xi fX2) Fi.5(u,'i,u.-'2) 
( ^ (/>) 
Figure 5.1: Graphes de (a) Fi.5(xi,x2) et (b) FI^{UI,UJ2). 
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^2.5 (*i,X2) ^2.5(^1,^2) 
(a) (h) 
Figure 5.2: Graphes de (a) F2.5(xi,X2) et (6) F2.5(a;i,a;2) 
A 
^4.5(^'l j W 2 ) 
^4.5(xl!X2) 
( 3 ) 
Figure 5.3: Graphes de (a) F4.5(x1,x2) et (6) ^4.5(^1,^2)-
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•oo J — oo 
Posons x\ = rcos9 et x2 = rsin9. Nous obtenons 
f+00 />7r 
G A ( ^ I , W 2 ) 




e-2t7r(wircos6>+rw2sin^) r^ r^ 
J O </-7T 
'/» + 00 PIT 
= / e _ r V d r / e -aMwircose+ruas inf l )^ 
iO 7-7T 
done 
/•+00 />ir +22 (—2iTrr)h 
Gxfa ,u2)= / e _ r rdr / 5 Z —u\ ^ c o s ^ + W l c o s ^ ' m 
Or, nous avons 
+
°° (-2z7rr)fe 
/ i = 0 
»„• 00 
/ i ! 





 / i=0 
/
7T 
e 2irr ( |u i | + | i^ |) 
-7T 
< 27re27rr^'Wl'+'W2'\ 
x f c(kl| + |W2|)fc 
W 
Alors pour r fixe, nous aurons 
¥i {-2mrf 
h=0 h\ 
{u>i cos 9 + wi cos 0)hd6 < +00 
ce qui nous permet d'intervertir somme et integrale, d'ou 
/•+00 Y—2?7rrr /"^  
Gx(u1,u2)= e~rrdr^2^——^- / (wj cos# + ^ cos9)hd9, 
J° h=o h- J-w 
pour intervertir somme et integrale une deuxieme fois, nous devons montrer que 
{-2mrf 
/ e r2^—M—/ (• wi cos 9 + wi.cos 9)hd9 dr < +00 
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Nous avons pour A > 1 
Or, on sait que 
/•7T 
- / {Mi cos 6+ LOI cos 9)hd9 




3g-' 'A+27rr( |a;iH-|a;2 
r—>+oo 






X+^r{\^\ + \^\)dr^ 
done, il existe un 5 > 0 tel que pour tout r > B nous avons r3e r +2vr{\^\+\^\) < i. 
D'ou pour tout r > B nous avons 
1 
r e - r







A+2 7 r r( lw l l + lu '2|)^ r _ 2TT / r e - r A + 2 7 r , - ( l u ' l l + la;2|)^ r _)_ 2-7T / r e - r A + 2 7 r r ( l u , l l + lw2l)^ r 
Jo Jo JB 
pB />+oo 1 
< 2TT / re- r"+27r r ( |w i |+ |w2 | )dr + 7r / . — < +oo, 
Jo JB r 
d'ou 
Wi COS 9 + LUi COS A^GM? \ e r r } -— / (i 
Jo to h] J-* 
Ceci nous permet d'intervertir somme et integrate, d'ou 
dr < +oo. 
Gx(ux 
+oo „ + 0 < D 
.•*) = E / 
u^n JO 
+ 0O 
e~rVfl!r-—%-rp— I (^i c o s d + LUI cos 6>)ft<i6> 
Nous avons 
( W l COS 
= X / y / °°e- rV f e + 1dr f ' ( W l cos 0 + wi cos 9)hd9. 
h=o h- Jo J~« 
/
•K h 
J2Clhu[Lu%-1 (cos 9)1 (sin 9)h~ld9 
•* i=o 
= ^ Cl2hu[uj22h-1 r (cos 6)1 (sin 0)2/l-'d0 . 
i—n J—ir 
=0 
2 / i + l 
+ E
C





f (cos 6)1 (sin 6)2h-ld8 = 
J —-K 
( 0 si Z est impair, 
[ 2 £ (cos 6)1 (sin 6)2h-ldB sU est pair, 
et pour I = 2k, nous avons 
/ (cos 9)2k (sin 9)2^h-k^d9 = P (cos 9)2k(sin 9)2{h~k)d9 + P (cos9)2k(sin9)2{h-k)d0. 
Jo Jo Jz 
Alors, par un changement de variable dans la deuxieme integrate en posant I/J = -n — 9, 
nous aurons 
2 / (cos9)2k(sin9)2{h'k)d9 = 4 (cos 6)2k(sin 9)2(h~k)d9. 
Jo Jo 
De meme, 
r f 0 
/ (cos0)'(sin0)2,,+1~'d0 = < J-, I
 2 / ; ( 
si I est pair, 
(cos 9)1 (sin 9)2h+1~ld9 si I est impair, 
et pour I = 2k 
f (cose)2k+l(sinef^h-kUe = P (cos 9)2k+l (sin 9)2^h-k)d9 + f (cos 9)2h+x (sin 9)2{h~k^d9 
Jo Jo - . J% 
= 0. 
Ainsi, nous obtenons 
^ (2h)l *-" 2h l 
h=0 y ' k=0 . 
LUn \ (cos0)2k(sin9)2^-kUe. 
Jo 







r* +°° / o- \2h h
 r(2(h-k)+i\r(2k±i\ 




 r2h+le_r,dr=lY(2h + 2 
A V A 




" *fe( } ~«~ l _^ _ / ' fer(2( t -*) + i)r(2* + 1 ) 
, ,2fc, 2(h-fe) 
1 w2 
Mais, 
F r2fc+1"i 9-2fc 
1 2 j
 = v^F 
r(2/fc + i) v jfc! ' 
= V7T r ( 2 ( / i - f c ) - H ) v (/i-A;)!' 
finalement, nous obtenons 
k=0 • ^ '' 
Notons que pour le cas A — 2 nous avons 




5.4.1 Illustration graphique. 




Figure 5.4: Graphes de (a) Gi.5(xi,x2) et (6) Gi.5(wi,w2)-
62.5 ("-'!• ^2) 
(3) (b) 








Figure 5.6: Graphes de (a) G4.5(a;i,:£2) et (b) G^^uii,^)-
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5.5 Approximation. 
5.5.1 Sur le carree [—Q,fi] pour F\(UJI,UJ2). 
Nous desirons tronquer la serie de telle sorte que l'erreur maximale faite sur le carre de 
cote 2fl ne soit pas superieure a une valeur e donnee. Le probleme est de determiner le 






( - 1 ) ^ ( 4 T T 2 ) ^ " / 2 i + l \ / 2 j + l 
F A ( W I , W 2 ) - - Yl K ^ ) 2 V V..^,:"../ r i ^ ^ i r 
0 < j < P £ - l 
o<j<p £ - i 
(2i)!(2j)! A A < e. 
Notons l'erreur par 
Rp{ux,u)2) = Fx{ui,io2)-
+i(A-w2V+i , ( - 1 ) ^ ( 4 T T 2 ) J2 K^2v 7....v,:".7 n ^ ^ i r A 2 ^ V ~ l - 2 
0 < i < P £ - l 
o<j<P £ - i 
= Fx(ui,u>2)-
lyf_i^^^r 
A2 A? J (2p+l)! 
(2t)!(2j)! 
2P+1 / 2 p + l 
2 i + l 
A 
2j + l 
p = 0 
P £ - I y ( ir(27ru2)2^T(2p+l 
A / ^ V ~'. ( 2 p + l ) ! " V A 
F\{LOi,l02) ~ (f\(uJi) - #2P £ (Wl ) ) ( / A (w 2 ) - i?2P£(w2)) 
/A(WI)-R2P£(W2) + A(w2)i?2P£(Wl) - i ^ P ^ l ) / ? ^ ^ ) -
Done 
i?P(o;i,a;2)| < A(wi)i?2p£(w2) + A(^2)#2P£(wi) + |-R2p£(wi)i?2p£(w2)| 
Nous savons que 
A(wi) < A(o) A VA 
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et on a aussi pour A > 1 et pour tout p > 0 
{ A
 ' <r 
r(2P + i) 
Done 





i \ r(2^±i) 
+ l# •2P« (n)l) 
A2 VAy (2P£)! 
L'erreur est done majoree par la borne £^(Pe,f2) avec 
(27rfi)2P« [2 + (2vr^)2^] 
EA(Pe,Q) = - r A2 VAy (2Pe)! 
Nous donnons quelques illustrations graphiques 
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Figure 5.9: Graphes de E10(8,2), Ei0(15,2) et £10(20,2). 
5.5.2 Dans le disque Z)(0;Q) pour la forme G\(UI,<JJ2). 
Nous desirons tronquer la serie de telle sorte que l'erreur maximale faite sur le disque 
de rayon Q, note D(0; Q) — {(u 1,0)2) €E M2 | u>\ + wf < Q2}, ne soit pas superieure a une 
valeur e donnee. Dans la Section 5.4, la fonction G\((JJI,U>2) est donnee par une serie. 
D'apres l'unicite du developpement de Maclaurin nous pouvons dire que cette serie est 
la serie de Maclaurin pour la fonction G\(u)i,u)2)- Son reste a l'ordre L, note RIL-, est 
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donne par 
2L(WI ,O; 2 ) = • — D ^ G A ^ ! ^ ) 
{ —211:6) Y ^ ^2L, ,2fc, ,2L-2fc 
(2L)! 2 ^ G 2 ^ i ^2 
+00 /• + <» 1 
IkJIL-lk -(x\+x%)% -2i7r(wixi+aj2x2) 
J—00 J—00 
avec 0 < # < 1, alors 
/ o _ \ 2 L ^ /"+00 />+oo
 A 
{ '-' fc=o J—00 J—00 
Par un simple calcul, nous pouvons montrer 





L'objectf de cette section est de determiner le plus petit nombre de termes Pe tel que 
E\(L,Q) < e. Nous allons donner quelques illustrations graphiques de 
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Figure 5.12: Graphes de £10(8,ft), EW(15,Q) et EW(20,Q). 
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CHAPITRE 6 
Application dans le domaine de la 
vision par ordinateur 
Dans ce chapitre nous allons traiter un probleme issu du domaine de la vision par or-
dinateur et du traitement d'image, a savoir Pestimation des parametres atmospheriques 
a partir de deux images de la meme scene prises sous des conditions atmospheriques 
differentes et inconnues. Sachant qu'une image degradee peut etre vue comme etant 
le produit de convolution de sa version nette avec un nitre modelisant le voile atmo-
spherique, l'estimation des parametres atmospheriques relatifs a chaque image reside 
alors dans l'estimation des parametres du nitre approprie a l'image en question. Dans 
l'application nous devrons estimer deux parametres atmospheriques: l'epaisseur optique 
et la diffusion atmospherique. Dans ce chapitre nous utilisons un nitre qui est inspire de 
la gaussienne generalisee, ce qui nous permet d'introduire deux parametres: le parametre 
de forme et le parametre de dispersion. 
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6.1 Le voile atmospherique. 
Dans [27] les auteurs ont propose un nouveau filtre permettant de modeliser les efTets des 
differentes conditions atmospheriques sur les images. Ce filtre est inspire de la gaussienne 
generalisee et est donne par 
kT 
7W 
APSFg,T(x1,x2) = "— - 2 , (6.1) 
4 P ( 1 + ±)A (kT, 1=2 
ou APSF est l'abreviation de (amplitude point-spread function 
(x\+xl)% 
4 F ( l + ±)J4(p,<7) 
APSFaiP(x1,x2)= _ o / i , 1 w , „, (6.2) 
oii T est l'epaisseur optique de l'atmosphere, q est le parametre de diffusion atmo-
spherique et k est une constante donnee. Ici nous prenons k = | . Posons p = kT 
et a = i=2) aiors A{p,a) = (a2^M) 
6.2 La transformer de Fourier du voile atmospherique. 
Dans le Chapitre 5, nous avons calcule la transformer de Fourier d'une fonction definie 
par 
fP(x1,x2) = e-&+^. • (6.3) 
Rappelons que la transformee de Fourier de cette fonction est donnee par 
r, +0O Y(2h+l) 
}M,«») = iY.(-l)h\hL^l + "l))h- (6-4) 
p
 h=o {n-} 
Le filtre donne par l'equation (6.2) est basee sur une GG. Ainsi, on pourra adapter 
l'expression analytique de la fp pour ce filtre (il nous reste juste a mettre les parametres 
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du filtre en correspondance avec ceux de la fonction fp). Ainsi, la transformer de Fourier 
du voile atmospherique APSFap sera donnee par 
Comme la serie de Fourier de cette gaussienne generalisee est peu pratique, nous allons 
l'approximer par l'expression suivante 
,r(h^% 
APSFaJu}l,uj2) = ——-4; TTT^T 7-^ OTT-- (6-6) 
°*y 2J
 2 p r 2 ( E ± l ) r ( | ) [ 1 + ^ 2 + ^ 2 ) ] . ^ ) 
Dans cette expression /i est un parametre supplementaire d'ajustement de forme que 
nous poserons egal a 2 dans la suite. 
6.3 La representation graphique de NatP et Na> p-
Maintenant, nous allons donner quelques graphes qui illustrent la comparaison entre la 
transformee de Fourier du filtre atmospherique APSFap et son approximation APSFap. 
Puisque les deux formes sont symetriques, il suffit alors d'illustrer les graphes dans le cas. 






-^ _ APSF^ju) 
APSFa,p(0) 
ou LO = [u\ + w|)2. Les differents graphiques qui suivent illustrent l'effet de p et de a sur 
les formes des courbes. 
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Figure 6.2: Graphes de (a) $0.25,1.3, iVo.25,1.3 et (b) $0.25,1.35, No.25,1.35 
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Figure 6.4: Graphes de (a) iVo.3,1.25, jVo.3,1.25 et (6) iVo.35,1.25, ^0.35,1.25-
78 
6.4 Application. 
6.4.1 Methodes de calcul des parametres atmospheriques. 
L'objectif principal de cette application est l'estimation des parametres atmospheriques, 
a savoir l'epaisseur optique T et le parametre de diffusion atmospherique q, a partir de 
deux images de la meme scene prises sous des conditions atmospheriques differentes et 
inconnues. Pour ce faire, considerant les deux images degradees I\ et I2 donnees par les 
equations de convolution suivantes 
11 = I0*APSF{quTl), 
12 = I0*APSF{q2,T2h 
ou Jo est l'image originale de la scene et correspond au voile atmospherique de l'image 
/ j . En appliquant la transformer de Fourier au systeme d'equations mentionrie ci-dessus 
pres de l'origine (0,0), nous obtenons 
Hh)[u}Uuj2) = F{I0)(uuuj2)APSP{qi,Tl)(uuuj2), (6.7) 
« J7(I0)(u1,UJ2)APSF{qi}Tl)(uJUU2). 
et 
^(/2)(wi,w2) = T{h){Louu2)APSF{q^T2){uuio2)y (6.8) 
« f(/o)(wi,W2)^SF(g2 ,T2)(wi,w2).-
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2kn r»(^i±i) n^~) e ^ (<"i+"3)^ (6.11) 
Nous savons d'apres les graphes qu'au voisinage du point (0,0) la quantite Siy^'^l es^ 
positive, alors en prenant le logarithme, nous obtenons 
a{to1,uj2)^\nK~p1(uj + uj22)Pl+P2{u}21+Lul)P2, (6.12) 
avec OL(UI,U2) = In (^±{ui,uj2)j, A = WJ , Pj = ^ , avec (i = 1,2) . Nous 
obtenons une equation non lineaire dont les inconnus sont K, Pi, Pi, f32 et P2. 
Pour estimer ces inconnus nous utilisons la methode des moindres carres pour des valeurs 
de (U>I,LU2) pres de l'origine. Nous utilisons SAS [36] ou Matlab [25] pour resoudre le prob-
leme. Une fois les Pi calcules nous pouvons determiner les parametres 7* car T, = ^ | i , 
en posant k = | . Apres avoir calculer les fa et les Ti} nous pouvons calculer les Oi. Nous 




Finalement on a 
Qi = 
1 + 2(A i I fcT, r( 
6.4.2 Resultats. 
Dans ce qui suit nous donnons les resultats de cette approche sur deux images reelles de 
la meme scene (cf. Figure 6.5) prises a partir de la base de donnees "WILD" ("Weather 
and Illumination Database", [7]). La verite terrain des deux images est donnee dans le 
*•* 3 # • * . 
(a) (b) 
Figure 6.5: Des images reelles extraites a partir de la base de donnees "WILD": (a) buee, 
(b) brume. 
Tableau 6.1. Ce dernier renferme pour chaque image, la valeur du parametre de diffusion 
q qui permet de deduire le type de condition atmospherique, la visibilite de l'atmosphere 
V ainsi que l'epaisseur optique de 1'atmosphere. Rappelons que l'epaisseur optique est 
donnee par 
^ QI 
T = ~Z, (6.13) 
avec Z est la profondeur de la scene. Notons que la verite terrain revele une profondeur 
moyenne estimee a 3 miles. L'estimation des parametres obtenue par notre approche est 
donnee dans le Tableau 6.2. A partir de ce tableau on voit que l'identification des types de 
conditions atmospheriques ainsi que des types d'atmosphere sont effectuees avec succes. 
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Visibility "V" 
Profondeur de la profondeur "Z" 
Epaisseur optique "T" 
Parametre de diffusion "q" 













Tableau 6.1: Verite terrain relative aux deux images. 
Epaisseur optique estimee T 
Parametre de diffusion estime q 









Tableau 6.2: Resultat de l'estimation des parametres atmospheriques. 
Rappelons que la relation entre le parametre a et le parametre de diffusion atmospherique 




et que la mise en correspondance entre le parametre de diffusion atmospherique q et les 
types de conditions atmospheriques est donnee par le tableau suivant. 
Q 













Tableau 6.3: Tableau de correspondance entre le parametre de diffusion atmospherique 
q et les types des conditions atmospheriques. 
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CONCLUSION 
La gaussienne generalisee est largement utilisee dans des domaines tels que la vision par 
ordinateur [27], le traitement d'image [19], le traitement de la voix [7], le traitement du 
signal [9]. Dans ce memoire nous nous sommes interesses a l'etude de la transformee de 
Fourier de la gaussienne generalisee dans le cas unidimensionnel et bidimensionnel. A 
cette fin, nous avons presente une forme de la gaussienne generalisee dans le cas unidi-
mensionnel et deux formes de la gaussienne generalisee pour le cas bidimensionnel. Nous 
avons obtenu des expressions analytiques de la transformee de Fourier de la-gaussienne 
generalisee sous forme de series de Maclaurin. Finalement nous avons donne une appli-
cation de la transformee de Fourier de la gaussienne generalisee dans le dpmaine de la 
vision par ordinateur. 
Ce travail peut etre poursuivi dans differentes directions. Par exemple d'un point de 
vue purement mathematique il serait interessant de faire l'etude des zeros de la serie 
tronquee de la transformee de Fourier de la gaussienne generalisee [13]. De meme le 
caractere oscillatoire de la transformee de Fourier et l'apparition des zeros de celle-ci 
pourraient etre etudies [34]. Egalement, les resultats obtenus pourraient servir a defmir 
des approximations de filtres en analyse d'image. 
En terminant, nous esperons que ce memoire pourra susciter un queleonque interet aupres 
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du lecteur et qu'il saura inspirer le developpement de nouveaux concepts et resultats sur 
les proprietees de la gaussienne generalisee. 
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