ABSTRACT. -A holomorphic germ f : (C n , 0) is rigid if the increasing union of the critical set of all its iterate is a divisor with normal crossings. The aim of this article is to classify completely contracting rigid germs of (C 2 , 0). There are seven different main classes of them. For each of them, we give simple (polynomial) normal forms, and we study their main features, their unicity and their group of automorphisms. We give an application to the study of the geometry of the basin of attraction of the superattracting point of a Hénon mapping: this reproves old results of Hubbard and Obersta-Vorth and precise them.
Introduction
This paper is the first part of a work on the analytic (and formal) classification of very special types of contracting germs in (C 2 , 0) and its application to the classification and the geometrical study of some compact analytic surfaces (Kato surfaces).
Let f be an analytic germ of (C 2 , 0). We denote by C(f ) its critical set, and by C(f ∞ ) = n 0 f −n (C(f )) = n 0 C(f n ) the union of the critical set of its iterates we will refer as the generalized critical set. The goal of this paper is to classify completely (strictly) contracting rigid germs of (C 2 , 0) up to analytic and formal conjugacy. It turns out that these germs can be split into seven different classes. They are equivalent to very simple normal forms which are polynomial and their "moduli" spaces are finite-dimensional. The reasons which make it possible to exhibit such a classification may be unclear, but the only reasonable possibility to give explicit simple normal forms for a superattracting germ is to impose that its generalized critical set is not too big. In our case, we have the very strong hypothesis that it defines an analytic set of a very special form.
Let us emphasize that one can naturally obtain rigid germs by looking at the germ induced by a global birational mapping of a compact complex surface at a fixed point.
We shall prove in this paper that:
PROPOSITION 0.3. -Let X be a compact complex surface and f : X X a birational map.
If p ∈ X is a fixed point for f , then the germ (f, p) of f at p is rigid.
In particular, one can obtain simple normal form for a Hénon mapping at its surperattractive point p. This can be used to obtain dynamical informations on the basin of attraction of p (see Section 3) and on its invariant current (see a later paper).
We mention the following harder result which will proved in a later paper. Strict contracting rigid germs are of particular interest because they allow us to link germs and geometry. Recall the following construction. Take an injective contracting mapping f from (∆ 2 , 0) into itself. As the action of f on ∆ 2 \ {0} is properly discontinuous without fixed point, we can define the quotient ∆ 2 \ {0}/ ∼ where x ∼ y if and only if x = f n (y) for some n ∈ Z. This defines a compact complex surface known as a Hopf surface, and is a simple example of a non-Kähler compact complex surface.
We endow C with the usual Hermitian metric, and for a small 0 < ε < 1 we define the shell A ε ⊂ C 2 to be the set of points of modulus between 1 − ε and 1 + ε.
PROPOSITION 0.6 (Global spherical shell). -Let S be a compact complex surface. A global spherical shell (in short G.S.S.) is a holomorphic embedding ι : A ε → S such that S − ι(A ε ) remains connected.
It turns out that one can generalize the Hopf construction and associate to any strict contracting germ (C 2 , 0) a compact complex surface with a GSS. They were introduced by M. Kato ([17] ), and later studied by I. Enoki ([10-12] ) and N. Nakamura (see [21, 22] ). The study of these surfaces is very closely related to their associated germs. It is this idea developped by G. Dloussky in a series of papers ( [5] [6] [7] [8] [9] ) that we will deal with. Our classification enables us to complete the classification of all GSS surfaces. The existence of explicit normal forms helps to understand the geometry of Kato surfaces in an elementary way.
Our approach in the study of classification of strict contracting germs is new in the following sense. To try to classify strict contracting germs directly is very tricky, because of the difficulty of deciding whether a given explicit map is strict or not. Our idea is to introduce the notion of rigid germs, a class containing all strict germs. They are characterized by a simple property which allows us to classify them completely and for which we obtain very simple normal forms. We then conclude by checking when a normal form is strict or not. On the other hand, our method to find normal forms is completely classical.
This first article is divided into three sections. The first one contains all results about the classification of contracting rigid germs. We conclude the section by a number of remarks especially about the classification of strict germs. Section 2 describes a simple application of this classification in the context of Hénon mappings. The main result in this section is due to [16] but our method gives slightly more informations. We keep other applications in the study of the geometry of Kato surfaces and their link with dynamics for a later paper. Finally Section 3 is devoted to the proof of the classification and to all assertions contained in Section 1.
List of notations
Z: variable in C 2 . z, w, x, y: variables in C. Some sets:
• ∆ r : the disc of radius r in C.
• ∆ := ∆ 1 : the unit disc in C.
• H: the upper-half plane H = {Im(z) > 0} ⊂ C.
• B(p, r): the ball of center p and radius r in C 2 .
• B: the unit ball in C 2 .
• A ε : for 0 < ε < 1, the shell in C 2 , A ε = {1 − ε < |Z| < 1 + ε}.
• U p = {ζ p = 1}, the set of p-th root of unity. Some functional spaces:
• O: the ring of germs of functions at (C 2 , 0).
• M(C k ): maximal ideal of the ring of germs of functions at (C k , 0). Usually we simply write M without mention of the dimension. • ψ z = ∂ψ/∂z, • ψ w = ∂ψ/∂w.
• µ(ψ, 0) = max{k ∈ N, ψ ∈ M k }: the multiplicity of ψ at 0.
• |ψ| r = sup{|ψ(Z)|, Z ∈ B(0, r)}. Let f , g : (C 2 , 0) → (C 2 , 0) be two analytic germs.
• f ∼ g if and only if f and g are formally conjugated.
• f ∼ = g if and only if f and g are analytically conjugated.
• C(f ): the critical set of f .
• C(f ∞ ) := n 0 f −n (C(f )): the generalized critical set of f .
• Aut(f ): the group of local automorphisms commuting with f .
• Df 0 : the differential of f at 0.
In linear algebra.
• M: the adjoint matrix of M,
• t M: the transpose of the matrix M.
• Spec (M): the spectrum of the matrix M.
• ρ(M) = max{|λ|, λ ∈ Spec (M)}: the spectral norm of M.
• M(k, A): the set of matrices of size (k, k) with coefficients in A.
• Σ ∈ M(2, N): Σ(z, w) := (w, z).
• For λ ∈ C n , diag(λ) ∈ M(n, C) the diagonal matrix given by λ. In algebra: fix G and H two groups, with H acting on G.
• G H : the semi-direct product of G by H . In geometry: let S be a complex manifold.
• K S : the canonical line bundle of S, the bundle holomorphic (n, 0) forms.
• Θ S : the vector bundle of holomorphic vector fields on S.
• Aut(S): the automorphism group of S.
Classification of two-dimensional contracting rigid germs
In this section, we state our classification of contracting rigid germs. If f , g: (C 2 , 0) are two holomorphic germs, we write f ∼ = g if there exists a local biholomorphism φ such that φ • f = g • φ, and f ∼ g if φ is only a formal power series. We denote by C(f ) the critical set of f . We first recall the definition we gave in the introduction. The condition for a germ to be rigid is extremely strong. Generically, C(f ∞ ) is a countable union of distinct curves. We mention the following example of a non rigid germ such that C(f ) is totally invariant. EXAMPLE 1. -Let P (z, w) be a quasihomogeneous polynomial of weight (α, β) and degree d, that is for any Z ∈ C 2 and t ∈ C, one has P (t α z, t β w) Let us now discuss the three main invariants we use to divide contracting rigid germs into seven different classes. Fix f : (C 2 , 0) a contracting rigid germ, and assume it is defined on the polydisk ∆ 2 .
1. Its critical set: as f is rigid, its generalized critical set C(f ∞ ) has one of the three following form. It can be either empty, in which case f is said to be regular; or C(f ∞ ) is an irreducible smooth curve, we can assume to be {z = 0}, and f is called irreducible; or C(f ∞ ) is a union of two transverse smooth curves, C(f ∞ ) = {zw = 0} and f is reducible.
Its trace:
if f is not regular, we have two distinct cases. Either tr Df 0 = 0 and Df 0 has one non-zero eigenvalue, or tr Df 0 = 0 and f is super-attractive, i.e. both eigenvalues of Df 0 vanish.
Its action on π
We can thus look at its induced action f * on the fundamental group of U . When f is irreducible, π 1 (U ) ∼ = Z, and the action of f is given by a (positive) integer. When f is reducible, π 1 (U ) ∼ = Z ⊕ Z, and the action of f is given by a 2 × 2 matrix with integer coefficients. We split singular contracting rigid germs into different groups, irreducible ones whether f * is invertible or not, and reducible ones whether the rank of f * is 1 or 2. Table I gives the definition of the seven different classes of contracting rigid germs. For a compact statement of all normal forms see also We state the classification as follows. We study each class separately. We first give analytic (and if eventually formal) normal forms, and discuss their uniqueness. Then we compute their respective automorphism group, that is given a germ f , the group Aut(f ) :
When f is rigid, it induces a finite holomorphic covering of
for r > 0 small. We define deg(f ) to be the degree of this covering. We will refer it as degree of f . As we are particularly interested in strict germs (deg(f ) = 1), we also compute the degree of all normal forms.
Let us conclude by a short historical note on this classification. The classification of contracting biholomorphisms (class 1) is well-known since the work of Lattes [18] . We also refer to Sternberg [25] and Rosay and Rudin [24] for higher-dimensional classification, and to [3, 4] for related works in the smooth case. The second class was classified by Dloussky and Koehler in [8] . The fifth class in the strict case was also done by Dloussky in [5] . Finally the fourth class was partially studied in [9] .
Regular germs
We assume that f is a local automorphism. We denote by |α| |β| > 0 the two eigenvalues of Df 0 . These are invariant of conjugacy.
Analytic classifications 1 [18]
Formal and analytic classifications coincide: 
Formal normal form: (αz, wz q ), α ∈ ∆ * , q 1.
Class 4 Non-special case: (z p , λwz q + P (z)),
Non-special case:
Special case: when (p − 1)|q, λ = 1, and r < q/(p − 1);
, a ∈ C.
If for any
with ε ∈ {0, 1}. Two normal forms are conjugated if and only if they are equal. As f is an automorphism deg(f ) = 1.
Automorphism group 1 [23]
• If there is no resonance: Aut(f ) = {(λz, µw), λµ = 0} ∼ = C * 2 .
• If there is a resonance:
Irreducible germs
We assume now that C(f ∞ ) is irreducible. It is given by a smooth curve passing through the origin. By making a change of coordinates, we can always suppose that C(f ∞ ) = {z = 0}.
CLASS 2: C(f ∞ ) IS IRREDUCIBLE, tr (Df 0 ) = 0, AND deg(f ) = 1 Define α := tr (Df 0 ) ∈ C * and q ∈ N * the multiplicity of the holomorphic germ det Df z at the origin. These are invariant of conjugacy both formal and analytic.
Form classification 2 [8]
We have f ∼ αz, wz q .
Analytic classification 2 [8]
We have
Two normal forms are conjugate if and only if P 1 (z) = bP 2 (ζ z) for some ζ ∈ U q and b ∈ C * . PROPOSITION 1.3 [8] .
-A rigid map of class 2 is analytically conjugated to its formal normal form f ∼ = (αz, wz q ) if and only if there exists a germ of f -invariant curve not contained in C(f ).
In that case, this is unique, and f is called an Inoue germ.
Automorphism group 2 [8]
For a normal form f (z, w) = (αz, wz q + P (z)), we have:
• if f is an Inoue germ:
• if f is not an Inoue germ:
We put α := tr (Df 0 ) and p := deg(f ) 2. These are invariant of conjugacy.
Analytic classification 3
Formal and analytic classification coincide. We have
A normal form is uniquely determined by its conjugacy class.
Automorphism group 3
We denote by 2 p ∈ N the degree of the action of f on π 1 (∆ 2 \ {z = 0}) ∼ = Z. We also define the integer q ∈ N * such that p + q − 1 is the multiplicity of det Df z at 0 and κ := q/(p − 1). These are invariant of conjugacy.
Analytic classification 4
Formal and analytic classifications coincide. We have
with λ = 0, and g ∈ M. More precisely,
and a κ+q ∈ C. Two normal forms are conjugated if and only if λ 1 = ζ q λ 2 , and g 1 (z) = bg 2 (ζ z) with ζ ∈ U p−1 and b = 0.
If P (z) = 1 k q a k z k , the topological degree of f is given by:
For a normal form of the previous type, if we let τ (f ) := (p − 1)/ gcd{p − 1, q}, the condition κ ∈ N is equivalent to τ (f ) = 1. The germ f is special if and only if τ (f ) = 1 and λ = 1. Note also that λ τ (f ) is always an invariant of conjugacy.
Automorphism group 4
Let l := gcd{p − 1, q, j 1 − j 2 such that a j 1 a j 2 = 0}.
• If f is not special:
• If f is special:
In the last two cases, the action of U l on C is given by ζ.z := ζ κ × z.
Reducible germs
Let us begin with some general remarks on the reducible case. If f is reducible, we can assume that C(f ∞ ) = {zw = 0}. As C(f ∞ ) is totally invariant, f has the following form:
The map f acts naturally on π 1 (∆ * 2 ) ∼ = Z 2 . Its action f * can be represented in the natural basis γ 1 (t) = (exp(2iπt), 1), γ 2 (t) = (1, exp(2iπt)) by a 2 × 2 matrix with non-negative integer coefficients whose transpose is given by
The class of M(f ) in the quotient set M(2, N)/{Id, Σ} is an invariant of conjugacy. We use the following notations. If λ = (λ 1 , λ 2 ) ∈ C 2 , we define λ.Z := (λ 1 z, λ 2 w) and log Z := (log z, log w). If M ∈ M(2, Z) and Z = (z, w) ∈ C 2 , we define the meromorphic mapping Z M := exp(log ZṀ) = (z a w b , z c w d ). We can also extend this definition when M ∈ M(2, R + ) as soon as |z − 1| < 1 and |w − 1| < 1.
, and define the integer c 1 such that c + d − 1 is the multiplicity of det Df z at 0.
Analytic classification 5
Normal forms are uniquely determined by their conjugacy class.
Automorphism group 5
Aut(f ) = (λz, µw), λ c µ d−1 = 1 ∼ = C * . CLASS 6: C(f ∞ ) IS REDUCIBLE, tr (Df 0 ) = 0, AND det M(f ) = 0 Define Σ(z, w) = (w, z).
Analytic classification 6
Formal and analytic classification coincide. There exist λ ∈ (C * ) 2 such that • If 1 / ∈ Spec (M(f )), we can choose λ = 1. Two normal forms are equivalent if and only if
The degree of f is given by
In [6] G. Dloussky gives normal forms for germs of the sixth class with |det M| = 1.
Automorphism group 6
If f (Z) = λZ M , then for any φ ∈ Aut(f ), there exist µ 1 , µ 2 ∈ C * and ε ∈ {0, 1} such that φ(z, w) = Σ ε (µ 1 z, µ 2 w).
•
We first make some remarks on maps of this class and characterize some integer invariants associated to it. All assertions will be proved later. Recall f is given in coordinates by: By hypothesis, the Jacobian determinant of f vanishes exactly on {zw = 0}. Hence det Df (z, w) ∈ z k 0 w l 0 O * for some integers k 0 , l 0 1. We define the two integers µ :
We shall prove that they are both non-negative, and that (µ, ν) and (α, β) are linearly independent. We define δ := αν − βµ ∈ Z * , and q ∈ N * such that M t (µ, ν) = q t (α, β). We also set κ = q/(p − 1) and r := min{k ∈ N * , such that kα µ, kβ ν}. We finally let t 1 , t 2 ∈ N be t 1 := a/α = b/β, and t 2 := c/α = d/β so that:
Analytic classification 7
Formal and analytic classification are equivalent. We have
with λ = 0 and g ∈ M. More precisely, we have:
• and κ / ∈ N, or κ ∈ N and λ = 1 (non-special maps):
• and κ ∈ N and λ = 1 (special maps):
, and a κ ∈ C. 2. If r > κ (non-special maps): Two normal forms are conjugate if and only if:
, and there exists ζ ∈ U p−1 such that λ 1 = ζ q λ 2 , and
We give only partial results for the computation of the degree of these maps. Define Π(z, w) := (z α w β , z µ w ν ). We always have
We also have r = [q/p] + 1, and when κ ∈ N, we have r κ.
The link between germs of the fourth and the seventh class is explained by the following fact:
-Any germ f of the seventh class is semiconjugated to a germ of the fourth class. In fact, with the notations above, we have the commutative diagram:
(C 2 , 0) (z, w) f (z,w) Π=(z α w β ,z µ w ν ) (C 2 , 0) Π=(z α w β ,z µ w ν ) (C 2 , 0) (x, y) f (x,y) (C 2 , 0) with f (x, y) = (x p , λyx q + x q (1 + g(x))).
Automorphism group 7
Let l := gcd{p − 1, q, j 1 − j 2 such that a j 1 a j 2 = 0}, where P (x) = k<r a k x k , and recall we defined t 1 = a/α, and
• If f is not special,
The action of U l on C is given by ζ.z := ζ κp−q × z.
Some remarks about this classification
Let us make some comments on the classification. The stated classification supports the conjecture in the sense it proves it for contracting rigid germs in dimension 2. In fact analytic and formal classifications coincide except for germs of the second class. But for such germs the Jacobian has a non-zero trace. Of course, it does not give any idea on how to handle the general problem.
REMARK 2 (rigid contracting strict germs). -Let us give a small discussion on the classification of strict rigid germs, which is an immediate consequence of the classification. One checks the following:
• Every map of class 3 is strict.
• A map of class 4 is strict if and only if gcd{p, k q such that a k = 0} = 1. In particular, if f is strict, one can never have P ≡ 0.
• A map of class 6 is strict if and only if
• A map of class 7 is strict if and only if we have |δ| = 1 and gcd{p, q, k such that a k = 0} = 1. And we have r κ, when κ ∈ N. In the other cases, the degree is greater than 2.
REMARK 3 (note on the higher dimensional case). -In dimension two, every rigid germ is equivalent to a polynomial map. In higher dimension, this fact is no longer true. Take λ 1 , λ 2 ∈ ∆ * with no resonances, and define for each h ∈ M depending only on one single variable the germ
Using the same methods as below, one can prove that
for some ξ, ζ ∈ C * . Hence the space of holomorphic mapping {f h } h∈M modulo analytic conjugacy is not finite-dimensional. However it should be possible to find normal forms for rigid germs by proceeding by induction on the dimension. REMARK 4. -A natural question is whether the classification above can be extended to the larger class of contracting germs such that C(f ∞ ) is an analytic curve. This condition is equivalent to assume that for some n ∈ N the curve C(f n ) is totally invariant.
QUESTION. -Let f : (C 2 , 0) be a holomorphic germ such that C(f ∞ ) is an analytic curve. Can we make a change of coordinates so that C(f ∞ ) = {P = 0} for some quasi homogeneous polynomial?
First application: Hénon mapping
In this short section, we give an example to show how the classification can be used to obtain quickly some results of geometric nature. The main theorem of this section is due to [16] . Note that the set of applications of this classification is rather large both in the geometry of Kato surfaces and in dynamics. They will be studied precisely in a later paper.
Let us begin by mentioning the following proposition. For convenience's sake, we postpone its proof until the end of the section. PROPOSITION 2.1. -Let X be a compact complex surface and f : X X a birational map. If p ∈ X is a fixed point for f , then the germ (f, p) of f at p is rigid.
We will restrict our attention to X = P 2 . A very important class of birational mappings was extensively studied from the dynamical point of view in the last few years namely the Hénon mappings. They were considered by several authors (see, e.g., [16, 13, 1] ). We refer the reader to the survey of [2] for an extensive bibliography on the subject.
If
is a polynomial of degree d 2 and a ∈ C * , it is defined in C 2 by:
The Hénon mapping is an automorphism of C 2 , and extends as a birational map to P 2 . It is given in projective coordinates by
One checks that the indeterminacy set I H = [0 : 
-As G is conjugated to H , the map G restricted to the complement of {x = 0} is injective in a small neighborhood of (0, 0). It can also be directly seen with the criterium given in Analytic Classification 4 as deg(
Proof. -In the coordinate chart [1 : w : t] in a neighborhood of p, we have
, we have U(0) = 1. Note that we permuted the variables t and w in order to have the critical set of h defined by the vanishing of the first coordinate {t = 0}.
We have:
As (H, p) belongs to the fourth class, there exists a biholomorphim φ(t, w) = (t (1 + o(1)), w(1 + o(1))) tangent to the identity and a normal form G(x, y) = (x p , λyx q + cx r (1 + R(x))) with R ∈ M[x] and r q such that
The action of H on the fundamental group of the complement of its critical set {t = 0} is given (1)), and we infer λ = a/d and q = 2d − 2. We also have
On the other hand H (t, w)
.
Hence r = d − 1 and c = 1.
Consider Ω ⊂ C 2 the basin of attraction of p. The Hénon mapping H induces a biholomorphism from Ω onto itself. One can extend the conjugacy φ to a global holomorphic map φ :
We leave to the reader to check by induction the following:
We have for all n ∈ N:
In the sequel we shall use the group of p-adic integer Z[1/p] := {α = j/p n for j ∈ Z and n 0}. We denote the additive group
In multiplicative notations Z p = n 0 U p n . We warn the reader that we will endow Z p with the discrete topology. The following theorem is essentially contained in [16] , Section 8. In the notations of this paper, U = ∆ * × C and ϕ + (z, w) = z −1 . THEOREM 2.4 (see [16] , Section 8). -1. The map φ : ∆ * ×C → Ω is a principal Z p -fibration where Z p is endowed with the discrete topology. In particular, φ is a covering map.
This rational function does not depend on n.
The automorphism group of the covering Π is given by:
Proof. -(1) For the first assertion take p ∈ Ω. We shall prove that there exists a small neighborhood W p such that if we fix a connected component of
We fix U a small neighborhood of the origin such that G is injective on U \ {x = 0} , and we let U := U \ {x = 0} and V := φ(U ). We can assume that φ : U → V is a biholomorphism by shrinking U if necessary, and that p ∈ V by replacing it by H n (p) for n large.
Take a small ball B ⊂ U centered at q and set W := φ(B). As G is injective on U , for all n ∈ N the set G n (B) is biholomorphic to B hence simply connected. We have
As the map G n :
We denote the first (resp. second) projection by
takes its value in U p n and is hence a constant. Note this constant only depends on B and not on n.
We can hence define a biholomorphism
To finish the proof it remains to check that in any compact set the number of connected components of n 0 G −n {G n (B)} is finite. Let R > 0 and ∆ 2 R be the polydisk of radius R. Take N ∈ N large enough so that
One can assume that n N and we write n = N + m. We have
This shows that the map g :
} is a biholomorphism when Z p is endowed with the discrete topology. Note that given W the map g is uniquely determined by the choice of one component in φ −1 (W ) (in our case B). If we change it, the first component of g remains the same whereas the second is multiplied by an element ζ ∈ Z p . This shows that φ is a principal Z p -fibration.
(2) It follows immediately from (1).
As ϕ is holomorphic the integer n does not depend on u and y. Equations (7) and (9) imply exp(2iπp n ϕ 1 ) = exp(2iπp n u). We can hence find
which can be rewritten as
= e −2iπαq n y + Q n (e 2iπu ) − Q n (e 2iπ(u+α) ) λ n e 2iπuq n which concludes the proof.
Poof of Proposition 2.1. -Let Γ ⊂ X × X be the closure of the graph of f . We will denote by I f the (finite) set of points of indeterminacy of f . The set Γ is a normal complex subspace which admits singularities precisely at points p ∈ I f × I f −1 . Let π 1 (resp. π 2 ) be the projection from Γ onto the first (resp. the second) factor. As f is birational the morphism π 1 (resp. π 2 ) is proper and induces a biholomorphism from Γ \ π −1
Take π : Γ → Γ a minimal resolution of singularities of Γ (see [19] , Theorem 5.9) and define π i := π i • π . By [19] , Theorem 5.7, π 1 and π 2 are finite compositions of point blow-ups above their respective critical values. As Γ is smooth outside I f × I f −1 , the morphism π 1 is an isomorphism from Γ \ π 2 (p) is a divisor with normal crossings and the critical set of f is given in a neighborhood of p by
hence C(f ) is a divisor with normal crossings at p. We can now apply the same argument to any iterate f n proving that C(f n ) is a divisor with normal crossings for all n ∈ N. As C(f n ) ⊂ C(f n+1 ) we infer C(f ∞ ) = C(f 2 ) and this concludes the proof that (f, p) is rigid.
Proof of the classification
We present the proof of the classification previously stated as follows. First, we prove that we can conjugate analytically every rigid germ to one of the normal form. Then we look for every possible formal conjugacy between two analytic normal forms: this leads to the proof of the unicity of each normal form, as well as the computation of their respective automorphism groups. Except in the case of germs of class 2, this will also prove the equivalence between formal and analytic classifications. We conclude by computing the degree of all normal forms, and the proof of the Proposition 1.3.
Existence of normal forms
We recall two basic theorems on classification of contracting germs in dimension 1 (see [20] ), we will use in the sequel. Then there exists φ(z, w) ∈ O such that: g(z, w) ) be a one complex parameter family of superattractive germs at (C, 0).
• f is invertible The case when f is invertible is well-known, and we will not give any proof of this fact (see [24] ).
• f is singular, C(f ∞ ) is irreducible First step: construction of an invariant foliation. Let us suppose now that C(f ∞ ) is irreducible. We can assume that C(f ∞ ) = {z = 0}. As it is totally invariant, f can be written under the form f (z, w) = (αz p (1 + g(Z) ), f 2 (Z)), with p 1, g ∈ M, and α = 0. By Theorem 3.1 if p = 1, or Theorem 3.2 if p 2, we can conjugate f to a simpler form, namely f (z, w) ∼ = (αx p , f 2 (Z)). This gives us an invariant foliation dx = 0.
We have det Df z = pαz p−1 f 2w . As C(f ∞ ) = {z = 0} is totally invariant, we infer the following expansion for f 2 , namely f 2 (Z) = λz q w(1 + η(Z)) + h(z), with p + q − 1 > 0, and h, η ∈ M. Note that h depends only on the variable z and not on w.
Second step. Our next step is to cancel the term η. We look for a diffeomorphism of the form φ(z, w) = (z, w(1 + ψ(Z))), with ψ ∈ M, which conjugates f to a map of the form f (z, w) = (αz p , λz q w +h(z)), withh ∈ M. We computẽ
This latter equation can be rewritten thanks to the following identity:
where (10) and η 1 = η + wη w . We are thus reduced to find ψ ∈ M such that ψ = T ψ + η, which can be formally solved by ψ := k 0 T k η. The following lemma shows that this sum converges to a holomorphic function in a small neighborhood of 0.
Let B r be the space of holomorphic functions ψ defined on the ball B(0, r) so that sup{|ψ(Z)|, Z ∈ B(0, r)} < ∞. 
holds.
Proof. -Let us fix some constants 1 > Λ > Λ > ρ(Df 0 ) > 0, and ε > 0 small enough such that 1 − 3ε > Λ. Let r > 0 be small enough such that we have for any |Z| < r,
The constant B > 0 can be chosen arbitrarily small by eventually conjugating f by an automorphism of the form (z, w) → (z, bw). We will assume we have
This implies also that we have for any |Z| < r, f (Z) Λ|Z| (13) Let us recall the basic Cauchy estimates.
If moreover ψ(0) = 0, then ∀|Z| θρ,
The second assertion follows by integrating the first one. Now pick any ψ ∈ B r , and find A > 0 such that |ψ(Z)| A|Z|. We want to estimate ψ w • f (Z) for |Z| < r. We apply Lemma 3.4 to ψ w with θ := Λ/ Λ, and ρ := r Λ. Then ∀|Z| r, we have |f (Z)| Λr and
|Z|.
We thus get
with C := Br(1 + |η 1 | r ). We have hence proved the lemma:
LEMMA 3.5.
-There exists C > 0, such that if ψ ∈ B r satisfies |ψ(Z)| A|Z| for any |Z| < r, then for all |Z| r, we have:
Now a direct computation yields
And we obtain ∀n 0:
If we define by induction the sequence
with A 1 = A, we get by iterating Lemma 3.5, ∀n 0, ∀|Z| r,
T n ψ(Z)
A n |Z|.
for some constant C > 0. This concludes the proof of Lemma 3.3.
We have thus showed that f can be analytically conjugated to (αz p , λwz q + h(z)) for some h ∈ M. To simplify notations we drop the tilde, and we assume f is now given by f (z, w) = (αz p , λwz q + h(z)).
Third step. We conjugate f by φ(z, w) = (z, w + ψ(z)), with ψ ∈ M. We obtain
Our problem of finding simple normal form for f is equivalent to characterize coker T λ,q
We have to distinguish three essentially different cases: q = 0; or q 1 and p = 1; or q 1 and p 2.
First case: q = 0. This is equivalent to say that f has non-zero trace and deg(f ) 2. We necessarily have then p 2 because f is not an automorphiam, and we can assume that α = 1 by conjugating by a linear map of the form (z, w) → (az, w) with a p−1 α = 1. We have f (z, w) = (z p , λw + h(z)), and we are looking for the image of the operator T λ,0 We are only left with the convergence of this series. As h is convergent, we have an estimate |a k | Ar k , for some constants A > 0 and r > 0 we can choose to be larger than r > |λ| −1 > 1. Choose then B > 0 such that AB −1 +r −1+1/p |λ|. Then an immediate induction yields ∀k 1,
which concludes the proof.
Second case: q 1 and p = 1. Equivalently f has non-zero trace and is strict. By conjugating by (z, w) → (az, w) with a q λ = 1 we can assume that λ = 1. We have to find the cokernel of the operator T 
This first implies that f is formally conjugated to (z, w) → (αz, wz q ), and secondly that f is analytically conjugated to (z, w) → (αz, wz q + P (z)) with P ∈ M q [z]. 
is an isomorphism. The injectivity merely comes from the equation
which gives us the isomorphism (16) .
Let us look now at the operator T on the Banach space:
with the norm |ψ| := n 1 |a n |. We have ∀ψ ∈ H 1 (∆),
The proof of (17) is elementary. Write T ψ(z) = n 1 (a n−q − α n a n )z n . Then |a n−q | − α n a n 1 − |α| n 1 |a n |.
Equation (17) implies that T defines a continuous operator on H 1 (∆) whose range is closed. Now M[z] is dense in H 1 (∆). As T H 1 (∆) is closed and T is continuous, this implies
hence we have the decomposition
We can now conclude the second assertion of Lemma 3.7. Take ψ ∈ M, and r > 0 small enough so that ψ r (z) := ψ(rz) belongs to H 1 (∆). By (18), we can find P ∈ M q [z] and φ ∈ H 1 (∆) such that ψ(rz) = T φ(z) + P (z). We get then ψ(z) = T φ(z/r) + P (z/r) which finishes the proof.
Third case: q 1 and p 2. Equivalently, f has zero trace. We can assume that α = 1 by conjugating by (z, w) → (az, w) with a p−1 α = 1. We have as in the previous case to determine the cokernel of the operator T
λ,p is injective and
− If κ ∈ N and λ = 1 (f is special): ker T
1,q
λ,p = Cz κ and
The first statements imply that if f is non special f ∼ = (z p , λwz q + P (z)) with P ∈ M q [z], and if f is special f ∼ = (z p , λwz q + P (z) + az κ+q ) with P ∈ M q [z] and a ∈ C. The second series will be used for proving the equivalence of formal and analytic classification.
Proof of Lemma 3.8. -In the sequel, we set T := T 1,q λ,p . We have: LEMMA 3.9. -For any r ∈ N * , we have both
In particular, note that for r = 1 we obtain
. And we also infer that it is sufficient to prove the first two statements on the analytic action of T 1,q λ,p to complete the proof of Lemma 3.8.
Proof of Lemma 3.9. -Let us consider the germ h(z)
We are looking for ψ(z) = k>0 b k z k such that T ψ = h. By identifying term by term, we get for all k 0:
with the convention b i = 0 if i / ∈ N. If k κ, we define b k = 0, and equation (19) holds because k p −1 (k + q) κ. If k > κ, we have p −1 (k + q) < k. Equation (19) allows us to define by induction the sequence b k which solves T ψ = h. This proves Lemma 3.9 in the formal case. Assume now h ∈ M q+[κ]+r . We thus infer for any k ∈ N, |a k | Ar k , for some constants A > 0, and r > 1. To conclude we have to prove that ψ defined as above is analytic. This follows from the estimate ∀k ∈ N, |b k | ρ k for ρ > max{2Ar q+1 |λ| −1 , (2|λ| −1 ) 1/θ , r, 1} and 0 < θ :
For k κ, the estimate is obvious, as
This concludes the proof of Lemma 3.9.
In the sequel we use the notation κ for the largest integer κ < κ.
. Let k 0 be the largest integer such that q + κ > k 0 > q and a k 0 = 0. Then:
is a polynomial of degree deg( h) < deg(h). We can thus iterate the process, which yields the following:
LEMMA 3.10.
- (1) If h is a polynomial of degree q + r with 1 r κ, there exists a monomial ψ(z) = cz r with c ∈ C * such that
, and Lemmas 3.9 and 3.10 imply
But for any b ∈ C, we have:
Hence if λ = 1, we get
and we still have
Otherwise, Cz κ ⊂ ker T and
We finish the proof of Lemma 3.8 by computing ker T . Take ψ ∈ ker T . It satisfies the equation λz q ψ(z) = ψ(z p ). Hence deg ψ = κ, and in particular κ should be an integer.
. Therefore, T is injective if f is not special, and ker T = Cz κ otherwise.
• f is singular, C(f ∞ ) is reducible We suppose now that C(f ∞ ) is reducible, that means thanks to our definition of rigid germs that C(f ∞ ) is a union of two transverse smooth curves at 0 we assume to be {zw = 0}. We can thus write f under the form 
with r n+1 = dr n + nc, c n+1 = dc n + c, and 1
, with g(z, w) = (αz, z c w d ). Note φ n is welldefined in a fixed neighborhood of the origin, if we specify that we always take the determination of the logarithm with log 1 = 0, thanks to the fact that f is contracting, and to the induction relation defining ε n . Define ε 0 ≡ 0. We have Second case: M(f ) is invertible, and f has zero trace. In the sequel, we denote by M(f ) = M, and the coefficients of M n respectively by a n , b n , c n , and d n . If Z = (z, w), we also define Z M n := (z a n w b n , z c n w d n ). (1 + ε(Z) ), thus for any n 1, we infer
As tr Df
In a sufficiently small neighborhood of 0, we have |f 2 (Z)| C|Z| 2 |Z| τ 1 , for some C > 0, and some positive real 2 > τ 1 > 1. We infer for all n ∈ N, and for Z small enough,
with τ 1 > τ 2 > 1. Finally, one gets, for any n ∈ N * , and Z in a fixed neighborhood of the origin,
We define the sequence of biholomorphisms φ n (Z) by
By definition the following equation holds:
and we have
We deduce from this that φ n converges uniformly to φ which is tangent to the identity, and conjugates f to Z → λZ M .
Assume now that 1 / ∈ Spec M. One can then find µ ∈ (C * ) 2 such that λµ M = µ. If we set φ(Z) = µZ, one checks that
Third case: M(f ) is singular. Under this condition, the matrix M(f ) − Id can not be singular. In fact, if it were the case, M(f ) would be conjugated to diag(0, 1), and M(f ) n would be bounded. But as in the previous case, min{a n + b n , c n + d n } → ∞ which gives a contradiction. We can thus find a couple θ = (θ 1 , θ 2 ) ∈ (C * ) 2 such that θ M = θα −1 , and by conjugating f by (z, w) → (θ 1 z, θ 2 w), we reduce α 1 , α 2 to 1. The mapping f is now given by
We recall some integer invariants naturally associated to the matrix M(f ). As the rank of M(f ) is 1, the range of M(f ) is a line. The coefficients of M(f ) are non-negative integers, hence we can find a vector v = (α, β) ∈ N 2 ∩ M(f )(C 2 ) of minimal norm α + β. The minimality implies gcd{α, β} = 1. Pick any vector (α 0 , β 0 ) ∈ N 2 ∩ M(f )(C 2 ). We have αβ 0 = α 0 β hence α|α 0 and β|β 0 . The couple (α, β) is thus uniquely defined. As M(f ) is singular, the vector v is also an eigenvector, and its eigenvalue is given by p := tr M(f ) 2.
The first step is to construct an invariant foliation. Proof. -We would like to conjugate f to a map
for some ε ∈ M. We use a change of coordinates of the form:
with ψ ∈ M. The equation φ • f = f • φ is then equivalent to:
or if we multiply the α-th power of the first line by the β-th power of the second 
As f is contracting, this series defines a convergent holomorphic function. Once ψ is found, ε is uniquely defined by equation (21) . This concludes the first step.
We assume f is now given by:
A computation of the Jacobian determinant of f gives
where D ξ = αw∂/∂w − βz∂/∂z is the operator of derivation associated to a vector field ξ defining the foliation F above. On the power series expansion of ε, D ξ is given by:
Now f is rigid and C(f ∞ ) ⊂ {zw = 0} hence (det Df ) −1 {0} = {zw = 0}, and det Df Z ∈ z k 0 w l 0 O * for some k 0 , l 0 ∈ N * . Hence
with µ := k 0 + 1 − (a + c) and ν := l 0 + 1 − (b + d) ∈ N, λ 0 = 0, and η 0 ∈ M. In view of equation (22), one sees that any monomial a kl z k w l with a non-zero coefficient in the power series expansion of D ξ ε satisfies αl = βk. In particular δ := αν − βµ cannot be zero. Moreover, by integrating (22) , one obtains that ε(z, w)
For sake of convenience, we replace (1 + ε) by its δ-th root. We assume thus that
with ε = λz µ w ν (1 + η(z, w) ) + h(z α w β ), and ψ, h ∈ M. We also let η 0 ∈ M be such that D ξ ε = λδz µ w ν (1 + η 0 ). We will need the following lemma in the sequel: Second step. Our goal is to make a change of coordinates to simplify ε, that is to cancel the term η. For that purpose, we reduce the problem to the existence of a fixed point of a certain operator T in a suitable space of holomorphic functions. We actually show that this operator is contracting. The operator T is completely analoguous to the one introduced above in the irreducible case (equation (10)). We replace the integration process by an integration along the vector field ξ . To prove that T is contracting, we decompose its action into a composition of simpler operators, and look at its action on the power series expansion of a holomorphic function.
We define the operators:
and that our aim is to find a conjugacy φ which cancels the term η. We choose
and define f = φ • f • φ −1 . We then have:
and we want to impose ε(z, w) = λz µ w ν + h(z α w β ), for some h ∈ M. It is equivalent to the equation:
A direct though long computation yields
We deduce from this:
Using the preceeding computations, we see that solving equation (26) is equivalent to find a ψ ∈ M such that
The series ψ := k 0 T k η solves (28), so it remains to prove that this defines a holomorphic function near the origin.
We shall work on the complete space B r with r > 0 to be fixed later, and conclude by proving the following lemma: LEMMA 3.13. -For all r > 0 small enough, T defines an operator on B r , which is strictly contracting.
Proof. -Let us fix 0 < Λ θ < 1, such that Λ(1 − θ) −1 < 1/4, and
Assume first that a + b 2, and c + d 2. We can then find a constant A > 0 such that |f (Z)| A|Z| 2 in a neighborhood of the origin, hence for r > 0 small enough, |Z| < r implies |f (Z)| Λ|Z|.
Otherwise, by Lemma 3.12, one can assume that c + d = 1, and f is given by f (z, w) = (z a , z(1 + λz µ w ν (1 + η(Z)) + h(z) )), with ν 2. By conjugating f by an automorphism (z, w) → (z, Cw), we transform it under the form f (z, w) = (z a , Dz(1 + λz µ w ν (1 + η(Z) ) + h(z))), with D = 1/C as small as we wish to have again |f (Z)| Λ|Z| for |Z| < r. Note in this case a fixed point of the operator T conjugate f to (z, w) → (z a , Dz(1 + λz µ w ν + h(z))), which is analytically conjugated to (z, w) → (z a , z(1 + λD ν z µ w ν + h(z)) ).
To prove that T is contracting, we first estimate ψ • f , and
and also
Consider the power series expansion:
If ψ ∈ B r , we get ψ ∈ B θ −1 r , and we have the integral representation, for any n ∈ N 2 ,
which gives the estimate
2 θ |n| r |n| |ψ| r , for r small enough. But T 1 divides each term a n by an integer, so we can make the estimates
We finally get |T ψ| r 1/4 × 1 + |η| r |ψ| r + 1/2 × 1 + |h| r |ψ| r 4/5|ψ| r , for r small enough. This concludes the proof of Lemma 3.13.
We have finally proved that in any case we have: f ∼ = f h for some h ∈ M, and 
• If κ ∈ N, λ = 1, and r κ (f is special), ker T q λ,p = Cx κ and
Formal action.
• If κ / ∈ N, or λ = 1, or r > κ (f is not special), the operator T q λ,p is injective and
Proof. -Take ψ ∈ ker T q λ,p . Then, we automatically have T
1,q
λ,p ψ = 0, and Lemma 3.8 shows that ψ is identically zero when κ / ∈ N or λ = 1, and ψ ∈ Cx κ otherwise. This gives the statements about the injectivity of T q λ,p . We use the notation κ for the greatest integer strictly less than κ. We also use the convention that x κ = 0 when κ is not an integer. We apply now both Lemmas 3.9 and 3.10. They give the following decomposition of M (the same is true for
When κ ∈ N, and λ = 1, C T q λ,p x κ = Cx κ , hence we have again,
Finally, when κ ∈ N, and λ = 1,
This concludes the proof of the existence of normal forms for each class of contracting rigid germ.
Unicity of normal forms and automorphism groups
• Class 1. The case when f is invertible is well-known, and we will not give any proof of this fact (see [23] ).
Before dealing with the non-invertible cases, we state two lemmas which will be used several times during the proof. 
Proof of Lemma 3.15. -It is an immediate consequence of the fact that φ should map
Proof of Lemma 3.16 .
Assume h is not identically zero, and expand h = h k + l>k h l in power series, where h l is a homogeneous polynomial of degree l, and h k ≡ 0. Then (1 + h) p n = 1 + p n h k + lower order terms, whereas 1 + h • f n = 1 + h k • f n + l.o.t. As f is contracting, h k • f n tends to 0, and its homogeneous part of degree k tends to zero too. This gives a contradiction.
If ψ is a holomorphic germ, we denote by µ(ψ, 0) the order of vanishing of ψ at the origin.
• Class 2. In this case, a normal form is given by f (z, w) = (αz, wz q + P (z)). We first remark that α = tr Df 0 and q = µ(det Df z , 0) are both formally invariant. Hence the formal normal form is unique.
Take two maps f i (z, w) = (αz, wz q + P i (z)) for i = 1, 2 with deg P i q, and a local formal Lemma 3.16 , and ψ ≡ 0. Thus φ 1 (Z) = ζ z, and as φ is a biholomorphism ξ := φ 2w (0) = 0. Similarly, φ 2w • f 1 = ζ q φ 2w which implies both ζ q = 1, and that φ 2w is constant equal to ξ . Therefore, we can write
. We obtain h(αz) − z q h(z) = P 2 (ζ z) − ξP 1 (z) . Using the notation of Lemma 3.7, this means T
The right-hand side is a polynomial of degree less than q, hence by Lemma 3.7, the germ h is identically zero and P 1 (ζ z) = ξP 2 (z). Whence φ is linear of the form φ(z, w) = (ζ z, ξ w) . Both results about unicity of normal forms and computation of automorphism groups are easily deduced from this.
• Class 3. Recall the normal form is given by f (z, w) = (αz, w l ). The unicity and the equivalence of formal and analytic classifications is immediate because α = tr Df 0 , and l = µ(det Df Z , 0) + 1 are formally invariant.
Let φ = (φ 1 , φ 2 ) be a formal biholomorphism commuting with f , that is φ
. By looking at multiplicities of both hand sides, we infer φ 1w ≡ 0. This forces λ := φ 1z (0) to be non-zero. Now for any n ∈ N, φ • f n = f n • φ, hence φ 1z • f n = φ 1z , and we conclude that φ 1 (Z) = λz. On the other hand, by Lemma 3.15, On the other hand, we also have λ 2 ζ q z q φ 2w = λ 1 z q φ 2w • f 1 . As φ is a biholomorphism, φ 2w (0) = 0, hence λ 2 = ζ q λ 1 . We thus infer for any n ∈ N, φ 2w (Z) = φ 2w (f n 1 (Z)), whence φ 2w is constant, and Assume now that neither f 1 nor f 2 are special. Then both polynomials P 1 and P 2 have degree less than q. Applying Lemma 3.8, we get ψ ≡ 0, hence bP 2 (z) = P 1 (ζ z), and we conclude that φ(z, w) = (ζ z, bw) is linear.
When f 1 and f 2 are special, the polynomial Q(z) := bP 2 (z) − P 1 (ζ z) is a sum of a polynomial of degree less than q, and a monomial of degree q + κ where κ := q/(p − 1). By Lemma 3.8, we again conclude that Q is identically zero, and that ψ(z) = az κ for some constant a ∈ C, so that φ(z, w) = (ζ z, bw + az κ ).
An immediate check yields then the stated results.
• Class 5. A normal form of this class is given by f (z, w) = (αz, z c w d ). The unicity is obvious by Lemma 3.15, and as α = tr Df 0 .
Let φ = (φ 1 , φ 2 ) be a formal biholomorphism commuting with f . We necessarily have 
We have the isomorphism
If the rank of M − Id is 2, L is a lattice in C 2 . In this case, there exists a basis e 1 , e 2 of L and two integers d 1 
This is easily seen to be surjective and the kernel is exactly given by the set of maps of the form (z, w) → (θ z, θ −1 w) for θ ∈ C * . We hence have the following exact sequence
The morphism π can be lifted to Aut(f ) (consider (z, w) → (ζ w, z) with ζ a−1 = −1) hence Aut(f ) ∼ = C * Z/2(a − 1). We leave to the reader to check that the action respectively of Z/2 and Z/2(a − 1) on Aut 0 (f ) are given by the ones defined in Automorphism group 6. One should be aware that we used additive notations in the proof and multiplicative ones in the statements.
• Class 7. Let us take two normal forms for i = 1, 2:
and a formal biholomorphism φ conjugating them φ
Let us first assume that ε = 0. We let M := M 1 = M 2 . As the coefficients a i , b i , c i , d i , α i , β i , p i are all uniquely determined by M they are equal. In the sequel we will write them without indices. We also infer µ 1 = µ 2 (:= µ), ν 1 = ν 2 (:= ν), δ 1 = δ 2 (:= δ), and q 1 = q 2 (:= q). ψ 2 (z, w)) ). We let x(z, w) := z α w β and y(z, w) := z µ w ν .
• If f 1 (or equivalently f 2 ) is not special, there exists θ ∈ (C * ) 2 such that Hence α = β = 1 and δ = αν − βµ = 0 which gives a contradiction.
Proof of Lemma 3.19. -Set h(z, w)
By equation (36) it defines a holomorphic map vanishing at the origin. We have (1 + h • f 1 ) = (1 + h) p , hence by Lemma 3.16 h ≡ 0. We can therefore write φ under the form:
We will denote by x = x(z, w) := z α w β and y = y(z, w) := z µ w ν . We define ζ := x(θ) and χ := y(θ). Note that we can rewrite equation (35) under the form
The equation φ • f 1 = f 2 • φ combined with (39) yields:
Recall we defined the vector field ξ(z, w) := (βz, αw) or given as an operator of derivation D ξ := αw∂/∂w − βz∂/∂z. We proved (see equation (27)):
If we apply D ξ to equation (41) 
, in the notations of Lemma 3.14. We now discuss as in the case of class 4. Remark first that f 1 is special (p − 1 divides q and λ = 1) if and only if f 2 is. Suppose first that none of them are special. By Lemma 3.14, we deduce that ψ ≡ 0, and φ(Z) = θZ is linear. When f 1 is special, Lemma 3.14 yields ψ(x) = bx κ for some b ∈ C, hence φ(Z) = (θ 1 z(1 + by −1 x κ ) −β/δ , θ 2 w(1 + by −1 x κ ) α/δ ). This concludes the proof.
Computation of the topological degree
The only non obvious cases are the fourth, sixth, and seventh ones.
• Class 4. Recall f (z, w) = (z p , λwz q + P (z)), with P (z) = k q a k z k . We are going to prove the following: For any ζ ∈ U p , we can find a constant C(ζ ), and an integer r(ζ ) := min{k ∈ N, a k (ζ k − 1) = 0} such that for all |x| ε sufficiently small,
C(ζ )
−1 |x| r(ζ )
P (ζ x) − P (x) C(ζ )|x| r(ζ ) .
If P (ζ x) − P (x) ≡ 0, we define r(ζ ) to be ∞. We have then
Take r > 0 small enough so that 2r min{C(ζ ), ζ ∈ U p } < 1, and a positive ε > 0 with ε(1 + |λ| −1 max{C(ζ ), ζ ∈ U p }) r.
We claim, if |Z 0 | ε, the set {|Z| r, such that f (Z) = f (Z 0 )} is in natural bijection with E := {ζ ∈ U p , such that r(ζ ) q + 1}.
In fact, Z = (ζ z 0 , w) for some ζ ∈ U p , and w ∈ C given by (42). Equation (43) yields r(ζ ) q + 1. Conversely, pick ζ ∈ U p such that r(ζ ) q + 1, and find w ∈ C satisfying (42). Then |w| |λ| −1 (C(ζ ) + 1)|z 0 | r, which concludes the proof of our claim.
Finally, we easily check E = {ζ ∈ U p , such that ∀k q, a k = 0 ⇒ ζ k = 1}, hence #E = gcd{p, k q such that a k = 0} = d. Hence q < rp, and q > (r − 1)p, which gives that q/p can not be an integer, and that r = [q/p] + 1.
One checks that Π(∆ 2 ε ) − {(0, 0)} = {|x| ν < ε|y| β , |y| α < ε|x| µ }. As Π is a modification, to compute the degree of f is sufficient to compute the degree of the composition g • Π , where g(x, y) = (x p , x q (1 + λy + P (x))). In the sequel, we will make a constant use of the following inequality: for any α > 0, there exists a constant C α > 0 such that for any real numbers 1 > x, y > 0, x α +y α (x +y) α C α (x α +y α ). Assume r(ζ ) r. We have therefore βr(ζ ) ν, and αr(ζ ) µ; then Hence if we impose ε to be small enough, for any ζ ∈ U p , we get that Z = (ζ x 0 , y) defined by (44) belongs to Π(∆ 2 r ) − {0, 0} if and only if r(ζ ) r. The lemma follows immediately from this. Hence h 0 ≡ 0 and {w = 0} ⊂ γ . We deduce from these considerations that each irreducible component of γ is mapped into {w = 0} by some iterate of f . Therefore γ = {w = 0}. Let now f (z, w) = (λz, wz q + P (z)) be an arbitrary normal form, and γ a f -invariant curve not contained in C(f ) = {z = 0}. As f is formally equivalent to an Inoue germ, we can find a formal change of coordinates such that γ is mapped into {w = 0} which is non-singular. So γ is also smooth, given by some graph w = ψ(z). We set φ(z, w) = (z, w + ψ(z)). The map φ −1 • f • φ is of the form (λz, wz q + P (z)) and preserves {w = 0}. So P ≡ 0, and f is conjugated to an Inoue germ.
