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We theoretically investigate the spin wave (magnon) excitations in a classical antiferromagnetic
spin chain with easy-axis anisotropy. We obtain a Dirac-like equation by linearizing the Landau-
Lifshitz-Gilbert equation in this antiferromagnetic system, in contrast to the ferromagnetic system in
which a Schro¨dinger-type equation is derived. The Hamiltonian operator in the Dirac-like equation
is a pseudo-Hermitian. We compute and demonstrate the relativistic Zitterbewegung (trembling
motion) in the antiferromagnetic spin chain by measuring the expectation values of the wave packet
position.
I. INTRODUCTION
As the fundamental equation for relativistic quantum
mechanics, the Dirac equation [1] provides a natural de-
scription of a spin-1/2 massive particle [2] and manages
to reproduce the spectrum of the hydrogen atom accu-
rately [3]. Meanwhile, the Dirac equation also predicts
some astonishing effects, such as the Zitterbewegung (ZB)
and Klein’s paradox. The ZB is an unexpected trembling
motion of a free relativistic quantum particle [1–4], orig-
inated from the interference of positive and negative en-
ergy states [2, 5]. However, it is tough to observe the ZB
directly for relativistic electrons because the amplitude of
ZB oscillations is tiny (of the order of the Compton wave-
length) [4, 6, 7] and the oscillation frequency is extremely
high (≈ 1021 Hz) [8]. Therefore, much work has been de-
voted to simulating ZB in controllable classical and quan-
tum systems. For example, photonic analogs of the ZB
have been proposed [4, 9] and successfully demonstrated
in the experiment using photonic lattices [8]. A quantum
simulation employing trapped ions [3] is performed to il-
lustrate the ZB as well [2]. Moreover, various systems
such as ultracold neutral atoms [7], graphene [10], meta-
materials [11] and Bose-Einstein condensate (BEC) [12]
were proposed as candidate systems to observe the ZB.
In this paper, we show that the classical analog of rela-
tivistic ZB could occur in antiferromagnetic systems.
The emergence of antiferromagnetic spintronics [13, 14]
have drawn considerable attentions recently, such as the
reports of spin Seebeck effect [15, 16], spin pumping and
spin-transfer torques [17] in antiferromagnets, the anti-
ferromagnetic domain wall dynamics driven by magnons
(spin waves) [18] as well as spin-orbit torques [19, 20],
and the electrical switching of an antiferromagnet [21].
Comparing with the spin waves in ferromagnetic mate-
rials, spin waves in antiferromagnetic materials provide
more degrees of freedom for information encoding and
processing [22], which can be seen from the fact that
the Schro¨dinger equation is obtained in the ferromag-
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netic system [23] while a two-component Klein-Gordon
equation is derived for the antiferromagnetic system [22].
A very popular method to describe the antiferromag-
netic system is to use M (uncompensated magnetiza-
tion) and the Ne´el order parameter L (staggered mag-
netization) [19, 20, 22, 24]. Interestingly, an intrinsic
magnetization emerges if the order parameter varies spa-
tially [25]. In this work, we will make use of the classi-
cal spin model and linearize the Landau-Lifshitz-Gilbert
(LLG) equation directly without bothering M and L. We
will show that a Dirac-like equation is obtained and based
on which we demonstrate the relativistic effects such as
the ZB, analytically and numerically.
II. MODEL
We consider a classical Heisenberg spin chain along
the x-direction with energy contributions from antifer-
romagnetic exchange interaction, an uniaxial anisotropy
and an external Zeeman field. The Hamiltonian of the
one-dimensional system is given by [16, 24, 26, 27]
H = J
∑
n
Sn ·Sn+1−D
∑
n
(ez ·Sn)2−H
∑
n
ez ·Sn (1)
where J(> 0) is the exchange constant, D denotes the
uniaxial anisotropy strength and H represents the Zee-
man field. The spin Sn is treated as a classical vector
with length S and the associated magnetic moment is
µs = ~γS. This model is valid for easy-axis antiferro-
magnets with sufficiently large spin [24, 26]. The spin
dynamics at lattice site n is governed by the LLG equa-
tion,
∂Sn
∂t
= −γSi ×Heff + α
S
Sn × ∂Sn
∂t
(2)
where α is the Gilbert damping and Heff is the effective
field that is computed as Heff = −(1/~γ)(∂H/∂Sn). In
the ground state, the spin Sn is antiparallel to its neigh-
bours Sn±1, i.e., Sn = (−1)nSez, as shown in Fig. 1(a).
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FIG. 1. (a) Illustration of a two-sublattice antiferromagnetic
spin chain with lattice constant 2a. The ground state is the
spins antiparallel with each other along the z-axis. (b) The
dispersion relations of the antiferromagnetic lattice, consist-
ing of two branches separated by 2σ. The dotted curves show
dispersion relations in the long-wavelength limit, and in the
plotting J = 1.0, D = 0.05J and H = 0 are used.
A. Linearizing the LLG equation
We assume that the spin wave (magnon) excitation can
be described by a small fluctuation around the ground
state: un = ux(n)ex + uy(n)ey and vn = vx(n)ex +
vy(n)ey where |u|  1 and |v|  1. So we have S2n =
S(un +
√
1− u2ez) and S2n+1 = S(vn−
√
1− v2ez). By
introducing the complex variables ψan = u
x
n + iu
y
n and
ψbn = v
x
n + iv
y
n, linearizing the LLG equation with α = 0
we obtain
i~
dψan
dt
= −Js(ψbn−1 + ψbn)− (2Jd +H)ψan,
i~
dψbn
dt
= Js(ψ
a
n+1 + ψ
a
n) + (2Jd −H)ψbn. (3)
where Js = JS and Jd = (J+D)S. Using the plane wave
ansatz ψ
a(b)
n ∼ exp(iqn2a− iωt), the dispersion relations
of spin waves can be found as
~ω(q) = −H ± S
√
4D(D + 2J) + 4J2 sin2(qa). (4)
Fig. 1(b) plots the dispersion relations of the two-
sublattice antiferromagnetic spin chain with D = 0.05J
and H = 0. The two branches are separated by 2σ where
σ = S
√
4D(D + 2J).
In the continuum approximation, we introduce a di-
mensionless coordinate ξ to approach n, i.e.,
ξ ↔ n = x/(2a). (5)
For the case that both ψa and ψb vary slowly with n,
we have ψan+1 ≈ ψan + ∂ξψan + (1/2)∂ξξψan and ψbn−1 ≈
ψbn− ∂ξψbn + (1/2)∂ξξψbn. It is worth noting that we have
included the second order derivatives because without
them the correct dispersion relations can not be reached.
Moreover, the second order derivatives emerge naturally
by using the central difference scheme if one introduces
new variables ψcn = ψ
a + iψb and ψdn = ψ
a − iψb. With
the two-component Dirac spinor ψ(ξ, t) = (ψ1, ψ2)
T =
(ψa, ψb)T , Eq.(3) can be cast into a Dirac-like equation:
i~
∂ψ
∂t
= (HD + V )ψ (6)
where V = −H plays the role of potential. The corre-
sponding Dirac Hamiltonian HD is
HD = Jsσx∂ξ − iJsσy[2 + (1/2)∂ξξ]− 2Jdσz (7)
where
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
(8)
are Pauli matrices. Interestingly, HD is not a Hermitian
operator, i.e., HD 6= H†D where the symbol † denotes
the usual Dirac Hermitian conjugation (transpose and
complex conjugate). Note that σi = σ
†
i (i = x, y, z)
and ∂†ξ = −∂ξ so we have H†D = −Jsσx∂ξ + iJsσy[2 +
(1/2)∂ξξ]− 2Jdσz and thus HD +H†D = −4Jdσz.
In the long-wavelength limit, the dispersion relation
(4) reduces to
~ω(k) ≈ −H ±
√
σ2 + J2s k
2, (9)
where k = 2aq. The dispersion [Eq. (9)] agrees with the
one obtained in the approach of Holstein-Primakoff [16,
28]. In the absence of external field, we have ~ω(k) =
±(k) with (k) = √σ2 + J2s k2. In Fig. 1(b) the dotted
lines show the dispersion relations in the long-wavelength
limit, which mimic the typical energy-momentum disper-
sion relations with positive and negative energy states of
a relativistic free massive particle.
It is of interest to connect Eq. (6) with the Klein-
Gordon equation. For example, in the absence of external
field Eq. (6) can be rewritten as
(J2s ∂
2
ξ − ~2∂2t )ψ = σ2ψ (10)
where the high-order derivative is neglected. In terms
of small deviations n⊥ = {nx, ny} of the staggered field
defined by n = (S2n − S2n+1)/(2S), one has (J2s ∂2ξ −
~2∂2t )ψ+ = σ2ψ+ where ψ+ = ψan − ψbn = nx + iny.
B. Eigenvectors and plane-wave solutions
In the momentum space, the Dirac spinor ψˆ can be
obtained by applying the Fourier transformation to each
component of Dirac spinor ψ [5],
ψˆj(k) = (Fψj)(k) = 1√
2pi
∫
e−ikξψj(ξ)dξ (11)
where F denotes the Fourier transformation operator.
Therefore, (FHDψ)(k) = HˆD(Fψ)(k) and HˆD(k) =
FHDF−1 where
HˆD(k) = ikJsσx − iJsσy(2− k2/2)− 2Jdσz. (12)
3Apparently, HˆD can be rewritten in the matrix form
HˆD =
[ −dz idx − dy
idx + dy dz
]
(13)
where dx = Jsk, dy = Js(2−k2/2) and dz = 2Jd. Clearly,
HˆD is not a Hermitian matrix; its normalized eigenvectors
are given by
u+(k, ) =
1√
2dz(dz + )
[
idx − dy
dz + 
]
(14)
and u−(k, ) = u+(k,−). The eigenvalues λ = ±(k)
with  =
√
d2z − d2y − d2x correspond to the positive and
negative energy states. Note that u± are not orthogonal,
i.e., 〈u+, u−〉 6= 0 where the Hermitian inner product of
two vectors ψ = (ψ1, ψ2)
T and φ = (φ1, φ2)
T is defined
by
〈ψ, φ〉 = ψ∗ · φ = ψ∗1φ1 + ψ∗2φ2. (15)
In the long-wavelength limit,  ≈ √σ2 + J2s k2 where
σ = S
√
4D(D + 2J). The normalized eigenvectors thus
can be approximately given by
u+(k, ) =
[
d1(k, )
d2(k, )
]
, u−(k, ) = u+(k,−) (16)
where d1(k, ) = (−1/2+ ik/4)(2− /Jd) 12 and d2(k, ) =
(J/Jd)(2 − /Jd)− 12 . Based on the eigenvectors, it is
straightforward to construct the plane-wave solutions.
Note that HDe
ikξ = HˆD(k)e
ikξ, so the stationary plane
waves upos(k, ξ) = u+(k)e
ikξ and uneg(k, ξ) = u−(k)eikξ
are the eigenfunctions of HD. Therefore, the plane-wave
solutions of Eq. (6) are
up(k, ξ, t) = u+e
ikξ−i(k)t/~
un(k, ξ, t) = u−eikξ+i(k)t/~ (17)
The solution up (un) is considered as a plane wave
with positive (negative) energy [5] since its eigenvalue
is positive (negative). As illustrated in Fig.1(b), waves
with positive (negative) energy have a positive (negative)
group velocity if they have a positive wave vector.
Knowing the plane wave solutions up and un, the gen-
eral solution of the Dirac-type equation (6) can be con-
structed,
ψ(ξ, t) =
1√
2pi
∫
[fˆu+e
−it/~ + gˆu−eit/~]eikξdk (18)
where fˆ = fˆ(k) and gˆ = gˆ(k) are parameters to be de-
termined by the initial condition ψ(ξ, 0) = ψ0(ξ). It is
clear that fˆ(k)u+(k) and gˆ(k)u−(k) denote the static
wavefunctions that have positive and negative energies,
respectively. Gaussian Dirac spinors with pure positive
or negative energy can be built directly by setting fˆ(k)
and gˆ(k) to be a Gaussian function. With the helper
function ψˆ0(k) = (1/
√
2pi)
∫
ψ0(ξ)e
−iξkdξ, we find that
fˆ(k) = [〈u−, ψˆ0〉C − 〈u+, ψˆ0〉]/(C∗C − 1) and g(k) =
[〈u+, ψˆ0〉C∗ − 〈u−, ψˆ0〉]/(C∗C − 1) where C = 〈u+, u−〉
and in the long-wavelength limit C ≈ Js/Jd.
TABLE I. Conservation table for different energy states.
Quantity
∫ 〈ψ,ψ〉dξ ∫ 〈ψ,ψ〉σzdξ
Pure positive energy
√ √
Pure negative energy
√ √
Mixed energies × √
C. Operators and Expectation Values
The operator HˆD is not a Hermitian, it is a pseudo-
Hermitian [29]. A linear operator B is said to be pseudo-
Hermitian if there exists a Hermitian operator η satis-
fies that B† = ηBη−1. It is easy to check that Hˆ†D =
σzHˆDσ
−1
z , therefore, HˆD is Σ3-pseudo-Hermitian. How-
ever, the usual Dirac Hermitian conjugation (transpose
and complex conjugate) actually is associated with the
inner product [Eq. (15)], for instance, the adjoint of an
operator Ω† is defined through [30]
〈ψ,Ωφ〉 = 〈Ω†ψ, φ〉. (19)
This suggest that the hermiticity and unitarity of oper-
ators are related to the choice of inner product [29–32].
For a pseudo-Hermitian operator, a natural choice of the
inner product is
〈ψ, φ〉η = 〈ψ, ηφ〉 = ψ∗ · ηφ. (20)
For instance, if we choose η = σz for HˆD we arrive at
〈ψ, HˆDφ〉η = 〈ψ, Hˆ ′Dφ〉 = 〈Hˆ ′Dψ, φ〉 = 〈HˆDψ, φ〉η, (21)
where we have used Hˆ ′D = σzHˆD is Hermitian. Therefore,
the inner product [Eq. (20)] renders HˆD Hermitian, i.e.,
Hˆ?D = HˆD where the symbol
? represents the adjoint of
an operator and Ω? is defined by
〈ψ,Ωφ〉η = 〈Ω?ψ, φ〉η. (22)
The two definitions [Eq.(19)] and [Eq.(22)] are connected
to each other through [30, 32]
Ω? = η−1Ω†η. (23)
Eigenfunctions of hermitian operators should be orthog-
onal, indeed, u± are orthogonal with respect to the inner
product 〈ψ, φ〉σz , i.e., 〈u+, u−〉σz = 0.
In line with the inner product [Eq. (20)], the expecta-
tion value of an operator Ω thus is defined by [31, 32]
〈Ω〉σz =
∫
ψ∗σzΩψdξ. (24)
This definition is in agreement with the hermiticity con-
dition Ω? = Ω. Also, Eq.(24) immediately implies
the conservation of normalization N =
∫ 〈ψ,ψ〉σzdξ =∫
(ψ∗1ψ1 − ψ∗2ψ2)dξ. In general the quantity N+ =
4∫ 〈ψ,ψ〉dξ = ∫ (ψ∗1ψ1 + ψ∗2ψ2)dξ is not conserved. How-
ever, for plane waves and wave packets with pure positive
or negative energy, N+ is conserved as well, as shown in
Table I. With respect to the inner product [Eq. (20)], the
transformation
Sˆ = e−iHˆDt/~ (25)
is unitary [32]. The time dependence of a wave function
ψ(t) reads
ψ(t) = e−iHˆDt/~ψ(0), (26)
and the time dependence of the expectation value of the
operator Ω is given by
d
dt
〈Ω〉σz =
i
~
〈HDΩ− ΩHD〉σz . (27)
III. RESULTS
We perform numerical simulations by solving Eqs. (1-
2) directly [33]. We have chosen J = ~ = γ = S = a = 1
as the simulation parameters [34], and the Gilbert damp-
ing α = 10−5 is used. The external field H = 0 and
D = 0.01J . We initialize the system with a Gaussian
wave packet located at ξ = 0, i.e., ψ(ξ) = G0(ξ)(1, 0)
T
where G0(ξ) = A
√
pi/Le−ξ
2/(4L)eik0ξ with A = 0.1,
L = 4000 and k0 = 0.05, as shown in Fig.2(a). The
packet starts to oscillate immediately and splits into two
parts (packets) eventually. One moves towards left while
the other moves right. The packet that moves left (right)
has negative (positive) energy. Interestingly, the ampli-
tudes of two parts are much larger than the original one,
which is because the system is dominated by antiferro-
magnetic exchange interaction and part of the exchange
energy has transferred into the anisotropy energy. It is
worth mentioning that the wave packets have a long de-
cay (spreading) time, especially for the D = 0 case, in
contrast to the packets in ferromagnetic system [35]. The
detailed splitting process can be found in the video [I.gif]
of the Supplemental Material [36].
The normalization factor N =
∫
(ψ∗1ψ1 − ψ∗2ψ2)dξ as
well as the two individual components
∫
ψ∗1ψ1dξ and∫
ψ∗2ψ2dξ are plotted in Fig.2(b). It is found that the
two components show a damped oscillation while the nor-
malization factor N is almost a constant. Moreover, the
normalization factor N is much smaller than its compo-
nents.
A. Zitterbewegung
The ZB arises from the expectation value of the stan-
dard position operator, i.e.,
〈ξ〉 ≡ 〈ξ〉σz =
∫
ξ(|ψ1|2 − |ψ2|2)dξ. (28)
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FIG. 2. (a) A Gaussian wave packet (blue line for t = 0) splits
into two (chocolate line for t = 1200), one moves towards left
while the other moves towards right. The dashed lines plot
Re(ψ1), i.e., the real part of the first component of ψ. (b)
The normalization factor N =
∫
(ψ∗1ψ1 −ψ∗2ψ2)dξ is almost a
constant during the simulation. (c) The normalized average
value of 〈ξ〉(t) as a function of time, where ξ|ψ1|2 and ξ|ψ2|2
are the average values of its two components.
The usual method to deal with ZB is to derive the time-
dependent equations in the Heisenberg picture [1, 4].
Here, instead of deriving the position operator in the
Heisenberg picture, we work directly in the Schro¨dinger
picture [4]. Starting from the wavefunctions [Eq.(18)] in
momentum space, i.e., ψ(ξ, t) = (1/
√
2pi)
∫
ψˆ(k, t)eikξdk,
we obtain
〈ξ〉 = i
∫
〈ψˆ(k, t), ∂kψˆ(k, t)〉σzdk, (29)
where we have used the identities 2piδ′(k2 − k1) =∫
ixei(k2−k1)xdx and
∫
δ′(x − a)f(x)dx = −f ′(a). Take
the component
∫
ψ∗1ξψ1dξ as an example,∫
ψ∗1ξψ1dξ =
1
2pi
∫
ψˆ∗1(k1)ψˆ1(k2)ξe
i(k2−k1)ξdξdk1dk2
=
1
i
∫
ψˆ∗1(k1)ψˆ1(k2)δ
′(k2 − k1)dk1dk2
= i
∫
ψˆ∗1(k)∂kψˆ1(k)dk. (30)
We split ψˆ(k, t) into two parts, i.e., ψˆ(k, t) = cpe
−it/~ +
cne
it/~ where cp = fˆ(k)u+(k) and cn = gˆ(k)u−(k) rep-
resent the wavefunctions that have positive and negative
energies, respectively. Furthermore, we arrive at
〈ξ〉 = ξ0 + v0t+ Z(t) (31)
5where ξ0 is the initial position. Using 〈u±, u±〉σz =
∓/dz, the average velocity can be calculated by
v0 = − 1
2~Jd
∫
(∂k)[fˆ
∗(k)fˆ(k) + gˆ∗(k)gˆ(k)]dk. (32)
The third term Z(t) is given by
Z(t) = i
∫
[〈cp, ∂kcn〉σze−2it/~ + 〈cn, ∂kcp〉σze2it/~]dk.
(33)
In general Eq. (33) shows an oscillation, which is the so-
called Zitterbewegung (ZB). From Eq. (33) we can de-
duce that the coexistence of positive and negative energy
states is a necessary condition to find the ZB.
For fˆ(k) and gˆ(k) spectrally narrow at around k = k0
the frequency of the ZB is established as ωzb = 2(k0)/~.
Especially for the case k0 ∼ 0, we have ωzb ' 2σ/~.
For quasi-lD antiferromagnetic compound CsMnI3, the
typical parameters [24] are S = 5/2, J/~ ' 198 GHz and
D/~ ' 1.07 GHz. We can establish the frequency of ZB
is fzb ' 32.8 GHz.
0 400 800 1200
t
−200
−100
0
100
200
|ψ
|
(a)
0 400 800 1200
t
(b)
400 450 500 550 600 650 700 750 800
t
−400
−200
0
200
400
<
ξ
>
(c)
Positive-Negative
Positive-Positive
FIG. 3. (a) A positive wave packet and a negative packet that
both have positive wave vector move to different directions.
The amplitude |ψ| is used for plotting. (b) Two positive wave
packets with different wave vectors move toward each other
too. (c) The normalized average position 〈ξ〉 as a function of
time for the two cases.
Fig.2(b) shows the time evolution of the normalized
expectation value of position operator ξ, i.e., N−1〈ξ〉(t)
as a function of time where N is the normalization fac-
tor. Clearly, in the long run 〈ξ〉 follows a linear motion.
However, a clear trembling motion is observed as well
in the initial stage (t < 100). This oscillating motion is
the ZB. A discrete Fourier transform of 〈ξ〉 shows that
the frequency is 0.095, which agrees with the predicted
frequency fzb = ωzb/(2pi) = 0.09 very well.
In the previous example, the ZB decays gradually be-
cause the two packets are moving farther away from each
other in position space. In the following, we will prepare
two individual Gaussian wave packets and the initial pro-
file is given by Eq. (18) such that ψ0(ξ) = ψ(ξ, 0). Here
we choose fˆ(k) = fˆ1(k) and gˆ(k) = fˆ2(k) where fˆ1(k) =
A1e
−β(k−k1)2e−iξ1k and fˆ2(k) = A2e−β(k−k2)
2
e−iξ2k with
A1 =
√
2pi/2, A2 = 0.8A1, β = 4000, k1 = 0.12,
ξ1 = −300, k2 = 0.12 and ξ2 = 300. The packet lo-
cated at ξ1 = −300 has a positive energy and the other
has a negative energy with ξ2 = 300. Fig. 3(a) depicts
the evolution of them as a function of time, apparently,
two wave packets move towards each other and the in-
terference occurs when they meet. The corresponding
normalized expectation value of position 〈ξ〉 is shown in
Fig. 3(c). An oscillation motion (ZB) is found based on
the linear motion. The ZB first increases then decreases
as the distance between the two packets changes.
As a comparison, we initialize the two wave packets
with positive energies but one of the wave vector k is
negative, i.e, fˆ(k) = fˆ1(k) + fˆ2(k) and gˆ(k) = 0 with
k2 = −0.12. In this case, ripples are generated but the
pattern is different, as shown in Fig. 3(b), see the anima-
tion [II.gif] in the Supplemental Material [36]. However,
the normalized expectation value of position 〈ξ〉(t) is a
linear function of time. As expected by Eq. (33), there
is no ZB in this scenario since gˆ(k) = 0.
We note that a Dirac-like magnon spectrum on a two-
dimensional honeycomb lattice is reported recently [37,
38], the corresponding Zitterbewegung should also occur
on that systems.
B. Klein paradox
We now turn to the possible analog of the Klein para-
dox. Starting from the Dirac equation, Klein calculated
the reflection (Rs) and transmission (Ts) coefficients of
an electron incident on a step potential, and he found
that the reflection coefficient Rs > 1 for a larger po-
tential, this phenomenon is called Klein paradox [39–
41]. This paradox can be resolved, that is, the relation
Rs + Ts = 1 still holds if one selects the correct sign
of momentum because for positrons the positive group
velocity is associated with a negative momentum. The
nonzero transmission coefficient for strong potential, of-
ten referred as Klein tunneling, shows that an incoming
electron can penetrate through a high and wide poten-
tial barrier without the exponential decay [40–44]. The
explanation of this relativistic effect regarding electron-
positron production is that the positron states can be
excited inside the high barrier [41, 43].
In the 1d antiferromagnetic system, we can set up a
tunneling experiment by constructing a step potential
using spatial-varying external fields. Fig.4(a) shows the
schematic of the antiferromagnetic spin chain in an ex-
ternal fields for x > 0, and the corresponding potential
V = −H. The dispersion relations in the presence of
external field are shown in Fig.4(b). As we can see, in
the region |H| < 2σ the positive and negative branches
do not overlap, therefore, spin waves with the energy
σ < (k) < σ − H will be totally reflected. In Fig.4(b)
the gray bar plots the energy gap [σ, σ −H]. As the po-
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FIG. 4. (a) Schematic of the antiferromagnetic spin chain in
a spatial Zeeman field, which induces a potential V = −H for
x > 0. (b) Dispersion relations for H = −0.1 with parameter
D = 0.005J , the potential (V = 0.1) is impenetrable for k =
0.06 so the incident wave packet will be totally reflected. (c)
Snapshots of the incident wave packet scatter with the Klein
step. Initially, a wave packet that has positive energy moves
toward right (red dashed line), then it is totally reflected due
to the potential (V = 0.1) and moves toward left. (d) The
critical field Hc = 2σ of the Klein tunneling as a function of
D, which is located in the unstable region. The black point
(0.005, 0.1) is in the stable region.
tential increases, in the region V > Hc = 2σ the negative
and positive energy branches overlap, which leads to the
so-called Klein tunneling.
The numerical simulation results are shown in Fig.4(c).
We initialize a wave packet with positive energy and
k0 = 0.06, as shown in Fig.4(c) with a red dashed
line. The wave packet moves toward the right, it gets
totally reflected when meets the external field barrier
(V = 0.1). The Klein tunneling requires a large external
field (|H| > Hc), it is necessary to check whether the sys-
tem is still in its ground state. Large external fields will
push the system out of the stable state. For instance,
a large field could induce the spin-flop phase in which
each spin almost antiparallel with its neighbors and ap-
proximately perpendicular to the external field [28]. The
unstable region displayed in Fig.4(d) is obtained numer-
ically by comparing several possible states. The critical
field Hc as a function of D is plotted in Fig.4(d), and we
find that Hc is located in the unstable region. Therefore,
we conclude that the Klein tunneling is not accessible in
this antiferromagnetic system.
IV. SUMMARY
In summary, we have studied the magnon excitations
in a classical antiferromagnetic spin chain in the pres-
ence of easy-axis anisotropy. We obtained a Dirac-like
equation by linearizing the LLG equation. Based on the
Dirac-like equation we show analytically that the clas-
sical analog of relativistic ZB can occur in the classical
Heisenberg antiferromagnetic spin chain. We describe
it as the magnonic analog of relativistic Zitterbewegung
and have demonstrated it by solving the LLG equation
numerically. We also discussed the magnonic analog of
Klein paradox and found that the Klein tunneling region
is inaccessible because a large external field will break
the antiferromagnetic ground state.
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