We present a computer vision-based approach to estimating the projected frontal surface area (pFSA) of cyclists from unconstrained images. Wind tunnel studies show a reduction in cyclists' aerodynamic drag through manipulation of the cyclist's pose. Whilst the mechanism by which reduction is achieved remains unknown, it is widely accepted in the literature that the drag is proportional to the cyclist's pFSA. This paper describes a repeatable automatic method for pFSA estimation for the study of its relationship with aerodynamic drag in cyclists. The proposed approach is based on finding object boundaries in images. An initialised curve dynamically evolves in the image to minimise an energy function designed to force the curve to gravitate towards image features. To overcome occlusions and pose variation, we use a statistical cyclist shape and appearance models as priors to encourage the evolving curve to arrive at the desired solution. Contour initialisation is achieved using a discriminative object detection method based on offline supervised learning that yields a cyclist classifier. Once an instance of a cyclist is detected in an image and segmented, the pFSA is calculated from the area of the final curve. Applied to two challenging datasets of cyclist images, for cyclist detection our method achieves precision scores of 1.0 and 0.96 and recall scores of 0.68 and 0.83 on the wind tunnel and cyclists-innatura datasets, respectively. For cyclist segmentation, it achieves 0.88 and 0.92 scores for the mean dice similarity coefficient metric on the two datasets, respectively. We discuss the performance of our method under occlusion, orientation, and pose conditions. Our method successfully estimates pFSA of cyclists and opens new vistas for exploration of the relationship between pFSA and aerodynamic drag.
Introduction
Computational fluid dynamic (CFD) simulations show that the aerodynamic drag of a cyclist, as typical to bluff bodies, is dominated primarily by form drag associated with the geometric shape of the cyclist-bike system and the vortical contribution of wake flow. [1] [2] [3] [4] In contrast, highly streamlined airfoil bodies are dominated by the viscous drag component due to velocity slowdown in the boundary layers and associated skin friction. Given the potential for improved performance by reducing the form drag via modifications to the shape of the cyclist-bike system, past research has focused on modification to riding posture [5] [6] [7] [8] [9] or equipment. 8 However, current approaches rely on ad hoc manipulations of cyclists' posture that minimise average aerodynamic drag as measured in wind tunnel testing. 5, 6, 10 While reductions in aerodynamic drag can be found for most cyclists, the mechanisms that lead to reduction in drag are still poorly understood, because flow characteristics of dynamic bluff bodies remain an open problem.
In those investigations, the modifications to rider postures were achieved through manipulation of peripheral equipment (e.g. bicycle type, handlebar height) or an ambiguous subjective posture description making precise and repeatable cyclists' geometrical shape characterisation impossible (e.g. 'upright', 'dropped' postures). Therefore, it is uncertain if the various studies describe similar geometrical structures or whether the different cyclists' poses lie on a geometrical continuum that would enable interpolation. This highlights the necessity for a development of a shape modelling approach that enables precise characterisation and comparison of experimental conditions to be adopted in future research.
Contributions
In this paper, we exploit advances in object detection and segmentation algorithms to develop a method that directly estimates the cyclist's pFSA to enhance the understanding of its relationship with aerodynamic drag F D . We propose a new approach based on the variational framework that includes shape and appearance priors. The initialisation is achieved through object detection using a fully supervised learning approach based on robust image features. The potential benefits that our approach enable include:
1. near real-time, repeatable, user-independent direct geometric characterisation of a cyclist's posture; 2. direct comparison of pFSA and drag area (CdA) in empirical studies, and facilitates the study of the dependency of Cd on the Reynolds number; 3. field estimation of pFSA for monitoring posture deviations from laboratory-prescribed posture; 4. dynamic CFD simulation of cycling, when extended to 3D.
Technical background

Indirect characterisation of cyclist position
Past studies showed moderate agreement between reduced torso angle and aerodynamic drag by comparing discrete riding postures ('upright', 'dropped' and 'time-trial'; see Defraeye et al. 5 for a summary). 5, 8, 9 We reason that if a cyclist's torso is approximated by a cylinder with a large longitudinal to transverse axial ratio, it would cause greater aerodynamic drag in its upright position than its horizontal position. [11] [12] [13] As a consequence of this known relationship, competitive cyclists ride in subtle variants of the time-trial posture to minimise aerodynamic drag. Yet, no studies have successfully established a relationship between aerodynamic drag and these subtle variants. In modelling a cyclist's posture by the torso angle alone, the relationship of the principal geometrical dimension that causes drag, i.e. the surface normal to the approach wind, is lost and cannot be recovered. Alternative indirect geometric characterisations of the cyclist-bike system (profile dimensions and segment angels 8 ) showed large participant and trial variations. Likewise, Drory et al. 14 showed that anthropometric proportions were not correlated with aerodynamic drag. Defraeye et al. 5 attempted to control the variability in rider postures using a physical constraints positioning system, but only achieved moderate agreement between the wake flow field using CFD with wind tunnel empirical data. Evidently, indirect shape characterisation methods are inadequate to describe the geometric shape of a cyclist and its relationship to aerodynamic drag.
Direct geometric characterisation of cyclist position
Cyclist geometry for CFD. CFD can provide highresolution simulated flow field and drag information on a cyclist as an alternative to empirical ad hoc wind tunnel testing. Recent studies used high-resolution digital 3D models of cyclists from laser scans. [1] [2] [3] [4] [5] [15] [16] [17] However, the approach can only yield flow field and drag data CFD simulations of static cycling. In practice, large object segments are rotating in the direction of motion, the entire object oscillates in the plane transverse to the motion, and changes to the overall geometry take place and disturb the airstream (Figure 1 ). It is yet to be demonstrated that the study of static cycling is a valid approximation of dynamic cycling. This inadequate model representation is a significant deficiency of CFD cycling models making their findings uncertain. An alternative geometry capture and modelling approach that facilitates simulation of dynamic cycling constitutes a necessary step to establish the validity of investigation of cycling in wind tunnels and CFD simulations.
Estimation of projected frontal surface area. Aerodynamic drag is quantified by the relationship between the drag force F D (N), the object's projected frontal surface area (pFSA) A( m2 ) and a dimensionless drag coefficient
, where r is the air density (kg/m 2 ) and U is the approach wind speed (m/s). Past techniques for direct estimation of pFSA, for instance weighing cyclists' photograph cut-outs, 8, [18] [19] [20] [21] [22] and manual digitisation of coordinate data 23 suffer from significant inter-tester differences and poor repeatability, 24 and require laborious post-processing. Consequently, the drag area CdA is typically reported, as it avoids explicit determination of the pFSA. This hinders exploration of the dependency of aerodynamic drag on pFSA and Cd. Moreover, it imposes an impediment for pFSA estimation to be adopted as a valuable tool for informing decision making in wind tunnel aerodynamic testing, training environment monitoring and competition applications.
Few attempts have been made to explain the reduction in aerodynamic drag via changes to pFSA. [18] [19] [20] [21] [22] 25 In contrast, Drory et al. 14 reported only a weak correlation between pFSA and aerodynamic drag on 17 elite cyclists. They demonstrated that reduction in pFSA may in fact be accompanied by an increase in CdA. Similarly, Defraeye et al. 3 found no correlation between pFSA and aerodynamic drag. Nevertheless, the prevailing view supports reduction in pFSA as a measure to reduce aerodynamic drag under constant drag coefficient conditions. Indirect estimation of pFSA from the ratio of anthropometric proportions, 8, 21, 22, 26 or to predict time-trial cycling performance 18, 21, 27 were shown to have weak correlation with pFSA. 8, 28, 29 This highlights the need for a pose estimation method that can be used to establish the nature of the relationship between pFSA and aerodynamic drag, as well as in the daily training environment and out-of-laboratory applications. Computer vision techniques for object detection and image segmentation present an attractive alternative for repeatable automatic near real-time pFSA estimation extracted from images.
Active contours
Object segmentation is a fundamental problem in computer vision that aims to extract structures of interest from images. Active contours (AC) is a segmentation approach for finding object boundaries in images. In AC, initialised curves dynamically evolve in the image to minimise an energy function that is designed to force the curve to gravitate towards an image feature such as an intensity edge. 30 The curve becomes stationary when it coincides with the structure boundary and the energy function is minimised. 31 Boundary-finding algorithms do not guarantee arrival at the desired structure due to noise or occlusion. 32 These methods are generally local and are sensitive to the position of the initialised curve 33, 34 and 'leakage' through the boundary of the object if the feature is not prominent enough. 35, 36 AC sensitivity to curve initialisation is addressed by either user input of appropriate initialisation, 37, 38 or by using object detection algorithms, which provide the region of interest (ROI) of the desired object. 39 In the context of near real-time pFSA estimation in testing, training and competition environments, the first approach is inadequate, and only the later approach is considered further here.
Statistical shape model
AC's tendency to 'leak' through weak underlying boundary features can be mitigated by a priori knowledge of the expected shape or appearance of the desired object. 34, 35 Active shape models (ASM) is a technique in which a statistical shape variation model is developed from a set of n labelled corresponding boundary points in training images. 40 The training shapes are aligned with respect to a similarity transformation into a common coordinate frame using an iterative technique, which minimises the least squared error between the points, until convergence. The resultant set of landmark points can be viewed as a point cloud that lies on a manifold in a 2n2D space forming a Gaussian distribution of likely correlated vectors. The statistical shape model is obtained via principal component analysis (PCA) performed in a high-dimensional vector space of the sampled landmarks.
Segmentation algorithms that incorporate statistical shape priors as high-level regularisation are attractive for our task due to cyclists' highly varied appearance. For instance, Leventon et al. 34 used a Bayesian framework in which a shape prior is embedded as the zero level set of a higher dimensional surface. They evolve the surface towards the maximum a posteriori estimate until convergence. Chen et al. 35 modified the energy functional to depend on a shape prior. Consequently, they were able to find boundaries in the presence of gaps and occlusions. Bresson et al. 41 introduced a geometric shape prior into the Mumford-Shah functional. For segmentation of noisy or occluded images of hands, Cremers et al. 36 incorporated a low dimensional statistical shape prior in explicit parametrisation into a modified Mumford-Shah functional, thereby minimising a single energy functional.
Object detection
Due to the AC segmentation approach's sensitivity to curve initialisation, object detection algorithms are often used to provide the ROI of the desired object. 39 The object detection literature is vast, and we do not seek to review it in detail. Instead we focus on recent advances in themulti-scale deformable part based models (DPM) approach. Felzenszwalb et al. 42 introduced a discriminatively trained, multi-scale DPM for object detection. Each model consists of a mixture of a coarse root filter, a mixture of parts filters, and part deformation relative to the root model to represent an object category. The object class specific models are trained using support vector machines (SVM). The learnt model can then be used for object search in a new image. The DPM approach of Felzenszwalb et al. 42 has proved to be effective for the detection of a large number of classes including bicycles, cars and animals. Many recent state-of-the-art object detection algorithms are built on extensions to this approach using a histogram of oriented gradients (HOG) filter. 43 Dalal and Triggs 43 used a multi-scale sliding window approach to score an instance of the object at a given scale and position. Their approach has shown to be particularly effective for pedestrian detection. 44, 45 pFSA estimation framework Our method is based on segmentation of the object boundary. This is achieved through curve evolution towards energy minima assumed to lie at the boundary of the cyclist's pFSA. The curve is initialised subsequent to cyclist detection using a trained DPM 46 and is regularised using statistical shape 47 and appearance models of a cyclist. As the cyclist detection and construction of the shape and appearance statistical models are pre-requisites for segmentation, we describe those first.
Cyclist detection
In order to initialise the AC to segment the boundary of a cyclist, a detection of the position and scale of a cyclist is required. We use a discriminatively trained, multi-scale DPM 42 on HOG features 43 to do so. HOG features represent an image patch by the spatial distribution of locally normalised intensity gradients sampled on a dense grid of overlapping spaced cells to form a feature map. The histogram of oriented gradients of each cell is computed, where the gradient f of a function f(x 1 ,x 2 ,.,x n ) is a vector of partial derivatives of f. The distribution of the gradient orientations is depicted through a histogram over p 2 N discrete bins weighted by the gradient magnitude. The cells are then normalised with neighbouring cells to form spatial blocks. The final descriptor is the concatenated feature blocks (Figure 2) . The result is a descriptor that is invariant to small object deformation, image noise and bias. For pedestrian detection, Dalal and Triggs 43 found that a 36 dimensional feature vector consisting of 2 3 2 overlapping blocks of six to eight cells representing nine unsigned gradient orientation bins worked best. For cyclist detection, we found that a 31-dimensional feature vector that combines both signed and unsigned orientations results in superior performance ( Figure 2) .
Following Felzenszwalb et al. 42 we construct a deformable part model that consists of a coarse whole object root filter and several high-resolution small-part filters sampled at twice the root's resolution. The relative position of a part to the root filter is assigned deformation weights.
A filter score at a position (x,y) in the feature map is defined by where F Á G denotes the dot product of filter F and a feature map G using a sliding window propagation. In practice the filter F is applied on a multiscale feature pyramid H at p = (x,y,l), where l denotes the lth pyramid level of position (x,y), to minimise its sensitivity to object scale in an image. To deal with pose variations, we use a mixture model M with m components (M 1 ,.,M n ), where each component M i is a deformable part model for a particular pose of the object class ( Figure 3) . Formally, we define the model by a (n + 2)-tuple (F 0 ,P 1 ,.,P n ,b), where F 0 is the root filter, P 1 is a model for the ith part and b is a bias value. A part P 1 consists of (F i ,v i ,d i ), where F i is the ith part filter, v i is its anchor position relative to the root filter and d i is a vector 2 4 containing its deformation costs.
For model learning, we use linear SVM. The technique takes a training set of feature maps with labelled positive and negative class examples and produces a model which predicts the label of test data, such that D ¼ ðhx 1 ; y 1 i; . . . ; hx n ; y n ijx i 2 X; y i 2 fÀ1; 1gÞ ð2Þ where x i is the feature vector and y i is the class label (1 for positive and 21 for negative examples).
For inference of a new image, we compute a feature pyramid of the image. The root filter is applied at coarse levels followed by application of the part filter at fine pyramid levels. We calculate a score for an object hypothesis from a data term representing the scores of each filter at their respective locations and a deformation cost that depends on the position of each part with respect to the root plus the bias
where ðdx i ; dy i Þ ¼ ðx i ; y i Þ À ð2ðx 0 ; y 0 Þ + v i Þ is the displacement of the ith part with respect to its anchor position, and F d ðdx i ; dy i Þ ¼ ðdx; dy; dx 2 ; dy 2 Þ are deformation features. The bias term b is required when multiple models are combined into a mixture model. High-scoring root locations define detections while the location of the parts that yield a high-scoring root location defines an object hypothesis. Finally, nonmaximum suppression is applied to eliminate detections that are overlapping by more than 50%. For example, when a cyclist is occluding another by more than 50%, only the first will be detected (see Figure 4(b) and (d) ). Calculation of overall score for each root location Our method is implemented to work on the VOC2009 challenge dataset for model training and evaluation as described in Drory et al. 46 We use the code published by Felzenszwalb et al. 42 and Girshich et al. 48 release 4 to train and apply our models. Our method only considered the frontal pose of a cyclist, hence we used mixture model M with m = 1. This, however, can be extended to additional poses.
Cyclists' statistical shape model
In order to incorporate high-level regularisation into the AC framework, a statistical model of a cyclist needs to be developed. We construct a statistical shape variation model from a set of corresponding points across training images similarly to Cootes et al. 49 Suppose x = (x 1 ,.,x n ,y 1 ,.,y n ) is a 2n element vector where (x i ,y i ) are sampled boundary landmarks for a 2D image x j of s training images. The set of training shapes need to be aligned with respect to a similarity transformation into a common coordinate frame in order to construct a statistical model of a cyclist ( Figure 5(a) ) such that D ¼ P jx i À xj 2 is the distance of each shape to the mean xI`. is minimised. We use 97 boundary landmark points to represent a cyclist in each image. 47 Point distribution model, Procrustes analysis. The minimisation is ill-defined unless some constraints are placed on the alignment of at least one of the shapes. Generalised Procrustes analysis is an iterative technique to superimpose a set of objects, typically centred on the origin, that have a mean scale of unity and a fixed arbitrary orientation until convergence. To construct our statistical shape model we first rigidly align the 57 manually segmented training images with respect to similarity transform. 50 This results in the shape model that consists of the aligned shapes ( Figure 5(b) ). 47 Principal component analysis. The set of landmark points of the shape model can be viewed as a point cloud that lies on a manifold in a 2n2D space to form a Gaussian distribution of likely correlated vectors. Using PCA it is possible to project those vectors onto an uncorrelated coordinate frame and compute the main axes of this cloud. This can be computed efficiently using singular value decomposition on the covariance matrix S of the data.
This operation does not alter the original point cloud and it can be recovered from the new coordinate frame. Typically, it emerges that only a few major axes are responsible for the majority of the model's variance. It is therefore desirable to reduce the dimensionality of the data to a more manageable size. In our case, 13 principal components were found to represent 98% of the variance in our data ( Figure 5(c) ). Thus, we were able to discard the remaining data and reduce the dimensionality from 194 2D space to a manageable 13 2D space ( Figure 5) .
Each of the training shapes can then be approximated using
where P ¼ ðp
. . . ; p T t Þ contains t eigenvectors of the covariance matrix S and b is a t-dimensional vector given by
In Figure 5 (d) we demonstrate reconstruction of 10 training shapes from the dimensionality reduced model. We define our final shape model Mð x; P; bÞ, where x 2n is the mean shape, p 2n3t is a matrix containing the principal components and b t is a vector of eigenvalues corresponding to the principal components where t is the number of retained components that explain at least 98% of the variance in our data.
Level set formulation. To facilitate modelling changes in shape topology, multiple cyclists and shape 'holes' such as underarm gaps, we adopt an alternative formulation of the shape model using level set construction. 34 In this formulation the object boundary is embedded as the zero level set of a higher dimensional signed distance transform where each sample encodes the distance to the nearest point on the curve (Figure 6(a) ). The effect of modifying the model's principal components in level set formulation is demonstrated in Figure 7 .
Effect of modifying principal components. The vector b defines a set of parameters of a deformable model. This allows the creation of synthetic shapes that are not in the training set simply by varying b in equation (5). By constraining the variance of b i to 6 ffiffiffiffi l i p , where l i is the variance of the ith parameter, we ensure that the generated shape is within the statistical probability of the model. Figure 7 demonstrates the varying of parameters to create likely synthetic shapes. The significance of this capacity is discussed below.
Cyclists' statistical appearance model
To further enhance the regularisation of our prior models, we construct a local appearance model from our training images at each keypoint. Our local appearance feature is based on the profile vector v of length r of the normal to the boundary at each keypoint and its We define our final appearance model Lð f; sÞ, where f n32r is a matrix containing the mean appearance feature vector l 
Geometric active contour
The basic AC technique defines an energy function E(C) over a curve CðsÞ ¼ ½xðsÞ; yðsÞ; s 2 ½0; 1 as the sum of internal and external energies of the curve. The curve evolves to minimise an energy functional
where the internal energy E internal represents the curve's tension and stiffness, which serves to impose the piecewise smoothness constraint, and the external energy E external represents salient image features such as edges and constraints from high-level sources such as user initialisation ( Figure 9 ). In keeping with Kass et al. 31 we define the internal energy
where c s (s) is the first-order term representing the curve's elasticity,which makes the spline act like a membrane, and c ss (s) is the second-order term representing the curve's stiffness, which makes the spline act like a thin plate. The parameters a and b control the relative contribution of the curve's elasticity and stiffness respectively. Setting b(s) = 0 at a point allows the snake to become second-order discontinuous and develop a corner. The external energy E external produces a force that gravitates the curve towards salient image features. In our implementation we define
where Ã and r are the convolution and gradient operators respectively and G s ðsÞ is a two-dimensional Gaussian function with standard deviation s (Figure 10 ).
Using variational calculus we arrive at the EulerLagrange energy gradient equation where the curve is made dynamic by addition of dependency with respect to time t. The energy function is minimised when c t (s,t) = 0. In practice equation (9) is discretised and solved iteratively using semi-implicit relaxation methods.
Experiments and evaluation
Datasets
To evaluate our method, we conducted quantitative experiments on two challenging datasets containing images of cyclists, whose ground truth (gold standard) location and boundary in the image were manually Figure 6 . Statistical shape model of cyclists in level set formulation. 47 (a) mean shape of cyclists in training images (left) with the mean curve represented at the zero level set and projected onto 2D, and (right) the eigenvalues corresponding to the top 10 principal components. (b) The training shapes can be recovered using a dimensionality reduced model. annotated. The wind tunnel dataset contains images of a single cyclist in a controlled environment, typically during wind tunnel testing. In this dataset, there is a predictable, relatively smooth background, no occlusions and no other person in the scene. In this dataset, however, the cyclists present varied appearance in their pose, garments, accessories (e.g. helmets, visors), lighting conditions or colours that present a significant challenge to the classifier's model. The cyclists-in-natura dataset contains images of multiple cyclists in an uncontrolled environment, typically during road races. In this dataset, there are many instances of occlusions, varied appearance and multitude of other objects such as crowds, cars and motorcycles that present a different challenge than the wind tunnel dataset. Using these datasets, below we report on the performance of our cyclist detector. We then report on the segmentation performance and the estimation of pFSA.
Cyclist detection
To evaluate the performance of our cyclist detector we use standard metrics and calculate precision and recall using p t (p t + p f ) and p t /(p t + n f ), respectively, where p t is true positive, p f is false positive and n f is false negative. However, in contrast to standard evaluation techniques in the object detection research community, which score detection based on their centroid distance and overlap ratio, we use a far stricter definition of v. We consider a detection to be a p t if and only if the cyclist in the image is entirely contained within the detection bounding box. We justify this definition by the downstream effect that partial detection has on the curve initialisation for segmentation. The performance of the AC critically relies on good initialisation, and many segmentation techniques assume that such initialisation is given. Instead, we exclude partial detections from our evaluation and report them separately. Our results (Table 1) indicate that this algorithm is very effective in cyclist detections from images both in controlled and uncontrolled environments. Interestingly, our detector performs similarly well in precision on both the wind tunnel and cyclists-innatura datasets, but far better in recall on the cyclists-innatura dataset. We reason that, despite the controlled environment, unusual equipment use (e.g. garments, helmets or visors) in wind tunnel testing manifests in an appearance that deviates from the trained appearance model. Thus, it presents a challenge to the detector performance. We also note that multiple cyclists may be present in an image of the cyclists-in-natura dataset. Only cyclists who were visible by more than 50% were considered for the performance evaluation of the detector. To test the efficacy of our method, our experiments were conducted on images of various size and resolution. Hence, we used the relative metric above, as opposed to an absolute metric such as pixel count. This is consistent with the practice in the object detection domain. 
Cyclist segmentation and pFSA estimation
To evaluate the performance of our cyclist segmentation and pFSA estimation we use a standard segmentation evaluation metric, the mean dice similarity coefficient (DSC) over 40 and 20 p t images from the challenging wind tunnel and cyclists-in-natura datasets, respectively. Given G a set of pixels, whose boundary was manually annotated by the authors, as a ground truth cyclist and S a set of pixels segmented using our AC framework, DSC is defined as
Our segmentation framework achieved mean DSC scores of 0.88 and 0.92 on our test images from the wind tunnel and cyclists-in-natura datasets, respectively. We present indicative results in Figures 1 and 11 . Figure 11 (a) and (d) show sub-optimal results, which occur mostly around and between the leg segments of the cyclists, or in the presence of alike objects with similar appearance.
Discussion
Our results demonstrate the utility of estimating pFSA of cyclists from monocular images. Our method is underpinned by a supervised learning approach to cyclist detection and an active contour segmentation approach that is regularised by statistical shape and appearance models. Therefore, our method does not suffer from the deficiencies of previous approaches. Specifically, it does not suffer from the inter-trial and inter-tester repeatability and reliability of direct digitisation approaches.
Implementation and performance
We implemented our framework in MATLAB (Mathworks, MA, USA) and OpenCV (open source library published maintained by opencv.org) on a standard desktop computer. On a typical colour image of size 940 3 627, our framework performs detection and segmentation using non-optimised demonstration code in time of approximately 1 s. We estimate that near real-time performance can be achieved with an efficient implementation on a high-performance architecture.
Limitations and future work
A number of challenges remain that need addressing for enhanced robustness of our framework. For instance, for cyclist detection we use a standard DPM framework. Recent advances in part-based simultaneous detection and human pose estimation have shown superior performance over DPM. 51 An extension of our framework would use a flexible mixture of parts approach for cyclist detection, which exploits the spatial relations of the parts, and also provides a pose estimate. Attractively, the pose, represented by a skeletal linkage model, can be used as a foreground seed for an efficient graph-cut segmentation approach with the parts' bounding boxes as its background seed. More recently, convolutional neural network approaches showed state-of-the-art performance on object detection datasets. It would be interesting to test the performance of our framework with a convolutional neural network (CNN) detector as an alternative to DPM in our framework. This approach, however, requires a very large dataset of annotated images that cannot be easily or cheaply obtained. A natural extension to our method will use a multiview approach to achieve a comprehensive deformable 3D dynamic cyclist model. This, however, requires pose estimation algorithms capable of handling occlusions and self-occlusions better than has so far been achieved. This is necessary as the current approach cannot handle Figure 10 . The contour move decision framework at a single iteration. The sum of (a) the contour's gradient and (c) local appearance profiles probabilities at each keypoint results in (b) a proposed contour move (in red). The proposal is tested against the expectation of the statistical shape model (blue). The final move (magenta) ensures that the generated shape is within the statistical probability of the model. (d) For clarity, the curves were projected onto the model's coordinate system. missing nodes. This notwithstanding, a sagittal view extension of this work ( Figure 12 ) will be useful for studying the relationship between riding geometry and aerodynamic drag.
Experimental aerodynamic drag data that is measured in wind tunnel investigations of cyclists is highly noisy due to the nature of the air flow, instrumentation and motion. Consequently, the signal is typically heavily smoothed over a long data sampling time or repeated trials, and the relative change between experimental conditions is reported with high repeatability. Similarly, the occasional local segmentation failures that our method suffers introduce noise to the estimation of absolute pFSA. Therefore, the appropriate approach for the study of the relationship between drag area and pFSA is to use a relative smoothed signal sampled over a period of time or repeated trials for both sets of data.
Conclusion
We present a repeatable user-free method for the estimation of projected surface area of cyclists from monocular images, which facilitates further investigations into the relationship between surface area and aerodynamic drag of cyclists. Our approach is based on the detection of a cyclist object class in an image using a discriminatively trained deformable parts model, followed by finding a cyclist's boundary in the image. An initialised curve dynamically evolves in the image to minimise an energy function designed to force the curve to gravitate towards image features. To overcome occlusions and pose variation, we use statistical cyclist shape and appearance models as priors to encourage the evolving curve to arrive at the desired solution.
Once an instance of a cyclist is detected in an image and segmented, the projected surface area is calculated from the area of the final curve. Our experiments demonstrated that our framework is successfully applied to cyclist images from two challenging datasets. The output of our framework forms a critical component and a crucial evidence base prerequisite to the study of the relationship between a cyclist's riding position and reduction of aerodynamic drag.
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