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Abstract: The area-based method has become a widespread approach in airborne laser scanning (ALS), being 
mainly employed for the estimation of continuous variables describing forest attributes: biomass, volume, density, 
etc. However, to date, classification methods based on machine learning, which are fairly common in other remote 
sensing fields, such as land use / land cover classification using multispectral sensors, have been largely overseen in 
forestry applications of ALS. In this article, we wish to draw the attention on statistical methods predicting discrete 
responses, for supervised classification of ALS datasets. A wide spectrum of approaches are reviewed: discriminant 
analysis (DA) using various classifiers –maximum likelihood, minimum volume ellipsoid, naïve Bayes–, support vector 
machine (SVM), artificial neural networks (ANN), random forest (RF) and nearest neighbour (NN) methods. They are 
compared in the context of a classification of forest areas into development classes (DC) used in practical silvicultural 
management in Finland, using their low-density national ALS dataset. We observed that RF and NN had the most 
balanced error matrices, with cross-validated predictions which were mainly unbiased for all DCs. Although overall 
accuracies were higher for SVM and ANN, their results were very dissimilar across DCs, and they can therefore be 
only advantageous if certain DCs are targeted. DA methods underperformed in comparison to other alternatives, and 
were only advantageous for the detection of seedling stands. These results show that, besides the well demonstrated 
capacity of ALS for quantifying forest stocks, there is a great deal of potential for predicting categorical variables in 
general, and forest types in particular. In conclusion, we consider that the presented methodology shall also be adapted 
to the type of forest classes that can be relevant to Mediterranean ecosystems, opening a range of possibilities for 
future research, in which ALS may show great predictive potential.
Key words: airborne laser scanning, discriminant analysis, maximum likelihood, minimum volume ellipsoid, naïve 
Bayes, support vector machine, artificial neural networks, random forest, nearest neighbour.
Clasificación de etapas de desarrollo forestal a partir de datos de vuelos lidar nacionales de baja 
densidad: comparación de métodos de aprendizaje automático
Resumen: Los métodos de estimación por áreas son ya habituales para el uso de escaneo láser aerotransportado 
(ALS) en la predicción de atributos forestales descritos por variables continuas: biomasa, volumen, densidad, etc. No 
obstante, apenas se ha prestado atención a los métodos de clasificación por aprendizaje automático, que por otro lado 
son frecuentes en diversos campos de la teledetección, como la identificación de coberturas del suelo por sensores 
multiespectrales. En este artículo hemos centrado la atención en métodos estadísticos destinados a predecir variables 
discretas, para obtener clasificaciones supervisadas de datos ALS. Varios métodos han sido revisados: clasificadores 
de análisis discriminante (DA) –máxima verosimilitud, elipsoide de volumen mínimo y Bayesiano ingenuo–, máquinas 
de vector soporte (SVM), redes neuronales artificiales (ANN), selvas aleatorias (RF), y vecino más próximo (NN). La 
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1. Introduction
Supervised machine learning methods build a 
classification model from training data (Hastie 
et al., 2009). In the context of remote sensing, 
and airborne laser scanning (ALS) sensors in 
particular, forest types (silvicultural development 
classes, in this case) are linked to field plots us-
ing metrics describing the distribution of ALS 
returns backscattered from that same sampled 
area (Næsset, 2002; Maltamo et al., 2006). These 
metrics are then used as independent variables (Χ), 
and the classification model is implemented for 
making predictions throughout the scanned area 
(McInerney et al., 2010; McRoberts, 2012). There 
is a large assortment of statistical learning meth-
ods, which are often denominated non-parametric 
since, although flexible, the meaning of their pa-
rameters is usually difficult to grasp (Rogan et al., 
2008). For this reason, the simplest methods are 
preferred for generalizing clear phenomena, while 
more complex ones have the advantage of being 
flexible enough for describing intricate relations. 
The latter case may be found if the targeted de-
velopment classes are only to be described as a 
complex combination of different ALS metrics. 
The goal is to find general but flexible rules, not 
too prone to outliers. This is to be found as a 
trade-off between having a too simplistic method 
lacking predictive power, while avoiding over-fit-
ting to the sample by representing noisy data.
1.1. Discriminant analysis: classification 
based on maximum likelihood or 
minimum volume ellipsoid
In the context of ALS estimation, discriminant 
analysis has been scarcely employed for stratifying 
the forest areas into areas of homogeneous species 
composition (Holmgren et al., 2008; van Aardt 
et al., 2008; Kim et al., 2009; Ørka et al., 2009; 
Zhang et al., 2011) or structural types (Maltamo 
et al., 2014; Torresan et al., 2014). These approach-
es have focused mainly on classification by linear 
discriminant analysis, while approaches to delimit 
quadratic boundaries –i.e. hyperplanes– among 
classes (Geerling et al., 2007) have been largely 
overseen. One of the most widespread methods 
in other fields of remote sensing is the maximum 
likelihood (ML) classifier (Foody et al., 1992; 
Blackard and Dean, 1999), which uses a probabil-
ity model to discriminate the targeted classes. In 
ML, multivariate Gaussian kernels for each class 
to be separated are fitted using the covariance 
structure of the training data. A hard classification 
is carried out under the criteria of assigning the 
class with maximum posterior probability density 
in the feature space (X). Another alternative is to 
employ the minimum volume ellipsoid (MVE) 
estimator, which searches the hyperplanes using 
Rousseeuw’s (1986) ellipsoids. For each class, 
MVE consists of determining the minimal hyper-
volume ellipsoid containing more than half of the 
training plots belonging to that class. 
comparación se ha realizado en el contexto de una clasificación en las etapas de desarrollo (ED) utilizadas en la 
gestión forestal de los bosques de Finlandia, utilizando para ello datos de baja densidad de su vuelo nacional. RF y 
NN produjeron las matrices de error más equilibradas, con predicciones por validación cruzada no sesgadas para 
todas las EDs. Aunque SVM y ANN mostraron las mayores precisiones, obtuvieron resultados muy dispares entre 
las distintas EDs, siendo óptimas sólo para algunas concretas. DA obtuvo los peores resultados, y sólo se observó 
que pudieran ser beneficiosas en la predicción de rodales en la etapa de diseminado. Nuestros resultados muestran 
que, además de la confirmada capacidad del ALS para predecir variables de cuantificación de las masas forestales, 
también existe potencial en la clasificación de variables categóricas en general, y tipologías forestales en particular. 
En conclusión, consideramos que estas metodologías se pueden también adaptar a las clases naturales de edad y 
tipos estructurales que sean relevantes en ecosistemas mediterráneos, abriendo un abanico de posibilidades para 
investigación en ALS, con mucho potencial.
Palabras clave: escaneo láser aerotransportado, análisis discriminante, máxima verosimilitud, elipsoide de volumen 
mínimo, Bayesiano ingenuo, máquinas de vector soporte, redes neuronales artificiales, selvas aleatorias, vecino más 
próximo, clases naturales de edad.
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1.2. Naïve Bayes estimator
The Naïve Bayes (NB) classifier is a collection of 
independent classifiers based on Bayesian proba-
bility. The assumption is that the relation with the 
response classes is independent for every predictor. 
Therefore, instead of searching for the ML hyper-
planes, a separate classifier is deducted for each 
predictor variable. Otherwise, NB is very similar 
to ML, in the sense that it is based on adjusting 
Gaussian kernels to the training data. As ML, the 
final hard classification in NB is based on select-
ing the classes with higher posterior probability. 
Only few studies have tested the ability of NB 
classification using ALS data (García-Gutiérrez 
et al., 2010).
1.3. Support vector machine
In support vector machine (SVM) the hyperplane 
separating classes is defined by structural risk 
minimization. That is to say, the cost function 
is defined as a combination of maximizing the 
distance between the hyperplane and the training 
samples, and minimizing the error of samples 
falling into another class’s hypervolume. As in 
ML, the hyperplanes are computed based in class 
posterior probabilities and quadratic optimization. 
Although SVM is very common for classification 
in multispectral remote sensing (Heikkinen et al., 
2011), studies including ALS are rather scarce 
(Dalponte et al., 2008; García et al., 2011).
1.4. Artificial neural networks
Artificial neural networks (ANN) are a set of 
mathematical models, in this case multinomial 
log-linear, defining the distribution of the train-
ing data in both X and Y. In an ANN, predictors 
are the input of the network, whereas the output 
is the response variable. Hence, dependencies 
among variables are depicted from the structure 
of the network. These relations are decomposed 
into neurons, which are interconnected by weights 
which are iteratively adapted (Atkinson and 
Tatnall, 1997). In computing predictions, there is 
a search for matches with patterns observed for 
each class in the training data, by converging into 
a minimum mean squared error. The ANN method 
is therefore well-suited for identifying complex 
patterns, although it has also been criticized for 
being a “black box” solution, as the resulting 
networks are very difficult to interpret (Rogan 
et al., 2008). Although the use of ANN for classi-
fication is common in the remote sensing literature 
(Blackard and Dean, 1999), to our knowledge, its 
application with ALS sensors has so far been con-
fined to prediction of continuous variables (Niska 
et al., 2010). 
1.5. Random Forest
Random forest (RF) is becoming increasingly 
popular in ALS remote sensing (Falkowski et al., 
2009; Yu et al., 2011; Reese et al., 2014; Valbuena 
et al., 2014). RF consists of bootstrapping –i.e. 
applying random sampling with replacement– the 
training data and computing a classification tree 
with each bootstrap sample. A classification tree 
consists of generating a stepwise classification by 
partitioning the explained variance recursively, in 
a succession of binary splits of predictor thresh-
olds determined under the criterion of residual 
sum of squares minimization (Martinuzzi et al., 
2009). The outcome is an ensemble: a collection 
of classification models that can be combined by 
leveraging their collective strengths, finally using 
the majority value for the classification (Hastie 
et al., 2009). However, while being potentially 
powerful in the accuracy of the final classification, 
the collection of classification trees is overall 
useless when the primary interest is on the rela-
tions underlying those predictions (Torresan et al., 
2014). In the context of ALS, RF classification 
has been used to discriminate species (Ørka et al., 
2012), vegetation classes (Reese et al., 2014), or 
successional stages (Falkowski et al., 2009).
1.6. Nearest neighbour imputation 
methods
Nearest neighbour (NN) methods consist of 
carrying out a classification based on computing 
statistical distance metrics to reference sample 
plots in the feature space X (Kilkki and Päivinen, 
1987; Tomppo, 1993). Advantages of nearest 
neighbour methods include simplicity and capac-
ity for modelling complex covariance structures 
(e.g., Valbuena et al., 2014). Although the use of 
nearest neighbour-based methods is widespread in 
ALS estimation of continuous variables (Maltamo 
et al., 2006; Hudak et al., 2008; McInerney et al., 
2010; Vauhkonen et al., 2010), only few studies 
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have considered its employment for forest area 
classification (Dalponte et al., 2008; Falkowski 
et al., 2010; Korpela et al., 2010; Torresan et al., 
2014).
2. Objectives
In this study, we aim at obtaining a classification of 
forest areas into silvicultural development stages 
used in practical forest management in Finland. 
We carried out a comparison of supervised clas-
sification methods using predictors derived from 
an area-based method for ALS processing, as an 
initial screening for selecting the most suitable 
method to the targeted classes and their relations 
to the area-based ALS metrics. The objective of 
the particular piece of research presented in this 
article was therefore to select the supervised clas-
sification method most suitable for this task. We 
were interested not only on the overall accuracy 
of classification for all the silvicultural develop-
ment classes, but also on determining whether 
each machine learning method was better suited 
for certain development classes than the others, 
especially in detecting if any method may be 
biased toward underestimating or overestimating 
any specific class.
3. Material and methods
3.1. Study area and forest development 
classes
This research was conducted in Finland, focusing 
in a study area located in the region of North 
Karelia, surrounding Joensuu and extending to 
Outokumpu in the West and Pyhäselkä to the 
South. The total extent of the area was 252,000 ha, 
approximately 200,000 ha of which are covered 
by forest, the remaining (~20%) being lakes, 
urban and agricultural land. Most of these for-
ests are stand-wise managed, and silvicultural 
development classes (DC) are employed in many 
decision-making stages in forest planning. These 
DCs are (codes denoting each class derive from 
their original names in Finnish language):
• Seedling stands (T1). Planted seedlings with 
average height lower than 1.3 m.
• Sapling stands (T2). Their heights are higher 
than 1.3 m, and diameters at breast height DBH 
<8 cm.
• Young thinning stands (02). Forest with poles 
of DBH=8-16 cm and dominant heights around 
7-9 m.
• Advanced thinning stands (03). Trees mainly 
having DBH>16 cm.
• Mature stands (04). These stands have quadratic 
mean diameter QMD=18-25 cm.
• Shelterwood stands (05). Fairly uncommon in 
silvicultural systems dominated by rotation 
management, they are used in Boreal forests for 
natural regeneration of spruce.
• Regeneration stands (Y1). They are multi-lay-
ered forests that can be derived as a successional 
stage of many of the above DCs. While contain-
ing trees at a mature overstory, which serves 
as shelter, it will also have a spruce-dominated 
understory of seedlings and saplings.
• Seed-tree stands (S0). Used for natural regenera-
tion of pine and birch, they are stands where few 
trees have been left after harvesting to provide 
with seeds for the next generation.
Field data consisted of 679 randomly positioned 
field circular plots sizing 255 m-2, all measured 
during the summer 2013. These DCs were iden-
tified from the Finnish Forest Centre’s (Suomen 
Metsäkeskus, SMK) stand database for the initial 
random allocation of plot positions. The DC for 
which each sample plot belonged to was never-
theless reassessed in the field by the expert field 
crew, assuring that no field plot was included if 
there was a discrepancy between the database and 
the actual DC observed in the forest. High-grade 
global navigation satellite systems (GNSS) were 
employed to determine plot centre positions, 
as required for their combination with the ALS 
datasets (Valbuena, 2014). GNSS receiver was a 
Trimble GeoXH with an external antenna elevated 
5 m from the ground, and differentially corrected 
at post-processing stage using Trimble VRS net-
work. We refer the reader to Valbuena et al. (2016) 
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for more details about the field data acquisition 
campaign.
3.2. ALS data and processing
Data was downloaded from the National Land 
Survey of Finland (NLS, 2013). The survey was 
appointed to Blom Kartta Oy (Finland). Laser data 
were acquired during May 2012 with an ALS60 
system from Leica Geosystems (Switzerland). 
Flying at a height of 2300 m above ground rendered 
an average density of 0.91 points per squared-me-
ter. Software FUSION (version 3.1, USDA Forest 
Service) was used to compute the ALS predictors 
(McGaughey, 2012), which were L-moments and 
their ratios, and canopy cover metrics (Valbuena 
et al., 2015) from the ALS returns backscattered 
from the position of the field plots.
3.3. Statistical methods
Different machine learning methods for super-
vised classification were tested in R statistical 
environment (version 3.1.0; R Development Core 
Team, 2014). Quadratic discriminant analysis 
was implemented with package MASS (Venables 
and Ripley, 2002), for ML (mle method) and 
MVE (mve method) classification. Package 
e1071 (Meyer et al., 2014a) was employed for 
NB classification using function naiveBayes, and 
also for computing a SVM C-classification us-
ing svm function. For ANN implementation, we 
computed a feed-forward neural network with a 
single hidden layer, which was carried out with 
nnet package (Ripley, 1996). Liaw and Wiener’s 
(2002) package randomForest was used for the 
implementation of the RF algorithm. NN imputa-
tion was carried out using package class (Venables 
and Ripley, 2002). The accuracy of these methods 
was assessed by leave-one-out cross validation. 
That is, each sample plot was employed to vali-
date the prediction of separate models fitted after 
eliminating that given plot from the training da-
taset. Cross-validated contingency matrices were 
therefore elaborated for detailed accuracy assess-
ment, using the CrossTable function included in 
package gmodels (Warnes, 2013) for inferring 
their statistical significance. Bias was assessed 
as the discrepancy between producer and user’s 
accuracies for each forest structural types. The 
degree of misclassification was evaluated by the 
final overall accuracy and Cohen’s (1960) kappa 
coefficient (κ), as implemented in package vcd 
(Meyer et al., 2014b).
4. Results
4.1. Maximum likelihood classification
The ML classification reached an overall accuracy 
of 64.6%, obtaining a coefficient of agreement 
κ =0.57 (Table 1). Overall, it can be affirmed that 
there was a slight overestimation of multi-layered 
forests (05 and Y1) and underestimation of even-
sized (02, 03 and 04) ones. The ML method was 
actually the one showing a best prediction for 
shelterwood plots (05), being able to detect 48.4% 
of these areas. Also, 26.53% seed-tree areas (S0) 
were mistakenly classified as regeneration stands 
(Y1). Cross-validated predictions showed that 
24.2% of sapling (T2) stands were classified as be-
ing seedling (T1) areas, therefore having a strong 
bias toward T1.
4.2. Minimum volume ellipsoid
The overall accuracy for the MVE classification 
was as low as of 58.2%, showing a coefficient of 
agreement of only κ =0.50 (Table 2), which were 
the lowest of all methods. 34.4% of sampling 
Table 1. Maximum likelihood estimator: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 35 52 6 37.6%
T2 1 151 4 4 94.4%
02 8 76 22 1 1 71.0%
03 21 86 11 1 1 71.7%
04 15 43 9 1 63.2%
05 6 11 22 15 6 25.0%
Y1 7 7 3 5 4 13 10.3%
S0 1 2 3 25 80.6%
Producer’s accuracy 97.2% 71.6% 65.5% 61.0% 53.8% 48.4% 28.6% 51.0% 679
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stands (T2) were classified as being young forests 
(02). Shelterwood (05) areas were also overes-
timated, mainly due to misclassifications from 
even-sized (03 and 04) forests. As in ML, there 
was an overestimation of regeneration (Y1) areas, 
mainly due to 22.4% of seed-tree plots (S0) being 
wrongly classified as Y1.
4.3. Naïve Bayes estimator
For the NB classification, overall accuracy was 
67.2% and the coefficient of agreement κ =0.60 
(Table 3). While not providing the best results, the 
cross-validated contingency table showed that the 
final classification was one of the least unbiased 
of all the comparisons. However, as in ML the 
problem of overestimating seedling stands (T1) 
persisted, as 23.6% of sapling (T2) stands were 
mistakenly classified as being T1.  
4.4. Support vector machine
The SVM classification reached the best general 
results of all tested methods, as overall accuracy 
was 75.0% and the coefficient of agreement was 
κ =0.68 (Table 4). However, details in Table 4 
show that classes T1 and Y1 were virtually ne-
glected. On the other hand, SVM was seemingly 
well-suited for seed-tree areas (S0), being able to 
correctly detect 77.6% of them.
4.5. Artificial neural networks
Results of the ANN classification were also quite 
satisfactory, with an overall accuracy of 71.7% 
and κ =0.64 (Table 5). As in SVM, there was an 
overestimation of sapling (T2) plots, with 80.6% 
of seedling (T1) areas being wrongly classified as 
T2, reversing the tendency showed by ML, MVE 
and NB. Also like SVM, results were especially 
erroneous for multi-layered DCs (05 and Y1).
Table 2. Minimum volume ellipsoid estimator: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 24 23 4 47.1%
T2 12 112 4 87.5%
02 73 77 13 1 3 1 4 44.8%
03 30 93 17 1 1 65.5%
04 2 16 49 10 6 1 58.3%
05 4 2 16 13 14 3 2 25.9%
Y1 5 3 3 4 11 15.4%
S0 22 100.0%
Producer’s accuracy 66.6% 52.8% 66.4% 66.0% 61.3% 45.2% 28.6% 44.9% 679
Table 3. Naïve Bayes estimator: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 34 50 5 38.2%
T2 2 152 3 5 93.8%
02 9 85 18 1 4 1 72.0%
03 28 103 23 8 1 63.2%
04 12 48 9 1 68.6%
05 5 8 6 5 4 21.4%
Y1 2 4 1 7 7.1%
S0 1 1 6 27 77.1%
Producer’s accuracy 94.4% 71.7% 73.3% 73.0% 60.0% 19.4% 7.1% 55.1% 679
Table 4. Support vector machine: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 0 0.0%
T2 36 210 9 10 79.2%
02 2 83 13 4 1 80.6%
03 24 121 25 5 3 68.0%
04 3 52 15 1 73.2%
05 3 3 5 2 38.5%
Y1 1 0 0.0%
S0 1 1 8 38 79.2%
Producer’s accuracy 0.0% 99.1% 71.6% 85.8% 65.0% 16.1% 0.0% 77.6% 679
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4.6. Random forest classification
The RF results showed the best trade-off between 
exactness and precision. While being roughly 
unbiased for all classes, the overall accuracy 
and coefficient of agreement reached 72.6% and 
κ =0.66 respectively (Table 6). Although there 
was a slight overestimation of advanced thinning 
areas (03), mainly due to misclassification of other 
similarly even-sized areas (02 and 04), Table 6 
shows no major flaws in this classification toward 
a certain DC. Compared to other methods, the RF 
algorithm had the best results in identifying regen-
eration forests (Y1), correctly detecting 50.0% of 
the sample plots.
4.7. Nearest neighbour imputation
Results for NN were fairly similar to those ob-
tained by RF, as the contingency matrix showed 
unbiased classification for all DCs (Table 7). 
Accuracy measures were however lower, with 
an overall accuracy of 65.4% and a coefficient of 
agreement κ =0.57, comparable to those obtained 
by methods based on discriminant analysis (see 4.1 
and 4.2). However, NN imputation showed to be 
especially better suited for detecting multi-layered 
forests than any other methods, as it was capable 
to obtain some of the best results for 05 and Y1 
simultaneously.
5. Discussion
Results showed some critical differences among 
methods. Table 8 includes a summary of methods’ 
performance, for comparison. Overall accuracies 
ranged 58.2-75.0%. Some degree of convergence 
and similarities between some groups of meth-
ods could, however, be also discussed. Most of 
the errors observed occurred between DCs that 
were, regarding the actual chronosequence of 
Table 5. Artificial neural networks: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 7 6 2 46.7%
T2 29 205 5 8 83.0%
02 1 82 12 5 3 79.6%
03 29 105 23 6 7 4 60.3%
04 17 55 16 1 1 62.5%
05 5 2 2 1 20.0%
Y1 1 1 50.0%
S0 1 2 4 31 81.6%
Producer’s accuracy 19.4% 96.7% 70.7% 74.5% 68.8% 6.5% 7.1% 63.3% 679
Table 6. Random forest: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 17 14 2 51.9%
T2 19 194 7 8 85.1%
02 5 85 16 4 1 76.6%
03 23 105 23 5 3 66.0%
04 15 51 11 2 1 63.8%
05 1 3 5 8 1 1 42.1%
Y1 2 1 3 7 4 41.2%
S0 3 33 91.7%
Producer’s accuracy 47.2% 89.8% 73.3% 74.5% 63.8% 25.8% 50.0% 67.3% 679
Table 7. Nearest neighbour imputation: contingency table.
Predicted
Observed
User’s accuracyT1 T2 02 03 04 05 Y1 S0
T1 9 19 3 29.0%
T2 26 186 9 9 80.9%
02 5 69 23 2 4 1 1 65.7%
03 32 87 22 5 5 1 57.2%
04 1 18 48 7 1 1 63.2%
05 3 7 7 14 1 43.8%
Y1 1 5 1 6 3 37.5%
S0 2 1 1 1 31 86.1%
Producer’s accuracy 25.7% 87.7% 59.5% 61.7% 60.0% 45.2% 42.9% 63.3% 679
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successional stages, close to one another (i.e. cells 
close to diagonal in confusion matrices, Tables 
1-7). Such errors are less important in terms of 
the applicability of the resulting maps in forest 
management. For example, mistakenly classifying 
a young forest (02) as an advance thinning (03) 
would have a lesser impact in terms of erroneous 
forest management decision-making than a mis-
classification as a shelterwood area (05). In that 
same sense, confusion between seed-tree plots 
(S0) and seedling (T1) or even sapling (T2) areas 
may also be of lesser importance (i.e. cells situated 
in the corners opposite to diagonal in confusion 
matrices, Tables 1-7). Final Cohen’s (1960) kappa 
(κ) values would have been higher if a matrix of 
weights would have been applied taking these into 
account (Meyer et al., 2014b). However, there 
was no objective way to implement this, and we 
therefore decided to skip such practice, to allow 
comparability with similar studies.
Table 8. Comparison of methods.
Method
overall 
accuracy 
(%)
kappa  
coefficient 
(κ)
Maximum likelihood (ML) 64.6 0.57
Minimum volume ellipsoid (MVE) 58.2 0.50
Naïve Bayes (NB) 67.2 0.60
Support vector machine (SVM) 75.0 0.68
Artificial neural networks (ANN) 71.7 0.64
Random forest (RF) 72.6 0.66
Nearest neighbour (NN) 65.4 0.57
Most approaches showed a tendency to over-
estimate even-sized (02, 03 and 04) forests and 
underestimate multi-layered (05 and Y1) methods 
(most critically SVM and ANN, but also NB 
and RF in a lesser extent). These biases may be 
due to the low density nature of the ALS dataset 
employed, and the impossibly for the machine 
learning algorithm to discriminate forest areas 
where intermediate returns may be backscattered 
from diverse tree strata (multi-layered), of sim-
ply from bare trunks in even-sized forests. This 
tendency was reverted by DA methods (ML and 
MVE), which principally overestimated mul-
ti-layered forests (05 and Y1). Regarding the bias 
of the final classification, NN obtained the most 
balanced contingency matrix (Table 7), showing 
proportions for all DCs fairly equal to the ob-
served ones.
Detection of seedling areas (T1) was challenging 
for most algorithms. The case was especially 
critical for SVM, which totally neglected this 
class, probably due to the overlapping of the 
sapling areas (T2) in the ALS metric values used 
in the training sample. Methods based on proba-
bilities, ML and NB, were therefore those which 
performed best for this specific task. They could 
therefore be suitable for the cases where identi-
fying this specific DC may be critical for the final 
use of the classification maps.
Regarding the overall accuracy of the methods 
tested, we notice that approaches could be 
grouped into three types of outcomes. First, the 
results obtained by the MVE-based classification 
were insufficient for most practical purposes, 
and therefore that approach is not recommended. 
Some other methods obtained fairly satisfactory 
outcomes: ML, NB and NN. In that sense, NN 
showed a balanced confusion matrix with an 
overall accuracy that could suffice for many 
purposes in forest management. NN has been 
appreciated as a simple method that can be 
really efficient, if sufficient and representative 
training data is available (McInerney et al., 
2010; McRoberts, 2012; Valbuena et al., 2014). 
Rest of methods, SVM, RF and ANN, obtained 
results that outperformed the others’. However, 
the above-mentioned biases observed can render 
them unreliable for many purposes, as it can be 
a sign of over-fitting to the sample. This could 
easily be the case for SVM (Dalponte et al., 2008) 
and ANN (Rogan et al., 2008). The RF method 
may provide the best trade-off between accurate 
classification not too biased toward certain DCs. 
This may be the reason why it has been chosen 
by many authors for classifying ALS datasets 
(Falkowski et al., 2009; Ørka et al., 2012; Reese 
et al., 2014 Torresan et al., 2014).
Each method showed different advantages and 
some serious pitfalls to pay attention when 
evaluating the different methods. The choice 
of method can therefore depend on the assets 
showed by each of them. Tables 1-7 show the ac-
curacy of supervised machine learning methods 
(Hastie et al., 2009) for building classification 
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models from training data. Although it requires 
the use of field data, the advantage is that clas-
sifications are adapted to the pilot areas, and the 
method itself presents no trouble to be carried 
out elsewhere, as classifications are always cal-
ibrated to local field plots. Another advantage of 
employing supervised classifications is that the 
categories considered can be tailored to the forest 
management needs and the particularities of each 
study area. Therefore, the presented methodol-
ogy shall also be adapted to the type of forest 
classes that can be relevant to Mediterranean 
ecosystems, opening a range of possibilities for 
future research, in which ALS may show great 
predictive potential.
6. Conclusions
We observed that RF and NN had the most 
balanced error matrices, with cross-validated pre-
dictions mainly unbiased for all DCs. Although 
overall accuracies were higher for SVM and 
ANN, their results were very dissimilar across 
DCs, and they can therefore be only advanta-
geous if certain DCs are targeted. DA methods 
underperformed in comparison to other alterna-
tives, and were only beneficial for the exact case 
of detecting seedling (T1) stands. These results 
demonstrate that, besides of the well demonstrat-
ed capacity of ALS for quantifying forest stocks, 
there is a great deal of potential for predicting 
categorical variables in general, and forest types 
in particular. Overall RF classification was 
probably the best approach in terms of a trade-
off between obtaining an accurate classification 
unbiased across all the DCs.
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