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ABSTRACT 
We show that a code C of length n over an alphabet Q of size q with min imum distance 2 and cov- 
ering radius 1 satisfies rc] >_ qn_ 1/( n _ 1). For the special case n = q = 4 the smallest known ex- 
ample has IC] = 31. We give a construction for such a code C with IC] = 28. 
1. INTRODUCTION 
Let Q be an alphabet of q symbols. We are interested in codes of length n over Q 
with minimum distance d _> 2 and with covering radius p = 1. Codes with 
covering radius 1 (and no condition on d) have been studied by many authors. 
E.R. Rodemich [3] proved that such a code C satisfies 
qn--l 
LCl >-- .  -n -1  
The proof is quite complicated. In Section 2 we give a short proof of the same 
inequality by using the extra condition on d. 
J.G. Kalbfteisch and R.G. Stanton gave a construction for the case n = 3 
which we reformulate in the language of orthogonal arrays. Split Q into two 
sets Q1 and Q2 of size [1 q~, respectively L½ qJ. 
Let C1 be an orthogonal array OA ([½ ql, 3) on the symbols of Q1, i.e.a matrix 
of size 3 by [½q~2 such that in any pair of rows all possible pairs occur. Simi- 
larly, C2 is an OA(L½q j, 3) on the symbols of Q2. (It is well known that these 
exist for every order q.) 
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The codewords of C are the transposes of  the [lq2] columns of C1 tA C2. 
Clearly, any two columns in Ci (i = 1,2) have distance _> 2 by the orthogonal  
array property. A co lumn of Cl and a column of  (72 have distance 3. Consider 
any element of Q3. It must have at least two symbols in one of C~, C2. Hence it 
has distance _< 1 to C (again by the orthogonal  array property). 
So, a code of length 3 over Q with d _> 2 and p = 1 and [½ q21 codewords ex- 
ists. 
J. Quistorff[2] observed that if C is a code of length n over  7~q with d = 2 and 
p = 1, then 
C' := {(c1 ,c2 , . . . ,Cn_ l ,a ,b ) :  (el,C2,... ,Cn l , a+b)  E C) 
is a code of length n + 1 with the same propert ies and IC'I = q]C]. 
We are interested in the case n = q = 4. By the two construct ions given 
above, we know there exists a code with the required propert ies and ]C] = 32. 
In 1999, the second author found such a code with 31 codewords and no struc- 
ture (by computer  search). In Section 3 we give a simple construct ion for a code 
C with n = q = 4, d = 2, p = 1, and IC] = 28. (The construct ion is based on 
earlier computer  searches.) We did not succeed in proving that a smaller code 
does not exist. 
2. A BOUND 
Let Q be as before and let C be a code of  length n over Q, with min imum dis- 
tance d _> 2 and with covering radius p = 1. Let ]C] = r. With C we associate a
mult ipart ite graph G on the cocliques O1 to On, each of which is a copy of  Q. 
There is an edge from aEOi  to bEOj  if C contains a codeword e= 
(cl, c2 , . . . ,  cn) with ci = a and cj = b. So, each codeword e corresponds to a 
complete graph G¢ on n vertices in G. Every complete subgraph on n - 1 ver- 
tices contained in such a Gc is called a special (n - 1)-tuple. (To better under- 
stand the following proof, the reader may wish to first take n = 3, in which case 
special (n - 1)-tuples are edges in the graph.) 
I f  e and d are codewords, then the fact that d(e, d) _> 2 implies that Gc and Gd 
have no special (n - 1)-tuples in common.  
Every word in Qn corresponds to a subgraph of G. Let T~. denote the number  
of words in Q~ that contain k special (n - 1)-tuples. Note that the condit ion 
p = 1 implies that To = 0. By counting words and special (n - 1)-tuples we find 
(2.1) ~ Tk = qn 
k=l  
(2.2) ~ k Tk = rnq. 
k=l  
We now count pairs of  special (n - 1)-tuples within some word. On the one 
hand, this is ~(2~)Tk. Let 1 <_ i < j  <_ n and let w E Qn 2 Denote by a(~ 4) the 
number  of codewords e such that deleting the coordinates ci and cj yields the 
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word w. Then the number of pairs of special (n - 1)-tuples together in some 
word in Q’ is 
c 
c (a (i.i) )2. 
w 
1 <i<j<tf WEQ”_ 
Since CwEQti_? ~7$j) = r for every pair i, j we find from the Cauchy-Schwarz 
inequality 
From (2.1) to (2.3) we find 
(2.4) 
r2 
02 .& (k-l)(k-n)Tk>n(n-l).P- n. rnq + n q”. 
k=l 
qn-2 
Substituting r = xq”- ’ we find 
O>(n-1)X2- nx + 1 = (x - l)((n - 1)x - 1), 
so x 2 l/(n - l), i.e. 
Remark. For the case n = q = 4 this bound yields ICI > 22 but by refining (2.3) 
using the fact that all the &‘) are integers, one can find the bound 24 that was 
also given in [l]. 
3. A CONSTRUCTION 
We now look at the special case n = q = 4. In [1] a code with these parameters 
and covering radius 1 with 24 codewords was constructed. However, this code 
has minimum distance 1. We have seen a construction of a code with n = q = 4 
and d = 2, p = 1 with 32 codewords. We now give a simple construction of a 
code C with these parameters and (Cl = 28. We take as alphabet Z4. 
The code C will be the union of four subcodes CO, Cl, C2, Cs with ICol = 16 
and 1 Ci I = I C2 1 = I Cs I = 4. C will be invariant under the cyclic group G of or- 
der 3 generated by (x0, xi) x2, q) + (x2: x0, XI. ~3). 
(1) Co contains all words (CO, cl, ~2, ~3) for which 
(a) the first three coordinates are all even and C ci = 0. 
(b) the first three coordinates are all odd and C c; = 3. 
Obviously CO has minimum distance 2. 
(2) Cl will consist of the words (E, e, e, 1) + 2(e:t, E, e), where e and E are 
from (0, l} and a := a + 1 (mod 2). So, 
Cl = {(0,3,1,1)> (2>1,3, l), (1>2,0,3). (3,0,2,3)}. 
(3) C2 and Cs are obtained from Ci by the action of G. 
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Clearly each Ci has minimum distance 3 and words in Co have distance _> 2 
to any word in C,., (i = 1,2, 3). 
(4) Each word in Ci has distance 2 to exactly one word in Cj (i ¢ j ) .  Other- 
wise, the distance is _> 3. In fact, from G we see that the words in C1 U (?2 U C3 
form two cycles of length 6 in which adjacent words have distance 2. 
I fx  E z;'~4 and c c C, and d(x, e) < 1 then we say that e covers x. 
(5) We have shown that C has minimum distance 2. Clearly, the words in Co 
cover all words x in 7/4 for which the first three coordinates have the same parity 
and also all the words for which x3 is even. 
The words that are not covered by a word in Co form the set U consisting of 
words (Xo,Xl,X2,X3) with x 3 odd and Xo,Xl,X2 not all of the same parity. So 
IUI = 96. 
Consider any word in C1 U 6'2 U (?3, say (0,3,1,1). This word is in U. It covers 
itself and 1 + 3 + 3 + 1 = 8 other words in U. From (4) we know that exactly 
twelve words in U are covered by two words in C1 U C2 U C3. So, in total 
12 x 9 - 12 = 96 different words in U are covered by C1 U (72 U C3, i.e. all of U 
is covered and we are done. 
Remark. A more direct approach to the last part of the proof is as follows. U 
consists of words c = a ÷ 2b, where a and b are binary words, a3 = 1 and 
a0, al, a2 are not equal. Because of the action of the group, we may assume that 
a = (~, e, e, 1). I f  b3 = e or if b is of the form (~, ~, e, 0), then e is covered by C1. 
Otherwise, either (i) bl = b0 and c is covered by 6'2 or (ii) b2 = b0 and e is cov- 
ered by C3. 
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