Self-induced transparency in warm and strongly interacting Rydberg gases by Bai, Zhengyang et al.
Self-induced Transparency in Warm and Strongly Interacting Rydberg Gases
Zhengyang Bai1,2, Charles S. Adams3, Guoxiang Huang2 and Weibin Li1
1School of Physics and Astronomy, and Centre for the Mathematics
and Theoretical Physics of Quantum Non-equilibrium Systems,
University of Nottingham, Nottingham, NG7 2RD, UK
2State Key Laboratory of Precision Spectroscopy,
East China Normal University, Shanghai 200062, China
3Joint Quantum Centre (JQC) DurhamNewcastle, Department of Physics,
Durham University, South Road, Durham, DH1 3LE, United Kingdom
We study dispersive optical nonlinearities of short pulses propagating in high number density,
warm atomic vapors where the laser resonantly excites atoms to Rydberg P -states via a single-photon
transition. Three different regimes of the light-atom interaction, dominated by either Doppler
broadening, Rydberg atom interactions, or decay due to thermal collisions between groundstate
and Rydberg atoms, are described. We show that using fast Rabi flopping and strong Rydberg
atom interactions, both in the order of gigahertz, can overcome the Doppler effect as well as colli-
sional decay, leading to a sizable dispersive optical nonlinearity on nanosecond timescales. In this
regime, self-induced transparency (SIT) emerges when areas of the nanosecond pulse are determined
primarily by the Rydberg atom interaction, rather than the area theorem of interaction-free SIT.
We identify, both numerically and analytically, the condition to realize Rydberg-SIT. Our study
contributes to efforts in achieving quantum information processing using glass cell technologies.
Introduction.— Strong and long-range interactions
between atoms excited in high-lying Rydberg states [1–
3] can be mapped onto weak light fields via electromag-
netically induced transparency (EIT) [4–10], permitting
interaction-mediate optical nonlinearities [11–17] and op-
tical quantum information processing [18–27]. In the EIT
approach, ultracold temperatures (∼ µK) are of critical
importance to maintain the dispersive nonlinearity (typ-
ically sub-megahertz). As Doppler broadening (∝ √T
with T the temperature) increases from about 100 kilo-
hertz at 1µK to gigahertz at 300 K, large thermal fluc-
tuations at high temperatures can easily smear out the
nonlinearity [28–31]. To overcome this limitation, recent
experiments employ short (nanoseconds) and strong (gi-
gahertz Rabi frequencies) lasers to excite high density,
room-temperature (or hot) Rydberg gases [29, 30, 32]
confined in glass cells [33–36]. Through a four-wave mix-
ing process, strong dispersive nonlinearities even exceed
the laser strength and thermal effect to realize a single
photon source in the glass cell setting [32]. Though rapid
experimental developments [29, 30, 32], theoretical un-
derstanding of the optical nonlinearity mediated by Ry-
dberg interactions that emerges in nanosecond timescale
and room temperature gases remains unavailable.
In this work we theoretically investigate dispersive
optical nonlinearities of nanosecond light pulses gener-
ated in thermal gases of Rydberg atoms excited via a
single-photon transition. A crucial requirement to gen-
erate significant Rydberg interactions at high tempera-
tures is the high number density of the gas, which can
cause large inelastic collisions between groundstate atoms
and Rydberg electrons. Using nanosecond pulses, we
identify a dispersive nonlinear regime where the Ryd-
berg interaction surpasses the thermal and collisional ef-
fects. Importantly this Rydberg nonlinearity depends
FIG. 1. (Color online) Light-atom interactions in thermal
gases. (a) Nanosecond pulses excite thermal atoms to Rydberg
states. This process is affected by thermal motions, Rydberg atom
interactions, and inelastic collisions between groundstate (black
dots) and Rydberg (yellow balls) atoms. (b) Level scheme. The
laser (Rabi frequency Ω) resonantly couples groundstate |1〉 and
Rydberg state |2〉. The latter experiences strong, long-range van
der Waals interactions Vr(rjk) and collisional decay (rate γ
c
21).
(c) Three regimes of nanosecond pulses, dominated by either the
Doppler broadening (DB), Rydberg interactions, or optical absorp-
tion (OA). Rydberg-SIT forms in the Rydberg interaction dom-
inant region. The color bar shows the ratio of the sum of the
Rydberg interaction and Doppler broadening over the collisional
decay rate. See text for details.
non-perturbatively on the transient dynamics of the
atoms. A key finding in this regime is that Rydberg self-
induced transparency (SIT) can emerge in low and high
temperature gases, where the pulse shapes into a bright
soliton. Through numerical and mean-field calculations,
we show explicitly that the formation of Rydberg-SIT
depends critically on the Rydberg interaction. This is
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2fundamentally different from conventional (i.e. no two-
body interactions) SIT which is governed by the area
theorem barely due to light intensities [37]. Our study
opens opportunities to investigate Rydberg nonlinear op-
tics and possibly to implement optical quantum informa-
tion processing with warm Rydberg gases in nanosecond
timescales.
Light-atom interaction.— We consider nanosecond
laser pulses (wave vector k along the z axis) propagating
in a high density gas (densityN ), as depicted in Fig. 1(a).
The laser resonantly couples groundstate |1〉 to Rydberg
nP state |2〉 (with n the principal quantum number)
via a single-photon transition [see Fig. 1(b)]. Two Ry-
dberg atoms (located at rj and rk) interact via the van
der Waals (vdW) interaction Vr(rjk) = −C6/|rjk|6 with
rjk = rj − rk and C6 ∝ n11 to be the dispersion coeffi-
cient. In this setting, Rydberg electrons frequently col-
lide with surrounding groundstate atoms through the po-
larization interaction. Using the Fermi pseudo-potential
and neglecting higher partial waves [38], such interaction
is approximated to be Vp(rjk) ≈ 2piasδ(rjk) [39] where as
is the s-wave scattering length of the electron-atom col-
lision [40]. This yields the N -atom Hamiltonian (~ ≡ 1)
Hˆ =
N∑
j=1
Hj +
N∑
k 6=j
[
Vr(rjk)
2
σˆj22σˆ
k
22 + Vp(rjk)σˆ
j
22σˆ
k
11
]
where Hˆj = Ω(rj)σˆ
j
21/2+H.c. is single atom Hamiltonian
with σˆjαβ = |αj〉〈βj | (α, β = 1, 2). Here Rabi frequency
Ω(rj) = d21 E(rj) depends on the slowly varying elec-
tric field E(r) and dipole moment d21 between the Ryd-
berg and groundstate. To be concrete, Cs atoms will be
considered in this work as the respective dipole moment
is relatively large compared to other alkali atoms (see
Supplementary Material (SM) [41] for details). Single-
photon Rydberg excitation of ultracold Cs atoms has
been demonstrated experimentally with nanosecond [42]
and continuous lasers [43–46].
In addition to vdW and dipole-dipole interactions be-
tween Rydberg atoms, the attractive polarization in-
teraction between electrons and groundstate atoms has
been extensively studied previously [38, 39]. In ultracold
gases, it leads to the formation of ultralong-range Ryd-
berg molecules [47–50] and Rydberg polarons [51]. At
high temperatures, it causes a spectra shift and inelastic
collision due to mixing with other Rydberg states [39].
After compensating the shift with laser detuning, the
inelastic collision is characterized by decay rate γc21 =
N vTσnP [39] where vT =
√
2kBT/M is the thermal ve-
locity (M mass of Cs atoms), and σnP the collisional
cross-section [41]. As shown in Fig. 2(a) and (b), the
cross-section becomes larger with increasing principal
quantum number n and temperature T . The decay rate
moreover depends on atomic densities linearly. In high
density (> 1015cm−3) gases, the decay, e.g. γc21 ∼ 1 gi-
gahertz for T = 300 K, is comparable to the Doppler
FIG. 2. (Color online) Collisional cross-section and decay
rate in Rydberg nP states. The cross-section increases with
higher n (a) and temperature (b). Collisional decay rates mono-
tonically increases with n (c) and temperature (d). At room tem-
perature, the rate is a few gigahertz for high Rydberg states that
is comparable to the Doppler broadening (kvT ). Here the atomic
density is N = 5 × 1015cm−3, and s-wave scattering length of Cs
atoms as ≈ 21.7aB (aB the Bohr radius).
broadening [Fig. 2(c)-(d)].
Taking into account the inelastic collision, dynamics
of the system is described by a set of coupled Maxwell-
Bloch equations [52]. In the following, we will focus on
propagation of short pulses along z direction while ne-
glecting the diffraction as the medium is short. Applying
the continuous density approximation, this yields the one
dimensional (1D) Maxwell-Bloch equations,
i
∂
∂t
w(z) + Ω(z)ρ12(z)− Ω∗(z)ρ21(z) = 0, (1a)[
i
∂
∂t
+ iγc21 − kv
]
ρ21(z) +
Ω(z)
2
w(z)− iγc21f(v)R21(z)
−N 1/3
∫
dz′dv′f(v′)Vr(z′ − z)ρ22,21(z′, z, t) = 0 (1b)
i
(
∂
∂z
+
1
c
∂
∂t
)
Ω(z) +
k
2
χ(z, t)Ω(z) = 0, (1c)
where ραβ(z) = 〈σˆαβ(z)〉 is the mean value of op-
erator σˆαβ(z), and w(z) = 1 − 2ρ22(z) the popula-
tion inversion. R21(z) =
∫
dvρ21(z, v, t) and χ(z) =
2N (d12)2
∫
dvf(v)ρ21(z, v, t)/[ε0Ω(z)] are the integrated
density and susceptibility [52], correspondingly. f(v) =
1/(
√
pivT )exp[−(v/vT )2] is the 1D Maxwell-Boltzmann
velocity distribution. These equations couple to two-
body correlation ρβα,νµ(z
′, z, t) ≡ 〈σˆαβ(z′, t)σˆµν(z, t)〉,
whose equation is cumbersome and given in SM [41].
Note that spontaneous decay due to finite Rydberg life-
times (10 ∼ 100µs) can be neglected in the dynamics due
to mismatch of the time scales.
3FIG. 3. (Color online) Transmission of the pulses. The pulse
duration (a) and temperature (b) of the medium affect the trans-
mission. When τ ∼ 1 ns, η ∼ 1 almost independent of the
temperature. Notable absorption is found when τ  1ns in (a).
Transmission varies with temperature non-monotonically for very
long pulses, e. g. τ = 100 ns in panel (b). The imaginary
χ˜i = Im[χ˜(T )]/Im[χ˜s] (c) and real part χ˜r = Re[χ˜(T )]/Re[χ˜s] (d)
of static susceptibility χ˜(T ) at temperature T , scaled with respect
to χ˜s = χ˜(T = 1K). The maximal χ˜i and maximal absorption for
τ = 100 ns in (b) both locate around T = 10 K. The absorption is
suppressed at low and high temperatures, due to less Rydberg exci-
tations (hence decay) caused by the Rydberg blockade and Doppler
effect [53], respectively. The Rydberg interaction gives large real
part χ˜r, especially at low temperatures. The legend in (c) and (d)
is same. We consider Rydberg state |30P 〉 with lifetime 27.79µs,
L = 400µm and N = 5× 1015cm−3.
Transmission of light pulses.— We first study op-
tical losses due to the collisional and Doppler effects. The
former leads to dissipation directly while the latter causes
population partially trapped in Rydberg states, hence re-
ducing the output intensity of the pulse after propagating
in the medium (length L). To be concrete, we assume the
pulse has a profile Ω(z = 0) = Ωs sech [(t− t0)/τ ] with
Ωs, t0 and τ to be the amplitude, center and duration at
the boundary z = 0. We emphasize that the results in
the following sections can be equally obtained by consid-
ering Gaussian pulses [41]. The Maxwell-Bloch equation
is solved by a combination of the 4th order Runge-Kutta
and Chebyshev spectral method [54].
Using the spatial-temporal solution we evaluate trans-
mission η =
∫ +∞
−∞ dt|Ω(L, t)|2/
∫ +∞
−∞ dt|Ω(0, t)|2 at the
output z = L. For nanosecond pulses (τ ∼ 1 ns), we
find that transmission η ∼ 1, indicating that the medium
is almost transparent [Fig. 3(a)]. An important feature
is that transmission of nanosecond pulses is thermally
robust. As shown in Fig. 3(b), the reduction of η is
marginal when the temperature increases from 1 K to
400 K, though both the decay rate and Doppler broad-
ening are a few gigahertz at 400 K [see Fig. 2(c) and
(d)].
For long pulses, transmission becomes smaller at
higher temperatures [Fig. 3(b)]. When τ  10 ns, η
depends on the temperature non-trivially. For example,
η decreases and then increases with increasing temper-
ature for τ = 100 ns, due to the interplay between the
Doppler and collisional effect. We can understand this
dependence qualitatively by examining static suscepti-
bility χ˜(T ) of infinitely long pulses, which is given ana-
lytically in SM [41]. By analyzing the imaginary part of
χ˜ [Fig. 3(c)], we find that the collisional decay (Doppler
effect) plays leading roles at low (high) temperatures.
Moreover the real part of χ˜ is large at lower tempera-
tures [Fig. 3(d)]. This means that the pulse can gain an
optical phase during propagation.
Rydberg-SIT of nanosecond pulses.— In the fol-
lowing, we will focus on the high transmission situa-
tions, where so-called self-induced transparency [37, 55]
can form. Without atom-atom interactions, SIT occurs
if areas of the input pulse θ(z) =
∫∞
−∞Ω(z, t)dt = Ωsτpi
are multiple of 2pi, i.e. Ωsτ is an even number, gov-
erned by the area theorem [55]. This nonlinear effect is
rooted solely from high light intensities, which reshape
the pulse into a stable, bright soliton, i.e. no absorption
or distortion. The nonlinearity reduces the group veloc-
ity [vg ≈ 2ε0|Ω|2/(kNd212)] but does not affect optical
phases [55].
Due to the strong Rydberg interaction, the pulse pro-
file is distorted when the input area θ(0) = 2pi [Fig. 4(a)],
while is preserved if θ(0) = 0.35pi [Fig. 4(b)], giving rise to
Rydberg-SIT. Similar to SIT, the formation of Rydberg-
SIT can be understood by analyzing the atomic dynam-
ics [37, 55]. The dynamics is independent of z since the
nanosecond pulse translates in the medium. Crucially
important for Rydberg-SIT is that coherence Im(ρ21) is
symmetric with respect to t0, i.e. positive (negative)
when t < t0 (t > t0) [Fig. 4(c)]. As ρ22, ρ21 → 0
when t→ +∞, the light is thus absorbed and then emit-
ted coherently. When T increases from 1µK [Fig. 4(c)]
to 300 K [Fig. 4(d)], modifications of the dynamics are
marginal. Such transient dynamics guarantees the forma-
tion of Rydberg-SIT at the optimal area θ(0) = 0.35pi.
We define fidelity F =
| ∫ +∞−∞ dtΩ(L, t)Ω(0, t)|2/ ∫ +∞−∞ dt |Ω(L, t)|2 ∫ +∞−∞ dt |Ω(0, t)|2
to quantify the deformation. F = 1 if the input and
output pulse are identical. When 0 < θ(0) ≤ 2pi, F
indeed displays a single maximal at θ(0) = 0.35pi. For
different Rydberg states, optimal areas vary with n,
see Fig. 4(e). We furthermore carry out large scale
calculations for 20 ≤ n ≤ 50. It is found that the
optimal area decreases monotonically with increasing
n, while the corresponding deformation fidelity is high
[Fig. 4(f)]. Note that Rydberg-SIT can also be achieved
with Gaussian pulses, which lead to similar optimal
areas and fidelities as shown in SM [41].
State-dependent optimal areas.— Inspired by the
4FIG. 4. (Color online) Rydberg-SIT and the optimal area.
The pulse is distorted when θ(0) = 2pi (a) and stable when
θ(0) = 0.35pi (b), corresponding to Rydberg-SIT. The transient
dynamics of atoms at T = 1µK (c) and 300 K (d). Im(ρ21) is sym-
metric with respect to t0. Note that the time average of Im(ρ21)
is negligibly small at 300 K, which is important to the formation
of Rydberg-SIT. (e) Fidelity F as a function of initial area θ(0).
Maximal fidelities appear at Rydberg-state dependent optimal ar-
eas. (f) Optimal area (filled circle) and corresponding fidelity at
1µK (star) and 300 K (empty circle). The MF (dashed) and nu-
merical calculation agree. In panel (a)-(d) n = 30. In (e)-(f), the
pulse area is varied by changing Ωs. Other parameters t0 = 5 ns,
τ = 1 ns, L = 400 µm and T = 300 K.
transient dynamics of Rydberg-SIT [Fig. 4(c)-(d)] we will
develop a mean field (MF) theory for the Bloch equation
(BE) to understand the optimal area. To deal with the
two-body interaction term in Eq. (1b), we apply a lo-
cal field approximation to the two-body correlations, i.e.
ρ22,21(z
′, z, t) ≈ ρ22(z, t)ρ21(z, t) [8] as the pulse is much
longer than ranges of the Rydberg interaction. With this
approximation Eq. (1b) becomes,
∂ρ21
∂t
≈ −γc21[ρ21−f(v)R21]−i(kv+uρ22)ρ21−
iΩw
2
, (2)
while other equations are not affected formally. Here u =
2N 1/3 ∫∞
0
dzV (z) is an effective Rydberg interaction. To
avoid divergence in the integral, the vdW potential is
modified at short distances to have a soft-core shape,
V (z) ≈ C6/(z6 + z6m), when atomic distances are smaller
than the blockade radius zm = (|C6|/Ωs)1/6 [2]. This
allows us to analytically evaluate the effective interaction
u = 4piN 1/3C1/66 Ω5/6s /3, which depends on the density,
Rabi frequency and Rydberg state.
Depending on the ratio (kvT + u)/γ
c
21, three differ-
ent regimes of the coherence are obtained approximately
according to Eq. (2). Fixing T , a Doppler broadening
dominant region appears at low densities when kvT >
u  γc21, as shown in Fig. 1(c). For sufficiently high
densities [dotted line in Fig. 1(c) with 10kvT = u] Ry-
dberg interactions overtake the other two effects, i.e.
u > kvT  γc21. This is the most interesting region
where Rydberg-SIT can form. Further increasing densi-
ties (dashed line, kvT +u = 100γ
c
21), the collisional decay
starts to kick in and causes losses. The overall decay will
also depend on the propagation distance.
In the next, we will find the optimal areas ana-
lytically in the Rydberg interaction dominant region
(by neglecting terms involving kvT and γ
c
21). As the
nonlinear Eq. (2) is difficult to integrate even with
this approximation, we will apply the following ansatz
solution ρ22 = A[1 − cos
∫ t
−∞ Ω0(t
′)dt′] and ρ21 =
− iB2 cos
∫ t
−∞Ω0(t
′)dt′+Cρ22 where A, B, and C are trial
parameters, and Ω0(t) =
√
2pi exp
(−t2/2τ2) /τ . Such
ansatz ensures the symmetry of the transient dynamics,
i.e. Im[ρ21] is symmetric with respect to the pulse cen-
ter, and ρ12 = ρ22 = 0 when t → ∞. We then approx-
imate the pulse Ω in the MF equation with a Gaussian
Ω = θ˜ exp
(−t2/2τ2) /√2piτ where θ˜ is the optimal area
to be determined.
Substituting the ansatz to the MF equation, the trial
parameters and area θ˜ can be calculated analytically
(see SM [41] for details). Explicitly, the Rydberg-state-
dependent area is given by
θ˜ =
2pi
uτ
(√
2piu2τ2 + pi2 − pi
) 1
2
, (3)
which is the key result of the MF calculation. Eq. (3)
shows θ˜ → 2pi when u→ 0, recovering the area theorem
in non-interacting SIT [55]. Increasing u, θ˜ decreases
gradually. When compared with numerical data, an ex-
cellent agreement is found if n < 40. Small deviations for
n > 40 attribute to the local field approximation, which
can not fully capture the long-range vdW interaction in
highly excited Rydberg states.
Conclusion and discussion.— In this work, we
have studied the propagation dynamics of nanosecond
pulses in thermal, high-density Rydberg gases. We have
shown that strong dispersive optical nonlinearities can
be achieved from low to high temperatures. Due to the
Rydberg nonlinearity, Rydberg-SIT can form in thermal
atomic gases which is largely immune to the Doppler
broadening and collisional decay. A key finding is that
the optimal area of Rydberg-SIT is reduced by the Ryd-
berg atom interaction. The optimal area and its depen-
dence on the interaction are determined both numerically
and analytically.
This work opens exciting opportunities to study non-
linear optics and to implement quantum information pro-
cessing at nanosecond time scales with warm Rydberg
5gases. Beyond the current level scheme, one could ex-
ploit strong Rydberg nonlinearities of short laser pulses
using, e.g. two-photon excitations. This allows to inves-
tigate the formation and stability of simultons [56] in the
presence of strong Rydberg atom interactions. The dis-
persive Rydberg nonlinearity could be used in quantum
information processing, such as to build optical phase
gates [57–60] with Rydberg-SIT.
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1Supplementary information for
Self-induced Transparency in Warm and Strongly Interacting Rydberg
Gases
Zhengyang Bai, Charles S. Adams, Guoxiang Huang and Weibin Li
This supplementary material gives further details on the analysis in the main text.
A. THE PROPERTIES OF RYDBERG ATOMS
We shall first calculate the inelastic collision between Rydberg atom and groundstate atom. In dense and high tem-
perature gases, the electron-atom collision mixes energetically neighboring Rydberg states. Effectively, the resulting
inelastic collision causes decay of the Rydberg state with rate γc21 = N vTσnP [39] with N and vT =
√
2kBT/M to
be the density and thermal velocity (M mass of Cs atoms). The inelastic cross-section σnP is [39, 61]
σnP =
∑
n′
4v20a
2
s
v2Tn
′3
[
arctan
(
2
λ
)
− λ
2
ln
(
4 + λ2
λ2
)]
,
where λ = |δP + n′ − n|v0/(n2vT ) characterizes the inelasticity for the nP → n′ manifold transition. δP and
v0 = ~/(mab) are the quantum defect and orbital velocity of the Rydberg electron (mass m). The non-trivial
dependence of the cross-section on temperature and Rydberg states is shown in Fig. 2a and 2b in the main text. Note
that cross-sections in Rydberg states are smaller than that of the low-lying states (e.g. |6P 〉) [62], which could cause
stronger decay.
The strength of the single photon transition depends on the transition dipole moment d21 between the ground state
and Rydberg state |nP3/2〉. Fig. S1 show results for Rb and Cs atoms. The transition dipole for Cs is relatively
large. We shall note that, to produce a strong Rydberg nonlinearity, the input light intensity is needed to be intense
due to the fact that the transition dipole moment d21 between the ground state and Rydberg state is small, but
it is still available with current experimental capabilities [42]. To be concrete, we can estimate the peak intensity
Imax = c0|Epmax|2/2 ' 0.08 MW cm−2 for generating such Rydberg-SIT in Fig. 4d in the main text.
B. DYNAMICS OF THE RYDBERG ATOM
In this section, we provide the theory of the many-body dynamics in warm and strongly interacting Rydberg gases.
We will focus on the derivation of the hierarchy of equations for many-body correlators provided in the main text.
We first treat the dynamics under the effective Hamiltonian in the Heisenberg picture. To this end we obtain the
equation of motion for the expectation values ρˆ from the corresponding operator Heisenberg equations. This yields
the explicit expression of the Bloch equation,
i
∂
∂t
ρ11(z)− iΓρ22(z)− Re [Ω(z)ρ12(z)] = 0, (S1a)
∂
∂t
ρ22(z) + Γρ22(z) + Im [Ω(z)ρ12(z)] = 0, (S1b)[
i
∂
∂t
+ iγc21 − kv
]
ρ21(z) +
Ω(z)
2
w(z)− iγc21f(v)R21(z)
−N
∫
d3r′dv′f(v′)V (r′ − r)ρ22,21(r′, r, t) = 0, (S1c)
where ραβ(z) = 〈σˆαβ(z)〉 is the mean value of operator σˆαβ(z), and these equations couple to two-body correlation
ρβα,νµ(z
′, z, t) ≡ 〈σˆαβ(z′, t)σˆµν(z, t)〉, which are contributed from the interaction between Rydberg atoms. Γ is the
spontaneous decay rate in the Rydberg state, which is a small quantity, i.e. Γ Ω, γc21, kvT .
2FIG. S1. (Color online) The transition dipole moment d21 between the ground state and Rydberg state |nP3/2〉 for Rb and Cs atom.
FIG. S2. (Color online) The optimal area for light pulse with Gaussian profile. (a) Fidelity F as a function of initial area θ(0). Maximal
fidelities appear at areas depending on the Rydberg states. The pulse area is varied by changing the amplitude of Ω. (b) The optimal area
(circle) and corresponding output fidelity (square) of different Rydberg states. The dashed line is the optimal area predicted by Eq. (3)
in the main text, which agrees with our numerical data. The parameters used here are same as the one in Fig. 4 in the main text.
From equation (S1c), we see that to solve the one-body correlators ρβα(r, v, t) ≡ 〈σˆαβ(r, t)〉, one needs to solve the
equations of motion for the two-body correlators ρβα,νµ(r
′, r, v′, v, t) ≡ 〈σˆαβ(r′, v′, t)σˆµν(r, v, t)〉, where a complete
list of the equations of motion for the two-body density matrix (correlator) elements of the system is given by(
i
∂
∂t
+ d21(v
′) + d21(v)− Vr(r′ − r)
)
ρ21,21 − 2Ωρ22,21 + Ωρ21 = 0, (S2a)(
i
∂
∂t
+ d21(v) + d12(v
′)
)
ρ21,12 − Ωρ22,12 + Ω∗ρ21,22 + Ω
2
ρ12 − Ω
∗
2
ρ21 = 0, (S2b)(
i
∂
∂t
+ iΓ + d21(v)− Vr(r′ − r)
)
ρ22,21 +
Ω
2
ρ12,21 − Ω
∗
2
ρ21,21 − Ωρ22,22 + Ω
2
ρ22 = 0,
(S2c)(
i
∂
∂t
+ 2iΓ
)
ρ22,22 + Ωρ12,22 − Ω∗ρ21,22 = 0, (S2d)
where d21(v) = iγ
c
21− kv and d12(v) = iγc21 + kv. Here the motion of equations are closed for one-body and two-body
correlations and their number becomes finite, due to the fact that higher-order many-body correlators involved in the
hierarchy play no significant role and hence can be truncated in our calculation [10].
Focusing on light propagation in z-axis (i.e. neglecting diffraction), the propagation of the light pulse field is
3governed by one dimensional (1D) Maxwell equation,
i
(
∂
∂z
+
1
c
∂
∂t
)
Ω(z) +
k
2
χ(z, t)Ω(z) = 0, (S3)
where χ(z) = 2N (d12)2
∫
dvf(v)ρ21(z, v, t)/[ε0Ω(z)] are the integrated density and temperature dependent suscep-
tibility [52], correspondingly. f(v) = 1/(
√
pivT )exp[−(v/vT )2] is the 1D Maxwell-Boltzmann velocity distribution.
In the main text, we use a combination of the 4th order Runge-Kutta and Chebyshev spectral method to solve the
coupled Maxwell-Bloch equation [54].
In the main text, we have already shown numerical results when the profile is described by the sech function.
Without loss of generality, we show the results for the Gaussian profile in Fig. S2. Similar optimal areas can be found
in the numerical calculations. This also justifies that it is a good approximation to use the Gaussian profile in the
mean field calculation.
C. STEADY-STATE SUSCEPTIBILITY
In this section, we shall explain absorption for long pulses. We assume that a gate excitation is stored initially [11].
After preparing the initial state, a source field is sent to the medium and collide with the gate Rydberg excitation.
The interaction between gate and source gatoms reads Vd(zjk) = −Cd6/|zj − zk|6 (Cd6 dispersion coefficient of the
interstate interaction). To obtain an analytical expression of coherence ρ21, we assume that the light is a continuous
wave, thus optical bloch equation can be easily written in the frequency space,
−iωρ˜22(z) + Γρ˜22(z) + Im [Ω(z)ρ˜12(z)] = 0, (S4a)
(ω + iγc21 − Vd(z)− kv) ρ˜21(z)− Ω(z)ρ˜22(z) + Ω(z)/2 = 0, (S4b)
where ραβ =
∫
dωρ˜αβexp(−iωt). To the lowest order of the frequency, we derive the coherence ρ˜21
ρ˜21 =
(iγc21 + Vd + kv)ΓΩ
2[γc21(Ω
2 + γc21Γ) + Γ(Vd + kv)
2]
, (S5)
After substituting Eq. (S5) into the Maxwell Equation (S3), and then integrate it, the coupled Bloch-Maxwell equation
can be solved,
Ω(z) = Ω(0)exp(iφ− α), (S6a)
χ˜ =
Nd212
2ε0
∫
f(v)
(iγc21 + Vd + kv)Γ
γc21(Ω
2 + γc21Γ) + Γ(Vd + kv)
2
dv, (S6b)
where φ = k
∫ L
0
Re(χ˜)dz characterizes the accumulated phase and α = k
∫ L
0
Im(χ˜)dz contributes to the optical
absorption. Fig. 2c in the main text shows the imaginary of χ˜, and one can see that the absorption is suppressed
at low and high temperatures, due to less Rydberg excitations (hence decay) caused by the Rydberg blockade and
Doppler effect, respectively.
For nanosecond pulses (τ ∼ 1 ns), we find that transmission η ∼ 1, indicating that the medium is almost trans-
parency (see Fig. 2a in the main text). Moreover, the real part of χ˜ is nonzero (see Fig. 3d in the main text).
D. MEAN FIELD CALCULATION
In the MF approximation, the Doppler Broadening and collisional decay terms are neglected. For Rydberg-SIT,
the pulse is translationally invariant in the medium, we can neglect the spatial dependence in the BE. This gives the
following MF equation,
w˙ = iΩ(ρ21 − ρ12), (S7)
ρ˙12 ≈ i
2
Ωw +
iu
2
(1− w)ρ12, (S8)
ρ˙21 ≈ −i i
2
Ωw − iu
2
(1− w)ρ21, (S9)
4where the pulse is given by Ω = θ˜ exp
(−t2/2τ2) /√2piτ . We can easily show that the area of the pulse is θ˜. To be
concrete, we have assumed that the MF equation is dealt at z = 0, such that the phase of the pulse is negligible, i.e.
Ω is a real function.
For convenience, we define two new variables for the coherence, s = ρ12 +ρ21 and h = ρ12−ρ21. The MF equations
can be rewritten as
w˙ = iΩh, (S10)
s˙ =
iu
2
(1− w)h, (S11)
h˙ = iΩw +
iu
2
(1− w)s. (S12)
We will solve the MF equations with the ansatz
ρ22= A[1− cos
∫ t
−∞
Ω0(t
′)dt′], (S13)
ρ21= − iB
2
cos
∫ t
−∞
Ω0(t
′)dt′ + Cρ22, (S14)
where A, B, and C are trial parameters. In the ansatz, we choose a Gaussian pulse Ω0(t) = θ0 exp
(−t2/2τ2) /τ√2pi,
whose area is θ0 = 2pi.
To solve the MF equation, we first substituting the ansatz into Eq. (S10) and find
w˙ = −2AΩ0 sinF (t) = −BΩ sinF (t), (S15)
where we have defined,
F (t) =
∫ t
−∞
Ω0dt
′ =
θ0
2
[
1 + Erf
(
t√
2τ
)]
. (S16)
One can prove that cosF (t) = −1 when t = 0 and cosF (t) = 1 when t = ±∞. If we cancel the time-dependent terms
on both sides in the above equation, this gives a relation between A and B,
A =
θ˜
2θ0
B. (S17)
From Eq. (S11) and s˙ = 4ACΩ0 sinF (t), we can get a time-dependent equation
4ACΩ0 = −uAB[1− cosF (t)]. (S18)
We consider t = 0 in this equation. Using cosF (0) = −1 and A 6= 0, we obtain a relation between B and C,
C =
√
2piuτ
2θ0
B. (S19)
Carrying out same procedure for Eq. (S12) and using h˙ = iBΩ0 cosF (t), we obtain an equation
BΩ0 cosF (t) = Ω[1− 2A(1− cosF (t))] + 4uA2C(1− cosF (t))2. (S20)
At t = +∞, we can apply cosF (t) = 1 and limt→∞Ω/Ω0 = θ˜/θ0. This allows us to derive
B =
θ˜
θ0
. (S21)
To solve the parameters, we again use Eq. (S20) and consider t = 0. This leads to equation
Bθ0 + θ˜(1− 4A) + 16uτCA2 = 0. (S22)
Substituting Eqns. (S17), (S21) and (S19) into this equation, this gives an equation for θ˜
u2τ2
θ50
θ˜4 +
1
θ20
θ˜2 − 1 = 0. (S23)
5Solving this equation, we get the solution to the area,
θ˜ =
2pi
uτ
(√
2piu2τ2 + pi2 − pi
) 1
2
, (S24)
which was used to compare against numerical data in the main text. With the explicit solution, parameters B, A and
C can also be solved one by one.
