Abstract-Accurate Traffic Sign Detection (TSD) can help intelligent systems make better decisions according to the traffic regulations. TSD, regarded as a typical small object detection problem in some way, is fundamental in Advanced Driver Assistance Systems (ADAS) and self-driving. However, although deep neural networks have achieved human even superhuman performance on several tasks, due to their own limitations, small object detection is still an open question. In this paper, we proposed a brain-inspired network, named as KB-RANN, to handle this problem. Attention mechanism is an essential function of our brain, we used a novel recurrent attentive neural network to improve the detection accuracy in a fine-grained manner. Further, we combined domain specific knowledge and intuitive knowledge to improve the efficiency. Experimental result shows that our methods achieved better performance than several popular methods widely used in object detection. More significantly, we transplanted our method on our designed embedded system and deployed on our self-driving car successfully.
I. INTRODUCTION
With the help of powerful well-designed deep neural networks, great progresses have been made in the field of object detection [1] , [2] . For self-driving, it is essential to provide real-time and accurate information of object location and categories. Nowadays, there are a dilemma between detection accuracy and speed. For example, region proposal based methods (e.g., Faster RCNN [1] ) can obtain a high recall and better accuracy, but finding proposals is time-consuming. Meanwhile, regression-based methods (e.g., SSD [2] ) can conduct realtime detection, but often without promising accuracy.
There is a trend to design more time-efficient detection models that nearly do not affect the accuracy. One typical branch driven by this idea is neural network compression and acceleration. One excellent work is SqueezeNet [3] , it achieved an accuracy comparable to AlexNet (a widely used image classification model [4] ), with 50x faster speed. This model used several advanced strategies in the design of ConvNets (e.g., combine 3×3 filters with 1×1 filters, decrease the *These authors contributed equally to this work. This research was partially supported by the National Natural Science Foundation of China (No. 61773312, 61790563), the Programme of Introducing Talents of Discipline to University (No. B13043).
number of input channels, downsample later in the network for convolution layers have large activation maps) and a novel fire module to design a more powerful network. By using SqueezeNet as the front ConvNet, [5] proposed a fully convolutional neural network for real-time object detection without losing accuracy, named as SqueezeDet. This method achieved state-of-the-art performance on KITTI, a popular object detection dataset for autonomous driving.
Although promising results have been reached on the task of real-time object detection, how to detect objects with diverse sizes, especially small objects, is still an open question. Current methods aimed at handling this problem can be roughly categorized into two branches. One typical branch is to design multi-scale neural networks to extract features of different levels to adapt the detection of objects of diverse sizes [6] , [7] . Another kind of popular methods used deconvolution to enlarge the size of deep feature maps [8] , [9] . Those methods eliminated the problems of object variation, but still can not detect small objects well. In this article, we propose to use cognitive mechanisms-inspired neural network. It shows better promising performance on small object detection.
The human brain consists of multiple modular subsystems, with a unique way interacting among. Attention is a vital function or phenomenon of the cognition. Meanwhile, we humans use different kinds of knowledge in a complicated manner to perform tricky tasks. It is urgently needed for self-driving systems to detect small objects well in order to make better decision. Inspired by those cognition-based mechanisms, we propose a knowledge-based recurrent attentive neural network, which combines intuitive prior knowledge with domain knowledge, and applies the mechanism of attention. TSD is one tricky task that satisfies all the characteristics mentioned above. On the one hand, the intelligent system always need to get prepared when approaching traffic signs ahead of them. It is because traffic signs are used to provide useful information to help make driving convenient and safe. The intelligent system needs to make decisions partially relying on traffic signs. What's more, the system need to make right decisions after receiving the detection result. Therefore, useful traffic signs are always very small in cameras on the car as they are far away from those signs. However, Many researchers have been focused on the detection and recognition of traffic signs in natural sciences. Approaches to this kind of problem can be broadly classified into two groups: region-based methods and component-based connected methods. As for the first method, local features including texture and color are utilized to locate text regions. For the latter one, text characters are individually segmented by applying information such as color contrast adn intensity variation [10] , [11] Detecting a small road sign accurately in crowded scenes or bad lighting conditions is of vital importance. However, those state-of-the-art methods [10] , [12] at several popular datasets [13] , [14] are not excellent at handling with small road signs recognition problem in a crowded scene with many other attractors like pedestrians and other vehicles.
In order to solve this problem, we propose a novel knowledge-based recurrent attentive neural network (KB-RANN). Overall, our contributions can be summarized into three aspects:
a. To the best of our knowledge, it is the first time to propose the attention mechanism of cognitive science to solve the problem of traffic signs detection.
b. In order to detect small and weather variation traffic signs well, which is a common case in real-world object detection, we propose a novel recurrent attention neural network by modifying the typical Long Short-Term Memory (LSTM). This method can process features of traffic signs in an iterative manner. c. We use the reverse gaussian prior distribution to regularize TSD problem. This method combines domain knowledge (drivers' attention is always the bias of the center. This location is often the drivable area while the traffic signs are always the bias of it) and intuitive knowledge (humans' attention obey the rule of gaussian distribution, and we can normalize the attention of traffic signs as reverse gaussian distribution).
d. We transplanted our algorithm on our self-designed embedded system successfully. Further, we deployed our method on Pioneer I self-driving car and tested it in real traffic scenes, which showed KB-RANN is robust to detect traffic signs with considerable speed.
II. RELATED WORK
In this article, we use domain/intuitive knowledge and attention mechanism to help the detection of traffic signs. In this chapter, we will introduce the related works from three aspects: TSD, Recurrent Neural Network with Attention Mechanism and Knowledge-based Deep Learning Systems. The first part will introduce several mainstream methods in the field of traffic signs detection. The second part will investigate the attention-based neural network. The third part will analyze the current situation of applying domain/intuitive knowledge with neural network to solve tricky problems.
A. Traffic Signs Detection
Traffic signs detection is an important task of ADAS and self-driving systems. Currently, there are great progresses in this field. The mainstream approaches are to extract the shape and color features of traffic signs. For those methods, different colors and shapes based approaches are used to minimize the effect of environment on the test images. A few decades ago, a lot of approaches using shape and color information were proposed to conduct interest region detection (e.g., region growing [15] , YCbCr color space transform [16] and color indexing [17] ). As the color information can be unreliable when facing illumination and weather change, thus shapebased algorithms are introduced. The prevailing shape-based approaches are similarity detection [18] , edges with Haar-like features [19] and distance transform matching [20] .
Deep learning has been widely used in many fields and largely improved the performance in those areas in recent years. Compared to color and shape based methods, deep neural network methods can automatically learn hierarchical essential features at every level from labeled data that are tuned to the task at hand robustly. Nowadays, methods based on local features achieved promising performance on several traffic sign detection and classification datasets such as German traffic-sign detection and classification [21] . However, those methods can not very robust on real world conditions as the traffic conditions variety. In order to test the performance of our proposed KB-RNN, we testes it on Belgium Traffic Signs Detection (BTSD) dataset and real traffic scenes, which showed our method got impressive performance compared to several state-of-the-art detection method [5] , [1] .
B. Recurrent Neural Network with Attention Mechanism
Recurrent Neural Networks (RNNs) have been widely utilized in handling with sequence problems. In the perspective of our human brains, we pay special attention to the words that really matter to us or fix on the particular location when looking at a picture. RNNs with this attention mechanism can achieve the same behavior, focusing on part of the given information.
There are several branches of ideas of applying attention with RNNs to handle problems similar to those mentioned above. One branch is the content-based attention methods, which means that we just look around and learn the attention automatically by extending the traditional RNNs. The attentive RNN produces a query describing what it wants to focus on. Each item is dot product with query to calculate a score, describing the degree it matches the query. The scores are put into a softmax to figure the attention distribution. [22] proposed an attention-based RNN to process the input to pass along information about every seen word, and then for the RNN produces the output to focus on words for they become relevant in machine translation. [23] used a RNN to process the audio and then had another RNN skim over it, focusing on relevant parts as it produced a transcript in handling with voice recognition problems.
Another branch of attentive RNNs is creating a betterdesigned RNNs architecture with attention mechanism. In the field of image captioning, [24] first extracted multi-level features of the input image by a ConvNet, and then produced a description of the image by RNNs. As it generated each word in the description, the RNN focused on the ConvNet's interpretation of the relevant parts of the image. [25] utilized a recurrent network units to attend iteratively to selected image sub-regions to conduct saliency refinement in a progressive manner. [26] proposed a well-designed Attentive LSTM architecture to refine the feature maps that are extracted from ConvNets. We modified Attentive LSTM to a Recurrent Attentive Neural Network, which increases the mean Average Precision (mAP) up to 3 points.
C. Knowledge-based Deep Learning Systems
We humans can use different knowledge (e.g., internal knowledge from self experience, environment knowledge by interacting with objects around, global knowledge extracted from the universe) to learn and perceive the world. Inspired by the truth, knowledge-based deep learning systems have received great interests recent years. Those methods can be briefly categorized into two branches. One is using the intuitive prior knowledge. [27] trained a convolutional neural network to detect and track objects without any labeled examples. [26] used prior knowledge that human gaze is the bias of the center of what we see to improve the accuracy of eye fixation prediction. Another branch is using the domain specific knowledge. [27] proposed domain constraints to detect objects without utilizing labeled data. In this article, we combined the domain knowledge and intuitive knowledge. We assume that our gaze is in the drivable area of a self-driving field, and the traffic signs are always the bias of the drivable area. We proposed a novel reverse gaussian prior distribution to regularize this problem. The accuracy improved 5 points percentage by using this fusion knowledge compared to the method without it.
III. MODEL ARCHITECTURE
In this section, we present the architecture of our complete model, called KB-RANN.
A. Real-time Accurate SqueezeNet
Nowadays, many pre-trained CNNs models (e.g., VGGNet [28] and ResNet [29] ) are prevailing in the area of object detection and achieved state-of-the-art performance. Although those models increase the efficiency of object detection, they are at the expense of time. Constructing a faster well-designed pre-trained model is very essential in real-time object detection. SqueezeNet [3] is a typical pre-trained model that has an AlexNet-level accuracy with fewer parameters. Meanwhile, we adopted fully convolutional layers as they are strong enough to classify and localize objects at the same time. Besides, we used two extra fire modules to increase the accuracy of our network.
B. Recurrent Attentive Neural Network
Attention mechanism is a vital element of cognitive science. we introduced a well-designed Recurrent attentive neural network to help the detection of traffic signs.
LSTM [30] was widely used on those time-dependent tasks [31] , [32] . [26] utilizes the sequential characteristics of LSTM to process features in an iterative manner, rather than exploiting the model to handle with temporal dependencies relationship among the inputs. Inspired by this idea, we propose a novel recurrent attentive neural network. This network is composed of several attentive neural network (ANN). The update rules obey the following equation (1):
(1) C t , H t are two typical gates in normal LSTM. G t is the memory gate and I t , F t , O t are three internal gates in our ANN architecture.
Our proposed RANN architecture is computed through an attentive mechanism which focuses on different regions of the image selectively. The update rule of attentive gate A t obey the following equation (2):
The proposed RANN (the cascade of attentive neural networks in a iterative manner) can improve the detection accuracy in a fine-grained way.
C. Fusion of Domain Knowledge and Intuitive Knowledge
Humans can combine different kinds of knowledge in a complicated manner to solve very difficult problems. Domain knowledge is a very essential one. In the field of self-driving, people's gazes are biased toward the center. Usually, the biased center is the drivable area. In this article, we assume that the traffic signs are always located at the bias of the chosen drivable area. In Fig 2, the left figure 2(a) is the original image while the right Fig 2(b) is the demonstration of reverse guassian prior and domain knowledge. For figure 2(b) , the orange circle at the central location is our major attention area (i.e., the gaze of drivable area in the field of self-driving), and black circle except the drivable area is the focus of our method aimed at detecting small traffic signs. The area near the top right corner is the cluster of traffic signs.
Prior knowledge is used to deal with the traffic signs recognition problems, but almost all of them are focused on extracting color and shape features of a traffic signs [33] , [34] . To the best of our knowledge, domain knowledge has not been used in dealing with traffic signs detection. The proposed reverse gaussian method is used in this task. Further, to reduce the number of parameters and facilitate the learning, we constraint that each prior should be a 2D Gaussian function, whose mean and covariance matrices are instead freely learnable. This enables the network to learn its own priors purely from data, without relying on assumptions from biological studies.
Our proposed model can learn the parameters for each prior map through the following equation (3) 
And we can compute the reverse gaussian distribution by the following equation (4):
We combine the N reverse guassian feature maps with those W feature maps extracted by ConvNet. Besides, we set N to 16 and W to 512. Therefore, after the concatenation, we get a mixed feature maps with 528 channels. The injection of domain and intuitive knowledge proves to be effective compared to several typical models, as we can see from the result of KB-CNN on Table II. IV. EXPERIMENTS
A. Training protocol
As [35] showed that one step training strategy that trains localization loss and classification loss together can speed up networks without losing too much accuracy, we define a multitask loss function in the following form (5):
(5) The loss function contains three parts, which are bounding box regression, confidence score regression and cross-entropy loss for classification respectively. Q * means (δ * ijk −δ * (6):
The second part is the regression loss of confidence score. The output of the last feature map is γ ijk that represent the predicted confidence score for anchor-k corresponding to position (i, j). γ G ijk is the IoU of the ground truth and predicted bounding box. Besides, we penalize the confidence scores withĨ ijk γ 2 ijk for those anchors are irrelevant to the task of detection. Meanwhile,Ĩ ijk = 1 − I ijk , λ − conf and λ + conf are used to adapt the weights.
The last part of is the cross-entropy loss of classification. The ground truth label is l G c , and it is a binary parameter. p c , c ∈ [1, C] is the classification distribution that is predicted by the neural network. We used softmax regression to normalize the score so as to make sure that p c is ranged between [0,1].
The one-stage loss function can update automatically by using backpropagation.
B. Datasets and Baselines

1) Datasets:
There are several mainstream datasets in the field of traffic signs detection and recognition. There is a concept fusion of recognition and detection several years ago. Overall, recognition tasks aim at classifying objects while detection tasks need to locate objects and classify them correctly. German Traffic Signs Recognition is a widely used traffic signs recognition dataset and traditional classification methods can already work well on it. And there are only 600 training images, which is insufficient to train a deep neural network well. We focus on another popular traffic signs detection dataset, named as Belgium Traffic Signs Detection (BTSD). The details and testing results of those two datasets will be introduced next.
2) Baselines: We compared our method with several popular open-sourced methods in the field of object detection (e.g., Faster RCNN [1] and SqueezeDet [5] ). The source codes are from their original papers directly. What we did are only to reset the mean RBG color towards the BTSD dataset and reset the size of anchors.
C. Experiments on BTSD
One of the widely used traffic signs detection dataset is BTSD dataset. All the traffic signs are categorized into 13 different kinds. This dataset consists of 5905 training images and 3101 testing images. We compared several state-of-theart object detection methods on this dataset at We also select several images representing our the result of our proposed KB-RANN showed on Fig.3 . From those images, we can see that our method performs better than Faster RCNN and SqueezeDet on small traffic signs detection.
D. Experiment Setup
The number of iterations of those methods in II are 100K. We set the batch size to 32. The original picture size in BTSD dataset is 1626×1236. When feeding those picture into deep neural network, the computing capability is beyond the limitation of a single NVIDIA GTX 1080 Ti. In order to solve this problem, we resize the picture into 542×412. This operation makes the traffic signs smaller. In some way, it increases the difficulty of traffic signs detection.
V. IMPLEMENTATION ON EMBEDDED SYSTEM
For a prospective and valuable autonomous driving method, there are two essentials that authentically matter: one is an available implementation on the platform of low power consumption, the other is a high frame rate to meet the requirements of real time processing. Thus, we carried out the algorithm on our self-designed embedded system, which is aimed for evaluating and optimizing the algorithm for industrial applications such as the automobile application. We choose NVIDIA Jetson TX2 Module as the core of our embedded system, which balanced the power-efficient and the computing power.
Further, we implemented the methods mentioned above (including Faster RCNN, SqueezeNet, and a series of our proposed methods), where hardware acceleration and software optimization ware carried out. The result is shown at Table V. Our method runs on our self-designed embedded system with 10FPS, the speed is fast enough to conduct traffic sign detection. However, we are pursuing real-time performance by accelerating our method with TensorRT, which is effective in shortening the inference time of deep neural networks, as realtime detection can also be used in road-obstacle detection such as pedestrian detection.
The proposed algorithm is implemented on the self-driving platform as shown in Fig 4. The Tx2 module interacts with our self-driving platform. Firstly, the system gets raw video stream from onboard camera. And then our proposed KB-RANN is the result of SqueezeDet [5] . During our testing, we found that the essential problem of this method is that the wrong detection is really common, it tends to select areas without traffic signs. (c) is the result of our proposed method, KB-RANN. It achieved promising detection result. Furthermore, the detecting confidence of KB-RANN is much higher than that of these aforementioned methods.
algorithm gets the data of detection result after image preprocessing. Next, the system fuses the motion data obtained by the self-driving platform. Finally, effective detection results can be generated and further used in decision making. Fig. 4 . The implementation of the KB-RANN algorithm in our self-driving system. This figure shows the embedded system we designed based on NVIDIA TX2 to implement our algorithm on the right shows the self-driving platform we use. In this paper, we aim at small object detection, especially in traffic signs detection. Inspired by the cognition mechanisms of our human brain, we proposed a novel knowledge-based recurrent attentive neural network. This method achieved far better performance than several popular object detection methods. Besides, we proved that knowledge extracted from domain and intuition really works, and the recurrent attention mechanism can help detect small objects better in a finegrained manner.
The future direction may be trying to use attention mechanism into road signs detection in video, in which we can use rich context information. What's more, how to combine traffic rules with intuition knowledge to build a more dynamic small object detection method in real world condition really matters.
