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A HOMONÍMIA NO PORTUGUÊS: TRATAMENTO SEMÂNTICO 
SEGUNDO A ESTRUTURA QUALIA DE PUSTEJOVSKY 
COM VISTAS A IMPLEMENTAÇÕES COMPUTACIONAIS 
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• RESUMO: No presente trabalho, apresentamos uma proposta de tratamento semântico de for-
mas ambíguas do português do Brasil, no caso, lexias homógrafas, com o escopo de oferecer-
mos estratégias lingüísticas para a sua implementação computacional em Sistemas de Pro-
cessamento das Línguas Naturais (SPLN). O Léxico Gerativo de Pustejovsky foi usado como 
modelo teórico. Nesse modelo, a Estrutura Qualia - EQ (e os papéis Formal, Télico, Agentivo e 
Constitutivo) foi selecionada como um dos expedientes lingüístico-semânticos para a realiza-
ção da desambiguação das formas homônimas. Para que os dados analisados e tratados pu-
dessem ser manipulados, elaboramos uma Base de Conhecimento Lexical (BCL) cujo repertó-
rio lingüístico possui seus itens lexicais correlacionados e interligados por diferentes tipos de 
relações semânticas presentes na EQ. 
• PALAVRAS-CHAVE: Homonímia; estrutura Qualia; léxico computacional; base de conheci-
mento lexical, processamento das línguas naturais 
Introdução 
De acordo com Biderman (1996, p.27), "o léxico é o lugar da estocagem da signifi-
cação e dos conteúdos significantes da linguagem humana". A mesma autora ressalta 
em obra anterior: 
o léxico pode ser considerado como tesouro vocabular de uma determinada língua. Ele in-
clui a nomenclatura de todos os conceitos lingüísticos e não-lingüísticos e de todos os refe-
rentes do mundo físico e do universo cultural, criado por todas as culturas humanas atuais 
e do passado (BIDERMAN, 1981, p.138). 
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Com efeito, o léxico de uma língua abrange todas as palavras desse sistema l i n -
güístico, inclusive as gramaticais, que se encontram contempladas ou não em dicio-
nários. 
O léxico das línguas naturais foi gerado por um processo de nomeação, a partir do 
momento em que o homem, por meio das palavras, passou a dar nome a todas as en-
tidades que faziam parte do mundo que o circundava (BIDERMAN, 1998c). 
Desde há muito tempo, o léxico tem sido relacionado com a memória humana. De 
fato, as entradas lexicais em u m dicionário são como registros da memória e mui to 
provavelmente a estruturação do léxico se assemelha àquela da memória, fato esse 
que permite uma recuperação rápida e veloz das palavras que o constituem (BIDER-
MAN, 1981, p.28). Com efeito, fala-se de Léxico Mental, isto é, as palavras que se en-
contram estocadas na mente humana. 
Quando nos referimos ao tratamento automático das línguas naturais, seja de va-
riadas formas ou por variados mecanismos, estamos tratando essencial e primordial-
mente da estruturação de itens lexicais de uma maneira formal, ou seja, de codifica-
ção e decodificação de dados. Na forma como serão armazenados esses dados, seja 
em listas imensas de palavras, seja por analisadores morfológicos, seja por índices al-
fanuméricos em forma de códigos, ou de qualquer outro modo, veriíicar-se-á uma de-
pendência da estruturação lingüístico-formal dos mesmos. A propósito, Biderman 
(1998b) diz: 
[...] o léxico está associado ao conhecimento e o processo de nomeação em qualquer língua 
resulta de uma operação perceptiva e cognitiva. Assim sendo, no aparato lingüístico da me-
mória humana, o léxico é o lugar do conhecimento sob o rótulo sintético de palavras - os 
signos lingüísticos. Eis por que precisamos começar a trabalhar com esta imensa galáxia 
de signos que devemos conhecer melhor. É preciso desvendar o mistério de como se estru-
tura o léxico da nossa língua (BIDERMAN, 1998b, p.179). 
É nesse sentido que o computador está fadado a incompletudes, já que um, den-
tre tantos, mistérios sobre a mente humana ainda é, justamente, a forma como são es-
tocados os dados na memória do homem. Por conseguinte, a forma de armazenamen-
to de dados na memória de uma máquina contém as mesmas (e talvez bem mais) 
obscuridades que o não-conhecimento sobre mecanismos mentais humanos gera pa-
ra os pesquisadores. Nesse sentido, Button et al. (1998) afirmam: 
A analogia entre "a mente" e "o computador" também foi contestada com base no fato de 
que se equivoca sobre o funcionamento dos computadores e sobre a natureza dos progra-
mas que os dirigem (são neles executados). O ponto até onde os computadores podem ser 
usados para simularem atividades humanas dá uma impressão enganosa do grau em que o 
computador está realmente "igualando" o desempenho simulado. Os computadores podem 
ser capazes de gerar séries de palavras, símbolos matemáticos etc, que correspondem cor-
retamente aos requisitos da linguagem humana, sistemas de cálculo etc, mas - para dizê-lo 
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muito grosseiramente, por enquanto - a diferença crucial entre a simulação da máquina e o 
desempenho humano é que esse último envolve o entendimento do que as séries de pala-
vras e fórmulas significam, ao passo que a primeira, não (BUTTON et al., 1998, p.12). 
Biderman (1981, p.139) sugere: 
[...] em virtude do número elevadíssimo dos elementos do léxico e da complexidade combi-
natória resultante desse número, é necessário supor que o cérebro organiza uma estrutura 
dos dados léxicos de grande funcionalidade, para que ele possa recuperar em frações míni-
mas de segundo (100 a 700 milissegundos) não só o significado de uma palavra, mas todas 
as suas características gramaticais e os usos que lhe são adequados, conforme o contexto 
do discurso, a situação momentânea e o registro lingüístico requerido pela situação, pelo 
interlocutor e pelo assunto. 
Essa mesma autora nos diz que, provavelmente, o léxico está encadeado em re-
des semânticas, i.e., a sua integração está estruturada por vários campos léxicos. E 
ainda: "os padrões neuronais da memória léxica devem ter estabelecido redes de liga-
ções entre os lexemas de modo funcional" (BIDERMAN, 1981, p.139). Da sua proposta 
de Rede Semântica e Campo Léxico (BIDERMAN, 1981, p.140), a autora deduziu que a 
associação entre signos é estabelecida de duas maneiras: por contiguidade/similari-
dade e por oposição de contrários. Inferimos, portanto, que as relações semânticas da 
sinonímia e da antonímia fazem parte, essencialmente, do conjunto de estruturação 
do léxico mental de um ser humano. 
Em consonância, Bogaards (1994, p.70-71) diz que as relações entre os elementos 
do léxico mental são de dois tipos: (i) relações intrínsecas, que se baseiam nos dife-
rentes tipos de informações lingüísticas (semânticas, morfológicas, fonológicas etc.) e 
(ii) relações associativas, que são baseadas na co-ocorrência freqüente de itens. No 
que diz respeito à natureza semântica das relações intrínsecas, podemos descrevê-las 
em termos de sinonímia, antonímia e hiponímia; por sua vez, as relações associativas 
baseiam-se no conhecimento de mundo e no conhecimento enciclopédico: à palavra 
guerra são associadas palavras como morte, combate, miséria etc. 
Tais concepções nos levam a acreditar que uma das maneiras de se ordenar a es-
truturação de léxico em computadores poderia ser via Redes Semânticas e Associa-
ções Semânticas. Essas redes poderiam organizar-se por meio de relações semânticas 
(híperonímia, sinonímia, antonímia, meronímia) já que, ao que tudo indica, essa seria a 
forma que, possivelmente, mais se assemelharia à estocagem de dados na mente hu-
mana. 
Em conformidade, Bezerra (2002, p.3) enuncia: 
Em nossa memória de longo tempo, ou memória profunda, armazenamos as unidades lexi-
cais da língua que falamos associadas em diversas combinações: sintagmáticas, paradig-
máticas, hiponímicas, conceituais, discursivas, dependendo dos modelos da língua que fa-
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Íamos e de nossas experiências anteriores ou de nossos esquemas culturais. Como é no lé-
xico que se cruzam informações fonético-fonológicas, semânticas, sintáticas e pragmáticas, 
deve-se considerá-lo em relação à linguagem em geral, como uma competência, neste ca-
so, lexical, que o falante deve desenvolver, para ampliar sua competência comunicativa. 
Elaborar repertórios lexicais para serem tratados computacionalmente contribui-
ria, não somente para as ciências que se interessam por processamento automático 
de línguas naturais, mas também para a formação de acervos lexicais para a memória 
de computadores, e, conseqüentemente, para a composição de seus "conhecimentos" 
que pudessem servir a toda sorte de pesquisadores: 
Sendo o léxico de uma língua essencialmente abrangente e complexo, seria de se 
esperar que fenômenos lingüísticos igualmente complexos e abrangentes caracteri-
zassem e fizessem parte da língua natural à qual ele se encontra vinculado. 
Um desses fenômenos é a homonímia, além da polissemia, da sinonímia, entre ou-
tros. A homonímia e a polissemia causam o fenômeno da ambigüidade; por conseguin-
te, temos de considerá-lo como característico de uma língua natural. 
Devemos observar, porém, que a ambigüidade nao existe do ponto de vista do pro-
dutor do discurso, mas sim do seu receptor. De fato, quando um falante produz u m tex-
to, muito provavelmente, não se dá conta de um significado alternativo que possa exis-
tir no interior de seu discurso, seja ele falado ou escrito; ao contrário, ele tem bem claro 
em sua mente o que deseja expressar, como afirma Leffa (1998). 
Ora, será no âmbito do léxico, bem como dos fenômenos lingüísticos geradores-
de ambigüidades interpretativas, que u m estudioso deparar-se-á com inúmeros em-
pecilhos ao aventurar-se a descrever os seus mecanismos para o Processamento das 
Línguas Naturais (doravante PLN). 
Em conformidade, Carvalho (2001, p.l) ressalta: 
A ambigüidade (lexical, estrutural), intrínseca a qualquer língua natural, é um dos aspectos 
que maiores problemas colocam ao processamento automático de um texto. A nível lexical, 
a ambigüidade é provocada pela homografia, que existe em qualquer língua natural, mas 
que é particularmente abundante no caso das línguas que, como o português, têm um sis-
tema morfológico bastante desenvolvido. 
Dessa forma, o fenômeno da homonímia causa sérios obstáculos para o desenvol-
vimento do PLN, máxime para casos de homografia, e lingüistas computacionais ten-
tam, insistentemente, buscar meios de fazer com que a máquina disponha de meca-
nismos interpretativos de desambiguação que se aproximem daqueles que o homem 
possui. Com efeito, Carvalho (2001, p.3) põe em relevância esse problema quando diz: 
Ainda que os vários casos de homografia de que temos vindo a falar não levantem, em ge-
ral, problemas aos falantes da língua, eles representam, retomando a idéia com que iniciá-
mos o capítulo, um obstáculo à quase totalidade das operações efectuadas ao nível do tra-
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lamento automático de textos escritos. A fiabilidade dos resultados de uma operação de 
análise extremamente simples, como por exemplo, a localização num texto dos adjectivos 
que ocupem uma posição pré-nominal, através da expressão regular: < A x N > está forte-
mente condicionada pela existência de homografia entre as categorias descritas nessa ex-
pressão e outras categorias gramaticais. 
Objetivos 
Com o presente artigo, apresentamos uma proposta para o tratamento de itens le-
xicais homônimos da língua portuguesa do Brasil, com vistas à sua implementação 
computacional, por meio de Base de dados relacionais, mais especificamente uma Ba-
se de Conhecimento Lexical (doravante BCL). A hipótese principal que se faz é que o 
fenômeno da homonímia é passível de tratamentos computacionais e que podemos 
manipulá-lo em implementações para base de dados lexicais com eficiência. Ressal-
tamos que o problema da homonímia gramatical é resolvido, e satisfatoriamente, por 
sistemas computacionais que realizam análises morfossintáticas automáticas (par-
sers) que possuam desambiguadores. A máquina é capaz de produzir soluções de de-
sambiguação sintática de uma maneira bastante aceitável. Entretanto, tais sistemas 
não dão conta de outros problemas de ambigüidade, como a homonímia semântica e 
a polissemia. Tal fato ocorre porque a máquina não tem a capacidade de relacionar se-
manticamente itens lexicais em meio a construções sintáticas ou inseridos em u m 
contexto, como faz o homem, de forma inerente. Como situa Carvalho (200r, p.38): "As 
máquinas não têm competência lingüística, pelo que 'é preciso dizer-lhes tudo, e é 
preciso dizer-lhes tudo de forma completa, explícita e coerente'" (RANCHHOD apud 
CARVALHO, 2001. p.38). 
Assim, a ineficiência de desambiguadores 2 de t ipo gramatical justifica a proposta 
de uma Base de dados conceituai, que será proposta com a finalidade de suprir as ne-
cessidades de um analisador sintático3, além de atender possíveis novos sistemas que 
realizem tratamento semântico. 
Em PLN, no que diz respeito à ambigüidade lexical, por exemplo, causada pela ho-
monímia, o computador terá pelo menos duas possibilidades de interpretação para 
uma mesma forma. Para os casos de homonímia categorial, os resultados podem ser 
desastrosos se, ao invés de classificar uma forma contextualizada como verbo, o com-
2 Carvalho (2001) aponta alguns casos problemáticos de não resolução de ambigüidades causadas pela homografia, com 
a aplicação de gramáticas para a desambiguação, em análises lexicais. Por exemplo, nos contextos seguintes, a máqui-
na não etiquetou corretamente as palavras "muda" e "só" nos exemplos: (,..| visíveis e a moda muda muito mais rapi-
damente. Não existe, penso aquela |...| e sim. | | que a sua alma só entra em actividade vulcânica quando o politico 
[..]. "As palavras "muda" e "só" foram reconhecidas como adjetivos, quando, na realidade, se trata de uma forma do ver-
bo mudar e do advérbio só, respectivamente" (CARVALHO, 2001, p.93). 
3 Zavaglia (1999) cita vários casos de homografia categorial que não foram satisfatoriamente tratados pelo parser do Revi-
sor Gramatical ReGra entre substantivo X adjetivo (lexia "cara", " t inta" , "vaga", "polêmica", "fluxo", "queda") e entre 
substantivo X verbo (lexia "ajuda"), por exemplo. 
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putador categorizá-la como substantivo, por exemplo. Para Revisores gramaticais au-
tomáticos, tais interpretações errôneas interferem na performance da ferramenta, ge-
rando insatisfação para seus usuários. 
Unir informações semânticas às informações de uma gramática formal, ou seja, 
dotá-la de uma base de conhecimento de mundo, é u m caminho para amenizar pro-
blemas de ambigüidade em PLN, segundo a literatura atual. Desse modo, na gramáti-
ca formal seriam introduzidos marcadores semânticos que permit ir iam à máquina re-
solver casos de ambigüidade segundo u m esquema de compart i lhamento ou 
não-compartilhamento de dados. De fato, Medeiros (1999, p.8) diz: "Os aspectos se-
mânticos devem ser contemplados para solucionar problenlas não resolvidos pela aná-
lise sintática, como, por exemplo, o da ambigüidade lexical e estrutural, e o das sino-
nímias". 
Ainda que, no presente, não saibamos com precisão quais serão os resultados (po-
sitivos ou negativos) de suas aplicações, temos a certeza de que informações de cu-
nho meramente sintáticas ou morfossintáticas não mais satisfazem pesquisadores em 
Lingüística Computacional, pois são insuficientes no PLN. De fato, somente com a ela-
boração de Base de dados conceituais poder-se-ão obter análises de textos com bons 
resultados. 
A adoção do modelo sugerido por Pustejovsky (1995) deveu-se a pelo menos qua-
tro componentes nele contidos: (i) atualização teórica, (ii) representatividade do signi-
ficado, (iii) natureza computacional, (iv) aplicabilidade (Cf. Projeto SIMPLE em LENCI, 
1999). A idéia de que o Léxico Gerativo (LG) é capaz de dar conta do conhecimento 
semântico global que temos sobre as palavras, segundo o próprio autor, faz dele u m 
modelo adequado para solucionar o problema da representação lexical que envolve o 
fenômeno da homonímia. Admitindo-se, portanto, que tal suposição seja verdadeira, 
tentaremos mostrar que a homonímia pode ser, realmente, definida conforme os parâ-
metros de um dos aspectos dessa teoria. 
Investigação teórica: o fenômeno da homonímia e 
modelo semântico adotado 
Da investigação teórica que realizamos, detalhada em Zavaglia (2002), constata-
mos que a homonímia, enquanto fenômeno de uma língua natural, não é mais intrigan-
te e enigmática do que a sua própria definição, ou seja, a sua compreensão e a sua de-
limitação. Para defini-la, os autores oscilam entre critérios diacrônicos, convergência 
fonética, divergência semântica, influência estrangeira, polissemia homonímica, crité-
rios sintáticos e morfológicos, distinções estilísticas e sociais, ortografia, entre outros. 
Por conseguinte, definimos como parâmetros teóricos de nossas pesquisas, no que 
diz respeito ao fenômeno da homonímia, os seguintes postulados: 
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(I) A homonímia é o fenômeno lingüístico em que se tem a identidade de duas 
lexias no plano da expressão, ou seja, formas perfeitamente iguais que se dis-
t inguem semanticamente (um significante para dois significados, no plano 
do conteúdo) ou a identidade de duas construções gramaticais, gerando a 
ambigüidade. O primeiro refere-se à homonímia lexical e o segundo à homo-
nímia estrutural. 
(II) Para a homonímia lexical, a igualdade de formas pode se realizar tanto grafi-
camente como fonicamente. No primeiro caso, as lexias possuem identidade 
de grafia (homografia) e, no segundo, identidade de som (homofonia). E as-
sim, temos lexias homógrafas que: (i) são distintas quanto ao seu significado 
e idênticas, tanto oralmente como gramaticalmente, caso esse denominado 
de Homonímia Semântica; como: caboi. "Militar que tem posição superior ao 
soldado e inferior ao sargento" X cabo* "Extremidade de u m objeto que ser-
ve para para segurar"; colôniai. "País ou região dependente de u m outro país 
em situação econômico-política superior" X colônia* "Líquido que serve pa-
ra se perfurmar que possui uma essência menos concentrada do que a do seu 
extrato"; parábola i "História que contém u m fundo moral ou religioso" X 
parábola* "Curva cujos pontos são equidistantes de um ponto fixo e de uma 
reta fixa"; calarj. "Emudecer, não falar" X calara"Penetrar, repercutir"; (ii) 
são distintas quanto ao fato de pertencerem a classes gramaticais diversas e 
serem idênticas oralmente caso esse denominado de Homonímia Categorial, 
como: caçai (substantivo) X caçaz (verbo); calçai (substantivo) X^  calça2 (ver-
bo); (iii) são distintas quanto ao seu étimo e idênticas oral e graficamente, ca-
so esse denominado de Homonímia Etimológica, como: mangai "Fruto" (Do 
malaiala manga.) X manga* "Parte do vestuário" [Do lat. manica, 'manga de 
túnica'.]; (iv) são distintas na sua realização oral, caso esse denominado de 
Homonímia Heterófona4, nas quais o substantivo realiza-se fonicamente co-
mo [e] e o verbo como [ej, para a vogal "e", como nos seguintes exemplos: 
acertoi (substantivo) Xacertoz (verbo); começoi (substantivo) Xcomeço2 
(verbo) 
(III) As lexias homófonas são aquelas distintas na grafia e idênticas no som, como 
por exemplo: sensor: "disposit ivo" Xcensor, "crítico": cessão "ato de ce-
der" X seção: "segmento, divisão" X sessão: "espaço de tempo que dura uma 
reunião, um ato" 
(IV) Já a homonímia estrutural realiza-se quando temos duas construções grama-
ticais idênticas com sentidos diferentes: Entrei no carro andando (entrei 
no carro que andava) X Entrei no carro andando (entrei no carro enquanto 
eu andava). 
Forma que possui grafia idêntica a de uma outra (orma e ambas se pronunciam diferentemente. 
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A organização conceituai da BCL assemelha-se àquela de u m thesaurus, já que 
os itens lexicais se encontram correlacionados e interligados por diferentes tipos de 
relações semânticas. Atualmente, para os estudos de PLN, o levantamento e a identif i-
cação das relações léxico-semânticas entre as palavras são de extrema importância, 
já que fundamentais como fontes de recursos lingüísticos para implementação com-
putacional. De fato "a informação lexical e semântica é instrumento indispensável pa-
ra programas que analisam e 'compreendem' textos em língua natural" (DEL FIOREN-
TINO, 1995, p.8). 
Em nossa concepção, pressupomos que um dos maiores problemas de ambigüi-
dade interpretativa para o PLN, a saber, o fenômeno da homonímia, pode ser tratado a 
partir de subsídios lingüísticos oferecidos à máquina, tais como as relações semânti-
cas de itens lexicais em redes de significação. 
As definições, bem como as entradas das formas homógrafas, que constam da 
amostragem de nossa pesquisa, foram extraídas do Dicionário Didático de Português 
de Biderman (1998a), doravante DDBI. A escolha desse dicionário foi devida, pr inc i -
palmente, à cuidadosa elaboração dos verbetes para os homônimos, por parte de sua 
autora, bem como ao critério de delimitação para uma forma homônima, a saber: aque-
le de base semântica. Além disso, em sua elaboração, a autora utilizou-se de u m cor-
pus representativo da língua portuguesa do Brasil e valeu-se de dados de freqüência 
lexical para a constituição da sua nomenclatura. Vejamos o exemplo: 
ato 1 s.m. a-to. Ação humana, considerada do ponto de vista objetivo e não durante o^  
seu transcurso. Todo mundo é responsável por seus atos. Este foi um grande ato de co-
ragem! Este bombeiro merece uma medalha. O chefe dispensou o funcionário; foi um 
ato justo. 
ato 2 s.m. a-to. 1. Solenidade ou cerimônia para marcar um fato. Os grevistas marcaram 
um ato público para às 16:00h. 2. Decisão publica emitida por uma autoridade e publica-
da em diário oficial. O governador admitiu novos funcionários, através de uma ato admi-
nistrativo, que o diário oficial publicou ontem. 3. Evento que se registra, porque repre-
senta um acordo comercial, ou de natureza permanente entre as partes. O marido e a 
mulher devem estar presentes no ato de venda de uma propriedade comum ao casal. 
ato 3 s.m. a-to. 1. Cada uma das divisões de uma peça de teatro. O drama está dividido 
em dois atos. 2. Momento considerado como dramático. O último ato da vida deste di-
tador será provavelmente sangrento. 
Tabela 1 - Exemplo extraído do DDBI (BIDERMAN, 1998a, p l l 7 ) . 
A T O é uma forma que possui 3 conceitos ou significados diferentes não interliga-
dos entre si, i.e., u m significante com três significados; trata-se, portanto, de formas 
homônimas. O sentido1 é explicado ou definido por "ação humana, considerada do 
ponto de vista objetivo e não durante o seu transcurso". Já o sen tido2 possui três acep-
ções, separadas entre si por caracteres numéricos; trata-se de uma forma homógrafa 
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que possui três sentidos correlatos entre si e, portanto, polissêmicos. Por sua vez, o 
sentido3 possui duas definições, sendo considerada também u m vocábulo polissêmi-
co, como exemplificado para o sentido2. 
Os sentidos das entradas apresentadas na Tabela (1) são identificados do seguin-
te modo: ato 0_1 / 0_2a / 0_2b / 0_2c / 0_3a / 0_3b, em que: 
a) cada forma homógrafa é classificada por meio de u m código de identificação 
que contém duas partes separadas por um traço: X_X; 
b) a primeira parte é, justamente, a classificação-identificação de forma homógra-
fa, a partir de u m caractere numérico, a saber: 0_X, em que "0 " representa "for-
ma homógrafa": 
c) a segunda.parte do código corresponde ao número de ocorrências da homo-
grafia para aquela forma, a partir de u m caractere também numérico: 0_1; 0_2 
(identifica uma forma homógrafa que possui dois significados); 
d) a segunda parte do código pode conter, também, u m caractere alfabético que 
identifica a ocorrência da polissemia para cada forma homógrafa: 0_ la , 0 _ lb ; 
0_2 (identifica uma forma homógrafa que possui dois significados, cujo primei-
ro é polissêmico, com dois sentidos), indicada e registrada no interior do verbe-
te, geralmente, por meio de caracteres numéricos. 
No âmbito computacional, os termos genuse differentia, emprestados de Aristó-
teles 5, foram introduzidos por Amsler (1980), a partir do momento em que toda defini-
ção de uma entrada lexical (ou definiendum) de u m dicionário padrão, segundo o au-
tor, pode ser analisada como uma seqüência constituída por u m termo indicador do 
genus e por u m outro indicador da differentia. Os dicionários convencionais possuem 
uma tipologia de definição própria, i . e., apresentam u m i tem lexical considerado co-
mo sendo o núcleo da definição que é antecedido ou seguido por modificadores. 
Os modificadores do genus terminus têm papel importante e fundamental na de-
finição do conceito da entrada lexical. De fato, eles constituem as differentiae da defi-
nição e oferecem indícios de significação que del imitam o conceito no interior da de-
finição expresso pelo genus terminus. 
Por taxionomia entende-se "palavras baseadas em relações específicas existen-
tes, geralmente, entre o definiendum e o genus terminus em uma definição lexicográ-
fica padrão" (CALZOLAPJ et al., 1991, p.25). 
Partindo-se da afirmação de que as definições contidas em u m dicionário pos-
suem informações semânticas (AMSLER, 1980), buscamos estabelecer a taxionomia 
existente para as formas homógrafas com categoria idêntica, no caso, nome. Como 
ponto de partida para essa estruturação, foram identificados os genus terminus de ca-
Dentre muitos de seus feitos e contribuições, (o estabelecimento da lógica formal, por exemplo), Aristóteles estabeleceu a 
distinção entre atributos: o gênero, a espécie, a diferença, o próprio e o acidente. Segundo o filósofo, o gênero se refere à 
classe mais ampla a queosuieito pode pertencer: "O homem é um animal" e a diferença permite situar o sujeito relativa-
mente às subclasses em que se divide o gênero: "O homem é animal racional" (ARISTÓTELES 2000. pl7, grifo do autor). 
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da entrada homógrafa, bem como para cada acepção semântica. De fato, uma forma 
homógrafa, no interior de sua definição, possui significados polissêmicos, como, por 
exemplo, em: ato1 (uma acepção), ato2 (três acepções) e ato3 (duas acepções), como 
descrito anteriormente. 
A nossa metodologia part iu do pressuposto de que a definição de cada u m dos 
sentidos de um lema contém pelo menos uma relação semântica entre o próprio lema 
e o genus terminus ou também entre o lema e a diííeientia das definições (DEL 
FIORENTINO, 1995). 
A extração do genus terminus das definições das entradas lexicais de u m dicio-
nário é uma etapa importante e essencial para que se realize uma organização taxio-
nômica de u m repertório lexical, segundo uma estrutura hereditária em termos de h i -
peronímia. Com efeito, o genus terminus será localizado no vértice dessa estrutura. 
Uma língua natural utiliza-se de uma enorme variedade de realizações lexicais 
e/ou sintáticas para expressar os conceitos do mundo elaborados nessa língua. De fa-
to, o léxico de uma língua, bem como a sua realização sintática, é imensurável; até ho-
je, tem-se, efetivamente, apenas aproximações de realizações lexicais e não confirma-
ções de números finitos. Um dicionário buscará se servir, portanto, de todos os recursos 
lingüísticos de que uma língua possui para poder expressar o conceito de u m i tem le-
xical. Tais conceitos são definidos por meio de relações semânticas que os itens lexi-
cais da definição do definiendum mantêm entre si. 
A partir das definições do DDBI (BIDERMAN, 1998a) formalizadas, procedemos à 
extração do genus terminus e da sua relação semântica com o definiendum, ou seja, a 
taxionomia. Alguns tipos de relações semânticas, e seus princípios, interessam de mo-
do particular ao modelo semântico que propomos para a organização da base de da-
dos lexical. O significado de cada i tem lexical pertencente a essa base é estruturado, 
justamente, a partir das relações semânticas que o conceito desse i t em lexical man-
tém com outro i tem lexical. De fato, os conceitos são interligados em uma "cadeia sig-
nificativa", ou seja, por meio de associações. Cada i tem lexical situa-se em um deter-
minado lugar dessa cadeia e todos eles são correlacionados, por meio de conexões, 
àqueles com os quais possui pelo menos uma relação semântica. 
Segundo Picoche (1992, p.138): 
[...] é um fato biológico que os homens sejam aptos a perceber diversos níveis de abstração 
e a passar facilmente de um para o outro; é uma propriedade universal da linguagem huma-
na ser capaz de explicar e de condensar, de poder exprimir em mais de uma palavra aquilo 
que é dito em uma palavra (expansion - expansão) e de poder [...] resumir em uma palavra 
aquilo que é dito com mais de uma palavra (condensation - condensação). 
Tal afirmação não se aplica a um computador, ao contrário. A máquina perceberá 
níveis de abstração se a ela forem oferecidos dados para ta l 6 , fato esse que vale tam-
Se isso for realmente possível. 
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bém para as capacidades de expansão e condensação. A mesma autora ainda diz que 
todo homem que é dotado da fala manipula espontaneamente conjuntos de sinônimos 
e até mesmo as suas equivalências. Em contrapartida, a máquina deverá apresentar 
procedimentos artificiais para a manipulação desses sinônimos e de seus equivalentes. 
A decomposição do significado proposta por Pustejovsky (1995) em sua teoria é 
capaz de oferecer caminhos para que uma máquina recupere um conjunto de sinôni-
mos e/ou equivalentes para uma determinada unidade léxica. Com efeito, a partir do 
momento em que a definição de u m i tem lexical apresenta o seu conteúdo por meio 
de relações de significação com outros itens lexicais em uma cadeia significativa, itens 
sinônimos (se existirem) podem ser recuperados para uma unidade léxica. O mesmo 
aplicar-se-á à busca/recuperação de itens hiperônimos, hipónimos, antônimos, merô-
nimos. Com efeito, para o autor, um léxico gerativo é caracterizado como u m sistema 
computacional que envolve, no mínimo, quatro níveis de representação: (i) Estrutura 
Argumentai {Argument Structure), em que se tem a especificação do número e do t i -
po de argumentos lógicos e como eles são realizados sintaticamente; (ii) Estrutura de 
Evento {Event Structure), na qual há a definição do tipo de evento de um i tem lexical 
e uma frase. Inc lu i eventos do tipo ESTADO, PROCESSO e TRANSIÇÃO que podem 
ter uma estrutura de subeventos; (iii) Estrutura Oualía {Qualia Structure) que inc lui 
modos de explicação compostos pelos papéis FORMAL, CONSTITUTIVO, TÉLICO e 
AGENTIVO e (iv) Estrutura de Herança Lexical (LexicalInheritance Structure), em que 
se tem a identificação de como uma esttutura lexical se relaciona com outras estrutu-
ras e a sua contribuição para a organização global do léxico. 
Assim, Pustejovsky (1995, p.62) propõe que a semântica de u m i tem lexical " a " se-
ja definida como uma estrutura composta por quatro componentes: 
a = < A, e, X, Y > 7 em que: 
A é a estrutura argumentai; e a especificação do tipo de evento; K estabelece o 
vínculo desses dois parâmetros na Estrutura Qualia e Y determina qual informação é 
hereditária na estrutura lexical global. 
A nosso ver, Pustejovsky (1995) procura recuperar as dimensões do significado de 
um item lexical a partir dos conceitos individuais de outros itens lexicais, tendo como 
ponto de partida a natureza do significado inerente e já cristalizado nas unidades léxi-
cas. Neste caso, a afirmação de Richelet (séc. XVII) de que uma definição é " u m dis-
curso que explica nitidamente a natureza de uma coisa" (apud PICOCHE, 1992, p.140) 
é válida e pertinente. 
A partir do momento que Pustejovsky (1995) especifica quatro papéis fundamen-
tais do significado de uma palavra na Estrutura Qualia (Constitutivo, Formal, Télico e 
7 Adaptação nossa da simbologia da teoiia de Pustejovsky (1995) 
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Agentivo), o autor está delimitando o significado por meio de marcas dist intivas 8 . De 
fato, cada u m dos aspectos essenciais do significado de um i tem lexical possui traços 
que os especificam: 
• Constitutivo ou Partes Constituintes (Constitutive), i.e., aquele que exprime a 
relação entre um objeto e suas partes constituintes; 
• Formal {Formal), ou seja, aquele que identif ica o objeto em u m domínio mais 
amplo; 
• Télico {Telic), aquele que expressa o objetivo/escopo e a função do objeto; 
• Agentivo (Agentive), i.e., aquele que considera fatores envolvidos na origem do 
objeto. 
Retomando os mesmos exemplos citados acima, confiramos: 
Qualia -• 
a t o $ 0 _ l 
" C O N S T = ' 
F O R M A L = ação 
T E L I C = agir 
A G E N T = 
Qualia -
ato$0_2a 
C O N S T = 
F O R M A L = solenidade 
T E L I C = comemorar 
A G E N T = 
Qualia = 
ato$0_2b 
C O N S T = 
F O R M A L = decisão 
T E L I C = decidir 









CONST =. peça 
FORMAL = divlSi 








Para Picoche (1992, p.140), em uma definição lingüística, o que importa é a espe-
cificidade, ou seja, a indicação de traços distintivos pertinentes a u m i tem lexical que 
o diferenciará de outros itens lexicais. 
Base de conhecimento lexical: uma sugestão de modelo 
Em nossa proposta, os dados que figuram na Base de Conhecimento Lexical - BCL 
se encontram dispostos de modo a poderem ser utilizados em uma rede semântica em 
sistemas computacionais, uma vez que possuem características e propriedades da 
mesma. 
A elaboração de recursos lexicais que contenham informações semânticas faz-se 
importante para sistemas que tratam da desambiguação dos sentidos das palavras, 
Cabe lembrar que não necessariamente todos os papéis qualia devem estar preenchidos. 
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como por exemplo, a Tradução Automática, a Recuperação de Informação, Motores de 
Busca, entre outros. 
A semântica é capaz de resolver muitos casos de homografia na linguagem falada 
e escrita. Tendo em vista a pragmática do discurso e o seu poder de desambiguação, 
a ambigüidade gerada pelos homônimos na fala é satisfatoriamente resolvida. Ao con-
trário, em um contexto de escrita, a ambigüidade é um dos grandes inimigos da inter-
pretação correta de u m texto. O homem, enquanto falante de uma língua, possui i n -
tuições interpretativas que o levam a resolver certas ambigüidades de uma língua 
natural de forma até mesmo inconsciente. Inversamente, o computador não possui tais 
intuições e um dos maiores desafios dos lingüistas computacionais é justamente esse, 
ou seja, tentar transportar para a máquina os mesmos mecanismos de interpretação 
desambiguadora próprios dos seres humanos. 
O modelo de representação aqui proposto contém informações de tipo semântico 
e morfossintático. Essas últimas restringiram-se à classe gramatical, ao gênero e ao 
número das palavras. Em contrapartida, privilegiamos o tipo de informações semânti-
cas, introduzindo uma série de relações semânticas entre as palavras que têm o esco-
po de, justamente, resgatar de forma minuciosa o significado de cada i tem lexical em 
questão. 
Em PLN, sabe-se da importância que se atr ibui a esses dois tipos de componen-
tes, dado que pesquisadores na área afirmam que a sintaxe não prescinde (e não deve 
prescindir) da semântica em análises automáticas. De fato, Salton (apud MEDEIROS, 
1999, p.64) afirma que "a sintaxe sozinha não resolve muitas ambigüidades que com-
pl icam a tarefa de análise de conteúdo" e ainda, Binot (1991, p.61) ressalta que "essa 
necessidade de informação semântica é reconhecida há muito tempo: a resolução de 
ambigüidades, elipses, atos do discurso deve apoiar-se no sentido das palavras e no 
contexto do discurso". Da mesma forma Hagége e Duarte (1995) defendem que anali-
sadores somente sintáticos ou somente semânticos dão conta apenas de uma parte 
do tratamento da l inguagem e que nos dias de hoje ninguém nega a necessidade de 
considerar a língua de um ponto de vista sintático e semântico. 
Nos mesmos moldes de SIMPLE (LENCI, 1999) e ItalWordNet (e suas antecesso-
ras WordNet e EuroWordNet, (CALZOLARI, 2000), em que se procurou esquematizar 
por meio de correlações cada hipónimo ao seu hiperônimo (e vice-versa) gerando, as-
sim, um sistema de hereditariedade do tipo lexical, neste trabalho, realizou-se um es-
forço de individualizar os hipónimos e os hiperônimos das formas homônimas, com o 
intuito de estabelecer u m sistema de hereditariedade semântica. Por conseguinte, um 
i tem homônimo é identificado, caracterizado e desambiguado a partir das caracterís-
ticas que herda de seu hipónimo (ou das outras relações semânticas com as quais 
mantém ligação) que, por sua vez, herda de seu hiperônimo. 
O modelo semântico aqui proposto não pretende definir de modo direto o signifi-
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cado de cada i tem homógrafo. Pretende tão somente sugerir o significado para cada 
i tem homógrafo, bem como para suas ocorrências polissêmicas, por meio de termos 
interligados a cada ocorrência homógrafa que têm por escopo delimitar o seu campo 
significativo. 
Dada a suposição de que múltiplas dimensões do significado são necessárias pa-
ra começar a caracterizar unidades lexicais em u m nível semântico, a Estrutura Qua-
lia tem sido util izada 9 como um dos princípios cruciais de organização para a represen-
tação e interpretação do significado lexical de uma frase em sistemas computacionais 
de complexidade variada. De fato, ela é capaz de suprir o vocabulário básico para ex-
pressar aspectos diferentes do significado lexical. O objetivo geral é ir além de uma 
hierarquia dimensional, resgatando, assim, o padrão de relações de hiponímia e hipe-
ronímia. 
Informações baseadas na Estrutura Qualia podem ser especificadas por todas as 
partes do discurso, embora, em primeira instância, ela pareça ser mais diretamente 
adequada para a caracterização dos nomes (LENCI, 1999). Justifica-se, dessa forma, o 
fato de termos nos detido na codificação de formas homônimas cuja categoria é a do 
nome. 
A Estrutura Qualia é a estrutura representacional para expressar partes do aspec-
to componencial do significado lexical, na medida em que resgata ou captura diferen-
tes graus de complexidade entre itens lexicais e sustenta um conjunto de inferências 
disponível para default, quer dizer, essas inferências têm de ser usadas de modo geral, 
como se fossem um padrão a ser seguido. 
Em SIMPLE (LENCI, 1999), a Estrutura Qualia é usada como sintaxe básica para a 
construção do significado lexical (PUSTEJOVSKY apud LENCI, 1999). Cada papel Qua-
lia pode ser visto como um elemento independente ou uma dimensão independente 
do vocabulário para a descrição semântica. A partir da compreensão do papel da Es-
trutura Qualia, é possível formular u m conjunto de questões que, de uma perspectiva 
teórica, são o núcleo da pesquisa em semântica lexical e, de uma perspectiva prática, 
permite realizar uma codificação sistemática em larga escala. 
O modelo de Léxico Gerativo impôs alguns requisitos para a representação do as-
pecto componencial do significado lexical. Para satisfazer essas exigências, os papéis 
Qualia, no projeto SIMPLE, foram implementados como relações entre unidades se-
mânticas (SemU) e, em u m número mais restrito de casos, como valued features (ca-
racterísticas de valor). Tal fato levou ao desenvolvimento de uma estratégia represen-
tacional que permite a lexicógrafos, por exemplo, representarem ou codificarem uma 
riqueza de relações semânticas existentes em uma língua natural, na medida em que 
Um exemplo da utilização da Estrutura Quaha como representação do significado pode ser visto em Hathout (1996) onde 
estão as especificações da elaboração de uma base de conhecimento lexical para o domínio da química, na qual as in-
formações específicas das entidades desse domínio correspondem ao papel Formal da Estrutura Qualia. 
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mantém a estrutura básica de propriedades dos tipos semânticos dados em termos de 
Estrutura Qualia. 
Cada u m dos quatro papéis Qualia é representado como uma relação que está em 
alternância com o topo da hierarquia de outras relações específicas, representando os 
subtipos de informação de uma dado Quale. Essa hierarquia nos quatro papéis Qualia 
é chamada de Conjunto de Qualia Ampliado {Extended Qualia Set). Para cada u m dos 
quatro papéis Qualia foi especificado um Conjunto de Qualia Ampliado, ou seja, foram 
especificados subtipos de um dado papel Qualia que são coerentes com a sua inter-
pretação. 
A partir dos itens lexicais "nadador" e "peixe", vejamos algumas razões lingüísti-
cas para que seja incluído o Conjunto de Qualia Ampliado na captura de similaridades 
entre palavras pertencentes às mais diversas áreas conceptuais. 
Um nadador é claramente u m indivíduo cuja função típica é "nadar" (nos exem-
plos que seguem, os termos entre " < " e " > " são de unidades semânticas (SemUs)): 
nadador 
Qualia F O R M A L = i s a ( < n a d a d o r > , < p e s s o a > ) 
TELIC = i s _ t h e _ a c t i v i t y _ o f 1 0 ( < n a d a d o r > , < n a d a r > ) 
No processo de decodificação da semântica do i tem lexical "pe i te " , pode-se que-
rer codificar a informação de que uma das atividades típicas de u m peixe é nadar. Per-
mutando-se os dois nomes com úm adjetivo, poder-se-á perceber o comportamento 
lingüístico diferente dos dois itens lexicais: 
( 1 ) um velho nadador 
(i) uma pessoa que é velha e que nada. 
(ii) uma pessoa que nada há muito tempo. 
(2) um velho peixe 
(i) u m peixe que é velho. 
(ii) u m peixe que nada há muito tempo. ** 
A informação de que u m peixe "nada" não faz parte corretamente da dimensão 
télica, i.e, não funciona como u m objetivo hereditário. A propriedade de nadar não 
acrescenta uma informação télica para o item, mas especifica o "peixe" na sua dimen-
são constitutiva/física. Por esta razão, a informação de que u m peixe nada é expressa 
no papel Constitutivo de Qualia, por meio da relação Constitutive_activity: 
10 É uma relação da Qualia Ampliada e significa "É_a_atividade_de" 
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peixe 
Qualia = I F O R M A L = l S A ( < p e i x e > , < a n i m a l > ) 
C O N S T = C o n s t i t u t i v e _ a c t i v i t y 1 1 ( < p e i x e > , < n a d a r > ) 
Em nosso modelo de representação, para que fosse possível resgatar as d imen-
sões do significado de um item homônimo, lançamos mão de uma codificação de ba-
se relacional, a partir das possibilidades decomposicionais que nos oferece a noção da 
Estrutura Qualia de Pustejovsky (1995) e da Estrutura Qualia Ampl iada de SIMPLE 
(LENCI, 1999). Desse modo, a ambigüidade semântica entre formas homônimas será 
tratada por meio de papéis formais, constitutivos, télicos e agentivos de acordo com a 
informação lingüística que cada unidade homônima carrega consigo. Por meio da ca-
racterização das informações nesses quatro tipos de papéis, o significado da forma1 
ou forma2 ou forma3 será recuperado de forma desambiguada. Além disso, a relação 
semântica que o i tem homônimo mantém com um outro i tem lexical de u m repertório 
lexical oferecerá indícios para a sua desambiguação. E ainda, a formalização em uma 
base ontológica poderá, ainda, suprir eventuais ambigüidades que o conceito do i tem 
homônimo poderá gerar, dependendo do contexto no qual encontrar-se-á inserido. Os 
valores dos papéis Qualia da Unidade Semântica (SemU) são apresentados por meio 
de relações entre SemU e outras SemUs que especificam a natureza dessas relações. 
O conjunto de relações proposto para representar a informação Qualia contém as rela-
ções que estão disponíveis no Léxico Gerativo e também as que foram introduzidas 
em SIMPLE. De forma esquemática, cada papel da Estrutura Qualia possui as seguin-
tes relações semânticas: 
F O R M A L 
u s a d o po r d e s t i n a d o _ a u s a d o _ c o n t r a 
É uma relação da Qualia Ampliada e significa "Aüvidade_constitutiva" 
92 Alfa, São Paulo, 47 (2): 77-99,2003 














De posse de todas as informações que julgamos necessárias para a construção do 
paradigma da nossa BCL, a saber, 
• informação ontológica 1 2 (subdividida em Tipo, que corresponde ao hipónimo; 
Supertipo, que corresponde ao hiperônimo e Domínio); 
• informação Qualia (papéis Formal, Agentivo.Télico e Constitutivo); 
• informação morfossintática (Rep_PDD, i.e., Representação das partes do discur-
so e Rep_Morí. i.e., Representação morfológica); 
• informação definicíonal, i.e., a definição extraída do dicionário de base, repre-
sentada por Glossário; 
• informação pragmática13, i.e., a contextualização do uso do i tem homônimo, re-
presentada por Exemplo; 
permitimo-nos legitimar o seguinte modelo de BCL, que ora visualizamos por meio do 
exemplo da forma homônima banco: 
12 Paia esse tipo de trabalho, elaboramos uma Ontologia de conceitos que procura representar o conhecimento de mundo 
por meio de categorias de representação, divididas em Classes Fundamentais (Tipo e Supertipo) e Domínios. Como 
amostragem, temos as categorias" 1. Entidade", "1.1. Entidade Concreta", "1.1.1. Localização" "1.1.2. Manufaturado"; 
"1.1.3. Alimentos", "1.1.4 Entidade Viva"; "1.2 Entidade Abstrata". "1.2.1. Tempo". "1.2.2. Fato Cognitivo", "1.2.3. Padrão 
Moral", "1.2.3.4. Doutrina"; "2. Escopo"; "3. Agentivo"; "4. Constitutivo"; "5. Propriedade"; "6. Representação"; "7. Even-
to" para as Classes Fundamentais e "Alimento", "Agricultura/Pesca/Silvrcultura", "Negócios", "Serviços", "Atividades Ar-
tesanais", "Indústria de Transformação", "Construção", "Política e Governo", entre outros, para Domínios A estrutura ar-
bórea completa dessa Ontologia, com exemplificação de inserções de lexias para cada categoria ou sub-categoria, pode 
ser vista em Zavaglra (2002). 
13 Os exemplos foram extraídos de um corpus fundamental de 11 milhões de palavras do Laboratório de Estudos Lexico-
gráficos da Unesp de Araraquara 
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banco [0_1 / 0_2) 
HomoU 1 4 : " b a n c o $ 0 _ l " 
SemU 1 5 : < b a n c o > 
DesamU 1 6 : " o b j e t o $ P _ l " 
Tipo: [Mobília] 
Supertipo: [Manu fa tu rado ] 
Domínio: Móve i s (Mob i l i a r ia ) 
Formal : é_um(<banco>,<objeto>) 
Agentivo: < N i l 1 7 > 
Constitutivo: /erfo_de(<banco>, <pedra> ) 
feito_de(<banco>,<madeira>) 
é_parte_ de(<banco>,<mobíl ia>) 
Télico: usado_para(<banco>,<sentar>) 
Glossário: Obje to a longado , c o m o u s e m encos to , e m q u e várias pessoas p o d e m assentar-se 
Exemplo : Não sei se por causa do vinho, quando me larguei, ou me largaram no banco 
traseiro do carro, pareceu-me ver, sentado na calçada, meu superego arrancando 
os cabelos (CP) 
Rep_PDD: NOME 
Rep_Morfo: MASC SING 
HomoU: " b a n c o $ 0 _ 2 " 
SemU: < b a n c o > 
DesamU: " e m p r e s a $ P _ l " 
Tipo: (Local Construído] 
Supertipo: [Localização] 
Domínio: Sis tema Bancário 
Formal : é„um(<banco>,<empresa>) 




Glossário: E m p r e s a f i n a n c e i r a q u e o p e r a c o m d i n h e i r o , títulos e o u t r o s va l o r es , o n d e se 
depos i t a d i n h e i r o e q u e p o d e empres ta r d i n h e i r o 
Exemplo : Dessa vez desceu um senhor engravatado, coisa difícil por ali, com ares de gerente 
de banco (CP) 
Rep_PDD: NOME 
Rep_Morfo: MASC SING 




O símbolo <Nü> é usado quando o elemento não sofie vanação na composição. 
Essa flecha indica que as duas tabelas encontiam-se conelacionadas 
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Por meio de uma representação gráfica (diagrama), pretendemos tornar explícitos 
os vínculos que cada uma dessas informações possui com a unidade homônima em 
questão, em que: 
• Entidades são: S e m U (Unidade Semântica); HomoU (Unidade Homônima); De-
s a m U (Unidade Desambiguadora). Toda S e m U possui pelo menos duas Ho-
moU, já que estamos tratando de formas homônimas. Exemplo: a S emU <ban-
co> possui duas HomoU, a saber: " banco$0_ l " e "banco$0_2". Toda HomoU 
possui uma De samU : " banco$0_ i " possui a D e s a m U "ob je to$P_ l " e "ban-
co$0_2" possui a DesamU "empresa$P_l". 
• Relacionamentos são os vínculos "é", " tem", "significa", "denota", "desambigua". 
• Relações semânticas são rótulos de arcos que l igam dois nós. Por exemplo, em 
"banco$0_l" : os nós <banco> e <objeto> são ligados pelo arco de rótulo "é_um"; 
<banco> e <pedra> por "feito_de"; <banco> e <tecido> por "feito_de"; <banco> 
e <mobíTia> por "é_parte_de" e <banco> e <sentar> por "usado_para". Essas re-
lações semânticas se encontram na Estrutura Qualia. Vejamos o diagrama: 
Diagrama das entidades/relacionamentos 
PALAVRA 
S e m U 
Ç Definição 
D e s a m U 
Conceito 
ontológico 
^) ( Domínio ^) 
N i , 
Ç Tipo ( Supertipo~^) 
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Figura (1) Diagrama Entidades/Relacionamento 
Considerações finais 
A Estrutura Qualia do Léxico Gerativo serviu como estrutura representacional pa-
ra expressar partes do aspecto componencial do significado lexical, na medida em que 
se demonstrou capaz de resgatar ou de capturar diferentes graus de complexidade 
entre itens lexicais e de sustentar, ainda, u m conjunto de inferências que está disponí-
vel para default, ou melhor, essas inferências são usadas como um padrão a ser segui-
do. Para cada um dos quatro papéis Qualia, especificamos um Conjunto de Qualia A m -
pliado, ou seja, esmiuçamos subtipos de u m dado papel Qualia por meio de diversas 
relações semânticas, dependendo das características intrínsecas a cada papel Qualia. 
A BCL conta hoje com cerca de 200 formas homônimas de categoria nominal, estrutu-
radas e organizadas segundo o modelo exposto. 
Como resultado concreto de nossas pesquisas, análises e investigações, nos pro-
pusemos a apresentar uma versão computacional de nosso modelo de Base de Conhe-
cimento Lexical - BCL que foi implementada pelo Núcleo Inter inst i tucional de L in -
güística Computacional - NILC da Universidade de São Paulo - USP/São Carlos que 
se encontra residente no próprio NILC, em uma máquina servidora, com a seguinte 
configuração: Pentium I I MMX, 266 MHz, 128 M b RAM, com sistema operacional 
Windows 2000 Server (ZAVAGLIA, 2002). 
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