Abstract
Introduction
Optimization algorithms can be roughly divided into two main groups consisting of mathematical programming techniques and meta-heuristic methods. Many different mathematical programming techniques have been proposed and developed during the past decades. Linear programming, convex programming, integer programming, quadratic programming, and dynamic programming are some of these approaches that have been utilized for optimization problems. These methods usually provide accurate solutions; however, most of them need the gradient information of the objective function, and are dependent on the initial points.
In order to address these shortcomings meta-heuristic algorithms are developed. These algorithms are meant to find some sub-optimal solutions in an affordable time and are usually inspired from natural phenomena. Genetic Algorithms (GA) proposed by Holland [1] and Goldberg [2] are inspired by Darwin's theory of biological evolutions. Particle Swarm Optimization (PSO) proposed by Eberhart and Kennedy [3] simulates social behavior of flocks of birds and schools of fishes. Ant Colony Optimization (ACO) formulated by Dorigo [4] imitates foraging behavior of some species of ants. Many other natural-inspired algorithms such as Simulated Annealing (SA) proposed by Kirkpatrick et al. [5] , Harmony Search (HS) presented by Geem et al. [6] , Gravitational Search Algorithm (GSA) proposed by Rashedi et al. [7] , Big Bang-Big Crunch algorithm (BB-BC) proposed by Erol and Eksin [8] , and improved by Kaveh and Talathari [9] have been proposed in recent years. Due to their good performance and ease of implementation, these methods have been widely applied to various problems in different fields of science and engineering. Structural optimization is one of the active branches of applications for optimization algorithms [10] [11] [12] [13] [14] [15] [16] [17] [18] . One of the recently developed meta-heuristic algorithms is the Charged System Search proposed by Kaveh and Talatahari [19] that uses the Coulomb and Gauss laws of physics and Newtonian laws of mechanics to guide some Charged Particles (CPs) to explore search space and locate the optimal solutions. This algorithm is further improved by utilizing the governing laws of magnetic forces and is presented as Magnetic Charged System Search by Kaveh et al. [20] . In this algorithm the movements of CPs are determined due to the total force (Lorentz force) instead of using the electric forces merely as in CSS.
In this paper, the MCSS algorithm is applied to some structural optimization problems. The remainder of the paper is organized as follows: in Section 2 a brief review of the MCSS algorithm is presented. In Section 3, the formulation of the structural optimization is presented for truss and frame structures. The MCSS algorithm is then applied to different optimization problems in Section 4. Finally, some concluding remarks are provided in Section 5.
Optimization Algorithm
Magnetic Charged System Search (MCSS) introduced by Kaveh et al. [20] considers the optimization agents to be moving charged particles exerting a series of electric and magnetic forces on each other. These forces which are determined and controlled on the basis of the solutions' qualities and rates of progress attract the particles gradually to better positions of the search space and lead to eventual convergence.
MCSS assumes the charged particles to be moving through straight virtual wires, as shown in Fig. 1 . These wires create a magnetic field on the points surrounding them depending on their radius (R), the electric current passing through them (I), and the distance to the point (r). The other CPs moving in the search space are influenced by these magnetic fields.
The steps of MCSS can be summarized as follows:
Step 1. Initialization The initial positions of the CPs are randomly determined using a uniform source, and the initial velocities of the particles are set to zero. A memory is used to save a number of best results. This memory is called the Charged Memory (CM).
Step 2. Determination of electric and magnetic forces and the corresponding movements.
• Electric Force Determination: Each charged particle imposes electric forces on the other CPs according to the magnitude of its charge. The charge of each CP is:
where f it(i) is the objective function value of the ith CP, f it best and f it worst are the best and worst fitness values so far among all CPs, respectively. In addition to the electric charge, the magnitudes of the electric forces exerted on the CPs are dependent on the separation distance that is,
where X i and X j are the positions of the ith and jth CPs, and r i j is the separation distance of them. X best is the position of the best current CP, and ε is a small positive number to prevent singularity. The probability of the ith CP being attracted by the jth CP is expressed as:
The electric resultant force F E, j , acting on the jth CP can be calculated by superposing the electric forces exerted by different CPs using the following equation,
in which R is the radius of the particles usually taken as unity.
• Magnetic Force Determination: Each CP moves in a virtual wire and produces a magnetic field around itself. The average electric current of the ith CP in its kth iteration can be calculated as:
where d f i,k is the variation of the objective function in the kth movement (iteration). f it k (i) and f it k−1 (i) are the values of the objective function of the ith CP at the start of the kth and k − 1th iterations, respectively. The value of the magnetic force F B, ji exerted on the jth CP because of the magnetic field produced by the ith virtual wire can be expressed as:
where q i is the charge of the ith CP, R is the radius of the virtual wires, I i is the average electric current in each wire, and pm ji is the probability of the magnetic influence (attraction or repulsion) of the ith wire on the jth CP. This term can be computed by the following expression:
This expression indicates that only a good CP can affect a bad CP by the magnetic force. The resultant magnetic force due to the group of CPs is then calculated as:
• Total Acting Force: the total acting force on the jth CP due to the simultaneous effect of electric and magnetic forces is then evaluated as:
where F j is the total force acting on the jth CP.
• Movement Calculation. Under the influence of the abovementioned forces, each CP moves to its new position:
where rand j1 and rand j2 are two random numbers, which are uniformly distributed in the range (0,1). k a is the acceleration coefficient, k v is the velocity coefficient, and m j is the mass of the particle which is considered to be equal to q j . The velocity coefficient controls the influence of the previous velocity of the particles. In other words, this coefficient is related to the exploration ability of the algorithm. The acceleration coefficient controls the effect of the acting force i.e. it influences the exploitation tendency of the algorithm. In order to maintain more exploration at the early iterations and more exploitation at the final iterations the magnitudes of k a and k v are set as:
where iter is the current iteration number, and iter max is the maximum number of iterations. Therefore, the value for k a increases as the optimization process proceeds, while the value for k v decreases.
Step 3. Charged Memory (CM) Updating At the end of each iteration the Charged Memory is updated i.e. less good particles stored in previous iterations are discarded and better newly found particles are stored.
Step 4. Checking the Termination Criteria Steps 2 and 3 are repeated until one of the specified termination criteria is satisfied.
Problem formulation

Truss optimization problem
In a truss optimization problem the goal is to minimize the weight of the structure while satisfying some constraints. These constraints can be imposed on stresses in members, displacements of nodes, natural frequencies and other response parameters. Cross-sectional areas of the members are considered to be the design variables which can be assumed to change either continuously or discretely. The optimization problem can be stated mathematically as follows:
Subject to:
for some natural frequencies m ω n ≥ ω * n for some natural frequencies n i = 1, 2, . . . , nm; k = 1, 2, . . . , nn; l = 1, 2, . . . , lc; (14) where X is the vector containing the design variables; nm and nn are the number of members and nodes of structure, respectively; lc is the number of loading conditions; n is the number of variables which is chosen with respect to symmetry and practice requirements; Mer (X) is the merit function; f (X) is the cost function, which is taken as the weight of the structure; f penalty (X) is the penalty function which is taken as zero when all of the constraints are satisfied; dc is the number of displacement constraints; σ i is the stress of the ith member and σ i min and σ i max are its lower and upper bounds, respectively; δ j is the displacement of the jth degree of freedom and δ k min and δ k max are the corresponding lower and upper limits, respectively; ω m is the mth natural frequency of the structure and ω * m is its upper bound. ω n is the nth natural frequency of the structure and ω * n is its lower bound.
The constraints are handled using a penalty function approach. The penalty function can be defined as:
where q is the number of constraints. If the ith constraint is satisfied v i will be taken as zero, if not it will be taken as:
where p i is the response of the structure and p * i is its bound. The parameters ε 1 and ε 2 are parameters to the exploration and the exploitation rate of the search process.
Frame optimization problem
Optimal design of frame structures can be mathematically formulated as:
for inter-story drift constraints (17) Here σ I is stress in ith element; σ a i is the allowable stress in ith member; nm is the number of frame members in the structure; ∆ is the maximum lateral displacement; H is the height of the structure; R is the maximum drift index; d j is the inter-story drift; h j is the story height of the jth floor; ns is the total number of stories; and R j is the inter-story drift index permitted by the code of practice.
AISC 2001 [21] is used here for the design of frame structures. The maximum allowable inter-story drift index is taken as 1/300 and for the LRFD interaction formula (AISC 2001, Equation H1-1a, b), the constrains are defined as:
where P u is the required axial strength (tension or compression); P n is the nominal axial strength (tension or compression); ϕ c is the resistance factor (ϕ c = 0.9 for tension and ϕ c = 0.85 for compression); M ux and M uy are the required flexural strengths in the x and y directions, respectively; M nx and M ny are the nominal flexural strengths in the x and y directions (for two-dimensional structures, M ny = 0); and ϕ b is the flexural resistance reduction factor (ϕ b = 0.9). The same penalty function as used in truss optimization can be used here.
Numerical Examples
Four numerical examples consisting of both frames and trusses with different performance constraints are considered here:
• A ten-bar truss with frequency constraints
• A 72-bar spatial truss with stress and displacement constraints
• A one-bay eight-story frame with lateral drift constraint
• A three-bay 24-story frame with LRFD specification and inter-story drift constraints A population of 25 CPs is considered for the first three examples and 50 CPs are used for the last one. Maximum number of iterations is considered as the termination criterion. The optimal results obtained from the proposed algorithm are compared to some of the previously reported results. These comparisons indicate the viability of the algorithm in solving different types of structural optimization problems.
In order to calculate the effective length factors which are needed in example 4 the following approximate formula based on Dumonteil [22] is used:
where G A and G B refer to the stiffness ratio or the relative stiffness of a column at its two ends.
Example 1:
A ten-bar truss Frequency constraint size optimization of a 10-bar planar truss as shown in Fig. 2 is considered as the first example.
This example is viewed as one of the most well-known benchmark problems in frequency constraint structural optimization. Each member's cross-sectional area is regarded as an independent continuous variable. A non-structural mass of 454.0 kg is attached to the free nodes. Table 2 shows the optimal solutions found by different algorithms. It should be noted that a modulus of elasticity of E = 6.98 ×10
10 Pa is used in Gomes [27] and Kaveh and Zolghadr [23, 24] . This will generally result in relatively lighter structures. Considering this, it appears that the proposed algorithm has obtained one of the best solutions so far. Using E = 6.98 ×10 10 Pa the proposd algorithm finds a structure weighted 529.11 kg, which is lighter than that of CSS and enhanced CSS and is only slightly heavier than CSS-BBBC. Table 3 presents the natural frequencies of the optimized structures obtained by different methods. All of the constraints are satisfied according to the table with an exception of the structure found by Sedaghati et al. [24] The convergence curve of the best run of the MCSS optimizing the 10-bar planar truss is depicted in Fig. 3 .
Example 2:
A 72-bar spatial truss A 72-bar space truss as shown in Fig. 4 is considered as the second example. This problem has been studied previously by Wu and Chow [30] , Li et al [31] and Kaveh and Talatahari [32] among others. The material density is 0.1 lb/in 3 (2767.990 kg/m 3 ) and the modulus of elasticity is 10,000 ksi (68,950 MPa). The members are subjected to stress limitations of ±25 ksi (±172.375 MPa). The uppermost nodes are subjected to displacement limitations of ±0.25 in (±0.635 cm) both in x and y directions. The discrete variables are selected from Table 4. The loading conditions applied to the structure are listed in Table 5 . The elements of this structure are grouped in 16 groups according to Table 6 . Optimal results obtained by different methods are listed in Table 7 . It can be seen that the MCSS algorithm has obtained the best results. Fig. 5 represents the convergence curve of the best run of MCSS for the 72-bar spatial truss. Constraints on first three frequencies/ Hz
Tab. 2. Optimal design cross sections (cm 2 ) for several methods for the ten bar planar truss (weight does not include added masses).
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[ Per. Pol. Civil Eng. According to Table 7 , MCSS obtains the lightest structure among the present methods. For further comparison, the problem is also solved using the standard CSS. It can be seen that the MCSS performs slightly better than the standard CSS.
Group number Elements Group number Elements
Example 3:
A one-bay eight-story frame Configuration and the applied loads of a one-bay eight-story frame are depicted in Fig. 6 . Several researchers have optimized this structure using different optimization approaches. Khot et al. [34] used an optimality criterion to investigate it. Camp et al. [35] optimized it using a Genetic algorithm and Kaveh and Shojaee [36] and Kaveh and Talatahari [37] utilized ACO and IACO to solve it.
The 24 elements of the structure are grouped into 8 design variables; the same beam section to be used for two consecutive stories, beginning at the foundation, and that the same column section is used every two consecutive stories. The only performance constraint is considered to be the structure's lateral drift at the top story (no more than 5.08 cm). The modulus of elasticity of the material used is taken as E = 200 GPa. All frame sections are chosen from the entire set of 267 W-shapes. Table 8 presents a comparison between the best results obtained by different methods for the one-bay eight-story frame. Fig. 7 shows the convergence curve of the best run for the onebay eight-story frame. Table 8 indicates that the present algorithm has obtained the best result for this example. Comparison of the results shows that the performance of MCSS is better than that of CSS.
Example 4: A 3-bay 24-story frame Topology and applied loads of a 3-bay 24-story frame are depicted in Fig. 8 . This structure has been designed originally by Davison and Adams [38] . Saka and Kameshki [39] utilized a GA algorithm to obtain a least-weight design conforming to AISC specifications [23] and to BS 5950 [40] . Camp et al. [41] utilized ACO conforming to AISC specifications [23]. Kaveh and Talatahari [37] used an improved ACO to develop a design conforming to the LRFD specification (AISC 2001) and used an inter-story drift displacement constraint. Kaveh and Talatahari [42] utilized standard CSS to optimize the structure using the same constraints. Here LRFD interaction formula (AISC 2001) together with inter-story drift is considered as performance constraints. The modulus of elasticity of the material is taken as E = 205 GPa and it's yield stress as f y = 230.3 MPa. The structure's 168 elements are grouped as follows: the same beam section is used in the first and third bay on all floors except for the roof, the beams of the second bay share the same section on all floors except for the roof, the first and third bay beams on the roof share the same section, the beam of the second bay on the roof is an independent variable. This results in 4 beam groups. The exterior columns are combined into one group and the interior columns are combined into another group over three consecutive stories beginning from the foundation. This results in 16 column section groups.
The effective length factor of the members are calculated as K x ≥ 1 for a sway-permitted frame and the out-of-plan effective length factors are considered as K y = 1. All of the members are assumed to be unbraced along their lengths.
Two different optimization cases are considered here. In Case 1 the beam sections can be selected from the entire list of Wshapes while the columns are restricted to W14 sections. In Case 2 all the elements are free to be chosen from the entire list of Wshapes.
According to Table 9 , the present algorithm finds the best results in both cases. It is also seen that the MCSS performs better than the standard CSS for the cases considered in Kaveh and Talatahari [42] . Fig. 9 and Fig. 10 show the convergence curves of the best runs of MCSS for the 3-bay 24-story frame structure in Case 1 and Case 2, respectively. Fig. 11 and Fig. 12 represent the stress ratios for the members of the 3-bay 24-story frame in Case 1 and Case 2, respectively. Fig. 13 depicts the inter-story drift of the optimal structures in Cases 1 and 2.
Concluding remarks
A newly proposed meta-heuristic algorithm named Magnetic Charged System Search Kaveh et al. [20] , which can be considered as an extension of the standard CSS proposed by Kaveh and Talatahari [19] , is utilized here for optimal design of truss and frame structures.
MCSS maintains some extra information about the search space by introducing additional forces called magnetic forces into the standard CSS. These forces are supposed to portray the improvements of the objective function values of the CPs ignoring their relative excellence among the population.
The MCSS algorithm is applied to four structural examples including trusses and frames with different performance constraints. Comparisons of the obtained results with those available in the literature indicate the superiority of the algorithm in finding optimal solutions in the studied examples. Comparisons show that the MCSS generally performances better than the standard CSS. 
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