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ABSTRACT
Cyber-physical systems (CPS) are the new generation of engineered systems
integrated with computation and physical processes. The integration of computa-
tion, communication and control adds new capabilities to the systems being able
to interact with physical world. The uncertainty in physical environment makes
future CPS to be more reliant on machine learning algorithms which can learn and
accumulate knowledge from historical data to support intelligent decision mak-
ing. Such CPS with the incorporation of intelligence or smartness are termed as
intelligent CPS which are safer, more reliable and more efficient.
This thesis studies fundamental machine learning algorithms in supervised
and unsupervised manners and examines new computing architecture for the de-
velopment of next generation CPS. Two important applications of CPS, including
smart pipeline and smart grid, are also studied in this thesis. Particularly, re-
garding supervised machine learning algorithms, several generative learning and
discriminative learning methods are proposed to improve learning performance.
For the generative learning, we build novel classification methods based on ex-
ponentially embedded families (EEF), a new probability density function (PDF)
estimation method, when some of the sufficient statistics are known. For the dis-
criminative learning, we develop an extended nearest neighbor (ENN) method to
predict patterns according to the maximum gain of intra-class coherence. The new
method makes a prediction in a “two-way communication” style: it considers not
only who are the nearest neighbors of the test sample, but also who consider the
test sample as their nearest neighbors. By exploiting the generalized class-wise
statistics from all training data, the proposed ENN is able to learn from the global
distribution, therefore improving pattern recognition performance and providing a
powerful technique for a wide range of data analysis applications. Based on the
concept of ENN, an anomaly detection method is also developed in an unsupervised
manner.
CPS usually have high-dimensional data, such as text, video, and other multi-
modal sensor data. It is necessary to reduce feature dimensions to facilitate the
learning. We propose an optimal feature selection framework which aims to select
feature subsets with maximum discrimination capacity. To further address the
information loss issue in feature reduction, we develop a novel learning method,
termed generalized PDF projection theorem (GPPT), to reconstruct the distribu-
tion in high-dimensional raw data space from the low-dimensional feature subspace.
To support the distributed computations throughout the CPS, it needs a novel
computing architecture to offer high-performance computing over multiple spatial
and temporal scales and to support Internet of Things for machine-to-machine
communications. We develop a hierarchical distributed Fog computing architecture
for the next generation CPS. A prototype of such architecture for smart pipeline
monitoring is implemented to verify its feasibility in real world applications.
Regarding the applications, we examine false data injection detection in smart
grid. False data injection is a type of malicious attack which can threaten the
security of energy systems. We examine the observability of false data injection
and develop statistical models to estimate underlying system states and detect
false data injection attacks under different scenarios to enhance the security of
power systems.
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CHAPTER 1
Introduction
In the past few decades, the communications and embedded computing tech-
nologies have been widely used in almost all types of systems due to the rapid
development of information technologies. The embedding systems which integrate
networked computations into physical processes are now referred to as the Cyber-
Physical Systems (CPS), which allows researchers to incorporate intelligence or
smartness into the systems to enhance the interactions with physical world and
enable new functions not previously possible. The CPS are now everywhere: in
many consumer products such as robots, vehicles and personal devices; energy
systems such as smart grid; many civil infrastructures such as smart building and
smart home; industrial control systems such as nuclear plants, to name a few. It
has also been seen as the future of information technology which will transform
how people interact with the physical world, just as the internet transformed how
people interacted with each other.
Toward intelligent CPS, it is necessary to incorporate computational intelli-
gence into physical processes, adding new capacities to the systems such as safety,
efficiency and productivity. For example, smart building, or green energy build-
ing, can greatly reduce economical cost and environmental impact by maintaining
optimal operations under different situations; smart energy systems can be more
robust and safer by detecting different types of false data injection attacks; au-
tonomous vehicles can drive safely by avoiding all possible collisions; smart disaster
management systems can offer quick response and optimal distribution of munici-
pal emergency services by predicting hazardous events and maintaining situation
awareness. In other words, the systems incorporated with the “intelligence” will be
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able to handle the uncertainty in physical world such that the systems are robust,
adaptive and fault tolerant to the dynamically changing environment.
In this thesis, we contribute to the foundations of computational intelligence
in CPS. Specifically, this thesis focuses on the development of advanced machine
learning algorithms which could have wide applications in CPS such as disease
prediction in smart healthcare systems, attack detection in smart grid and smart
infrastructure, event and behavior recognition in smart transportation systems,
and so on. Two fundamental machine learning frameworks are proposed: expo-
nentially embedded family (EEF) based learning and extended nearest neighbor
(ENN) based learning. Meanwhile, to facilitate the learning in high dimensional
data sets, we contribute an effective feature selection method to reduce feature
dimensions. In these machine learning algorithms, we aim to extract useful infor-
mation such as patterns and distributions from the senor data, which are usually
related to the data analysis. However, since the wide deployment of sensors leads
to large amounts of data, the traditional computing architecture may be inap-
propriate for the distributed big data analysis in CPS. We are also interested in
investigating a new computing architecture, called Fog computing, for CPS. Two
important CPS applications, including smart pipeline and smart grid, are inves-
tigated with the incorporation of intelligence. For the rest of this chapter, we
will provide a brief introduction to the learning and computing problems in CPS,
outline our contributions and provide a summary of related work. We first intro-
duce the general structure of intelligent CPS and discuss the challenges toward
intelligent CPS.
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1.1 Intelligent Cyber-Physical Systems
1.1.1 Typical Structure of Cyber-Physical Systems
Cyber-physical systems are advanced complex systems in which the sensing,
computational and physical processes are tightly coordinated to work together
effectively to interact with the physical environment. A general structure of the
typical CPS is shown in Fig. 1.1. A typical CPS usually includes four parts: physi-
cal components, sensing network, computing devices, and communication network.
The physical components are the physical systems we are interested to monitor and
protect. The second part is the sensing network which are consisted of networked
sensors. The sensors are necessary to be deployed to monitor the physical envi-
ronment, e.g., temperature and pressure, and the physical processes, e.g., system
states and parameters. The sensor data are transferred to the computing devices,
in which the data are processed and analyzed and the controllable decisions are
made using computational intelligence methods to actuate the physical components
with actuators. The computing devices are interconnected by the communication
network so that they can be coordinated to work effectively to complete desired
computational tasks in which spatial data are needed.
Figure 1.1: Typical structure of CPS.
3
1.1.2 Need for CPS Intelligence
The incorporation of intelligence will make the CPS to be able to execute
complex tasks in dynamic environments and under unforeseen conditions. To ad-
dress this uncertainty of physical world, machine learning provides solutions in
a statistic manner, which would always try to make optimal decisions in terms
of performance such as prediction accuracy, efficiency, robustness, and other spe-
cific metrics. Among many types of machine learning methods, classification and
clustering would have wide applications in CPS to identify patterns among the col-
lected sensor data, such as anomaly detection for protecting system safety, behav-
ior recognition for understanding surrounding environment, prediction for system
optimization and planning, to name a few. In this thesis, we will propose a wide
range of learning algorithms ranging from feature representation, classification and
anomaly detection, and show that they can improve the learning performance for
many real-life applications.
1.1.3 Computing and Communication Architecture in CPS
The communication among different computing devices are commonly referred
to as the Internet of Things (IoT), which is a type of machine-to-machine (M2M)
communication. Such M2M communications will be dominated in future CPS,
which allows data transfer over a network without or with little human interven-
tion. This transformation of communication network in CPS makes it greatly
different from many existing systems with human-to-human or human-to-machine
communication.
It is also worth noticing that the wide deployment of sensors in CPS will gen-
erate large amounts of data streams, which leads to the big data analysis challenge.
The big data analysis of CPS requires high-performance distributed computing to
process massive data streams in real time. Both IoT and big data analysis require
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us to investigate novel computing and communication architectures in CPS. In
this thesis, we will propose a new high-performance computing architecture to of-
fer high-performance distributed computing and support the domination of M2M
communication in CPS.
1.2 Machine Learning Algorithms in CPS
The first important part of intelligent CPS considered in this thesis is the
development of advanced machine learning algorithms which is the study of how
to automatically learn from past observations to make accurate predictions and
decisions. The incorporation of machine learning algorithms will bring intelligence
into various kinds of systems and enable them to handle uncertainty in the interac-
tion of physical world. In below, we will briefly discuss the motivations of different
types of machine learning problems in the context of CPS applications:
• Feature representation in CPS
The wide use of high-resolution senors leads to high-dimensional data sets in
many CPS. The learning performance will be reduced when the dimension-
ality increases for limited labeled data, which is usually referred to as the
“curse of dimensionality” issue. Instead of using all features, it is better to
select those most important features to reduce redundancy and irrelevancy
among data, thereby improving the learning performance and reducing the
computational burden as well. Most existing feature selection methods con-
sider the dependency and relevancy among features as the rule, and their
theoretical analysis is missing. An optimal feature selection rule is needed
to select those features with maximum discriminative capacity for discrim-
ination. In Chapter 2, we will discuss this optimal feature selection rule in
detail.
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• Classification in CPS
In machine learning, classification is the problem of classifying a new ob-
servation into given set of categories on the basis of a training data set
(past observations whose category memberships are known). Many prob-
lems could be formulated as the classification problem which has wide ap-
plications including object recognition, speech recognition, face recognition
and verification, disease prediction, DNA prediction, behavior recognition,
etc. The implementation of these classification methods would bring new
functions into different CPS. For example, object recognition and behavior
analysis with camera senor data will help smart transportation systems to
have better understanding of surrounding environment, which is necessary for
autonomous vehicles to support automated planning and control to achieve
desired destinations. Disease prediction such as Parkinson’s disease with pa-
tient examination records or behavioral changes will help smart healthcare
to provide better healthcare to these patients. In past few decades, a large
number of classification methods have been developed, which can be cate-
gorized into two types of learning: generative learning and discriminative
learning. We will discuss these two new learning frameworks in detail: one
is the generative learning based on distribution construction in Chapter 3,
and the other one is the discriminative learning based on nearest neighbors
in Chapter 4.
• Anomaly detection in CPS
Anomaly detection (or outlier detection) is another important task in ma-
chine learning and data mining, which is the identification of observations
which do not follow the patterns of other observations in a data set. Anomaly
detection can be widely used to protect the safety of many CPS, since many
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malicious events and intrusions are usually rare and different from normal
activities. For example, anomaly detection can be used to detect false data
injection attacks to avoid potential blackouts in smart grid, and can be also
used to detect network intrusions to avoid traffic congestion in smart network.
The abnormal behavior or operation detection in smart critical infrastruc-
tures such as nuclear plants can prevent large-scale disasters. Classification
and clustering are two major types of anomaly detection methods. While
classification methods require a training data set in which data are labeled
as “normal” and “abnormal” and train a classifier in a supervised manner,
clustering methods detect anomalies in a unsupervised manner under the as-
sumption that anomalies are different from the majority of data. In Chapter
4, we will propose a new method to detect both local and global anomalies
in an unsupervised manner, and in Chapter 6, we will develop a statisti-
cal method for false data injection detection for smart grid in a supervised
manner.
1.3 High-Performance Computing Architectures in CPS
To implement machine learning algorithms into CPS, we further need to inves-
tigate new computing architectures to satisfy the requirements of IoT and big data
analysis. At first, since the tight coupling of computation, networking and physical
processes in CPS, the communication in CPS is dominated by the M2M communi-
cation. Typically, the M2M communication refers to the communications among
different senors, computing devices, actuators, and physical terminal components
in CPS, as shown in Fig. 1.1. It can be shown that the M2M communication is
an essential enabler of CPS.
Meanwhile, many CPS are facing the challenge of big data analysis, since
the large number of sensors are deployed and continuously generate massive data
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streams. The collected sensor data are transferred through the network to comput-
ing devices in which these sensor data are processed and analyzed to support intel-
ligent decision making. For example, in smart cities, all kinds of sensors are needed
to measure environmental changes such as temperature, pressure, and humidity,
and to protect the safety of critical infrastructure components. In autonomous
vehicles, cameras, lasers and radars are necessary components to sense the sur-
rounding environment to detect possible collisions. While the above mentioned
machine learning algorithms can provide solutions of effective data analysis in-
cluding feature representation, information extraction and decision making, it also
requires high-performance computing to support these data analysis over multiple
spatial and temporal scales.
The design of tightly-coupled CPS poses new challenges related to distributed
computing, timing requirement, failures, and data communications. Cloud com-
puting is commonly considered as the high-performance distributed computing.
The integration of CPS and Cloud computing, called Cyber-Physical Cloud Com-
puting (CPCC), could be a solution, where all data flows get into data centers, are
stored with distributed file systems, and are processed with distributed comput-
ing technologies. However, CPCC may fail to offer real-time decision making. For
many critical applications, it would be too late to receive the centralized commands
from data centers. To support both IoT and big data analysis, we will investigate
a novel hierarchical distributed Fog computing architecture in Chapter 5.
1.4 Smart-X applications
The integration of computational intelligence brings “smartness” into various
kinds of physical systems. For example, smart vehicles with object recognition and
behavior analysis will have better understanding of surrounding environment and
be able to avoid potential collisions with obstacles and pedestrians when driving on
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the road; smart grid with attacks detection will lead to a safer energy system; smart
farm with crop identification will enable agriculture automation; smart building
with state prediction will achieve optimal operations and save a lot of energy in
future buildings. All these intelligent CPS could be considered as the class of
system of Smart-X.
Notice that different Smart-X systems have their unique computational ap-
plications with different types of sensor data. In this thesis, we will investigate
three Smart-X applications: smart pipeline, robotics, and smart grid. Particu-
larly, we apply intelligent learning algorithms to physical systems to achieve de-
sired functionalities. In Chapter 5, as a prototype of the proposed Fog computing
architecture, we will apply feature reduction and spatial-temporal learning method
to identify hazardous events to protect the safety of pipelines (gas/oil/water). In
Chapter 6, the detection of false data injection will be discussed in detail to protect
the security of smart grid.
1.5 Summary of Thesis Contributions
The contributions of this thesis are three parts towards intelligent CPS: ma-
chine learning algorithms, computing architectures, and applications. For the part
of machine learning algorithms, we contribute one optimal feature selection frame-
work to further facilitate the learning for high-dimensional data and two novel
learning frameworks: EEF-based generative learning and ENN-based discrimina-
tive learning, for classification and anomaly detection in many CPS. For the part
of computing architecture, we propose a hierarchical distributed Fog computing
architecture to support both big data analysis and IoT. A prototype of this ar-
chitecture is also developed to demonstrate its feasibility. For the applications
of CPS, we investigate the integration of computational intelligence into power
systems. The brief summary of the key contributions of this thesis is outlined as
9
follows:
10
Machine Learning Algorithms:
1. Toward Optimal Feature Selection for Classification. Automated feature se-
lection is important for classification to reduce feature size and to speed
up the learning process of classifiers. A novel and efficient feature selection
framework based on the Information Theory is proposed, which aims to rank
the features with their discriminative capacity. A new divergence measure,
called Jeffreys-Multi-Hypothesis (JMH) divergence, is introduced to measure
multi-distribution divergence for a general classification problem. Based on
the JMH-divergence, two efficient feature selection methods, termed maxi-
mum discrimination (MD) and MD − χ2 methods, are developed to select
the optimal feature subsets.
2. EEF: Exponentially Embedded Family for Classification. EEF is a novel
probability density function (PDF) construction method based on known
reference distributions. Given a set of training data, a new generalized PDF
is constructed with respect to the reference distribution. Based on the con-
structed PDF, a decision rule is built for classification in either a data-driven
manner or a model-driven manner. The proposed method provides an effec-
tive way to address the problem of model parameters learning using embed-
ded latent variable exponential family probability for classification.
3. GPPT: Generalized PDF Projection Theorem via EEF. Information loss may
always happen in feature reduction, which will reduce the learning perfor-
mance. To address this information loss issue in feature reduction, a novel
exponentially embedded families (EEF) based classification method is pro-
posed, in which the probability density function (PDF) on raw data is esti-
mated from the PDF on features. With the PDF construction, class-specific
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features can be used in the proposed classification method, instead of a com-
mon feature subset for all classes as used in conventional approaches.
4. ENN: Extended Nearest Neighbor Method for Classification. A new super-
vised classification method, extended nearest neighbor (ENN), is proposed
according to the maximum gain of intra-class coherence. Unlike the classic
k -nearest neighbor (KNN) method, in which only the nearest neighbors of
a test sample are used to estimate a group membership, the ENN method
makes a prediction in a “two-way communication” style: it considers not
only who are the nearest neighbors of the test sample, but also who consider
the test sample as their nearest neighbors. By exploiting the generalized
class-wise statistics from all training data by iteratively assuming all the
possible class memberships of a test sample, the ENN is able to learn from
the global distribution, therefore improving pattern recognition performance
and providing a powerful technique for a wide range of data analysis appli-
cations.
5. A Local Density-Based Approach with Extended Nearest Neighbors for Lo-
cal Outlier Detection. Outlier detection is widely used in many CPS to
detect possible malicious behaviors and bad data. One simple but effective
density-based outlier detection approach with the local kernel density estima-
tion (KDE) is developed. A Relative Density-based Outlier Score (RDOS)
is introduced to measure the local outlierness of objects. Instead of using
only k nearest neighbors, both reverse nearest neighbors and shared nearest
neighbors of an object are used for density distribution estimation. Some
theoretical properties of the RDOS including its expected value and false
alarm probability are derived to help select important parameters for outlier
detection in real systems.
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Computing Architectures:
6. A Hierarchical Distributed Fog Computing Architecture in CPS. The natural
characteristic of geo-distribution in CPS requires a new computing paradigm
to offer location-awareness and latency-sensitive monitoring and intelligent
control. Fog Computing, which extends the computing to the edge of net-
work, fits this need. A hierarchical distributed Fog Computing architecture
is proposed to support the integration of massive number of infrastructure
components and computations. A working prototype is also constructed to
experimentally evaluate the feasibility of the proposed architecture for smart
pipeline monitoring.
Applications:
7. False Data Injection Detection in Smart Grid. In smart energy systems,
state estimation and false data injection detection are two important aspects
to maintain normal operations. This work considers the situation when the
measurements are corrupted by colored Gaussian noise. By modeling the
noise with the autoregressive process, the states of the power transmission
networks are estimated and a generalized likelihood ratio test (GLRT) de-
tector is developed to detect false data injection attacks. It can be shown
that the conventional approach with the assumption of Gaussian noise is a
special case of the proposed method, and thus the new approach has more
applicability.
1.6 Related Work
The general machine learning algorithms and computing architectures pro-
posed in this thesis could be used in various CPS. In the section, we give a brief
literature review of topics in each chapter. Closely related work will be discussed
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in detail in later chapters.
Effective feature representation is an important topic in the learning from
high-dimensional data. Feature selection methods discussed in Chapter 2 aim to
select those most important features to facilitate the learning. In past decades,
a number of feature selection methods have been proposed, which can be usually
categorized into the following two types of approaches: the filter approach and
the wrapper approach [1]. The filter approach selects feature subsets based on the
general characteristics of the data without involving the learning algorithms that
will use the selected features. A score indicating the “importance” of the feature
is assigned to each individual feature based on an independent evaluation crite-
rion [2, 3, 4, 5], such as distance measure, entropy measure, dependency measure
and consistency measure. After that, the filter approach only selects a number
of top ranked features and ignores the rest. Alternatively, the wrapper approach
greedily searches for better features with an evaluation criterion based on the same
learning algorithm [6][7]. Although it has been shown that the wrapper approach
usually performs better than the filter approach, it has much more computational
cost than the filter approach, which sometimes makes it impractical. Typically,
the filter approach is predominantly used because of its simplicity and efficiency.
However, the filter approach evaluates the goodness of a feature by only exploiting
the intrinsic characteristics of the training data without considering the learning
algorithm for discrimination, which may lead to an undesired classification per-
formance. Given a specific learning algorithm, it is difficult to determine which
filter feature selection approach is the best for discrimination in a theoretical way.
In Chapter 2, we develop an optimal feature selection framework based on infor-
mation theory to select those features with maximum discriminative capacity to
achieve best performance.
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Supervised learning algorithms fall into one of two categories: generative learn-
ing and discriminative learning [8]. While the discriminative learning methods
learn a mapping function from input variables to output class labels, the genera-
tive learning methods learn underlying joint distribution models of the given data.
The EEF-based learning in Chapter 3 is a type of generative learning which is
closely related to the learning with PDF estimation [9][10][11]. The PDF esti-
mation is a long-standing research area in both statistics and machine learning.
Traditionally, two types of PDF estimation methods have been widely used: para-
metric and nonparametric methods, which lead to parametric and non-parametric
classifiers, respectively. The parametric methods assume that the underlying joint
distributions/models of the data are known except for the “source” parameters
of their PDFs which need to be estimated [8], such as naive Bayes classifier with
Gaussian distribution models or multinomial distribution models. In contrast, the
non-parametric methods do not rely on the assumption of data distributions such
as Gaussian mixture models and kernel density estimation (KDE) methods [12] [13]
[14] [15]. The non-parametric approaches offer a greater flexibility in modeling a
given dataset, and have been successfully applied in applications like classifica-
tion [15] [16], discriminative inference [17], background modeling [18], deformable
shape and appearance modeling [19] and object tracking in video analysis [20]. In
Chapter 3, we consider a new PDF estimation method based on EEF, and build a
new class of classifiers in either parametric manner or non-parametric manner.
The ENN-based learning in Chapter 4 is a type of discriminative learning,
which is motivated by the limitations of traditional KNN method. KNN has wide
applications in data mining due to its easy implementation, competitive perfor-
mance, and nonparametric computational basis which is independent of the under-
lying data distribution. The first modern study of KNN can be traced back to 1951
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by Fix and Hodges [21]. In their formalization of nonparametric discrimination,
the consistency of KNN was established using a probability density estimation. In
another representative work [22], Cover and Hart proved that the classification er-
ror of 1NN (K=1) is at most twice Bayes optimal error. These early classic works
laid down a strong theoretical foundation for KNN-based methods, which have
been witnessed in considerable applications in many different disciplines, such as
biological and chemical data analysis [23], disease classification and clinical out-
come prediction [24], among others. However, KNN is sensitive to the scale or
variance of the distributions of the predefined classes [25], which leads to the “two
types of errors” [26]. To address this issue, we propose an ENN method and its
variation for classification and anomaly detection in Chapter 4.
High-performance computing architecture in Chapter 5 is an essential enabler
of big data analysis in CPS. The traditional “pay-as-you-go” Cloud computing
paradigm could be a possible solution. The integration of CPS and Cloud com-
puting, called Cyber-Physical Cloud Computing (CPCC) [27, 28, 29], has been
studied in CPS. However, in CPCC, all data flows will get into data centers, be
stored with distributed file systems, and be processed with distributed computing
technologies. It would be very difficult to achieve real-time decision making over
multiple spatial and temporal scales. Meanwhile, many CPS require to support IoT
such that M2M communications could be dominated. To support both big data
analysis and IoT, Fog computing [30] is a emerging computing architecture and hot
topic in CPS. In Chapter 5, a hierarchical distributed Fog computing architecture
is proposed and its feasibility is demonstrated by implementing a prototype for
smart pipeline.
The CPS application studied in Chapter 6 is to protect the safety of smart grid
through state estimation and false data injection (FDI) attacks. Recent studies
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have found that malicious attackers can inject false data into the measurements
which will threaten the normal operations of energy systems [31, 32]. Defense
studies have also been taken to investigate the protection, detection, and mitigation
based on specific features of corresponding attack schemes [33, 34, 35]. In Chapter
6, a detectability analysis of false data injection is given and a novel FDI detection
method is developed when the measurements are corrupted by colored Gaussian
noise.
1.7 Thesis Organization
The organization of this thesis is shown in Fig. 1.2. It includes three parts
of CPS: algorithms, architectures and applications. We assume that all kinds of
sensors have been already deployed in physical components and the sensor data
have been collected. With the collected sensor data, we focus on the development
of advanced machine learning algorithms to bring intelligence into CPS. These
machine learning algorithms need to be implemented into a high-performance and
distributed computing architecture for various CPS applications.
Chapter 2 provides a new feature selection framework to select those optimal
feature subsets for classification. Chapter 3 introduces the theory of EEF for
distribution construction and develops classification rules based on EEF in an
either data-driven manner or model-driven manner. Chapter 4 develops a new
concept of ENN for classification and anomaly detection, with their theoretical
analysis and performance evaluation for real-life applications. Chapter 5 presents
a hierarchical distributed Fog computing architecture in CPS and implements its
prototype for smart pipeline. Chapter 6 studies one important CPS application
in smart grid with the incorporation of intelligence to detect false data injection
attacks. Chapter 7 summarizes the contributions of this thesis and discusses some
future research directions.
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Figure 1.2: Thesis organization.
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CHAPTER 2
Feature Representation
In many CPS, a large amount of sensors are deployed to measure system
states and environmental changes, leading to high-dimensional senor data. The
limited labeled data would become sparse as the dimension increases. This sparsity
would hurt the learning performance for any machine learning algorithms. It is
necessary to reduce feature dimensions before training a learning algorithm, which
is also called feature reduction. Feature selection which only keeps those most
important features is a very important type of feature reduction method because
of its simplicity and efficiency. This chapter starts by giving an introduction of
feature selection in §2.1, and then describes a novel theoretical framework toward
the optimal feature selection in §2.2. In §2.3, several efficient feature selection
algorithms are proposed, taking text categorization as an example. §2.4 shows
the improved prediction performance on several benchmarks compared with the
state-of-the-art feature selection methods.
2.1 Introduction
The “curse of dimensionality” is a critical issue in the learning from high-
dimensional data sets. With the limited training data, the irrelevant and redun-
dant features may reduce predictive performance for any machine learning algo-
rithms. Meanwhile, tens and hundreds of thousands features may lead to a high
computational burden for the learning process. To avoid the issue of the “curse of
dimensionality” and to speed up the learning process, it is necessary to perform
feature reduction to reduce feature size.
Feature selection is a common feature reduction approach for many learning
algorithms, where only a subset of original features are selected as input to the
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learning algorithms. In past decades, a number of feature selection methods have
been proposed, which can be mainly categorized into the following two types of
approach: the filter approach and the wrapper approach [1]. The filter approach
selects feature subsets based on the general characteristics of the data without
involving the learning algorithms that will use the selected features. A score indi-
cating the “importance” of the term is assigned to each individual feature based on
an independent evaluation criterion, such as distance measure, entropy measure,
dependency measure and consistency measure. Hence, the filter approach only
selects a number of top ranked features and ignores the rest. Alternatively, the
wrapper approach greedily searches for better features with an evaluation criterion
based on the same learning algorithm. Although it has been shown that the wrap-
per approach usually performs better than the filter approach, it has much more
computational cost than the filter approach, which sometimes makes it impractical.
Typically, the filter approach is predominantly used because of its simplicity
and efficiency. However, the filter approach evaluates the goodness of a feature by
only exploiting the intrinsic characteristics of the training data without considering
the learning algorithm for discrimination, which may lead to an undesired classi-
fication performance. Given a specific learning algorithm, it is hard to determine
which filter feature selection approach is the best for discrimination.
In this chapter, we first present a feature selection method which ranks the
original features, aiming to maximize the discriminative performance for classifi-
cation, when naive Bayes classifiers are used as learning algorithms. Unlike those
existing filter approaches, our method evaluates the goodness of a feature without
training a classifier explicitly, and selects these features that offer maximum dis-
crimination in terms of a new divergence measure. However, information loss may
always happen in feature reduction as some features are discarded. To avoid the
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information loss issue, we further develop a new learning algorithm to project the
distribution from feature subspace back into raw data space and make classification
decisions in raw data space. Throughout this chapter, we take text categorization
as an example and evaluate the performance of the proposed methods for several
well-known benchmarks for text categorization.
2.2 Theoretical Framework of Optimal Feature Selection
We follow the Information Theory to select feature subsets that have maximum
discriminative capacity for distinguishing the samples among two or more classes.
We first introduce some concepts on information measures for binary hypothesis
testing (also known as “two-class” classification) and present a new divergence
measure for multiple hypothesis testing (i.e., for “multi-class” classification).
2.2.1 Divergence Measures for Binary Hypothesis Testing
Considering a two-class classification problem first, each class is represented by
a particular distribution, saying P1 = p(x|c1;θ1) for class c1 and P2 = p(x|c2;θ2)
for class c2. A test procedure for classification can be considered as a binary
hypothesis testing such that if a sample is drawn from P1 we accept the hypothesis
H1 (reject the hypothesis H2), and if a sample is drawn from P2 we accept H2
(reject H1). In other words, we have p(x|c1) = p(x|H1) and p(x|c2) = p(x|H2), and
we also denote p(x|Hi) as the class conditional probability distribution in the rest
of chapter.
According to the Information Theory [36][37], we define the KL-divergence
KL(P1, P2) between two probability distributions (from P1 to P2) as
KL(P1, P2) =
∫
x
p(x|H1) log p(x|H1)
p(x|H2)dx
= Ep1
[
log
p(x|H1)
p(x|H2)
]
(2.1)
where Ep1 [x] denotes the expectation of x with respect to the probability distribu-
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tion P1.
Under the MAP rule in Eq. (2.18), we would classify the sample x into class
c1, i.e., accept H1, if
log p(x|H1) + log p(H1) > log(x|H2) + p(H2)
⇒ log p(x|H1)
p(x|H2) > − log
p(H1)
p(H2)
= γ (2.2)
The logarithm of the likelihood ratio, log p(x|H1)
p(x|H2) , measures the information of the
observation x for discrimination in favor of H1 against H2 [36]. From the definition
of the KL-divergence measure in Eq. (2.1), then KL(P1, P2) indicates the mean
information for discrimination in favor of H1 against H2.
Taking the expectation with respect to the distribution P1 in Eq. (2.2) (i.e.,
considering all possible observations drawn from P1), we have
KL(P1, P2) > γ (2.3)
which also illustrates that KL(P1, P2) is an indicator of a Bayesian classifier’s
discriminative capacity for discriminating the observation from class c1 in favor of
H1 against H2. With the extension of the central limit theorem, Chernoff in [38]
showed that, for a large number of observations, the type I error α∗, the probability
of incorrectly accepting H1, asymptotically has
lim
n→∞
log
1
α∗
= lim
n→∞
KL(P1, P2;On) (2.4)
where On denotes n independent observations. It has been said that a larger value
of KL-divergence indicates a lower type I error when there are infinite number of
observations.
Note that the KL-divergence measure is not symmetric. Alternatively, the
KL-divergence KL(P2, P1) indicates a Bayesian classifier’s discriminative capacity
for discriminating the observation from class c2 in favor of H2 against H1. Similarly,
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under the MAP rule in Eq. (2.18), considering all the observation drawn from class
c2, we have
KL(P2, P1) > −γ (2.5)
For a large number of observations, the type II error β∗, the probability of incor-
rectly accepting H2, can be given by
lim
n→∞
log
1
β∗
= lim
n→∞
KL(P2, P1;On) (2.6)
To minimize both type I error and type II errors in an asymptotic way, the
Jeffreys divergence (J-divergence) can be used, which is defined by [39]
J (P1, P2) = KL(P1, P2) +KL(P2, P1) (2.7)
By combining Eq. (2.3) and Eq. (2.5), we have
KL(P1, P2) > γ > −KL(P2, P1) (2.8)
Because
KL(P1, P2) ≥ 0, KL(P2, P1) ≥ 0 (2.9)
a larger J (P1, P2) may lead to a smaller type I and type II error asymptotically.
It is known that the J-divergence is able to measure the difficulty and capacity of
discriminating between H1 and H2 [36] [38] [39].
The purpose of feature selection is to determine the most informative fea-
tures which lead to the best prediction performance. Hence, it is natural to select
those features that have the maximum discriminative capacity for classification,
by minimizing the classification error (i.e., maximizing the KL-divergence or the
J-divergence). However, the J-divergence is only defined for binary hypothesis.
We next extend the J-divergence for multiple hypothesis testing (i.e., multi-class
classification).
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2.2.2 Jeffreys-Multi-Hypothesis Divergence
The Jensen-Shannon (JS) divergence [40] is the one that can be used to mea-
sure multi-distribution divergence, in which the divergences of each individual
distribution with a reference distribution are calculated and summed together.
Unlike the J-divergence, the measure of discrimination capacity may not hold. In
[41], Sawyer presents a variant of J-divergence with a variance-covariance matrix
for multiple comparisons of separate hypotheses. Here, we first generalize the J-
divergence to a multi-distribution using the scheme of “one-vs-all” [42], which is
defined as follows:
Definition 1. Let P = {P1, P2, · · · , PN} be the set of N distributions. The
Jeffreys-Multi-Hypothesis (JMH) divergence, denoted by JMH(P1, P2, · · · , PN),
is defined to be
JMH(P1, P2, · · · , PN) =
N∑
i=1
KL(Pi, P¯i) (2.10)
where P¯i is the combination of all remaining N − 1 distributions P¯i =∑N
k=1,k 6=i pikiPk, and piki are the prior coefficients.
Similar to the “one-vs-all” strategy for multi-class classification problem, we
build N binary hypothesis testing detectors, each of which discriminates the sam-
ples in favor of Pi against P¯i which is the complement of Pi. In each detector, P¯i
is represented by a mixture distribution over all the remaining N − 1 classes with
the coefficients piki which are given by
piki =
pck∑N
m=1,m 6=i pcm
(2.11)
where pcm is the prior probability of class cm. Since the KL-divergence of each
detector is the measure of its discriminative capacity for discrimination, the new
multi-distribution divergence is able to measure the discrimination capacity over
all classes. Specifically, when N = 2, we have JMH(P1, P2) = J (P1, P2).
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Note that, since the JMH divergence is the sum of multiple J-divergences, it
holds most properties of J-divergence. For example, JMH divergence is almost
positive definite, i.e., JMH(P1, P2, · · · , PN) ≥ 0, with equality if and only if
p1m = p2m = · · · = pNm, m = 1, 2, · · · ,M . Also it is a symmetric measure, that is,
JMH(· · · , Pi, · · · , Pk, · · · ) = JMH(· · · , Pk, · · · , Pi, · · · ).
2.2.3 Optimal Feature Subset Selection
Unlike those existing feature selection methods which compute the score (“im-
portance”) of features based on the feature relevance to class, our goal is to select
the features that offer the maximum discrimination for classification. By doing so,
one can expect an improved classification performance.
For a two-class classification problem, we know that the J-divergence indicates
the discriminative capacity of discriminating two classes data under the MAP rule.
Hence, we can formulate the feature selection problem as follows: given a set of M
features B where |B| = M and a predetermined integer r, the number of features
to be selected, we aim to find the most r discriminative features B∗r ⊂ B where
|B∗| = r, such that,
B∗r = arg maxBr⊂B
J (P1, P2|Br)
= arg max
Br⊂B
KL(P1, P2|Br) +KL(P2, P1|Br) (2.12)
where J (·, ·|Br) and KL(·, ·|Br) are the J-divergence and KL-divergence, respec-
tively, when a subset of features Br ⊂ B are considered. For a general multi-class
classification problem, the JMH-divergence is needed to replace the J-divergence
in Eq. (2.12).
Considering an N -class classification problem, the r most discriminative fea-
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tures B∗r are selected by maximizing the JMH-divergence, which are given by
B∗r = arg max
Sr⊂B,|Sr|=r
JMH(P1, P2, · · · , PN |Sr) = arg max
Sr⊂B,|Sr|=r
N∑
i=1
KL(Pi, P¯i|Sr) (2.13)
where JMH(P1, P2, · · · , PN |Sr) is the JMH-divergence defined in Eq. (2.10) with
the feature subset Sr. Note that each KL-divergence indicates the discriminative
capacity of one binary classifier to distinguish the samples in one class Pi from
the samples in all remaining classes P¯i, and thus the JMH-divergence is able to
measure the difficulty and capacity of discriminating the samples among all classes.
The problems in Eq. (2.12) and Eq. (2.13) are also known as the NP-hard
problems, if one examines each of
(
M
r
)
combinations, which is intractable par-
ticularly for a high dimensional data set. Meanwhile, in practice, we need to
examine various r values to evaluate the classification performance using those se-
lected r features. Hence, it is necessary to seek efficient algorithms, e.g., assigning
an importance score to each feature and ranking the features. In the sequel, we
take text categorization as an example and develop several efficient algorithms to
select near optimal feature subsets.
2.3 Efficient Optimal Feature Subsets Selection for Text Categoriza-
tion
2.3.1 Background of Text Categorization
Text categorization is a task of assigning a topic to a document and has
important applications in text mining. Each document in text categorization is
commonly represented by the model of the “bag-of-words” with a M × 1 feature
vector D : d = [x1, x2, · · · , xM ]T . The i-th element xi corresponds to the measure
of the i-th term (“word”) in a vocabulary or a dictionary. For a given data set, we
first generate the vocabulary with a set of M unique terms from all documents.
Then, for each document, a feature vector can be formed by using various feature
models. Typically, the value of a feature represents the information about this
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particular term in a document.
MNB would be one of the best-known naive Bayes classification approaches
using the term frequency to represent the document. Considering a text catego-
rization problem with N classes (“topics”), let c be the discrete variable of class
label taking values in {1, 2, · · · , N}, and x be the integer-valued feature vector cor-
responding to the term frequency. The MNB classifier assumes that the number of
times that each term appears in the document satisfies a multinomial distribution
[43][44]. In other words, a document with l terms is considered as l independent
trials, and each term is the result of a trial exactly falling into the vocabulary. Let
the vocabulary size be M , and then each documents is represented by a M × 1
feature vector.
Hence, given a document D, we first count the number of times that each
term appears and generate a feature vector d = [x1, x2, · · · , xM ]T . According to
the multinomial distribution, the likelihood of observing d conditioned on the class
label c and the document length l can be calculated as follows:
p(d|c, l;θmc ) =
l
x1!x2! · · · xM !
M∏
i=1
pxiic (2.14)
where l =
∑M
m=1 xm, and θ
m
c = [p1c, p2c, · · · , pMc]T is a parameter vector, each of
which denotes the probability that the term of a trial falls into one of M categories,
so that pic ≥ 0 for i = 1, 2, · · · ,M and p1c + p2c + · · · + pMc = 1. Using the MLE
method, the estimate of each term probability pˆic is given by
pˆic =
lic
lc
(2.15)
where lic is the number of times the i-th term appears among documents in class
c, and lc is the total number of terms in class c. To avoid the zero probability issue,
the technique of “Laplace smoothing” or the prior information for probability pic
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is usually applied [45], which leads to
pˆic =
lic + β1
lc + β2
(2.16)
where β1 and β2 are the constant smoothing parameters. Using the Laplacean
prior, we prime each word’s count with a count of one and have β1 = 1 and
β2 = M [44][46].
Note that the document length l is commonly assumed to be independent on
the document class to simplify the naive Bayes classification rule, that is, we have
p(d|c, l) = p(d|c) and p(c|d, l) = p(c|d) for likelihood and posterior probability,
respectively. Otherwise, it leads to a more general formulation of the posterior
probability for classification, which is given by
p(c|d, l) = p(d, l|c)p(c) = p(d|c, l)p(l|c)p(c) (2.17)
where the class-wise document length information p(l|c) is incorporated in a
Bayesian fashion. The document length information sometimes may be useful
for making classification decisions, e.g., when the class-wise document length dis-
tributions are different, but it requires the estimate of p(l|c) for a given data set.
We will follow the common assumption that the document length is constant in
our experiments, i.e., p(d|c) = p(d|c, l), and note that the solutions of our feature
selection methods do not change with and without this assumption.
In naive Bayes classifiers, given a new document Dt to be classified, we first
generate its feature vector dt and apply the following decision rule to make a
classification:
c∗ = arg max
c∈{1,2,··· ,N}
p(c|dt;θc)
∝ arg max
c∈{1,2,··· ,N}
p(dt|c;θc)p(c)
∝ arg max
c∈{1,2,··· ,N}
log p(dt|c;θc) + log p(c) (2.18)
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The likelihood probability p(dt|c;θc) could be a specific model-based distribu-
tion. Here, for MNB classifier, the probability distributions p(dt|c;θc) for i =
1, 2, · · · , N , are the multinomial distributions given by Eq. (2.14).
Meanwhile, it is easy to obtain the KL-divergence measure in Eq. 2.1 between
two MNB distributions. According to Eq. (2.14) and Eq. (2.1), the KL-divergence
between two multinomial distributions Pm1 and P
m
2 is given by
KL(Pm1 , Pm2 ) =
M∑
i=1
pi1 log
pi1
pi2
(2.19)
where 0 ≤ pic ≤ 1 and
∑M
i=1 pic = 1 for i = 1, 2, · · · ,M , c = 1, 2. It can be shown
that we can obtain a closed form of J-divergence and JMH-divergence in Eq. 2.12
for optimal feature subsets selection.
2.3.2 A Greedy Feature Selection Approach
We consider a binary (two-class) classification problem first and extend our
feature selection method to a general multi-class classification problem later. Here,
we start to propose a greedy approach to rank the features according to their
discriminative capacity for naive Bayes. This approach starts to determine which
feature of the M features produces the maximum JMH-divergence if only one single
feature is used for classification. To determine the most discrminative feature, for
each feature xi, i = 1, 2, · · · ,M , we build two variables: xi and x¯i, where xi is the
original i-th feature and x¯i is the pool of all the remaining M − 1 features with
parameters p¯kic. We use the superscript number k to indicate the k-th step of our
greedy approach (e.g., k = 1 here). We have
p¯1i1 =
M∑
m=1,m 6=i
pm1 = 1− pi1
p¯1i2 =
M∑
m=1,m 6=i
pm2 = 1− pi2 (2.20)
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We denote the distributions of these two variables for class 1 and class 2 by P 1i1
and P 1i2, respectively. Note that P
1
i1 and P
1
i2 also satisfy multinomial distribution
but with different parameters. Then, we calculate the J-divergence between P 1i1
and P 1i2 as J 1i (P 1i1, P 1i2) = KL(P 1i1, P 1i2) +KL(P 1i2, P 1i1) with Eq. (2.19). At the end
of the 1st step, we obtain M J-divergences J 1i (P ii1, P ii2) for i = 1, 2, · · · ,M , and
choose the first feature indexed by s1 that leads to the maximum J-divergence,
that is,
s1 = arg max
i=1,2,··· ,M
J1i (P
1
i1, P
1
i2) (2.21)
Then, we fix the first feature s1 and repeat the process over the remain-
ing features. Specifically, at the k-th step to select the k-th feature, let Sk−1 =
{s1, s2, · · · , sk−1} be the feature index set which are selected from the previous
k − 1 steps. Again, for each individual feature xi, i = 1, 2, · · · ,M , i /∈ Sk−1, we
form k + 1 variables: xs1 , xs2 , · · · , xsk−1 , xi, x¯i, where the first k variables are the
original features and the last variable x¯i is the pool of all remaining M−k features
with parameters p¯kic for two classes (c = 1, 2). We have
p¯ki1 = 1− pi1 −
∑
m∈Sk−1
pm1
p¯ki2 = 1− pi2 −
∑
m∈Sk−1
pm2 (2.22)
Denote the distributions of these variables for class 1 and class 2 at the k-th step
by P ki1 and P
k
i2, respectively. At the k-th step, we choose the feature indexed by sk
with the following maximum J-divergences:
sk = arg max
i=1,2,··· ,M,i/∈Sk−1
Jki (P
k
i1, P
k
i2) (2.23)
Hence, at the end of of the M -th step, a ranked feature index set SM =
{s1, s2, · · · , sM} is produced. The implementation of this greedy feature selection
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Algorithm 1: A Greedy Feature Selection Algorithm Based on the Maxi-
mum J-Divergence for Two-class Classification
INPUT:
• The estimated probabilities of M features: θi = [p1c, p2c, · · · , pMc], c = 1, 2
for two classes;
• The ranked feature index set: S = ∅.
• The full index set: Sa = {1, 2, · · · ,M}
ALGORITHM:
for k = 1 : M do
foreach i ∈ Sa ∩ S¯ do
1. Form k + 1 variables: xs1 , xs2 , · · · , xsk−1 , xi and x¯i, and denote
P ki1 and P
k
i2 for class 1 and 2 distribution, respectively;
2. Calculate J-divergence Jki (P
k
i1, P
k
i2) between P
k
i1 and P
k
i2;
end
3. sk: select the feature using Eq. (2.23);
4. S = S ∪ sk;
end
OUTPUT:
• A ranked feature index set: S = {s1, s2, · · · , sM}.
approach based on the maximum J-divergence for two-class classification is given
in Algorithm 1.
Theorem 1. The maximum J-divergences Jsk for k = 1, 2, · · · ,M in Algorithm
1 monotonically increases, i.e.,
J k+1sk+1(P k+1sk+11, P k+1sk+12) ≥ J ksk(P ksk1, P ksk2) (2.24)
Proof. The J-divergence between the distribution P1 specified by the parameters
[p11, p21, · · · , pM1] for class 1 and the distribution P2 specified by the parameters
[p12, p22, · · · , pM2] for class 2 is given by
J (P1, P2) =
M∑
i=1
pi1 log
pi1
pi2
+
M∑
i=1
pi2 log
pi2
pi1
(2.25)
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Hence, at the (k+ 1)-th step, the maximum J-divergence Jsk+1(P k+1sk+11, P k+1sk+12)
shorted as Jsk+1 is given by
Jsk+1 =
k+1∑
i=1
psi1 log
psi1
psi2
+
(
1−
k+1∑
i=1
psi1
)
log
1−∑k+1i=1 psi1
1−∑k+1i=1 psi2︸ ︷︷ ︸
Bk+112
+
k+1∑
i=1
psi2 log
psi2
psi1
+
(
1−
k+1∑
i=1
psi2
)
log
1−∑k+1i=1 psi2
1−∑k+1i=1 psi1︸ ︷︷ ︸
Bk+121
(2.26)
Following Jensen’s inequality, given a set E ⊂ R, we have∫
E
f1(x) log
f1(x)
f2(x)
dx ≥
∫
E
f1(x)dx log
∫
E
f1(x)dx∫
E
f2(x)dx
(2.27)
which gives
p11 log
p11
p12
+ p21 log
p21
p22
+ · · ·+ pn1 log pn1
pn2
≥ (p11 + p21 + · · ·+ pn1) log p11 + p21 + · · ·+ pn1
p12 + p22 + · · ·+ pn2 (2.28)
for pic > 0, i = 1, 2, · · · , n, c = 1, 2, with equality if and only if
p11
p12
=
p21
p22
= · · · = pn1
pn2
=
p11 + p21 + · · ·+ pn1
p12 + p22 + · · ·+ pn2 (2.29)
Using Eq. (2.28), we have
Bk+112 ≥
k∑
i=1
psi1 log
psi1
psi2
+
(
1−
k∑
i=1
psi1
)
log
1−
k∑
i=1
psi1
1−
k∑
i=1
psi2
= Bk12 (2.30)
and
Bk+121 ≥
k∑
i=1
psi2 log
psi2
psi1
+
(
1−
k∑
i=1
psi2
)
log
1−
k∑
i=1
psi2
1−
k∑
i=1
psi1
= Bk21 (2.31)
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Thus, combining Eq. (2.30) and Eq. (2.31), we have
J k+1sk+1(P k+1sk+11, P k+1sk+12) ≥ J ksk(P ksk1, P ksk2) (2.32)
This theorem indicates that the discriminative capacity increases when more
features are used for classification, under the assumption that the term occurrence
of a document satisfies a particular multinomial distribution. Note that the pro-
posed greedy feature selection algorithm makes a locally optimal choice at each
step to approximate the global optimal solution of Eq. (2.12), by selecting a fea-
ture with the maximum discriminative capacity for classification. The significance
of this algorithm is that it starts at the best first feature and towards the optimal
solution.
This greedy approach can be considered as a wrapper approach. However,
unlike those existing wrapper approaches, this greedy approach does not need to
evaluate the classification performance on a validation data set through retrain-
ing the classifier when a new feature is generated, because a closed form of KL-
divergence is given in Eq. (2.19) to measure the discriminative capacity of MNB
classifiers.
However, this greedy approach still has the computational complexity of
O(M2/2), which leads to a heavy computational load for a high-dimensional data
set. Next, we provide a more efficient feature selection approach for text catego-
rization.
2.3.3 An Efficient Feature Selection Approach
In Algorithm 1, the best one single feature is selected at the first step, provid-
ing an optimal starting point to approximate the optimal solution. At this step,
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we rank the J-divergences over all features, which are given by
J1e1(P
1
e11
, P 1e12) ≥ J1e2(P 1e21, P 1e22) ≥ · · · ≥ J1eM (P 1eM1, P 1eM2) (2.33)
where ei denotes the feature index and we know e1 is s1 which is given by Eq.
(2.21) in Algorithm 1. Looking at the first two J-divergences in Eq. (2.33), we
have
pe11 log
pe11
pe12
+ (1− pe11) log
1− pe11
1− pe12
≥ pe21 log
pe21
pe22
+ (1− pe21) log
1− pe21
1− pe22
(2.34)
Since one single term probability is very small in practice, i.e., pi1  1 for i =
1, 2, · · · ,M , the term log 1−pi1
1−pi2 would be very close to zeros, and then Eq. (2.34)
may lead to
pe11 log
pe11
pe12
≥ pe21 log
pe21
pe22
(2.35)
At the second step in Algorithm 1, the feature e2 is usually selected due to
the fact that log
1−pe11−pe21
1−pe12−pe22
≈ 0. That is because, according to Eq. (2.35), we have
pe11 log
pe11
pe12
+ pe21 log
pe21
pe22
≥ pe11 log
pe11
pe12
+ pj1 log
pj1
pj2
(2.36)
for j = 1, 2, · · · ,M , j 6= e1, e2.
Therefore, instead of doing a greedy search, an efficient way is to use the
ranked feature index set E = {e1, e2, · · · , eM} in Eq. (2.33). We summarize this
efficient feature selection algorithm in Algorithm 2. Compared to the Algorithm
1, the proposed approach is much more efficient as each feature score is calculated
once, and it has the computational complexity of O(M). This efficient approach
evaluates the “importance” of each individual feature by measuring its discrimina-
tive capacity, when only one single feature is used for classification. We note that
the Theorem 1 is also satisfied for this efficient approach, i.e., the J-divergence
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Algorithm 2: An Efficient Feature Selection Algorithm Based on the Max-
imum J-Divergence for Two-class Classification
INPUT:
• The estimated probabilities of M features: θi = [p1c, p2c, · · · , pMc], c = 1, 2
for two classes;
ALGORITHM:
for i = 1 : M do
1. Form two variables: xi and x¯i, and denote Pi1 and Pi2 for class 1
and 2 distribution, respectively;
2. Calculate J-divergence Ji(Pi1, Pi2) between Pi1 and Pi2 using Eq.
(2.19) as score for the i-th feature;
end
3. Sort the feature scores in a descend way: Je1 > Je2 > · · · > JeM .
OUTPUT:
• A ranked feature index set: E = {e1, e2, · · · , eM}.
measure increases as more features are selected. Meanwhile, we also note that the
features selected in Algorithm 2, are not necessarily the same as ones selected in
Algorithm 1, as one can see, for example, that Eq. (2.35) and Eq. (2.36) approxi-
mately hold for the first and second feature selection. Considering the first feature
selection as an example, this approximation depends on the value of ∆ defined as
∆ = (1− pe21) log
1− pe21
1− pe22
−(1− pe11) log
1− pe11
1− pe12
(2.37)
More precisely, given e1 is selected as the first feature in Algorithm 2, e1 also ranks
first in Algorithm 1 if and only if the following condition holds:
∆ ≤ pe11 log
pe11
pe12
− pe21 log
pe21
pe22
(2.38)
2.3.4 Multi-class Classification
In this section, we extend the above efficient feature selection method for
multi-class classification problems. The efficient feature selection method for an
N -class classification problem based on the maximum JMH-divergence is presented
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Algorithm 3: An Efficient Feature Selection Algorithm Based on the Max-
imum JMH-Divergence for N -class Classification
INPUT:
• The estimated probabilities of M features: θc = [p1c, p2c, · · · , pMc],
c = 1, 2, · · · , N ;
• The prior probabilities of N classes: p1, p2, · · · , pN ;
ALGORITHM:
for i = 1 : M do
1. Form two variables: xi and x¯i, and denote Pic as the class
distribution, c = 1, 2, · · · , N ;
for c = 1 : N do
2. Form two distributions: Pic and P¯ic, where P¯ic is the one
grouping all remaining N − 1 classes;
3. Calculate KL-divergence KL(Pic, P¯ic) between Pic and P¯ic;
end
4. Calculate the JMH-divergence JMHi =
∑N
c=1KL(Pic, P¯ic) as the
score for the i-th feature;
end
5. Sort the feature scores in a descend way:
JMHe1 > JMHe2 > · · · > JMHeM .
OUTPUT:
• A ranked feature index set: E = {e1, e2, · · · , eM}.
in Algorithm 3. The value of JMH-divergence is used as the score for each feature.
Sorting the feature scores in a descend way, we output a ranked feature index set
E = {e1, e2, · · · , eM} for multi-class classification. The computational complexity
of this algorithm is O(MN).
2.3.5 Feature Selection Based on χ2 Statistics
The KL-divergence measure KL(P1, P2) is also known as the minimum dis-
crimination information between the probability distributions P1 and P2. Suppose
that we have a random sample of l observations (e.g., a document with length l),
and we try to test a null hypothesis H2, the observation is drawn from class 2 with
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the distribution P2, against an alternative hypothesis H1, the observation is drawn
from class 1 with the distribution P1. The minimum discrimination statistic [36]
in favor of H1 against H2 is defined as
D(Pˆ1, P2) = Pˆ1 log Pˆ1
P2
(2.39)
where Pˆ1 is the estimate of P1 from the given observations and P2 is assumed
to be known. We may reject the null hypothesis H2 and accept the alternative
hypothesis H1 if the value of statistic D(Pˆ1, P2) exceeds a predetermined threshold.
Asymptotically, the statistic 2D(Pˆ1, P2) under the null hypothesis H2 satisfies a
central Chi-squared distribution χ2M−1 with M−1 degrees of freedom, and satisfies
a non-central Chi-squared distribution χ2M−1(ν) under the alternative hypothesis
H1. The noncentrality parameter νD is given by
νD(Pˆ1, P2) = l
M∑
i=1
(pˆi1 − pi2)2
pi2
(2.40)
where pˆi1 is the estimate of pi1 under H1 using the MLE method from the given
observations. Asymptotically, the J-divergence J (Pˆ1, P2) is the sum of two χ2
distributions. We have
νJ(Pˆ1, P2) =
l
2
M∑
i=1
(pˆi1 − pi2)2
pi2
+
l
2
M∑
i=1
(pˆi1 − pi2)2
pˆi1
(2.41)
where the former one is known as the Pearson’s χ2 and the latter one is also known
as the Neyman’s χ2 [36].
Thus, one can see that the noncentrality parameter νJ would also be a good
sign to indicate the discriminative capacity of discriminating between H1 and
H2. Therefore, we can further select the features by maximizing the noncen-
trality parameter νJ for binary classification. Under the assumption that the
number of samples in training data set goes infinity, we use the estimation of
pi1 and pi2 for i = 1, 2, · · · ,M from training data in Eq. (2.41). For a multi-class
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classification problem, unlike Algorithm 3, each feature is assigned with a score
CHI i =
∑N
c=1 ν(Pic, P¯ic) which is the sum of N noncentrality parameters in their
χ2 distributions, and the ranked feature index set S = {e1, e2, · · · , eM} is produced
by sorting the scores:
CHIe1 > CHIe2 > · · · > CHIeM (2.42)
We need to note here that the feature selection approach based upon the Chi-
squared statistic in Eq. (2.42) should be equivalent to the approach in Algorithm
3 if there are infinite training documents. When the assumption of large numbers
is not satisfied, the features selected by Eq. (2.42) may lose some discriminative
capacity. As we demonstrated through extensive experiments, the discrimination
performance of the Chi-squared statistic is usually bounded by the approach in
Algorithm 3. However, we sometimes also observe that the Chi-squared statistic
performs better for some real-life text data sets. Therefore, in practice, we would
like to recommend the use of both approaches because of their simplicity, efficiency
and improved discrimination performance.
2.4 Experimental Results and Analysis
2.4.1 Real-Life Data Sets
For our experiments, we test our proposed feature selection approaches on two
benchmarks that have been prepared by Deng et al. [47] [48] for text categoriza-
tion: Reuters and Topic Detection and Tracking (TDT2). These two
benchmarks have been widely used in literature for performance evaluation.
The Reuters originally contains 21, 578 documents with 135 topics, but some
documents belong to multiple topics. For our experiments, we use the ModApte
version of the Reuters by removing those documents with multiple labels. This
version consists of 8, 293 documents in 65 topics. Following the work in [44], we
form a data set, named Reuters-20, consisting of the documents of the first 20
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topics.
The TDT2 benchmark consists of 11, 201 documents taken from two
newswires (AP WorldStream and New York Times Newservice), two radio pro-
grams (PRI The World and VOA World News) and two television programs (CNN
Headline News and ABC World News Tonight). Also, those documents that be-
long two or more topics have been removed. Because of the extremely imbalanced
data for some categories, we only use the first 10 topics with the largest data size
as our data set.
For these two data sets used in our experiments, we ignore those words in a
stoplist, and discard those words that appear in less than 2 documents or messages
in our preprocessing stage. For the data set of Reuters-20, we perform classifi-
cation on the officially split training and test data sets. For the data set of TDT2,
we use 10-fold cross validation for performance evaluation, and the reported results
are averaged over 10 runs.
2.4.2 Results
We compare our two efficient feature selection approaches: the maximum
discrimination termed MD and its asymptotic χ2 statistic termed MD-χ2, with
the state-of-the-art feature ranking methods, including document frequency (DF ),
expected cross entropy for text (CET ), χ2 statistic and GSS. We carry out experi-
ments on these two benchmarks when naive Bayes is used as classifiers. To compare
the performance of these feature selection methods, we evaluate the classification
accuracy of these classifiers with different number of features ranging from 10 to
2, 000.
Fig. 2.1 shows the comparison results on two data sets of Reuters-20 and
TDT2. For the data set of Reuters-20, it can be shown that our proposed two
approaches with the first 200 selected features can achieve the similar performance
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Figure 2.1: Accuracy on the data sets of (a). Reuters-20 and (b). TDT2, when
naive Bayes is used as the classifier.
as other four existing approaches with the first 1000 selected features. Moreover,
the performance improvement of the proposed two approaches is increased in com-
parison with other methods. For the data set of TDT2, the proposed MD and
MD-χ2 outperform all the others. It is interesting to notice that, when the first
100 features are selected, the MD obtains the accuracy of 96.46%, and the MD-χ2
has 95.76%. For other methods, such as GSS and χ2, the first 1000 features need
to be selected to achieve the same classification accuracy.
2.5 Summary
Feature selection is an important feature representation method for the fol-
lowed learning algorithms. In this chapter, we contribute a novel feature selection
framework which aims to select the optimal feature subsets with maximum dis-
crimination capability for classification. We show that feature’s discrimination
capability can be measured by the Jeffrey divergence asymptotically for two-class
classification. For multi-class classification problems, we extend the Jeffery diver-
gence to a general one, named JMH-divergence, using one-vs-all scheme. Under
this theoretical framework, several efficient feature selection algorithms are devel-
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oped. Experimental results for text categorization have demonstrated that the
features selected by the proposed feature selection methods can achieve superior
prediction performance.
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CHAPTER 3
EEF-Based Generative Learning
This chapter starts by giving an introduction of EEF in §3.1, a new PDF
estimation method with the incorporation of known reference distributions. Several
nice properties of EEF are given in §3.2, and a general classification rule is derived
in §3.3 using the constructed distributions. Two types of classifiers are built in
an either data-driven or model-driven manner in §3.4 and §3.5, respectively. The
superior performance is further verified in several real-life data sets collected from
different physical systems, including healthcare systems, bioinformatics, energy
systems, and industrial infrastructures. With feature representation, information
loss may always happen. To address this issue, §3.6 describes a generalized PDF
projection theorem (GPPT) based on EEF and builds a classifier with class-specific
features for classification.
3.1 Introduction to EEF
A data sample can be considered as an observation of a particular object of
interest associated with a p-dimensional random variable x. In the formalism of
Gaussian processes [49][50] and probabilistic principal component analysis [51], it
is assumed that training space points can be drawn from populations determined
by the latent variable α, i.e., the class-wise distribution has the form p(x;α).
Following the definition of the generalized exponential family, as described below,
it further assumes that the class-wise distribution p(x;α) is an exponential family
density in which α are the natural parameters. For a member of the exponential
family, the distribution takes the following form
p(x;α) = exp
[
αTx−G(α)] p(x; 0) (3.1)
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where the function G(·) is the so-called cumulant generating function which is
defined as
G(α) = ln
∫
X
exp(αTx)p(x; 0)dx (3.2)
where X is the space of data vector x. The cumulant generating function G(α)
normalizes the p(x;α) to be a probability density function. Under this assumption,
we can move the data space X to the natural parameter space via the nonlinear
transformation of cumulative generating function G(α).
In order to embed the data space of all classes into one natural parameter
space, the embedded exponential family constructs the class-wise distribution using
a reference distribution. Assume the reference distribution is denoted by p0(x),
the constructed data distribution p(x;η) with natural parameters η is written as
p(x;η) = exp
[
ηTx−K0(η) + ln p0(x)
]
(3.3)
where K0(η) is also the cumulant generating function, defined as
K0(η) = lnE0
[
exp(ηTx)
]
= ln
∫
X
exp(ηTx)p0(x)dx (3.4)
which is the log-expectation of exp(ηTx) with respect to the reference distribu-
tion. To avoid the confusion of natural parameters between exponential family and
embedded exponential family, we will use η for the natural parameters of EEF in
this chapter. The natural parameters η, also named latent variables, determine
the class-wise distribution.
When the PDF of the measurements T = t(x) under a reference hypothesis
pT(t;H0) is known, the EEF aims to construct a PDF pˆT(t;η) which unifies the
unknown PDFs under the reference hypothesisH0 and the M candidate hypotheses
Hi, i = 1, · · · ,M . The PDF pˆT(t;η) is indexed with the natural parameter vector
η. The measurements T = t(x) are the sufficient statistics of x. As stated in the
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previous section, [52] demonstrates that the PDF pˆT(t;ηi) is the asymptotically
closest to the true PDF pT(t;Hi) under M hypotheses in the measurement of
KL divergence. The KL divergence D(pT(t;Hi)||pˆT(t;Hi)) has been proved to
determine the asymptotic performance for detection by Stein’s Lemma [37] and for
classification [53]. The Kullback-Leibler divergence [36] D(pT(t;Hi)||pˆT(t;Hi)) is
written as
D(pT(t;Hi)||pˆT(t;Hi)) =
∫
pT(t;Hi) ln pT(t;Hi)
pˆT(t;Hi)dt (3.5)
It is always non-negative and equals zero if and only if pT(t;Hi) = pˆT(t;Hi)
for all t. Thus, under the assumption of small signal, the PDF pˆT(t;Hi) which
approximates the true unknown PDF pT(t;Hi) is found by minimizing the KL
divergence in Eq. (3.5) with the constraint of moment matching [52]. The Kullback
theorem [36] gives the solution for this problem, where pˆT(t;Hi) can be written as
pˆT(t;η) = exp [< η, t > −K0(η) + ln pT(t;H0)] (3.6)
where η is a p× 1 vector for multivariate classification and η = [η1, η2, · · · , ηp]T , p
denotes the dimension of the sample space, and < η, t > is the inner product of η
and t or < η, t >= ηT t. K0(η) is log-normalizer which makes the PDF integrate
to one, written as
K0(η) = lnE0 [exp(< η, t >)] = ln
∫
t
exp(< η, t >)pT(t;H0)dt (3.7)
Note that the PDF pˆT(t;η) is indexed by the natural parameter vector η in Eq.
(3.6). The natural parameter vector η differs from the source parameter vector θ
in the original PDF pT(t) = pT(t;θ). Eq. (3.6) indicates that the reduced PDF
no longer relates to the source parameters θ, but the natural parameters η. Also,
η is identifiable for pˆT(t;η) since if η1 6= η2 ⇒ pˆT(t;η1) 6= pˆT(t;η2). Choosing
η = 0, the PDF is reduced to the reference hypothesis H0 PDF. Thus, all the
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PDFs under reference hypothesis and M candidate hypotheses can be embedded
into the reduced PDF with the natural parameter vector.
3.2 Properties of EEF
The PDF in the EEF inherits many useful algebraic properties of statistical
exponential families [54]. Firstly, the moment generating function of EEF can be
written as
m(s) = exp [K0(η + s)−K0(η)] (3.8)
Secondly, the mean and variance matrix relates to the natural parameter vector η
as
E(T) = ∇K0(η) (3.9)
Var(T) = ∇2K0(η) (3.10)
where∇2K0(η) denotes the Hessian of K0(η) and is a positive definite matrix since
K0(η) is a strictly convex and differentiable function [55]. Hence, the < η, t >
−K0(η) in Eq. (3.6) is concave and the maximum of < η, t > −K0(η) always
exists. The maximum value is found either at the boundary points of the natural
parameters, or at the point obtained by setting the differential to be zero
∂K0(η)
∂η
= t (3.11)
3.3 EEF for Classification
In this section, we present how to build our classification rule based on the EEF
PDF when the labeled data (training data) are available. For the PDF pˆT(t;η) in
Eq. (3.6), we define l(t) as the log-likelihood function
l(t;η) = ln pˆT(t;η) (3.12)
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Given a set of training data, we can estimate the natural parameter vector ηˆ using
the maximum likelihood estimator (MLE) [9]
ηˆ = arg max
η
l(t;η) (3.13)
The estimated value ηˆi for each hypothesis Hi, i = 1, 2, · · · ,M can be obtained
according to the Eq. (3.11). Then, we can write the PDF of measurements under
Hi as
pˆT(t; ηˆi) = exp [< ηˆi, t > −K0(ηˆi) + ln pT(t;H0)] (3.14)
Since the reduced PDF is parametrized by the natural parameter vector η in EEF,
we consider the pˆT(t; ηˆi) equal to the estimation of pT(t;Hi) under Hi.
Unlike the discriminative approach, we employ the generative approach to
maximize the posterior probability. Given unknown testing data ts to be classi-
fied, similar to the MAP decision rule, we assign the class Hi to ts if p(Hi|ts) ∝
p(ts|Hi)p(Hi) is maximized over i. The prior probability for each class p(Hi)
can be approximated by the ratio of number of training data for each class, and
p(ts|Hi) can be replaced by its estimate pˆT(ts|ηˆi). Then, the target function of
our classifier rule is built as following
EEFi =< ηˆi, ts > −K0(ηˆi) + ln p(Hi) (3.15)
Thus, in the training process of our new classifier rule, the natural parameters of
the EEF PDF are first estimated using the MLE from the sets of training data
under each hypothesis. Then, the PDF for each hypothesis is available with the
estimated natural parameter vectors ηˆ. In the testing process, the unknown testing
data can be classified according to the target function built in Eq. (3.15), which
is very similar to the MAP rule.
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3.4 Data-Driven Classifier via EEF
3.4.1 Hypothesis
Given the sufficient statistics of data observations, the distribution in Eq.
(3.14) can asymptotically approximate the true distribution for each class with
respect to KL divergence, and the derived decision rule in Eq. (3.15) can provide
the same classification performance as the MAP rule which usually provides an
asymptotic upper bound of classification performance for all classifiers. However,
for these general formulas in Eq. (3.14) and Eq. (3.15), it is hard to obtain the
sufficient statistics without knowing the class-wise distributions. One way is that
we use the data observation itself as one of its sufficient statistics, i.e. T(x) = x,
and thus, the reduced distribution can be rewritten as in Eq. (3.3).
As we mentioned above, the reference distribution p0(x) for the reference
hypothesis H0 could be either known or unknown, and either Gaussian or non-
Gaussian. Given the training data, we consider a more general case of non-
Gaussian distribution for the reference hypothesis H0. We propose to use a Gaus-
sian mixture model to represent the whole training data set. Assume the whole
training data could be represented with a Gaussian mixture model with M com-
ponents as follows
p0(x) =
M∑
m=1
pimN (µm,Cm) (3.16)
where pim is the prior distribution for m-th Gaussian model, and N (µm,Cm) rep-
resents the Gaussian distribution with mean vector µm and covariance matrix Cm.
The expectation-maximization (EM) method is employed to estimate the parame-
ters of the Gaussian mixture model with constraints that each Gaussian component
only fits one class data under the reference hypothesis.
Unlike the classic classification method which uses the EM rule to estimate
the Gaussian mixture model for each class, our classification rule constructs a new
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distribution pT(t;η) with a reference distribution p0(x). The natural parameters
η can be used to determine the class-wise distribution. In this data-driven manner,
both the estimation of the reference distribution p0(x) and the class-wise natural
parameters are estimated from the training data. While there are several Gaussian
models underlying the training data set, the latent variable η in EEF can be
considered as the variable indicating the probability that the observation x belongs
to these models. Then, we use the training data from each class to estimate
the class-wise natural parameter to build the final classification rule. Because
the proposed method makes use of the information of the whole training data
distribution, we could expect that the EEF PDF will perform better than Bayesian
inference methods without using that information. To simplify our derivation,
we also assume that the data variable is independent and identically distributed
(i.i.d.), which means all observations are conditionally independent.
3.4.2 Distribution Construction via EEF
Given the training data, we assume that a Gaussian mixture model can repre-
sent the whole data distribution. Using the EM approach, the parameters of mean
vector µi and covariance matrix Ci for each class can be estimated. According to
the definition of cumulant generating function in Eq. (3.4), we have
K0(η) = lnE0[exp(η
Tx)] = ln
M∑
m=1
pim
∫
X
exp(ηTx)N (µm,Cm)dx (3.17)
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For each Gaussian component in the above integral, we have∫
X
exp(ηTx)N (µm,Cm)dx =
1
(2pi)N/2|Cm|1/2×∫
X
exp
[
ηTx− 1
2
(x− µm)TC−1m (x− µm)
]
dx
=
1
(2pi)N/2|Cm|1/2
∫
X
exp
[
−1
2
(x− µ′m)TC−1m (x− µ
′
m)
]
×
exp
[
ηTµm +
1
2
ηTCmη
T
]
dx
= exp
[
ηTµm +
1
2
ηTCmη
T
]
(3.18)
where µ
′
m = Cmθ + µm, and the property
∫
p(x)d(x) = 1 is used in the above
derivation.
Replacing the above equation into Eq. (3.17), the final cumulant generating
function K0(η) is obtained as
K0(η) = ln
M∑
m=1
pim exp
(
ηTµm +
1
2
ηTCmη
T
)
(3.19)
Thus, the new distribution with EEF can be constructed as
p(x;η) = exp
[
ηTx−K0(η) + ln p0(x)
]
=
exp(ηTx)
∑M
m=1 pimN (µm,Cm)
exp(K0(η))
=
∑M
m=1 pim exp
[
ηTx− 1
2
(x− µm)TC−1m (x− µm)
]∑M
m=1 pim exp(η
Tµm +
1
2
ηTCmηT )
(3.20)
Because the latent variable η determines the class-wise distribution, in the
next step, we will estimate the natural parameter η with MLE given the training
data for each class. Given N training data for one class, due to the assumption of
i.i.d variable, we have
p(x1,x2, · · · ,xN ;η) =
N∏
i=1
p(xi;η) = exp
[
ηT
N∑
i=1
xi −NK0(η) + ln
N∏
i=1
p0(x)
]
(3.21)
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Similar to Eq. (3.11), the natural parameters η could be estimated by
∂ ln p(x1,x2, · · · ,xN ;η)
∂η
= 0
⇒ ∂K0(η)
∂η
=
∑N
i=1 xi
N
= x (3.22)
Given Eq. (3.19), we have
∂K0(η)
∂η
=
∑M
m=1 pim(µm + Cmη) exp(η
Tµm +
1
2
ηTCmη)∑M
m=1 pim exp(η
Tµm +
1
2
ηTCmη)
(3.23)
Combining Eq. (3.22) and Eq. (3.23), we further have
M∑
m=1
pim(µm + Cmη − x) exp(ηTµm +
1
2
ηTCmη) = 0 (3.24)
Even though no closed form solution exists, a numerical solution can always
be found by using an iterative approach because the K0(η) function is convex.
Either the methods of searching for the zero point in Eq. (3.24) or of searching
for the maximum point in Eq. (3.21) can be employed to find the parameters
estimation ηˆ for each class. For C-classes classification problem, ηˆ1, ηˆ2, · · · , ηˆC
can be estimated given the training data set.
Finally, given testing data xt to be classified, we decide the class for which
the following is maximized over all classes:
EEFi = ηˆ
T
i xt − ln
M∑
m=1
pim exp(ηˆ
T
i µm +
1
2
ηˆTi Cmηˆ
T
i ) + ln p(Hi) (3.25)
3.4.3 Experiments
To demonstrate the generality of the proposed method, we test the classifica-
tion performance for seven real-life data sets in the UCI repository [56], compared
with the methods of pseudo-MAP, nearest neighbor and neural network. These
data sets are summarized in Table 3.1 which shows the number of classes, the
number of input dimensions, and the total number of data samples that are used
in our experiments.
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The data set Knowledge aims to predict students’ knowledge level about the
subject of Electrical DC Machines [57]. The Single Proton Emission Computed
Tomography (SPECT ) is a medical image data set in which the patient is classi-
fied into two categories: normal and abnormal [58] [59]. With Indian Liver Patient
Dataset (ILPD) the aim is to predict liver patient or not according to the age,
gender, total proteins, etc. [60]. Wine attempts to determine the origin of wines
using chemical analysis [61]. The data set Abalone is used to predict the age of
abalone from physical measurements. Different ages are considered as 29 classes,
but in our experiment, we treat it as 3-category classification problem by grouping
classes 1 − 8 as category 1, classes 9 and 10 as category 2, and classes 11 and
above as category 3. The Seeds data set aims to identify three different varieties
of wheat: Kama, Rosa and Canadian, with 70 elements for each class. Finally, the
data set Vertebral is used to classify orthopaedic patients into 2 classes (normal
or abnormal) with 6 biomechanical features. The testing classification accuracy of
the proposed method in comparison with pseudo-MAP rule, nearest neighbor and
neural network is presented in Table 3.2, in which we highlight the best perfor-
mance. It shows that the proposed EEF outperforms the other three methods for
Table 3.1: Description of seven UCI data sets
Dataset # of classes # of features # of data
Knowledge 4 5 402
SPECT 2 22 266
ILPD 2 10 582
Wine 3 12 178
Abalone 3 8 4177
Seeds 3 7 210
Vertebral 2 6 310
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Table 3.2: Average testing accuracy and standard derivation of the proposed
method, Pseudo MAP, Nearest Neighbor, and Neural Network in percentage.
The best value is highlighted with Bold value and the significant improvement
is underlined for our proposed method.
Datasets EEF Pseudo MAP Nearest Neighbor Neural Network
Knowledge 82.73± 2.14 81.69± 2.28 81.48± 2.12 81.04± 4.65
Spect 81.46± 1.67 80.22± 2.13 76.78± 2.36 78.40± 3.69
ILPD 72.48± 2.86 62.80± 2.22 63.48± 2.24 70.38± 2.21
Wine 96.63± 1.09 96.28± 1.04 94.88± 1.46 95.33± 1.89
Abalone 66.25± 1.38 63.98± 1.65 58.15± 1.07 64.24± 1.40
Seeds 95.14± 1.67 92.21± 3.07 89.22± 2.36 85.76± 4.87
Vertebral 84.32± 2.45 82.58± 3.09 81.77± 2.72 82.89± 2.33
these seven real-life data sets. Table 3.2 shows the comparative results which are
averaged over 100 runs. For each run, we randomly select half of data as training
data, and the rest of data as test data. For the proposed EEF classifier rule used in
our experiments, we use the AIC rule [62] to access the number of components Mi
for each class and use M =
∑C
i=1Mi in our method. For the neural network, we
employ a typical multi-layer perceptron (MLP) structure with the back propaga-
tion learning method. We use 10 neurons in the hidden layer, and set the learning
rate of 0.01 with 1000 iterations. The interested reader is referred to [63] for fur-
ther information. In addition, a bias neuron is used in both input layer and hidden
layer. We also examine whether two results are significantly different according to
a paired t-test with a significance level of 0.01.
3.5 Model-Driven Classifier via EEF: Power Quality Disturbance Clas-
sification
3.5.1 Hypothesis
In this section, we apply the EEF to power quality (PQ) disturbance pattern
classification problem which is a long-standing critical issue in the electrical power
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industry [64]. Recently, many methods have been proposed for improving the
classification performance to decrease the economic loss, such as Self Organizing
Learning Array (SOLAR) system based on wavelet transformation [65], inductive
inference approach [66], SVM classification, etc. Power quality disturbance classi-
fication aims to recognize which type of disturbance occurred in a power system
and take appropriate measurements. Here, we adopt the popular PQ disturbance
models with seven different classes (C1 − C7) as shown in Table 3.3, where A
denotes the amplitude of sine, ω0 denotes the angular frequency of sine, and u(t)
denotes the step function. They include the normal, swell, sag, harmonic, outage,
sag with harmonic, swell with harmonic [65][66] models.
Assuming that these power signals si, i = 1, 2, · · · , 7 are affected by additive
Gaussian white noise, which is widely considered in the research of power quality
fields [67] [68] [69], we write the observed power signal models as
x[n] = s[n] + w[n] (3.26)
where w is assumed to be white Gaussian noise with PDF w ∼ N (0, σ2). Thus we
can consider the following hypotheses for this power quality distribution classifi-
cation problem
H0 : x = w
Hi : x = si + w i = 1, 2, . . . , 7 (3.27)
where x, si and w are all N × 1 vectors, and H0 is considered as the reference
hypothesis. Given one unknown disturbance, we aim to assign it to one of these
hypotheses H1, · · · ,H7.
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3.5.2 Reduced Distribution Construction
According to the power quality disturbance signal models shown in Table 3.3,
we can also rewrite these signal models as follows
si = Hiθi (3.28)
where θi is a pi × 1 unknown vector by which the signal si under hypothesis Hi is
parametrized, and Hi is a N ×pi known matrix for the i-th signal model. N is the
number of data samples for all the signal models, and pi is the number of unknown
parameters for the i-th signal model since the number of unknown parameters
under different signal model may not be equal.
By replacing the signal model in Eq. (3.28) by Eq. (3.27), we rewrite the
signal models as
H0 : x = w
Hi : x = Hiθi + w i = 1, 2, . . . , 7 (3.29)
which is a classification problem for the linear model. Note that because θi rep-
resents the i-th hypothesis, we can randomly choose t1 and t2 in the step function
u(t1) − u(t2) for Hi, i = 2, 3, 5, 6, 7 in Eq. (3.29). For this case, we choose the
statistic T (x) = x. Then the PDF of x under the reference hypothesis H0 is
x ∼ N (0, σ2I) under H0 (3.30)
and the log-normalized factor K0(η) is
K0(η) = lnE0[exp(η
Tx)] =
σ2ηTη
2
(3.31)
Thus, we construct the EEF PDF of x with EEF as
p(x,η) = exp
[
ηTx−K0(η) + ln p0(x)
]
=
1
(2piσ2)
N
2
exp
(
−x
Tx
2σ2
)
exp
(
ηTx− σ
2ηTη
2
)
(3.32)
55
Note that the natural parameter vector ηi for each hypothesis Hi, i =
1, 2, · · · , 7 can be estimated by maximizing ηTx − K0(η) over η. There are also
some implicit constraints in finding the MLE [52]. Since ηi is the only parameter
which represents the signal under Hi, we have
ηi = Hiθi (3.33)
Under this constraint, the MLE of θi and the estimation of ηi can be obtained.
We have
θˆ =
(HTi Hi)
−1HTi x
σ2
(3.34)
and therefore
ηˆi =
Hi(H
T
i Hi)
−1HTi x
σ2
(3.35)
Thus, the class-wise distribution can be rewritten as
p(x, ηˆ) = exp
[
ηˆTx−K0(ηˆ) + ln p0(x)
]
(3.36)
3.5.3 Penalty Version of Classification Rule
Given one unknown power quality signal x to be classified, we decide Hi for
which the following is maximized over i
EEFi = ηˆ
T
i x−K0(ηˆi) + ln p(Hi)
= ηˆTi x−
σ2ηˆTi ηˆi
2
+ ln p(Hi)
=
xTHi(H
T
i Hi)
−1HTi x
2σ2
+ ln p(Hi)
=
Qi
2
+ ln p(Hi) (3.37)
where Qi = x
THi(H
T
i Hi)
−1HTi x/σ
2. Note that the above constructed test statistic
has the form of the GLRT for linear model [70]. It also can be realized as a
ratio of generalized energy classifier since the orthogonal projection matrix PH =
Hi(H
T
i Hi)
−1HTi projects the data vector onto the signal sub-space [71].
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We also notice that there are different numbers of unknown parameters for
different classes. Because the value of Qi monotonically decreases with respect to
the number of unknown parameters, there is poorer classification performance for
the class data with more unknown parameters. Instead of using Eq. (3.37) directly
for PQ classification, we introduce a penalty version of classification rule which is
similar to the EEF method for model selection [11]
EEF
′
i =
{
Qi
2
− pi
2
(
ln Qi
pi
+ 1
)
+ ln p(Hi) if Qi > pi
0 otherwise
(3.38)
We can also write this rule in a compact form
EEF
′
i =
(
Qi
2
− pi
2
(
ln
Qi
pi
+ 1
)
+ ln p(Hi)
)
u
(
Qi
pi
− 1
)
(3.39)
where u(x) is the unit step function. Since Qi increases with the number of un-
known parameters, the penalty term pi(lnQi/pi+1) also increases with the number
of unknown parameters.
3.5.4 Simulations
To evaluate the classification performance of our rule, we compare our method
to three other existing methods: SOLAR based on wavelet feature extraction [65],
inductive inference approach [66] and the SVM method. There are two kinds of
SVM (C-SVM and v-SVM) with many different kernel functions. Here we choose
C-SVM with a sigmoid kernel function which has the best performance among
these different SVM methods in PQ disturbance classification as demonstrated in
[65]. In this simulation for PQ disturbance classification problem, let the angular
frequency ω = 100pi rad/s, the sampling frequency Fs = 256 Hz and the amplitude
A = 110. We also use 200 training PQ disturbance signals to construct the PDF
in Eq. (3.32) and estimate the natural parameter vectors in Eq. (3.34), and 200
testing PQ disturbance signals to evaluate the classification performance according
to the target function in Eq. (3.37) for each hypothesis. The overall accuracy for
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this seven class PQ disturbance problem is given in Table 3.4. In Table. 3.4, each
7×7 matrix shows the classification performance for each method, and the diagonal
elements of each matrix denotes the number of correctly classified PQ disturbance
signals among 200 PQ disturbance signals. It is easily shown that our rule has
much better classification performance 98.29%, compared to 94.93% in SOLAR
based on wavelet feature extraction, 90.4% in inductive inference approach, and
94.86% in C-SVM with sigmoid kernel function.
Table 3.4: Performance of power quality disturbance using EEF rule compared
with the SOLAR, Inductive Inference and C-SVM.
EEF Rule with Penalty SOLAR Based on Wavelet Feature Extraction
C1 C2 C3 C4 C5 C6 C7 C1 C2 C3 C4 C5 C6 C7
C1 200 0 0 0 0 0 0 C1 200 0 0 0 0 0 0
C2 1 199 0 0 0 0 0 C2 0 200 0 0 0 0 0
C3 0 0 190 4 6 0 0 C3 1 0 174 0 24 1 0
C4 0 0 0 200 0 0 0 C4 0 0 0 200 0 0 0
C5 0 0 5 3 192 0 0 C5 15 0 16 0 161 8 0
C6 0 0 0 4 0 196 0 C6 0 0 2 1 2 194 1
C7 0 0 0 1 0 0 199 C7 0 0 0 0 0 0 200
Error 1.71% Error 5.07%
Inductive Inference Approach C-SVM with Sigmoid Kernel Function
C1 C2 C3 C4 C5 C6 C7 C1 C2 C3 C4 C5 C6 C7
C1 200 0 0 0 0 0 0 C1 200 0 0 0 0 0 0
C2 0 194 0 0 0 0 6 C2 0 200 0 0 0 0 0
C3 0 0 153 0 11 36 0 C3 0 0 171 0 28 1 0
C4 0 0 0 200 0 0 0 C4 0 0 0 200 0 0 0
C5 0 0 1 0 180 19 0 C5 0 0 33 0 164 3 0
C6 0 0 42 0 15 143 0 C6 0 0 1 0 6 193 0
C7 0 4 0 0 0 0 196 C7 0 0 0 0 0 0 200
Error 9.60% Error 5.14%
3.6 GPPT: Generalized PDF Projection Theorem for Classification
based on EEF
3.6.1 Motivations
As described in Chapter 2, it is necessary to perform feature reduction for high-
dimensional data sets. By doing so, the PDFs can be estimated robustly in the
low-dimensional feature subspace. However, feature reduction may lose pertinent
information for discrimination. For example, data samples from different classes
that could be well separated in the raw data space may be overlapped in the feature
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subspace, causing classification errors.
The PDF reconstruction approach provides a solution to address this infor-
mation loss issue in feature reduction by reconstructing the PDF on raw data and
making classification in raw data space, which could improve classification perfor-
mance. Several approaches have been developed along this track. Moghaddam et
al. [72][73] use an eigenspace decomposition to approximate the high-dimensional
raw data PDF, where the raw data space is divided into two complementary sub-
spaces using Principal Components Analysis (PCA): the principal subspace (dis-
tance in feature space) and the orthogonal complement subspace (distance from
feature space). While the PDF in the low-dimensional principal subspace is es-
timated using training data, the PDF in the complementary subspace is approx-
imated with the PCA residual error. Then, the estimated PDF in the raw data
space is written as the product of these two PDFs. More recently, researchers apply
Bayesian partitioning techniques to estimate the distribution in high dimensional
data space. For example, Wong and Ma in [74] developed the Optional Polya Tree
(OPT) to construct a prior distribution, and Lu et al. in [75] derived a closed form
of posterior probability using Bayesian sequential partitioning.
PDF Projection Theorem (PPT) [76] offers another solution for distribution
construction which projects the PDF in the feature subspace back to the raw data
space. It can be shown that all PDFs that generate the given feature PDF can
be constructed with the PPT by selecting a suitable reference hypothesis. The
generality of PPT makes it a good one for classification to avoid the “curse of
dimensionality” [76][77]. It also allows class-specific features, that is to say, each
class could have its own feature transformation function. Class-specific features
offer many advantages for multi-class classification. For example, class-specific
features carry much more discriminative information from the original raw data,
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because each class can select the most discriminative features against the other
classes. This characteristic makes the PPT different from many other classifications
methods which usually need to incorporate a one-vs-all classification scheme [42]
to build hierarchical multiclassifiers [78][79] to use class-specific features.
EEF is related to PPT. Like PPT, EEF is based on the estimated feature
PDF and a specified reference hypothesis. While PPT produces a raw data PDF
that reproduces the given feature PDF exactly, EEF is a way of combining one
or more PDFs constructed with PPT in a geometric mixture with the reference
hypothesis. The raw data PDF constructed using EEF reproduces the moments of
a log-likelihood ratio statistic. This statistic can be easily estimated in the feature
space and is directly linked to class separability. Motivated by this, we reconstruct
the PDFs using EEF, which can be shown that the PPT is a special case of our
new approach called generalized PPT (GPPT). Using the constructed PDFs on
raw data, we derive a Bayesian classifier with class-specific features, termed GPPT
classifier, and apply it for text categorization as a case study.
3.6.2 GPPT: PDF Construction via EEF
The Bayesian learning requires the estimation of class-wise distribution p(x|ci)
from training data. For high-dimensional data, it is impractical to estimate p(x|ci)
accurately when the given training data is limited. For this case, one usually
reduces the sample x via feature transformation: z = f(x), where z ∈ RK is called
the feature of x and the dimension of z is far less than that of x, i.e., K  D.
By doing so, the estimation of p(z|ci) in the feature subspace is simplified. In this
subsection, we show that the raw data PDF p(x|ci) can be constructed from the
feature PDF p(z|ci) using EEF. First, we define a smoothing reference hypothesis
c0 (e.g., the union of all classes is used as c0 in our study case), which is non-
committal with respect to the N classes. Next we define a log-likelihood ratio
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statistic t = T (x) = log p(f(x)|ci)/p(f(x)|c0) = log p(z|ci)/p(z|c0), which is a
measure of the discriminative power between the given class and the reference
hypothesis.
Mathematically, using EEF in Eq. (3.6), we estimate the PDF p(x|ci) for class
ci in raw data space as follows:
p(x|ci; η) = exp
(
η ln
p(z|ci)
p(z|c0) −K0(η) + ln p(x|c0)
)
(3.40)
where η is the embedding parameter, and K0(η) is the cumulant generating func-
tion, which is given by:
K0(η) = ln
∫
x
exp
(
η ln
p(z|ci)
p(z|c0)
)
p(x|c0)dx
= lnEp0
[
exp
(
η ln
p(z|ci)
p(z|c0)
)]
(3.41)
where Ep0 [·] denotes the expectation with respect to the distribution p0 = p(x|c0).
Note that for η = 1, we have K0(η) = 0 and p(x|ci) = p(x|c0)/p(z|c0)p(z|ci),
which is the PPT [76], and we call this distribution construction method as the
generalized PPT (GPPT).
In GPPT, it is better to choose the reference distribution that is smooth and
non-committal with respect to the N classes. The reference hypothesis consisting
of the union of all classes is good one, and can be considered the geometric center of
PDFs of all classes [80]. The embedding parameter η specifies the constructed PDF
that has minimum KL-divergence to the reference distribution with the constraint
of moment-matching. For each class, the optimal embedding parameter η∗i can be
estimated using the MLE criterion, which is given by:
η∗i = arg max
η
η ln
p(z|ci)
p(z|c0) −K0(η) i = 1, 2, · · · , N (3.42)
Since the cumulant generating function K0(η) is strictly convex and differentiable,
the target function in Eq. (3.42) is concave and the optimal embedding parameter
η∗i can be easily found.
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3.6.3 GPPT for Classification with Class-Specific Features
The PDF construction on raw data from the PDF on features allows class-
specific features for classification. Let fi(x) be the feature transformation for class
i, and thus we have class-specific features zi = fi(x) for i = 1, 2, · · · , N . Using
Eq. (3.40), for each class, we can always construct the PDF p(x|ci; ηi) in raw data
space from the PDF in class-specific feature space p(zi|ci). Applying the MAP
rule, we make classification decisions as follows:
c∗ = arg max
i∈{1,2,··· ,N}
ηi ln
p(zi|ci)
p(zi|c0) −K0(ηi) + ln p(ci) (3.43)
We note here that by using a common reference distribution in the PDF con-
struction, the classifier given by Eq. (3.43) can be constructed without actually
measuring the raw data x. Nevertheless, Eq. (3.43) is based on an implied raw
data PDF. One could apply a different reference distribution to the PDF construc-
tion of each class, which would require measuring x, but this is not explored in
this thesis.
We apply the proposed GPPT classifier for text categorization in which the
multinomial naive Bayes (MNB) is used as classifier. In Fig. 3.1, we illustrate the
difference between our GPPT classifier and the conventional classifier for text cat-
egorization. Using the “bag-of-words”, a document is transformed to a real-valued
vector through a dictionary that consists of all distinct words or phrases for a data
set. In the real-value vector, the element denotes the occurrence of words in the
document. Because of its high dimensionality, it is necessary to perform feature re-
duction to reduce the computational burden for training a classifier. As described
in previous sections, feature selection is a commonly used method for feature re-
duction in text categorization. In conventional approaches, a feature importance
measurement, such as information gain (IG) [81] or maximum discrimination (MD)
[82], is first employed to calculate feature importance for each individual class, and
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then a global function, such as sum or weighted average, is applied to rank features
to select a common feature subset for all classes. In contrast, we rank features for
each class and apply the class-specific features for classification.
Figure 3.1: Flow chart of the GPPT classifier with class-specific features for text
categorization (right), compared with the conventional approach (left).
In MNB, the features (word occurrences) of each class satisfy a specific multi-
nomial distribution. Let x ∈ RD be the raw feature transformed from the docu-
ment, and then for each class ci, i = 1, 2, · · · , N , we have a multinomial distribu-
tion p(x|ci) with D parameters (cell probabilities): [pi,1, · · · , pi,D]. The likelihood
of observing a document x in class ci conditioned on its document length l
1 is
1The likelihood of observing a document p(x|ci, l) is conditioned on the document length
l. This is different than the conventional MNB classifier for text categorization in which the
document length is usually assumed to be constant, i.e., p(x|ci, l) = p(x|ci).
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given by:
p(x|ci, l) = l!
x1!x2! · · ·xD!
D−1∏
k=1
pxki,kp
xD
i,D (3.44)
where
∑D
k=1 pi,k = 1 and
∑D
k=1 xk = l.
Suppose that the feature selection will select K out of D features. Denote zi
as the feature vector in class ci and Ii = [n
i
1, · · · , niK ] as the corresponding feature
indexes in x such that zik = xnik . Note that the marginal distribution p(zi|ci) still
satisfies a multinomial distribution, but with K+1 elements. The (K+1)-st feature
is the combination of all other features in x except for the K selected features, and
the multinomial distribution p(zi|ci) has K + 1 cells: [p′i,1, · · · , p′i,K , p′i,K+1] where
p
′
i,k = pi,nik , k = 1, 2, · · · , K, and p
′
i,K+1 = 1−
∑K
k=1 p
′
i,k.
We denote class c0 as the reference class which consists of all given training
data so that the reference distribution p(x|c0) still satisfies a multinomial distri-
bution with D parameters: [p0,1, · · · , p0,D], each of which can be written as:
p0,k =
N∑
i=1
pi,kp(ci) k = 1, 2, · · · , D (3.45)
Using the general construction form in Eq. (3.40), we construct the PDF
p(x|ci) for class ci, i = 1, 2, · · · , N as follows:
p(x|ci, l; ηi) = exp
[
ηi
K∑
k=1
zikβik −K1(ηi, l) + ln p(x|c0)
]
(3.46)
where
K1(ηi, l) = l ln
(
K∑
k=1
p
′
0,k exp(ηiβik) +
(
1−
K∑
k=1
p
′
0,k
))
(3.47)
and
βik = ln
p
′
i,k
p
′
0,k
− ln p
′
i,K+1
p
′
0,K+1
(3.48)
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Note that we obtain a closed form solution of the PDF construction in the
original high-dimensional space of x as shown in Eq. (3.46) to Eq. (3.48).
Given a N -class training data set X = X1 ∪X2 ∪ · · · ∪ XN , each class consists
of Mi documents Xi = {x1,x2, · · · ,xMi}, and each document xm has a length of
lm =
∑D
k=1 xmk, where xmk is the k-th element in xm. We use the MLE to estimate
the optimal embedding parameter, which is given by:
η∗i = arg max
ηi
ηi
K∑
k=1
z¯ikβik −K1(ηi, l¯) (3.49)
where z¯ik and l¯ are the average of word occurrences for the k-th selected feature and
the average of the document length over the training set Xi of class ci, respectively.
Although it is difficult to find an analytic solution of η∗i , it can be easily found using
convex optimization techniques since the objective function is a concave function
with respect to ηi.
3.6.4 Experimental Results and Analysis
We use the real-life data set of Reuters-20 to evaluate the performance of
our proposed GPPT approach for text categorization. In Reuters-20, we have
an original feature size of 18, 933. To reduce the feature size, we apply the IG
metric [81] to evaluate the feature importance. For each class ci, the score of the
k-th feature is calculated as follows:
IG(tk, ci) = p(tk, ci) log
p(tk, ci)
p(tk)p(ci)
+ p(t¯k, ci) log
p(t¯k, ci)
p(t¯k)p(ci)
(3.50)
where tk indicates the k-th term appears in the document, and t¯k indicates it does
not. It is shown that IG(tk, ci) is a class-specific feature score. In conventional
approaches, a global function, e.g., sum or average, is used to calculate class-
independent feature scores for feature ranking, as shown in Fig. 3.1. However, the
class-specific feature based classifiers rank the feature of each class with the score
IG(tk, ci) in Eq. (3.50), and use the class-specific features for classification.
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We compare our GPPT class-specific MNB classifier with three other state-of-
the-art classifiers: MNB classifier [43], support vector machine (SVM) [83][84], and
PPT class-specific MNB classifier [76]. While the first two are commonly used in
text categorization with class-independent features, the last one and our classifier
use class-specific features for classification. In PPT class-specific MNB classifier,
we use the same reference hypothesis given by Eq. (3.45) and class-specific features
given by Eq. (3.50) as used in EEF, and make the classification decision with the
following rule:
c∗ = arg max
i={1,2,··· ,N}
K+1∑
k=1
zik ln
p
′
i,k
p
′
0,k
+ ln p(ci) (3.51)
We report the classification results on the data set of Reuters-20 in Fig.
3.2, where the feature size ranges from 100 to 2000. It can be shown that our
GPPT class-specific MNB classifier outperforms the other three methods. For
the Reuters-20 data set, it can be shown that our GPPT class-specific MNB
classifier has promising performance improvement with a large margin compared
to the others.
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Figure 3.2: Classification results on Reuters-20.
66
3.7 Summary
Given a set of training data, a new generalized PDF with respect to the refer-
ence distribution can be constructed via EEF. The new distribution inherits many
useful properties from the exponential family. It can be also used for classification
in either a data-driven manner or a model-driven manner. The proposed methods
could benefit many classification problems, and provide an effective way to address
the problem of model parameters learning using embedded latent variable expo-
nential family probability for classification. To address the information loss issue
in feature reduction, a GPPT classifier based on EEF can be also built, which
offers a novel way for classification with class-specific features. Several different
real-life classification examples are considered in this chapter, and it can be shown
that the proposed EEF classifier obtains competitive results compared with the
state-of-the-art methods.
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CHAPTER 4
ENN-Based Discriminative Learning
In many cyber-physical systems, vast amounts of data have high complexity
and no single density distribution could model the data very well. The generative
classifiers with the assumption of density distribution models may perform poorly if
such assumption is inappropriate. This chapter describes several nearest neighbors
based discriminative learning approaches. Particularly, in §4.1, ENN classfication
method and its several different versions are built for classification. In §4.2, a novel
anomaly detection method based on the concept of extended nearest neighbors is
proposed.
4.1 ENN: Extended Nearest Neighbor Method for Classification
4.1.1 Background and Motivations
Nearest neighbor-based pattern recognition methods have several key advan-
tages, such as easy implementation, competitive performance, and a nonparametric
computational basis which is independent of the underlying data distribution. The
first modern study of the nearest neighbor approach can be traced back to 1951 by
Fix and Hodges [21]. In their formalization of nonparametric discrimination, the
consistency of KNN was established using a probability density estimation. They
proved that if k → ∞ and k/n → 0, where k is the number of selected nearest
neighbors and n is the sample size of the whole data set, the classification error
of the nearest neighbor method (Rn) can asymptotically converge to the Bayesian
rule (R∗): Rn → R∗. In another representative work [22], Cover and Hart proved
that for N -class classification problems, when k = 1, the classification error of the
nearest neighbor method will be bounded by R∗ ≤ Rn ≤ R∗(2 − NN−1R∗) when
there are infinite samples. This basically means in the large sample case, the near-
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est neighbor method has “a probability of error which is less than twice the Bayes
probability of error” [22]. These early classic works laid down a strong theoret-
ical foundation for nearest neighbor based methods, which have been witnessed
in considerable applications in many different disciplines, such as biological and
chemical data analysis [23], disease classification and clinical outcome prediction
[24], among others.
In general, two types of errors may occur in KNN based methods: for the
samples in the areas of higher density, the k nearest neighbors could lie in the
areas of slightly lower density, or vice versa [26]. These types of errors may result in
misclassification, especially when nearest neighbors are dominated by the samples
from other classes. Error rates are increased when sample sizes are small or data
are imbalanced (see a comprehensive survey on imbalanced learning [85]). Here, we
introduce a new method, extended nearest neighbor (ENN), based on generalized
class-wise statistics which can represent intra-class coherence. Unlike the classic
KNN method where only the nearest neighbors are considered for classification,
our proposed ENN method takes advantage of all available training data to make
a classification decision: it assigns a class membership to an unknown sample
to maximize the intra-class coherence. By exploiting the information from all
available data to maximize the intra-class coherence, ENN is able to learn from
the global distribution, therefore, improving pattern recognition performance.
4.1.2 Problem Formulation: Limitations of KNN
The reason of the “two types of errors” [26] is that KNN method is sensitive to
the scale or variance of the distributions of the predefined classes [25]. The nearest
neighbors of an unknown observation will tend to be dominated by the class with
the highest density. For example, in a two-class classification problem, if we assume
that class 1 has a smaller variance than class 2, then the class 1 samples dominate
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their near neighborhood with higher density (i.e., more concentrated distribution),
whereas the class 2 samples are distributed in regions with lower density (i.e., more
spread out distribution). In this case, for class 2 samples, the number of nearest
neighbors from class 1 may exceed that from class 2. For instance, for those class
2 samples which are close to the region of class 1, there may be a large number
of class 1 neighbors because of the higher density of class 1. Only for those class
2 samples which are far away from the region of higher density of class 1, their
nearest neighbors from class 2 will be dominant.
Fig. 4.1 shows one example (a two-class classification scenario) of decision
making in the classic KNN method for two Gaussian distributions with different
means and variances, in which we assume that their prior distribution p(ω) are the
same. In this figure, the x-axis represents the data value (one dimensional data
in this case), and the y-axis represents the class-conditional probability p(x|ω).
For the eight data points illustrated here, we assume that data points x1, x2, x3
and x4 are sampled from the class 1 distribution, and data points x5, x6, x7 and
x8 are sampled from the class 2 distribution. On the side of this figure, we also
listed their corresponding k1/k and k2/k ratio (here k = 5 is the parameter of
KNN, and k1 and k2 are the number of nearest neighbors belong to class 1 and
class 2, respectively). In this case, the Bayesian method can correctly classify all
these eight data points by calculating their corresponding posterior probabilities
according to the Bayes’ theorem. However, under the KNN method, all of these
eight data points are predicted as class 1. This means that the four data points
from class 2, x5, x6, x7 and x8, are misclassified because their k1/k ratio values are
larger than their corresponding k2/k ratio values. The reason is that the nearest
neighbors of these four data points are dominated by the class 1 data because
of the distribution. This has been a long-standing limitation of the classic KNN
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Figure 4.1: One example of the KNN rule in comparison with the Bayesian rule
for a two-class classification problem.
method in literature [26] [25].
4.1.3 ENN Classifier
Here we describe the Extended Nearest Neighbor (ENN) method to solve
this deficiency in the classic KNN method. The advantages of the original KNN
approach are retained in our ENN classifier, such as easy implementation and
competitive classification performance. However, unlike the classic KNN approach,
the new ENN classifier makes a prediction by not only considering who are the
nearest neighbors of the test sample, but also who consider the test sample as their
nearest neighbors.
We describe our ENN method starting with the two-class classification prob-
lem. The generalized statistic based on nearest neighbors was first proposed in
the two-sample test problem to evaluate whether two distributions are mixed well
or widely spread [86], [87]. In our approach, unlike the generalized statistic over
all samples as discussed in [87], we first build our generalized class-wise statistic
regarding the pooled samples S1 and S2 for each class along with its nearest neigh-
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bors. We define the generalized class-wise statistic Ti for class i as the following:
Ti =
1
nik
∑
x∈Si
k∑
r=1
Ir (x, S = S1 ∪ S2) i = 1, 2 (4.1)
where S1 and S2 denote the samples in class 1 and class 2, respectively, x denotes
one single sample in S = S1 ∪ S2, ni is the number of samples in Si, and k is
the user-defined parameter of the number of the nearest neighbors. The indicator
function Ir(x, S) indicates whether both the sample x and its r-th nearest neighbor
belong to the same class, defined as follows:
Ir (x, S) =
{
1, if x ∈ Si and NNr(x, S) ∈ Si
0, otherwise
(4.2)
where NNr(x, S) denotes the r-th nearest neighbor of x in S. This equation means
for either class, if both the sample x and its r-th nearest neighbor in the pool of S
belong to the same class, then the outcome of the indicator function Ir(x, S) equals
1; otherwise, it equals 0. In this way, the generalized class-wise statistic Ti in Eq.
(4.1) is the ratio of the number of nearest neighbors belonging to the same class
for class i with respect to the product of the sample size of class i (i.e., ni) and
the number of nearest neighbors under consideration (k). A large Ti indicates the
samples in Si are much closer together and their nearest neighbors are dominated
by the same class samples, whereas a small Ti indicates that samples in Si have an
excess of nearest neighbors from the other class. Note that the generalized class-
wise statistic has 0 ≤ Ti ≤ 1 with Ti = 1 when all the nearest neighbors of class
i data are also from the same class i, and Ti = 0 when all the nearest neighbors
are from other classes. Based on this discussion, we can use Ti to represent the
data distribution across multiple classes. Therefore, we introduce the concept of
intra-class coherence, defined as follows:
Θ =
2∑
i=1
Ti (4.3)
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Given an unknown sample Z to be classified, we iteratively assign it to class
1 and class 2, respectively, to obtain two new generalized class-wise statistics T ji ,
where j = 1, 2.
T ji =
1
n
′
ik
∑
x∈S′i,j
k∑
r=1
Ir
(
x, S
′
= S1 ∪ S2 ∪ {Z}
)
i, j = 1, 2 (4.4)
where n
′
i is the size of S
′
i,j, and S
′
i,j is defined as
S
′
i,j =
{
Si ∪ {Z}, when j = i
Si, when j 6= i (4.5)
For this two-class classification problem, we have four generalized class-wise
statistics: T 11 , T
1
2 , T
2
1 and T
2
2 . Unlike the previous KNN classifiers which predict
that the unknown sample Z belongs to a class based only on its nearest neighbors,
the ENN classifier predicts its class membership according to the following target
function:
fENN = arg max
j∈1,2
2∑
i=1
T ji = arg max
j∈1,2
Θj (4.6)
where
Θj =
2∑
i=1
T ji (4.7)
This means that our ENN method makes the prediction based on which deci-
sion resulting the largest intra-class coherence when we iteratively assume the test
sample Z to be each possible class.
We now present the detailed calculation steps for a two-class classification
problem using our ENN method. First, let’s assume that the observation Z should
be classified as class 1. Then, for each training sample, we re-calculate its k
nearest neighbors and obtain the new generalized class-wise statistic according to
Eq. (4.4), denoted as T 11 for class 1 and T
1
2 for class 2. Second, we assume that
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the observation Z should be classified as class 2; then, for each training sample, we
also re-calculate its k nearest neighbors and obtain the new generalized class-wise
statistic according to Eq. (4.4), denoted as T 21 for class 1 and T
2
2 for class 2. Then
a classification decision is made according to Eq. (4.6).
The aforementioned two-class ENN decision rule can be easily extended
to multi-class classification problems. Specifically, for an N-class classification
problem, we have the following algorithm:
ENN Classifier: Given an unknown sample Z to be classified, we iter-
atively assign it to each possible class j, j = 1, 2, · · · , N , and compute
the generalized class-wise statistic T ji for each class i, i = 1, 2, · · · , N .
Then, the sample Z is classified according to:
fENN = arg max
j∈1,2,··· ,N
N∑
i=1
T ji (4.8)
4.1.4 ENN.V1 Classifier: An Equivalent Version of ENN
The underlying idea of the ENN rule shown in Eq. (4.8) is that we classify the
test sample Z based on which decision results in the greatest intra-class coherence
among all possible classes. We can further demonstrate that the classification of
Z in our ENN rule depends not only on who are the nearest neighbors of Z, but
also on who consider Z as one of their nearest neighbors.
For the new observation Z, let’s assume that there are k1 nearest neighbors
from class 1 and k2 nearest neighbors from class 2, where k1 + k2 = k is the total
number of nearest neighbors investigated. First, let’s assume the observation Z
to be classified as class 1; then, we count the number of class 1 data who have an
increased number of class 1 samples in its k nearest neighbors (denote this number
as ∆n11 ), and we also count the number of class 2 data who have a decreased
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number of class 2 samples in its k nearest neighbors (denote this number as ∆n12).
Then, in a similar way, we further assume the observation Z to be a member of
class 2, and count the number of class 1 data who have a decreased number of
class 1 samples in its k nearest neighbors (denote this number as ∆n21), and we
also count the number of class 2 data who have an increased number of class 2
samples in its k nearest neighbors (denote this number as ∆n22). In this way, ∆n
j
i
represents how many of the k nearest neighbors from each class will change because
of the introduction of the new sample Z, when it is iteratively assumed to be each
possible class.
With these discussions, we now present an equivalent version of the ENN
classifier as follows:
ENN.V1: Given an unknown sample Z to be classified, we iteratively
assign it to each possible class j, j = 1, 2, · · · , N , and predict the class
membership according to:
fENN.V1 = arg max
j∈1,2,··· ,N

(
∆nji + ki − kTi
(ni + 1)k
)
i=j
−
N∑
i 6=j
∆nji
nik
 (4.9)
where k is the user-defined parameter of the number of the nearest
neighbors, ni is the number of training data for class i, ki is the
number of the nearest neighbors of the test sample Z from class i,
∆nji represents the change of the k nearest neighbors for class i when
the test sample Z is assumed to be class j, and Ti represents the
generalized class-wise statistic of original class i (i.e., without the
introduction of the test sample Z).
Proof of ENN.V1. We iteratively assign the unknown sample Z to class j to obtain
new generalized class-wise statistic T ji for class i. According to Eq. (4.4), we have,
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when i = j
T ji =
1
n
′
ik
∑
X∈Si∪{Z}
k∑
r=1
Ir(X,S
′
= S1 ∪ S2 ∪ {Z})
=
1
(ni + 1)k
[∑
X∈Si
k∑
r=1
Ir(X,S1 ∪ S2 ∪ {Z}) +
k∑
r=1
Ir(Z, S1 ∪ S2 ∪ {Z})
]
=
1
(ni + 1)k
[∑
X∈Si
k∑
r=1
Ir(X,S1 ∪ S2) + ∆nji +
k∑
r=1
Ir(Z, S1 ∪ S2)
]
=
1
(ni + 1)k
(
nikTi + ∆n
j
i + ki
)
(4.10)
and when i 6= j
T ji =
1
n
′
ik
∑
X∈Si
k∑
r=1
Ir(X,S
′
= S1 ∪ S2 ∪ {Z})
=
1
nik
[∑
X∈Si
k∑
r=1
Ir(X,S1 ∪ S2)−∆nji
]
=
1
nik
(
nikTi −∆nji
)
= Ti − ∆n
j
i
nik
(4.11)
Therefore, from Eq. (4.8), we have:
fENN = arg max
j∈1,2,··· ,N
N∑
i=1
T ji
= arg max
j∈1,2,··· ,N
N∑
i=1
(
T ji − Ti
)
= arg max
j∈1,2,··· ,N
{(
T ji − Ti
)
i=j
+
N∑
i 6=j
(
T ji − Ti
)}
= arg max
j∈1,2,··· ,N

(
∆nji + ki − kTi
(ni + 1)k
)
i=j
−
N∑
i 6=j
∆nji
nik

= fENN.V1 (4.12)
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Figure 4.2: (A), (B) and (C) demonstrate the detailed procedure of two versions of
ENN classifier. In (A), training samples are stored and their k nearest neighbors
and distances are calculated to compute the generalized class-wise statistic T1 and
T2. (B) and (C) illustrate the changes of the generalized class-wise statistic for
each class, when we iteratively assume Z to be class 1 and class 2. Both of them
provide the same classification result, but the recalculation of generalized class-wise
statistic T ji is avoided in ENN.V1.
This proves our ENN.V1 is equivalent to the original ENN method. We now
present an example in Fig. 4.2 for the detailed implementation of our two ENN
versions, i.e., fENN in Eq. (4.8) and fENN.V1 in Eq. (4.9). Note that this equivalent
target function fENN.V1 can provide the same classification result, without the
recalculation of T ji as in fENN. Both target functions provide a general formula for
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our ENN method for multi-class classification problems. In practical applications,
whether using fENN or fENN.V1 is a user’s preference. We would like to note that
fENN is more straightforward to calculate and implement, but from a computational
point of view, we recommend using fENN.V1 as this target function does not require
recalculating the generalized class-wise statistic T ji for every test sample.
4.1.5 ENN.V2 Classifier: An Approximate Version of ENN
The proposed ENN classifier can resolve the scale-sensitive problem in the
classic KNN decision rule as we discussed previously. From Eq. (4.8), the ENN
method classifies the test sample Z based on which decision results in the greatest
intra-class coherence among all predefined classes. Moreover, from Eq. (4.9), the
classification decision rule of our ENN method is based on both the samples who
are the nearest neighbors of Z and who regard Z as one of their nearest neighbors.
Here, we provide an approximate but straightforward version of the ENN method
under certain assumptions, named ENN.V2.
ENN.V2: Given an unknown sample Z to be classified, under the
following two conditions:
(1) All classes have the same number of data samples n, i.e., a bal-
anced classification problem;
(2) For all i 6= j, ∆nji
(n+1)nk
→ 0;
The ENN decision rule can be approximated as follows:
fENN.V2 = arg max
j∈1,2,··· ,N
{∆nj + kj − kTj} (4.13)
where k is the user-defined parameter of the number of the nearest
neighbors, ∆nj denotes the number of samples in class j who consider
Z as one of their k nearest neighbors, kj is the number of the nearest
neighbors of the test sample Z from class j, and Tj represents the
generalized class-wise statistic of original class j (i.e., without the
introduction of the test sample Z).
Proof of ENN.V2. Considering two-class classification scenario first, without loss
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of generality, if the ENN method classifies Z as class 2 according to Eq. (4.9), we
have
∆n11 + k1 − kT1
(n+ 1)k
− ∆n
1
2
nk
<
∆n22 + k2 − kT2
(n+ 1)k
− ∆n
2
1
nk
⇒ ∆n
1
1 + ∆n
2
1 + k1 − kT1
(n+ 1)k
+
∆n21
(n+ 1)nk
<
∆n22 + ∆n
1
2 + k2 − kT2
(n+ 1)k
+
∆n12
(n+ 1)nk
(4.14)
When
∆n21
(n+1)nk
and
∆n12
(n+1)nk
approximate to zero, we have
∆n11 + ∆n
2
1 + k1 − kT1 < ∆n22 + ∆n12 + k2 − kT2 (4.15)
We now define
∆n1 = ∆n
1
1 + ∆n
2
1 (4.16)
∆n2 = ∆n
1
2 + ∆n
2
2 (4.17)
In this way, ∆n1 represents the total number of samples in class 1 who consider
Z as one of their k nearest neighbors, and ∆n2 represents the total number of
samples in class 2 who consider Z as one of their k nearest neighbors. Therefore,
Eq. (4.15) can be expressed as follows:
∆n1 + k1 − kT1 < ∆n2 + k2 − kT2 (4.18)
Therefore, for a two-class classification problem, the classification rule is
fENN.V2 = arg max
j∈1,2
{∆nj + kj − kTj} (4.19)
The above derivation can be easily extended to N -class classification problems,
and we can obtain the approximate version of our ENN method as shown in Eq.
(4.13).
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This approximate version of ENN in Eq. (4.13) also explains why the pro-
posed ENN method can address the scale-sensitive problem in the classic KNN
rule. Whereas the KNN rule only considers kj to make a decision, the proposed
ENN method considers three factors to make a prediction decision: two “positive”
terms kj and ∆nj, and one “negative” term kTj. The two positive terms demon-
strate that our ENN approach considers not only who are the nearest neighbors
of the test sample, but also who consider the test sample as their nearest neigh-
bors. The negative term means the class that has a greater generalized class-wise
statistic would be given a larger penalty value when we estimate the class member-
ship of an unknown sample. The combination of these three factors provides the
unique advantage of our ENN method to improve classification performance. We
would also like to note that in many practical applications if the two conditions
as described in ENN.V2 algorithm are satisfied, using Eq. (4.13) as a simple ap-
proximation of our ENN method can in general provide competitive classification
performance.
4.1.6 Experiments and Results Analysis
To evaluate the performance of our ENN classifier, we conduct several ex-
periments with Gaussian data classification, hand-written digits classification [88],
and twenty real-world datasets from UCI Machine Learning Repository [89]. In
all these experiments, we explore every odd number of k from 1 to 21, i.e.,
k = 1, 3, 5, 7, ..., 21.
We first test our proposed ENN classifier for a 3-dimensional Gaussian data
with 3 classes, in comparison with the classic KNN rule and the Maximum a
Posterior (MAP) rule. In the MAP rule, we estimate the parameters of Gaussian
distribution for each class with the given training data. In our current experiments,
we use 250 training samples and 250 test samples for each class with the following
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parameters:
µ1 = [8 5 5]
T C1 = σ
2
1I
µ2 = [5 8 5]
T C2 = σ
2
2I
µ3 = [5 5 8]
T C3 = σ
2
3I
Figure 4.3: Overall classification error rate (in percentage) of ENN and KNN for
four Gaussian data models.
To demonstrate the effectiveness of the proposed ENN classifier to solve the
deficiency of the KNN rule, we examine the classification error rate of each class
with different variances. Fig. 4.3 shows the overall classification error rates (in
percentage) averaged over 100 random runs. Our results show that the proposed
ENN method performs much better than the classic KNN method.
We also evaluate the classification performance of our proposed ENN classifier
on the entire MNIST hand-written digits dataset [88], which is a widely used
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benchmark in the community. In this experiment, we use 60, 000 images as training
data and 10, 000 images as test data. Fig. 4.4 shows the comparison of classification
error rates (in percentage) between classic KNN rule and our ENN rule, where the
minimum error of 2.61% is obtained at k = 7 for our ENN method. The overall
classification error rates using the ENN rule are notably less than those with the
KNN rule (Fig. 4.4).
Figure 4.4: Overall classification error rate (in percentage) of ENN and KNN for
handwritten digits classification.
We further apply our ENN classifier to twenty real world datasets from UCI
Machine Learning Repository [89]. Table 4.1 presents the classification error rates
(in percentage) for these twenty UCI datasets in comparison to the classic KNN,
naive Bayes, linear discriminant analysis (LDA), and neural network. It shows that
ENN always performs better than KNN, and in 17 out of these 20 datasets, the
performance improvement is significant (one-tailed t-test, p = 0.01). In the neural
network implementation, we use the classic multilayer perceptron (MLP) structure
with 10 hidden neurons, and with 800 backpropagation iterations for training at the
learning rate of 0.01. The results are averaged over 100 random runs, and in every
run, we randomly select half of the data as the training data and the remaining half
as the test data. Let’s consider the Spam database as an example. This database
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includes 4601 e-mail messages, in which 2788 are legitimate messages and 1813
are spam messages. Each message is represented by 57 attributes, of which 48
are the frequency of a particular word (FW), 6 are based on the frequency of a
particular character (FC), and 3 are continuous attributes that reflect the use of
capital letters (SCL) in the e-mails. Fig. 4.5 shows detailed classification error
rates (in percentage) with different parameters of k, which clearly demonstrates
that ENN method can achieve consistently lower error rates than those of KNN
rule.
Figure 4.5: Overall classification error rate (in percentage) of ENN and KNN for
spam email classification.
83
Table 4.1: Average testing error rate and standard derivation of ENN (k = 3) compared with KNN (k = 3), naive Bayes,
LDA, and neural network. All results are shown in percentage. For each dataset, we highlight the best result with Bold
value among all these five methods. To specifically compare the results of ENN and KNN, we also underline the value if
ENN performs significantly better than KNN under one-tailed t-test (p = 0.01).
Datasets ENN KNN Naive Bayes LDA Neural Network
Ionosphere 17.35± 2.69 18.55± 2.94 19.83± 2.86 20.68± 3.00 18.48± 2.90
Vowel 8.50± 1.92 11.73± 1.80 43.90± 2.98 40.94± 1.97 45.17± 3.15
Sonar 22.67± 3.97 24.49± 4.06 29.22± 4.16 33.75± 5.11 27.24± 4.37
Wine 4.49± 2.16 7.08± 2.20 5.07± 1.71 2.58± 2.13 7.21± 2.88
Breast-cancer 4.04± 0.87 4.44± 1.07 5.76± 1.04 5.88± 1.18 4.57± 1.17
Haberman 31.32± 6.53 32.13± 5.79 36.35± 10.85 34.63± 9.92 37.40± 10.58
Breast tissue 36.71± 6.37 42.40± 6.19 44.02± 6.18 41.24± 6.60 67.62± 5.22
Movement libras 26.33± 2.88 32.16± 2.97 45.41± 3.39 39.90± 3.31 40.87± 4.34
Mammographic masses 21.16± 1.43 22.27± 1.55 18.96± 1.57 19.17± 1.72 49.40± 0.29
Segmentation 24.71± 3.07 27.85± 3.04 12.64± 2.93 12.79± 2.88 23.06± 5.95
ILPD 40.04± 3.58 40.91± 3.68 26.87± 2.69 29.64± 3.39 32.09± 3.53
Pima Indians diabetes 31.22± 2.15 33.08± 2.37 29.44± 2.19 28.29± 2.01 25.38± 2.77
Knowledge 23.93± 4.69 27.11± 4.45 12.66± 2.45 6.97± 2.53 14.42± 3.86
Vertebral 35.13± 4.83 37.64± 5.06 47.93± 3.41 36.88± 4.83 45.11± 3.12
Bank note 0.09± 0.18 0.12± 0.23 15.27± 1.25 2.60± 0.60 0.18± 0.37
Magic 20.10± 0.33 20.42± 0.36 25.69± 0.61 23.30± 0.34 29.62± 0.38
Pen digits 0.74± 0.15 0.94± 0.17 15.38± 0.41 11.22± 0.52 11.65± 0.70
Faults 0.91± 0.52 1.65± 0.86 0.00± 0.00 0.00± 0.00 0.00± 0.00
Letter 5.60± 0.25 7.44± 0.25 40.09± 0.47 29.80± 0.37 28.33± 0.52
Spam 10.08± 0.59 11.52± 0.63 10.31± 0.78 9.64± 0.61 15.32± 1.02
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We would like to note that for all these experiments, there appears to be no
significant difference between ENN and KNN when k = 1. The reason for this
might be that under such a small value of k = 1, the classification performance
will be determined by the single closest neighbor. Therefore, when k = 1, both
methods do not consider the data distribution anyway. That might explain why
under k = 1, both methods show a very close performance.
4.1.7 Computational Complexity Analysis
As a simple and reliable technique, the nearest neighbor based methods have
been widely used in both research and industry for pattern recognition, regression,
feature reduction, clustering, among others. However, one major concern of this
kind of method is its computational complexity. For the classic KNN method, there
is no training stage (i.e., the so-called instance-based learning or lazy learning),
with a computational complexity of O(M logM) in a testing stage for every test
sample, where M is the number of training data. To improve the efficiency, it
makes more sense to take a preprocessing stage where data structures are built to
construct the relationship among training data, such as k-d tree [90], ball tree [91],
and nearest feature line [92], or to reduce the size of training data by eliminating
the data which may not provide useful information for decision making, such as the
condensed nearest neighbor rule by using a concept of mutual nearest neighborhood
to only select samples close to the decision boundary [93].
In our ENN method, a preprocessing stage can be developed to calculate the
generalized class-wise statistic Ti for each class to build weighted KNN graphs,
in which training samples are the vertices and the distances of the sample to its
nearest neighbors are the edges. The weighted KNN graphs can then be used to
calculate ∆nji efficiently for a given test sample. To do so, we calculate distances
between the test sample and every training data to obtain ki for each class at a
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computational complexity of O(M logM). After that, we compare this distance
within the weighted KNN graphs to obtain ∆nji with only computational complex-
ity of O(M). Therefore, the total computational complexity of our proposed ENN
method is O(M logM) +O(M), which is on the same scale as O(M logM) in the
KNN method. Notice that we have computational complexity of O(M2 logM) in
a preprocessing stage of building the weighted KNN graphs, if we perform it in a
direct manner (i.e., for each training sample, we calculate and order the mutual
distances to all the other training data to search its nearest neighbors). Fortu-
nately, the existing techniques proposed in literature to improve the efficiency of
KNN based methods can be easily integrated into our ENN method to speed up
the searching of nearest neighbors, and hence reduce the complexity of the ENN
method. For example, using the structure of k-d trees [90] can reduce the compu-
tational complexity of the preprocessing stage and the testing stage to O(M logM)
and O(logM), respectively.
4.1.8 Discussion
In summary, we develop an innovative ENN classification methodology based
on the maximum gain of intra-class coherence. By analyzing the generalized class-
wise statistics, ENN is able to learn from the global distribution to improve pattern
recognition performance. Unlike the classic KNN rule which only considers the
nearest neighbors of a test sample to make a classification decision, ENN method
considers not only who are the nearest neighbors of the test sample, but also who
consider the test sample as their nearest neighbors. We have developed three
versions of the ENN classifier, ENN, ENN.V1 and ENN.V2, and analyzed their
foundations and relationships to each other. The experimental results on numerous
benchmarks demonstrated the effectiveness of the proposed ENN method.
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4.2 A Local Density-Based Approach with Extended Nearest Neigh-
bors for Anomaly Detection
4.2.1 Introduction to Anomaly Detection
Advances in data acquisition have created massive collections of data, captur-
ing valuable information to science, government, business, and society. However,
despite of the availability of large amount of data, some events are rare or excep-
tional, which are usually called “outliers” or “anomalies”. Compared with many
other knowledge discovery problems, outlier detection is sometimes more valuable
in many applications, such as network intrusion detection, fraudulent transactions,
and medical diagnostics. For example, in network intrusion detection, the number
of intrusions or attacks (“bad” connections) is much less than the “good” and nor-
mal connections. Similarly, the abnormal behaviors are usually rare in many other
cases. Although these outliers are only a small portion of the whole data set, it is
much more costly to misunderstand them compared with other events.
In recent decades, many outlier detection approaches have been proposed.
Usually an outlier detection method can be categorized into the following four
types of method [94][95]: distribution-based, distance-based, clustering-based, and
density-based. In distribution-based methods, an object is considered as the out-
lier if it deviates from a standard distribution (e.g., normal, Poisson, etc.) too
much [96]. The problem of the distribution-based method is that the underlying
distribution is usually unknown and does not follow a standard distribution for
many practical applications.
The distance-based methods detect outliers by computing distances among all
objects. An object is considered as the outlier when it has d0 distance away from
p0 percentage of objects in the data set [97]. In [98], the distance among objects is
calculated in feature subspace through projections for high dimensional data sets.
The problem of these methods is that the local outliers are usually misdetected
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for the data set with multiple components or clusters. To detect the local outliers,
a top-n k-th nearest neighbor distance is proposed in [99], in which the distance
from an object to its k-th nearest neighbor indicates outlierness of the object. The
cluster-based methods detect the outlier in the process of finding clusters. The
object does not belong any cluster is considered as the outlier [100][101][102].
In density-based methods, an outlier is detected when its local density differs
from its neighborhood. Different density estimation methods can be applied to
measure the density. In Local Outlier Factor (LOF) [103], an outlierness score,
indicating how an object differs from its locally reachable neighborhood, is mea-
sured. Previous studies [104][105] have shown that it is more reliable to consider
the objects with the highest LOF scores as outliers, instead of comparing the LOF
score with a threshold. Several variations of the LOF are also proposed [105][106].
In [105], a Local Distance-based Outlier Factor (LDOF) using the relative dis-
tance from an object to its neighbors is proposed for outlier detection in scattered
datasets. In [106], a INFLuenced Outlierness (INFLO) score is measured by con-
sidering both neighbors and reverse neighbors of an object when estimating its
relative density distribution [106]. To address the issue that the LOF method and
its variants do not consider the underlying pattern of data, Tang et. al. proposed
a connectivity-based outlier factor (COF) scheme in [107]. While the LOF-based
and COF-based outlier detection methods use the relative distance to estimate the
density, several other density-based methods are proposed based on kernel density
estimation [108][109][110]. For example, Local Density Factor (LDF) [108] extends
the LOF by using kernel density estimation. In [110], similar to the LOCI, a rel-
ative density score termed KDEOS is calculated using kernel density estimation
and applies the z-score transformation for score normalization.
We introduce a new outlier detection method based on the local kernel density
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estimation for robust local outlier detection. Instead of using the whole data set,
the density of an object is estimated with the objects in its neighborhood. Also
motivated by the success of our ENN described in §4.1, three kinds of neighbors:
k nearest neighbors, reverse nearest neighbors, and shared nearest neighbors, are
considered in our local kernel density estimation. A simple but efficient relative
density calculation, termed Relative Density-based Outlier Score (RDOS), is intro-
duced to measure the outlierness. Theoretical properties of the RDOS, including
the expected value and the false alarm probability are derived, which suggests pa-
rameter settings in practical applications. We further employ the top-n scheme to
rank the objects with their outlierness, i.e., the objects with the highest RDOS
values are considered as the outliers. Simulation results on both synthetic data
sets and real-life data sets illustrate superior performance of our proposed method.
In the sequel, we introduce the definition of the RDOS in §4.2.2 and present
the detailed descriptions of our proposed outlier detection approach in §4.2.3. In
§4.2.4, we derive theoretical properties of the RDOS which suggest the parameter
settings of our outlier detection approach. In §4.2.5, we present experimental
results and analysis, which show superior performance compared with previous
approaches. Finally, discussions are given in §4.2.6.
4.2.2 Local Kernel Density Estimation
We use the KDE method to estimate the density at the location of an object
based on the given data set. Given a set of objects X = {X1, X2, · · · , Xm}, where
Xi is the i-th object and xi ∈ Rd is the corresponding variable for i = 1, 2, · · · ,m,
the KDE method estimates the distribution as follows:
p(x) =
1
m
m∑
i=1
1
hd
K
(
x− xi
h
)
(4.20)
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where K
(
x−xi
h
)
is the defined kernel function with the kernel width of h, which
satisfies the following conditions:∫
K(u)du = 1,
∫
uK(u)du = 0, and
∫
u2K(u)du > 0 (4.21)
A commonly used multivariate Gaussian kernel function is given by
K
(
x− xi
h
)
Gaussian
=
1
(2pi)d/2
exp
(
−‖x− xi‖
2
2h
)
(4.22)
where ‖x−xi‖ denotes the Euclidean distance between two objects X and Xi. The
distribution estimate in Eq. (4.20) offers many nice properties, such as its non-
parametric property, continuity and differentiability [111]. Also it is an asymptotic
unbiased estimator of the density.
To estimate the density at the location of the object Xp, we only consider its
neighbors of Xp as kernels, instead of using all objects in the data set. The reason
for this is twofold: firstly, many complex real-life data sets usually have multiple
clusters or components, which are the intrinsic patterns of the data. The density
estimation using the full data set may lose the local difference in density and fail
to detect the local outliers; secondly, the outlier detection will calculate the score
for each object, and using the full data set would lead to a high computational
cost, which has the complexity of O(N2) where N is the total number of objects
in the data set.
To better estimate the density distribution in the neighbourhood of an object,
we propose to use k nearest neighbors, reverse nearest neighbors and shared nearest
neighbors as kernels in KDE. Let NNr(Xp) be the r-th nearest neighbors of the
object Xp, we denote the set of k nearest neighbors of Xp as SKNN(Xp):
SKNN(Xp) = {NN1(Xp), NN2(Xp), · · · , NNk(Xp)} (4.23)
The reverse nearest neighbors of the object Xp are those objects who consider Xp
as one of their k nearest neighbors, i.e., X is one reverse nearest neighbor of Xp if
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NNr(X) = Xp for any r ≤ k. The shared nearest neighbors of the object Xp are
those objects who share one or more nearest neighbors with Xp, in other words,
X is one shared nearest neighbor of Xp if NNr(X) = NNs(Xp) for any r, s ≤ k.
We show these three types of nearest neighbors in Fig. 4.6.
Figure 4.6: Three types of nearest neighbors considered. Arrows from Xi and Xj
to NNr(Xi) and NNs(Xj), respectively.
We denote SRNN(Xp) and SSNN(Xp) by the sets of reverse nearest neighbors
and shared nearest neighbors of Xp, respectively. For an object, there would
be always k nearest neighbors in SKNN(Xp), while the sets of RNN (Xp) and
SNN (Xp) can be empty or have one or more elements. Given the three data
sets SKNN(Xp), SRNN(Xp) and SSNN(Xp) for the object Xp, we form an extended
local neighborhood by combining them together, denoted by S(Xp) = SKNN(Xp)∪
SRNN(Xp)∪SSNN(Xp). Thus, the estimated density at the location of Xp is written
as
p(xp) =
1
|S(Xp)|+ 1
∑
X∈S(Xp)∪{Xp}
1
hd
K
(
x− xp
h
)
(4.24)
where |S| denotes the number of elements in the set of S.
4.2.3 RDOS: Relative Density-based Outlier Factor
After estimating the density at the locations of all objects, we propose a novel
relative density-based outlier factor (RDOS) to measure the degree to which the
density of the object Xp deviates from its neighborhood, which is defined as follows:
RDOSk(Xp) =
∑
Xi∈S(Xp) p(xi)
|S(Xp)|p(xp) (4.25)
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The RDOS is the ratio of the average neighborhood density to the density of
interested object Xp. If RDOSk(Xp) is much larger than 1, then the object Xp
would be outside of a dense cluster, indicating that Xp would be an outlier. If
RDOSk(Xp) is equal or smaller than 1, then the object Xp would be surrounded
by the same dense neighbors or by a sparse cloud, indicating that Xp would not be
an outlier. In practice, we would like to rank the RDOS values and detect top-n
outliers. We summarize our algorithm in Algorithm 4, which takes the KNN graph
as input. The KNN graph is a directed graph in which each object is a vertex and
is connected to its k nearest neighbors with an outbound direction. In the KNN
graph, an object will have k outbound edges to the elements in SKNN , and have
none, one or more inbound edges. The KNN graph construction using the brute-
force method has the computational complexity of O(N2) for N objects, and it can
be reduced to O(N logN) using the k−d trees [112]. Using the KNN graph KNN-
G, it is easy to obtain the k nearest neighbors SKNN , reverse nearest neighbors
SRNN and shared nearest neighbors SSNN with an approximate computational
cost of O(N). For each object, we form a set of local nearest neighbors S with the
combination of SKNN , SRNN and SSNN , and calculate the density at the location of
the object based on the set of S. Then, we calculate the RDOS value of each object
based on the densities of local neighbors in S. The top-n outliers are obtained by
sorting the RDOS values in a descending way. If one wants to determine whether
an object Xp is outlier, we can compare the value of RDOSk(Xp) with a threshold
τ , i.e., we determine an object is outlier if RDOSk(Xp) satisfies
RDOSk(Xp) > τ (4.26)
where the threshold τ is usually a constant value that is pre-determined by users.
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Algorithm 4: RDOS for top-n outlier detection based on the KNN graph
INPUT: k, X , d, h, the KNN graph KNN-G.
OUTPUT: Top-n objects in X .
ALGORITHM:
foreach object Xp ∈ X do
1 SKNN(Xp) = getOutboundObjects(KNN-G, Xp): get k nearest
neighbors of Xp;
2 SRNN(Xp) = getInboundObjects(KNN-G, Xp): get reverse nearest
neighbors of Xp;
3 SSNN(Xp) = ∅: initialize shared nearest neighbors of Xp;
4 foreach object X ∈ SKNN(Xp) do
5 SRNN(X) = getInboundObjects(KNN-G, X);
6 SSNN(Xp) = SSNN(Xp) ∪ SRNN(X): get objects who share X as
nearest neighbors with Xp;
end
7 S(Xp) = SKNN(Xp) ∪ SRNN(Xp) ∪ SSNN(Xp);
8 p(Xp) = getKernelDensity(S(Xp), Xp, h): estimate the local kernel
density at the location of Xp;
end
foreach object Xp ∈ X do
9 Calculate RDOSk(Xp) for Xp according to Eq. (4.25);
end
10 Sort RDOS in a descending way and output the top-n objects.
4.2.4 Theoretical Properties of RDOS
In this section, we analyze several nice properties of the proposed outlierness
metric. In Theorem 1, we give the expected value of RDOS when the object and
its neighbors are sampled from the same distribution, which indicates the lower
bound of RDOS for outlier detection.
Theorem 2. Let the object Xp be sampled from a continuous density distribution.
For N → ∞, the RDOS equals 1 with probability 1, i.e., RDOSk(Xp) = 1, when
the kernel function K is nonnegative and integrable.
Proof. For a fixed k, N → ∞ indicates that the objects in S(Xp) locate in the
local neighborhood of Xp with the radius r → 0. Considering data sampled from
a continuous density distribution f(x), the expectation of the density estimation
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at Xp exists and is consistent to the true one [113]:
E [p(xp)] = f(xp)
∫
K(u)du = f(xp) (4.27)
and its asymptotic variance is given by [113]
Var [p(xp)] = 0 (4.28)
Meanwhile, the average density at the neighborhood of Xp with the radius of r → 0
can be given by
E[p¯(xp)] = E
[∑
Xi∈S(Xp) p(xi)
|S(Xp)|
]
= E [p(xp)] = f(xp) (4.29)
Taking the ratio, we get
E[p¯(xp)]/E [p(xp)] = 1 (4.30)
This theorem shows that when RDOSk(Xp) ≈ 1, we could say that the object
Xp is not an outlier. Since RDOS is always positive, when 0 < RDOSk(Xp) < 1,
we could say the object Xp can be ignored in outlier detection. Only these objects
whose RDOS values are larger than 1 are possible to be outliers.
We next examine the upper-bound false detection probability to give a sense
of threshold selection in practice.
Theorem 3. Let S(Xp) be the set of local neighbors of Xp in RDOS, which are
assumed to be uniformly distributed in ball Br centered at Xp with the radius of
r. Using the Gaussian kernel, the probability of false detecting Xp as an outlier is
given by
P [RDOSk(Xp) > γ] ≤ exp
(
−2(γ − 1)
2(|S|+ 1)2(2pi)dh2d
|S|(2|S|+ γ + 1)2V 2
)
(4.31)
where h is the kernel width and V is the volume of ball Br.
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Proof. For simplicity of notation, we use S for S(Xp) and consider Xp = 0. Then,
the density estimation at Xp given the local neighbors X1, X2, · · · , X|S| is written
as
p(xp) =
1
|S|+ 1
∑
Xi∈S∪Xp
1
(2pi)d/2hd
exp
(
−‖xi‖
2
2h
)
(4.32)
and the average density estimation in the neighborhood of Xp is written as
p¯(xp) =
1
|S|
∑
Xi∈S
p(xi)
=
1
|S|(|S|+ 1)
∑
Xi∈S
∑
Xj∈S∪Xp
1
(2pi)
d
2hd
exp
(
−‖xi − xj‖
2
2h
)
(4.33)
For Xi, i = 1, 2, · · · , |S|, uniformly distributed in ball Br, we can compute
the expectation of both p(xp) and p¯(xp) from Theorem 1, which is given by:
E[p¯(xp)] = E[p(xp)] =
1
V
=
pin/2rn
Γ(n/2 + 1)
(4.34)
where V is the volume of n-sphere Br and n = d − 1. The rest of proof follows
the McDiarmid’s Inequality which gives the upper bound of the probability that a
function of i.i.d. variables f(X1, X2, · · · , X|S|) deviates from its expectation. Let
f : Rd → R, ∀i, ∀x1, · · · , x|S|, x′i ∈ S,
|f(x1, · · · , xi, · · · , x|S|)− f(x1, · · · , x′i, · · · , x|S|)| ≤ ci (4.35)
Then, for all  > 0,
P[f − E(f) ≥ ] ≤ exp
(
−22∑|S|
i=1 c
2
i
)
(4.36)
For f1 = p(xp), we have
|f1(x1, · · · , xi, · · · , x|S|)− f1(x1, · · · , x′i, · · · , x|S|)|
=
K(xi/h)−K(x′i/h)
hd(|S|+ 1) ≤
1− exp (−r2/2h)
(2pi)d/2hd(|S|+ 1) = c1 (4.37)
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For f2 = p¯(xp), we have
|f2(x1, · · · , xi, · · · , x|S|)− f2(x1, · · · , x′i, · · · , x|S|)|
=
K(xi
h
)−K(x
′
i
h
) + 2
|S|∑
j=1,j 6=i
[
K(
xi−xj
h
)−K(x
′
i−xj
h
)
]
hd(|S|+ 1)
≤ 1− exp (−r
2/2h) + 2|S| (1− exp (−2r2/h))
(2pi)d/2hd(|S|+ 1) = c2 (4.38)
We define a new function f = f2 − γf1, which is bounded by
|f | ≤ |f2|+ γ|f1| ≤ c2 + γc1 ≤ 2|S|+ γ + 1
(2pi)d/2hd(|S|+ 1) = c (4.39)
Then, the probability of false alarm is written as
P[RDOSk(Xp) > γ] = P[p¯(xp)− γp(xp)] = P[f − E(f) > t] (4.40)
where t = (γ − 1)/V . From Theorem 1, we are only interested in the case of
RDOSk(Xp) > 1, i.e., γ > 1, and t > 0. Using the McDiarmid’s Inequality, we
have
P[RDOSk(Xp) > γ] ≤ exp
(
− 2t
2∑|S|
i=1 c
2
)
= exp
(
− 2t
2
|S|c2
)
≤ exp
(
−2(γ − 1)
2(|S|+ 1)2(2pi)dh2d
|S|(2|S|+ γ + 1)2V 2
)
(4.41)
4.2.5 Experimental Results and Analysis
We first test the proposed RDOS in two synthetic data sets for outlier de-
tection. Our first synthetic data set includes two Gaussian clusters centered at
(0.5, 0.8) and (2, 0.5), respectively, each of which has 100 data samples. There are
three outliers around these two clusters, as indicated in Fig. 4.7. To calculate the
RDOS, we use k = 21 nearest neighbors and h = 0.01 in kernel functions. In Fig.
4.8, we show the RDOS of all data samples, where the color and the radius of
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circles denote the value of RDOS. It can be shown that the RDOS of these three
outliers is significantly larger than that of non-outliers. We further rank data sam-
ples in a descending way according to the RDOS, and show the top n = 5 data
samples with the largest RDOS in Table 4.2.
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Figure 4.7: The distribution of normal data and outliers, where the objects: A, B,
and C are outliers.
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Figure 4.8: The outlierness scores of all data samples, where the value of RDOS is
illustrated by the color and the radius of the circle.
The second synthetic data set used in our simulation consists of data samples
uniformly distributed around a cosine curve, which can be written as
x2 = cos(x1) + w (4.42)
where w ∼ N (0, σ2). In our simulation, we use σ2 = 0.1, and generate four outliers
in this data set, as shown in Fig. 4.9. The RDOS of all data samples is shown
97
Table 4.2: Top n = 5 data samples with the largest RDOS in two synthetic data
sets.
Gaussian Data Set Cosine Data Set
Rank Data RDOS Rank Data RDOS
1 (2.50, 0.20) 22.16 1 (8.80, 0.00) 11.78
2 (1.00, 1.00) 11.68 2 (1.80, 1.00) 11.72
3 (2.00, 0.00) 9.64 3 (5.70, 0.20) 11.68
4 (2.25, 0.59) 3.40 4 (6.50, 0.70) 10.93
5 (0.73, 0.50) 2.31 5 (2.38, -0.45) 2.12
in Fig. 4.10, where both the color and the radius of circles indicate the value of
RDOS. It is still shown that the RDOS-based method can effectively detect the
outliers. Meanwhile, we show the top n = 5 data samples with the largest RDOS
in Table 4.2.
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Figure 4.9: The distribution of normal data and outliers, where A, B, C and D
are considered as outliers.
We also conduct outlier detection experiments on four real-life data sets to
demonstrate the effectiveness of our proposed RDOS approach. All of these four
data sets are originally from the UCI repository [89], including Breast Cancer,
Pen-Local, Pen-Global, and Satellite, but are modified for local and global
outlier detection [114]. We summarize the characteristics of these four data sets in
Table 4.3. Before measuring the outlierness, we first normalize the data ranging
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Figure 4.10: The outlierness scores of all data samples, where the value of RDOS
is illustrated by the color and the radius of the circle.
from 0 to 1. In Fig. 4.11, we show the first two principle components of these four
data sets, where the outliers are denoted by the blue solid circle.
Figure 4.11: The normal data and outliers in four real-life data sets: (A) Breast
Cancer, (B) Pen-Local, (C) Pen-Global, and (D) Satellite. Only the first
two principle components are shown.
Since all these data sets are highly imbalanced, the use of overall accuracy
is not appropriate. In our experiments, we use the metrics of Receiver Operator
Characteristic (ROC) curve and Precision-Recall (PR) curve. The ROC curve
shows how the number of correctly classified positive samples (outliers) varies with
the number of incorrectly classified negative samples (normal samples). The PR
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Table 4.3: The characteristics of four data sets
Dataset # of features # of outliers # of data
Breast Cancer 30 10 357
Pen-Local 16 10 6714
Pen-Global 16 90 719
Satellite 36 75 5025
curve shows the change of precision with recall which are respectively defined as
Recall =
TP
TP + FN
Precision =
TP
TP + FP
where TP denotes the number of true positives, FN denotes the number of false
negatives, and FP denotes the number of false positives. Compared to the ROC
curve, the PR curve can give a more informative picture of an algorithm’s perfor-
mance particularly when dealing with highly skewed datasets. Both ROC and PR
curves can be obtained by comparing the detector output with different thresholds,
leading to different pairs of false positive rate and true positive rate in the ROC
curve and pairs of precision and recall in the PR curve. For these two types of
curves, we use the metric of Area Under the Curve (AUC) to further qualify the
detection performance.
We compare our RDOS approach with another four widely used outlier de-
tection approaches: Outlier Detection using Indegree Number (ODIN) [95], LOF
[103], INFLO [106], and Mutual Nearest Neighbors (MNN) [102]. Since all of these
examined methods are nearest neighbors-based methods, we evaluate the oultier
detection performance with different k values. For the proposed approach, we also
evaluate its performance with different kernel bandwidth h = [0.1, 1, 2] to illustrate
its effect on detection performance.
Table 4.4 shows the detection performance with the metric of AUC of ROC
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Table 4.4: Comparison of detection performance with the metric of AUC of ROC
curves for four real-life data sets. For each data set, we highlight the best result
with Bold value and the second one with Italic value among all methods.
k Datasets ODIN LOF INFLO MNN
RDOS
(h = 0.1)
RDOS
(h = 1)
RDOS
(h = 2)
k = 7
Breast Cancer 0.763 0.967 0.904 0.696 0.941 0.979 0.977
Pen-Local 0.809 0.982 0.975 0.744 0.990 0.988 0.988
Pen-Global 0.531 0.503 0.554 0.418 0.554 0.565 0.557
Satellite 0.639 0.752 0.749 0.603 0.738 0.732 0.731
k = 11
Breast Cancer 0.852 0.976 0.915 0.823 0.955 0.978 0.977
Pen-Local 0.892 0.990 0.988 0.875 0.990 0.990 0.990
Pen-Global 0.593 0.647 0.641 0.501 0.708 0.765 0.761
Satellite 0.671 0.741 0.753 0.612 0.748 0.769 0.768
k = 15
Breast Cancer 0.892 0.977 0.946 0.877 0.957 0.979 0.979
Pen-Local 0.915 0.989 0.985 0.918 0.994 0.992 0.992
Pen-Global 0.656 0.780 0.714 0.577 0.898 0.951 0.945
Satellite 0.687 0.699 0.763 0.609 0.729 0.756 0.756
curves for four data sets, in which the first- and second-best results are highlighted
for each data set. It can be shown that the proposed RDOS approaches exhibit
superior detection performance with the metric of AUC of ROC. Particularly, the
RDOS approach with h = 1 and k = 11 achieves the best performance for all four
data sets. Also, one can see that, apart from the data set of Satellite at k = 7,
all the first- and second-best results are from our three RDOS approaches. Table
4.4 also shows that the performance of AUC of ROC is similar for the proposed
RDOS approach when h = 1 and h = 2, and that RDOS > LOF > INFLO >
ODIN > MNN is generally true, where the symbol “>” means “performs better
than”.
Table 4.5 shows the detection performance with the metric of AUC of PR
curves for four data sets. Similarly, the first- and second-best results are highlighted
in Table 4.5. One can easily see that the proposed three RDOS approaches achieve
the first- and second-best performance for all data sets. It can be still shown that
the observation of RDOS > LOF > INFLO > ODIN > MNN is generally true
with the metric of AUC of PR curves.
101
Table 4.5: Comparison of detection performance with the metric of AUC of PR
curves for four real-life data sets. For each data set, we highlight the best result
with Bold value and the second one with Italic value among all methods.
k Datasets ODIN LOF INFLO MNN
RDOS
(h = 0.1)
RDOS
(h = 1)
RDOS
(h = 2)
k = 7
Breast Cancer 0.052 0.307 0.235 0.038 0.017 0.179 0.397
Pen-Local 0.004 0.063 0.040 0.003 0.005 0.124 0.144
Pen-Global 0.119 0.145 0.172 0.095 0.122 0.188 0.294
Satellite 0.023 0.150 0.131 0.021 0.019 0.150 0.191
k = 11
Breast Cancer 0.090 0.075 0.211 0.063 0.017 0.219 0.400
Pen-Local 0.006 0.085 0.060 0.006 0.007 0.185 0.167
Pen-Global 0.130 0.226 0.190 0.106 0.190 0.337 0.555
Satellite 0.029 0.117 0.133 0.025 0.019 0.133 0.176
k = 15
Breast Cancer 0.135 0.121 0.145 0.090 0.016 0.235 0.403
Pen-Local 0.008 0.101 0.065 0.008 0.015 0.188 0.129
Pen-Global 0.151 0.352 0.253 0.130 0.410 0.522 0.699
Satellite 0.036 0.114 0.128 0.029 0.019 0.138 0.171
4.2.6 Discussion
A novel local outlier detection method based on local kernel density estimation
with “extended” nearest neighbors is developed. Instead of only considering the k
nearest neighbors of a data sample, three kinds of neighbors are taken into account:
k nearest neighbors, reverse nearest neighbors, and shared nearest neighbors, for
local kernel density estimation. A simple but efficient relative density calculation,
termed Relative Density-based Outlier Score (RDOS), is introduced to measure
the outlierness. The derived theoretical properties of the proposed RDOS measure,
including the expected value and the false alarm probability, suggest parameter
settings for practical applications. Simulation results on both synthetic data sets
and real-life data sets illustrate superior performance of our proposed method.
4.3 Summary
In this chapter, two nearest neighbor based approaches are described for clas-
sification and anomaly detection. To address the shortcoming of traditional KNN
methods which suffer from the local structure of data, global information and en-
larged nearest neighborhoods are considered in these two proposed approaches. As
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nearest neighbor-based classification methods are used in many scientific applica-
tions because of their easy implementation, non-parametric nature, and competi-
tive classification performance, we would expect the proposed methods and their
future variations could have widespread use in many areas of data and information
processing, particularly in future intelligent CPS.
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CHAPTER 5
High-Performance Distributed Computing Architectures
Next generation CPS require high-performance computing architectures to ad-
dress the big data analysis issue and new communication architectures to support
IoT. This chapter starts by giving a brief introduction of CPS architectures and
a review of their related work in §5.1. It then describes a novel hierarchical dis-
tributed Fog computing architecture which would be suitable for next generation
CPS in §5.2. An implementation of a prototype of the proposed Fog computing
architecture is described in §5.3 for smart pipeline.
5.1 Introduction
In CPS, it is essential to build accurate, real-time, and large-scale geospa-
tially distributed sensing networks to monitor physical processes or surrounding
environments. The widely distributed sensor networks generate a massive volume
of data, which leads to a “Big Data” analysis challenge [115][116]. Meanwhile, the
machine-to-machine communication among massive numbers of sensors will dom-
inate future communication network traffic, namely Internet of Things [117][118],
instead of traditional Internet of Contents (IoC) in human-to-human and human-
to-machine communication. Last but not least, the integrated components require
quick feedback controls to ensure the interaction of physical world in multiple tem-
poral and spatial scales. For example, an automatic valve closure is necessary when
a rupture along a segment of pipeline is detected, and an optimal distribution of
municipal emergency services must be made when a natural disaster is predicted.
While the former system requires a neighborhood-level control in seconds, the lat-
ter one demands a city-wide decision in hours. Hence, the ubiquitous deployment
of sensors in CPS requires a high-performance computing paradigm to support
104
big data analysis with smart technologies and communications in IoT, providing
location-awareness and latency-sensitive computing near the data sources (i.e., at
the edge of the network).
Currently, the “pay-as-you-go” Cloud computing paradigm is widely used in
enterprises to address the emerging challenges of big data analysis because of its
scalable and distributed data management scheme. The rising of Cloud computing
and Cloud storage in industry provides a solution to support dynamic scalability
in many CPS, such as large scale data management for smart house [119], smart
lighting [120] and video surveillance [121], and intensive business and academic
computing tasks in education institutions [122]. However, the deployment of mas-
sive numbers of sensors in CPS requires location awareness and low latency, which
are lacking in current commercial Cloud computing models. To address this issue,
one possible solution is to extend or modify current Cloud computing approach. In
[123], a volunteer “Sensing and Actuation as a Service” (SAaaS) Cloud computing
approach is proposed to ensure that users are able to obtain data from different
heterogeneous sensors.
Rather than analyzing all original data from massive sensors, an event-driven
platform can greatly reduce the computational burden of cyber-physical systems.
In [124], Filipponi et al. introduce an event driven architecture to monitor public
areas and infrastructures with heterogeneous sensors. Their architecture consists of
two major components: a knowledge processor and a semantic information broker.
While the knowledge processor produces notifications of events detected by the
sensors, the semantic information broker conveys the notifications to all consumer
processors in a publish-and-subscribe manner. The advantage of this architecture
is its efficient information broadcasting in a city-wide environment; however, it
lacks a quick response mechanism for emergency events that may threaten public
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safety.
Fog computing recently, proposed by Cisco, extends the Cloud computing
paradigm to run geo-distributed applications throughout the network [30]. In
contrast to the Cloud, the Fog not only performs latency-sensitive applications at
the edge of network, but also performs latency-tolerant tasks efficiently at powerful
computing nodes at the intermediate of network. At the top of the Fog, Cloud
computing with data centers can be still used for deep analytics.
In the rest of this chapter, we introduce a hierarchical distributed Fog com-
puting architecture for big data analysis in CPS [125]. Due to the natural charac-
teristic of geo-distribution in big data generated by massive sensors, we distribute
intelligence at the edge of a layered Fog computing network. The computing nodes
at each layer perform latency-sensitive applications and provide quick control loop
to ensure the safety of critical infrastructure components. Using smart pipeline
monitoring as a use case, we implement a prototypical four-layer Fog-based com-
puting paradigm to demonstrate the effectiveness and the feasibility of the system’s
city-wide implementation in the future.
5.2 Hierarchical Distributed Fog Computing Architecture
The big data in cyber-physical systems exhibits a new characteristic: geo-
distribution [126]. This new dimension of big data requires that the data needs to
be processed near the sensors at the edge, instead of the data centers in traditional
Cloud computing paradigm. Meanwhile, the major computing task of big data
analysis in CPS is to identify potential anomalies and hazardous events. It is nec-
essary to offer low latency responses to protect the safety of critical infrastructure
components when anomalies and hazardous events are detected. Fog computing
is a suitable paradigm by extending the Cloud Computing to the edge of network.
Because the data is processed at the edge, quick control loops are feasible using
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the Fog computing model.
We show a four-layer Fog computing architecture in Fig. 5.1. At the edge of
network, layer 4, is the sensing network which contains numerous sensory nodes.
Those sensors are non-invasive, highly reliable, and low cost; thus, they can be
widely distributed at various public infrastructures to monitor their condition
changes over time. Note that massive sensing data streams are generated from
these sensors that are geospatially distributed, which have to be processed as a
coherent whole.
Figure 5.1: The 4-layer Fog computing architecture in cyber-physical systems.
The nodes at the edge forward the raw data into the next layer, layer 3, which
is comprised of many low-power and high-performance computing nodes or edge
devices. Each edge device is connected to and responsible for a local group of
sensors that usually cover a neighborhood or a small community, performing data
analysis in a timely manner. The output of the edge device has two parts: the first
are reports of the results of data processing to an intermediate computing node
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at its next upper layer, while the second is simple and quick feedback control to
a local infrastructure to respond to isolated and small threats to the monitored
infrastructure components.
Layer 2 consists of a number of intermediate computing nodes, each of which is
connected to a group of edge devices at layer 3 and associates spatial and temporal
data to identify potential hazardous events. Meanwhile, it makes quick response
to control the infrastructure when hazardous events are detected. The quick feed-
back control provided at layers 2 and 3 act as localized “reflex” decisions to avoid
potential damage [127]. For example, if one segment of gas pipeline is experiencing
a leakage or a fire is detected, these computing nodes will detect the threat and
shutdown the gas supply to this section. Meanwhile, all results at these two layers
are reported to the top layer, for more complex and large-scaled behavior analysis
and condition monitoring.
The top layer is a Cloud Computing data center, providing city-wide mon-
itoring and centralized controlling. Complex, long-term, and city-wide behavior
analyses can be also performed at this layer, such as large-scale event detection,
long-term pattern recognition, and relationship modeling, to support dynamic deci-
sion making. This allows municipalities to perform city-wide response and resource
management in the case of a natural disaster or a large-scale service interruption.
In summary, the 4-layer Fog computing architecture supports the quick response
at neighborhood-wide, community-wide, and city-wide levels.
The hierarchical Fog computing architecture offers high performance comput-
ing and communication to address the challenges of big data analysis and provides
multilevel response in CPS. It is shown that the workloads of data analysis can
be parallelized on massive edge devices and computing nodes. Each edge device
or intermediate computing node only performs light-weight computing tasks; thus,
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their massive use in parallel offers high-performance computing power for city-wide
data analysis. More importantly, such parallel computing mechanisms can easily
balance the throughput and load among all edge devices and computing nodes to
avoid potential computing bottlenecks.
Figure 5.2: Data and control flows in hierarchical Fog computing architecture.
While the massive parallelization of Fog computing offers high performance
computing, its hierarchical architecture also reduces burdens on communication
bandwidth. We show the data and control flow among all devices in Fig. 5.2.
The massive amount of data is generated from widely distributed sensors at layer
4. Instead of transmitting the raw data to the Cloud, the hierarchical distributed
edge devices and intermediate computing nodes at layers 3 and 2 only upload
high-level data representation while performing associated computing tasks, which
can greatly reduce the data size transmitted to the Cloud. More importantly,
these devices can output control signal (as the dashed line signifies) in a timely
manner to the monitored infrastructures to ensure their safety when anomalies
and hazardous events are detected. At the top layer, a number of computers are
connected via the Internet to build Clouds, performing city-level computing tasks
and data storage.
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5.3 A Prototype of Fog Computing Architecture for Smart Pipeline
In this section, we present the implementation of four-layer Fog computing
architecture for smart pipeline monitoring. Pipelines play important role in re-
source and energy supplying and are essential infrastructure components in cities.
However, several threats endanger the integrity of pipeline, such as aging and
sudden environmental changes. Those threats lead to corrosion, leakage, and fail-
ure of pipelines, with serious economic and ecologic consequences [128] [129]. We
show that the hierarchical Fog computing architecture is suitable for accurate and
real-time monitoring of city-wide pipelines and provides quick responses when pre-
defined threats and hazardous events are detected. Threat pattern recognition
and hazardous event detection are performed with advanced machine learning al-
gorithms in computing nodes. The detailed implementation of each individual
layer and the employed technologies are described in the rest of this section.
5.3.1 Layer 4: Fiber Optic Sensing Networks
At layer 4, optical fibers are used as sensors to measure the temperature along
the pipeline. Optical frequency domain reflectometry (OFDR) system is applied to
measure the discontinuity of the regular optical fibers [130]. With the continuous
sweep method, the Rayleigh scatter (∼ -80dB) as a function of length along the
fiber under test can be obtained via the Fourier transform. With the time-domain
filter and cross-correlation method, the extracted frequency patterns at certain
locations can be used to detect the ambient physical change, such as strain, stress
and temperature [131]. Enhanced sensitivities can be achieved by modifying the
regular communication fiber with higher reflectivity [132]. Different cases, such
as fire and gas leakage, would introduce the temperature change, which can be
monitored by the fiber sensing network.
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Figure 5.3: Schematic of the sensor interrogation system (TLS: tunable laser
source, CPL: coupler, PC: polarization controller, CIR: circulator, BPD: balanced
photodiode, DAQ: data acquisition card)
The Schematic of the OFDR interrogation system is illustrated in Fig. 5.3
[133]. Light from a tunable laser source (TLS) is split into two paths, “clock” and
“signal”. “Clock” is an interferometer used to calibrate the nonlinear sweep effect
of the TLS by providing a corrected time base for a data acquisition card (DAQ)
during frequency sweep. A comparator circuit was designed to receive “clock”
signal to trigger the DAQ card to sample “signal” data. Light in the “signal”
section is split between the reference and measurement arms of an interferometer
via a 50/50 coupler (CPL); in the measurement path, an optical circulator (CIR)
further splits the light to interrogate the low-reflection IFPI array and returns
the reflected light. A polarization controller (PC) is used to tune the state of
polarization in the system. Another 50/50 CPL then recombines the measurement
and reference fields. In this setup, the TLS sweeps from 1525 to 1555 nm at a
speed of 100 nm/s, covering a total bandwidth of 3.79 THz. The fiber sensors
along the pipeline system are connected to the interrogation system for real-time
data collection and analysis.
5.3.2 Layer 3: Edge Device for Feature Extraction
Layer 3 is composed of parallelized small computing nodes, or edge devices.
Each edge device usually performs two computing tasks. The first task is to identify
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potential threat patterns on the incoming data streams from sensors and to output
control signal when the threat is detected. Supervised machine learning algorithms,
such as neural network, support vector machine, nearest neighbors, and others,
can be used to identify pre-defined patterns, and non-supervised machine learning
algorithms, such as clustering, can be used to detect data anomalies. Learning
models are typically trained oﬄine with experimental data.
The second computing task is to perform feature extraction and to report the
results to the intermediate computing nodes at the upper layer for further analysis.
Considering a region governed by one edge device with a total length of hundreds
of meters, millions of temperature sensors in our high resolution sensing network
produce massive data streams and lead to a high data rate. Instead of transmitting
the raw sensor data to layer 2, it is necessary to reduce the communication load
between the edge devices and the intermediate computing nodes. Thereafter, raw
sensor data is discarded.
In our current system implementation, only the second computing task is
performed at the edge devices. We refer interested readers to [127] where support
vector machine is implemented on FPGA to detect potential threat patterns.
5.3.3 Layer 2: Intermediate Computing Node for Event Recognition
with Spatial-Temporal Association
The intermediate computing nodes at layer 2 are connected to tens and hun-
dreds of edge devices, governing the community-level sensors. The data streams
from these edge devices represent measurements at various locations. The key is to
associate the spatial and temporal data and to identify potential hazardous events.
Assume an intermediate computing node connects n edge devices, and denote
a m × 1 vector si(t) by the features outputted from the i-th edge device at time
t. Since the sensors are static, the features output from each edge device contains
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the geospatial information. After receiving all the features from n edge devices,
we combine these n groups of feature vectors into a mn × 1 feature vector x(t).
Hence, from time 1 to time t, this intermediate computing node receives the data
sequences X = {x(1), · · · ,x(t)}, and the task of event recognition at this layer is
to recognize the event pattern given its previous data sequences.
We apply hidden Markov model (HMM) for modeling the spatial-temporal
pattern of each event in a probabilistic manner. HMM is a powerful probabilistic
tool to represent a dynamic process characterized by a stochastic Markov chain
with unobserved or hidden states. From Markov chain theory, the hidden variable
moves from one state to another (or to the same state) with a certain probability at
each discrete time interval. HMM is a suitable learning model for event recognition,
as one can assert that the occurrence of an event is determined by the underlying
unobserved variable and different events have different hidden variable transition
probabilities.
Two basic procedures are needed in HMM for classification: learning and
evaluation. The occurrence of each of the N events is represented by an unique
HMM model, denoted by hmmi(Ai,θi), i = 1, 2, · · · , N . The model parameters
Ai and θi of each HMM is trained oﬄine with the Baum Welch algorithm us-
ing the collected experimental data. The Baum Welch learning algorithm is an
expectation-maximization (EM) method. At the evaluation stage, the probability
of observing a sequence under each individual HMM model is calculated. By ap-
plying the maximum a posterior (MAP) rule, we assign a new observed sequence
x1:t to the i-th event if
i = arg max
i={1,2,··· ,N}
p(hmmi(Ai,θi)|x1:t)
= arg max
i={1,2,··· ,N}
p(x1:t|hmmi(Ai,θi))p(hmmi(Ai,θi) (5.1)
where p(hmmi(Ai,θi)) is the prior probability of the i-th event. If the occurrence
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of each event has a uniform distribution, the above decision rule can be written as
i = arg max
i={1,2,··· ,N}
p(x1:t|hmmi(Ai,θi)) (5.2)
We use the efficient forward algorithm to calculate the likelihood of observing the
sequence x1:t under each HMM, where the joint probability of hidden state and
observing sequence is recursively updated.
5.3.4 Layer 1: Cloud for Data Management
The top layer is at data centers of the Cloud, which collects data and infor-
mation from each intermediate computing node on layer 2. We build the Cloud
using the open source Hadoop, taking advantage of the power of clusters and high
performance computing and storage. The Hadoop framework consists of two major
parts: MapReduce and Hadoop Distributed File System (HDFS). It provides au-
tomatic parallelization of large scale data analysis workloads and automatic data
recovery from one of multiple data copies. Such Cloud models hold many desired
properties: fault tolerance has efficiency. When a machine fails, the data analysis
job is transparently assigned to another machine, and the data stored in this failed
machine is automatically recovered with its copies from the other machine. For
high efficiency, one data analysis task is executed in multiple machines, and it is
marked as completed when either of these executions is completed.
5.3.5 Experimental Results and Analysis
In our experiment, we built a prototype of pipeline monitoring system. The
layout of pipeline structure is shown in Fig. 5.4. The optical fiber sensors were
distributed along this pipeline such that the temperature of pipeline is measured.
The real-time data was collected from the fiber sensor network along the proto-
typical pipeline system. Each sensing element contains a 1cm sensing region, with
a temperature resolution of 7.6 oC[134]. The temperature shift was extracted for
114
each sensing element. The step between the neighboring sensing elements was 1cm
and temperature data were gathered along the pipeline system from a total of 205
sensing elements. The system-level update rate was 1 Hz with a color mapping
display. In summary, the system had a temporal resolution of 1 second and a
spatial resolution of 0.01 meters.
Figure 5.4: Layout of prototype pipeline system.
We simulated multiple events around the pipeline and collected the resulting
pipeline temperature sensing data. Each event includes a heating and a cooling
process. A heat source was placed nearby, blowing the hot air towards the pipeline
system. In each experiment, total 100 frames of data were gathered, where in the
first 10 frames the system remained stable, from 11 to 40 frames the heat source
was on and from 41 to 100 the heat source was off. One example of a spatial-
temporal event pattern is shown in Fig. 5.5, where the 1st, 15th, 40th, and 60th
frames are given. In each event the heat source was placed with different angle
and distance to generate different patterns, and repeated 10 times with an identical
setup. In total, 12 spatial-temporal events were generated for detection.
Features are important for machine learning algorithms. The raw sensor data
usually is high-dimensional and redundant. The large number of redundant and
irrelevant features would lead to “overfitting” and decrease classification accuracy
during testing. Hence, instead of using raw sensor data, two data statistics, the
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Figure 5.5: One example of spatial-temporal event pattern. A colormap is used to
represent the temperature.
mean and the variance, measuring the central tendency and the dispersion respec-
tively, were extracted as features at each edge device and were reported to the
intermediate computing nodes.
Each edge device connects to sensors of a neighborhood. We first assume
that 6 edge devices are used to monitor each segment of the pipeline, as shown
in Fig. 5.6, and evaluate their recognition performance of the 12 spatial-temporal
events. As shown in Fig. 5.6, the intermediate computing node at layer 2 receives
12 spatial features at one time. We train a HMM model for each event. Each
HMM model has Q hidden states, and the observation probability distribution is
modeled by a Gaussian mixture model (GMM) with K Gaussian components. We
perform 10-fold cross validation to evaluate the recognition performance. All the
following reported results are averaged over 10 folds. For each test data, we run
online inference, i.e., at time frame t, an inference decision is made based on its
currently and previously observed sequence x0:t.
The online recognition performance with different number of hidden states is
shown in Fig. 5.7a, when K = 2 Gaussian components are used in GMM, and
the performance with different number of components in GMM is given in Fig.
5.7b, when Q = 2 hidden states are used. The results in Fig. 5.7a and Fig.
5.7b illustrate that using more hidden states and Gaussian components in HMM
would increase the inference performance due to the growing capacity of HMMs.
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However, the complex HMM models need more training data for model parameters
estimation and the computational complexity is increased. The results also show
that we are able to obtain more than 90% accuracy to classify 12 events at the end
of the heating process.
Figure 5.6: Fiber optic sensors governed by 6 edge devices. Each edge device is
connected to a neighborhood of sensors.
We next examined the impact of spatial distribution of feature on the inference
performance. More specifically, we considered the other four modes of sensor
connection to the edge devices, in addition to the one shown in Fig. 5.6 where the
sensors of each pipeline segment are connected to one edge device. Denoted the
i-th edge device by ei and the j-th pipeline segment by sj, the total five modes
were configured as followings:
• Mode 1: Six edge devices: e1 ← s1, e2 ← s2, e3 ← s3, e4 ← s4, e5 ← s5,
e6 ← s6
• Mode 2: Four edge devices: e1 ← [s1 s2 s5], e2 ← s3, e3 ← s4, e4 ← s6
• Mode 3: Four edge devices: e1 ← s1, e2 ← [s2 s3], e3 ← s4, e4 ← [s5 s6]
• Mode 4: Three edge devices: e1 ← [s1 s4], e2 ← [s2 s3], e3 ← [s5 s6]
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Figure 5.7: Online inference performance with different number of hidden states
in each HMM under different parameter settings: (a). Q = 2, Q = 3, and Q = 4,
when two components GMMs are used (K = 2); (b). K = 1, K = 2, and K = 3,
when two hidden states are used (Q = 2).
• Mode 5: One edge device: e1 ← [s1 s2 s3 s4 s5 s6]
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Figure 5.8: Online inference performance for different sensor connections to the
edge devices.
The averaged online inference performance for these five modes is shown in
Fig. 5.8, when Q = 2 and K = 2. The performance comparison among these
five modes shows that the performance decreases when less edge devices are used.
For the pipeline with fixed length, less edge devices mean that some of them
would cover more sensors. If only the global data statistics, such as the mean and
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variance, are extracted as features, the spatial resolution of observation in HMM
modeling would be reduced. Thus, if the sensors connected to one edge device
covers a long pipeline, this result suggests that it is necessary to segment sensing
data and extract the statistics of each segment as features to improve the spatial
resolution for spatial-temporal learning. However, it is worth noting that high
spatial resolution also leads to feature irrelevance and a heavier computational
burden. For example, one can get the maximum spatial resolution if the raw
sensing data is used for spatial-temporal learning.
5.3.6 Discussion
The Fog computing architecture has significant advantages over the Cloud
computing architecture for intelligent CPS. First, the distributed computing and
storage nodes of Fog computing ideally suited to support the massive numbers of
sensors distributed throughout a city to monitor infrastructure and environmental
parameters. If Cloud computing alone is used for this task, huge amounts of data
will need to be transmitted to data centers, necessitating massive communication
bandwidth and power consumption. Specifically, suppose that we use current
sensing setup with 1cm spatial-resolution and 0.5s time-resolution, and that each
edge device covers 10m pipeline and each computing node connects 5 edge devices.
Considering the total pipeline length L ranging from 10km to 50km, we compare
the size of data that needs to be sent to the Cloud per second in Fig. 5.9a for the
following three cases: our current Fog computing architecture with layers 2 and 3,
the Fog computing architecture with only layer 3 by removing the computing tasks
at layer 2 to the Cloud, and the traditional Cloud computing architecture in which
both computing tasks at layers 2 and 3 are executed at Cloud. To clearly illustrate
the difference among these three architectures, we plot log values of data size. The
results in Fig. 5.9a show that using Fog computing, the data transmitted is about
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0.02% of the total size, significantly reducing transmission bandwidth and power
consumption.
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Figure 5.9: Fog vs Cloud computing: (a). The amount of data that are sent to the
Cloud per second; (b). The response time for hazardous events, when the Internet
bandwidth is 1Mb/s; (c) The response time for hazardous events with different
Internet bandwidths. The log values in the y-axis are used to clearly illustrate the
comparisons.
Second, Fog computing supports real-time interactions. Because of high bur-
dens on data transmission, Cloud computing fails to provide real-time control. To
quantify the response time for hazardous events under the above three computing
architectures, we assume that the execution speed in computing node is 1GIPS,
and we omit the memory access time for simplifying our analysis. The comparison
of response time for these three architectures is shown in Fig. 5.9b, when the
Internet bandwidth connecting to the Cloud is 1Mb/s. It is seen that the response
time is dominated by the data transmission in Cloud computing. Fig. 5.9c also
shows the response time when different Internet bandwidths are considered.
As shown in Fig. 5.1, different levels of latency of response can be provided in
the Fog computing, which is distinct from the batch processing of Cloud comput-
ing. These results illustrate that Fog computing addresses the big data analysis
challenge by distributing computing tasks to the edge devices and computing nodes
at the edge of network, thus offering optimal responses to changes in city environ-
ment.
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5.4 Summary
This chapter introduces a hierarchical distributed Fog computing architec-
ture in CPS. In contrast to the Cloud computing, the Fog computing parallelizes
data processing at the edge of network, which satisfies the requirements of loca-
tion awareness and low latency. Moreover, the proposed Fog computing can not
only support the Internet of Things, but also offer multiscale coverage ranging
from components, to neighbors, to communities and to cities and multiscale la-
tency ranging from milliseconds, to seconds, to minutes and to hours. Therefore,
the proposed multi-layer Fog computing architecture is able to support quick re-
sponse at neighborhood-wide, community-wide and city-wide levels, providing high
computing performance and intelligence in future CPS. The “smartness” of physi-
cal systems can be enhanced by employing advanced machine learning algorithms
across all system layers.
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CHAPTER 6
Application: False Data Injection Detection in Smart Grid
Smart energy system, or termed smart grid, is one of the appealing CPS,
which incorporates central power plants, energy storage, transmission lines, and
distributed energy management units in smart buildings. Compared with the tradi-
tional centralized electricity grid, the smart energy system becomes less centralized
but more distributed and more transparent to the customers. This transparency
introduces the security issues in smart grid as attackers can also easily access the
network. This chapter briefly introduces the security issues of smart grid and sum-
marizes our contribution in §6.1. It then describes background and related works
in §6.2, and proposes new statistical estimation and detection methods in §6.3.
Simulation results and analysis are given in §6.4.
6.1 Introduction
The power system relies on accurate measurements of system topology and
state variables to analyze real-time system dynamics and maintain stable opera-
tion. However, measurements collected by the supervisory control and data ac-
quisition (SCADA) system are often corrupted by random noises or missing data
[135]. To recover accurate system variables and detect potential bad data for sys-
tem operation, robust state estimation techniques are commonly used in the energy
management systems (EMS) [136].
However, as the smart grid brings in cybernetic integration with the comput-
erized communication network to the modern electrical power infrastructure, the
industry and research community have witnessed growing security concerns from
false data injection (FDI) attacks in state estimation. Due to the linear approx-
imation in state estimation, malicious attackers can construct stealth schemes to
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inject random or targeted false data into the power system measurements that can
result in serious instability in system operation.
Although numerous studies have investigated the mathematical methods to
build robust state estimation and detection mechanisms against the FDI attacks,
they all are built on a common assumption that the background noise in state
estimation are white Gaussian noise (WGN) [137, 138, 139]. However, many
natural phenomena, such as ice cracking and atmospheric noise, and man-made
noise sources, such as electronic devices, can be modeled more accurately as non-
Gaussian distributions [140][141]. Detection performance of conventional state
estimator and false data detector would deteriorate due to the presence of colored
Gaussian noise or even more complex non-Gaussian noises.
In this chapter, we investigate the problems of state estimation and false data
injection detection when the measurements are corrupted by the colored Gaussian
noise. We model the colored Gaussian noise via the autoregressive (AR) process,
and derive a closed form of state estimation and a generalized likelihood ratio
test (GLRT) detector for false data injection detection. We show the deteriora-
tion of conventional WGN-based bad data detector in colored Gaussian noise and
propose an AR-based detector. Moreover, it can be shown that the conventional
Gaussian noise approach is the special case of the proposed AR approach. The
computer simulations on the IEEE 30-bus power system are conducted to evaluate
the detection performance of the proposed AR approach.
6.2 Background and Related Work
State estimations are performed on power transmission networks which consist
of a set of generators, load buses, transmission lines, and other electrical facilities
governed by physical laws. Measurements are collected on meters, e.g., voltage
meters and phasor measurement units (PMU), and reported to wide-area control
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centers through the SCADA system. The state variables of the power system is
further estimated at the control centers from these measurements with the knowl-
edge of power system topology. Control actions are then determined to maintain
stable, cooperative transmission from power plants to customers in interconnected
power grids.
Traditional state estimators are capable of identifying and eliminating bad
data from state estimations [142][143]. However, it has been recently found that
malicious data attacks can exploit system topology information to construct false
data injection schemes that will bypass bad data detectors in conventional state
estimation [144][145][146]. A number of defending strategies have been proposed
[147, 148, 149]. Studies also proposed optimal PMU placement to detect FDIs in
the smart grid. Recently, machine learning algorithms have also been introduced to
detect stealth phases [150]. These studies, however, are based on the assumption of
white Gaussian noise embedded in the measurements. Their performance remains
unknown in the presence of a colored-Gaussian or non-Gaussian noise. In this
paper, an AR detector is proposed and tested for temporally colored Gaussian
noise in state estimators to detect random false data injection in the smart grid.
State Estimation: The state estimation is first proposed by F. Schweppe in
1970[151, 152, 153] as a weighted least-squares (WLS) problem. It is since enriched
by numerous studies in the following decades [154, 155, 156]. For a power system
with K state variables θ = [θ1, θ2, . . . , θK ]
T , we have M meter measurements
x = [x1, x2, . . . , xM ]
T , which is given by
x = Hθ + w (6.1)
where H is a M × K (M > K) Jacobian topological matrix and w is a M × 1
measurement error (noise) vector. The state variables typically include the ampli-
tudes and the phases of voltages in buses. Commonly, the measurement error is
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modeled by the white Gaussian distribution, i.e., w ∼ N (0,Σw). For this case, it
is well-known that the estimated state θˆ can be given by the same solution using
maximum likelihood estimation (MLE) and weighted least squares (WLS) [157],
as follows:
θˆ = (HTΣ−1w H)
−1HTΣ−1w x (6.2)
Detection of False Data Injection: False data injection has been recently
identified as a critical type of malicious data attacks in a power system [158, 159,
160]. It is necessary to detect the false data injection to protect the safety and the
integrity of the power system. Technically, the false data injection can be modeled
as follows:
x = Hθ + a + w (6.3)
where a is the false data injected to the measurements. a is usually a sparse
vector due to the fact that the attacker can only get access to a limited number
of component measurements in power system. We call a vector a has sparsity of d
if there are at most D non-zero elements in the vector, i.e., ‖a‖0 = D. For power
engineers, both the state variables θ and the false data a in Eq. (6.3) are unknown.
Note that the false data with the form of a = Hθa cannot be detected without
knowing prior knowledge of state variables, commonly termed unobservable false
data. Attackers may fabricate such attacks by gaining intelligence on the system
topology H. Mathematically, the following theorem further indicates whether a
false data is observable:
Theorem 4. For a given measurement matrix H with a size of M × K, where
M > K, there always exists a M × (M −K) matrix B such that the columns of B
span the orthogonal subspace of the columns of H, i.e., BTH = 0 and BTB = I.
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Then any false data a ∈ RM can be written as: a = Hθa + Bθb, where θa ∈ RK
and θb ∈ RM−K.
The proof of Theorem 4 follows the Orthogonal Decomposition Theorem [161]
directly. From Theorem 4, it can be shown that the false data is observable when
θb 6= 0, and θa is part of state which is estimated as θˆ = θ + θa. Defining a
new state variable as θ1 = θ + θa, the measurements can be further written as:
x = Hθ1 +Bθb+w, and the hypothesis testing problem for the false data injection
detection becomes:
H0 : θb = 0
H1 : θb 6= 0 (6.4)
For the measurements corrupted by the noise w ∼ N (0, I), we give the fol-
lowing GLRT detector for the hypothesis testing problem in Eq. (6.4):
Theorem 5. For the given measurement x = Hθ1 + Bθb + w, where both θ1 and
θb are unknown, w ∼ N (0, I), BTH = 0 and BTB = I, the GLRT detector for
the hypothesis testing problem in Eq. (6.4) is to decide H1 if
T (x) = 2 ln
p(x; θˆ1, θˆb)
p(x; θˆ1,0)
= xTP⊥Hx > τ (6.5)
where τ is the threshold, P⊥H = I−H(HTH)−1HT , and θˆ1 and θˆb are given by
θˆ1 = (H
TH)−1HTx
θˆb = B
Tx (6.6)
Proof. Since w ∼ N (0, I), we have x ∼ N (Hθ1 + Bθb, I). The log-likelihood of of
x is given by
J(θ1,θb) = −1
2
(x−Hθ1 + Bθb)T (x−Hθ1 + Bθb) + c (6.7)
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where c is a constant.
Using the maximum likelihood estimation criterion, both θ1 and θb can be
estimated as follows
∂J(θ1,θb)
∂θ1
= 0
∂J(θ1,θb)
∂θb
= 0 (6.8)
which leads to
θˆ1 = (H
TH)−1HTx
θˆb = B
Tx (6.9)
The GLRT detector can be written as
T (x) = 2 ln
p(x; θˆ1, θˆb)
p(x; θˆ1,0)
= xT (I−H(HTH)−1HT )x > τ (6.10)
where τ is the threshold. If T (x) > τ , then we accept H1, otherwise we accept
H0.
To apply Theorem 5 for false data injection detection with w ∼ N (0,Σw),
we first define a pre-whitened variable y = Mx where M is the known whitening
transformation matrix such that MTM = Σ−1w , and H
′ = MH. We then have
y = H′θ + a′ + w′, where a′ = Ma and w′ = Mw. Using the pre-whitening
transformation, we have w′ ∼ N (0, I). According to the Theorem 4, there always
exists a matrix B′ such that B′TH′ = 0 and B′TB′ = I, and a′ = H′θa + B′θb.
Thus, we have y = H′(θ + θa) + B′θb + w′. According to the Theorem 5, hence,
we have the following GLRT detector for the false data injection detection:
T (y) = yT (I−H′(H′TH′)−1H′T )y
= xTMT (I−H′(H′TH′)−1H′T )Mx
= xT (I−Σ−1w H(HTΣ−1w H)−1HT )Σ−1w x
(6.11)
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Sequential Observations: In FDI attacks, an adversary usually hacks the
meter measurements for a period of time to mislead the decision making in power
systems. The Cramer-Rao Lower Bound (CRLB) theorem indicates that using
multiple observations leads to a much lower variance of the state estimation. Given
N sequential observations, the estimated state in power system can be written as:
θˆ = (HTΣ−1w H)
−1HTΣ−1w x¯ (6.12)
where x¯ =
∑N
i=1 xi/N is the mean of N observations, and the GLRT detector for
an unknown false data can be given by
T (X) =
2
N
ln
p(X; θˆ1, θˆb)
p(X; θˆ1,0)
= x¯T (I−Σ−1w H(HTΣ−1w H)−1HT )Σ−1w x¯ (6.13)
Here, we assume that the false data is a targeted measurement vector that the
attacker intends to inject over the N observations. It can be further extended to
state-dependent or random but disruptive vectors under complex attack schemes.
The variation of states is also negligible during the period of N observations. As a
simplification of complex power system dynamics, this steady-state assumption is
commonly used in many studies on DC state estimation and contingency analysis
[162][163]. To further validate this assumption, we provide more simulation results
in the Supplemental Material with dynamic loading change in the system.
6.3 Proposed State Estimator and False Data Detector with Colored
Gaussian Noise
We consider the problems of both state estimation and false data detection in
power systems when the measurements are corrupted by the colored Gaussian noise
which is modeled by an AR process, and the conventional estimator and detector
with the Gaussian noise can be considered as the special case of our methodology.
The observation matrix X can be rewritten as X = [x1,x2, . . . ,xM ]
T , and the
measurement error (noise) matrix W can be rewritten as W = [w1,w2, . . . ,wM ]
T ,
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where both xi and wi are N × 1 vectors. For a power system without false data
injection, we have
xi = 1Nh
T
i θ + wi, i = 1, 2, . . . ,M (6.14)
where hTi is the i-th row of H = [h1,h2, . . . ,hM ]
T , and 1N is a N × 1 all-ones
vector. Unlike the existing approaches with the assumption of white Gaussian
noise, we consider that the sequential noise wi = [wi,0, wi,1, . . . , wi,N ]
T for the i-th
meter measurement follows a colored Gaussian distribution which is modeled via
a p-order AR process:
wi,n =
p∑
j=1
αi,jwi,n−j + vi,n, n = 0, 1, . . . , N − 1 (6.15)
where αi,1, αi,2, . . . , αi,p are the parameters of the AR process, and vi,n is an in-
dependent and identically distributed (I.I.D.) random variable which satisfies a
white Gaussian distribution, i.e., vi,n ∼ N (0, σ2i ). It is known that wi,n and wi are
also Gaussian. Given wi,−1, wi,−2, . . . , wi,−p, it can be shown that the N sequential
observations of the i-th measurement have a probability density function (PDF)
p(xi;θ) [164] as follows:
p(xi;θ) =
N−1∏
n=0
p(xi,n|xi,n−1, xi,n−2, . . . , xi,n−p)
=
1
(2piσ2i )
N/2
exp
{
− 1
2σ2i
N−1∑
n=0
[
wi,n −
p∑
j=1
αi,jwi,n−j
]}
(6.16)
where the exponential term in above equation can be rewritten as
N−1∑
n=0
[
wi,n −
p∑
j=1
αi,jwi,n−j
]
= (Tiwi + c)
T (Tiwi + ci)
= (Tixi + ci −Ti1NhTi θ)T (Tixi + ci −Ti1NhTi θ) (6.17)
where Ti is given by
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Ti =

αi,0 0 0 · · · · · · · · · 0
−αi,1 αi,0 0 · · · · · · · · · 0
. . .
...
−αi,p −αi,p−1 · · · α0 · · · · · · 0
0 −αi,p −αi,p−1 · · · αi,0 · · · 0
. . .
...
0 · · · · · · −αi,p −αi,p−1 · · · αi,0

(6.18)
and ci is given by
ci =
[
−
p∑
k=1
αi,kx[−k],−
p∑
k=2
αi,kx[−k], . . . ,−αi,px[−p], 0, . . . , 0
]T
(6.19)
Therefore, it can be shown that Tixi + ci ∼ N (Ti1NhTi θ, σ2i I). For all M
measurements, we have the PDF p(X;θ) as follows:
p(X;θ) =
M∏
i=1
p(xi;θ) (6.20)
and the log-likelihood J(θ) as follows:
J(θ) = log p(X;θ) = −
M∑
i=1
1
2σ2i
(Tixi + ci −Ti1NhTi θ)T (Tixi + ci −Ti1NhTi θ) (6.21)
State Estimation: For a power system without false data injection, using
the maximum likelihood estimation criterion, we have the following the state esti-
mation solution
θˆ = arg max
θ∈Θ
J(θ) =
(
M∑
i=1
1TNT
T
i T1N
σ2i
hih
T
i
)−1(M∑
i=1
1TNT
T
i (Tixi+ci)
σ2i
hi
)
(6.22)
Let A = diag(a1/σ
2
1, a2/σ
2
2, . . . , aM/σ
2
M) be a M ×M diagonal matrix, where ai =
1TNT
T
i T1N for i = 1, 2, . . . ,M , and a M×1 vector z = [z1/σ21, z2/σ22, . . . , zM/σ2M ]T ,
where zi = 1
T
NT
T
i (Tixi + ci) for i = 1, 2, . . . ,M , Eq. (6.22) can be rewritten as
θˆ = (HTAH)−1HTz (6.23)
Detection of False Data Injection: Following the Theorem 4 and 5, we first
define a pre-whitened variable y = Mx, where MTM = A, and define H′ = MH =
130
[h1
′, . . . ,hM ′]T . Since A is a diagonal matrix, M is also a diagonal matrix and M =
diag(
√
a1/σ1, . . . ,
√
aM/σM). According to the Theorem 4, the i-th measurement
with false data injection can be written as yi = 1Nh
′T
i θ1 + 1Nb
′T
i θb + wi
′, where
b
′T
i hi
′ = 0 and b
′T
i bi
′ = 1, and wi′ is still modeled by the AR process as follows:
wi,n
′ =
p∑
j=1
αi,jw
′
i,n−j + v′i,n, n = 0, 1, . . . , N − 1 (6.24)
where v′i,n ∼ N (0, ai). Hence, it can be shown that Tiyi + ci ∼ N (Ti1Nh′Ti θ1 +
Ti1Nb
′T
i θb, aiI). The MLEs of θ1 and θb can be given by
θˆ1 = (H
′TH′)−1H′Tz′ (6.25)
θˆb = B
′Tz′ (6.26)
where z′ = [z′1/a1, . . . , z′M/aM ]
T and z′i = 1
T
NT
T
i (Tiyi + ci) for i = 1, 2, . . . ,M .
Hence, for the hypothesis testing problem in Eq. (6.4), we have the following
GLRT detector for the false data injection detection:
T (Y) =
2
N
ln
p(Y; θˆ1, θˆb)
p(Y; θˆ1,0)
=
1
N
z′T (I−H′(H′TH′)−1H′T )z′ (6.27)
Note that the conventional Gaussian solution can be considered as a special
case in our AR solution, since the distribution modeled by the AR(0) process is
just the white Gaussian distribution. It can be verified that, for the AR(0) process,
we have T = I, M =
√
NΣ
−1/2
w , c = 0, and z′ = NMx¯, and thus the conventional
Gaussian solution for false data estimation given by Eq. (6.13) is equivalent to our
AR solution given by Eq. (6.27).
Detection of Unobservable False Data Injection: The GLRT detector
derived from Theorem 4 and Theorem 5 above has an underlying scenario that
assumes the topological information (Jacobian matrix H) is known to the oper-
ator/detector but unknown to the attacker, and detector’s knowledge of both H
and X gains an advantage against such attacks. Utilizing this advantage, it is
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also able to detect certain unobservable attack schemes utilizing the knowledge of
observation matrix X.
In [165][148], the authors proposed an unobservable attack scheme that does
not rely on the knowledge H. Instead, the linear independent component analysis
(ICA) based scheme only requires a number of sequential measurements at the
steady-state, i.e., the observation matrix X, to bypass traditional Gaussian detec-
tors. The idea is to rewrite Hθ as HAy, where A is the unknown mixing matrix
and y is the source vector of independent latent variables (components). Then, let
G = HA, we have X = Hθ + w = Gy + w. In a noise-free scenario, ICA infers
both G and y so that X = Gy with maximal independency/nongaussianity in y.
G has the same number of rows as H, and its columns correspond to the estimated
independent components in y; the rows of y contain the independent components
and the columns correspond to the N sequential observations. The inferred y is
also called quasi-state vector.
In the context of state estimation, when the system dynamics changes within
a small range, |X−Gy| will be sufficiently smaller than a trivial number [165].
In this scenario, even without knowledge of the actual Jacobian matrix H, the
attacker can use the virtual Jacobian matrix G to generate false data with Gδy,
where δy = θa is the false state in Theorem 4. Such attacks pose threat to the
power system state estimation, and they provide an alternative way when the
attackers could not gain access to the entire grid topology but a few snapshots of
the system measurements are available.
Practically, the FastICA algorithm [166][167] is used to compute the two ma-
trices G and y.Given a threshold ε and an initial weight vector w of projection
y = wTz, FastICA maximizes the nongaussianity of y by iteratively updating w
and computing G from wTG = I, where I is the identity matrix. The number of
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independent components is initially set to the number of samples and iteratiely
reduced if certain component has an eigenvalue smaller than a threshold.
Algorithm 5: The ICA based stealth false data scheme
Data: N sequential observations X
Result: False data X′
1. Compute [G, y] = FastICA(X) ;
if max{|X−Gy|} <  then
2. Generate δy ∼ N(0, σ2y);
3. Compute X′ = X + Gδy;
4. Inject X′ into the system as false measurements;
else
break;
end
6.4 Simulations and Analysis
We conduct numerical simulations on the IEEE 30-bus power system to eval-
uate the detection performance for false data injection. We use MATPOWER,
a Matlab package for power system simulation [168], to extract the measurement
matrix H which has the size of 284×60. There are 60 states in total which are the
voltage amplitudes and angles on the 30 buses, and 284 meter measurements in
all buses and branches. For the simplicity of our simulations, we simulate that the
noises of all measurements in both observable and unobservable attacks have the
same AR process: ei,n = 0.9× ei,n−1 + vi,n, where vi,n ∼ (0, σ2) for i = 1, 2, . . . ,M
and n = 1, 2, . . . , N (M = 284 and N = 20 are used in our simulations), and
the constant false data with the magnitude of A is injected into D random meter
measurements (i.e., ‖a‖0 = D). All simulation results reported in this section are
averaged over 10, 000 independent runs.
For the observable attacks, we consider that 10% meter measurements (i.e.,
D = 29) can be manipulated by the attackers and that the magnitude of the con-
stant false data is fixed at A = 1. Fig. 6.1 shows the receiver operating character-
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Figure 6.1: Comparison of ROC curves in observable attacks when: (a) σ2 = 0.3,
A = 1, and D = 29; (b) σ2 = 0.5, A = 1, and D = 29; (c) σ2 = 0.7, A = 1, and
D = 29
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Figure 6.2: Comparison of ROC curves in ICA-based unobservable attacks when:
(a) σ2 = 0.3, σ2y = 0.3, A = 1; (b) σ
2 = 0.3, σ2y = 0.5, A = 1; (c) σ
2 = 0.7, σ2y = 0.5,
A = 1.
istic (ROC) curves of the AR detector and the Gaussian detector when σ2 = 0.3,
0.5 and 0.7. It can be shown that the performance of the Gaussian detector is
degraded when the assumption of Gaussian noise is not satisfied. The superior
performance of the AR detector further demonstrates the effectiveness of the pro-
posed approaches.
For the ICA-based unobservable attacks, we consider all measurements are
attackable and compare different combinations of σ2 and σ2y in three cases. Using
the same setup for other parameters, the detection performances of unobservable
false data attack are shown in Fig. 6.2. The AR detector shows competitive per-
formance over the Gaussian detector against different σ2y with a given σ
2 (Fig. 6.2a
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and Fig. 6.2b) and remains robust against different σ2 with a given σ2y (Fig. 6.2b
and Fig. 6.2c). The performance of Gaussian detector deteriorates significantly in
unobservable attacks when the inference of virtual Jacobian matrix and quasi-state
vector by the ICA based scheme.
6.5 Summary
This chapter investigates the security issue of smart grid. Particularly, it stud-
ies the problems of state estimation and false data injection detection in power
systems, when the measurements are corrupted by the colored Gaussian noise. By
modeling the colored Gaussian noise with the autoregressive process, we develop a
state estimator and a false data detector to address these two problems. Numer-
ical simulations were performed to demonstrate the effectiveness of the proposed
methods. The superior performance of the proposed AR detector demonstrates the
potential of AR detector against false data injection attacks in both observable and
unobservable cases when the real Jacobian matrix remains secure and confidential
to the attackers.
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CHAPTER 7
Conclusions and Future Research Directions
7.1 Conclusions
This thesis provides a comprehensive study of intelligent cyber-physical sys-
tems in three aspects: machine learning algorithms, computing architectures, and
applications. Next generation CPS require the implementation of advanced ma-
chine learning algorithms to incorporate intelligence into the physical processes
and the adoption of high-performance computing architectures to support big data
analysis and IoT. In this thesis, we contributed two novel advanced machine learn-
ing frameworks: EEF-based learning and ENN-based learning, which could be
used in many aspects of learning including feature selection, distribution estima-
tion, classification, anomaly detection, etc., and one hierarchical distributed Fog
computing architecture which can offer high-performance computing over multiple
spatial and temporal scales and support the domination of M2M communications
in CPS. We also studied one important CPS application of smart grid, into which
various learning methods are incorporated to enhance the safety of energy systems.
7.2 Original Contributions
The contributions of this thesis are three aspects in terms of machine learning
algorithms, computing architectures and applications, in the context of various
CPS. More specifically, the original contributions of this thesis are summarized as
follows:
• A novel EEF-based learning framework has been developed for density esti-
mation and classification. Class-wise PDFs can be constructed based on the
reference distributions in an either data-driven manner or model-driven man-
ner. The proposed method provides an effective way to address the problem
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of model parameters learning using embedded latent variable exponential
family probability. By incorporating the knowledge from reference distribu-
tion, it has been shown that superior learning performance can be achieved
for many real-life applications.
• A novel ENN-based learning framework has been proposed for classification
and anomaly detection. The proposed concept of ENN is capable to address
the notable limitations of traditional KNN method. The “two-way commu-
nication” style make it be able to learn from the global distribution while
keeping local information, therefore improving pattern recognition perfor-
mance and providing a powerful technique for a wide range of data analysis
applications in CPS. Using the concept of ENN, a RDOS method has been
developed for anomaly detection which is one of the most important compo-
nents to protect the safety of physical systems. The theoretical analysis has
been provided to address the parameter setting issue which exists in many
machine learning algorithms.
• For the learning in high-dimensional data, an optimal feature selection frame-
work has been developed to select those most discriminative features for
classification. Several efficient feature selection algorithms have also been
proposed under this framework. To further address the information loss
issue in feature selection, a generalized PDF projection theorem based on
EEF has been developed to construct PDFs in the high-dimensional raw
data space from the low-dimensional feature subspace. With the PDF con-
struction, class-specific features can be used in the proposed classification
method, which allows each class attains its own feature subset instead of a
common feature subset for all classes as used in conventional approaches.
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• A novel hierarchical distributed Fog computing architecture has been pro-
posed to support high-performance computing and IoT. Fog computing,
which extends the computing to the edge of network, is able to offer location-
awareness and latency-sensitive monitoring and control. The hierarchical
characteristic enables the domination of M2M communications through the
network and the distributed characteristic offers the scalability of comput-
ing to support massive data analysis. Compared to the traditional high-
performance computing architecture, the proposed Fog computing is more
suitable for many CPS integrated with computations into massive number
of infrastructure components. A working prototype is also constructed to
experimentally evaluate the feasibility of the proposed architecture for smart
pipeline monitoring.
• One important CPS application, smart grid, has been studied to enhance the
security of power systems. Generalized state estimation and attack detec-
tion methods have been proposed and analyzed under different situations for
the protection of energy systems against malicious cyber attacks. The sim-
ulation results and analysis have validated the effectiveness of the proposed
approaches.
7.3 Future Research Directions
Three aspects of intelligent CPS: machine learning algorithms, computing ar-
chitectures and applications, are studied in this thesis. Promising results, including
experimental results, theoretical analysis and system prototypes, are provided to
demonstrate the improved learning performance of the proposed machine learning
algorithms, the feasibility of the proposed computing architecture, and the broad
impact of investigated CPS applications. As CPS is an emerging research topic,
there are still many opportunities to conduct further research along these three
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aspects. For the machine learning algorithms, it is desirable to continue to ex-
plore the potentials of EEF-based and ENN-based learning approaches. For the
computing architecture, it also would be seen that the proposed Fog computing
could have a wide use in many CPS which require high-performance computing
and M2M communication. In particular,
• An EEF-based transfer learning framework can be developed for facilitating
the learning from a limited number of labeled data. Although the data is
becoming cheap and abundant in many CPS as a large number of sensors are
deployed, labeling the data is still very expensive because of high human labor
cost. To address such limited supervision problem, it could be beneficial for
the learning to incorporate the knowledge from related source domains. EEF
provides a natural solution for knowledge incorporation, where the reference
distribution can be learned from those source domains.
• Deep learning has brought many breakthroughs in machine learning with
many more layers of neurons than ever before. With the improvement of
learning criteria and the increasing number of data, deep learning is capable
to learn hierarchical features from large-scale data sets and to produce re-
markable learning performance improvement. Product of Experts (PoE) is
the principle of Restricted Boltzmann Machine (RBM) which is the basis of
deep learning. It is very interesting to generalize the PoE using EEF which
allows to assign a weight for each expert, which would further increase the
capacity of deep learning for many real-life problems in CPS.
• ENN has been proposed to address the imbalanced distribution issue existing
in traditional nearest neighbor method, and hence an ENN-based imbalance
learning method could be developed in the near future. For an imbalanced
data set, it is necessary to measure the imbalance ratio among different
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classes. The traditional measure, sample size ratio, may be inappropriate
since it only reflects the imbalance of sample size. It is worth noticing that
the class-wise generalized statistic in ENN can indicate the coherence of
data for each class. Based on this generalized statistic, a more appropriate
imbalance size ratio can be developed, and many existing imbalance learning
schemes can be incorporated using the ENN-based measure.
• Many CPS need high-performance distributed computing to support decision
making in spatial and temporal scales. The proposed Fog computing archi-
tecture is a perfect fit due to its scalability and distributed computing. It is
a nature movement to apply this Fog computing architecture to many CPS,
including smart healthcare, smart building, smart transportation, smart in-
frastructure, etc.
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