ABSTRACT A Taguchi particle swarm optimization (TPSO) with a three-layer feedforward artificial neural network (ANN) is used to model and optimize the chemical composition of a steel bar. The novel contribution of a TPSO is the use of a Taguchi method mechanism to exploit better solutions in the search space through iterations, the use of the conventional non-linear PSO to increase convergence speed, and the use of random movement for particle diversity. The exploration and exploitation capability of the TPSO were confirmed by performance comparisons with other PSO-based algorithms in solving high-dimensional global numerical optimization problems. Experiments in this paper showed that the TPSO provides higher computational efficiency and higher robustness when solving problems involving seven non-linear benchmark functions, including three unimodal functions, one multimodal functions, two rotated functions, and one shifted functions. The results for the computational experiments show that the TPSO outperforms other PSO-based algorithms reported in the literature. Finally, the results obtained by a TPSO-based ANN model of the chemical composition of the steel bar were consistent with the actual data. That is, the proposed TPSO with three-layer feedforward ANN can be used in practical applications.
I. INTRODUCTION
In recent years, the use of steel reinforcing bars in buildings, bridges, and other concrete structure has increased in Asia. However, corrosion is a common problem when using reinforcing steel bars in concrete structures such as building and bridges. In Taiwan, earthquakes are a common natural disaster because Taiwan is located in the western portion of the Circum-Pacific seismic belt. Nearly 18,000 seismic events occur annually in the region surrounding Taiwan, and the most destructive earthquakes have caused substantial property losses and casualties. Examples include the M L = 7.1 Meishan earthquake that caused 1258 deaths in 1906, the M L = 7.1 Hsinchu-Taichung earthquake that caused 3276 deaths in 1935, and the M L = 7.3 Chi-Chi earthquake that caused 2455 deaths in 1999.The damage caused by the Chi-Chi earthquake in Central Taiwan was particularly severe. Therefore, the earthquake resistance of steel bars has become an important issue. The quality of steel bars usually depends on the rolling process used during fabrication [1] - [5] . Recent developments in computational intelligence techniques have enabled the use of artificial neural networks (ANNs) to improve the steel rolling process. Peng et al. [6] noted several related ways to control the strip shape such as side depression adjustment, work roll bending, and middle roll axial shifting caused unpredictable results. Therefore, ANN was used to recognize the strip shape pattern.
In Abdalla and Hawileh [7] , an ANN model used to predict the low-cycle fatigue life of steel reinforcing bars revealed that the analysis and design of the bars should consider both the strain ratio and the maximum strain because they both significantly affect low-cycle fatigue life, especially when the maximum strain is low. To minimize the high costs of direct tensile tests, Ghaisari et al. [8] developed an intelligent ANN-based method of indirectly monitoring the mechanical properties of steel parts. Golafshani et al. [9] proposed a fuzzy logic ANN model for predicting the bonding strength of steel bars used to reinforce concrete. They concluded that their ANN model was more accurate than conventional fuzzy logic model. Bagheripoor and Bisadi [10] used a four-input two-output ANN to improve rolling force and rolling torque in a hot strip mill. Their experimental results showed that the ANN model is feasible for optimizing the rolling schedule. In Taghizadeh et al. [11] , tempering temperature and time were used as parameters of an ANN model for predicting how water quenching affects hardness in specimens of tempered AISI 1045 steel. Although the above studies agree that ANN is an effective tool for optimizing the steel bar rolling process, improvements in the rolling process have been limited. The essential factor in the quality of the steel bar is the chemical composition [12] - [16] . Studies such as Cadoni et al. [17] and Sato et al. [18] indicate the composition (i.e., carbon, sulfur, phosphorus, silicon, manganese, carbon equivalent (CE), copper, etc.) of a steel specimen affects its yield point (YP) and tensile strength (TS). That is, optimization of the composition of steel is rarely reported and needs further study.
Recent applications of particle swarm optimization (PSO) algorithm have demonstrated its effectiveness for solving engineering problems such as optimization of designs for antennas [19] , manipulator control systems [20] , DC-DC converters [21] , permanent-magnet synchronous machines [22] , and graphic processing units [23] . The advantages of PSO for solving these problems are its simple structure, fast convergence speed, and easy modification.
In this study, a Taguchi PSO (TPSO) was combined with a three-layer feedforward ANN. The TPSO-based three-layer feedforward ANN is used to model ten chemical components of steel bar and their relationships to quality evaluation criteria. Finally, the TPSO is used to optimize the weight values for each layer of the proposed ANN model. To find the global best particle, the TPSO combines Taguchi method, random movement method, and conventional non-linear PSO. The novel mechanism of the TPSO is the use of Taguchi combination to increase the population diversity. The Taguchi combination uses three main tools: orthogonal array (OA), signal-to-noise ratio (SNR), and response table. The SNR is used as a quality measure for each experimental design [24] , [25] , and the OA provides a set of different combination rules for generating candidate particles. The response table obtains the best combination of design parameters based on the best factors or the best combination of factors. As the Taguchi combination creates new particles, it systematically enhances the robustness and convergence performance of the PSO. The structure of the TPSO is simplified by using a conventional non-linear PSO moving mechanism for population evolution. Meanwhile, to ensure that the global best particle is moved during iterations, the proposed method uses random movement method to perform random movement in a certain probability by the global best particle. This paper is organized as follows. Section 2 defines the problem considered in this study. Section 3 presents the TPSO combined with three-layer feedforward ANN. Section 4 describes the experimental settings and then reports and discusses the experimental results. Section 5 concludes the study.
II. PROBLEM DESCRIPTION
Although chemical composition is the key technology in steel bar manufacturing, the settings and procedures conventionally used in the steel bar manufacturing process are often based on the experience of the engineer. According to Chinese National Standard (CNS) 560 [26] , the important chemical components of steel bars are carbon, silicon, manganese, phosphorus, sulfur, and CE. The CNS560 expressly stipulates restrictions for each chemical element. The major chemical component of steel bar is carbon, which determines mechanical strength. Increasing the carbon content increases mechanical strength but reduces weldability. If gaseous elements such as oxygen (O2) and nitrogen (N2) mix with molten steel during the steelmaking process, the internal and external properties of the steel bar become unbalanced. Therefore, ferro-silicon (Fe-Si) is used to eliminate excess gas. According to CNS560, the percentage of silicon remaining in the steel bar must be lower than 0.55%. Rinebolt and Harris [27] further reported that a 0.1% change in silicon causes a 0.6 kgf/mm2 change in YP and a 1.2 kgf/mm2 change in TS.
Manganese changes the TS and YP of steel bar, which then change density and weldability. For example, Rinebolt and Harris (1951) reported that a 0.1% change in manganese causes a 1 kgf/mm2 change in YP and a 1.3 kgf/mm2 change in TS. Phosphorus reduces the weldability of steel bar but is difficult to eliminate. Sulfur is also difficult to eliminate. Therefore, CNS560 strictly stipulates that both phosphorus and sulfur should be lower than 0.045%. The CE represents the effect of carbon on weldability. In the steel bar manufacturing process, the carbon equivalent is used to convert all chemical compositions to units of carbon weldability. Eq. (2.1) below is used to calculate CE. To ensure that fabricated steel bar has adequate weldability, CNS560 standard for CE is less than 0.55%. 
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III. TPSO-BASED THREE-LAYER FEEDFORWARD ANN
The process for modeling and optimizing the chemical composition of steel bar (CCSB) can be divided into the modeling process and the optimizing process. In the proposed modeling approach, three-layer feedforward ANN is fused with TPSO to obtain a TPSO-based ANN for modeling and optimizing CCSB. The inputs for the TPSO-based ANN are the ten chemical components of steel bar, and the outputs are YP (kgf/mm 2 ) and TS (kgf/mm 2 ). To account for nonlinear effects, the following equation is used to transform YP and TS to a single value according to the larger-the-better characteristic of η:
where n is the number of output and y t is the t th output response.
The proposed method uses ANN as the fitness function of TPSO. Each input value is normalized before importation into the training process. If the imported input is X = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 , x 9 , x 10 ) and the predicted output is Y = (y 1 , y 2 ), the normalization equation is
where x j denotes the value of input j after normalization, x j denotes the value of the original input j, min x j is the minima of input j, and max x j is the maxima of input j. The normalization process is complete when each input is normalized. The data are then used to evaluate the performance of the TPSO-based ANN. The input-output relationship of the proposed feedforward neural network is
where y k (t) is the value of output k for variable set i, w k,j denotes the weight value between hidden neuron j and output k, δ 2 k,j denotes the link strength between hidden neuron j and output k, v j,i denotes the weight value between input i and hidden neuron j, δ 1 j,i denotes the link strength between hidden neuron j and input i, x i (t) denotes the ith input value, δ 1 j denotes the link strength between the biases and the hidden neurons, δ 2 k denotes the link strength between the biases and the outputs, and b 1 j and b 2 k denote the biases for the hidden neurons and outputs, respectively; the log sig(·) denotes the logarithmic sigmoid function. The ANN output is y k (i) and is denormalized as follows:
where max (r k ) and min (r k ) are the maxima and the minima of output k, respectively. To evaluate the performance of the training network when using training data, the root mean squared error (RMSE) is applied. For each output, the objective of the training process is to minimize RMSE, which can be represented as
where n denotes the number of training data items, R m denotes the actual output value, and O m denotes the predicted output value. Value J is then sent back to the TPSO for use as a fitness value when selecting the weighting set. Performance criterion J depends on the parameter set where w m,l is the weight value from the lth input to the m th hidden neuron, and ∧ w n,m is the weight value from the m th hidden neuron to the n th output, and β is the number of parameters.
The problem considered in this study is
The optimization process uses TPSO to optimize the solution obtained by the target equation as follows:
where Y is the sum of all outputs, and x j (j = 1, 2, . . . , 10) are the inputs. Fig. 2 shows the steps of the TPSO-based ANN.
IV. RESULTS AND DISCUSSIONS
First, experiments were performed to demonstrate that the proposed TPSO can search for target values. The performance of the TPSO is evaluated in seven test-function problems. The TPSO results are compared with those of seven existing PSO variants in the same initial and terminal condition, including GPSO [29] , LPSO [30] , FIPS [31] , SPSO [32] , CLPSO [33] , OLPSO [34] , and SLPSOA [35] .
Second, the TPSO is used to find the best combination of weight values for the CCSB, and its training results are compared with those of the conventional BP. Then, the trained TPSO-based ANN is used to improve the YP and TS of the CCSB by optimizing its ten chemical components.
A. COMPUTATIONAL RESULTS FOR TPSO USED TO SOLVE NUMERICAL PROBLEMS
Several global numerical functions were used to test the TPSO. As described in the literature [25] , [36] , the function can be formulated as Since seek for high convergence speed must sacrifice diversity in certain iterations. Functions f 4 is the multimodal function type, which has one global optimum region and many local optima regions; therefore, achieving the global optimum within a certain time limit is difficult. f 4 is used to test the particle diversity of the algorithm to avoid early convergence of the TPSO in the global search process. Functions f 5 − f 7 included rotated functions and shifted functions. Each rotated function is performed by multiplying the former variable vector by a fixed orthogonal matrix, and each shifted function is performed by subtracting a constant vector. These functions are widely used in complex robotic control systems and for image processing. The seven functions are also useful for optimization and for performance comparisons of different methods. For each test function, Table 2 shows the dimension D = 30, the search range, the optimal solution, and the optimal value. In the experiments, the TPSO was run in Microsoft visual C# 2012 on a Windows 7 PC (core i7-3770, 3.40 GHz CPU) with 12 GB RAM. The performance of the TPSO was compared with eight other PSO variants reported in [35] , including GPSO, LPSO, FIPS, SPSO, CLPSO, OLPSO, and SLPSOA. For a fair comparison, each algorithm was executed in 25 independent trials, and the maximum function call FE max was 2×10 5 . In all trials, the average value and standard deviation were recorded for each function. The main TPSO parameters were population size p s , acceleration coefficients c 1 and c 2 , terminal condition maximum function call FE max , and number of particles for evolutionary mechanisms n G1 , n G2 , and n G3 . In the experimental stage for each test function, population size p s was 40; acceleration coefficients c 1 and c 2 were both 1.193 ; weight values ω max and ω min were both 0; n G1 , n G2 , and n G3 were 5, 5, and 30, respectively; and random movement rate δ was 0.01. For comparison, Table 3 shows the detailed parameter settings for each algorithm. Table 4 compares the mean values and standard deviations obtained by each algorithm in each function. Table 4 shows that, for most test functions, the mean solutions found by the proposed TPSO were better and had smaller standard deviations compared to those found by other PSO-based algorithms. The TPSO also obtains far smaller deviations in all functions. The experimental results show that the TPSO superior to all other PSO-based algorithms in terms of falling into local optima and in terms of the depth of the solution area.
B. OPTIMIZATION OF CCSB MODEL
In the experiment, 1000 feasible sets of data were given from the Metal industries Research and Development Centre (MIRDC, http://www.mirdc.org.tw), where 800 feasible sets of data were used for training the TPSO-based ANN model, and 200 feasible sets of data were used for testing the performance of the model. First, the inputs and outputs of training data and test data were normalized according to Eq. (3.2). The input parameters for the CCSB were C (%), Si (%), Mn (%), P (%), S (%), Cu (%), Ni (%), Cr (%), Mo (%), and V (%). Fig. 3 shows that the TPSO-based architecture had ten inputs, five hidden neurons, and two outputs. Table 5 shows the maximum and the minimum input values used for normalization of the training data and the test data. The YP and TS were used as indices of steel bar quality in the performance evaluations. The model required fifty weight values between inputs and hidden neurons, ten weight values between hidden neurons and outputs, five biases for hidden neurons, and two biases for outputs. Each variable had sixty-seven links. The TPSO was used to adjust weight settings during ANN model training. Table 6 shows the parameter settings for TPSO. The P s was set to 100 for each population. The c 1 and c 2 were both set to value 1.193. The n G1 was set to 10, n G2 was set to 10, and n G3 was set to 80. The δ was set to 0.01. The ω max and ω min were set to 2 and 0, respectively. The terminal iteration number g max was set to 1000. Table 7 compares the conventional BP and proposed TPSO-based ANN models of the chemical composition of steel bar in terms of average RMSE for training data and test data. The table shows that, in both datasets, the TPSO-based ANN outperforms the conventional BP in terms of YP and TS.
Finally, the TPSO was used to optimize the ten inputs (chemical components) for the CCSB model. Table 8 shows bars in the first set was superior to that in the second set in terms of both YP and TS. However, P was 0.0485 (%), which exceeded the 0.045 (%) stipulated by CNS560. That is, even though the YP and TS were better in the first set than in the second set, the chemical composition of the first set is still forbidden in the Taiwan steel bar industry. In addition the experimental results show that the YP (69.5 kgf/mm 2 ) and TS (78.6 kgf/mm 2 ) obtained by the TPSO are better than those obtained by previous designs for existing experimental datasets obtained from the MIRDC. Therefore, the second set is the best chemical composition obtained by the proposed method.
V. CONCLUSIONS
The proposed TPSO successfully optimized the weight value set in the three-layer feedforward ANN model of CCSB. The important chemical elements of CCSB were C (%), Si (%), Mn (%), P (%), S (%), Cu (%), Ni (%), Cr (%), Mo (%), and V (%). The two output responses used for quality assessments of steel bar were YP and TS. To achieve highly robust results, the proposed TPSO method generated more competitive offspring by combining the advantages of Taguchi combination, random movement, and conventional nonlinear PSO. In the proposed Taguchi combination, OA is used to generate potential offspring during the evolution process, and random movement is used to avoid local optima. The fast convergence and nonlinear evolution of conventional nonlinear PSO is used to explore and exploit the better solutions. To obtain better outputs, the TPSO is again used to optimize inputs in the TPSO-based ANN. The experimental results show that the YP (69.5 kgf/mm 2 ) and TS (78.6 kgf/mm 2 ) obtained by the TPSO are better than those obtained by previous designs for existing experimental datasets obtained from the MIRDC. Therefore, we conclude that, for solving a problem such as CCSB optimization, the proposed TPSObased ANN is a highly accurate and useful engineering tool.
