Abstract-We present a novel two-stage methodology for locating a Chemical, Biological, Radiological, or Nuclear (CBRN) source in an urban area using a network of sensors. In contrast to earlier work, our approach does not solve an inverse dispersion problem but relies on data obtained from a simulation of the CBRN dispersion to obtain probabilistic descriptors of sensor measurements under a variety of CBRN release scenarios. At its first stage, subsequent sensor observations under nominal, CBRN event-free conditions are assumed to be independent and identically distributed and we rely on the method of types to detect a CBRN event. Conditional on such an event, subsequent sensor observations are assumed to follow a Markov process. Using composite hypothesis testing we map sensor measurements to a source location chosen out of a discrete set of possible locations. We leverage large deviation techniques to obtain a bound on the localization probability of error and propose several methodologies for fusing sensor data to arrive at a localization decision, including a distributed one. We also address the problem of optimally placing sensors to minimize the localization probability of error. Our techniques are validated numerically using two different CBRN release simulators.
I. INTRODUCTION
C ONCERN regarding Chemical, Biological, Radiological, or Nuclear (CBRN) terrorism is steadily increasing. This is due to gains in the technological capabilities of producing existing and potentially new, more lethal CBRN agents and delivery mechanisms. Urban areas are of particular concern since these areas tend to have large population densities and are centers for large-scale commerce and politics [1] .
In this context, it becomes critical to detect and locate a CBRN source. Early detection and accurate localization enable effective emergency response. Localization is important even for weak CBRN sources as it can help prevent a harmful release and facilitate investigating the origins of the source (forensics).
Invariably, all existing approaches rely on a network of sensors deployed in the urban area and able to measure CBRN particulate concentrations. They differ however, in how they process the sensor data. A related problem is that of placing a given set of sensors so as to optimize a performance metric related to detection and localization.
Earlier work (reviewed later in more detail) has mostly concentrated on solving a difficult inverse dispersion problem in order to locate the source. Such an approach requires an explicit model of CBRN dispersion and, typically, simple analytical models are being assumed to render the inverse problem tractable. Yet, simple dispersion models are not accurate in urban areas for a variety of reasons. First, a typical city tends to be characterized by irregular geometry, many different types of structures and buildings (each with its own surface texture), and highly dynamic population fluxes, thus, giving rise to an inhomogeneous dispersion terrain. Second, weather patterns, which drive CBRN dispersion, are highly variable and interact with the various city structures to create complex phenomena (micro-climate effects, urban canyons, etc.). All this complexity can not be captured analytically and, coupled with the inherent uncertainty, suggests a stochastic approach.
In this paper we develop such an approach that uses simulation of CBRN dispersion under a variety of source locations and dispersion scenarios to develop probabilistic descriptors of sensor measurements. Localization is performed solely through consultation of the sensor measurements, not through an explicit physical dispersion model. Hence, we describe our approach as model-free. Our approach consists of two stages: detection, and localization. To detect a source we assume that subsequent measurements at any given sensor are independent and identically distributed (iid). This is justified since, in the absence of a source, sensor measurements are driven by noise. Using the method of types ( [2] , [3] ) we compare sequences of measurements with the probabilistic descriptors derived from the simulation to determine the presence of a source. We develop a rigorous detection test and show asymptotic Neyman-Pearson optimality.
Positive source detection triggers the 2nd-localization-stage of our approach. During that stage, and conditional on the presence of particulates from a source, subsequent measurements at a sensor are dependent. We make a Markovian assumption and develop an approach to compare measurements from the sensors to the probabilistic descriptors obtained from the simulation. Localization is formulated as a composite hypothesis testing problem. We devise several versions of a localization algorithm-a distributed, a centralized, and a hybrid-using different forms of data fusion from the multiple sensors. We derive a bound on the probability of error by extending our earlier work from [4] , which also considered a localization problem but in a very different application domain. Further, we use this bound to formulate the problem of placing sensors so as to minimize the probability of error. As our numerical results demonstrate such an optimization can lead to a dramatic improvement in the error probability compared to ad-hoc sensor placement. The end result of our approach is a placement of the sensors and an asymptotic guarantee on the corresponding probability of error.
One will notice some similarities between the theoretical material presented in [4] and in this paper. We recast theorems and definitions here in a new application both for the sake of completeness as well as to provide background for our (Markovian) extensions to the previous (iid) work.
We summarize our contributions below: 1) We propose a new paradigm for CBRN source detection and localization that bypasses many of the problems existing "inverse dispersion" approaches face in an inhomogeneous and uncertain urban setting. 2) We extend our earlier asymptotic performance analysis of composite hypothesis testing in [4] from the iid to a Markovian setting. 3) We demonstrate how to place sensors so as to minimize the localization probability of error. 4) We validate our approach using two different, and independently developed, dispersion simulation engines: the Quick Urban & Industrial Complex (QUIC) Dispersion Modeling System [5] and a new simulator based on the Lattice Boltzmann method (LBM) that we develop for our purposes. The latter simulator is of independent interest as it is known to be a naturally parallelizable algorithm [6] . This quality places large scenarios computationally within reach. These simulators simply simulate the physics of dispersion from some point release under given weather conditions and make none of the distributional assumptions our approach posits. Although it is certainly true that QUIC and LBM make certain assumptions and approximations to simplify the physics of dispersion, our approach decouples these assumptions from the process of release detection and source localization by relying solely on measurements obtained from sensors during particulate propagation. As such, our approach naturally extends to any simulator or even to measurements obtained from physical experimentation. Different scenarios will call for different dispersion simulators. If accuracy is less of an issue, one could select a faster, less accurate simulator. If the area under observation contains heavy foliage, a simulator with satisfactory deposition accuracy should be selected. For situations in which particulate deposition is important due to physicochemical properties of the dispersed agent or sensor performance limitations, say, the computationally efficient method of estimating boundary properties presented in [7] could be of use. A set of illustrative numerical results demonstrate excellent performance of our methods. The results show promise for a practical CBRN urban detection and localization system based on this work. The remainder of the paper is organized as follows. We discuss related work in Section II. We formulate our problem in Section III where we also introduce some of our notation. We deal with the detection stage in Section IV and the localization stage in Section V. The placement problem is discussed in Section VI. The two dispersion simulators and a host of numerical results are presented in Section VII. Final remarks are in Section VIII. The Appendix contains technical proofs of our results.
Notational Conventions: Throughout the paper all vectors are assumed to be column vectors. We use lower case boldface letters to denote vectors and for economy of space we write for the column vector . denotes the transpose of and the vector of all zeroes. We use upper case boldface letters to denote matrices. Finally, we use to denote the cardinality of a set .
II. RELATED WORK
A sequential measurement based hypothesis testing paradigm for CBRN release detection is presented in [8] . There, the authors make the assumption that concentration samples adhere to a zero-mean Gaussian error and formulate a maximum likelihood test used for release detection. Our detection approach is similar in that it is a hypothesis test. However, we make no assumptions on the error a CBRN sensor makes, opting instead to learn a probabilistic law of nominal, release-free sensor observations. Whenever a sensor's observations sufficiently depart, according to a Hoeffding test, from the known nominal behavior, we declare that a CBRN release has occurred.
Existing CBRN source localization approaches ( [9] - [11] ) observe CBRN agent concentrations and solve the inverse problem of tracing dispersion backward in time and space to the source of the release. As discussed, limitations of this methodology stem from the irregular and dynamic phenomena typically found in urban areas. In [9] the presence of challenging geographies and wind turbulence is accommodated by incorporating Monte Carlo simulation of fluid dispersion. However, all of these works suffer from the difficulty of determining, without a detection process, the point in time in which the event started. Barring this information, these inverse problem approaches are vulnerable to erroneous localizations.
Simulation-aided localization of contaminant releases on a continental scale is presented in [12] . In [13] , the inverse problem is replaced by computing the posterior probabilities of a finite set of release locations and selecting the release location with maximal likelihood. The computed likelihoods are based on assumptions on both the distribution of concentration observations at sensor locations and a particular dispersion model. Our approach is similar to these, in that localization is based entirely on sensor observations and probabilistic descriptors of CBRN releases obtained from simulation, with the important difference, however, that the only assumptions we make on concentration observations under release conditions is that they adhere to a first-order Markov chain.
While our approach does depend on numerical or physical simulation of agent dispersion to build a statistical understanding of CBRN release evolution, once this understanding is established the actual dispersion model is no longer used. Hence, we refer to our localization approach as model-free. Additionally, while we employ two specific dispersion simulators in the numerical evaluation in Section VII, any dispersion simulation, numerical or physical, can be used. We suggest using the simulation scheme that provides the most accurate depiction of particulate releases for the particular application. This is even more important in applications where turbulence plays a greater role in particulate displacement.
Our localization approach is inspired by [4] . There, a wireless sensor deployed in an indoor environment is located through sequential hypothesis testing by using signal strength measurements corresponding to packets transmitted by the sensor and received by a set of stationary clusterheads. [4] also solves the problem of optimally placing clusterheads to reduce erroneous localizations. The key difference between that work and the work presented here, aside from vastly different application areas, is that subsequent observations made by the clusterheads in the wireless sensor localization problem can be considered iid. Under a CBRN release scenario, if a CBRN sensor observes large particle concentrations it is likely to observe large particle concentrations in its next sample. To that end, in this work we extend the theory presented in [4] to allow for dependencies in subsequent sensor observations.
Our optimal sensor placement approach also stems from the work presented in [4] , which poses clusterhead placement as an optimization problem whose objective is to minimize the probability of localization error. This differs from the more traditional sensor placement methodologies [14] , [15] , whose objectives are the facilitation and maintenance of general observability under the possibility of sensor faults. To our knowledge there are no other existing CBRN sensor placement techniques that are motivated by analytically derived localization error probabilities.
III. PROBLEM FORMULATION
Consider a CBRN sensor network deployed in an urban setting. Due to the nature of plume dispersion and existing CBRN attack response techniques, extreme precision on the locations of releases and sensors is not needed. Rather, general locations (e.g., corner of X St. and Y Ave.) suffice for disaster avoidance and response measures. It naturally follows that release and potential sensor locations can be discretized to conform to potentially irregular grids. In the following, we assume possible CBRN release scenarios represented by the set L and possible CBRN sensor locations represented by the set B . For applications in which greater precision is required, the set of discrete locations can be extended to include more locations. However, this accrues the cost of requiring more simulations. The elements of L correspond to a release location and a set of release associated characteristics potentially including wind direction, variability in wind speed, and release mass, among others. Wind, in particular, is a critical component of a release scenario as it is the primary mode of particulate transport. For a release scenario , the corresponding set of release characteristics will be denoted . Let denote the vector of sensor observations made by a sensor at location . Each sensor outputs a CBRN agent concentration estimation and potentially local wind observations. Since different concentrations result in different levels of casualties, counter measures, and responses, observed concentrations can naturally be discretized to concentration levels (e.g., etc., where represents a concentration that would lead to an accumulated dosage that produces a 50% chance of survival). Each is mapped to a symbol in a finite alphabet denoted by . A sequence of sensor observations at location is denoted . It is assumed throughout the sequel that an initial state of is known a priori. While not under an attack scenario, a sensor's agent concentration approximation fluctuations are attributed to measurement noise. Accordingly, when there is no CBRN attack, the sensor's readings can be assumed to be iid.
Under a release scenario, however, the agent disperses gradually, resulting in concentration observations that change much slower than a sensor's sampling rate. That is, if a certain concentration level is observed by a sensor at a certain time step, one can expect to see a similar concentration observation in the next time step. To capture this dependency, we model concentration level at a sensor when there is an attack as a first-order Markov chain.
The first problem we wish to solve is to detect a CBRN event, given a set of observations from sensors placed at locations . Once a CBRN event is identified, the next problem is to determine where the event originated. We also wish to solve the related problem of selecting the locations from B where we can place sensors (with ) such that we minimize the probability of localization error. The solution to this last problem is accomplished through analysis of theoretical performance guarantees.
IV. RELEASE DETECTION
In this section we describe our approach to the problem of release detection. We first construct empirical probability laws for the vector under nominal conditions and then compare these laws with empirical probability measures based on in situ sensor observations. When a measure differs significantly from the established probability laws, a release is declared and the localization engine is triggered.
Allow to denote the set of all probability vectors with support defined by the state alphabet . Consider the empirical probability measure of a sequence ,
where denotes the indicator function. Let E E E E E . First we construct the empirical probability law for all sensor locations B from observed sequences with sufficiently large by setting E E E . When the sensor network is operational, a sequence is observed for some . An empirical probability measure E E E is constructed via (1). To determine if the observations in are anomalous, we employ the so-called method of types. The following theorem from [3] is useful.
Theorem IV.1: For every let where is the relative entropy of the probability vector with respect to :
Then, for any set of probability vectors in
E E E E E E
where denotes the interior of . Theorem IV.1 rigorously identifies a distance metric that can be used in what is known as the Hoeffding's rule [3] :
Here, is a threshold that can be determined as , where is a tolerable false alarm rate [4] .
In order to assess the validity and optimality of tests of the form (2), we need to define what notion of optimality we hope to attain. One often adopted measure of any decision test's optimality is to consider the likelihood of making an error. The two types of error the Hoeffding test in (2) can make are: declaring an anomaly when in fact the activity recorded in was nominal (Type-I error), or not declaring an anomaly when departs from nominal behavior (Type-II error). We denote the probabilities of these two errors by and , respectively.
A particular challenge arises when trying to evaluate . While the probability law depicting nominal behavior can be used to evaluate E E E , computation of requires considering all probability vectors from the set . With this in mind, we introduce the following concept of asymptotic optimality known as the NeymanPearson criterion.
Definition 1: A test S is considered optimal for a given if, among all tests that satisfy it maximizes uniformly over all probability vectors in . The following theorem, thanks to Hoeffding [16] and appearing in [3] , establishes the optimality of (2).
Theorem IV.2: The anomaly detector presented in (2) is optimal under Definition 1.
The effect of the first stage conclusion is two-fold. First, it establishes a reasonable indication that a CBRN event has actually happened and that release localization analysis is within order. In addition, it provides an estimation on the time of the CBRN release. In practice, the time of attack is taken to be the time at which the first high concentration observation within is sampled. This is an important contribution to the second stage problem, as knowledge of the time of attack decreases the amount of parametrizations in that need to be considered. For localization, the window of observations beginning at the time of the release and of length determined by an ideal response time is used.
V. SOURCE LOCALIZATION

Allow
to denote the set of all discrete time Markov transition probability matrices on the state alphabet . For each sensor location and release scenario pair , associate a series of first-order Markov transition probability matrices , for all , defined as
where . These matrices depict the CBRN particulate concentration state evolution over all considered parametrizations of release scenarios and available sensor locations. Using (3), the probability of observing a sequence of sensor observations can be expressed as (4) where denotes the stationary probability distribution on the observed concentration states at sensor location under release parametrization of scenario .
Under the assumption of a Markov source, the empirical measure of a sequence of sensor observations (note we now assume that there is a known initial concentration state ) takes the form E
For any release location and release scenario pair we can observe under release conditions with sufficiently large and obtain a (Markovian) empirical probability law as follows: E E E E where denotes the interior of and is a probability evaluated assuming that is drawn according to . Consider now the subproblem of using the sensor readings from a sensor at location to determine if the CBRN release corresponds to scenario or . The Generalized Likelihood Ratio Test (GLRT) compares the normalized generalized loglikelihood ratio to a threshold and declares to be the release scenario whenever S
and otherwise. Selection of the value for in (6) is performed through evaluation of decision error probabilities and is discussed later in this section.
The GLRT described in (6) can make two types of error. Namely, the decision test can declare to be the release scenario when in actuality the release scenario was and vice versa. The probabilities of these errors are represented as,
S S
We will refer to the quantities as the exponents of the Type-I and Type-II error probabilities, respectively.
Certainly, some values of in (6) are better than others. To evaluate the GLRT's performance, we will use a generalized version of Definition 1, which we will call the generalized Neyman-Pearson criterion.
Definition 2: The decision rule S is optimal if it satisfies 
where A and C . Furthermore, assuming (8) 
In addition, we have the following lemma, proven in Appendix B.
Lemma V.3: If the GLRT is not optimal, the constraint still holds. We can therefore determine an asymptotic bound on the exponent of the Type-II error probability by the nonlinear program (11) where . The constraints enforcing to be shift invariant and correspond to valid transition probabilities for a Markov chain are linear and are represented by the system of linear inequalities , where is a "vectorization" of .
Using (11), is the exponent of the worst case Type-II error probability of the GLRT (i.e., declaring the release scenario is when the actual release scenario is ) when we use information from sensor . is a non-increasing, non-negative function, with . Therefore, there must exist such that , which represents the exponent of equal Type I and Type II error probabilities in the GLRT. Since there is no guarantee that (i.e., information from a sensor at location does not provide symmetric decision making via the GLRT), we define (12) and this represents a symmetric error probability exponent. In particular, if is the maximizer in (12) we let , otherwise we let . In either case, we use the GLRT test that compares to . The above leads to the following proposition.
Proposition V.4: Suppose the sensor at uses the GLRT and compares to . Then, the maximum probability of error satisfies where denotes the maximum probability of error when deciding, via the GLRT, between release scenarios and using information from a sensor placed at location . Thus, for every sensor location in B we have an upper bound on the GLRT's probability of error when deciding between any two scenarios in L . This result will prove useful when it comes to selecting locations to place a limited number of sensors.
A. Fusing Information From Multiple Sensors
So far all of the results presented for the source localization problem considered the binary GLRT in (6) when the real problem is to select a location that appears within the scenarios in L . One approach is to make a series of decisions of the form (6) until a single release scenario has been chosen.
Assume, without loss of generality, that the sensors are placed at locations . Using the observations from sensor , where , a decision is made between scenarios and via the GLRT with threshold , as established in (6) and (12) . This scenario is then compared with by the GLRT, and so on, until decisions have been made and only one scenario from L is accepted. The location associated with this selected scenario is declared the CBRN source location. We will refer to this localization paradigm as the sequential GLRT approach.
Alternatively, localization can be performed using all sensor information in unison by selecting the location with greatest likelihood in a single decision. We will refer to this decision paradigm as the centralized maximum likelihood approach. Unfortunately, the amount of information needed to fully fit a complete joint probability mass function for all sensor observation combinations makes it practically impossible. Instead, joint loglikelihood values under scenario can be approximated via (4) and (13) Localization is then performed by selecting the location associated with L which maximizes the value in (13). The sequential GLRT and centralized maximum likelihood localization techniques can be combined. In what we will call the hybrid approach to localization, a sequence of decisions is made, as in the sequential GLRT approach, but each decision employs information from more than one sensors. Assume, again, without loss of generality, that sensors are placed at locations . Using observations from sensors at locations corresponding to the largest values of , scenario is declared if and is declared otherwise. The chosen scenario from this decision is then compared to scenario in the same manner. This process continues until only one release scenario remains. In the extreme case in which only one sensor is used in each test within the sequence, this approach is equivalent to the sequential GLRT with every threshold set to 0. In the other extreme case, in which every deployed sensor is used in each test within the sequence, this approach is equivalent to the centralized maximum likelihood approach.
VI. SENSOR PLACEMENT
Now that performance guarantees have been established for each sensor location in B , the question of where to place sensors can be addressed. Using the bound in Proposition V.4, we can select the elements of B such that the worst case error when differentiating between any two release scenarios in L is minimized. This is done, as in [4] , via the mixed integer linear program (MILP) (14) In (14), the are the indicator functions for placement of a sensor at location . Since only sensors are available, the number of positive indicator variables is limited in the constraint . The constraint , where is defined in (12) , ensures that for every release scenario pair in L , there exists a at least as large as . Although shown to be NP-hard, (14) can be solved efficiently for large sets B and L using a special purpose algorithm [17] .
Let 
and the optimal solution satisfies for all , and all , where at most one is set to 1 for a given pair. For the sequential GLRT decision making scheme, a performance guarantee for sensor placement determined via solution to (14) is found in the following proposition. The proof is provided in Appendix C.
Proposition VI.2: Let , and be an optimal solution to the MILP in (14) . Place sensors at locations such that and for every scenario pair, select one sensor with index such that . Then, the worst case probability of error for the sequential GLRT decision rule, , satisfies
VII. NUMERICAL EXPERIMENTATION
To demonstrate the performance of the sensor placement approach of Section VI and the two-stage CBRN release detection and localization of Section III, we simulated several release scenarios in two illustrative environments. In the first environment-the toy environment-CBRN releases were simulated in the Quick Urban & Industrial Complex (QUIC) Dispersion Modeling System [5] developed at the Los Alamos National Laboratory. QUIC first solves the fluid dynamics problem of determining local wind eddies throughout a modeled three-dimensional, outdoor setting using the methods of Röckle [18] . Using the fluid flow solution, QUIC simulates the travel of CBRN particulates via a Lagrangian random walk. Previously, the QUIC codes have been tested and validated for real-world situations [5] . A three-dimensional illustration of the toy environment some time after a QUIC simulated point release is found in Fig. 1 .
Additionally, CBRN releases were simulated using a simulator we developed based on the Lattice Boltzmann Method (LBM). LBM evolved from the numerical fluid modeling technique Lattice Gas Automata (LGA), in which parcels of air adhere to microscopic laws which dictate their movement. Macroscopic values of flow velocities and densities are then derived by the underlying microscopic properties propagated by the algorithm [19] . Unfortunately, LGA often falls victim to instability in the face of statistical noise [20] . LBM extends LGA by considering air parcel movement more notionally by modeling microscopic air parcel velocities as distributions in the Lattice Boltzmann Equation (LBE) . It has been shown that under reasonable starting conditions LBM provides accurate approximations to fluid flows. Further, the macroscopic Navier-Stokes equations can be recovered from the microscopic LBE [6] .
Wind is the main driver of particulate transportation. As such, fluid flow accuracy should be of prime concern when selecting a dispersion simulator. This becomes even more important if the environment of interest contains, as in the scenarios considered here, obstructions or irregular geometries. These characteristics produce irregularities in the environment's wind field. Both QUIC and LBM accept nominal wind conditions which are translated into varying wind eddies distributed throughout the environment.
It should be noted that Markov chains have been shown to be good approximations of Lagrangian random walk based dispersion models [21] , such as the dispersion modeling used by QUIC. One should expect to see our localization approach to perform well on QUIC generated data. Our LBM model, however, is not susceptible to the same ailment.
We stress that these two independently developed simulators make none of the distributional assumptions (Markovian particulate concentrations) our localization methods postulate. They simply consider a point release and simulate the physics of dispersion in the given environment and under a given weather pattern. Hence, the results we produce assess not only the performance of the methods but also the validity of our assumptions.
In the second environment-the city grid environment-CBRN releases were also simulated in QUIC and LBM. This environment consists of geometries more typical of dense urban areas. It was within this environment that we compared the agent concentration profiles of the two different dispersion simulators at a sampler located down wind of the point release. This comparison appears in Fig. 2 . These models have different discretizations of the three-dimensional model and hence produce concentration values that differ in scale. This has been accommodated in Fig. 2 by reporting the percentage of all observed concentrations reported by a single sensor downwind from a release. The LBM simulator produces a much smoother agent concentration evolution than the QUIC simulator. Thus, noise within the evaluation of the proposed methodologies when the LBM data are used is primarily due to our sensor false alarm model rather than the dispersion model. Further dissimilarities between the two concentration profiles also stem from differences in the way surface conditions are treated in the two simulated environments. QUIC employs boundary conditions to reflect interaction with a concrete surface. The LBM representation, on the other hand, uses only the so-called "bounce back" boundary conditions [6] .
A. Toy Environment
To demonstrate the performance of the proposed techniques, first a simple three-dimensional environment with several large obstructions (i.e., buildings in an urban setting) was modeled in QUIC and LBM. CBRN point releases originating from three release locations were simulated with wind originating from NNW, N, or NNE. 225 potential sensor locations are considered on an evenly spaced grid near ground level. Fig. 3 illustrates a cross section of the environment with the locations of the obstructions (larger shapes) and releases (denoted by an "x").
The probability laws were determined empirically via Monte Carlo simulation (using (1) and (5)) for each combination of wind direction, release location, and sensor location. First, sensor concentration observations are encoded into binary outputs indicating the presence of non-nil concentration. Considering the binary nature of the sensor readings, sensor measurement noise is introduced via Bernoulli trials which result in flipping sensor observations. The resulting noisy sensor readings provide a wealth of observations from which probability laws can be established, allowing for solution of (11) and the determination of the in (12) . For evaluation of the release detection and source localization methodologies, sensors were sampled once per second for 50 seconds, resulting in an observation window of 50 binary indicators of the presence of a CBRN agent. In the case of both the QUIC and LBM data, by the time six sensors are placed within the environment there is no further improvement in the asymptotic worst case localization error. The solution depicted for the case in which QUIC data were used is shown in Fig. 3 as the small circles. The small squares correspond to the optimal sensor placement determined using LBM data. A test set is constructed for each release location by first selecting a wind direction according to a "wind rose" which describes the likelihood of each wind direction. Then, using the simulations from which the probability laws were derived, test sensor observations are generated.
1) Release Detection Evaluation:
For each scenario in the test set, a release was declared whenever at least one sensor's observations resulted in declaring a CBRN attack according to the test in (2) . To gain an understanding on the CBRN detector's performance, this process was conducted for many different values of to facilitate the construction of the Receiver Operating Characteristic (ROC) curve. When a reasonable sensor error rate of 1/8 was used in both the case in which QUIC data were used in the evaluation and when LBM data were used, the detector attained perfect detection performance, with 100% probability of detection and 0% probability of false alarm. To better understand how robust our detection methodology is to sensor noise, we repeated the experiment with different sensor error rates. Fig. 4 shows the probability of detection achieved when 0% probability of false alarm is demonstrated as a function of sensor error rate. As shown, there is a precipitous decline in detection performance by the time roughly one third of the sensor measurements are erroneous.
2) Source Localization Evaluation: The ability of all three localization methodologies we outlined in Section V was also evaluated on each test scenario. Table I displays the accuracy of each approach.
When the hybrid localization approach is used, gains in localization accuracy begin to disappear after a certain number of sensors are used in each decision within the sequence of maximum likelihood tests. This accuracy is equal to the accuracy attained by the centralized maximum likelihood approach. When QUIC data were used for evaluation, perfect performance was observed when only one sensor was used in each decision in the sequence. This actually corrected the one mistake found when the sequential GLRT localization technique was used. When LBM data were used for evaluation, it was not until three sensors were employed for each decision within the sequence of maximum likelihood tests that the same performance as the maximum likelihood approach was observed.
B. City Grid Environment
To further evaluate the proposed CBRN detector and locator, a three-dimensional environment inspired by a dense urban grid pattern was modeled in QUIC as well as using LBM. The environment consists of a city grid, four blocks-by-four blocks. Each block is 100 meters-by-100 meters with 10 meter-wide throughways. Each block's height is drawn randomly from the uniform distribution ranging from 20 to 60 meters. Sensors are allowed to be placed at any intersection and five intersections are considered as potential release locations. The shape of the grid, as well as the location of simulated releases, is shown in Fig. 5 .
CBRN event scenarios considered are the 40 unique combinations of five different release locations within the grid with wind blowing at 1 m/s or 5 m/s and originating from the four cardinal directions. The two selected wind speeds represent nominal wind conditions, but do not translate into a uniform wind field. As the simulation proceeds, local wind eddies vary according to conditions incited by the presence of buildings within the grid.
As in Section VII-A, the probability laws according to (1) and (5) for each combination of CBRN scenario and sensor location are determined by Monte Carlo simulation using data generated from both QUIC and LBM simulations. This time, however, not only is the binary sensor model with Bernoulli false alarms considered, but a real valued sensor model with additive white noise is considered as well. These sensors are modeled as (16) where is the actual concentration of particulate present at the sensor's location, denotes a normally distributed random variable with mean 0 and standard deviation , and denotes the sensor's reported concentration observation. Values of were then translated into a discretized representation of five concentration states. First a value of which produces an equivalent false alarm as the binary sensor model was used. To illustrate the power of increasing the number of concentration states used in the analysis, the normal random variate in (16) was replaced with . For the binary sensor case, if data generated via LBM were used for analysis, little improvement in worst case error probability is observed after six sensors are deployed. However, when data generated via QUIC were used for analysis, it is not until 16 sensors are deployed that no further improvement is made in the bound on the worst case error probability.
For the real-valued sensor case with mild noise, if data generated via LBM were used for analysis, once five sensors are placed in the environment no further improvement in worst case error probability is observed. These five sensor locations correspond to the five release locations in the environment. When QUIC data were employed for analysis, no further improvement in the worst case error probability is observed after 13 sensors have been deployed. The optimal placements of real-valued sensors with mild noise are presented in Fig. 5 .
In the case of real valued sensor models with large noise, analysis utilizing LBM data shows no further improvement after eight sensors are deployed. When QUIC data is used, no further performance is guaranteed after the same 13 sensors are deployed. This solution is the same as the one found in the mild noise case.
A test set for the city grid was constructed for each of the release locations by first selecting a wind direction (all four cardinal directions are chosen with equal likelihood) and then selecting a wind speed (both wind speeds are selected with equal likelihood). The test set sensor readings were generated in the same way as the sensor readings used to determine the probability laws.
1) Release Detection Evaluation:
Following the procedure in Section VII-A1, for each scenario in the test set, a release was considered detected whenever at least one sensor's observations lead to the decision of "attack" via the test in (2). The resulting ROC curves are depicted in Fig. 6 . Whether QUIC or LBM simulations were used to generate scenario data, the detector attains nearly perfect performance. This holds true regardless of which sensor model is used.
2) Source Localization Evaluation: The proposed CBRN localization techniques performed well on both the QUIC and LBM generated data sets, even when real valued sensors with large additive noise are used. The performances observed are listed in Table II. While all three methodologies perform phenomenally in both simulated environments, the hybrid and centralized maximum likelihood techniques are the apparent champions, both consistently outperforming the sequential localization technique. Yet, the sequential technique has the advantage of being fully distributed which is desirable in implementations involving a large number of sensors.
In some instances, the hybrid approach outperformed the centralized approach, as noted in the binary sensor and large noise real valued sensor scenarios using LBM data. In these cases, reducing the number of sensors used in a maximum likelihood decision prevented a single sensor's observations skewing a computed probability into an incorrect localization.
C. City Grid Environment With Sensor Constraints
In Section VII-B, the optimal solution to (14) was evaluated when was determined by performance gain analysis. However, it may be the case that a limited number of sensors are available for deployment. To assess the performance of the proposed CBRN detector and source locators in a sensor constrained scenario, we repeated the analysis in Section VII-B, this time with , indicating that five sensors are available for deployment. The optimal placements of binary sensors under this constraint can be found in Fig. 7 using the QUIC and LBM generated data and binary sensor models.
When the number of sensors deployed decreases, the number of potentially invisible releases (i.e., a release that is not detected by a single sensor) increases. An intuitive approach to address this concern is to span the deployed sensors out as much as possible. It appears, in Fig. 7 , that the optimal placement solutions adhere to this philosophy. Evaluations using the real valued sensor models produced optimal sensor placements corresponding to the five simulated release locations.
1) Release Detection Evaluation:
There is a significant decrease in performance due to the increased presence of invisible releases in the test sets, as illustrated in Fig. 8 . However, this degradation is confined solely to analysis which uses a binary sensor model and CBRN dispersion modeled using QUIC.
2) Source Localization Evaluation: Localization accuracy for all three approaches is listed in Table III . We actually see an increase in performance when the number of sensors are limited in the LBM scenarios with real valued sensors and large additive noise. This is due to removing sensor information that previously led to erroneous localizations, a phenomenon similar to the reason we observed better performance from the hybrid localization technique over the centralized approach.
An apparent follow up question to the localization performance analysis is, how well does the optimal solution to the sensor placement MILP compare to other, non-optimal solutions? To answer this question, placements in which the sensor locations are chosen uniformly randomly were evaluated on the same test set as the optimal placement solution. The percentage of test cases that were correctly localized appear in Fig. 9 . Clearly, the optimal placement solution outperforms any of the randomly chosen sensor placements.
VIII. CONCLUSION
We have presented a new two-stage methodology to the related problems of detecting CBRN events and then determining the location of their origin. Our approach bypasses many of the problems "inverse dispersion" approaches face in an inhomogeneous and uncertain urban setting.
To detect attacks, relative entropy is used to compare current sensor observations to known nominal probability laws derived from simulations. Once a CBRN event is detected, a localization procedure is used to determine where the CBRN event started. Our localization techniques include a sequence of GLRT decisions using information from a single sensor, a maximum likelihood selector in which information from all deployed sensors are used, and a hybrid of these two approaches consisting of a sequence of maximum likelihood decisions using information from more than one sensor.
The proposed CBRN detection approach demonstrated promise within a numerical evaluation with data generated in two different dispersion simulators. Our approaches for source localization performed well also. The sequential GLRT localization methodology is vulnerable to committing a localization error early on in the decision making process, yet it offers obvious implementation advantages in large deployments. The centralized maximum likelihood localization approach remedies this by employing all deployed sensor information in a single decision, however, the hybrid approach committed, in total, slightly fewer localization errors in our experiments.
APPENDIX A PROOF OF THEOREM V.2
Our approach to show optimality of the GLRT will be to show that it is a subset of decision rules which satisfy the criterion of Definition 2. To that end we first present a lemma similar to aIt follows that the Type-II error probability decreases exponentially to zero faster than the Type-II error probability of test S . Lemma A.1 has already established that S is optimal under Definition 2. We can therefore conclude that the GLRT is optimal under Definition 2.
APPENDIX B PROOF OF LEMMA V.3
If the GLRT is not optimal, for all D . Equivalently, where the last inequality follows from the non-negativity of . Therefore, using Lemma A.1, it follows that APPENDIX C PROOF OF PROPOSITION VI.2
The sensor with index will use the GLRT and achieve a maximum probability of error with exponent no smaller than . For every and define as the event that the GLRT employed by the sensor at will decide when is true. For all and large enough we have
The second inequality above is due to Proposition V.4 and the last inequality above is due to (15) . Since the bound above holds for all we obtain the desired result.
