We introduce a notion of entropy solution for a scalar conservation law on a bounded domain with nonhomogeneous boundary condition: u t + div Φ(u) = f on Q = (0, T ) × Ω, u(0, ·) = u 0 on Ω and "u = a on some part of the boundary (0, T ) × ∂Ω." Existence and uniqueness of the entropy solution is established for any Φ ∈ C(R; R N ), u 0 ∈ L ∞ (Ω), f ∈ L ∞ (Q), a ∈ L ∞ ((0, T ) × ∂Ω). In the L 1 -setting, a corresponding result is proved for the more general notion of renormalised entropy solution.
Introduction
Let Ω be a bounded open set in R N with Lipschitz boundary if N > 1. We consider the following initial boundary value problem for a scalar conservation law:
where Φ : R → R N is a continuous vector field, u 0 ∈ L ∞ (Ω), f ∈ L ∞ (Q) and a ∈ L ∞ (Σ).
It is well known that the main difficulty, when dealing with hyperbolic first-order equations, is to make precise the meaning of the boundary condition which may not be assumed pointwise, but has to be read as an entropy condition on the boundary. In the BV-setting, for a smooth flux function Φ and regular data u 0 , a, f such an entropy boundary condition has been defined in [1] . However, this condition involved the trace of the BV-solution u and could therefore not be extended to the L ∞ -setting. For L ∞ -data u 0 , a, f = 0 and a Lipschitz continuous flux Φ, a new integral formulation of the boundary condition has been given by Otto (cf. [9, 12] ) who also proved well-posedness of the problem P (u 0 , a, 0) in this sense.
For a merely continuous flux function Φ, a different formulation of an entropy solution of P (u 0 , a, f ) has been proposed in [4] in the particular case of a homogeneous boundary condition, i.e., a = 0, and well-posedness has been shown in this setting for arbitrary L ∞ -data u 0 , f . Following [4] an entropy solution of P (u 0 , 0, f ) is a function u ∈ L ∞ (Q) satisfying In [14] , an attempt has been made to extend the definition of entropy solution given by Otto and to prove well-posedness of problem P (u 0 , a, f ) with a merely continuous flux function Φ. As pointed out in [14] , a main difficulty in this case is that BV-a priori estimates seem to be out of reach even when the data u 0 , a, f is assumed to be smooth. Due to this lack of strong compactness standard approximation techniques (e.g., by vanishing viscosity) seem to fail. Therefore it seems to be necessary to apply Young measure techniques and to study measure valued entropy solutions of P (u 0 , a, f ) (cf. [14] ).
In this paper we propose a notion of entropy solution of problem P (u 0 , a, f ) which is a natural generalization of both notions of entropy solutions introduced by Otto and in [4] , respectively (cf. Section 2). We prove existence and uniqueness of this entropy solution of problem P (u 0 , a, f ) for continuous flux Φ and general L ∞ -data u 0 , a, f , without using Young measure techniques. Instead we apply a very particular approximation technique using penalization which ensures strong compactness in L 1 (Q) of the approximate solutions via monotonicity (cf. Sections 3 and 4).
In a quite recent work [13] , Vovelle and Porretta have studied problem P (u 0 , a, f ) in the general L 1 -setting. In order to deal with unbounded solutions, they have defined a notion of renormalized entropy solution which generalizes the definition of entropy solutions introduced by Otto in [12] in the L ∞ frame work. They have proved existence and uniqueness of such generalized solution in the case when Φ is locally Lipschitz and the boundary data a verifies the following condition: Φ max (a) ∈ L 1 (Σ), where Φ max is the "maximal effective flux" defined by Φ max (s) = {sup |f (t)|, t ∈ [−s − , s + ]}.
In this paper, for a merely continuous flux Φ and a measurable boundary data a : Σ → R for which the "maximal local flux" is integrable on Σ , i.e., Φ(a, x) ∈ L 1 (Σ) where Φ : R × ∂Ω → R is defined by Φ(s, x) := sup{|Φ(r) · η(x)|, r ∈ [−s − , s + ]}, we propose a notion of renormalized entropy solution of P (u 0 , a, f ) which slightly generalizes the notion of solution introduced in [13] . Existence and uniqueness of this solution is proved for arbitrary L 1 -data u 0 and f (cf. Section 5).
Entropy solutions and main results in the case of L ∞ -data
Let
for any k, a ∈ R, a.e. x ∈ ∂Ω, η denoting the unit outer normal to ∂Ω. We propose the following definition of an entropy solution of P (u 0 , a, f ).
for any ξ ∈ D([0, T ) × R N ), ξ 0, for all k ∈ R.
Remark 2.2.
(i) Note that an entropy solution of P (u 0 , a, f ) is, in particular, a weak solution of the equation
Moreover, u satisfies the initial condition in the following sense: ess-lim t→0 u(t, ·) − u 0 1 = 0. (ii) Definition 2.1 is a natural extension of the definition of entropy solution given by Otto (cf. [9, 12] ) in the case of a Lipschitz continuous flux function Φ (cf. [12, Proposition 2] ). The boundary condition "u = a" is integrated in the integral entropy formulation.
The main result of this paper is the following theorem.
, there exists a unique entropy solution of P(u 0 , a, f ).
Uniqueness of entropy solutions follows as a consequence of the following L 1 -comparison principle for entropy solutions. Here, sign + : R → P(R) denotes the multi-valued function defined by
Remark 2.5. If u 1 ∈ L ∞ (Q) satisfies (3) and (4) for data f 1 , u 01 , a 1 and flux Φ, then −u 1 satisfies (3) and (4) with data −f 1 , −u 01 , −a 1 and flux function −Φ(−·). In the same way, if u 2 is an entropy solution of P (u 02 , a 2 , f 2 ), then −u 2 is an entropy solution of P (−u 02 , −a 2 , −f 2 ) with Φ replaced by −Φ(−·). Consequently, under the assumptions of Theorem 2.4, one also has
for a.e. t ∈ (0, T ).
Proof. The result is a direct consequence of Theorem 2.4, Remark 2.5 and the following equality
Remark 2.7. The contraction principle, i.e., inequality (6) , is up to replacing |Φ| by |Φ · η| precisely the statement of [13, Theorem 3.1].
The proofs of Theorems 2.3 and 2.4 will be given in the following sections.
Smooth boundary data and a comparison result
As pointed out in the previous section, Definition 2.1 is a natural extension of the notion of entropy solution defined in [12] in the case of Lipschitz continuous flux Φ. A natural extension of the entropy conditions (1), (2) , proposed in [4] in the case of a homogeneous boundary condition, would rather be of the following type:
• for all (t, x) ∈ Q, for any r > 0, for all ξ ∈ D(B((t, x); r)), ξ 0:
• for all k ess-sup {B((t,x);r)∩Σ} a, and
• for all k ess-inf {B((t,x);r)∩Σ} a, where the usual convention is used that max ∅ = −∞, min ∅ = +∞.
Remark 3.1. (i) Note that (7) , (8) imply the local semi-Kruzhkov inequalities in Q:
for all k ∈ R, for any ξ ∈ D([0, T [ × Ω), ξ 0. Moreover, conditions (7), (8) contain a family of boundary entropy inequalities where the set of admissible test constants is restricted in terms of the boundary data.
(ii) In the particular case a = 0, a function u ∈ L ∞ (Q) is an entropy solution of P (u 0 , 0, f ),
, in the sense of [4] , i.e., u satisfies entropy conditions (1) and (2) , if and only if u satisfies the entropy conditions (7) and (8) .
(iii) Note that an entropy solution in the sense of Definition 2.1 always also satisfies the family of entropy inequalities (7) , (8) . However, the converse implication is not true in general. In particular, a function u ∈ L ∞ (Q) satisfying the weaker conditions (7) and (8) is, in general, not unique. Indeed, it is well known that the problem without boundary condition:
, in general, admits more than one entropy solution, i.e., a function u ∈ L ∞ (Q) satisfying the differential equation in D (Q), the initial condition ess-lim t→0 u(t, ·) − u 0 1 = 0 and, moreover, the local semi-Kruzhkov inequalities inside of Q. Let u 1 , u 2 ∈ L ∞ (Q) be two different solutions of this type. Then, for an appropriately chosen function a ∈ L ∞ (Σ), u 1 , u 2 also satisfy the weak boundary entropy conditions (7) , (8) 
for any ball B ⊂ R N +1 , then, for u = u 1 , u 2 , the right-hand side of inequalities (7) and (8) vanishes for the set of admissible test constants k, and therefore the family of entropy inequalities (7) and (8) is trivially satisfied. The existence of a function a ∈ L ∞ (Σ) with the described properties follows from simple measure theoretical arguments (just look at the 1-dimensional case, e.g., Ω = (0, 1), where the boundary reduces to Σ = (0, T ) × {0} ∪ (0, T ) × {1}. It is an elementary exercise in measure theory to construct a Lebesgue measurable set A ⊂ (0, T ) such that 0 < |A ∩ I | < |I | for any open interval I ⊂ (0, T ) (here, for a measurable set A, |A| denotes the 1-dimensional Lebesgue measure). Now we may simply define a ∈ L ∞ (Σ) by a(t, x) = a 1 , for a.e. t ∈ A, x = 0, 1,
The example above shows that non-uniqueness of functions u ∈ L ∞ (Q) satisfying the weak local boundary entropy conditions (7) and (8) is due to the fact that there may arise a "gap" between the two sets of admissible test constants in (7) and (8) if the boundary data is irregular.
However, we will see below (cf. Corollary 3.4) that, for smooth boundary data, this phenomenon does not occur and that for a ∈ C(Σ) the families of entropy inequalities (7) , (8) and (3), (4) are equivalent.
The following comparison result plays a crucial role in the proof of Theorems 2.3 and 2.4. It also clarifies the relation between the different entropy conditions introduced above.
satisfy the family of entropy inequalities (7) , (8) with data f 1 , a 1 , u 01 ; let u 2 be an entropy solution of P (u 02 , a 2 , f 2 ) (in the sense of Definition 2.1).
Remark 3.3. Under the assumptions of Theorem 3.2, one also has existence (compare with
is an entropy solution of P (u 0 , a, f ) if and only if u satisfies the family of entropy inequalities (7) and (8).
Proof. We only have to prove that (7) and (8) imply the entropy conditions (3) and (4). To this end note that, for any k ∈ R, the constant function (7) and (8), then, by the comparison result, Theorem 3.2, applied with u 1 = u and
For k ∈ R fixed, choosing (k n ) n ⊂ R with k n ↓ k as n → ∞, passing to the limit in inequality (10) corresponding to k n , using the fact that, for any κ n ∈ sign + (u − k n ), one has lim n→∞ κ n = sign + 0 (u − k) a.e. in Q, we obtain (3). In the same way one can prove that (8) implies (4). 2
Proof of Theorem 3.2. As usual we use Kruzhkov's technique of doubling variables (cf. [7, 8] ) in order to prove the comparison result (see also [4] ). We choose two pairs of variables (t, x) and (s, y) and consider u 1 as a function of (s, y) ∈ Q and u 2 as a function of (t, x) ∈ Q. For arbitrary α > 0, let (B α i ) i=0,...,m α be a covering of Ω satisfying B α 0 ∩ ∂Ω = ∅, and such that, for
, ξ 0. Note that, due to the fact that both functions u 1 , u 2 satisfy the classical semi-Kruzhkov entropy inequalities for any k ∈ R in D ([0, T [ × Ω), one can prove exactly as in [4] (see also [6] ) that u 1 , u 2 satisfy the following local comparison principle:
In particular, (11) holds with ζ = ξφ α 0 . Now, let i ∈ {1, . . . , m α } be fixed in the following. For simplicity, we omit the dependence on α and i and simply set φ = φ α i , B = B α i . As in [4] , we choose a sequence of mollifiers (ρ n ) n in R N such that x → ρ n (x − y) ∈ D(Ω), for all y ∈ B, σ n (x) = Ω ρ n (x −y) dy is an increasing sequence for all x ∈ B, and σ n (
Note that, for m, n sufficiently large,
Moreover, the function
Let k α i := max B∩Σ a 1 . Then, as u 1 satisfies (7), choosing k = u 2 (t, x) ∨ k α i and ξ(s, y) = ζ m,n (t, x, s, y) in (7), for a.e. (t, x) ∈ Q, we get
As u 2 is an entropy solution of P (u 02 , a 2 ,
where the last equality follows from the fact that
Integrating both inequalities in (t, x), respectively (s, y) over Q, summing up, using the facts
Denote the seven integrals on the right-hand side of the preceding inequality by I 1 , . . . , I 7 successively. There is no difficulty in passing to the limit with m → ∞ and n → ∞ successively in I 1 , I 2 . As to I 3 , one proves as in [4] (cf. also [5, 6] ) that lim sup m,n→∞ I 3
Integral I 4 can also be estimated as in [4] . To this end, define
Note that ϕ m,n (x, ·,·) ∈ D([0, T [ × R N ), ϕ m,n 0, for any x ∈ Ω. As u 1 satisfies (7),
Obviously, the first two integrals tend to 0 as m → ∞ whereas the last integral converges to
. Next, note that, by the Fubini theorem and (12),
Following [4] , we define the functional L :
As u 2 is an entropy solution, we have
ζ n is a bounded and increasing sequence and thus converges, − Σ ω − (x, k α i , a 2 )ζ n is a bounded decreasing sequence and therefore converges. As a consequence, I 5 + I 6 + I 7 = L(ξ σ n ) converges as n → ∞. Combining the preceding estimates of I 1 , . . . , I 7 , passing to the limit in (13) with m and n to ∞ successively yields
This is "half" of the inequality to be proved. In order to prove the second half, we choose now as a test function Then, for m, n sufficiently large,
As u 1 = u 1 (s, y) satisfies (7), choosing k = u 2 (t, x) ∧ k α i and ξ = ζ m,n (t, x, ·,·) in (7) (note that, due to the new choice of the test function, this choice is admissible), for a.e. (t, x) ∈ Q, we get
where for the last equality we have used the fact that (r − s ∧ k)
Note that the integral on the left is − Σ ω − (x, k α i , a 2 )ζ m,n . Moreover, obviously, (r ∧ k − s) + = (r ∧ k − s ∧ k) + for all r, s, k ∈ R. Therefore, integrating the preceding inequalities in (t, x) respectively (s, y) over Q, summing up, using the same type of arguments as above, passing to the limit with m, n → ∞ successively, for some κ 2 ∈ L ∞ (Q) with
where
. Using the same arguments as above, we can prove that L(ξ σ n ) converges (as L(ξ σ n )) with n.
Therefore, summation of (14) and (15) yields 
Note that φ i σ n σ m = φ i σ m for n sufficiently large. Therefore, lim m→∞ lim n→∞ L(ξ φ i (σ n − σ m σ n )) = lim m→∞ lim n→∞ L(ξ φ i (σ n − σ m σ n )) = 0, and thus, passing to the limit with m → ∞ in the preceding inequality yields
for all i = 1, . . . , m α . Summing over i = 0, . . . , m α , taking into account the "local" inequality (11) for i = 0, we find
for any α > 0. Now, let > 0 and choose α > 0 such that, ∀(t, x), (s, y) ∈ Σ with d((t, x), (s, y)) < α, |a 1 (t, x) − a 1 (s, y)| . Then, for any (t, x) ∈ B α i , ∀i,
Therefore, (17) implies using the monotonicity of ω − in k,
for any > 0. By continuity of ω we deduce (9). 2
Existence of entropy solutions
Due to the comparison principle, Theorem 3.2, it is sufficient to prove the following existence result for smooth boundary data:
The main difficulty in proving existence of an entropy solution of the nonhomogeneous scalar conservation law with only continuous flux Φ is that, even for smooth data, for the standard approximation procedures (e.g., regularization of the flux, vanishing viscosity method), BV-a priori estimates do not seem to be available (cf. [14] ). For Lipschitz continuous flux functions Φ, this difficulty does not occur. In order to overcome the lack of BV-a priori estimates in the general case, in the literature (cf., e.g., [14] ) Young measure techniques have been applied and measurevalued entropy solutions had to be introduced.
We show that, when choosing a different approximation procedure, one can prove strong L 1 -compactness of the sequence of the approximate solutions without using Young measure techniques, thus without being obliged to deal with a concept of measure-valued entropy solutions. We stress that, even in our particular approximation procedure, we are still not able to prove BV-a priori estimates if the data is smooth. The strong L 1 -compactness of the sequence of approximate solutions is a consequence of the monotonicity of the penalization procedure we use. The idea is to approximate problem P (u 0 , f, a) via a sequence of homogeneous Dirichlet problems for the scalar conservation law on some larger domain Q = (0, T ) × Ω, Ω Ω, and to introduce an appropriate penalization term on Q \ Q which formally forces the approximate solution to converge to (a continuous extension of) a on Q \ Q. Details are given in the following.
Proof of Theorem 4.1.
Let Ω denote some Lipschitz domain strictly larger than Ω, Q = (0, T ) × Ω. We define the trivial extension by 0 of the data u 0 , f on the larger domain:
Letã denote a continuous extension of a onto Q satisfying ã L ∞ ( Q) a L ∞ (Σ) . Let m, n ∈ N (the penalization parameters) and define the penalization term β m,n (t, x, r) := χ Q\Q (m(r −ã(t, x))) + − n(ã(t, x) − r) + , ∀r ∈ R, a.e. (t, x) ∈ Q. Note that β m,n is Lipschitz continuous in r, uniformly in (t, x): 
Consider the extended, penalized problem with homogeneous boundary condition:
In [4] , existence of an entropy solution u ∈ C([0, T ]; L 1 ( Q)) ∩ L ∞ ( Q) (obtained via nonlinear semi-group theory, cf. [3] ) has been shown for problem P 0,0 (ũ 0 ,f ), i.e., the problem without penalization term. Due to the Lipschitz continuity of β m,n , using Banach's fixed point theorem, we immediately deduce existence of an entropy solution u m,n ∈ C([0, T ]; L 1 ( Q)) ∩ L ∞ ( Q) of the penalized problem P m,n (ũ 0 ,f ), u m,n being the unique semi-group and entropy solution of problem P (ũ 0 , 0,g)
on Ω without penalization and right-hand sideg =f − β m,n (u m,n ). By [4] , a comparison principle holds for these entropy solutions. In particular, entropy solutions for different penalization parameters can be compared: for any m, m , n ∈ N with m m , there exists κ ∈ L ∞ ( Q) with κ ∈ sign + (u m ,n − u m,n ) a.e. on Q such that, for a.e. t ∈ (0, T ) , Ω u m ,n (t, ·) − u m,n (t, ·) Consequently, u m ,n u m,n a.e. (t, x) ∈ Q.
In the same way, one can prove that, for all m, n, n ∈ N with n n , u m,n u m,n a.e. (t, x) ∈ Q.
This comparison result already ensures the a.e. convergence of the solutions u m,n as, successively, m → ∞ and n → ∞.
In order to get an L ∞ -bound on the approximate solutions, let c :
and thus, of course, also an entropy solution of P (c, c(t + 1), c). Therefore, by the comparison principle, Theorem 3.2, there exists κ ∈ sign 
In the same way one can prove that −c(t + 1) u m,n a.e. on Q, i.e., (u m,n ) m,n is uniformly bounded in L ∞ ( Q). As a consequence, passing to a subsequence if necessary and using the diagonal principle, there exists a sequence u n = u m(n),n which converges in L 1 ( Q) as n → ∞ to some function u ∈ L ∞ ( Q). In order to prove that u is an entropy solution of P (u 0 , a, f ), by Corollary 3.4, it is sufficient to prove that u satisfies the family of inequalities (7), (8) . B((t, x) ; r). Note that, if B((t, x) ; r) ∩ Σ = ∅, using the convergence and L ∞ -boundedness of u n and the fact that the penalization term β m(n),n (u n ) = 0 on Q, there is no problem to pass to the limit with n → ∞ in inequalities (3), (4) for any k ∈ R, and it follows that u satisfies the semi-Kruzhkov inequalities locally in Q. Now, suppose that B ((t, x) ; r) ∩ Σ = ∅, and let us prove the "boundary entropy inequalities." To this end, let > 0, k max B ((t,x) ;r)∩Σ a + . As a is a continuous extension of a, there exists δ > 0 such that ((t, x) , Q) δ}. Replacing the test function ξ , if necessary, by ξφ with φ ∈ D([0, T [ × R N ) + satisfying φ = 1 on supp ξ and φ = 0 outside Q δ , we may assume that ξ = 0 outside Q δ . By (10), we have
Denote the integrals on the right-hand side by I 1 , I 2 , I 3 successively. Note that (ã − u n ) + = 0 on {u n > k} ∩ Q δ , thus
Then, due to the L ∞ -boundedness of (u n ) n , (20) implies lim sup n→∞ m(n)
for some constant C. It follows that u k a.e. on supp(ξ ). As a consequence, we have
Therefore, neglecting the negative term I 3 , passing to the limit in (20) yields inequality (7) , for k max B ((t,x) ;r)∩Σ a + . As > 0 is arbitrary, (7) holds for any k max B ((t,x) ;r)∩Σ a. In the same way one can prove that the family of entropy inequalities (8) holds. We have thus proved that u is an entropy solution of P (u 0 , a, f ). 2
Proof of Theorem 2.3. Let
Let (a n ) n ⊂ C(Σ) with a n → a in L 1 (Σ) as n → ∞ and such that a n L ∞ (Σ) Const for some constant Const, for all n. By Theorem 4.1, for any n, there exists an entropy solution u n of P (u 0 , a n , f ). By Theorem 3.2 and Corollary 3.4, for any m, n ∈ N, for a.e. t ∈ (0, T ), Ω u n (t) − u m (t) t 0 ∂Ω max {min(a n ,a m ) r, s max(a n ,a m )}
Therefore, u n converges, as n → ∞, in L ∞ (0, T ; L 1 (Ω)) to some function u ∈ L ∞ (0, T ; L 1 (Ω)). Moreover, by (19), (u n ) n remains uniformly bounded in L ∞ (Q), and thus also u ∈ L ∞ (Q). Passing to the limit in inequalities (3), (4) corresponding to u n yields that u is an entropy solution of P (u 0 , a, f ). Now, let v ∈ L ∞ (Q) be an arbitrary entropy solution of P (u 0 , a, f ). By Theorem 3.2 and Remark 3.3, for a.e. t ∈ (0, T ),
{min(a n ,a) r,s max(a n ,a)}
for any n ∈ N. Therefore, u n converges to v as n → ∞ in L ∞ (0, T ; L 1 (Ω)), thus v = u, the entropy solution obtained by approximation, which completes the proof of uniqueness of an entropy solution of P (u 0 , a, f ). 2
Remark 4.2.
In the L ∞ -setting, the entropy solution can be equivalently defined as follows.
for any ξ ∈ D([0, T ) × R N ), ξ 0, for all k ∈ R, where ω : R + → R + is a modulus of continuity of Φ.
However Definition 2.1 is more advantageous in the L 1 -setting as we will see in the following section.
Renormalized entropy solutions
In the preceding sections we have only considered problem P (u 0 , a, f ) for L ∞ -data. It is also possible to extend the results to the L 1 -setting. In fact, in [2] , we have introduced the notion of a renormalized entropy solution for the Cauchy problem u t + div Φ(u) = f on (0, T ) × R N , u(0, ·) = u 0 on R N and proved existence and uniqueness of this solution for arbitrary L 1 -data u 0 , f , for any locally Lipschitz continuous flux function Φ. In [5] we have extended the definition of a renormalized entropy solution to the problem P (u 0 , a, f ) in the particular case of a homogeneous boundary condition, i.e., a = 0, and proved its existence and uniqueness for any (u 0 , f ) ∈ L 1 (Ω) × L 1 (Q) for any continuous flux function Φ. In [13] , again only for a locally Lipschitz continuous flux Φ, existence and uniqueness of a renormalized entropy solution of P (u 0 , a, f ) has been proved for arbitrary L 1 -data u 0 , f , and for any measurable boundary data a ∈ M(Σ) with Φ max (a) ∈ L 1 (Σ), where Φ max : R → R is the so-called "maximal effective flux" defined by Φ max (s) := sup{|Φ(r)|; r ∈ [−s − , s + ]}, for any s ∈ R.
In our setting, for a merely continuous flux function Φ : R → R N and for any measurable boundary data a :
we define a renormalized entropy solution of P (u 0 , a, f ) in the L 1 -setting as follows: (Q) is said to be a renormalized entropy solution of P (u 0 , a, f ) if there exist some families of non-negative bounded measures μ l := μ l (u) and ν l := ν l (u) on Q such that μ l , ν −l −→ l→+∞ 0, and the following entropy inequalities are satisfied: for all k ∈ R, for all l k, for any ξ ∈
and for all k ∈ R, for all l k, for any ξ ∈ D([0, T ) × R N ), ξ 0,
Remark 5.2. The preceding definition of renormalized entropy solution generalises the one introduced in [6] for homogeneous boundary data and the definition introduced in [13] for more general boundary data.
is an entropy solution of P (u 0 , a, f ) iff u is a renormalized entropy solution of P (u 0 , a, f ).
Proof. Let u be an entropy solution of P (u 0 , a, f ). Then for all k ∈ R, for all l k, for any
Note that
Then, μ l is a non-negative measure on Q and μ l ≡ 0 for l
and by the preceding inequalities, μ l satisfies (23).
Working on the second entropy inequality, we construct a family of bounded non-negative
there exists a unique renormalized entropy solution of P (u 0 , a, f ).
Remark 5.5. The following simple example shows that our hypothesis of "local-directional integrability" on the boundary data Φ(a, ·) ∈ L 1 (Σ), is more general than the condition Φ max (a) ∈ L 1 (Σ) assumed in [13] : 3 , arctan(r)) and a ∈ M(Σ). Then by [13] , we have existence and uniqueness results if Φ max (a) ∈ L 1 (Σ), i.e., a ∈ L 1 ([0, T ) × L 3 (∂Ω)). But Theorem 5.4 guaranties existence and uniqueness of a renormalized-entropy solution of P (u 0 , a, f ) for any
Remark 5.6. It is clear that Definition 2.1 * could be similarly extended to the L 1 -setting as Definition 2.1. This would provide a definition of renormalized entropy solution, Definition 5.1 * , which reads as Definition 5.1 with the only exception that the functions ω + (x, r, s), respectively ω − (x, r, s) are replaced by the moduli of continuity ω(r − s) + , respectively ω(s − r) + . However, this kind of definition of renormalized entropy solution would be more restrictive than Definition 5.1. In fact, we would need the hypothesis ω(|a|) ∈ L 1 (Σ) (which is even stronger than the hypothesis Φ max (a) ∈ L 1 (Σ) of [13] ) in order to prove an existence result.
Proof of Theorem 5.4. Existence. We proceed by approximation: let a n := T n (a), f n := T n (f ), u n 0 := T n (u 0 ) and u n the entropy solution of P (u n 0 , f n , a n ). Then, by the contraction principle,
{min(a n ,a m ) r,s max(a n ,a m )}
This yields that u n is a Cauchy sequence in C 0 ([0, T ), L 1 (Ω)) and converges in C 0 ([0, T ), L 1 (Ω)) to some function u. Moreover, by Proposition 5.3, there exists for each n, l two bounded positive measures μ n l and ν n l such that for all k ∈ R, for all l k, for any ξ ∈ D([0, T ) × R N ), ξ 0,
. Let u 1 be the entropy solution of the problem P (u 1 0 , a 1 , f 1 ), u 2 be the renormalized entropy solution of the problem P (u 2 0 , a 2 , f 2 ). Then, there exists κ ∈ L ∞ (Q)
We postpone the proof of this result and show first how to deduce uniqueness of renormalized entropy solution.
Let v be a renormalized entropy solution of P (u 0 , a, f ) and u n be defined as above. Then by Proposition 5.7, there exists κ n ∈ L ∞ (Q) with κ n ∈ sign + (u n − v ∨ l n ) a.e. in Q such that, for any ζ ∈ D([0, T [ × R N ), ζ 0, for any l n max(n, a n L ∞ (Σ) ),
Similarly, we prove that there existsκ n ∈ L ∞ (Q) withκ n ∈ sign + (v ∧ l n − u 1 ) a.e. in Q such that, for any ζ ∈ D([0, T [ × R N ), ζ 0, for any l n max(n, a n L ∞ (Σ) ),
Summing up (29) and (31), letting n → +∞, we get v = lim n→+∞ u n = u.
Proof of Proposition 5.7. Let k α i and ζ m,n (t, x, s, y) := ξ(t, x)φ(x)ρ n (x − y) m (t − s) be defined as in Section 3. Then, as u 1 = u 1 (s, y) satisfies (7) , choosing k = u 2 (t, x) ∨ k α i ∧ l, with l > k α i and ξ(s, y) = ξ m,n (t, x, s, y) in (7), for a.e. (t, x) ∈ Q, we get
As u 2 is a renormalized entropy solution of P (u 02 , a 2 , f 2 ), choosing k = u 1 (s, y) ∨ k α i , ξ(t, x) = ξ m,n (t, x, s, y) in (4), for a.e. (s, y) ∈ Q, we find 
Denote the seven integrals on the right-hand side of the preceding inequality by J 1 , . . . , J 7 successively. There is no difficulty in passing to the limit with m → ∞, n → ∞ successively in J 1 , J 2 . As to J 3 , one proves that lim sup m,n→∞ J 3
Integral J 4 can also be estimated as in Section 3, and we prove that Obviously, the first two integrals tend to 0 as m → ∞ whereas the last integral converges to Ω Ω (u 01 − k α i ∨ u 02 ) + ξ(0, x)φ(x)ρ n (x − y). Combining the preceding estimates of J 1 , . . . , J 7 , passing to the limit in (32) with m and n to ∞ successively yields
In order to prove the second half of the inequality, we choose now as a test function ζ(s, y)φ(y)ρ n (y − x) m (s − t).
As u 1 = u 1 (s, y) satisfies (7), choosing k = u 2 (t, x) ∧ k α i ∨ −l and ξ = ζ m,n (t, x, ·,·) in (7) we get, Note that the integral on the left is − ν −l , ζ m,n − Σ ω − (x, k α i , a 2 ∨ −l)ζ m,n . As (r ∧ k − s) + = (r ∧ k − s ∧ k) + for all r, s, k ∈ R, integrating the preceding inequalities in (t, x), respectively in (s, y) over Q, summing up, using the same type of arguments as above, passing to the limit with m, n → ∞ successively, for some κ 2 ∈ L ∞ (Q) with κ 2 ∈ sign + (u 1 ∧k α i −u 2 ∨−l), we obtain − ν −l , ζ m,n − Σ ω − x, k α i , a 2 ∨ −l ξφ i Q u 1 ∧ k α i − u 2 ∧ k α i ∨ −l + ξ t φ i = − Σ ω − (x, a 1 + , a 2 ∨ −l)ξ − ν −l , ξ , for any > 0. By continuity of ω the result follows as → 0.
Extensions and further remarks
Using similar arguments, one can prove the existence of renormalized entropy solutions for "triply degenerate" problems of type:
with nonhomogeneous boundary conditions and L 1 data.
In the special case b ≡ Id R , this type of problem is already treated in [10, 11, 15] . We will consider the general case in a forthcoming paper.
