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Forgetting in the Synchronization of Quantum Networks
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Abstract
In this paper, we study the decoherence property of synchronization master equation for networks of
qubits interconnected by swapping operators. The network Hamiltonian is assumed to be diagonal with
different entries so that it might not be commutative with the swapping operators. We prove a theorem
establishing a general condition under which almost complete decohernece is achieved, i.e., all but two
of the off-diagonal entries of the network density operator asymptotically tend to zero. This result
explicitly shows that quantum dissipation networks tend to forget the information initially encoded
when the internal (induced by network Hamiltonian) and external (induced by swapping operators)
qubit interactions do not comply with each other.
Keywords: quantum networks, synchronization, decoherence
1 Introduction
Inspired by the developments of distributed consensus control for classical network systems in the past
decade [1, 2, 3], consensus and synchronization problems of quantum networks have also recently attracted
attention in the research community [6, 7, 8, 9]. Sepulchre et al. [6] generalized consensus algorithms to
non-commutative spaces and presented convergence results for quantum stochastic maps, and showed
how the Birkhoff theorem can be used to analyze the asymptotic convergence of a quantum system to a
fully mixed state. Mazzarella et al. [7] made a systematic study regarding consensus-seeking in quantum
networks, introducing several classes of consensus quantum states and a quantum generalization to the
gossip iteration algorithm based on pairwise swapping operators for reaching a symmetric state (consensus)
over a quantum network. The class of quantum gossip algorithms was further extended to symmetrization
problems in a group-theoretic framework [8].
The analysis of quantum consensus seeking was further developed using the graphical methods for
studying classical network systems [4], and it was shown that the vectorized density operator evolving
along quantum consensus dynamics is equivalent to a number of parallel classical consensus dynamics
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over disjoint subgraphs [9], which enabled us to study quantum consensus dynamics via their classical
analogous with all details inherited. Furthermore, when the network Hamiltonian is commutative with
the swapping operators, one can derive a so-called quantum synchronization master equation [9] as the
quantum counter part of the classical linear synchronization results [14, 15]. This quantum synchronization
master equation can be physically realized via quantum dissipation networks where quantum nodes are
interconnected by local environments [11].
It however has been understood that when a quantum system interacts with the environment through
dissipative couplings, the quantum information encoded in the system is often washed out in the sense that
the off-diagonal entries of the system density operator asymptotically vanish. This phenomenon is known
as decoherence. In this paper, we study the decoherence property of synchronization master equation for
quantum networks of qubits interconnected by swapping operators. The network Hamiltonian is assumed
to be diagonal but with different diagonal entries so it might not be commutative with the swapping
operators. We prove a theorem establishing a general condition under which almost complete decohernece
is achieved, i.e., all but two of the off-diagonal entries of the network density operator asymptotically tend
to zero. This result explicitly shows that quantum dissipation networks tend to forget the information
initially encoded when the internal and external qubit interactions, respectively induced by the network
Hamiltonian and the swapping operators, do not comply with each other.
The remainder of the paper is organized as follows. Section 2 introduces the problem definition and
presents the main result obtained. A brief introduction to the quantum mechanics related to the devel-
opments of the current paper is also provided in Section 2 as well as a few numerical verifications of the
theoretical result. Section 3 establishes the detailed proof of the main result, where the arguments are
organized into step-by-step blocks. Finally Section 4 concludes the paper.
2 Problem Definition, Main Result, and Examples
In this section, we define the problem of interest, present the main result, and provide numerical examples
illustrating the obtained result.
2.1 Quantum States, Density Operators, and Partial Trace
We first give a brief introduction to quantum systems’ states. We refer the readers to [5] for a comprehensive
treatment.
2.1.1 Quantum States
The state space associated with any isolated quantum system is a complex vector space with inner product,
i.e., a Hilbert space H. The system is completely described by its state vector, which is a unit vector in
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the system’s state space and often denoted by |ψ〉 ∈ H (known as the Dirac notion). The state space of a
composite quantum system is the tensor product of the state space of each component system, e.g., two
quantum systems with state spaces HA and HB, respectively, form a composite system with state space
HA ⊗HB, where ⊗ stands for tensor product. If the two quantum systems are isolated respectively with
states |ψA〉 ∈ HA and |ψB〉 ∈ HB, the composite system admits a state |ψA〉 ⊗ |ψB〉.
2.1.2 Density Operators
For an open quantum system, its state can also be described by a positive (i.e., positive semi-definite)
Hermitian density operator ρ satisfying tr(ρ) = 1. A quantum state |ψ〉 ∈ H, induces a linear operator,
denoted |ψ〉〈ψ|, by
|ψ〉〈ψ|
(
|x〉
)
=
(
|ψ〉, |x〉
)
|ψ〉
with
(
·, ·
)
being the inner product1 equipped by the Hilbert space H. Then ρ = |ψ〉〈ψ| defines the
corresponding density operator. Density operators provide a convenient description of ensembles of pure
state: If a quantum system is in state |ψi〉 with probability pi where
∑
i pi = 1, its density operator is
ρ =
∑
i
pi|ψi〉〈ψi|.
Any positive and Hermitian operator with trace one defines a proper density operator describing certain
quantum state, and vice versa.
2.1.3 Partial Trace
Let HA and HB be the state spaces of two quantum systems A and B, respectively. Their composite
system is described by a density operator ρAB. Let LA, LB, and LAB be the spaces of (linear) operators
over HA, HB, and HA ⊗HB, respectively. Then the partial trace over system B, denoted by TrHB , is an
operator mapping LAB to LA defined by
TrHB
(
|pA〉〈qA| ⊗ |pB〉〈qB|
)
= |pA〉〈qA|Tr
(
|pB〉〈qB|
)
for all |pA〉, |qA〉 ∈ HA, |pB〉, |qB〉 ∈ HB.
The reduced density operator (state) for system A, when the composite system is in the state ρAB, is
defined as ρA = TrHB (ρ
AB). The physical interpretation of ρA is that ρA holds the full information of
system A in ρAB.
1Under Dirac notion this inner product is written as
(
|ψ〉, |x〉
)
= 〈ψ|x〉, where 〈ψ| is the dual vector of |ψ〉.
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2.2 Qubit Network and Its Synchronization
In quantum systems, the two-dimensional Hilbert space forms the state-space of qubits (the most basic
quantum system). Let H be a two-dimensional Hilbert space for qubits. The standard computational basis
of H is denote by |0〉 and |1〉. An n-qubits quantum network is the composite quantum system of n qubits
in the set V = {1, . . . , n}, whose state space is the Hilbert space H⊗n = H⊗· · ·⊗H, where ⊗ denotes the
tensor product. The swapping operator between qubits i and j, denoted as Uij , is defined by
Uij
(|q1〉 ⊗ · · · ⊗ |qi〉 ⊗ · · · ⊗ |qj〉 ⊗ · · · ⊗ |qn〉) =
|q1〉 ⊗ · · · ⊗ |qj〉 ⊗ · · · ⊗ |qi〉 ⊗ · · · ⊗ |qn〉,
for all qi ∈ {0, 1}, i = 1, . . . , n. In other words, the swapping operator Uij switches the information held
in qubits i and j without changing the states of other qubits.
The density operator of the n-qubit network is denoted as ρ. A quantum interaction graph over the
n-qubit network is an undirected, connected graph G = (V,E), where each element in E, called a quantum
edge, is an unordered pair of two distinct qubits denoted as {i, j} ∈ E with i, j ∈ V. The state evolution
of the quantum network is given by the following master equation [9],
dρ
dt
= − ı
~
[H, ρ] +
∑
{j,k}∈E
(
UjkρU
†
jk − ρ
)
, (1)
where [·, ·] denotes the commutator of two operators,H is the effective Hamiltonian as a Hermitian operator
over the underlying Hilbert space, ı2 = −1, ~ is the reduced Planck constant, Ujk is the swapping operator
between j and k. As discussed in [9], the above synchronization dynamics is a Markovian master equation
in the Lindblad form [12, 13] and can be physically realized via building suitable local environments among
the qubits [11].
Let P be the n’th permutation group and assume the initial time is 0 for the system (1). It has been
shown in [9] that when the network Hamiltonian H is commutative with the swapping operators, i.e.,
[H,Ujk] = 0 for all {j, k} ∈ E, quantum synchronization is achieved in the sense that (cf., [9])
lim
t→∞
(
ρ(t)− e−ıHt/~ρ∗eıHt/~
)
= 0 (2)
along the system (1), where ρ∗ = 1n!
∑
pi∈P Upiρ(0)U
†
pi. Let ρk(t) := Tr⊗j 6=kHj (ρ(t)) be the reduced state of
qubit k at time t. For the limiting trajectory, there holds for all j = 1, . . . , n that
Tr⊗j 6=kHj
(
e−ıHt/~ρ∗eıHt/~
)
= Tr⊗n−1j=1Hj
(
e−ıHt/~ρ∗eıHt/~
)
, (3)
which in turn leads to
lim
t→∞
(
ρk(t)− ρm(t)
)
= 0, k,m ∈ V. (4)
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2.3 Main Result: A Quantum Forgetting Theorem
Throughout the remainder of the paper, we investigate ρ(t) under the following standard basis of H⊗n:
B :=
{
|q1 . . . qn〉〈p1 . . . pn| : pi, qi ∈ {0, 1}, i ∈ V
}
.
We identify the operators with their matrix representations under the basis B, for the ease of presentation.
We denote
[
ρ(t)
]
|q1...qn〉〈p1...pn| as the |q1 . . . qn〉〈p1 . . . pn|-entry of the density operator ρ(t) under the basis
B. The diagonal entries of the elements in B are put in the set
BD :=
{
|p1 . . . pn〉〈p1 . . . pn| : pi ∈ {0, 1}, i ∈ V
}
.
For simplicity we always write z = z1 . . . zn with zi ∈ {0, 1}, i ∈ V. In this paper, we are interested in the
evolution of the system (1) in the absence of the commuting condition between the Hamiltonian and the
swapping operators. Particularly, we are interested in the decoherence of the system (1), i.e., decaying of
the off-diagonal entries of the density operators. To be precise, we introduce the definition of decoherence
in the following.
Definition 1 The system (1) achieves |x〉〈y|-decoherence for if limt→∞
[
ρ(t)
]
|x〉〈y| = 0.
We impose a standing assumption on the network Hamiltonian H.
Assumption There are 2n real numbers λ|p〉〈p| ∈ R, |p〉〈p| ∈ BD such that H =
∑
|p〉〈p|∈BD λ|p〉〈p||p〉〈p|.
Under the above assumption, the network Hamiltonian H is diagonal under the standard basis. Since the
Hamiltonian H is a Hermitian operator, one can always find a basis of H⊗n under which H is represented
by a diagonal matrix. The assumption that H is diagonal under the standard basis is however quite
restrictive. Nevertheless, this assumption allows for basic non-commuting properties between H and the
swapping operators, and in the meantime enables us to derive some explicit result for the decoherence of
the system (1).
Let Ckn be the combinatorial number of selecting k from n objectives. Denote 0 = 0 . . . 0 and 1 = 1 . . . 1
both with n digits. The following is our main result.
Theorem 1 The following statements hold for the system (1).
(i) If the elements λ|p〉〈p| − λ|p′〉〈p′|, p 6= p′ are pairwise distinct, then almost complete decoherence is
achieved in the sense that |x〉〈y|-decoherence is reached for all x 6= y satisfying either x /∈ {0,1} or
y /∈ {0,1}, for which the convergence is at an exponential rate;
(ii) [ρ(t)]|0〉〈1| = [ρ(0)]|0〉〈1|e−ı(λ|0〉〈0|−λ|1〉〈1|)t/~; [ρ(t)]|1〉〈0| = [ρ(0)]|1〉〈0|e−ı(λ|1〉〈1|−λ|0〉〈0|)t/~;
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(iii) For x = x1 . . . xn with
∑n
i=1 xi = k, there holds that
lim
t→∞
[
ρ(t)
]
|x〉〈x| =
∑
y:
∑n
i=1 yi=k
[
ρ(0)
]
|y〉〈y|/C
k
n
where the convergence is also exponential. Consequently, there are at most n+ 1 different values for
the limits of the diagonal entries of ρ(t).
Note that there are only two off-diagonal entries, [ρ(t)]|0〉〈1| and [ρ(t)]|1〉〈0|, that can possibly be not
vanishing for the system (1). It is clear that if the elements λ|p〉〈p| − λ|p′〉〈p′|, p 6= p′ are pairwise distinct,
the network Hamiltonian is no longer commutative with the swapping operators in the system (1). The
decoherence result established Theorem 1 reveals that the quantum network along the system (1) then
tends to forget almost all the information contained in the off-diagonal entries of the initial value ρ(0),
which represent initial correlations among the the basis states [5]. Furthermore, if the condition that the
elements λ|p〉〈p| − λ|p′〉〈p′|, p 6= p′ are pairwise distinct does not hold strictly, it is clear from the proof
of Theorem 1 that a network Hamiltonian H being non-commutative with the swapping operators in the
system (1) continues to tend to wash out the off-diagonal entries of the network density operator, just
possibly leaving a few nonzero off-diagonal entries.
2.4 Numerical Example
In this subsection, we present a numerical example to illustrate the obtained main result. We consider
three qubits indexed in V = {1, 2, 3}. Their interaction graph is fixed as the complete graph, i.e., E ={{1, 2}, {2, 3}, {1, 3}}. Let α12 = α13 = α23 = 1. We denote x = x1x2x3 with xi ∈ {0, 1}, and whenever
applicable we identify x as a binary number. The initial network state is chosen to be
ρ0 =
(∑
x
|x〉
)(∑
x
〈x|
)
/128 +
( ∑
|x〉〈x|∈BD
(x+ 1)|x〉〈x|
)
/72.
The network Hamiltonian is chosen to be
H =
∑
|x〉〈x|∈BD
2x|x〉〈x|
so that our standing assumption is satisfied.
We first plot the evolution of
[
ρ(t)
]
|x〉〈x| for all x. Clearly the eight trajectories are asymptotically
grouped into four clusters. We also introduce
Eo(t) :=
∑
|x〉〈y|: x 6=y,|x〉〈y|/∈{|0〉〈1|,|1〉〈0|}
∥∥∥[ρ(t)]|x〉〈y|∥∥∥2 (5)
as a measure of decoherence for all off-diagonal entries of ρ(t) except for |0〉〈1| and |1〉〈0|. We also plot
Eo(t) and clearly it tends to zero exponentially.
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Figure 1: The evolution of the diagonal entries of the network density operator (left) and the Eo(t) (right).
3 Proof of the Main Result
In this section, we present the proof of Theorem 1. The analysis is based on splitting the entries of the
density operator into decoupled subgroups where interactions only take place inside each subgroup. The
idea of breaking down large density operators of multiple qubits can in fact be traced back to [10] using
Stokes tensors. In [9], the method of investigating the interconnection of the individual entries of the
network density operator was systematically studied.
3.1 Graphical Decomposition
We first establish a technical lemma.
Lemma 1 Denote C as an operator over the space of ρ by C(ρ) := [H, ρ]. Then [C]|x〉〈y| =
(
λ|x〉〈x| −
λ|y〉〈y|
)|x〉〈y|.
Proof. Based on our standing assumption on the definition of H, we obtain
[C]|x〉〈y| =
∑
|p〉〈p|∈BD
λ|p〉〈p||p〉〈p|x〉〈y| −
∑
|p〉〈p|∈BD
λ|p〉〈p||x〉〈y|p〉〈p|
=
∑
|p〉〈p|∈BD
λ|p〉〈p|δ(p, x)|p〉〈y| −
∑
|p〉〈p|∈BD
λ|p〉〈p|δ(p, y)|x〉〈p|
=
(
λ|x〉〈x| − λ|y〉〈y|
)|x〉〈y|, (6)
where δ(a, b) = 1 if a = b and δ(a, b) = 0 otherwise. This completes the proof. 
We also recall the following lemma, which is a variation of the Lemma 4 in [9].
Lemma 2 Let uij in the swapping between i and j in the permutation group P, i.e., uij(i) = j, uij(j) = i,
and uij(k) = k for k 6= i, j. Then there holds Ujk|x〉〈y|U †jk = |ujk(x)〉〈ujk(y)|.
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In light of Lemmas 1 and 2, we can now rewrite the system (1) into its entry-wise equivalence:
d
dt
[
ρ(t)
]
|x〉〈y| = −
ı
~
(
λ|x〉〈x| − λ|y〉〈y|
)[
ρ(t)
]
|x〉〈y| +
∑
{j,k}∈E
([
ρ(t)
]
|ujk(x)〉〈ujk(y)| −
[
ρ(t)
]
|x〉〈y|
)
, (7)
where x = x1 . . . xn, y = y1 . . . yn with xi, yi ∈ {0, 1}, i ∈ V. We see from (7) that (cf., Lemma 5 [9])
R|x1...xn〉〈y1...yn| :=
{
|xpi(1) . . . xpi(n)〉〈ypi(1) . . . ypi(n)| : pi ∈ P
}
forms a subset of entries whose state evolution is not influenced by entries outside. It is clear that if either
x /∈ {0,1} or y /∈ {0,1} holds, then |R|x〉〈y|| ≥ 2 from Lemma 5 of [9]. Moreover, Theorem 1.(ii) follows
from direct calculation from the system (7) since R|0〉〈1| and R|1〉〈0| are singletons.
We are now ready to state the following lemma which transforms the decoherence of system (1) to a
synchronization problem of a classical network.
Lemma 3 Consider a classical network with N nodes indexed in the set V = {1, . . . , N} with an under-
lying interaction graph G = (V,E) which is undirected and connected. Let node i possess a state Xi ∈ C.
The evolution of the Xi is given by
d
dt
Xi(t) = ıθiXi(t) +
∑
j:{i,j}∈E
(
Xj(t)−Xi(t)
)
(8)
where θi ∈ R for all i ∈ V. The following statements are equivalent.
(i) The system (8) satisfies limt→∞Xi(t) = 0 for all i ∈ V if N ≥ 2 and the θi, i ∈ V are pairwise distinct;
(ii) The system (1) achieves |x〉〈y|-decoherence if |R|x〉〈y|| ≥ 2 and the λ|p〉〈p|−λ|p′〉〈p′|, p 6= p′ are pairwise
distinct.
Proof. Denoting θi = −
(
λ|x〉〈x|−λ|y〉〈y|
)
/~ and investigating the system (7) over the set R|x〉〈y| with x 6= y,
the desired equivalence becomes clear from the definition of decoherence immediately. 
3.2 A Classical Detour
We proceed to make a further investigation to the system (8). To this end, we make use of the realification
method to investigate the system (8) via studying the real and imaginary parts separately. We write
Xi(t) = Ri(t) + ıSi(t)
where Ri(t) and Si(t) are the real and imaginary components of Xi(t), respectively. Denote Yi(t) =
(Ri(t) Si(t))
T for i ∈ V. Then the system (8) reads
d
dt
Yi(t) = AiYi(t) +
∑
j:{i,j}∈E
(
Yj(t)− Yi(t)
)
, i ∈ V (9)
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where
Ai =
0 −θi
θi 0
 , i ∈ V.
Clearly the system (9) defines a classical linear synchronization problem with non-identical node self
dynamics specified by the Ai (cf., [14, 15]). The following is an intermediate result for the system (8)
established by studying its realification system (9).
Lemma 4 Denote f(t) := maxi∈V
∥∥Xi(t)∥∥2. Then f(t) is a non-increasing function along the system (8).
Proof. Clearly f(t) is a continuous but not necessarily continuously differentiable function. In this step,
we prove that f(t) is a non-increasing function along the system (9) by showing that its Dini derivative is
always non-positive.
The upper Dini derivative of a function h : (a, b)→ R at t ∈ (a, b) is defined as [16]
D+h(t) = lim sup
s→0+
h(t+ s)− h(t)
s
. (10)
Define I(t) := arg maxi∈V
∥∥Yi(t)∥∥2. The Lemma 2.2 of [17] enables us to derive
D+f(t) = max
i∈I(t)
d
dt
∥∥Yi(t)∥∥2
= 2 max
i∈I(t)
〈
Yi(t), AiYi(t) +
∑
j:{i,j}∈E
(
Yj − Yi
)〉
a)
= 2 max
i∈I(t)
〈
Yi(t),
∑
j:{i,j}∈E
(
Yj(t)− Yi(t)
)〉
b)
≤ − max
i∈I(t)
∑
j:{i,j}∈E
(∥∥Yi(t)∥∥2 − ∥∥Yj(t)∥∥2)
c)
≤ 0, (11)
where a) is based on the fact that 〈Yi(t), AiYi(t)〉 = 0 from the definition of Ai, b) follows from the
elementary inequality aT b ≤ (‖a‖2 + ‖b‖2)/2 for two vectors a and b, and c) is due to the definition of
I(t). Based on the properties of the Dini derivative, (11) leads to that f(t) is a non-increasing function
along the system (9) for all t ≥ 0. 
We are now ready to prove the following key lemma for the system (8).
Lemma 5 For the system (8) with initial value X(0) = (X1(0) . . . XN (t))
T , there exists a non-negative
real number ZX(0) ≥ 0 such that limt→∞
∥∥Xi(t)∥∥ = ZX(0) for all i ∈ V.
Proof. The analysis will be carried out for the system (9). Since f(t) is a non-increasing by Lemma 4, for the
initial value X(0) = (X1(0) . . . XN (t))
T , there exists a constant f∗(X(0)) ≥ 0 such that limt→∞ f(t) = f∗.
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We prove the desired lemma by showing that limt→∞
∥∥Yi(t)∥∥2 = f∗ for all i ∈ V via a contradiction
argument.
Suppose there is a node i0 ∈ V satisfying g∗ := lim inft→∞
∥∥Yi0(t)∥∥2 < f∗. Consequently, there exists
an infinite time sequence t1 ≤ · · · < tm < · · · such that∥∥Yi0(tm)∥∥2 ≤ 12(g∗ + f∗), m = 1, 2, . . . . (12)
On the other hand, from the definition of f∗ and the analysis of Step 1 we conclude that for any  > 0,
there exists T > 0 such that ∥∥Yi(t)∥∥2 ≤ f∗ + , t ≥ T. (13)
We build the remainder of the proof in steps.
Step 1. Take a time instant tm and without loss of generality let tm > T. In this step, we bound
∥∥Yi0(t)∥∥2
during the time interval [tm, tm + 1]. Similar to the derivation of (11), we have
d
dt
∥∥Yi0(t)∥∥2=2〈Yi0(t), ∑
j:{i0,j}∈E
(
Yj(t)− Yi0(t)
)〉
≤
∑
j:{i0,j}∈E
(∥∥Yj(t)∥∥2 − ∥∥Yi0(t)∥∥2)
≤(n− 1)
(
f∗ + −
∥∥Yi0(t)∥∥2) (14)
for all t ≥ T. Invoking the Gro¨nwall’s inequality, we further conclude∥∥Yi0(t)∥∥2 ≤ e−(n−1)(t−tm)∥∥Yi0(tm)∥∥2 + (1− e−(n−1)(t−tm))(f∗ + ), t ≥ tm. (15)
Plugging in (12), (15) leads to∥∥Yi0(t)∥∥2 ≤ ζg∗ + (1− ζ)(f∗ + ), t ∈ [tm, tm + 1], (16)
where ζ = e−(n−1)/2.
Step 2. Now that the graph G is connected, there must be a node i1 6= i0 such that {i0, i1} ∈ E. In this
step, we bound
∥∥Yi1(tm + 1)∥∥2. For ∥∥Yi1(t)∥∥2, we have
d
dt
∥∥Yi1(t)∥∥2≤(∥∥Yi0(t)∥∥2 − ∥∥Yi1(t)∥∥2)+ ∑
j 6=i0:{i1,j}∈E
(∥∥Yj(t)∥∥2 − ∥∥Yi1(t)∥∥2)
≤ζg∗ +
(
1− ζ)(f∗ + )− ∥∥Yi1(t)∥∥2 + (n− 2)(f∗ + − ∥∥Yi1(t)∥∥2) (17)
for all t ∈ [tm, tm + 1], where in the second inequality we have used (18). Again, invoking the Gro¨nwall’s
inequality, we conclude∥∥Yi1(tm + 1)∥∥2 ≤ e−(n−1)∥∥Yi1(tm)∥∥2 + (1− e−(n−1))(ζg∗ + (1− ζ)(f∗ + )+ (n− 2)(f∗ + ))/(n− 1)
≤ e−(n−1)(f∗ + ) +
(
1− e−(n−1))(ζg∗ + (1− ζ)(f∗ + )+ (n− 2)(f∗ + ))/(n− 1)
≤ (φζ)g∗ +
(
1− (φζ)
)
(f∗ + ), (18)
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where φ = (1− e−(n−1))/(n− 1). In fact, we even know
∥∥Ys(tm + 1)∥∥2 ≤ (φζ)g∗ + (1− (φζ))(f∗ + ), s ∈ {i0, i1} (19)
since φ ∈ (0, 1).
Step 3. Since the graph G is connected, we can recursively apply the arguments in the Steps 2 and 3 to
the rest of the nodes, and eventually establish
∥∥Ys(tm + n− 1)∥∥2 ≤ (φζ)n−1g∗ + (1− (φζ)n−1)(f∗ + ), s ∈ V. (20)
This implies
f(tm + n− 1) ≤ (φζ)n−1g∗ +
(
1− (φζ)n−1
)
(f∗ + ), (21)
which contradicts the definition of f∗ if
 <
(φζ)n−1(f∗ − g∗)
1− (φζ)n−1 . (22)
Therefore, we have proved that lim inft→∞
∥∥Yi(t)∥∥2 = f∗ for all i ∈ V. On the other hand, there always
holds lim supt→∞
∥∥Yi(t)∥∥2 ≤ f∗ in light of Lemma 4. Consequently, we have shown that limt→∞ ∥∥Yi(t)∥∥2 =
f∗ for all i ∈ V, which completes the proof. 
3.3 Completion of the Proof
In this subsection, we complete the proof of Theorem 1.
3.3.1 Decoherence
With Lemma 3, the decoherence statement for the system (1) holds if limt→∞Xi(t) = 0 for all i ∈ V for
the system (8) with N ≥ 2 when the θi, i ∈ V are pairwise distinct. In fact, we are going to show a slightly
stronger result for the system (8) which only requires that there exist two distinct values within the θi.
We recall a few preliminary results on the limiting set of autonomous systems. Consider the following
autonomous system
x˙ = f(x), (23)
where f : Rd → Rd is a continuous function. Let x(t) be a solution of (23) with initial condition x(t0) = x0.
Then Ω0 ⊂ Rd is called a positively invariant set of (23) if, for any t0 ∈ R and any x0 ∈ Ω0, we have
x(t) ∈ Ω0, t ≥ t0, along every solution x(t) of (23).
We call y a ω-limit point of x(t) if there exists a sequence {tk} with limk→∞ tk = ∞ such that
limk→∞ x(tk) = y. The set of all ω-limit points of x(t) is called the ω-limit set of x(t), and is denoted as
Λ+
(
x(t)
)
. The following conclusion is well-known [18].
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Lemma 6 Let x(t) be a solution of (23). Then Λ+
(
x(t)
)
is positively invariant. Moreover, if x(t) is
contained in a compact set, then Λ+
(
x(t)
) 6= ∅.
We are now ready to state the following result for the system (8).
Proposition 1 For the system (8) with N ≥ 2, the following statements hold.
(i) limt→∞Xi(t) = 0 for all i ∈ V if there exist at least two distinct values within the θi.
(ii) limt→∞
∥∥Xi(t)− eıθt∑Ni=1Xi(0)N ∥∥ = 0 if there is θ ∈ R such that θ = θi for all i ∈ V.
Proof. (i) By Lemma 4, for any given initial value, the trajectory of the realification system (9) is contained
in a compact set. Therefore, the ω-limit set of Y (t) = (Y1(t) . . . YN (t))
T along the system (9) is nonempty
and invariant in light of Lemma 6. On the other hand, making use of the Lemma 5, one finds that the
ω-limit set of Y (t), denoted Λ+
(
Y (t)
)
, can only be a subset of the set
∆ :=
{
Y ∗ = (Y ∗1 . . . Y
∗
N ) : ‖Y ∗i ‖ = ZX(0)
}
. (24)
Without loss of generality we assume ZX(0) > 0 since otherwise the desired result holds immediately. The
remaining argument relies on showing that any subset of ∆ cannot be invariant for the system (9) if there
exist at least two distinct values within the θi. We only need to establish two facts.
F1) For any Y∗ ∈ Λ+
(
Y (t)
)
, there must hold Y ∗1 = · · · = Y ∗N . This is due to that as long as Y ∗i 6= Y ∗j ,
the trajectory starting from Y∗ must leave the set ∆ since the terms AiY ∗i are always perpendicular
to the tangential directions of the manifold ∆. See Figure 2 for an illustration.
F2) From F1, we have Λ+
(
Y (t)
) ⊆ ∆⋂Υ with Υ := {Y ∗ = (Y ∗1 . . . Y ∗N ) : Y ∗1 = · · · = Y ∗N}. However, Υ
cannot be invariant if there are at least two distinct values within the θi since ZX(0) > 0.
Therefore, one must have ZX(0) = 0 and the desired conclusion follows.
(ii) The conclusion is straightforward using the transformation X˜i(t) = e
−ıθtXi(t), where clearly
d
dt
X˜i(t) =
∑
j:{i,j}∈E
(
X˜j(t)− X˜i(t)
)
and thus there holds that limt→∞
∥∥X˜i(t)− ∑Ni=1Xi(0)N ∥∥ = 0.
This completes the proof. 
Combining Lemma 3 and Proposition 1, Theorem 1.(i) is immediately proved, where the exponential
rate of convergence is simply resulted from the linear structure of the system (1).
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Figure 2: Illustration to why there must hold Y ∗1 = · · · = Y ∗N for any Y∗ ∈ Λ+
(
Y (t)
)
: (i) If Y ∗i 6= Y ∗j and
there is a link between i and j, the trajectory starting from Y∗ must leave ∆ since the terms AiY ∗i are
always perpendicular to the tangential directions of the manifold ∆; (ii) such a pair always exists if there
are i, j ∈ V with Y ∗i 6= Y ∗j since the graph G is connected.
3.3.2 Diagonal Entries
From the system (7), we have
d
dt
[
ρ(t)
]
|x〉〈x| =
∑
{j,k}∈E
([
ρ(t)
]
|ujk(x)〉〈ujk(x)| −
[
ρ(t)
]
|x〉〈x|
)
, (25)
which is consistent with the case when the network Hamiltonian H is commutative with the swapping
operators. Theorem 1.(iii) readily follows from the analysis established in [9] by applying Theorem 1 and
Lemma 5 of [9].
4 Conclusions
We have made a further investigation to the decoherence property of synchronization master equation for
quantum networks of qubits interconnected by swapping operators. The network Hamiltonian is assumed
to be diagonal but with different diagonal entries so it might not be commutative with the swapping op-
erators. We proved a theorem establishing a general condition under which almost complete decohernece
is achieved, i.e., all but two of the off-diagonal entries of the network density operator asymptotically
tend to zero. This result explicitly revealed that quantum dissipation networks would forget the informa-
tion initially encoded when the internal (network Hamiltonian) and external (swapping operators) qubit
interactions do not comply with each other. In future, it is interesting to look at the case with switch-
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ing interactions where nontrivial coherence could be left if the switching signal properly responds to the
network Hamiltonian.
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