We consider continuous-state and continuous-time control problems where the admissible trajectories of the system are constrained to remain on a network. In our setting, the value function is continuous. We define a notion of constrained viscosity solution of Hamilton-Jacobi equations on the network and we study related comparison principles. Under suitable assumptions, we prove in particular that the value function is the unique constrained viscosity solution of the Hamilton-Jacobi equation on the network.
Introduction
A network (or a graph) is a set of items, referred to as vertices or nodes, with connections between them referred to as edges. The main tools for the study of networks come from combinatorics and graph theory. But in the recent years there is an increasing interest in the investigation of dynamical systems and differential equation on networks, in particular in connection with problem of data transmission and traffic management (see for example Garavello-Piccoli [9] , Engel et al [6] ). In this perspective, the study of control problems on networks has interesting applications in various fields. Note that partial differential operators on ramified spaces have also been investigated, see e.g. [15] , [14] .
A typical optimal control problem is the minimum time problem, which consists of finding the shortest path between an initial position and a given target set. If the running cost is a fixed constant for each edge and the dynamics can go from one vertex to an adjacent one at each time step, the corresponding discrete-state discrete-time control problem can be studied via graph theory and matrix analysis. If instead the cost changes in a continuous way along the edges and the dynamics is continuous in time, the minimum time problem can be seen as a continuous-state continuous-time control problem where the admissible trajectories of the system are constrained to remain on the network. While control problems with state constrained in closures of open sets are well studied ( [17, 18] , [4] , [11] ) there is to our knowledge much fewer literature on problems on networks: we very recently became aware of the thesis of Schieborn [16] devoted to the eikonal equation on networks, with an approach 1 different from the one presented below. We also would like to mention the very recent preprint by Imbert, Monneau and Zidani [10] on an Hamilton-Jacobi approach to junction problems and traffic flows, in which the authors assume that the Hamiltonians associated with each edge do not depend on the state variable but may jump at the crosspoints. Their assumptions and their technique for proving the uniqueness of the viscosity solution greatly differs from ours, see our comment at the beginning of § 5.3. The results of Frankowska and Plaskacz [8, 7] do apply to some closed sets with empty interior, but not to networks with crosspoints (except in very particular cases).
The aim of this paper is therefore to study optimal control problems whose dynamics is constrained to a network and the related Hamilton-Jacobi-Bellman equation. Note that other types of optimal control problems could be considered as well, leading to other boundary conditions at the endpoints of the network. In most of the paper, we will consider for simplicity the model given by a star-shaped network, i.e. straight edges intersecting at the origin, see Figure 1 . This simple model problem already contains most of the difficulties that we have to face in more general situations. We shall briefly discuss more general networks with a finite number of vertices in Remark 5.5. Since the dynamics is constrained to the network, the velocities tangent to the network vary from one edge to another, hence the set of the admissible controls depends on the state of the system. If the set of admissible controls varies in a continuous way, the corresponding control problem can be studied via standard viscosity solution techniques (see Koike [12] ). But for a network, the set of admissible controls drastically changes from a point in the interior of an edge, where only one direction is admissible (with possibly positive and negative velocities), to a vertex (or crosspoint) where the admissible directions are given by all the edges connected to it. Therefore, even if the data of the problem are regular, the corresponding Hamiltonian when restricted to the network has a discontinuous structure. Problem with discontinuous Hamiltonians have been recently studied by various authors (see e.g. Tourin [20] , Soravia [19] , Deckelnick-Elliott [5] , Koike [12] , Bressan-Hong [3] ), but the approaches and the results considered in these papers do not seem to be applicable because of the particular structure of the considered domain.
Assuming that the set of the admissible control laws -i.e. the control laws for which the corresponding trajectory remains on the graph -is not empty, the control problem is well posed and the corresponding value function satisfies a dynamic programming principle. We introduce a first set of assumptions which guarantees that the value function is continuous on the network (with respect to the intrinsic geodetic distance).
The next step is to introduce a definition of weak solution which may ensure the uniqueness of the continuous solution via a comparison theorem. While in the interior of an edge we can test the equation with a smooth test function as in the standard case, the main difficulties arise at the vertices where the network does not allow a regular differential structure. At a vertex, we consider a concept of derivative similar to that of Dini's derivative, see for example [2] , hence regular test functions are the ones which admit derivatives in the directions of the edges adjacent to the node. Using the previously mentioned class of test functions, we give a definition of viscosity solution on the network of the associated Hamilton-Jacobi equation, see (4.1) . Note that at the crosspoints of the network, the definition of the Hamiltonian has to be particular, in order to take into account all the possible directions. It is worth to observe that this definition reduces to the classical one of viscosity solution if the graph is composed of two parallel segments entering in a node, see [2] .
An important part of the present paper is devoted to proving comparison principles under fairly general assumptions: for example, our results apply to the case when on each edge of the network, the running cost is some power of the velocity, with exponents that may vary (within a suitable set) from one edge to another. In the proofs, the classical doubling technique of viscosity solution theory, see [13] , is still used, but here, the choice of the penalty term in this argument requires a special care: we will see that the chosen penalty function is generally not symmetric w.r.t. the doubled variables, and that, to cope with the discontinuity in the Hamiltonians, it may depend on the small parameter ε used in the method. In the simplest case, i.e. when the running cost does not depend on the control, the penalty term will be connected to the minimal time function with the dynamics frozen at the vertex; moreover, it will be bounded from above and below by some factor times the squared intrinsic geodetic distance, which, fixed one argument, is a regular test function of the other argument in the sense mentioned above.
We conclude observing that this paper is a first attempt to study Hamilton-Jacobi-Bellman equations and viscosity solutions on a network, and many questions remain to be studied, such as sub and super optimality principles, discontinuous viscosity solutions, stochastic control problems. The paper is organized as follows: the control problem and the basic assumptions are set in Section 2. In Section 3, we define useful notions. In Section 4, we propose a definition of viscosity solutions of the Hamilton-Jacobi equation on the network, and we prove that the value function of the control problem is a viscosity solution. Comparison principles are studied in Section 5.
Setting of the problem and basic assumptions
We consider a planar network with a finite number of edges and vertices. A network in R 2 is a pair (V, E) where i) V is a finite subset of R 2 whose elements are said vertices ii) E is a finite set of regular arcs of R 2 , said edges, whose extrema are elements of V.
We say that two vertices are adjacent if they are connected by an edge. We say that a vertex belongs to ∂V (resp., int(V)) if there is only one (resp., more than one) edge connected to it. We assume that the edges cross each other transversally. We denote by G the union of all the edges in E and all the vertices in V. We denote by G the set G\∂V. Except when explicitly mentioned, we focus for simplicity on the model case of a star-shaped network with N straight edges, N > 1, see Figure 1 
where (e j ) j=1,...,N is a set of unit vectors in R 2 s.t. e j = e k if j = k. Note that e j = −e k is possible. Then, ∂V = {e j , j = 1, . . . , N } and int(V) = {O}. We will use the notation ∂G ≡ ∂V. To avoid the trivial case of an interval, we assume that there is at least a pair (j, k), j = k s.t. e j is not aligned with e k . The general case will be dealt with in a forthcoming paper, where we will also consider structures made of several manifolds of different dimensions crossing each other transversally. Hereafter, the notation R + stands for the interval [0, +∞). For any x ∈ G, we denote by T x (G) ⊂ R 2 the set of the tangent directions to the network, i.e. T x (G) = Re i , ∀x ∈ J i ; T ei (G) = R − e i and T O (G) = ∪ N i=1 R + e i . We now introduce the optimal control problem on G. We start by making some assumptions on the structure of the problem. Call B the closed unit ball of R 2 centered at O. Take for A a compact set of R 2 and a continuous function f :
(2.1)
The continuity of f implies that there exists M > 0 such that
Denoting by A the class of the control laws, i.e. the set of measurable functions from [0, +∞) to A, we consider the dynamical system ẏ(t; x, α) = f (y(t; x, α), α(t)), t > 0,
3)
• for j ∈ {1, . . . , N }, x ∈ J j ,
• for j ∈ {1, . . . , N }, x ∈ J j , there exists τ x > 0 such that, for all α ∈ A x ,
• A x is not empty for any x ∈ G. Hereafter, we will always consider α ∈ A x in (2.3).
Remark 2.2. Identity (2.6) says that the set of constant controls for which the trajectories leaving x ∈ J j stay in G for a positive time is nonempty and does not depend on x ∈ J j . In (2.7), we see that for small durations, an admissible control law at x ∈ G\{O} cannot take values outside A x (except maybe on a negligible set of times). The identity in (2.5) characterizes the set of constant controls for which the trajectories leaving O stay in G for a positive time. Note that the identity in (2.5) is not a consequence of the previous points only when some edges are aligned. The assumption in (2.4) at the vertices in ∂V tells us that there exist controls which make the trajectory enter G; this assumption is classical in the context of state constrained problems.
Assumption 2.2. There exist constants ζ j > 0 and ζ j > 0, j = 1, . . . , N , s.t.
where co(F ) stands for the closed convex hull of F . Remark 2.3. Assumption 2.2 is on the controllability near O. We will see that it implies the continuity of the value function.
Remark 2.4. If e j = −e k then, from (2.8) and the continuity of f , ζ j = ζ k and ζ k = ζ j .
R is a positive and Lipschitz continuous function: we can see that all the assumptions above are satisfied. In particular, let us check that (2.7) holds in the present case: take x ∈ G\{O}, for example x ∈ J 1 and α ∈ A x . With M as in (2.2), take τ x = |x|/(2M ). It is easy to see that y(t; x, α) ∈ J 1 for t ∈ [0, τ x ]. This implies that t 0 e 1 ∧ f (y(s; x, α), α(s))ds = 0 for t ∈ [0, τ x ], and therefore e 1 ∧ f (y(t; x, α), α(t)) = g(y(t; x, α))e 1 ∧ α(t) = 0 for almost all t ∈ [0, τ x ]. Therefore, since g is positive,
Example 2.2. Take N unit vectors (e j ) j=1,...,N , with e j = (cos θ j , sin θ j ), θ j ∈ [0, 2π). Choose ζ j , ζ j 2N positive numbers such that ζ j = ζ k and ζ k = ζ j if e j = −e k . Take A = ∪ N j=1 Re j ∩ B; let ζ : R → R + be a 2π-periodic and continuous function such that ζ(θ j ) = ζ j and ζ(−θ j ) = ζ j , j = 1, . . . , N ; Choose f (x, a) = g(x)ζ(θ)a where a = |a|(cos θ, sin θ) and g : B → R is a positive and Lipschitz continuous function. We can see that all the assumptions above are satisfied.
where g : B → R is a positive and Lipschitz continuous function. We can see that all the assumptions above are satisfied. Finally, we consider a continuous functions ℓ : B ×A → R. We may suppose for simplicity that |ℓ(x, a)| ≤ M, ∀x ∈ B, a ∈ A, (2.9) where M is the same constant as in (2.2) . From the compactness of B and A, there exists a modulus of continuity ω ℓ such that
For λ > 0, we consider the cost functional
The value function of the constrained control problem on the network is
Assumption 2.1 and the assumptions on ℓ are enough for the dynamic programming principle:
The proof is standard along the arguments in Propositions III.2.5 or IV.5.5 in [2] .
Proposition 2.1. Under the assumptions above, the value function is continuous on G.
Proof. The proof is rather standard. It is given in [1] . ⊓ ⊔
We now give an example in which the value function is discontinuous: let (e 1 , e 2 ) be an orthonormal basis of
The value function is discontinuous at O.
Hereafter, we will make a further assumption, mainly in order to obtain comparison principles in § 5 below. Let us use the notation
Assumption 2.3. The function ℓ satisfies: for all j = 1, . . . , N ,
Note that from Assumption 2.2, for all j = 1, . . . ,
3 Preliminary notions for weak solutions
Test functions
We introduce the class of the admissible test functions for the differential equation on the network Definition 3.1. We say that a function ϕ : G → R is an admissible test function and we
Therefore, for any ζ ∈ R 2 such that there exists a continuous function z :
exists and does not depend on z and (t n ) n∈N . We define
Indeed, denoting by τ n = t n /ρ, lim n→∞ z(t n )/τ n = ρζ. Hence, 
Relaxed vector fields
Definition 3.2. For x ∈ G, we define the set FL(x) as follows:
Viscosity solutions
Hereafter, unless explicitly mentioned, we make all the assumptions of § 2.
Definition of viscosity solutions
We now introduce the definition of a constrained viscosity solution of
Definition 4.1.
• A bounded and upper semi-continuous function u :
• A bounded and lower semi-continuous function u : G → R is a supersolution of (4.1) if for any x ∈ G, any ϕ ∈ R(G) s.t. u − ϕ has a local minimum point at x, then
• A continuous function u : G → R is a constrained viscosity solution of (4.1) in G if it is a viscosity subsolution of (4.1) in G and supersolution of (4.1) in G. 
Similarly, at x ∈ ∂V, the notion of supersolution in G is equivalent to the standard definition.
An observation on a different possible formulation
Before stating the existence result, we would like first to observe that thanks to Assumption 2.3, the present definition of viscosity solution is equivalent to a more general one, which is well adapted for the proof of existence: for that, we first define some larger relaxed vector fields: 
5)
fℓ(e j ) = FL(e j ). 
and (4.3) is equivalent to
The same is true if the assumptions in Remark 4.2 are satisfied. .7) and (4.8) would be more general in the case when Assumption 2.3 is not satisfied. However, we were not able so far to prove a comparison result without Assumption 2.3; thus, in the present work, there is no real reason for using the more general (and more abstract) definition, except for the proof of existence below. Proof. From Corollary 4.1, we are going to use the relaxed vector fields fℓ(x) instead of FL(x), i.e. to use (4.7) instead of (4.2) and (4.8) instead of (4.3) in the proof. We recall that v satisfies the dynamic programming principle (2.12).
Existence
The value function v is a subsolution: it is enough to check that v is a subsolution at Since t n ζ = y(t n ; O, α n ) + o(t n ) and ϕ is Lipschitz continuous, we deduce that
On the other hand,
Since the latter holds for any (ζ, ξ) ∈ fℓ(O), we conclude that v is a subsolution at x = O.
We 
From the arbitrariness of ε, we get that
We conclude that v is a supersolution at x = O. ⊓ ⊔ 5 Comparison principle
Strategy
We define the geodetic distance on G by
Below, we give comparison principles under suitable assumptions. In their proofs, the main idea is to replace the standard penalizing term in the classical doubling of variables technique, see [2] page 292, i.e. d 2 (x,y) ε where d(x, y) is the geodetic distance between x and y, by a term
whered ε is a suitable nonsymmetric function such that x →d ε (x, y) and y →d ε (x, y) are regular in the sense of Definition 3.1. For the reader's convenience, we first deal with the simplest case when the running cost does not depend on a: in this case, the choice ofd ε (x, y) is simple (it does not depend on ε), so some of the main ideas appear more clearly. In the second part, we give a more general result, for which the choice of the test function is more delicate.
The simplest case: the running cost does not depend on a
Here we assume that the running cost does not depend on a, so Assumption 2.3 is automatically satisfied. In this case, it is clear that for any x ∈ G,
where the last identity in (5.2) is a direct consequence of Assumption 2.2. It is also easy to check that (4.2) is equivalent to
and that (4.3) is equivalent to
For proving the comparison principle, the following function will be useful:
where ζ i and ζ i are the constants appearing in (2.8).
The following lemma can be easily checked: Remark 5.1. The quantity d(x, y) can be seen as the minimal time to reach y from x, staying on G, with velocities in ∪ j co(f (O, A j )). Note that, in general, d(x, y) = d(y, x).
Theorem 5.1 (Comparison principle). We assume that ℓ(x, a) does not depend on a. Under all the assumptions made in § 2, if u and v are respectively a subsolution of (4.1) in G and a supersolution of (4.1) in G such that
Proof. Note that u − v is bounded and upper semi-continuous on G.
We assume by contradiction that there exist x 0 ∈ G, χ > 0 such that
and we consider
Let (x ε , y ε ) be a maximum point of Φ ε ; we have
Hence x ε , y ε converge for ε → 0 to a point x and, by (5.4), x ∈ G. Therefore we can assume that for ε sufficiently small, x ε , y ε ∈ G and, by standard arguments, we can prove that
) has a maximum point at x ε and by Lemma 5.1,
) has a minimum at y ε and by Lemma 5.1,
If x ε = y ε , subtracting (5.6) from (5.5) we get
and letting ε → 0, we obtain the contradiction χ ≤ 0. Hence we can assume x ε = y ε .
1 st case: x ε = O, y ε = O: From (5.5) and (5.6), taking into account Remark 4.1, we get
(5.7)
• If x ε , y ε are on the same edge, for example, x ε ∈J 1 and y ε ∈J 1 , the arguments are similar to those used in the classical theory of viscosity solutions; we give them for completeness. We make out two subcases:
• if x ε · e 1 > y ε · e 1 then d 2 (x ε , y ε ) = |x ε − y ε | 2 /ζ 2 1 , hence by (5.7), (2.1), (2.6) and (2.10),
, which yields the desired contradiction by having ε tend to 0.
• if x ε · e 1 < y ε · e 1 then d 2 (x ε , y ε ) = |x ε − y ε | 2 /ζ 2 1 , and we can repeat the argument immediately above.
• If x ε , y ε are not on the same edge, for example x ε ∈ J 1 \{O} and y ε ∈ J 2 \{O} then
(note that x ε /|x ε | ∈ T xε (G) and y ε /|y ε | ∈ T yε (G)). From (2.1), we get
From (2.6) and Assumption 2.2,
and we obtain the desired contradiction from (5.8) and (2.10).
2 nd case: x ε = O and y ε = O: Assume for example that y ε ∈ J 2 \{O} (we proceed similarly in the other cases). Take ζ ∈ F(O) where F(O) is given by (5.2) . We know that co f (O, a) : a ∈ A j is contained in Re j ; therefore, δ(ζ) ≡ D{x → d(x, y ε )}(O, ζ) = − yε ζ 2 |yε| · ζ if ζ is aligned with e 2 and ζ · e 2 > 0 or δ(ζ) = |ζ|/ζ j if ζ ∈ F(O) ∩ Re j is not aligned with e 2 or if e j is aligned with e 2 and ζ · e 2 < 0. From (5.5) and (5.6), we get
From (2.1), we get that
Thus, from (5.2), we get that − sup
where max j=1,...,N max ζ∈[0,ζ j ]ej (−δ(ζ)) is obtained for ζ = ζ 2 e 2 . This, with (2.10), yields the desired contradiction.
3 rd case: x ε = O and y ε = O: Assume for example that x ε ∈ J 2 \{O} (we proceed similarly in the other cases). Take ζ ∈ F(O) where F(O) is given by (5.2) . We know that
or if e j is aligned with e 2 and ζ · e 2 < 0. From (5.5) and (5.6), we get
This implies that
which, with (2.10), yields the desired contradiction. ⊓ ⊔ 5.3 More general cases Assumption 2.3 will enable us to use the argument of doubling the variables. This is in contrast with [10] , where the authors do not make this assumption and have to rely on a special technique for proving the uniqueness of the viscosity solution.
Since the difficulties for proving the comparison results come from the junction point O, it will be helpful to freeze the state variables at O and define the local Hamiltonians associated with the edges J j : where m O is defined in (2.13) and
Proof. It is clear that Assumption 2.3 implies (5.11). It also implies that for all p ≤ 0 and (ζ, ξ) ∈ co{(f (O, a), ℓ(O, a)), a ∈ A j } such that ζ · e j ≤ 0,
and thus (5.12). ⊓ ⊔
Assumptions
In what follows, we will need to somehow compare the local Hamiltonians on different sides of the junction O. For that, we will make one among the two assumptions below: such that
and Remark 5.3. In Assumption 5.2, we suppose in particular that for large values of |q|, the local Hamiltonians H j (q) are bounded from above or below by affine functions, depending on the sign of q, (see the second lines of (5.15) and (5.16) ). In fact, this part of the assumption is not mandatory for the comparison principle. Indeed, what follows holds if for p ≥ 0,
However, Assumption 5.2 is coherent with the assumption made in § 2 on the compactness of A.
We now give a series of examples, which show that in fairly general situations, at least one of the two assumptions above holds. if ℓ(O, a) does not depend on a. Indeed, H j (p) = ζ j p + + ζ j p − − ℓ(O), and we can choose K j = 1/ζ j and k j = 1/ζ j . Therefore Assumption 5.1 covers the simplest case treated in the previous section.
Example 5.2. Take N unit vectors (e j ) j=1,...,N . Only for simplicity, we assume that e j are pairwise linearly independent. Take A = ∪ N j=1 Re j ∩ B. Take 2N positive numbers ζ j and ζ j and a positive valued Lipschitz continuous function ϕ defined in B and bounded from below by a positive number. There exists a function f : B × A → R 2 satisfying all the assumptions in § 2, whose restriction to A ∩ Re j is
Let us assume that ϕ(O) = 1. We take
where ν > 1 and q and m are continuous functions defined on G with q(O) > 0: we have
then Assumption 5.1 is satisfied, with for example, K j = 1/ζ j and k j = 1/ζ j . Example 5.3. We keep everything as in Example 5.2, except that we suppose that the running cost is such that
where q j : J j → R + are continuous functions such that q j (O) > 0 for all j. We have
Let us choose the constants k j and K j such that, for all i = j,
Then, for p ≥ 0, we can make out three cases:
case 2 k i p ≤ νq i (O)/ζ i . Thus K j p ≤ νq j (O)/ζ j , and easy algebra shows that H i (k i p) − H j (−K j p) has the same sign as
, which is positive.
Comparing H i (k i p) and H j (−K j p) amounts to comparing respectively a linear function and a convex function: since H i (k i p) ≥ H j (−K j p) at the endpoints of the interval, the inequality is also true in the whole interval.
We have shown that Assumption 5.1 holds. , for all j (in the particular case when s = 0, this means that ν j ∈ [2, +∞), for all j). This example shows that, for Assumption 5.2 to hold, the power laws of the local Hamiltonian H j near p = 0 may have different exponents, but that these exponents should not be too far from each other.
The comparison principle
As explained in § 5.1, we need to modify the geodetic distance in order to prove a comparison principle with the doubling of variables technique. If Assumption 5.1 holds the situation is simple, because it is enough to taked(x, y) defined as follows:
We see that functiond is similar to the one used in §5.2, and the proof of the comparison follows exactly the same lines. Under Assumption 5.2, the situation is quite different, because the Hamiltonians H j (p)+ m O may have different behaviors when p → 0, and we may have lim p→0+
Hi(p)+mO
Hj (−p)+mO = 0. To cope with this difficulty, we need to have the modified distance depend on ε. The following lemma plays an important role in the proof of the comparison principle under assumption 5.2. 19) there exists k j > 0 and K j > 0 such that, ifd ε (x, y) is defined by
then, for all sequences (x ε , y ε ) such that x ε ∈ J j and y ε ∈ J i with i = j, and lim ε→0d 2 ε (xε,yε) ε = 0, it is possible to extract a subsequence such that
Proof. The proof mainly consists of studying real variable functions. For the reader's convenience, we give it in the appendix B. ⊓ ⊔ Remark 5.4. In general,d ε (x, y) =d ε (y, x).
Preliminary observations
1. We note that from (5.14) , we have 0 ≤ η j < 1 2 , ∀j = 1, . . . , N. = 0 implies that the geodetic distance between x ε and y ε tends to 0 when ε → 0.
3. Moreover, max(η j , µ j − 1) = 0 if and only if α j = min k γ k and max k γ k = α j , i.e. γ k = α j for all k = 1, . . . , N .
The following lemma can be easily proved: Proof. When Assumption 5.1 holds, we have already said that the proof is exactly the same as that given in § 5.2. Therefore, we focus on the case when Assumption 5.2 holds, in which a more involved argument is needed. We assume by contradiction that there exist
where d ε is defined by (5.20) . Let (x ε , y ε ) be a maximum point of Φ ε ; we have χ =
Remember now that the exponents η j in the definition of d ε belong to [0, 1/2), see (5.22) . Hence x ε , y ε converge for ε → 0 to a point x and, by (5.23), x ∈ G. Therefore we can assume that for ε sufficiently small, x ε , y ε ∈ G and, by standard arguments, we can prove that lim ε→0 ) has a maximum point at x ε and by Lemma 5.4,
) has a minimum at y ε and by Lemma 5.4,
If x ε = y ε , subtracting (5.25) from (5.24) we get
and letting ε → 0, we obtain the contradiction χ ≤ 0. Hence we can assume x ε = y ε . Up to subsequence extraction, we distinguish the following possible cases:
1 st case: x ε = O, y ε = O: From (5.24) and (5.25), we get
(y ε , f (y ε , a)) − ℓ(y ε , a) .
(5.26)
• If x ε , y ε are on the same edge, for example, x ε ∈J 1 and y ε ∈J 1 , then we have two subcases
• if x ε · e 1 > y ε · e 1 , then d ε (x ε , y ε ) = k 1 |x ε − y ε |, hence by (5.26), (2.1), (2.6) and (2.10),
(note that (x ε − y ε )/|x ε − y ε | ∈ T xε (G) = T yε (G)), which yields the desired contradiction by having ε tend to 0. • If x ε · e 1 < y ε · e 1 , then d ε (x ε , y ε ) = K 1 ε η1 |x ε − y ε | µ1 and
and we use the same argument as above.
• If x ε , y ε are not on the same edge, for example x ε ∈ J 1 \{O} and y ε ∈ J 2 \{O} then d 2 ε (x ε , y ε ) = (k 1 |x ε | + K 2 ε η2 |y ε | µ2 ) 2 , hence by (5.26)
From (2.1), we get
and we obtain the desired contradiction from (5.21).
2 nd case: x ε = O and y ε = O: Assume for example that y ε ∈ J 2 \{O} (we proceed similarly in the other cases). From (5.24) and (5.25), we get We have H + i (q) ≤ H i (q), for all q and i. Thus, the desired contradiction follows from the identity
2ε (x ε , e 1 ), and (5.21). ⊓ ⊔ Theorem 5.3. Under all the assumptions made in Theorem 5.2, if u and v are respectively a subsolution of (4.1) in G and a supersolution of (4.1) in G then u ≤ v in G. The value function is the only constrained viscosity solution of (4.1) in G.
Proof. The proof resembles that of Theorem 5.2, with more technicalities near ∂V, see [2] , page 278. We skip it for brevity, but we only mention that it makes use of the piecewise linear vector field η on G defined by η(x) = − 4(x i − 1/4)1 1/4≤xi<1/2 + 1 xi≥1/2 e i in J i , which plays the role of the vector field η in the formula (5.21) in [2] , page 278. ⊓ ⊔ where ϕ i (x, y) is a smooth function such that
If only one endpoint of J i is a crosspoint, say O j , thend i,ε (x, y) =d j,ε (x, y) for (x, y) ∈J 2 i . Note thatd i,ε (x, y) =d i,ε (y, x). Let t → γ(t) be a path from x to y onḠ, such that the velocity γ ′ (t) can vary only if γ(t) is at a crosspoint. Let (i n ) 0,...,Nγ be the indices of the edges successively crossed by γ. Note that if N γ > 1 then the whole edges J i1 , . . . , J iN γ −1 are crossed. Assume also that γ crosses (O ij ) 1≤j≤Nγ −1 in that order: O ij and O ij+1 are the endpoints of J ij . We define
otherwise. Finally, we defined ε (x, y) = min paths γ |γ| ε . It is possible to check from the fact that the exponents η j in (5.20) are strictly less than 1/2, (see (5.22) ), that ifd ε (x ε , y ε ) ≤ C √ ε, then x ε and y ε lie either on the same edge or belong to two different edges adjacent to a same crosspoint, so near (x ε , y ε ),d 2 ε is regular in the sense of Definition 3.1. The functiond ε (x, y) can thus be used in place ofd ε (x, y) for extending Theorem 5.2 to the case of a network made of a finite number of straight edges.
