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Palavras Chave Drones, Visa˜o por computador, detec¸a˜o de objetos, seguimento visual,
OpenCV
Resumo Drones e visa˜o computacional sa˜o duas realidades muito atuais, atrave´s
das quais e´ poss´ıvel obter todo um conjunto de informac¸a˜o e experieˆncias.
Conjugar estas tecnologias permite-nos perceber e interagir com o mundo,
possibilitando inclusive atuar em situac¸o˜es de risco como os fogos florestais,
na procura de pessoas em locais de dif´ıcil acesso, ou na monitorizac¸a˜o de
processos de produc¸a˜o como a agricultura de precisa˜o.
Esta dissertac¸a˜o tem como objetivo o desenvolvimento e integrac¸a˜o de um
sistema de visa˜o computacional num drone comercial capaz de identificar
e seguir um determinado objeto de interesse colorido. Para atingir este
objetivo, o trabalho dividiu-se em duas fases. A primeira consistiu no de-
senvolvimento de algoritmos para a calibrac¸a˜o do sistema de visa˜o com vista
a` obtenc¸a˜o da cor do objeto de interesse a seguir, para que, a` posteriori, seja
poss´ıvel distingui-lo numa imagem com outros elementos. A segunda con-
sistiu no desenvolvimento do sistema de seguimento e, consequentemente,
a determinac¸a˜o das coordenadas f´ısicas a enviar ao drone para que este seja
capaz de seguir de forma auto´noma o objeto de interesse.
Com a realizac¸a˜o das va´rias tarefas, foi poss´ıvel no final obter um proto´tipo
do sistema de visa˜o. Os resultados experimentais obtidos permitem concluir
que e´ vantajoso usar um me´todo de escolha de cor automa´tico e verificar
que com o valor de seguimento correto e´ poss´ıvel acompanhar o objeto de
interesse de acordo com as condic¸o˜es estabelecidas.

Keywords Unmanned Aerial Vehicles, Computer vision, Object detection, visual trac-
king, OpenCV
Abstract Drones and computer vision are two realities where it is possible to get dif-
ferent information and experiences. These technologies allow us to perceive
and interact with the world, acting, for example, in risk situations like forest
fires, find missing people in difficult places or monitor production processes
like precision agriculture.
This thesis has as main objective to develop and to integrate a computer
vision system into a commercial drone with the capability of identify and
follow colored objetcs. to achive this goal, it was necessary the development
of two main tasks. One of them was the development of calibration algo-
rithms in order to obtain the color of the object to follow. The second one
was the development of the tracking system, and, consequently, estimate
the coordinates to send to the drone in order to follow the object.
In the end, a prototype of a computer vision system was developed. Taking
into consideration the experimental results, the main conclusios are the
advantage of using an automatic method select the colour of interest and
verify that with the correct value of tracking it is possible to follow objet of




Lista de Figuras iii
Lista de Tabelas v
1 Introduc¸a˜o 1
1.1 Estrutura da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Estado da Arte 3
2.1 Floresta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Monitorizac¸a˜o de pessoas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Sistemas de Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Sistema de Visa˜o 11
3.1 Hardware e Sistema de testes . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Calibrac¸a˜o de caˆmara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Selec¸a˜o da cor de interesse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.1 Floodfill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.2 Selec¸a˜o Manual (Slider) . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.3 Histograma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Sistema de tracking 19
4.1 Identificac¸a˜o dos objetos coloridos e poss´ıveis alvos . . . . . . . . . . . . . . . 19
4.2 Threshold de tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Processo de Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Controlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5 Concluso˜es e Trabalho futuro 29
5.1 Trabalho Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
i
6 Anexo A 31
6.0.1 Carater´ısticas Pi Caˆmera [11] . . . . . . . . . . . . . . . . . . . . . . . 31
7 Anexo B 33
7.1 Escolha dos objetos por maior a´rea . . . . . . . . . . . . . . . . . . . . . . . . 33
8 Anexo C 37




1.1 Diagrama funcional do sistema de visa˜o computacional que sera´ desenvolvido
no aˆmbito desta dissertac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 Fluxograma do algoritmo proposto em [5]. . . . . . . . . . . . . . . . . . . . . 4
2.2 Layout experimental para monitorizac¸a˜o e detec¸a˜o de inceˆndios baseado em
UAVs [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Evoluc¸a˜o do processamento para a primeira parte [5]. . . . . . . . . . . . . . 5
2.4 Evoluc¸a˜o do processamento para a segunda parte [5]. . . . . . . . . . . . . . . 5
2.5 Curva de intensidade de sinal em relac¸a˜o a` profundidade [13]. . . . . . . . . . 6
2.6 Imagem teste para o processo de segmentac¸a˜o de cor [6]. . . . . . . . . . . . . 7
2.7 Binarizac¸a˜o pelo modelo HSV [6]. . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.8 Teste a` aplicac¸a˜o desenvolvida [6]. . . . . . . . . . . . . . . . . . . . . . . . . 8
2.9 Imagem teste para o processo segmentac¸a˜o de cor [6]. . . . . . . . . . . . . . 9
2.10 Aplicac¸a˜o do algoritmo SURF [6]. . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1 Raspberry Pi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Picamara. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Ambiente de testes criado para validac¸a˜o de resultados. . . . . . . . . . . . . 13
3.4 Modelo pinhole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.5 Processo de calibrac¸a˜o de uma caˆmara. . . . . . . . . . . . . . . . . . . . . . . 15
3.6 Escolha da cor a seguir por processo de floodfill . . . . . . . . . . . . . . . . . 17
3.7 Escolha da cor a seguir por processo de selec¸a˜o manual (slider). . . . . . . . . 18
3.8 Escolha da cor a seguir por ana´lise do Histograma . . . . . . . . . . . . . . . 18
4.1 Espac¸o de cor HSV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Escolha do objeto com maior a´rea a seguir. . . . . . . . . . . . . . . . . . . . 21
4.3 Selec¸a˜o do objeto alvo pelo utilizador. . . . . . . . . . . . . . . . . . . . . . . 21
4.4 Diagrama de calculo do Threshold de tracking. . . . . . . . . . . . . . . . . . 22
iii
4.5 Exemplo do processo de ana´lise de regio˜es. . . . . . . . . . . . . . . . . . . . . 24
4.6 Exemplo da detec¸a˜o de dois objetos com a mesma cor . . . . . . . . . . . . . 26
4.7 Exemplo do posicionamento do objeto de interesse a seguir. . . . . . . . . . . 27
iv
Lista de Tabelas
4.1 Distaˆncia entre as posic¸o˜es do objeto a seguir (posic¸a˜o atual e posic¸a˜o anterior) 26





Os ve´ıculos ae´reos na˜o tripulados (UAVs) ou Drones sa˜o dispositivos capazes de voar sem
a necessidade de existir um piloto humano a bordo, sendo poss´ıvel controla-lo remotamente
ou simplesmente configura´-los para voarem de forma auto´noma [3]. Do ponto de vista da
investigac¸a˜o, este assunto e´ tema de debate intensivo nos dias de hoje, como se verifica pelo
vasto numero de publicac¸o˜es em revistas e confereˆncias da especialidade, como e´ o caso do
evento IEEE International Conference on Unmanned Aircraft Systems (IEEE ICUAS), entre
muitas outras.
Os v´ıdeos capturados por estas aeronaves sa˜o cada vez mais comuns nos nossos dias, sendo
poss´ıvel obter imagens de locais de dif´ıcil acesso para um ser humano. Todavia, se a estas
imagens se aplicar algum processamento atrave´s de um sistema de visa˜o computacional [4],
torna-se via´vel a sua utilizac¸a˜o em aplicac¸o˜es concretas, como se comprova pelos diversos
projetos e produtos ja´ existentes no mercado com aplicac¸o˜es em a´reas como a monitorizac¸a˜o
de ve´ıculos [8], agricultura de precisa˜o [17], os fogos florestais [14] ou situac¸o˜es de cata´strofe
[2].
Pretende-se com esta dissertac¸a˜o desenvolver um sistema de processamento de imagem
e incorpora-lo num drone comercial. Este sistema sera´ desenvolvido com recurso a um mi-
crocomputador, que permitira´ ter um sistema com capacidade de processamento em tempo
real. Como prova de conceito, o objetivo consiste em detetar e seguir um determinado objeto
colorido. Uma representac¸a˜o dos principais mo´dulos do sistema a desenvolver pode ser vista
na Figura 1.1.
1.1 Estrutura da Dissertac¸a˜o
Esta dissertac¸a˜o encontra-se dividida em treˆs cap´ıtulos, para ale´m desta Introduc¸a˜o e
Conclusa˜o no final.
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Figura 1.1: Diagrama funcional do sistema de visa˜o computacional que sera´ desenvolvido no
aˆmbito desta dissertac¸a˜o.
No Cap´ıtulo 2 e´ apresentado o estado da arte, ou seja, e´ descrito o levantamento e es-
tudo realizado acerca do tema abordado neste trabalho. Aqui sa˜o apresentadas algumas
aplicac¸o˜es e estudos realizados por diversos autores, proporcionando um maior conhecimento
sobre poss´ıveis me´todos a utilizar no desenrolar do trabalho.
No Cap´ıtulo 3 sa˜o apresentados os equipamentos utilizados durante esta dissertac¸a˜o, bem
como descrito o ambiente criado para a validac¸a˜o dos resultados. Tambe´m neste cap´ıtulo e´
apresentado o processo de calibrac¸a˜o de caˆmara, necessa´rio a` obtenc¸a˜o das coordenadas f´ısicas
do objeto de interesse, bem como do processo de selec¸a˜o da cor a seguir. Estes processos
aparecem descritos neste cap´ıtulo pois sa˜o dois mo´dulos executados independente do mo´dulo
principal onde se encontra implementado o algoritmo de tracking.
O terceiro e ultimo cap´ıtulo descreve o mo´dulo principal deste sistema, o algoritmo de
tracking. Nesse sentido, e´ descrito todo o sistema desde a aquisic¸a˜o de imagem ate´ a` aplicac¸a˜o




Neste cap´ıtulo pretende-se contextualizar o tema desta dissertac¸a˜o. O objetivo passa por
realizar um levantamento teo´rico de tecnologias e aplicac¸o˜es ja´ existentes de sistemas de visa˜o
computacional que implementem sistemas de tracking em Drones.
Para obter todos os dados necessa´rios para este cap´ıtulo, recorreu-se a um conjunto de
artigos com abordagem aos temas de detec¸a˜o e tracking de objetos ou regio˜es de interesse.
Com a variedade de informac¸a˜o existente e´ poss´ıvel identificar, pelas diversas propostas e
opinio˜es, um conjunto de etapas que devem ser adotadas com vista ao tema principal desta
dissertac¸a˜o .
Com a globalizac¸a˜o dos sistemas UAVs foi natural o aparecimento de sistemas u´teis para
a sociedade. Quando surgiram os primeiros UAVs, o intuito passava por auxiliar as forc¸as
militares [12]. Mas, com o passar do tempo, esta tecnologia globalizou-se passando a estar
dispon´ıvel a qualquer pessoa e foram surgindo diversos projetos e produtos comerciais. Neste
cap´ıtulo sera˜o ilustrados alguns destes casos.
2.1 Floresta
Em 2016, durante o evento IEEE ICUAS, um conjunto de autores apresentaram no seu
trabalho a detec¸a˜o de fogos florestais com recurso a imagens ae´reas capturadas por drones
[5]. Como e´ do conhecimento geral, um dos grandes flagelos mundiais sa˜o os fogos florestais.
Com isto, verifica-se que os ecossistemas sa˜o constantemente colocados em causa, bem como a
seguranc¸a das populac¸o˜es, sendo uma mais valia detetar estas ocorrencias e atuar rapidamente.
A maioria dos me´todos de detec¸a˜o de inceˆndios e´ feito por pessoas onde a sua seguranc¸a
pode ser colocada em causa, para ale´m do atraso inerente em informar o sucedido. Com isto,
um sistema automa´tico de detec¸a˜o torna-se uma vantagem, pois na˜o coloca o ser humano em
perigo, tendo ainda a vantagem da comunicac¸a˜o ser feita de forma mais ra´pida. Me´todos de
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detec¸a˜o usando sate´lites, equipamentos terrestres ou ae´reos (UAVs) tornam o combate aos
fogos florestais mais eficazes e ce´leres.
Com o passar do tempo, o uso dos UAVs tornou-se importante nesta a´rea pois com a
possibilidade de incluir equipamentos externos permitiu recolher outro tipo de informac¸o˜es.
O exemplo disso sa˜o as caˆmaras, com as quais foi poss´ıvel aplicar te´cnicas baseadas em visa˜o
e assim obter dados, em tempo real, imprescind´ıveis para detetar fogos florestais.
Chi Yuan, Zhixiang Liu e Youmin Zhang propuseram um sistema de detec¸a˜o de fogos
florestais baseado na cor e nas carater´ısticas do movimento das a´reas coloridas [5]. Quando
potenciadas em conjunto, apresentam um n´ıvel muito elevado de fiabilidade no que respeita
a` sua detec¸a˜o, como se pode comprovar pela Figura 2.1 que representa o fluxograma do
algoritmo proposto.
Figura 2.1: Fluxograma do algoritmo proposto em [5].
A ana´lise da cor e´ uma das te´cnicas mais usadas na detec¸a˜o de poss´ıveis fogos florestais
usando os sistemas de visa˜o. Isto porque a cor da chama e´ conhecida podendo variar entre
o vermelho e o amarelo. Perante tal situac¸a˜o, a detec¸a˜o do fogo pode ser feita atrave´s da
ana´lise da cor, recorrendo aos espac¸os de cor RGB ou HSV. No entanto, a cor por si so´ pode
na˜o ser significado de que o inceˆndio se encontra ativo, pelo que podera´ ser necessa´rio recorrer
a outros tipos de detec¸a˜o. Neste caso, a proposta passa pela ana´lise de poss´ıveis regio˜es em
movimento. Este me´todo pode-se tornar interessante pois quando um fogo florestal esta´ ativo,
este tende em movimentar-se em consequeˆncia do vento. Com esta informac¸a˜o, o processo
de detec¸a˜o torna-se eficaz, pois em caso de regio˜es com cores semelhantes, mas onde uma
se encontra estaciona´ria, esta e´ descartada. Ainda assim, todos estes dados podem na˜o ser
suficiente, podendo ser necessa´rio formas adicionais [5].
Experimentalmente, os autores deste sistema dividiram-no em duas partes. A primeira,
analisando imagens ja´ existentes, e uma segunda em contexto real. Nesta situac¸a˜o, utilizaram
uma caˆmara colocada num drone e programaram este para percorrer um percurso pre´-definido
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ate´ encontrar uma situac¸a˜o real de inceˆndio. A Figura 2.2 representa o sistema usado para a
realizac¸a˜o do sistema proposto.
Figura 2.2: Layout experimental para monitorizac¸a˜o e detec¸a˜o de inceˆndios baseado em UAVs
[5].
Na Figura 2.3 pode-se visualizar os testes realizados com imagens ja´ existentes. Com este
conjunto de tarefas conseguiram comprovar o funcionamento do seu me´todo numa primeira
fase.
(a) Imagem Original. (b) Detec¸a˜o da cor. (c) Detec¸a˜o movimento. (d) Resultado Final.
Figura 2.3: Evoluc¸a˜o do processamento para a primeira parte [5].
A Figura 2.4 valida os testes realizados anteriormente. Se as imagens usadas fossem num
contexto real de inceˆndio, era necessa´rio validar o processo na pra´tica. Na segunda parte, os
testes foram realizados em laborato´rio simulando um inceˆndio e com um drone foi testado o
algoritmo elaborado, sendo aprovado o seu funcionamento.
(a) Imagem Original. (b) Detec¸a˜o da cor. (c) Detec¸a˜o movimento. (d) Resultado Final.
Figura 2.4: Evoluc¸a˜o do processamento para a segunda parte [5].
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2.2 Monitorizac¸a˜o de pessoas
A dificuldade de conhecer a localizac¸a˜o de poss´ıveis sobreviventes soterrados em cata´strofes
e´ enorme. Concretamente, no caso das avalanches, existe a possibilidade de os encontrar nos
minutos seguintes ao acontecimento. Em suma, a ra´pida assisteˆncia pode salvar vidas sendo
para isso necessa´rio uma forma eficaz de detec¸a˜o das vitimas.
Com o intuito de melhorar a forma e me´todo de atuar na procura de pessoas desaparecidas
em avalanches, um conjunto de investigadores procuraram encontrar uma soluc¸a˜o via´vel e
eficaz. Com isto, apresentaram um projeto que visa a procura de pessoas em avalanches com
recurso a` tecnologia Fourth Generation (4G) Long Term Evolution (LTE) [13], sendo aplicado
o sistema num drone.
A primeira fase realizada pelos autores de [13] foi testar o tipo de sinal 4G LTE recebido
por um equipamento soterrado e na˜o soterrado na neve, com o intuito de comparar os dois
casos. Com este estudo foi poss´ıvel perceber o comportamento do equipamento sem que um
meio f´ısico o ative. Conclu´ıram que era necessa´rio desenvolver uma aplicac¸a˜o que fizesse o
processo de transmissa˜o de uma forma automa´tica. A aplicac¸a˜o teˆm como objetivo reunir um
conjunto de dados do 4G LTE que sera˜o enviados para os dispositivos acima descritos. Com os
dados trocados, intensidade de sinal, e´ poss´ıvel determinar as distaˆncias e consequentemente
a localizac¸a˜o exata dos equipamentos.
Na Figura 2.5 e´ poss´ıvel verificar a curva carater´ıstica da intensidade de sinal em relac¸a˜o
a` profundidade do equipamento transportado por uma vitima de avalanche.
Figura 2.5: Curva de intensidade de sinal em relac¸a˜o a` profundidade [13].
No entanto, o estudo realizado por estes autores na˜o foi aprofundado o suficiente em
relac¸a˜o a` informac¸a˜o existente. Ou seja, a investigac¸a˜o realizada sobre este tema e´ escassa
sendo por isso de salientar que este trabalho permitiu perceber que existe a possibilidade de
salvar vitimas de avalanches de forma eficiente e eficaz, utilizando os sistemas de ana´lise de
sinais provenientes dos pro´prios dispositivos eletro´nicos.
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2.3 Sistemas de Tracking
Os sistemas de tracking e detec¸a˜o podem ser aplicados em diversas situac¸o˜es. Quando
associado aos UAVs permitem obter sistemas robustos, capazes de realizar tarefas dif´ıceis ao
ser humano em tempo real.
Um exemplo deste tipo de sistemas e´ a aterragem de drones em ve´ıculos em movimento
[7]. De um modo geral, o que os autores deste trabalho sugerem e´ detetar o veiculo atrave´s de
um marcador colorido. Posteriormente, para aterrar o equipamento, com os dados adquiridos
pelo sistema tracking, aplicam sistemas de controlo por forma a garantir a aterragem.
De forma a conseguir uma aterragem do UAV num veiculo em andamento, optaram por
colocar um objeto colorido no ve´ıculo em causa. Com este, o me´todo de detec¸a˜o tornar-se-ia
mais simples pois aplicando um processo de segmentac¸a˜o de cor a` imagem adquirida, o alvo
sobressai sobre os restantes objetos no ambiente. Para alcanc¸ar uma segmentac¸a˜o mais eficaz,
recorrem a` representac¸a˜o de cor no espac¸o HSV, pois com esta e´ poss´ıvel obter intervalos
de dados (tonalidade ou saturac¸a˜o da cor) capazes de atuarem em qualquer ambiente. Na
Figura 2.6 e´ poss´ıvel verificar a imagem e a sua representac¸a˜o em HSV utilizada pelos autores,
na obtenc¸a˜o do algoritmo de segmentac¸a˜o.
(a) Imagem RGB. (b) Imagem HSV.
Figura 2.6: Imagem teste para o processo de segmentac¸a˜o de cor [6].
Com a representac¸a˜o da imagem no espac¸o HSV, obteˆm-se a regia˜o de interesse, sendo que
neste exemplo, usam o vermelho. Para tal, aplicaram uma binarizac¸a˜o onde os paraˆmetros
usados sa˜o valores extremos do modelo HSV para a cor em causa. Usaram ainda um conjunto
de processos de filtragem com vista a obter o objeto sem ru´ıdo, como se pode verificar atrave´s
da Figura 2.7, onde do lado esquerdo e´ poss´ıvel ver a binarizac¸a˜o pelo intervalos de valores
HSV e na direita o processo de filtragem da mesma.
Com o processo de segmentac¸a˜o conclu´ıdo, iniciaram o algoritmo de controlo a` aterragem
da aeronave. Todo este processo e´ determinado com recurso a um conjunto de formulas,
usando os dados obtidos com a segmentac¸a˜o de imagem. Em suma, a primeira etapa passa
por determinar o erro posicional com base nas coordenadas cartesianas permitindo, ao usar
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Figura 2.7: Binarizac¸a˜o pelo modelo HSV [6].
as posic¸o˜es x e y da imagem, representar a posic¸a˜o final. Finalmente, e´ necessa´rio determinar
a trajeto´ria de aterragem e, para este paraˆmetro, o momento do alvo influeˆncia, pois em caso
deste estar esta´tico, o amortecimento depende unicamente da velocidade do alvo, enquanto
que em caso de movimento, a velocidade reduz o amortecimento. Ale´m disso foi necessa´rio ob-
ter mais alguns dados de controlo como orientac¸a˜o e outras varia´veis importantes a` conclusa˜o
do trabalho.
Com tudo isto, surgiu um sistema de aterragem de UAVs em ve´ıculos em movimento como
se comprova com o teste realizado pelos autores e apresentado na Figura 2.8.
Figura 2.8: Teste a` aplicac¸a˜o desenvolvida [6].
O outro exemplo de tracking esta´ relacionado com os pequenos UAVs. Com o desenvol-
vimento destas aeronaves, nomeadamente no que se refere a` reduc¸a˜o de custo e melhoria da
capacidade de manuseamento, estes equipamentos tornaram-se bastante populares gerando
algumas preocupac¸o˜es [1]. Desde logo a privacidade com a potencial captura de imagens sem
autorizac¸a˜o pre´via. Para tentar minimizar a situac¸a˜o, surgiu uma proposta de soluc¸a˜o que







e) Radio Frequency Detection
Esta proposta recorre ao mesmo me´todo da anterior [7]. O processamento de imagem e´
feito com recurso ao modelo de cor HSV. Depois da aquisic¸a˜o de imagem, esta e´ convertida
para HSV e obtida a ma´scara para o objeto pretendido (Figura 2.9b). Com esta ma´scara o
utilizador conhece um conjunto de dados sobre o objeto, entre eles, as suas coordenadas na
imagem, sendo poss´ıvel verificar na Figura 2.9a as mesmas alocadas na imagem original e
ainda o deslocamento do drone, onde a diferenc¸a entre frames permite verificar o seu rasto
(Figura 2.9c).
(a) Imagem RGB em processo de
tracking.
(b) Ma´scara do UAV com base
no me´todo HSV.
(c) Diferenc¸a entre frames apo´s
determinar a ma´scara.
Figura 2.9: Imagem teste para o processo segmentac¸a˜o de cor [6].
Ale´m de todo o processo referido, os autores tambe´m recorrem a algoritmos avanc¸ados
para reconhecimento de objetos como o SURF. Este e´ usado para detetar e separar os drones
dos restantes objetos. Em concreto, se for detetado movimento, o algoritmo e´ aplicado nessa
zona para identificar o objeto, sendo que a distaˆncia do mesmo pode influenciar a precisa˜o
do processo de seguimento. Na Figura 2.10 pode-se verificar a aplicac¸a˜o deste algoritmo na
identificac¸a˜o do objeto em causa - drones.





Este cap´ıtulo tem como objetivo dar a conhecer o ambiente usado para testar e obter
os dados necessa´rios ao desenvolvimento desta dissertac¸a˜o. Ale´m disso, serve tambe´m para
apresentar alguns mo´dulos independentes do mo´dulo principal onde se encontra implementado
o sistema de tracking : a calibrac¸a˜o de caˆmara, necessa´ria para a obtenc¸a˜o da posic¸a˜o f´ısica do
objeto de interesse, e ainda a selec¸a˜o, por parte do utilizador, da cor do objeto que pretende
seguir.
3.1 Hardware e Sistema de testes
Como referido anteriormente, o objetivo deste trabalho passa pelo desenvolvimento de
um sistema de visa˜o computacional que implemente um sistema tracking e que permita ser
incorporado num drone comercial. Para que seja poss´ıvel a sua inclusa˜o num drone comercial,
normalemente plataformas fechadas, e´ necessa´rio desenvolve-lo num perife´rico independente
deste. Assim permite tambe´m a sua utilizac¸a˜o em qualquer tipo de equipamento.
Para desenvolver todo o software necessa´rio a` execuc¸a˜o desta dissertac¸a˜o, utilizou-se um
micro-computador, mais precisamente um Raspberry Pi (Figura 3.1). Este equipamento
apresenta a vantagem de ser pequeno e leve por forma a ser suportado pelo drone. Outra
vantagem e´ ser poss´ıvel implementar os algoritmos necessa´rios em linguagens de programac¸a˜o
de alto n´ıvel, como por exemplo em python.
Outro equipamento utilizado foi uma caˆmara digital: a PiCamara (Figura 3.2), cujas suas
carater´ısticas podem ser visualizadas no Anexo 6. Como o objetivo do presente trabalho
refere, pretende-se detetar e seguir um determinado objeto de interesse atrave´s de um drone
e imagem digital, da´ı a importaˆncia deste componente.
Ao utilizar um drone como equipamento seguidor e como a maioria destes apresentam
caˆmaras incorporadas, poderia-se ter usado a deste equipamento. No entanto, isso na˜o se
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Figura 3.1: Raspberry Pi.
verificou pois como se pretendia processamento em tempo real na˜o e´ compat´ıvel tal uso. Esta
incompatibilidade deve-se ao facto de serem equipamento separados, drone e microcomputa-
dor, o que implica uma troca de informac¸a˜o, por wifi ou outro me´todo, e consequentemente
um tempo para tal troca. Ao utilizar uma caˆmara ligada diretamente ao Rapsberry Pi
minimiza-se tal fator, tornando o sistema mais pro´ximo do real.
Figura 3.2: Picamara.
Para testar os algoritmos desenvolvidos foi simulada uma plataforma para o efeito. Esta
teˆm como intuito a validac¸a˜o dos resultados com vista a` posterior implementac¸a˜o do sistema
no drone.
Ao gerar tal plataforma, teve-se em conta a aplicac¸a˜o final do sistema. Como prova de
conceito sera´ o seguimento objetos coloridos, supo˜e-se que estes estejam num ambiente externo
com luz natural e todas as condicionantes envolventes, como a mudanc¸a de luz num dia de
sol, entre outras.
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Deste modo, foi colocada uma caˆmara a uma determinada altura, no caso cerca de 2m,
para simular a altitude do drone. Salientar que a mesma, para efeitos de teste, foi colocada
num local esta´tico. No que respeita ao meio envolvente, os testes sa˜o realizados em meio
externo, com luz natural. Os objetos de simulac¸a˜o apresentam duas cores e dois formatos
com diversas dimenso˜es. Isto permite validar a primeira parte do trabalho, que visa a selec¸a˜o
a cor de interesse seguir e, tambe´m, o processo de tracking. Na Figura 3.3 pode-se verificar o
ambiente criado para validar os resultados.
Figura 3.3: Ambiente de testes criado para validac¸a˜o de resultados.
e referir que todos os dados e validac¸o˜es obtidas neste documento tem como base de testes
a plataforma abordada nesta secc¸a˜o.
3.2 Calibrac¸a˜o de caˆmara
A calibrac¸a˜o de caˆmaras e´ um processo essencial para a conversa˜o de coordenadas, ou
seja, obter coordenadas f´ısicas com base na posic¸a˜o numa imagem [9]. Este e´ um processo
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que envolve a caraterizac¸a˜o da caˆmara por paraˆmetros intr´ınsecos e extr´ınsecos. O primeiro
relaciona as propriedades geome´tricas da caˆmara enquanto que o segundo relaciona a sua
posic¸a˜o com um dado referencial.
Os paraˆmetros intr´ınsecos relacionam coordenadas numa imagem com base no referencial
da caˆmara. Um exemplo utilizado na descric¸a˜o da geometria da imagem e´ o modelo pinhole,
Figura 3.4, que consiste na formac¸a˜o da imagem tendo em conta um pequeno orif´ıcio onde
apenas o atravessa um raio de luz por cada ponto da imagem.
Figura 3.4: Modelo pinhole
Tendo em conta todas as condicionantes inerentes a`s caˆmaras digitais e´ poss´ıvel obter um
conjunto de Equac¸o˜es, 3.1 e 3.2, da qual e´ poss´ıvel obter a relac¸a˜o de coordenadas da imagem


















A obtenc¸a˜o dos paraˆmetros intr´ınsecos e´ realizada com recurso a um conjunto de imagens
padra˜o. Estas imagens devem ter geometria conhecida como a base de xadrez.
A calibrac¸a˜o da caˆmara utilizada nesta dissertac¸a˜o e´ realizada com recurso a um algoritmo
ja´ existente da biblioteca OpenCV, cv::calibrateCamera, onde foram usadas diversas imagens
padra˜o capturadas pela mesma, como a da Figura 3.5a.
Apo´s a execuc¸a˜o do algoritmo e´ poss´ıvel obter a matriz intr´ınseca da caˆmara utilizada,
expressa˜o 3.3, bem como outros paraˆmetros tais como o coeficiente de distorc¸a˜o. Este u´ltimo
e´ aplicado nas imagens pois as lentes, quando recebem a luz para formar a imagem no sensor,
introduzem alguma distorc¸a˜o sendo necessa´rio aplicar paraˆmetros para corrigir a localizac¸a˜o
dos pontos. Estes dados teˆm como base o ambiente de testes e equipamentos abordados na
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(a) Imagem padra˜o de xadrez. (b) Detec¸a˜o dos cantos do xadrez.




1180, 37 0 546, 59
0 1198, 91 424, 24
]
(3.3)
Estes dados sera˜o bastante u´teis no desenrolar desta dissertac¸a˜o, pois a matriz intr´ınseca
sera´ muito importante para determinar a relac¸a˜o de coordenadas, visto que e´ necessa´rio
o conhecimento das coordenadas f´ısicas do objeto a seguir para fornecer ao equipamento
seguidor, neste caso o drone.
Relativamente aos paraˆmetros extr´ınsecos, estes permitem relacionar a localizac¸a˜o da
caˆmara (Pc) com o sistema de coordenadas f´ısicas (Pw). Esta relac¸a˜o pode ser determinada
analisando a Equac¸a˜o 3.4, onde R e T correspondem a`s matrizes de rotac¸a˜o e translac¸a˜o do
mundo f´ısico vista pela caˆmara.
Pc = R× (Pw − T ) (3.4)
As expresso˜es 3.5 e 3.6, representam os vetores de paraˆmetros extr´ınsecos, mais precisa-
mente o vetor de rotac¸a˜o e translac¸a˜o da caˆmara em relac¸a˜o ao mundo, determinado pela














3.3 Selec¸a˜o da cor de interesse
Detetar um objeto e´ a primeira fase num sistema de tracking. No caso desta dissertac¸a˜o,
o me´todo escolhido foi a detec¸a˜o por cor. Como e´ conhecido, esta apresenta um conjunto
de carater´ısticas que permitem, de uma forma mais simples e ra´pida, determinar o alvo
pretendido. No entanto, este na˜o pode ser unicamente o me´todo de detec¸a˜o devido a` sua
amplitude de trabalho. Ao procurar uma cor na imagem, esta pode aparecer em diversos
locais sendo, a` posteriori, importante aliar os outros me´todos como a forma, no intuito de
centralizar ao objetivo.
Nsta Secc¸a˜o, pretende-se dar a conhecer o trabalho inicial para detetar um objeto e definir
a cor de interesse. Este processo ocorre independente do algoritmo de tracking, ou seja, sa˜o
programas diferentes com o intuito de maximizar o processo principal, seguir objetos de
interesse.
De seguida, ira˜o ser apresentados os processos de detec¸a˜o de cor e, ao mesmo tempo, os
testes de validac¸a˜o dos mesmos. Estes processos consistem no me´todo de Floodfill, me´todo
manual (slider) ou ana´lise do histograma.
3.3.1 Floodfill
O me´todo de Floodfill e´ um processo que consiste no enchimento de objetos. Ou seja, com
base num determinado pixel, o processo vai analisar a sua vizinhanc¸a sendo a conetividade
determinada pela proximidade da cor ou brilho.
O processo elaborado para esta dissertac¸a˜o segue um conjunto de tarefas ate´ a` obtenc¸a˜o
dos dados necessa´rios, que nesta primeira fase do trabalho consiste na gama de valores HSV a
utilizar no programa principal, algoritmo de tracking. Para obter tais dados, o primeiro passo
e´ dado pelo utilizador ao selecionar na imagem a cor do objeto a seguir. Ao clicar num ponto,
o processo de floodfill e´ iniciado na imagem convertida para HSV. Apo´s execuc¸a˜o deste, e´
obtido os valores mı´nimos e ma´ximos para os treˆs paraˆmetros HSV para a cor selecionada.
Estes sa˜o guardados num ficheiro de texto (.txt) por forma a transporta-los para o algoritmo
de tracking.
Na Figura 3.6 e´ poss´ıvel observar todo o processo referido. Neste caso, a cor escolhida foi
o vermelho tendo sido obtido os seguintes valores:
• HSVmin = [208, 30, 116]
• HSVmax = [245, 127, 195]
Este processo automa´tico tem a vantagem de se tornar mais ra´pido do que os seguin-
tes, pois na˜o esta´ dependente de terceiros. Assim, o algoritmo desenvolvido para obter os
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(a) Imagem RGB capturada (b) Conversa˜o RGB para HSV (c) Ma´scara para cor vermelha
Figura 3.6: Escolha da cor a seguir por processo de floodfill
paraˆmetros de segmentac¸a˜o da cor de interesse, precisa de cerca de 60ms, apo´s o utilizador
clicar sobre a cor pretendida, para determinar o mı´nimo e ma´ximo das treˆs componentes do
modelo HSV.
3.3.2 Selec¸a˜o Manual (Slider)
Outro processo para obtenc¸a˜o da cor pretendida e´ o me´todo manual. Isto significa, que o
ajuste dos valores e´ feito manualmente, aumentando ou diminuindo os mesmos nas diferentes
vertentes do modelo HSV. De todos e´ o menos aconselha´vel pois a precisa˜o da gama e´ mais
dif´ıcil de obter em relac¸a˜o ao antecedente.
O processo manual desenvolvido para esta dissertac¸a˜o e´ semelhante ao anterior, com a
diferenc¸a a situar-se, como referido, na forma de obter os limites de HSV. Ou seja, apo´s
a aquisic¸a˜o de imagem (Figura 3.7a) e sua conversa˜o para o modelo HSV (Figura 3.7b), o
utilizador clica sobre a cor que pretende. Este clique permite obter uma refereˆncia sobre
valor HSV pretendido, permitindo-o ajustar de forma mais ra´pida e eficaz. Apo´s adicionar ou
subtrair valores a cada item, mı´nimo e ma´ximo para as treˆs componentes de HSV com recurso
a sliders na imagem, e´ alcanc¸ada a ma´scara aproximada do objeto colorido (Figura 3.7c) e
consequentemente os valores a transportar para o programa principal atrave´s do ficheiro texto.
A Figura 3.7 representa o processo manual desenvolvido. Para as mesmas condic¸o˜es do
processo anterior, foram obtidos os seguintes resultados:
• HSVmin = [235, 94, 145]
• HSVmax = [249, 146, 181]
Nota ainda para o tempo de execuc¸a˜o deste algoritmo. Este e´ varia´vel pois esta´ dependente
do tempo que o utilizador leve para ajustar os valores de forma manual.
3.3.3 Histograma
Ale´m dos sistemas referidos anteriormente, a ana´lise por histograma pode ser outro me´todo
a usar para a calibrac¸a˜o da cor de interesse. Este processo pode ser aliado ao anterior, onde
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(a) Imagem RGB capturada. (b) Conversa˜o RGB para HSV.
(c) Ma´scara obtida para a cor
vermelha.
Figura 3.7: Escolha da cor a seguir por processo de selec¸a˜o manual (slider).
os valores a retirar do histograma sa˜o obtidos em paralelo com a selec¸a˜o manual. Na Figura
3.8 pode-se observar treˆs histogramas diferentes para a Figura 3.7. O primeiro corresponde
ao modelo RGB, o segundo ao modelo HSV sendo o ultimo correspondente a` componente H
do modelo anterior.
(a) Histograma RGB da imagem
capturada
(b) Histograma HSV da imagem
capturada
(c) Histograma da componente
H da imagem




Fazer tracking a um objeto significa que este vai ser seguido ou acompanhado [16, 15].
Este processo pode ser aplicado a um u´nico objeto (single-tracking) ou va´rios objetos (multi-
tracking), sendo que o resultado final deriva do primeiro. Com este cap´ıtulo pretende-se
apresentar o algoritmo desenvolvido para fazer tracking. Deste modo, ira˜o ser descritos os
blocos resultantes no objetivo final.
4.1 Identificac¸a˜o dos objetos coloridos e poss´ıveis alvos
Um dos aspetos principais e iniciais num algoritmo de tracking passa pela identificac¸a˜o
do alvo a seguir. No entanto, este pode na˜o ser o u´nico a aparecer numa imagem. Pelo que
podera´ ser essencial isola-lo.
Pretende-se explicar de seguida o processo referido para a identificac¸a˜o dos objetos colo-
ridos, possivelmente alvos, com o intuito que aplicar, a` posteriori, o processo de tracking.
O processo de identificac¸a˜o dos objetos tem como base a Secc¸a˜o 3.3. Como foi referido,
a primeira rotina a ser executada e´ o processo de selec¸a˜o de cor onde, como explicado, o
objetivo passa por visar a cor do objeto a seguir. Com este processo e´ permitido obter valores
ma´ximos e mı´nimos do modelo HSV, os quais sera˜o usados para isolar a cor pretendida.
Usar o espac¸o de cor HSV (Figura 4.1) para identificar e isolar cores e´ o mais usual [10].
Tambe´m e´ poss´ıvel recorrer a outros modelos, tais como o espac¸o RGB, CMYK, YCbCr,
entre outros. Este e´ espac¸o de cor mais usado pela sua amplitude, pois a segmentac¸a˜o usando
os 3 canais, H,S e V, permite obter diversas variantes que va˜o desde as mais claras a`s mais
escuras.
Desta forma obteˆm-se a ma´scara dos objetos com a cor pre´-definida. Isto e´, toda a imagem
capturada e´ convertida para o espac¸o de cor HSV e utilizando os paraˆmetros adquiridos na
Secc¸a˜o 3.3, define-se a ma´scara onde a cor pretendida e´ isolada das restantes. Com este u´ltimo
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Figura 4.1: Espac¸o de cor HSV
dado pode dar-se por conclu´ıdo o processo de segmentac¸a˜o da cor, sendo que a ma´scara obtida
e´ a pec¸a essencial ao restante trabalho de identificac¸a˜o do alvo.
Com os objetos isolados, o passo seguinte passa por identificar o objeto de interesse. Este
processo pode-se realizar de duas formas. Na primeira, o utilizador seleciona o objeto com um
clique sendo que na segunda, a escolha e´ feita de forma automa´tica atrave´s de um algoritmo.
Para ambos os casos, a ma´scara e´ submetida a` ana´lise das suas propriedades geome´tricas com
o intuito de conhecer alguns dados espec´ıficos. Com esta, obteˆm-se carater´ısticas importantes
que sera˜o utilizadas, para ale´m de identificar o objeto alvo, no processo de tracking do mesmo.
As propriedades geome´tricas que se podem extrair de um objeto sa˜o imensas. Como
por exemplo, podemos considerar a a´rea, per´ımetro, solidez, fator de forma, coordenada
central (centroid) na imagem, entre muitos outros que caraterizam o objeto. Estes paraˆmetros
inicialmente teˆm como objetivo isolar os objetos com determinados atributos, pois numa
imagem pode aparecer mais do que um com a mesma cor e usando va´rios e´ poss´ıvel isolar
os objetos pretendidos pela sua a´rea ou solidez. A` posteriori, quando o alvo esta´ definido,
a coordenada central (centro´id) do objeto e´ usada para o tracking e posteriormente no seu
seguimento.
Como referido anteriormente, a identificac¸a˜o do objeto pode ser feita de duas formas: pelo
utilizador ou por software. No primeiro caso, o utilizador tem apenas que clicar no objeto
pretendido para o determinar como alvo. Quando a escolha e´ realizada pelo software, e´ este
que determina o objeto de interesse a seguir usando como referencia, por exemplo, a a´rea
deste ou qualquer outra propriedade configurada previamente e que depende da aplicac¸a˜o.
Nas Figuras 4.2 e 4.3 e´ poss´ıvel observar o resultado obtido com o algoritmo desenvolvido.
No primeiro, tracking por objeto de maior a´rea, observa-se as va´rias fases do processo, que
passa pela detec¸a˜o e marcac¸a˜o de algum objeto existente (Figura 4.2a) ate´ a` detec¸a˜o de novo
com as mesma carater´ısticas (Figura 4.2c).
O algoritmo processa as imagens ate´ encontrar um objeto de cor vermelha. Se so´ encontrar
um, marca-o. Como e´ u´nico, tem a maior a´rea e o ciclo e´ repetido (Figura 4.2a). Se entretanto
surgir um novo na imagem, o algoritmo verifica qual dos objetos encontrados e´ maior (Figura
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4.2b). Apo´s essa ana´lise, se o objeto inicialmente definido como maior continuar a seˆ-lo, enta˜o
continua com a marcac¸a˜o de objeto a seguir. Caso contra´rio, esse ro´tulo passa para o novo
objeto encontrado (Figura 4.2c).
(a) Objeto encontrado na ima-
gem.
(b) Identificac¸a˜o de um segundo
objeto.
(c) Objeto de maior a´rea encon-
trado.
Figura 4.2: Escolha do objeto com maior a´rea a seguir.
No caso da escolha do objeto a seguir ser feita pelo utilizador, o algoritmo vai processando
sucessivamente imagens ate´ encontrar um objeto com a cor pretendida. Assim que o encontra,
o utilizador e´ alertado com uma nova janela na qual deve selecionar o objeto alvo. Isto e´ feito
independentemente de ter um ou mais objetos detetados na mesma imagem.
De salientar que o algoritmo na˜o avanc¸a na sua execuc¸a˜o enquanto o utilizador na˜o se-
lecionar o objeto de interesse na imagem. Ou seja, o programa so´ determina se e´ ou na˜o
objeto a seguir ou a distaˆncia de seguimento, se o utilizador clicar num ponto na imagem,
supostamente contendo o objeto de interesse. Se o objeto tiver desaparecido, o programa
volta a repetir o processo ate´ encontrar poss´ıveis objetos interesse.
(a) (b) (c)
Figura 4.3: Selec¸a˜o do objeto alvo pelo utilizador.
4.2 Threshold de tracking
O tracking de objetos tem como base a avaliac¸a˜o de duas sequeˆncias temporais, a ana´lise
das coordenadas no instante t e t + 1. De acordo com os dados obtidos e´ fa´cil perceber se o
objeto esta´ ou na˜o a ser seguido. Nesta dissertac¸a˜o, o modo de tracking implementado tem
como base o referido: a ana´lise sequencial de imagens. Contudo, e´ necessa´rio definir a zona de
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tracking, isto e´, a distaˆncia ou threshold que valide se o objeto esta´ ou na˜o a ser seguido. Se
a diferenc¸a posicional do objeto de interesse for inferior ao threshold, significa que e´ o objeto
pretendido. Caso contra´rio, e´ sinal que o mesmo foi perdido ou na˜o e´ o alvo. Na Secc¸a˜o 4.3
sera´ explicado mais em pormenor o funcionamento do processo de tracking desenvolvido.
O valor de threshold depende do objeto de interesse a seguir. Por exemplo, o valor de
tracking para seguir uma pessoa a caminhar na˜o deve ser o mesmo que para um carro, pois
a velocidade de movimento e´ diferente nos dois casos. Assim sendo, e´ importante adequar o
valor com o situac¸a˜o em causa.
A primeira tarefa passa por determinar qual a relac¸a˜o entre a imagem e o mundo f´ısico
(Zs). Este pode ser determinado tendo como base a formac¸a˜o da imagem pelo modelo de
pinhole. Analisando a Figura 4.4 e a Equac¸a˜o 4.1, e´ poss´ıvel determinar esta dimensa˜o
sabendo um conjunto de dados, tais como a distaˆncia focal da caˆmara (df), altura a que a
mesma se encontra do plano de interesse (h) e a densidade de pixels da caˆmara (Dp). Com
esta informac¸a˜o e´ poss´ıvel determinar a largura real vista pela caˆmara que posteriormente
sera´ utilizado no ca´lculo do threshold.




Dp - distaˆncia em mm da largura da imagem;
h - altura da caˆmara;
df - distaˆncia focal da caˆmara;
(4.1)
Os dados necessa´rios a` resoluc¸a˜o da Equac¸a˜o anterior sa˜o facilmente obtidos atrave´s da
datasheet da caˆmara ou por calibrac¸a˜o da mesma. No sistema desenvolvido nesta dissertac¸a˜o,
o tamanho do pixel da caˆmara e´ de 1,2µm, a distaˆncia focal de 3,04mm e que esta´ colocada
a 2,1m de altura, de acordo com o setup de testes descrito em 3.1. Tudo isto, recorrendo a
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imagens com resoluc¸a˜o de 720p, ou seja, 1280× 720 pixels.
1o passo - Ca´lculo da varia´vel Dp: este dado e´ determinado com base na largura da imagem e
no tamanho do pixel da mesma. Equivale dizer que:
para largura da imagem: Dp = 0,0012 × 1280 = 1,536mm
para altura da imagem: Dp = 0,0012 × 720 = 0,864mm
Pelo que, para uma resoluc¸a˜o de 1280x720, a caˆmara gera uma imagem de 1,536×0,864mm,
ou seja, uma a´rea aproximada de 1,33mm2.
2o passo - Ca´lculo de Zs: conhecendo a largura da imagem na caˆmara, o passo seguinte e´ deter-
minar a amplitude real da caˆmara. Assim, ao aplicar a Equac¸a˜o 4.1 e´ poss´ıvel obter os
seguintes valores:
para largura da imagem: Zs = 1,536×21003,04 = 1061mm ≈ 1, 1m
para altura da imagem: Zs = 0,864×21003,04 = 597mm ≈ 0, 6m
Deste modo, com a caˆmara colocada a 2,1m do solo, a amplitude real que esta alcanc¸a
e´ de aproximadamente 1,1m×0,6m, ou seja, uma a´rea u´til de 0,66m2.
Por fim, apo´s a obtenc¸a˜o dos dados anteriores e´ poss´ıvel determinar qual o threshold a
usar. Admitindo que o objeto de interesse se move no ma´ximo 50mm entre imagens, pode-se
verificar que os 1280 pixels correspondem a 1,1m na realidade. Logo os 50mm correspondera˜o
a uma determinada quantidade de pixels. Neste caso, usa-se como exemplo os 50mm como
teste pois os objetos usados sa˜o de pequena dimensa˜o, e como a caˆmara se encontra fixa, na˜o
e´ poss´ıvel utilizar grandes movimentos sob pena dos objetos sa´ırem do alcance da mesma e,
inviabilizar os testes ao sistema. Num contexto final, poderia-se usar 1,5m para seguir pessoas
visto ser uma poss´ıvel velocidade de caminhada ou no caso de seguir automo´veis usar-se 14m.





Em modo de conclusa˜o, os passos referidos permitem idealizar o valor real de threshold,
o que garante fiabilidade no momento de implementar o processo de tracking. Com os dados
anteriores, conclui-se que este valor e´ de aproximadamente 58 pixels. Para que o objeto esteja
a ser seguido, a diferenc¸a entre a localizac¸a˜o atual com a anterior (entre imagens) na˜o pode
superar tal valor sob pena de sair da zona de tracking.
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4.3 Processo de Tracking
O processo de tracking adve´m da Secc¸a˜o anterior. Na˜o e´ poss´ıvel seguir um objeto se este
na˜o for identificado para tal. Este processo e´ realizado com o intuito de associar objetos em
imagens sequenciais ou v´ıdeos. Todavia, nem sempre e´ fa´cil associar os objetos em imagens
sequenciais. Isso pode dever-se a diversas situac¸o˜es, tais como uma movimentac¸a˜o mais ra´pida
ou em casos mais complexos, uma mudanc¸a de direc¸a˜o. Em muitas situac¸o˜es, os pro´prios
algoritmos ja´ esta˜o preparados com modelos que podem simular esses casos [15].
O seguimento de um objeto pode ser feito de diversas formas. Analisando uma regia˜o
da imagem em torno de um determinado ponto ou atrave´s da medic¸a˜o de deslocamento.
No primeiro, e´ delimitada uma regia˜o onde o objeto e´ seguido se estiver contido dentro da
mesma. Supondo que os objetos 1 e 2 sa˜o o mesmo, mas distados de t segundos. Veja-se
como exemplo a Figura 4.5, dois exemplo deste me´todo. Na Figura 4.5a, verificar-se que o
objeto e´ seguido pelo facto de o mesmo se encontrar dentro da regia˜o delimitada de tracking
(quadrado tracejado). Enquanto que na Figura 4.5b observa-se o contra´rio. O objeto esta´
deslocado da zona delimitada, logo na˜o e´ definido como objeto a seguir.
(a) Objeto dentro da regia˜o de tracking. (b) Objeto fora da regia˜o de tracking.
Figura 4.5: Exemplo do processo de ana´lise de regio˜es.
No segundo caso, a distaˆncia entre posic¸o˜es nas imagens e´ outro me´todo a referir. Este
teˆm em conta um determinado ponto do objeto (por exemplo o centroide), que sera´ analisado
a cada iterac¸a˜o. Se a distaˆncia entre cada posic¸a˜o na imagem for menor que um determinado
valor, enta˜o e´ o objeto que vai ser seguido.
De salientar que as zonas/regio˜es ou gamas de tracking respeitam um conjunto de regras a`
sua definic¸a˜o. Na Secc¸a˜o 4.2 e´ explicado a forma de obter o valor para o me´todo de distaˆncias,
ou seja, o valor para o qual o objeto deve ser considerado seguido ou na˜o. Nesta dissertac¸a˜o,
o algoritmo elaborado utiliza o u´ltimo me´todo.
Como e´ executado o processamento de imagem antes de iniciar o processo de tracking,
sa˜o conhecidos as diversas carater´ısticas do objeto em causa, entre elas a coordenada cen-
tral. Assim, e´ usado o centroid do objeto em ambas as imagens para determinar a distaˆncia
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percorrida. Ao determinar-la, objeto alvo e outros que possam estar contidos na imagem, o
algoritmo compara tais distaˆncia com o valor de threshold, determinado com base na descric¸a˜o
da Secc¸a˜o 4.2. Se alguma for inferior ao valor pre´-definido de tracking, e´ sinal da existeˆncia de
um objeto a seguir sendo a ordem de seguimento dada. Caso contra´rio, o algoritmo continua
a procura do objeto de interesse.
Na tabela que se segue (Tabela 4.1), e´ poss´ıvel observar alguns valores de tracking, sendo
que no Anexo 7.1 pode-se encontrar uma lista mais completa para esta experieˆncia. De
salientar ainda que o teste para a obtenc¸a˜o destes valores corresponde a` execuc¸a˜o do algoritmo
de escolha por maior objeto. A fase experimental do algoritmo de teste pretende demonstrar,
para as diferentes posic¸o˜es do objeto, se este esta´ ou na˜o em zona de tracking. Este valor e´
determinado de acordo com a representac¸a˜o da Secc¸a˜o 4.2. Assim, o valor a verificar cifra-se
em aproximadamente 84 pixels, tendo em conta as seguintes carater´ısticas:
• Distaˆncia da caˆmara ao ponto mais afastado → 2,1m
• Distaˆncia de movimento do objeto → 50mm/s
• Pixel size da caˆmara → 1,2µm
• Distaˆncia focal da caˆmara → 3,04mm
• Dimensa˜o da imagem → 1280x720
O teste aqui apresentado, ao algoritmo de escolha por a´rea, consiste em seguir o maior
objeto vermelho (Figura 4.6). Foi criando uma ambiente teste, onde foi utilizado mais do que
um elemento da mesma cor. Isto e´, foram usadas duas cores (azul e vermelho), sendo que
para cada uma existiam dois ou mais objetos com tamanhos diferentes, como se pode ver na
Figura 4.6a. O ambiente referido tem como condic¸a˜o principal a localizac¸a˜o da caˆmara, sendo
que para o caso esta se encontra fixa a cerca de 2 metros de altura.
Como se pode verificar na Figura 4.6, existem dois objetos vermelhos pelo que e´ necessa´rio
identificar o objeto de interesse. O algoritmo analisa os dois e verifica qual deles e´ o maior,
marcando-o como objeto a seguir.
Com os dados representados e´ poss´ıvel verificar que nenhum das coordenadas ultrapassa
o valor de threshold. No ma´ximo, o objeto movimentou-se 52 pixels (item 2). No entanto, nas
coordenadas onde a distaˆncia tem valor 0 (item 1) e´ sinal de que o objeto se movimentou, ao
ponto de o algoritmo o descartar. Procurando assim um novo objeto de interesse.
Referir que nos Anexo 7.1 e 8 pode-se encontrar outros dados referentes ao ao tipo de




Figura 4.6: Exemplo da detec¸a˜o de dois objetos com a mesma cor
Tabela 4.1: Distaˆncia entre as posic¸o˜es do objeto a seguir (posic¸a˜o atual e posic¸a˜o anterior)
item centro´id do objeto centro´id da posic¸a˜o anterior distaˆncia de tracking (pixels)
1 (532, 149) (532, 149) 0,0
2 (529, 97) (532, 149) 52,0865
3 (533, 80) (529, 97) 10,198
4 (523, 78) (533, 80) 18,439
5 (505, 74) (523, 78) 10,198
6 (484, 71) (505, 74) 21,213
7 (460, 51) (484, 71) 31,241
4.4 Controlo
No caso do sistema de visa˜o ter encontrado o objeto de interesse pode-se enta˜o transmitir
o deslocamento necessa´rio ao drone. Esta Secc¸a˜o tem como objetivo descrever a primeira
parte do controlo do mesmo. Isto e´, a distaˆncia necessa´ria a` sua movimentac¸a˜o por forma a
seguir o objeto de interesse.
Assim sendo, o primeiro passo e´ determinar a distaˆncia percorrida pelo objeto na imagem.
Esta e´ obtida pela ana´lise sequencial entre duas imagens. Sera´ ainda necessa´rio definir o ponto
de refereˆncia a usar para o processo, ou seja, o local para onde o objeto deve ser colocado
apo´s cada iterac¸a˜o de movimento. De um modo geral, este ponto poder ser qualquer um
dentro da imagem, dependendo da aplicac¸a˜o, sendo o mais comum a utilizac¸a˜o do centro da
imagem de modo a que o drone fique centrado com o objeto (no caso da caˆmara se encontrar
na vertical). A Figura 4.7 serve de auxilio a` explicac¸a˜o deste processo. De salientar que a
imagem tem como dimenso˜es 1080x720pixels.
Como referido anteriormente, o posicionamento do objeto na imagem pode ser qualquer
um. No entanto, o mais usual e que foi utilizado no desenrolar desta dissertac¸a˜o, foi o
ponto central da imagem. Ao utilizar este ponto para reposicionar o objeto na imagem,
facilita bastante o desenvolvimento do sistema de controlo do drone. Assim sendo, o ponto de
refereˆncia determinado foi P0 = (640,360) de acordo com a dimensa˜o das imagens processadas,
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Figura 4.7: Exemplo do posicionamento do objeto de interesse a seguir.
1280x720.
A distaˆncia de movimento do objeto na imagem e´ determinada pela diferenc¸a posic¸o˜es. E´
estimada a diferenc¸a entre a posic¸a˜o do objeto com o ponto de refereˆncia, como e´ demonstrado
de seguida.
• d = P1 - P0 = (532, 149) - (640, 360) = (-108,-211)
Fazendo a diferenc¸a de coordenadas, verifica-se que o objeto se movimentou 108 pixels
na horizontal (eixo X) e 211 pixels na vertical (eixo Y), na˜o tendo em conta a rotac¸a˜o.
• d = √X2 + Y 2 =√(−108)2 + (−211)2 = 237, 034
Com este ca´lculo obte´m-se, enta˜o, a distaˆncia d. Ou seja, a distaˆncia percorrida pelo
objeto na imagem.
Na Tabela 4.2 esta´ descrito um excerto dos resultados obtidos para o seguimento do
objeto na imagem, de acordo com o ambiente de testes criado. Nos Anexos 7.1 e 8 podem-se
encontrar tabelas de dados mais completas para o algoritmo de escolha por maior a´rea e pelo
utilizador, respetivamente.
Tabela 4.2: Resultado da distaˆncia entre o objeto e o centro da imagem.
item centro´id do objeto Coordenada refereˆncia distaˆncia de movimento(pixels)
1 (532, 149) 237.034
2 (529, 97) 285.464
3 (533, 80) 299.784
4 (523, 78) (640, 360) 305.308
5 (505, 74) 316.261
6 (484, 71) 328.416




Concluso˜es e Trabalho futuro
Com a realizac¸a˜o desta dissertac¸a˜o pretendia-se o desenvolvimento de um sistema de
tracking auto´nomo que pudesse ser incorporado num drone comercial. Para atingir o objetivo
proposto, foi necessa´rio ultrapassar algumas fases importantes.
A primeira consistiu no estudo de sistemas ja´ desenvolvidos o que permitiu obter conhe-
cimentos importantes e poss´ıveis me´todos a aplicar no desenrolar desta dissertac¸a˜o.
No que refere ao trabalho pra´tico, a primeira tarefa a realizar foi a selec¸a˜o da cor de
interesse a seguir. Este e´ um dos processos importantes pois e´ uma forma poss´ıvel de identificar
um alvo de interesse. O intuito desta fase do trabalho e´ a obtenc¸a˜o dos valores do modelo
HSV, para a cor pretendida, a utilizar na segmentac¸a˜o do algoritmo de tracking. A obtenc¸a˜o
deste dados pode ser realizada de uma forma automa´tica ou manual. No primeiro caso e´ o
pro´prio, recorrendo rotinas como floodfill, que devolve os valores necessa´rios apo´s o utilizador
escolher a cor. No segundo caso, este processo e´ realizado pelo pro´prio utilizador, ajustando
os valores HSV manualmente. Com estas formas de selec¸a˜o de cor, pode-se afirmar que o
me´todo automa´tico e´ mais via´vel visto ser mais ra´pido pelo facto de na˜o depender do tempo
de ajuste manual. Salientar, ainda, a obtenc¸a˜o de uma margem maior de valores HSV em
relac¸a˜o ao outro me´todo referido.
O o algoritmo de tracking e´ o ultimo e derradeiro processo desenvolvido. A este esta´
associado um conjunto de ac¸o˜es como a identificac¸a˜o do objeto de interesse ou a obtenc¸a˜o
dos dados a enviar ao equipamento seguidor. A identificac¸a˜o do objeto de interesse tem como
objetivo dizer ao sistema qual e´ o objeto a seguir. Esta identificac¸a˜o pode ser realizada de
va´rias formas, como o utilizador dizer ao algoritmo qual pretende seguir ou sendo o pro´prio
algoritmo a fazer-lo. Neste u´ltimo caso, foi dada a ordem de o algoritmo escolher o objeto de
interesse de maior a´rea.
Com o objeto de interesse a seguir definido, foi aplicado a este o processo de tracking.
Este processo valida se o objeto escolhido esta´ ou na˜o a ser seguido de acordo com a sua
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movimentac¸a˜o. Para verificar a referida informac¸a˜o foi determinado um threshold que verifica
se o objeto esta´ ou na˜o a ser seguido. Pelos testes realizados, foi poss´ıvel verificar que o objeto
e´ dado como sendo o a seguir se na˜o se na˜o aumentar a velocidade pre´-definida. Neste caso,
o objeto era desacreditado sendo verificado, novamente, a sua posic¸a˜o e aplicado o processo
de tracking.
Por fim, com o objeto bem identificado como objeto de interesse a seguir era necessa´rio a
obtenc¸a˜o dos dados f´ısicos a ceder ao equipamento seguidor. Neste caso, apenas foi determi-
nado o valor de movimentac¸a˜o do drone de acordo com a imagem.
5.1 Trabalho Futuro
O resultado final, apesar de um dos objetivo principais ter sido atingido, pode ainda ser
bastante melhorado. Ou seja, como trabalho futuro sugere-se melhorar os seguintes pontos:
• Conclusa˜o do sistema de calibrac¸a˜o automa´tica utilizando a ana´lise por histograma;
• Completar e melhorar o modo de comunicac¸a˜o entre equipamentos;
• Interligar os treˆs sistemas: Drone, sistema de Tracking (unidade de processamento) e









7.1 Escolha dos objetos por maior a´rea
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Localizac¸a˜o do objeto Localizac¸a˜o anterior Distaˆncia de Movimento Distaˆncia de Tracking
(819, 431) (819, 431) 192,5668715 279,0072662
(819, 431) (819, 431) 192,5668715 279,0072662
(820, 431) (819, 431) 193,49677 280,3545822
(820, 430) (820, 431) 193,1320792 279,8261871
(819, 431) (820, 430) 192,5668715 279,0072662
(820, 431) (819, 431) 193,49677 280,3545822
(819, 431) (820, 431) 192,5668715 279,0072662
(820, 431) (819, 431) 193,49677 280,3545822
(820, 430) (820, 431) 193,1320792 279,8261871
(819, 431) (820, 430) 192,5668715 279,0072662
(965, 165) (819, 431) 379,0118732 549,1446465
(1000, 335 (965, 165) 360,8670115 522,8548272
(1031, 389 (1000, 335 392,0739726 568,0701274
(998, 402) (1031, 389 360,4552677 522,2582577
(995, 362) (998, 402) 355,0056338 514,3623645
(989, 322) (995, 362) 351,0626725 508,6494667
(991, 250) (989, 322) 367,8328425 532,9475157
(986, 209) (991, 250) 377,5142381 546,9747454
(819, 432) (986, 209) 192,9378138 279,5447189
(821, 431) (819, 432) 194,4273643 281,7029064
(820, 431) (821, 431) 193,49677 280,3545822
(820, 431) (820, 431) 193,49677 280,3545822
(820, 431) (820, 431) 193,49677 280,3545822
(820, 431) (820, 431) 193,49677 280,3545822
(819, 432) (820, 431) 192,9378138 279,5447189
(820, 431) (819, 432) 193,49677 280,3545822
(820, 431) (820, 431) 193,49677 280,3545822
(820, 431) (820, 431) 193,49677 280,3545822
(819, 432) (820, 431) 192,9378138 279,5447189
(820, 432) (819, 432) 193,8659331 280,8894571






8.1 Escolha dos objetos pelo utilizador
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Localizac¸a˜o do objeto Localizac¸a˜o anterior Distaˆncia de Movimento Distaˆncia de Tracking
(834, 133) (834, 133) 298,6050904 580,2718843
(543, 41) (834, 133) 333,421655 580,2718843
(534, 55) (543, 41) 322,8947197 580,2718843
(516, 68) (534, 55) 317,2380809 580,2718843
(536, 112) (516, 68) 268,923781 580,2718843
(834, 133) (536, 112) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(833, 133) (834, 133) 297,9563726 579,0112471
(834, 133) (833, 133) 298,6050904 580,2718843
(518, 104) (834, 133) 283,5842027 580,2718843
(834, 133) (518, 104) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(834, 133) (834, 133) 298,6050904 580,2718843
(833, 132) (834, 133) 298,7189314 580,4931088
(834, 133) (833, 132) 298,6050904 580,2718843
(836, 142) (834, 133) 293,155249 569,6813423
(735, 229) (836, 142) 161,8208886 314,4625292
(496, 547) (735, 229) 236,019067 314,4625292
(757, 252) (496, 547) 159,2262541 309,4204402
(756, 261) (757, 252) 152,502459 296,3542555
(753, 262) (756, 261) 149,5760676 290,6674715
(743, 263) (753, 262) 141,4849815 274,9442641
(746, 267) (743, 263) 141,0141837 274,0293743
(749, 260) (746, 267) 147,9222769 287,4537009
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