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1 Introduction
1.1 Problem description and challenges
1.1.1 Development of agricultural industry
The tendency of population growth and consumption rates resulted in an increasing demand
on food production in the world in last decades. Rapidly increasing rate of mechanization in
agricultural industry define trends in machine production. Global Industry Analysts, Inc.
issued a new report [16] on global farm tractor market with forecasts to reach US$44.2 billion
by 2018.
In particular, only in 2008, the production volume of agricultural machinery in European
Union showed 16 % growth, while in Germany the growth reached the value of 24 % [17,
pp. 21-29]. Albeit the world economic crisis slowed down, the growth rates in all areas of
economy in 2009, which affected agriculture as well, the gross domestic product (GDP),
personal consumption expenditure and other indicators had already restored their tendencies
in 2010 [18]. Production of agricultural machines in Germany also had shown rapid growth
already in autumn 2010 [19]. The total amount of tractors newly registered in European
Union in 2011 was about 191 thousand, among which 35 thousand in Germany showing 22 %
growth compared to 2010 (see Fig. 1.1).34,00030,00026,00022,00018,00014,00010,000
New reg
istration
s
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Fig. 1.1: Newly registered farm tractors in Germany in 2010/2011 according to VDMA
Attention should be paid to Asia-Pacific region with its leading countries, India and China,
which drives volume of global tractor production. The growth tendency is based on the fact
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that this region still has a great potential for mechanization and raising efficiency of farm
equipment. According to data from ICRA and CMIE (see Fig. 1.2), trends of tractor sales
show growth momentum after recession in 2008-2009.
600,000
450,000
300,000
150,000
0 FY04 FY05 FY06 FY07 FY08 FY09 FY10 FY11 9mFY12
40 %30 %20 %10 %
-10 %0 %
16 % 29 % 17 %
21 % -2 % 0 % 28 %
24 % 17 %
Tractor sales YoY growth
Fig. 1.2: Trends in farm tractor sales in India in 2010/2011 according to ICRA, CMIE
Same trends are observed in China (Fig. 1.3). Rapid volume growth puts the Chinese tractor
market on one of the leading positions in the world’s rankings.
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Fig. 1.3: Chinese tractor market in 2002/2008 according to World Bank
The US as well as Europe show growing demand on higher horsepower machines due to
large-sized farms [16]. AoEM reports 27.3 and 14.9 production growth of 100+ hp 2WD and
4WD tractors respectively on May 2013 compared to May 2012 (as of 11th June 2013). The
consequences of these trends put new requirements on energy efficiency and productivity of
agricultural machines [20].
1.1.2 Power flows and energy efficiency of a farm tractor
The diagram on Fig. 1.4 illustrates main factors influencing traction efficiency. To pull
the machine, the engine exerts torque on the axle via the drive train. When the drive
torque overcomes the torque generated by the horizontal offset of the wheel load due to
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tire deformation, which characterizes the so called inner rolling resistance, the wheel starts
rotating. This rotation generates horizontal displacement of a soil volume which characterizes
the shear stress. The horizontal force is exerted. When it overcomes the so called external
rolling resistance (due to soil deformation), the wheel starts moving in longitudinal direction.
The relation between rotational and travelling velocities defines the slip. A special parameter,
the net tractive ratio, is characterized by the relation between the horizontal force minus the
external rolling resistance and the wheel load. The traction efficiency is defined by the net
traction, total rolling resistance and slip.
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Fig. 1.4: General diagram of factors contributing to traction efficiency
For a farm tractor, the general illustration of the power flows is given on Fig. 1.5.
The total power produced by combustion of the diesel fuel is wasted on cooling, heat of the
exhaust gas and only about 30...40 % of it is the net engine power which is transmitted
to all the driving parts of the vehicle – drive trains and PTO – and also to the auxiliary
systems – mostly to the hydraulic pumps. Albeit the diesel engine itself stays an object of
research, the main focus lies in properties of the drive train when considering energy efficiency
and productivity of farm tractors [21]. The research work includes all the stages starting at
transmissions and ending at design and material of tires or tracks. According to Fig. 1.5, the
input drive train power is allocated in power losses and the net power needed to drive the
vehicle and perform the agricultural operation. Two aspects of power losses at this stage are
important. First, the efficiency of the drive train itself is characterized via the transmission
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Fig. 1.5: Scheme of the power flow in a farm tractor [1]
energy efficiency, i.e. amount of power wasted by inner friction in bearings and other parts of
the transmission. Further, the energy efficiency of the transmission is defined as follows:
ηtr =
Pdr
Pi − PPTO
, (1.1)
where Pdr is the power transmitted to a wheel or a track, Pi is the part of the engine power
transmitted to the drive and PTO, the term Pi − PPTO is the total drive train power. The
transmission energy efficiency characterizes “pure” efficiency of the drive train, i.e. its design
features. Therefore, ηtr depends only on design of the drive train. It should be noticed that
PTO power is only used for active implements, while with passive ones the tractor uses
its input power entirely for pulling (see Fig. 1.6). In the second case, effective slip control
becomes more important as the tractor performs heavy field operations. On the other hand,
these problems may be also relevant for wheeled driven implements.
In recent years, a significant research work was conducted in the field of alternative concepts
of drive trains for off-road vehicles in general and for agricultural machines, in particular, by
[22, 8] in which the concept of an electrical single wheel drive plays an important role. New
design and technologies of drive trains allow for increase energy efficiency of the transmission.
However, the main source of power losses by traction remains in the field of motion dynamics,
i.e. interaction of the drive train and the ground surface.
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Fig. 1.6: Power flow in usage of active or passive agricultural machines [1]; modified
This second aspect of drive train efficiency consists of power wasted on overcoming the
rolling resistance and on the drive train slip. The power needed to deform a tire in radial
and tangential directions as well as in lateral, to deform the soil in longitudinal and lateral
directions and to uphold the drive train slippage, make the traction efficiency ηt barely higher
than 50 % [1, 13]. The power losses from the tire and soil deformation can be summarized in
a term related to track forming. The traction efficiency ηt is defined as follows:
ηt =
Pdr.net
Pdr.net + Ploss.RR + Ploss.s
, (1.2)
where Pdr.net is the drive train net power, Ploss.RR and Ploss.s are the power losses from the
rolling resistance and slip respectively.
As it was stated above, both traction efficiency and tractive force highly depend on slip. Fig.
1.7 illustrates the behavior of these characteristics.
Here, the net tractive ratio κ, which is closely related to the horizontal force coefficient µ,
and the rolling resistance coefficient ρ show the relationship between the traction, horizontal
and total rolling resistance force to the vertical load respectively. That is, µ is defined as
follows [23, p. 319]:
µ = Fh
Fz
, (1.3)
where Fh is the horizontal force and Fz is the vertical load. Parameters κ and ρ are defined
as follows:
ρ = ρe + ρi, (1.4)
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Slip
Fig. 1.7: Operation characteristics of a tractor tire depending on the slip [2]
κ = µ− ρe, (1.5)
where ρe characterizes rolling resistance due to soil deformation (rutting) and ρi is the same
due to tire deformation. Further details are given in Chapter 3 and Chapter 4. The net
tractive ratio, as a function of slip, does not have a maximum on a typical loose soil. On
the other hand, the traction efficiency has a strongly marked maximum. In the range of
low slip, power losses are characterized mainly by rolling resistance and at higher slip, term
(1− s) is more significant. A certain operating point of the traction force plays the dominant
role in overall drive train efficiency, especially in heavy agricultural operations. Therefore,
a number of approaches was suggested to control drive train slip in order to keep high ηt
[24, 25, 7, 26, 27, 28, 29]. According to Fig. 1.7, Renius in [1] makes a recommendation for
slip to be observed and kept at about 10 % for 4WD tractors. In general, there are two
possible ways of control:
• by means of depth control, the slip is kept at the desired value by lifting/lowering the
implement,
• by means of draft force control which is performed by adjusting the fuel injection
quantity; the operating point is shifted and the traveling velocity changes.
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Implement positioning is performed by the hydraulic lift cylinders in the three point hitch
(see Fig. 1.8).
ECU
3 point hitch
Engine
Transmission
Fig. 1.8: Farm tractor with an implement. An electronic control unit (ECU) adjusts the
implement position via the three point hitch
Dependencies on Fig. 1.9 show qualitatively behaviour of the main dynamical factors with
the two types of control.
(c) (d)
(a) (b)
A
B
A BC
A
BC
CB A
Control
C
A
BC
CB A
A BCControl
AB C
Depth control Draft force control
A-B-C  — working cycle — initial soil conditions— worsened soil conditions
Fig. 1.9: Qualitative characteristics of a tractor with two types of slip control
Initial point is A. Depth control together with slip control (a), (c) functions in the following
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way: if soil conditions become worse — solid lines “become” dashed, point A goes to point
B — resistance of the implement raw units will grow, the slip will go beyond a threshold —
from s0 to s1 — but travelling velocity stays the same. It is held either by throttle control
or by automatic adjustment of the fuel injection quantity. The slip control system lifts the
implement, working depth becomes smaller — point B goes to C — the slip restores its value.
One should notice that pure depth control works essentially differently from slip control. Its
goal is to keep the desired working depth. With the second method — (b), (d) — when soil
conditions worsen and the slip raises, the control system decreases the fuel injection quantity,
the travelling velocity becomes lower. The working depth is unchanged. It is clear that from
the viewpoint of optimal slip reference, both types of control are equivalent. Depth control
affects quality of operation, draft control affects the productivity. As a rule, quality is more
important and it is assumed that the working depth stays unchanged. Also, the second
methodology can be more effectively realized by means of a traction control system (TCS) —
by direct control of the drive torque.
The necessity of optimal usage of the drive train power becomes more important nowadays
by reason of growing diesel engine power and working velocity of tractors. The tendency of
higher horsepower tractors being preferably used in tillage was noticed by Renius in [3]. Fig.
1.10 illustrates average time usage of a tractor versus engine power.
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Fig. 1.10: Average time usage of a farm tractor by field operation versus engine power [3]
When considering climatic conditions, farm structure and yield levels in Central Europe, new
demands on tillage arise. In particular, the working velocity had already become in the range
of 10...15 km/h in the first pass [17, pp. 87-95]. According to investigations by the Department
of Agricultural and Consumer Economics, University of Illinois at Urbana-Champaign [30],
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primary tillage is the most expensive field operation reaching 68 % of costs among other
operations including secondary tillage, planting, crop care, spraying, ammonia application
and moving.
1.2 Motivation
For a specific tire or a track type, the forces which arise in the contact area depend highly on
conditions of the ground surface. The horizontal force acting on the drive train is different
on moist or dry, tight or loosen, sandy or silty soil as well as the rolling resistance, which is
generally not in exact correspondence with the achievable horizontal force.
Several authors [31, 32, 33, 2] acquired and processed measurement data from numerous field
experiments to summarize soil types in certain groups with corresponding rankings called
“good”, “average” and “bad” soil conditions (see Fig. 1.11).
Slip
Type IType IIType III
Fig. 1.11: Relationship between the net tractive ratio and different soil conditions qualitatively
summarized in several ratings [1]
Renius in [1] also gives empirical values of the rolling resistance coefficient at normal slip
(about 15...25 %) which varies from 0.02 on concrete surface to 0.3 on plowed sandy soil.
Some authors also model different soil conditions given a specific set of some basic parameters.
For example, Wünsche [4] considers a certain variety of net tractive ratio and rolling resistance
coefficient curves depending on the soil type (see Fig. 1.12)
Among such characteristics as moisture, a specific soil type depends on soil composition which
has three basic components: sand, clay and slit. Considering different soil types on Fig. 1.11
and Fig. 1.12, one can conclude that maxima of the energy efficiency lie at different values of
the slip. For example, for stubble it is about 7 % and for sludge it is about 12 %. In this
particular range, the net tractive ratio varies significantly from 0.33 to 0.44 in the first case
and from 0.13 to 0.18 in the second. These values show 25 % and 28 % difference, i.e. growth,
respectively which may have great impact on overall performance. One can notice that with
“good” soil conditions, it is possible to increase the traction significantly with keeping high
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Fig. 1.12: Modelled traction characteristics for different soil types [4]
energy efficiency. For example, at 10 % slip, the energy efficiency is at value of about 74 %
and the net tractive ratio is 0.4 while at 15 % slip, those values are 72 % and 0.47 respectively.
The difference is, therefore, about 2.7 % in energy efficiency and 15 % in traction force – the
lower values compared to the higher ones. It is clear that without significant reduction of the
efficiency, it is possible to raise the performance which is less working time and/or better
operation quality due to greater working depth in tillage for example. On sludge, increase
of slip from 10 % to 15 % leaves the energy efficiency unchanged, but gives 11 % growth of
the traction force. However, the highest reasonable values of the slip depend on the overall
“ranking” of the soil. This situation is illustrated on Fig. 1.13.
The two types of soil have different curves of the net tractive ratio which has significant
influence on amount of power losses due to the rolling resistance and slip as well as on the
achievable traction force. One should consider not only the efficiency values, but the absolute
values of power losses, which eventually characterize the fuel consumption per unit area.
It is clear that for the soil I, the standard threshold of existing slip control systems, which is
about 10 %, provides a good trade-off between performance and efficiency. Moreover, power
losses grow rapidly after 10 % of slip and the operating conditions might become unprofitable.
At the threshold, they are about 15 kW, the operating point is approximately at 35 kW of
traction power which corresponds to 50 kW of the drive train power. The soil II has a “worse”
net tractive ratio and a slightly “worse” energy efficiency curve – so the threshold value of 10
% slip becomes unreasonable since the tractor only uses about 20 % of its available drive
train power. The minimum of power losses is located at about 13 % of the slip. However,
when compared to the “good” soil of type I, the same values of power losses, which is 15
kW, is now at 20 %. In others words, the tractor can still have reasonable power losses and
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Fig. 1.13: Simulation of the traction efficiency and force with two different soil types
achieve 54 % more traction power – 13 kW at 10 % slip compared to 28 kW at 20 % slip.
The operating point at 20 % slip would correspond to about 42 kW of the drive train power.
One can notice, that both the operating point and the slip are different for two types of soil,
i.e. the definition of optimal conditions is non-trivial. Thus, not only different values of the
energy efficiency and the net tractive ratio on given curves should be compared, but also
their relation to other soil conditions, i.e. “good” and “average” in general. This means that
higher values of slip might become unreasonable if power losses grow rapidly. Another effect,
which takes place in this situation, is that the net tractive ratio growth rates depending on
the slip vary between soil types. Therefore, an optimal operating point and/or a slip should
be defined in each case adaptively, i.e. they cannot be fixed for all soil conditions. On the
other hand, slip control also serves as a method of dynamically avoiding a high slip when
some drive trains or axles move on significantly worse conditions of ground surface than
other, e.g. puddles, moist sludge, holes, ruts or in motion in a farrow when one side of the
vehicle moves on a tilled soil.
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1.3 Purpose and approach
1.3.1 Purpose and goals
The main purpose of the present work is to design an optimal slip control system for
agricultural tractors equipped with means of acquiring the drive torque feedback. The main
goal of optimal slip control is to keep the operating point and the drive train slip at the
optimum, which corresponds to some user-defined strategy like fuel saving, performance
or other. The control system must keep track of changes in soil conditions and adjust the
operating point and/or the drive train slip in order to avoid suboptimal working conditions.
A control system itself must consist of an identification system, a supervisor for defining the
optimal set-point for the slip control system, e.g. a three-point hitch draft control system or
a TCS. The key idea of optimal slip control is illustrated on the following functional diagram:
Vehicle
Driver Id
Slip controlsystem(s)
Measurement
Opt
Drivercommands
Optimal slip (operating point)
User-definedstrategy
Identified traction parameters
Control input
Supervisor Identificationsystem
Fig. 1.14: Functional diagram of optimal slip control for tractors
In addition to a standard slip control system, which is realized as a function of a three-point
hitch draft control or a TCS, two elements must be included, which are the identification
system and the supervisor. The supervisor must additionally adjust the threshold value for
the slip control system depending on soil conditions using estimated traction parameters –
the net tractive ratio and the rolling resistance coefficient.
According to Fig. 1.14, the goals of the dissertation are:
• design of an identification system which estimates longitudinal dynamics of the vehicle
using measurement data from conventional sensors, i.e. velocity sensor, drive train
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revolution frequency sensors, suspension vertical load sensors and a draft force sensor,
provided that feedback of the drive torque is available;
• development of adaptive algorithms for the identification system which are able to
overcome measurement failures;
• design of a general model of the net tractive ratio for different soil conditions. By
means of such model and by estimation of current value of the net tractive ratio, the
whole characteristic curve κ(s) must be estimated in order to predict the behaviour
of the vehicle at a practically wide range of drive train slip. The model must use also
ηt(s) by means of the estimated rolling resistance coefficient;
• design of a supervisor which produces a set-point (or a reference value) for the slip
control system according to the user-defined strategy like. fuel saving, performance or
mixed. A subtask is to build a criterion, i.e. some cost function which takes certain
values of κ(s) and ηt(s) and by usage of auxiliary parameters – weight factors set up
in the user-defined strategy – apply it to an optimization problem with the goal of
maximizing both κ(s) and ηt(s);
• the supervisor must compute an optimal slip, i.e. an operating point, and provide it to
the slip control system as a reference signal. On the other hand, the supervisor must
be able to provide the driver with information about traction parameters, so that he
can in certain cases adjust the throttle control or the working depth setting.
As the slip control system, a TCS is chosen and it is assumed that the working depth is
unchanged while operation. The designed optimal slip control system should be tested with
a comprehensive simulation model of vehicle dynamics. As the vehicle, a 4WD tractor of 80
kW maximal drive train power is chosen for simulation. The vehicle dynamics model must
satisfy the following conditions:
• the motion of the vehicle body should be modelled in detail in order to comprehensively
investigate the capabilities of traction parameter estimation and optimal slip control;
• the drive trains, i.e. wheels, and implements (rear and possibly front) must have their
own DoFs according to the design. Drive trains with suspension must move, among
rotational DoF, in vertical direction relative to the vehicle body. Front drive trains
must have an extra DoF for steering;
• the model of the vehicle body and drive trains should include dynamical elements –
suspension and pneumatic tires – which include radial stiffness as a non-linear function
of wheel load. Inner friction of the drive train must be introduced into the model as
well;
• the draft force, or the resistance of the attached agricultural implement, must be
modelled using empirical formulas which take into account the friction force of the
jockey wheels, the working depth and width, the soil resistance coefficient, the mass of
the implement etc.
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Wheel-ground contact dynamics should be modelled in detail. The main focus of the research
lies in simulation of the longitudinal motion, while lateral dynamics modelling is considered
in terms of expandability. The model should include a set of soil parameters which affect
the external tire forces, i.e. the horizontal force, the vertical reaction of the ground surface
and the rolling resistance due to deformation of the soil. The inner tire force, i.e. rolling
resistance due to tire deformation, which takes into account the tire pressure and properties
should be modelled as well.
In order to comprehensively analyze the influence of optimal slip control on overall dynamics
and performance of the vehicle, an additional block should be attached to the simulation
model which takes into account stochastic properties of the draft force and soil microprofile.
This block, called the stochastic input signal generator, produces an additive coloured noise
to the draft force and to the global vertical coordinate defined by the map of the field. The
map is in the simplest case just a flat surface. The additive noise should be modelled based
on measurement data of on-field experiments.
In the first step of the simulation, the identification system should be tested. Different modes
at this step are the following:
• identification of traction parameters with use of different approaches, comparison of
the results;
• identification of traction parameters with use of static methods that neglect dynamics –
longitudinal acceleration and wheel angular acceleration. Comparison of the results
with the adaptive identification system;
• identification of traction parameters under changing soil conditions;
• estimation of characteristic curves of the net tractive ratio as functions of slip using
the supervisor and comparison with the simulation results.
In the second step of the simulation tests, the identification data should be provided to
the supervisor. It should establish a set-point for the TCS. At this stage, three general
configurations should be compared:
• operating with conventional slip control, holding the slip at 10 %;
• operating with optimal slip control under changing soil conditions, using the set-point
from the supervisor;
• operating without control at maximal drive train power;
• comparison of general characteristics – drive train power, traction power etc.
1.3.2 Brief description of methodology
1.3.2.1 Drive torque feedback
The key idea of optimal slip control lies in using of drive torque feedback, i.e. measurement or
estimation of the drive torque. While direct measurement of the torque is difficult, concepts
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of hydraulic or electrical infinitely variable transmissions (IVT or, sometimes, CVT with
“C” standing for “continuous” ) provide means of estimating it without using expensive and
unreliable sensors. Hydraulic and electrical drive trains imply at least two types of energy
transmission. For example, certain methods of computation of the drive torque are given
by Pichlmaier [34] for hydraulic drives. Much wider possibilities are available with electrical
drive trains, where a dynamical model of the drive torque can be built. The details are
discussed in Chapter 2.
1.3.2.2 Measurement signals
The signals which are used to build optimal slip control are the following:
• drive torque feedback;
• wheel revolution speed measured for example by means of an induction sensor;
• vehicle velocity measured by means of radars, GPS-antennas etc.;
• wheel vertical load measured by means of hydraulic pressure sensors;
• draft force measured by strain gauges, or other types of sensors, of a three-point hitch
control system. One can find certain technical solutions in [35, 36, 37]. Some details
are discussed in Appendix A.
It is assumed that the measurement may come with failures. For the purposes of wheel load
estimation, system identification approaches can be applied (see, for example, [38]). Some
details of these possibilities are discussed in Appendix A.
1.3.2.3 Identification of traction parameters
The identification system uses a model of the vehicle to separate dynamical components of
rotational and translational motion from underlying processes which characterize traction
parameter. Therefrom, using auxiliary measurement signals, i.e. the wheel vertical load
and the draft force, and by means of non-linear system identification methods, the traction
parameters are estimated.
1.3.2.4 Definition of optimal slip
The main method of optimal slip control lies in a general mathematical model of net tractive
ratio which allows for estimating the whole characteristic curve κ(s) from just one point. It
is assumed that the behaviour of this curve can be described by a certain set of parameters
which comprise an empirical model. Those models are well-known, for example, one can refer
to [39, 40, 41, 42]. Furthermore, the parameters are interpolated in a practically wide range
of slip in order to get any particular curve corresponding to current soil conditions. The
algorithm that computes the optimal slip uses optimization with a criterion including whole
κ(s) and ηt(s). Furthermore, the optimal operating point is defined.
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1.4 Outline
The dissertation consists of seven chapters and five appendices. In the current chapter,
general overview of the background, motivation and methodology was discussed.
Chapter 2 contains an overview of slip control methods for tractors, hydraulic and electrical
drive trains and tire-ground parameter estimation approaches. The chapter also contains a
brief description of theory of Kalman filter.
Chapter 3 describes modelling of vehicle dynamics. The model of the vehicle body, wheels
and implements in multi-body simulation (MBS) by means of MATLAB/SimMechanics™ is
introduced as well as dynamics of tire-soil interaction. Further components — diesel engine,
generator etc. — are also discussed. The chapter also covers the question of modelling
stochastic input signals to the vehicle model.
Chapter 4 deals with building the identification system for traction parameters. The system
is designed as an unscented Kalman filter together with the adaptation mechanism as well as
its improvement by means of fuzzy logic.
Chapter 5 addresses the design of algorithms of building a general model of κ(s)-curves. The
criterion and algorithm for optimal slip setting is developed. Approaches for slip control by
means of a TCS are considered. The general system including these algorithms together with
the identification system is discussed.
Chapter 6 introduces the simulation results with a vehicle dynamics model under different
conditions. Several identification algorithms are compared. The influence of slip control on
dynamics and performance of the vehicle is considered. The chapter contains also experimental
results with identification of load torque and slip control in hardware-in-the-loop (HIL).
Chapter 7 summarizes the advantages of traction parameter identification and optimal slip
control. The contribution of the dissertation is presented and the future challenges and
research directions are discussed.
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2.1 Slip control for farm tractors
As discussed in Section 1.1.2, there are basically two main schemes of slip control for farm
tractors: via the fuel injection quantity and the three hitch. Some particular methods are
briefly discussed further.
US Patent 3,776,322
Misch, W., "Electronic slip control", Google Patents (1973)[26].
An electro-hydraulic control (EHC) raises and lowers the implement by means of the hydraulic
cylinder and the support arm. The EHC is enabled when the slip falls outside of 9...15 %
range by lowering the implement in case of s < 9 % and raising in case of s > 15 %.
Ismail, S., Singh, G., Gee-Clough, D.
"A preliminary investigation of a combined slip and draught control for tractors", Journal of
Agricultural Engineering Research (1981), 293–306[29].
An investigation on mixed slip and draft control for farm tractors is carried out. As in
aforementioned approaches, slip was calculated by relative revolutions of driven and undriven
wheels, in this case, measured by means of photo-transistors and electronic circuits. Slip
control was activated when the slip deviated from the desired level. The implement is lifted
or lowered according to the signal of the control system. The reference value is set up in
range 7...14 %. Optimal axle load is also addressed.
Wiegardt, G., Hanks, T., Kittle, C.
"Vehicle with control system for raising and lowering implement", Google Patents (1985)[43].
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A method of raising/lowering implement with goal of keeping the slip within a preset range
is developed. A control block derives a signal of a slip error using a predefined set-point.
Chancellor, W., Zhang, N.
"Automatic wheel-slip control for tractors", American Society of Agricultural Engineers
(1987)[24].
A mixed slip control for farm tractors is used which implies either draft control operating
point or implement gage-wheel depth adjustment to keep the slip in certain range. The
system was tested with a 67 kW tractor performing tillage and average reduction of fuel
consumption by 7.6 % was achieved per unit area . Time savings of performing a field
operation amounted to 4.9 % per unit area. Results with a disc harrow were slightly better.
US Patent 4873638 A
Sato, M., Shiraishi, S. and Muto, T., "Traction control system for controlling slip of a driving
wheel of a vehicle", Google Patents (1989)[44].
A TCS-based approach is provided. Similar to some of the previous approaches, measured
slip is compared with limit values. According to this condition checking, the control system
adjusts the engine fuel injection quantity.
US Patent 4886123 A
Winfried, A., Hesse, H. and Schumacher, W., "Control device for position-control of implement
coupled to an agricultural vehicle", Google Patents (1989)[45].
An integrated slip estimated is compared with a reference value according The control circuit
comprises a vertically adjustable plow performed by an EHC which provides measurement
of the traction force being superposed with slip calculation. The control device works in a
mixed mode with traction force and slip control functions.
US Patent 5,190,111
Young, S., Nielsen, B., Macqueene, J., Swierenga, G., "Hitch positioning with slip override
control and calibrated wheel speed for determining slip", Google Patents (1993)[28].
A method of hitch positioning to keep the slip lower than a certain threshold is suggested. The
approach comprises of an automatic draft control system which modifies the hitch position
when the slip overrides the threshold value. The slip is calculated from measurements by
means of two sensors. The theoretical velocity is measured by a wheel revolution sensor
mounted on the vehicle rear axle. The traveling velocity – the true ground velocity – is
obtained by a radar installed on one side of the vehicle and filtered by a low-pass filter (LPF).
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US Patent 5911769 A
Orbach, A., Schubert, W. , "Hitch assembly control system with slip control", Google Patents
(1999)[46].
A control method is used for vehicles carrying or trailing an implement. After performing all
necessary steps and obtaining the filtered estimated slip, the control block performs checking
of the slip limit override. The corresponding errors in the position and the draft force are
eventually used to generate the command signal.
US Patent 6216072 B1
Boe, Th., Bergene, M., Livdahl, R. , "Hitch control system with adjustable slip response",
Google Patents (2001)[5].
A hitch electronic control unit (ECU , the block 50 of Fig. 2.1) is used within a farm tractor
10. The ECU generates a combined slip error by:
serr 7→ serr + sgain (smeas − sset) (2.1)
with the proportional error gain sgain and the preset value sset which is fixed at 10 % for
wheeled tractors or 5 % for track-type vehicles. The position transducer 40 provides a hitch
(26) position measurement.
Fig. 2.1: Tractor with a slip control system according to Patent US 6216072 B1 [5]
Other option of determining the hitch position is provided by the lift cylinder 34. The wheel
revolution speed is measured by the sensor 62 on the rear wheels 16 and front wheels 18.
The Doppler radar-type unit 64 performs measurement of the traveling velocity. The whole
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system is able to adjust response of control to wheel-slip by the switches 66 and 68. The
ECU also generates the load (draft) control signal.
EP Patent 1358784 A1
Hrazdera, O., "Farm machine and approach of slip control (in German)" (2003)[25].
A microcontroller-based method is developed which comprises regulating slip measured by
driven wheel revolutions and traveling velocity (from a radar or GPS-antenna) which implies
adjustment of the continuously variable transmission (CVT ) drive ratio and/or the fuel
injection quantity and/or hitch positioning. As in previous approaches, if the slip exceeds
a user-defined threshold, the control system is activated, the hitch is lifted. Among other
components, the system also includes means of regulating the tire air pressure, inclination
detecting, center of gravity changing and a minimum permissible velocity controller. In
forward motion and operation, the differential is locked. The locking is deactivated only in
steering. These functions work in automatic mode.
US Patent 7337054 B2
Pandey, S., Caruthers, M., Skiba, R. and others, "Systems and methods for controlling slip",
Google Patents (2008)[6].
A more advanced approach for self-propelled machines equipped with an electrical drive
train is developed. Here, the system includes besides an actual slip calculator a ground
condition selector (the blocks 48 and 50 of Fig. 2.2) which transmits the condition signal
corresponding to a selected ground condition to the desired slip calculator 40. The
desired slip is calculated from these data and is transmitted to the slip controller 56. The
slip controller transmits a slip control signal based on the actual slip signal and the desired
slip signal to the torque adjustment system 58.
In this approach, the operator of the machine 20 chooses operating conditions using certain
input devices. The ground condition selector 48 outputs a signal G corresponding to a type
or condition of the soil. These types are of a discrete set, e.g. subsoil, tilled/untilled soil.
Otherwise, the ground condition selector 48 can be set in a continuous mode which allows the
operator for choosing ground conditions in a certain range between maximal efficiency and
traction power. This invention shows relevance of optimal slip control for off-road vehicles,
but still misses one important component, namely, an identification system which can provide
information about soil conditions in real-time. Indeed, the desired slip calculator 52, as
claimed, should be developed empirically by testing the particular tractor under different
ground conditions and/or by modeling using computer simulation techniques which are
performed offline.
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Fig. 2.2: Scheme of slip control algorithm according to Patent US 7337054 B2 [6]
Pranav, P., Tewari, V., Pandey, K., Jha, K.
"Automatic wheel slip control system in field operations for 2WD tractors", Computers and
Electronics in Agriculture (2012), 1–6[27].
The approach is based on microcontroller automatic wheel slip control system for 2WD
tractors. Hitch positioning, i.e. depth adjustment, is performed when the slip overrides
the threshold value. Usage of the system only in 2WD tractors makes it easier to calculate
the slip by revolutions of the rear and front wheels, but restricts the approach only for this
class of vehicles and makes it inapplicable for 4WD tractors. Performance evaluation with
different implements under varying field conditions showed about 20...30 % reduction of fuel
consumption per hectare and raise of traction efficiency by 4...10 % compared to usage of
only a conventional draft control system. As in the previous approach, the main disadvantage
is related to a fixed reference slip value of the control system.
Patent AA01B7100FI
Ishikawa, S., Nishi, E., Okabe, N., Yagi, K., "Data processing: vehicles, navigation, and
relative location vehicle control, guidance, operation, or indication construction or agricultural-
type vehicle (e.g., crane, forklift)" (2012)[7].
A similar slip control algorithm is suggested. Elevating the plow is performed by means
of the draft control system which receives the measurement signal of the draft force from
a sensor S (see Fig. 2.3). The approach uses calculation of slip by measurement from the
wheel revolution sensor and the traveling velocity is obtained by a GPS-sensor. If the slip
overcomes the threshold value, the control information block updates the control block in
order to elevate the plow. An amount of oil fed/discharged in the lift cylinder 10 is controlled
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by means of the electromagnetic lift control valve.
Fig. 2.3: Overall view of a tractor with a plow according to Patent AA01B7100FI [7]
Pichlmaier, B.
"Traction management for tractors (in German)" (2012).
The problem of optimal slip control has been recently a field of interest of some researchers.
Pichlmaier [34] addresses methods of determining drive torque and suggests to calculate
the actual net tractive ratio and rolling resistance coefficient from these data together with
draft force and wheel load measurement and use them to detect current soil conditions.
Traction management accounts besides optimal drive power determination the means of tire
air pressure control, optimal axle ballasting recommendations and torque distribution control
on wheels (so called “Torque vectoring”). The ranking of soil conditions is maintained by a
cone index (CI) based on [47] and calculated as follows:
CI = ln
(
1− κ+ ρ− 0.0320.92 (1− e−9.5s)
)
·(
−0.1bt ·D0
Fg
· 1 +
5∆f/hcleat
1 + 3bt/hcleat
)−1, (2.2)
where Fg is the vehicle weight, bt and D0 are the tire width and unloaded diameter respectively,
hcleat is the cleat height, ∆f is the tire radial deformation and parameters K1 = 0.032, K2 =
0.92, K3 = 9.5 were estimated by field tests. In conclusion, this approach offers challenges in
field of optimal usage of farm tractors, yet having certain drawbacks. As stated by Pichlmaier
himself, identification of traction parameters is only possible in stationary motion – when the
vehicle acceleration and wheel angular acceleration are near-zero. In other words, the velocity
and wheel speed must be constant. This is a limitation for farm tractors when taking into
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account measurement failures, irregularities of field micro- and macro-profile, draft force etc.
The related questions are discussed in Section 3.3. The identification system developed in this
dissertation solves these problems by dynamical real-time state and parameter estimation
techniques, which are common in control theory, and deals with measurement failures. On
the other hand, there are certain difficulties with obtaining drive torque feedback in usage of
hydraulic drive trains, in particular, in estimating drive torque dynamics, in using additional
hydraulic pressure sensors, in determining single wheel drive torques etc., which can be
overcome in another concept, electrical single wheel drives. The details are discussed in
further sections.
2.2 Acquisition of drive torque feedback
The most important information used in the traction parameter estimation process is the
drive torque feedback which can be obtained for hydraulic or electrical drive trains without
installation of expensive torque sensors. A short overview on the drive torque feedback has
been made in [48]. Low-cost solutions for torque measurement and calculation in conventional
mechanical drives are being developed. For example, [49] suggests usage of existing speed
sensors for estimation of torque variations on the transmission output shaft in the set-up
called “virtual torque sensor” (VTS). [50] used a set of speed sensors for estimation of the
wheel torque from the relative position of the driven and undriven wheels. These approaches
give only relative values of the torque, while for traction parameter estimation, absolute
values are necessary. For this purpose, an improved VTS has been suggested by [51]. However,
it requires not only software modifications, but also an additional speed sensor and a gear on
the transmission propeller shaft before the differential.
Hydraulic drive trains are currently widely used in agricultural machinery. Several manu-
facturers developed their concepts of power-split transmissions which consist of mechanical
and hydraulic power flows: Steyr with its “S-Matic”, ZF with its “Eccom”, Claas with its
EQ 200. Great contribution was made within the framework of “Munich Research Tractor”
project. Fendt developed its own concept called “Vario”. Some authors, for example, [52, 53]
conducted research on control systems for IVTs. In hydraulic drive trains, torque estimation
can be provided by oil pressure sensors. For some details and corresponding aspects of
traction parameter estimation, refer to [34]. The methods of drive torque estimation in
mechanical or hydraulic drive trains usually refer to calculation/measurement of the torque
at the transmission output shaft. This is appropriate if the tractor operates with a passive
implement or if the power take-off is independent of the wheel drive.
Electrified wheel drive [54] is a promising candidate to substitute conventional mechanical
drives with more controllable ones. One of its configurations, electrical single wheel drive [4],
has been implemented in RigiTrac EWD 120 with 80 kW drive train power developed by the
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AST of TU Dresden together with EAAT GmbH Chemnitz (see Fig. 2.4).
Fig. 2.4: Tractor RigiTrac EWD 120 [8]
RigiTrac EWD 120 is a prototype tractor with 80 kW maximal drive train power, suspension
on all wheels and ability of the front part of the vehicle body to rotate in vertical plane
relative to the rear part. The functional diagram of its drive train is given on Fig. 2.5.
Diesel engine
Vehicle management
Braking resistor
Auxiliary power interface
Inverters Electricalmotors
Control
Control
ControlControlControl
ControlControl
Generator Rectifier
Fig. 2.5: Functional diagram of electrical single wheel drive [9]
The diesel engine drives the generator which produces three-phase current. The rectifier,
which is based on isolated-gate bipolar transistors (IGBT), converts AC into DC received
by inverters which produce the AC-frequency. The auxiliary power interface can be used
for electrically driven implements. The braking resistor converts excessively generated
electrical energy into heat. All blocks are connected with the vehicle management unit via
control network which switches the braking resistor and suggests the diesel engine speed
requirement according to the drive train power demands. Each electrical motor is of type
brushless permanent magnet synchronous motor (PMSM) and controlled by means of
field oriented control (FOC). The basic function of it is torque control. Additional controller
can be implemented for the motor speed.
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The electrical single wheel drive provides options to optimise construction of the vehicle
by installing drives directly into wheel rims. Electrical drives are also used in construction
machinery, in particular in some bulldozers where optimal slip control problems are somewhat
similar to those of farm tractors. Drive torque feedback is obtained from the motor electrical
current and position (refer, for example, to [55] for details). The main advantage of using
electrical wheel drives in optimal slip control is related to possibilities of accurate drive torque
estimation.
2.3 Tire-ground parameter estimation
It is well known that measurement of forces acting from ground surface on a track or a tire
is difficult and expensive. The same issue applies to measurement of load torque. On the
other hand, there are many different approaches for identification of tire-ground contact
dynamics. Eventually, they imply usage of one or another tire-ground force model. A
substantial analysis of different static and dynamic tire-ground interaction models has been
carried out (see for example [39, 42, 41, 40]). Some methods of online identification of the
horizontal force coefficient are based on adaptive techniques [56]. However, the difficulty of
many classic adaptive algorithms based on finding a Lyapunov candidate function (LCF)
lies in an assumption that unknown parameters enter the model linearly, while behavior
of horizontal force coefficient is highly non-linear depending on slip. Therefore, non-linear
terms in horizontal force coefficient model are substituted with linear ones. Ono et al. [57]
uses an online least squares method to estimate the extended braking stiffness (XBS) of
a tire which enters the wheel deceleration model likewise linearly. Satisfactory results in
estimation of both longitudinal and lateral tire forces are obtained by Villagra et al. in [58]
with use of differentiator filters for calculation of horizontal force coefficient derivative with
respect to slip (i.e. XBS). Some authors use neural network estimators based on LuGre
model of tire horizontal force (see, for example, [59]). On the other hand, a wide range of
different model identification methods have shown appropriate results. Canudas-de-Wit et al.
[60] proposes a non-linear observer to estimate longitudinal tire-ground dynamics based on
a lumped model. Different variations of Kalman filter remain probably the most popular
approach for identification of vehicle dynamics (see, for example, [61, 62, 63]).
2.3.1 Kalman filter
This section describes Kalman filter approach to parameter estimation. For general description
of terms used in this section, refer to Appendix B. Kalman filter is in most cases the de facto
approach for online system identification. It is one of the variants of Bayesian filtering based
on hidden Markov models (HMM). Kalman filter approach [64] assumes that all PDFs in the
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system are normal (Gaussian) and, therefore, deals with Gaussian random variables (GRV).
These assumptions significantly simplify calculations. In general, one considers a model in
the following continuous-time form:
ẋ = Ax+Bu,
ẏ = Cx,
(2.3)
where x ∈ Rn is the state vector, u ∈ Rp is the input vector, y ∈ Rm is the output vector, A
is the state matrix, C is the output matrix. A Kalman filter assumes the model (2.3) to be
given in a discrete form as opposed to a Kalman-Busy filter (continuous version of a Kalman
filter). In this case, all variables in (2.3) are sampled at some moments of time {tk} with k
denoting the time step counter. Usually, the difference between any two steps ts = tk− tk−1 is
the same and denotes the sampling time. A discrete form is also more convenient for further
implementation in microcontrollers. The system is augmented with two uncorrelated normal
Gaussian white noises (NWGN ) called state and measurement noise. Finally, the equations
become:
xk = Axk−1 +Buk−1 + qk−1,
yk = Cxk + rk,
(2.4)
where qk ∼ N (0,Qk), rk ∼ N (0,Rk) are the state and measurement NWGNs with zero mean
and covariance Qk,Rk respectively. The state transition probability now reads as:
p (xk|xk−1) = N (xk|Axk−1,Qk) (2.5)
and the prior output probabilities are:
p (yk|xk) = N (yk|Cxk,Rk). (2.6)
The algorithm of state estimation given is performed in two stages:
• Initialization
For some initial guess x0, set the mean and covariance as follows:
x̂0 = E [x0] ,
P0 = cov (x0, x0) ,
• Prediction (for steps k = 1...∞)
p(x̂k|y1...yk−1) = N (x̂k|Axk−1 +Buk−1,P−k ).
• Measurement update
p(x̂k|y1...yk) = N (x̂k|Ax̂k−1 +Buk−1 + Kkek,P−k ),
p(yk|y1...yk−1) = N (yk|Cx̂k−1,Sk),
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where
ek = yk − Cx̂k is the innovation vector (i.e. measurement residual),
P−k = APk−1AT + Qk is the a priori (predicted) estimate covariance,
Sk = CPk−1CT + Rk is the innovation covariance,
Kk = P−k CTS−1k is the Kalman gain matrix,
Pk = P−k −KkSkKTk is the a posteriori (conditional) estimate covariance.
The situation becomes much more complicated if the system is non-linear. Further improve-
ments of Kalman filter are considered in the next sections.
2.3.2 Extended Kalman filter
Extended Kalman filter (EKF) is on of the simplest extensions of classical Kalman filter. A
non-linear model of a system in the following discrete form is considered:
xk = f (xk−1, uk−1) + qk−1,
yk = h(xk) + rk,
(2.7)
where f (xk−1, uk−1) is the non-linear state model, h(xk) is the measurement model. The
approach of EKF is based on linearization of system dynamics for Gaussian approximation
of (B.20) and (B.21). The algorithm is completely similar to that of Kalman filter except
that instead of matrices A and C, EKF uses linearization of (2.7) in the form:
A 7→ ∂
∂x
f (x, u)
∣∣∣∣∣
x̂k−1,uk−1
,
C 7→ ∂
∂x
h(x)
∣∣∣∣∣
x̂k
.
(2.8)
EKF is typically used for non-linear identification problems, but it may, however, undergo
estimation precision deterioration and even divergence in case of high non-linearities in the
system since it uses only first-order approximation (with a linearization term of Taylor series
expansion) to propagate the estimated mean and covariance of a GRV.
2.3.3 Unscented Kalman filter
Unscented Kalman filter (UKF) uses a set of sigma point to completely describe mean and
covariance of a GRV and updates it through a non-linear state model obtaining 2ndorder
approximation of non-linearities [65] while having the same computational complexity order
as EKF [66]. Besides some methods to address linearization problems (see, for example, [67]),
UKF does not require analytic computation of matrix Jacobian or Hessians matrices (2.8) at
all. UKF propagates sigma-points using model (2.7) exactly via so called unscented transform
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(UT). Given a mean and covariance, a properly chosen set of sigma-points is computed so
that their PDF with second central moments completely matches to those of the underlying
PDF, whatever it was [68]. A schematic illustration of UT is given on Fig. 2.6.
p p
True PDF
Original PDF Original sigma points Estimatedmean TruemeanTransformedsigma-points
Fig. 2.6: Illustration of UT applied to a 2-dimensional GRV
The algorithm of identification of the state vector in (2.7) with UKF consists of the following
steps [66]:
• Initialization
• Prediction (for steps k = 1...∞)
Compute 2n+ 1 sigma-points of the state as follows:
χ
(0)
k−1 = x̂k−1,
χ
(i)
k−1 = x̂k−1 +
√
n+ λ
(√
Pk−1
)
i
,
χ
(n+i)
k−1 = x̂k−1 −
√
n+ λ
(√
Pk−1
)
i
, i = 1...n,
where (•)i denotes the ithcolumn of a matrix and
√
P denotes matrix square root of a
matrix P satisfying:
√
P
(√
P
)T
= P and calculated via Cholesky decomposition;
λ = α2(n+ κ)− n is a scaling parameter with α and κ characterizing the spread of
sigma points around mean (chosen as tuning parameters).
Compute weights of the sigma-points:
W(0)m =
λ
n+ λ,
W(0)c =
λ
n+ λ + (1− α
2 + β) ,
W(i)m =
λ
2(n+ λ) ,
W(i)c =
λ
2(n+ λ) , i = 1...2n
with an additional parameter β which allows to incorporate any a priori knowledge of
the probability distribution of the state.
Perform time update of the sigma-points using the model (2.7):
χ
(i)
k|k−1 = f(χ
(i)
k−1, uk−1).
Compute the predicted estimate mean and covariance:
x̂k|k−1 =
2n∑
i=0
W(i)m χ
(i)
k|k−1,
Pk|k−1 =
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
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(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ Qk−1.
• Measurement update
Compute 2n+ 1 sigma-points of the state as follows:
χ
(0)
k|k−1 = x̂k|k−1,
χ
(i)
k|k−1 = x̂k|k−1 +
√
n+ λ
(√
Pk|k−1
)
i
,
χ
(n+i)
k|k−1 = x̂k|k−1 −
√
n+ λ
(√
Pk|k−1
)
i
, i = 1...n.
Perform measurement update of the sigma points:
Υ(i)k = h(χ
(i)
k|k−1).
Compute the predicted output mean and innovation covariance:
ŷk =
2n∑
i=0
W(i)m Υ
(i)
k ,
Sk =
2n∑
i=0
W(i)c
(
Υ(i)k − ŷk
) (
Υ(i)k − ŷk
)T
+ Rk.
Compute the cross-covariance of the state and measurement:
Ck =
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
) (
Υ(i)k − ŷk
)T
.
Compute the filter gain, conditional estimated mean and covariance given the actual
measurement yk:
Kk = CkS−1k ,
x̂k = x̂k|k−1 + Kk (yk − ŷk) ,
Pk = Pk|k−1 −KkSkKTk .
2.3.4 Adaptation algorithms for Kalman filter
The main drawback stays the same for both EKF and UKF and it lies in a priori knowledge
of the state and measurement noise covariance which may cause flaws in state estimation
and divergence [69]. Several approaches are successfully used to adapt Kalman filter to
get better convergence in case of estimation failures by increasing the noise covariance.
Many methods are based on noise statistic estimation. For example, a maximum likelihood
approach is used in [70] to adjust the measurement and/or the state noise covariance. Some
experimental results with adaptation of the noise covariance are given in [71]. Soken et al. [72]
applies multiple adaptation factors (or an adaptation matrix) in prediction of the estimate
covariance which depends on the innovation vector. This approach is mainly applied to address
sudden change in the noise covariance which result in significant increase of the residual
between the predicted and the measured output – estimation failure. The factor is computed
via covariance of the residual. A malfunction is detected via comparison of a statistical
function – a quadratic form of the residual and the predicted measurement covariance having
χ2-distribution with the number of degrees of freedom equal to the dimensionality of the
measurement vector – with a corresponding threshold. Although the proposed algorithm
can successfully fix failures in estimation, it does not imply adaptation when the statistical
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criterion is below the threshold, while the residual stays unsatisfactory for some purposes of
vehicle longitudinal dynamics identification. There are also some methods to use Kalman filter
itself as a noise statistic estimator – this is so called “master-slave” filter. For example, Cui et
al. [73] uses a combination of a particle filter and an UKF and proposes a method to reduce
high computational complexity of the particle filter. An approach based on the MIT rule
using partial derivatives of sigma points with respect to the state noise covariance diagonal
elements is proposed in [74] to recursively solve an optimization problem in terms of the
actual and computed innovation covariance. Nevertheless, calculation of partial derivatives is
of high computational complexity and might not fit conventional micro-controllers for CAN
networking with its relatively large sample times. Another approach of using an additional
Kalman filter as a noise statistic estimator is suggested in [75]. However, the complexity
of master-slave filters might be inappropriate for tractor microcontrollers. Many of noise
statistic estimators are based on some optimization problem. A maximum a posterior (MAP)
helps to update noise covariance by maximizing unconditional density function of estimate
[76]. There are also ways to adapt Sage-Husa estimators usually used for EKF to work with
UKF [77]. The designed algorithm adjusts the state and measurement noise covariance with
a certain fading factor. A similar procedure is suggested in [78], but with use of a moving
window method. Such methods are also used for adaptation of either Kalman matrix or
the prior estimate covariance which comprises a fading factor calculated via a windowed
innovation covariance. A fused estimation from multiple Kalman filters based on adaptive
fading helps to improve identification in case of asynchronous measurement [79]. On the other
hand, application of fuzzy logic for Kalman filters also demonstrated success in detecting
divergence and estimating of the state and measurement noise covariance. For example,
Abdelnour et al. [80] uses a fuzzy logic supervisor (FLS) to adjust a scaling factor in the
exponential weighting scheme for the estimate covariance. The mean and covariance of the
innovation are used to detect divergence and a FSL is turned on when they fail testing for
white noise. An approach using a so called degree of matching (DoM) between theoretical
innovation covariance and its estimated value (via windowed estimation) is suggested for
detecting estimation failures and increasing/decreasing either the state or measurement
noise covariance in [81]. This algorithm implies purely fuzzy logical adjustment of the noise
covariance. Somewhat similar method, but with help of a neural network, is proposed in [82],
this is a so called adaptive neuro-fuzzy extended Kalman filter (ANFEKF). A combination
of fuzzy systems with conventional adaptation algorithms for Kalman Filter can be met in
literature as well (see, for example, [83]). Here, a so called fuzzy logic adaptation system
(FLAS) is used to additionaly adjust tuning parameters of a suboptimal scaling matrix for
adaptation of the state covariance of a strong tracking uncented Kalman filter (STUKF) via
a so called degree of divergence (DoD) and the averaged magnitude of the innovation.
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traction control
In this chapter, the methodology of vehicle dynamics modelling is described. Modern
techniques for simulation of vehicle dynamics are based on a wide range of theoretical and
practical investigations. Subsequently, the models allow for comprehensive testing certain
control systems and their influence on dynamics of the vehicle. In the dissertation, the main
focus of simulation lies in longitudinal motion. The first part of the model is the tire-soil
interaction. It deals with determination of forces acting in the contact surface of the drive
train from a certain set of parameters characterizing the soil. In the second part, MBS blocks
of the vehicle and their connections are described. This part deals with building of vehicle
body and wheel DoFs and dynamic elements, e.g. tire stiffness, drive train friction etc.
3.1 Tire-soil interaction
This section describes forces acting on the tire from ground surface. First, vertical reaction
of the soil is considered together with soil dynamic properties in vertical direction. The
general-case diagram of wheel dynamics is illustrated on Fig. 3.1. The three components of
the soil reaction in the coordinate system (CS) of the wheel bottom are:
Fx is the longitudinal tire force (longitudinal component of the soil reaction),
Fy is the lateral tire force,
Fz is the vertical tire force,
and the torques are:
My is the wheel torque which consists of the rotational inertia, bearing friction torque, drive
torque and load torque,
Mz is the torque due to steering.
The wheel longitudinal velocity is denoted by vw, rotational speed is denoted by ωw and rd is
the dynamic rolling radius.
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Ground surface
Fig. 3.1: General diagram of forces and torques acting on a wheel
This diagram does not consider reactions of the vehicle body. Those are addressed as an
inner part of the model described in Section 3.2. The definition of slip is given as follows:
s = 1− |vw|
rd|ωw|
, if |vw| ≤ |rdωw|,
s = − 1 + rd|ωw|
|vw|
, if |vw| > |rdωw|,
(3.1)
where rd is the tire dynamic rolling radius (see the next subsection). Notice that formula
(3.1) is not defined at the point (v, ωw) = (0, 0), hence it suggested to use a small constant εs
for numerical stability and modify the formula as follows:
s = 1− |vw|
rd|ωw|+ εs
, if |vw| ≤ |rdωw|,
s = − 1 + rd|ωw|
|vw|+ εs
, if |vw| > |rdωw|.
(3.2)
Constant εs can be arbitrary small positive. On the other hand, the situation (vw, ωw) = (0, 0)
is irrelevant to vehicle dynamics since it corresponds to no-motion case.
3.1.1 Forces in wheel-ground contact
3.1.1.1 Vertical force
The main factor in the vertical component of tire-ground dynamics is the compressive stress
which eventually characterizes the static sinkage of the wheel. An empirical mathematical
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model of uniform soil pressure distribution under the plate in case of homogeneous soil was
derived by Bekker in [84]:
p(4z) =
(
kc
bp
+ kϕ
)
4zn, (3.3)
where 4z is the plate sinkage, kc and kϕ are the soil deformation friction and cohesion moduli
respectively, bp is the plate width and n is the soil deformation exponent. Fig. 3.2 illustrates
the measurement of soil pressure under the plate. This approach is used de facto in the most
of simulation models involving soil compressive stress. However, the model does not take
into account dynamical properties of soil.
F
Fig. 3.2: Soil pressure measurement
Some authors developed empirical models of soil compressive stress involving dynamical
properties. Grahn [85] introduced the sinkage speed into (3.3) with use of additional
parameters:
p(4z,4ż) = (kstat + kdyn4żm)4zn, (3.4)
where kstat =
kc
bp
+ kϕ and kdyn are the static and dynamic compressive stress moduli
respectively and m is the sinkage speed exponent. As in the previous case, the parameters
are estimated in repeated measurements using a setup similar to Fig. 3.2, but with varying
soil pressure. Furthermore, when the maximal sinkage and, thus, the equilibrium of the
system are reached, the vertical reaction of the soil is calculated as integral of the pressure
distribution over the tire-ground contact surface [84, 85]:
Fz =
x1ˆ
x0
btp(4z,4ż)dx = bt
x1ˆ
x0
(kstat + kdyn4żm)4zndx, (3.5)
where bt is the tire width and x is the longitudinal coordinate.
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3.1.1.2 Tire-ground surface geometry
In order to define the function 4z(x), a certain model of tire-ground contact surface geometry
must be assumed. To summarize, these models are of the following types [86, 10]:
(a) simple model;
(b) surrogate wheel diameter model;
(c) parabolic model.
Fig. 3.3 illustrates three models. The value of 4zmax stands for the maximal wheel sinkage,
4f and 4f ∗ denote tire radial deformation on a rigid surface and loose soil respectively.
D∗is the surrogate wheel diameter.(a) (b) (c)
Fig. 3.3: Geometric models of the tire-ground contact surface [10]
The model (a) consists of two sections: from point P1 to P2 there is a an arc of a circle
given by the tire unloaded radius and from P2 to P3 there is a horizontal line segment given
by a chord of that circle. More accurate model (b) involves a concept of the surrogate
wheel diameter. Namely, the real elastic wheel is substituted with a fictitious rigid wheel
of radius D∗/2. Model (c) assumes parabolic shape of the contact surface profile and in the
region P1 − P3 approximates model (b). However, models (b) and (c) differ in mathematical
treatment. Although, model (c) needs less computational power, some experimental and
simulation results with use of finite element method (FEM) showed better accuracy of circular
models (b) than that of parabolic models (c) [87, 88].
Assuming circular model (b), the geometry of the tire-ground contact surface can be described
by two parameters: θin and θout, which are the inner and outer angle respectively Fig. 3.4.
The corresponding coordinates x0 and x1 characterize the length of the contact surface and
4zout is the outer sinkage due to soil being pushed out by the wheel.
Thus, x-coordinate in the contact surface is defined as:
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Fig. 3.4: Soil pressure distribution in the tire-ground contact surface [11]
x =
√
D∗ (∆zmax −∆z). (3.6)
Differentiating it with respect to ∆z yields:
dx =
√
D∗
2
√
∆zmax −∆z
d (∆z) (3.7)
which by substituting into (3.5) and assuming 4ż is an independent variable gives
Fz = 2bt
√
D∗ (kstat + kdyn4żm)
3− n
3 ∆z
2n+1
2max . (3.8)
The parameters characterizing dynamical properties of the soil depend on moisture and are
computed according to Bolling [89]. First, the sinkage speed exponent is modified by:
m = m0 + δMMs, (3.9)
where δM is a regression factor and Ms = 0...1 is the soil moisture. m0 is the initial sinkage
speed exponent which does not involve moisture.
Likewise,
kdyn = kdyn0 + δkMs (3.10)
with another regression factor δk. kdyn0 stands for the initial dynamic compressive stress
module. The regressions factors are calculated from measurement with different soil moisture.
The tire radial deformation is given by the mathematical approach from Schmid [90]:
∆f ∗ = 4
(
D∗
D0
− 1
)
∆f 2
∆zmax
(
D∗
D0
)2 , (3.11)
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where D0 is the tire unloaded diameter.
Thus, the tire dynamic rolling radius is computed as follows:
rd = r0 −4f ∗, (3.12)
where r0 is the tire unloaded radius. In [10], the author suggests also iterative numerical
approaches to compute the tire radial deformation on a loose soil.
3.1.2 Longitudinal force
To illustrate the difference between soil reactions and forces exerted by the vehicle body on
the wheel, all three objects should be considered separately (see Fig. 3.5). The vehicle body
presses down the wheel with force Fz,axle which eventually acts on the soil as F
′
z. It exerts
opposite force Fz on the wheel with ∆lz as the horizontal offset of the vertical soil reaction.
The second component of the soil reaction is exerted by the drive torque Md, the resulting
force is the horizontal forceFh. This physical process exerts an opposite force on the wheel,
namely, reaction of the vehicle body, denoted by Fx,axle. Value Jw is the wheel moment of
inertia around the lateral axis. The point of application of the soil reaction is shifted in
direction of motion due to tire deformation.
Fig. 3.5: Forces and torques acting on the soil, tire and vehicle body
The equations of motion are, therefore, written as follows:
mwvw = Fh − Fx,axle,
Jwωw = Md − rdFh −∆lzFz,
(3.13)
where mw is the wheel mass. The term ∆lzFz is substituted by rdρiFz where ρi denotes the
rolling resistance coefficient due to tire deformation. The horizontal force is defined via the
horizontal force coefficient and the wheel load:
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Fh = µFz. (3.14)
As mentioned above, the behaviour of the horizontal force coefficientvary in a wide range
depending on soil conditions.
3.1.3 Zero-slip condition
Besides the horizontal force coefficient µ, there exists another factor κ which plays a crucial
role in dynamics of agricultural machines. This factor characterizes the traction force:
Ft = κFz. (3.15)
The traction force is the driving force of the vehicle. Renius in [1] defines it via the total
tangential force Md
rd
(or gross traction) as shown on Fig. 3.6.
Tangential force
Traction forceRolling resistance
Fig. 3.6: Definition of the wheel traction force by Renius [1]
Therefore, the traction force and thus motion of the vehicle is only possible when the tangential
force overcomes the rolling resistance. The difficulty of definition of a traction force lies in
certain zero-slip condition. It is complicated to directly measure the dynamic rolling radius.
Recent investigations on different zero-slip conditions by Kutzbach and Schreiber [12] address
certain issues of traction force definition. According to ASAE Standard S269.4, zero-slip
corresponds to zero traction force. In this case, the drive torque is only enough to overcome
the rolling resistance. Grecˇenko in his approach [91] distinguishes inner rolling resistance
Frr,i (due to tire deformation) from external Frr,e (due to soil deformation). The difference
between the gross and net traction (or tractive force) is illustrated on Fig. 3.7.
It follows that motion of the wheel is possible at point d at which the total tangential
overcomes both inner and external rolling resistance forces. In further sections forces exerted
on a wheel are considered in detail.
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Fig. 3.7: Gross and net traction (traction force) [12]
3.1.3.1 Soil shear stress
In motion on a loose surface, shear stress is crucial in origin of horizontal forces exerted
on a wheel in the contact surface. According to the well-known formula from Janosi and
Hanamoto [92], soil shear stress is approximated as follows:
τsoil,max = ccoh + p tan(ϕfr), (3.16)
where ccoh denotes soil cohesion stress and ϕfr is the soil inner friction angle. Shear stress as
a function of soil horizontal displacement j, is approximated with an exponent:
τsoil = τsoil,max
(
1− e
−j
K
)
, (3.17)
with K denoting the soil shear deformation modulus. The approach for computation of the
soil horizontal displacement in the contact surface is similar to that developed by Harnisch
[11]. The original formulas are:
j∗max =
tˆ
0
(ωwrd − vw)− |vw|
j∗max
lcont
dt, (3.18)
jmax = j∗max
D∗ (θout − θin)
2lcont
, (3.19)
j (θcont) = jmax
θcont − θin
θout − θin
, (3.20)
where the first formula describes the soil displacement due to the slip and the last formula
denotes the maximal displacement as a function of the contact surface angle between θin
and θout. Due to numerical issues of (3.1), Harnish suggests to use integral (3.18) to avoid
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computational instability. However, integrating by time introduces undesirable smoothing of
j∗max. In the model used in this dissertation it is supposed to compute slip by (3.2) and, thus,
to define j∗max as follows:
j∗max = slcont. (3.21)
Further, the contact surface angles are defined by the formulas:
θin = arcsin
(
1− 2∆zmax
D∗
)
,
θout = π − arcsin
(
1− 2∆zout
D∗
)
.
(3.22)
Harnisch [11] defines the tangential force in the contact surface by:
Ftan = bt
D∗
2
θoutˆ
θin
(ccoh + p (θcont) tan(ϕfr))
(
1− e
−j(θcont)
K
)
(3.23)
with p (θcont) substituted by average soil pressure p̄ which is equal to
p̄ = Fz
lcontbt
. (3.24)
Measurements show that ccoh and ϕfr do not vary significantly under multipass effect [11, 93]
so that the tangential force for rear wheels can be calculated using (3.23) with the same soil
parameters. Horizontal force is defined from (3.23) as an x-component of the tangential force
as follows:
Fh = bt
D∗
2
θoutˆ
θin
sin (θcont) (ccoh + p (θcont) tan(ϕfr))
(
1− e
−j(θcont)
K
)
. (3.25)
3.1.3.2 Rolling resistance
As stated above, rolling resistance forces are split into those of tire and soil deformation.
According to Mitschke [94], the inner rolling resistance force can be computed from the tire
flexing work by:
Frr,i =
π
2
ctireωw∆f ∗
dtirelcont
Fz, (3.26)
where ctire and dtire denote the tire radial stiffness and the damping constant respectively.
Ruff [86] suggests to substitute term ctireωw
dtire
with 0.1 for pneumatic tires. More important role
in off-road vehicles play external rolling resistance forces which are exerted due to deformation
of soil. Computation of Frr,e depends on certain geometric model of the contact surface.
Using a cylindrical tire-ground surface geometry and soil deformation work, the external
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rolling resistance can be computed as follows [86]:
Frr,e =
btkstat
n+ 1
Fz
(
n
2 + 1
)
btkstat
√
D∗

2n+2
2n+1
. (3.27)
Finally, using the definition of the traction force according to the zero-slip condition given in
[12] term Frr,e must be subtracted from the horizontal force
Ft = Fh − Frr,e,
mwvw = Ft − Fx,axle,
Jwω̇w = Md − rd (Ftan + Frr,i) .
(3.28)
In addition, the last equation should include the fluid friction characterized by fdrive, so that
it becomes:
Jwω̇w = Md − fdriveωw − rd (Ftan + Frr,i) . (3.29)
3.2 Vehicle body and wheels
Methodology of optimal slip control is tested with a model of the tractor RigiTrac EWD 120
with an electrical drive train (see Fig. 2.4 of Chapter 2). The front part of the tractor is
able to rotate in the lateral plane relative to the rear part thus introducing one extra DoF.
Therefore, traditional method of manually writing down differential equations of motion is
difficult and alternative computer-aided software approaches can be more efficient. One of
them is MBS which is used in the dissertation to build the vehicle body and wheels. On
the other hand, the goal of vehicle dynamics modelling in this dissertation is to develop a
modular concept containing several blocks which can be easily substituted or modified. While
adding new parts to the model (for example additional axles, front/rear mounts, trailers etc.)
require modification of differential equations of motion for existing parts, modular approaches
like MBS allow for more intuitive methodology by concentrating entirely on newly added
parts and leaving the existing ones as they are. This provides better expandability.
3.2.1 Short description of Multi-Body-Simulation
MBS is a computer-aided Lagrangian formalism-based approach to model mechanical systems
consisting of multiple parts. Each body in a system is considered in its connection to
other parts via different types of joints. Therefore, free particles and bodies are not in the
field of interest in usage of MBS. Each joint characterizes a set of kinematic constraints of
relative motion of adjoining bodies. Reaction forces in joints are computed in MBS-systems
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automatically, but the user is able to define external forces and torques on bodies as well
as on joints. One of the most well-known MBS-software is MATLAB©/SimMechanics™. The
functional diagram of a typical model in this case is given on Fig. 3.8.
Environment:fgravitationfvector,fsimulationfsettings,fworldfCS
6fDoFsJointfIC
Body0BodyfIC
Motion
Bodyfforcesandftorques
Constraints Joint1 Joint2
Body2Body1
Jointfsensors
Bodyfsensors
Jointfforces
CommandfsignalsMeasurementsConnections
Fig. 3.8: Diagram of a typical model in MATLAB©/SimMechanics™
The main body denoted by Body0 is connected with the environment by a joint with certain
DoFs. In case of vehicle dynamics, this joint has no constraints so that motion in each
of 6 spatial DoFs is free. Arrows show the relation of a couple of bodies connected by a
joint. In particular, an arrow starts at a base and points at a follower. That means that
a follower moves relative to the base body according to joint DoFs. Dotted lines represent
input signals for blocks and dashed lines are output signals, i.e. measurements. Each joint
and body may have initial conditions (IC) which are initial positions and velocities relative
to corresponding DoFs. For each block, its position, velocity, acceleration can be measured
by a sensor. For bodies, angular velocity, acceleration and rotation matrix are also available,
while for joints reaction forces can be measured. Constraints of a body set certain kinematic
conditions which restrict its movement. Bodies and joints are actuated with force signals
given by three component vectors in the world or local CS. In addition, bodies can also be
actuated with a torque, while joints can be moved by kinematic signals (block “Motion”).
A body itself has a structure illustrated on Fig. 3.9
Besides mass, each body also contains inertia tensor as 3 × 3 matrix which is typically
diagonal and represents moments of inertia around three coordinate axes associated with the
CG. It is also possible to connect force elements, which are spring and dampers, to bodies
and joints. Further, equations of motion are given as follows [95]:
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Joint2 Joint1
Joint3
Joint4
Joint5
CGJoint0
CS1CS2
CS3 CS4 CS5
Fig. 3.9: Structure of a body in MATLAB©/SimMechanics™
q̇ = H̃ (q) v,
M (q) v̇ = f (t,q, v) + H̃ (q)GT (q, t) λ̃,
g (q, q̇) = 0,
(3.30)
where q denotes configuration coordinates, v are corresponding velocities, H̃ (q) is the system
matrix (identity in simple cases), M (q) is the mass matrix, f (t,q, v) represents centrifugal,
Coriolis and external forces, term H̃ (q)GT (q, t) λ̃ together with Lagrange multipliers λ̃
3.2.2 Vehicle body and wheel models
As stated above, the tractor RigiTrac EWD 120 consists of two parts which move relative to
each other. Other bodies of the model are wheels and implements. An illustration of the
RigiTrac EWD 120 MBS-model together with general geometric parameters is given on Fig.
3.10.
On the diagram, each wheel is denoted by a subindex of two letters where the first letter is
either F (“front”) or R (“rear”) and the second is either L (“left”) or R (“right”). Subindices
FI and RI stand for “front implement” and “rear implement”. The rear part of the vehicle
body is used as a reference and motion of the rear wheels and front part is shown relative to
it. Each wheel rotates around its local lateral axis. The rear wheels have vertical DoF due to
the suspension. DoFs of the front wheels are shown relative to the front part of the vehicle
body. Again, the wheels can rotate and move in vertical direction. Steering is implemented
as a rotational DoF around the local wheel z-axis. The implements are fixed to corresponding
parts of the vehicle body – no relative dynamics of them are considered. The draft force acts
at the CS of the rear vehicle body part given by coordinates (− (lr + ld) , 0,− (hCG − hd))
translated from CGrear (not shown on the diagram) and has pitch angle γd.
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x
y
z
6 DoFs
CGRL
CGRR
CG0CGrear
CGfront
CGFL CGFR
CGRI
CGFI
Suspension
Fig. 3.10: Diagram of the RigiTrac EWD 120 model in MATLAB©/SimMechanics™
3.2.3 Wheel structure
A tractor wheel in MBS has a more complicated structure than that of the vehicle body
itself due to the radial stiffness and combined DoFs of revolution and steering. The difficulty
of building a wheel in MATLAB©/SimMechanics™lies in the fact that external forces are
exerted at the bottom, but they also act on the same CS which moves as the wheel rotates.
Due to that, the CS, where the forces act on, stays no longer at the wheel bottom as motion
starts. To avoid that, two separate bodies are used in the model one of which represents the
wheel mass (and has near-zero moments of inertia) and other represents the wheel rotational
inertia (and has near-zero mass). The first body has its CG and thus mass concentrated at
the wheel center. In addition, it has a CS with relative coordinates (0, 0,−r0) and is always
located at the wheel bottom. Therefore, the torque is exerted on the rotational inertia part
of the wheel, while the force - on the massive part. Components of the force vector are given
in the local CS corresponding to the wheel bottom and do not require transformation from
the world CS by rotation matrices. Also wheel hinge friction is introduced as a force element
used in the joint connecting the vehicle body and the rotational inertia part. On the other
hand, there is another problem which is associated with tire radial deformation. In a body,
a CS does not move relative to the CG, i.e. a body is rigid. That means that the wheel
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bottom CS will only correspond to the actual wheel bottom, if the wheel is rigid. If the
wheel is deformed, the actual wheel bottom will be lower than the corresponding CS. To
circumvent this, two joints are suggested to connect a wheel with the vehicle body: one is
fixed and another has a vertical DoF which represents tire radial deformation. Further, the
second joint is actuated with a non-linear spring force with a spring constant depending on
the wheel vertical load. Both joints have a rotational DoF around the lateral axis to enable
wheel revolutions. In addition, one more vertical DoF is introduced to model the suspension.
The scheme on Fig. 3.11 illustrates the wheel model.
Fixed
Vehiclebody
Tirevspringvforce
Sensor
Wheelvmass
Wheelvbottom
Tirevradialstiffness
Joint3
Joint4
Joint2
Contactvforce
Joint1
Wheelvrotationalinertia
Sensorpositionvelocityacceleration
Sensor
Torque
Hingevfriction
Wheelvrevolution Sensor
Suspensionvspringvforce
Fig. 3.11: Diagram of the wheel model in MATLAB©/SimMechanics™. Dash-dotted lines
represent force or torque signals, dashed lines are measurements. Arrow point in
direction body-follower
For sake of clarity, the motion on a rigid surface is considered to describe behaviour of the
wheel. At the beginning of simulation, the vehicle’s CG is at the position (0, 0, hCG) and
wheels are not deformed. The wheel bottom B corresponds to that of an unloaded wheel. As
vertical load comes, the auxiliary body A2
Each wheel contains the planetary gearing with inertia Jg and the electrical motor with
mechanical inertia Jm around the lateral axis, therefore, the total wheel moment of inertia is
given as a sum of tire and rim inertia Jr with those components:
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Joint4
Joint5
Steering (Ackermann)angle     
Joint2
Fig. 3.12: Scheme of the steering model
Jw = Jr + Jg + i2gJm, (3.31)
where ig is the planetary gear ratio.
3.3 Stochastic input signals
Input signals which are introduced into the model are:
(a) field microprofile;
(b) draft force;
(c) drive torque.
Field microprofile is understood as vertical irregularities of the path, which the vehicle travels
on and which have height about several times smaller than the wheel radius. In this sense,
they differ from properties of the landscape such as hills and valleys which are commensurate
with the tractor size. It is well known that field microprofile has a great impact on tractor
dynamics [13] including traction performance, efficiency, stability and handling. The same is
true for draft force. Numerous measurements show that it must be considered as a stochastic
process [13, 96, 41] due to irregularities in physical and geometric properties of soil. A
typical measurement of draft force is given on Fig. 3.13. One can conclude that stochastic
components of it are difficult to model via some empirical formulas.
In particular, one can analyze the well-known empirical formula from Gorachkin for compu-
tation of draft force. The formula itself is given as follows [13, p. 152]:
Fd = µmgmm + bmhm
(
km + cmv2
)
, (3.32)
where µm
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Fig. 3.13: Measured draft force of a tractor with 60 kW engine power working with a disc
harrow [13]
Typical field microprofile is shown on Fig. 3.14. Several authors claim that path microprofile
is classified as a stationary stochastic process [97]. That means that microprofile spectrum
does not depend on an initial point where the tractor starts its motion on the field.
Distance, m0 5 10 15 20 25
Micropr
ofile,mm
100
-100
0
-50
50
Fig. 3.14: Representative field microprofile on a stubble. Linear trend is removed
Lurje [98, 14] carried out a comprehensive research in the field of stochastic dynamics of
agricultural machines. In particular, field microprofile realizations from [14] (shown on Fig.
3.15) have are comparable with Fig. 3.14.
According to the data illustrated in this section, the nature of field microprofile and draft
force can be understood as coloured noise. A model of tractor dynamics is not complete
and accurate if these signals are not simulated properly, i.e. if they do not imply stochastic
properties. Moreover, simplified models, such as NWGN generators, are not appropriate.
Therefore, (3.32) should be augmented with an additive coloured noise which represents
stochastic character of cm and the landscape (global map of the field
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Dirt roa
d
Field
Micropr
ofile
Fig. 3.15: Realizations of microprofile of a field and dirt road from [14]
In Fig. 3.15, inclined lines schematically show behaviour of low-frequency components. Lines
3 show realizations with removed trend. In both cases, the standard deviation was about
4.3...4.6 cm. The third signal, drive torque, is provided by the slip control system (see Chapter
5), when it is active, or by imitation of the driver in a from of a simple PI-controller, the
coefficients of which are chosen empirically. This block receives residual between the current
measured travelling velocity and the reference. Control signal is distributed on axles in such
way that the rear and front wheel speeds stay equal, i.e. imitating a differential between
axles.
3.3.1 Influence of trend and low-frequency components
Description of the terms used in this section is given in Appendix B. As it was mentioned
in the previous section, realizations of the field microprofile and draft force typically have
linear trends and, in general, low-frequency components. These come from properties of the
landscape and other large-scale factors. In fact, it is purely a question of classification, which
irregularities are recognized as “micro” or “macro”. Some investigations [96] show that short –
shorter than 560 m with velocity of 9 km/h – measurements of realizations cannot be classified
as stationary processes. On the other hand, it is claimed that further increase of measurement
distances involves other lower-frequency components in spectra. Therefore, Kutkov [96]
suggests to choose value of about 70...100 m for statistical analysis. While the question of
stochastic process classification remains open in the field of agricultural machinery, numerous
measurements [13] show that the field microprofile and draft force at least have normal PDF.
In this dissertation, it is suggested to use techniques for decomposition of realizations into
stationary and non-stationary parts, i.e. trends. The reason is that large-scale changes in
realizations stay beyond purposes of stochastic process modelling. These must be simulated
separately, for example, as a landscape in case of the path profile. In general, there are no
exact numerical criterions for classification of a process as wide-sense stationary (WSS, see
Appendix B), if classification is performed on realizations
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In this dissertation, the classification step is omitted, all processes are assumed to be non-
stationary and each realization should be decomposed via the following scheme:
• a trend is recognized as low-frequency components such that the entire realization
contains less than 5...6 oscillatory periods of them;
• all low-frequency components are combined into one polynomial model:
ȳ (x) =
l∑
k=0
p0x
k; (3.33)
• the trend is subtracted from the realization.
Notice that polynomial (3.33) has at most l − 1 extreme points. Each pair of extreme points
of one kind (i.e. both minima or maxima) represent one oscillatory period
Period1 Period2
Realization length
Original
Detrended
Fig. 3.16: Realization decomposition
The trend model is computed using polynomial approximation by means of Vandermonde
matrix for data-vector x =
(
x1 · · · xn
)T
:
V =

1 x1 · · · xl−11
1 x2 · · · xl−12
... ... . . . ...
1 xn · · · xl−1n

. (3.34)
Further, the following matrix equation is solved:
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V p = x, (3.35)
where p is the polynomial coefficient vector. Realizations with removed polynomials trends
are used to model WSS ergodic processes. Alternatively to the aforementioned methodology,
one can start with the PSD of a relevant signal, for example, given in literature, if realizations
are not available. In this case, the lowest frequency should be computed according to the
length of simulation, i. e. with a rule: at least 5-6 periods in a realization. The components
below this frequency should be reduced, for example, by applying a high-pass filter.
3.3.2 Modelling stochastic signals
The goal of stochastic signal modelling is to reproduce some random data sequence with
particular properties. The set of these properties depends on a type of the stochastic signal.
For example, for stationary processes, it suffices to consider only the correlation function or
the spectrum since they are related to each other (see (B.17)).
There are many methods of modelling stochastic input signals. Some of the most well-known
are:
• canonical expansion,
• non-canonical expansion,
• shaping filters.
The canonical expansion methods are comprehensively described in [99]. Here, only brief
details are discussed. One starts with a so-called canonical expansion of some stochastic
process x(t) with zero mean:
x(t) =
∞∑
k=1
Vkϕk(t), (3.36)
where Vk are uncorrelated random coefficients with zero mean and variances σ2k, ϕk(t) are some
deterministic functions. The goal of modelling lies in finding these parameters and functions.
In general, this task is complicated and used rather in theoretical investigations. Only for
cases of WSS-processes with rational PSD, finding of σ2k, ϕk(t) is practically possible. However,
restricted to discrete case, the problem becomes simpler. Supposing, the autocorrelation
function Rxx(t, τ) of the process x(t), which should be modelled, is known or estimated.
Then, the autocorrelation function R∗(t, τ) of the modeled stochastic process must coincide
with the given one at some N knots:
R∗xx(tk, τl) = Rxx(tk, τl), n = 1...N,m = 1...N. (3.37)
Pugachev in [99] showed that these conditions are satisfied by N members of the series (3.36).
Moreover, variances and functions ϕk(t) can be found with the following recursive formulas:
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σ21 = Rxx(t1, τ1),
ϕ1(t) =
1
σ21
Rxx(t1, τ1),
σ2k = Rxx(tk, τk)−
k−1∑
i=1
σ2iϕi(tk), k = 2...N,
ϕk(t) =
1
σ2k
(
Rxx(t, τk)−
k−1∑
i=1
σ2iϕi(t)ϕi(tk)
)
, k = 2...N.
(3.38)
The disadvantage of such method is that with large N , it requires much computational
resources. Chernetsky in [100] improved this methodology via so-called non-canonical
expansions. Contrary to the previous method, non-canonical expansions do not require
large number of knots to reproduce given characteristics of the stochastic process with high
accuracy. The canonical expansion (3.36) is linear in parameters Vk while non-canonical
expansions use non-linear functions of random variables. One of the simplest models is a
sinusoid:
x(t) = a sin (ωt+ ϕ) , (3.39)
where a, ω, ϕ are random variables. To reproduce the given autocorrelation function, phase
ϕ must have uniform PDF on [−π, π]. Random parameter ω is defined in such way that
averaging all possible outcomes of the model (3.39) would reproduce the given PSD Sxx(ω).
Therefore, PDF of ω must satisfy:
pω(ω) =
Sxx(ω)
Rxx(0, 0)
, (3.40)
where division by Rxx(0, 0) is needed for normalization. Random amplitude a should have
variance equal to Rxx(0, 0). Besides advantages of such approach, signals modeled with (3.39)
are non-ergodic.
All the problems of these methods can be, in some sense, overcome with use of a shaping
filter. It is based on “forming” a stochastic signal with desired PSD from NWGN. The most
often practically used filters are linear since they don’t affect basic properties of stochastic
signals on their input like being WSS and/or ergodic. NWGN is one particular case of a
stationary ergodic stochastic process. More theory of shaping filters is given in [101]. A
general scheme of a linear shaping filter is shown on Fig. 3.17.
There are several methods of finding filter’s transfer functionW (s) with needed properties.
MATLAB©/System Identification Toolbox™has options to identify linear models in frequency
domain [102]. In this case, a realization of NWGN is used as input and a realization of the
stochastic process is used as output. The frequency response of the filter can be defined
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NWGN Colored noiseShaping filter
Fig. 3.17: Scheme of the shaping filter method. Complex variable is denoted by s
non-parametrically as a discrete sequence of knots. More details of these methods are given
in [103, Chapter 6]. This dissertation uses a somewhat similar methodology of modelling
stochastic signals. It also works in frequency domain and assumes a discrete sequence of
knots of a given PSD as input. This sequence is used to obtain parametric model of the PSD.
The steps of the approach are summarized in the following list:
(a) estimation of PSD of signals which should be modeled;
(b) approximation of the estimated PSD;
(c) computation of the shaping filter transfer function coefficients.
There exist several methods of estimating PSD. In particular, one can first estimate autocor-
relation function using the following formula:
R̂xx [l] =
1
(N − l)σ2x
N−l+1∑
k=1
(x (tk)− x̄) (x (tk+l)− x̄) , l = 1...L (3.41)
where N is the number of samples in data, L < N is the time lag index. By using
Wiener–Khinchin theorem, one can compute PSD. Practically, usage of formula (3.41) is
restricted to relatively small time lags. Instead, one can start with estimating PSD. Usually,
this is performed by computing periodograms:
∣∣∣∣X [n] ∣∣∣∣2 =
∣∣∣∣∣∣ 1√2πN
N∑
k=1
x (tk) e−ikn/N
∣∣∣∣∣∣
2
, n = 1...N. (3.42)
Smoother estimates can be obtained which are appropriate for approximation. In this case,
realizations x (tk) , k = 1...N are divided into segments which can be, in general, overlapped.
Each segment is multiplied by a so-called window function which is usually used to “amplify”
the segment “in the middle” and to “weaken on tails” (since overlapping is used). For these
purposes, there are many methods with different window functions. In the dissertation,
Welch’s method [104] was used. At the second step, the following analytic function is
approximated:
S∗xx (ω) =
∑M
m=0 bmω
2m∑N
n=0 anω
2n ,M < N, (3.43)
where bm,m = 0...M and an, n = 1...N are the unknown parameters. Approximation is
performed with Levenberg–Marquardt algorithm [105] by unconstrained minimization of the
following quadratic cost function for some set {ωk} , k = 1...K of frequencies:
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J (ωk) =
K∑
k=1
(
Ŝxx (ωk)− S∗xx (ωk)
)2
, (3.44)
where Ŝxx (ω) is the previously estimated PSD. Further, zeros and poles of (3.43) are denoted
by αn, ᾱn, n = 1...N and βm, β̄m,m = 1...M respectively
S∗xx (ω) = S+xx (ω)S−xx (ω) , (3.45)
where S+xx (ω) , S−xx (ω) have zeros and poles with positive and negative imaginary parts
respectively. Hence, (3.43) is written as:
S∗xx (ω) =
bM
aN
∏M
m=1 (ω − βm)∏N
n=1 (ω − αn)
·
∏M
m=1
(
ω − β̄m
)
∏N
n=1 (ω − ᾱn)
. (3.46)
Substituting ω with −is in the first and is̄ in the second fraction yields:
S∗xx (−is) =
B(s)B(s̄)
A(s)A(s̄) =
∣∣∣B(s)∣∣∣2∣∣∣A(s)∣∣∣2 (3.47)
with
B(s) =
√
bM
aN
M∏
m=1
(s− gn) (3.48)
and
A(s) =
N∏
n=1
(s− hn) , (3.49)
gm = iβm,m = 1...M and hn = iαn, n = 1...N . Therefore, using the property of linear
systems:
Syy (ω) = Sxx (ω)
∣∣∣W (iω)∣∣∣2, (3.50)
where W (iω) denotes the linear system’s transfer function with s = iω, Sxx(ω), Syy(ω) are
the PSD of input and output respectively, one obtains a stable filter:
W (s) = B(s)
A(s) , (3.51)
which outputs a signal with desired PSD from NWGN. Details of modelling the draft force
and field microprofile are given in Appendix B.
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3.4 Further components and general view of tractor model
The model of the tractor includes besides the vehicle body, wheels, contact dynamics and
input signal generation also models of the diesel engine and electrified drive train. In this
section, components, which were mentioned in Section 2.2, are briefly discussed. General
view of the tractor model is given on Fig. 3.18.
Fig. 3.18: RigiTrac EWD 120 model in MATLAB©/SimMechanics™
3.4.1 Generator, intermediate circuit, electrical motors and braking
resistor
There are, in general, several levels of abstraction when considering models of the electrical
drive. In particular, one can model dynamics of the rectifier, i.e. IGBTs, and inverters by
means of direct torque control. On the other hand, there is a practice of using simplified
equivalent circuits in agricultural engineering (see, for example, [54]). In this case, the
dynamics of the IGBTsis neglected. In general, their switching dead time is chosen small
enough to fulfil control needs. Unnecessary large dead times are not recommended (see [106]
for detail). The simplified model includes the generator, represented by just one phase, the
intermediate circuit, which is a resistance and a capacitor connected in parallel, the braking
resistor and electrical motors connected in parallel. The electrical equivalent scheme of the
generator-motor is shown on Fig. 3.19.
According to DTC, one can determine the torque from the current and flux linkage. Since
these details are omitted, it was suggested to model the motor torque via just the torque rise
time τr which was measured in a test stand. Further, one calculates the motor current iIC
from the mechanical power divided by the electrical efficiency ηe and voltage uIC. The motor
winding inductance and resistance are indirectly modelled in the coefficient ηe and the torque
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M3~G3~
Controlledby
Sbr
Fig. 3.19: One-phase equivalent scheme of the electrical wheel drive
rise time τr. The generator produces voltage ugen which depends on its revolution speed.
The electrical motor and the generator are connected by means of the intermediate circuit
consisting of a resistance and capacitor for smoothing the signals. When voltage uIC raises
up to the critical value, the braking resistor is activated, i.e. switch Sbr is locked and the
current in the intermediate circuit iIC is summed with the braking current ibr. The dynamics
of the generator is defined as follows:
i̇gen =
1
Lgen
(ugen − igenRgen − uIC) . (3.52)
The generator voltage ugen depends linearly on the generator revolution speed which is equal
to the engine speed nDE:
ugen = kunDE. (3.53)
The dynamics of the electrical motor is modeled as a first-order system with the torque rise
time τr as the time constant:
ṀEM =−
1
τr
(MEM −Mcon) ,
Md =igMEM,
(3.54)
where Mcon is the command from the driver or TCS and MEM is the electrical motor torque.
Further, depending on the phase of motion, i.e. acceleration or braking, two modes of
functioning of electrical motors are possible:
iIC =
PEM
ηeuIC
, acceleration, PEM = ωEMMEM > 0
iIC =ηe
PEM
uIC
, braking, PEM < 0,
(3.55)
where ηe is the electrical motor efficiency. The second mode is necessary to convert excessively
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generated electrical energy into heat. The dynamics of the intermediate circuit is written as
follows:
u̇IC =
1
CIC
(igen − iload) . (3.56)
Finally, state of the braking switch defines the load current:
iload =
N∑
n=1
iIC,n, Sbr is open, uIC goes overu1,
iload =
N∑
n=1
iIC,n + ibr, Sbr is closed, uIC goes belowu0,
(3.57)
where summation goes over all electrical motors, i.e. n = 1...N,N = 4 for 4WD vehicles, and
the braking current is defined as:
ibr =0, Sbr is open, uIC goes overu1,
ibr =
uIC
Rbr
, Sbr is closed, uIC goes belowu0.
(3.58)
Conditions of (3.57) and (3.58) describe functioning of a relay which is turned on when the
intermediate circuit raises above threshold u1 turned off when it falls below u0.
3.4.2 Diesel engine
The approach, which is used for modelling the diesel engine, is relatively simple. The dynamics
of the engine reads as:
ω̇DE =
1
JDE
(MDE −MDE,l) , (3.59)
where JDE is the inertia of diesel engine moving parts around the lateral axis of the engine,
MDE,MDE,l are the input and load torques respectively. The diesel engine revolution speed it
controlled by means of a PI-controller with anti-wind-up. The input torque is limited by the
diesel engine torque-speed characteristic (see Appendix E). The reference diesel engine speed
was set up according to the power demands of the drive train. Details are given in [4].
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4.1 Description of identification approaches
In this chapter, aspects of design of the identification system for traction parameters are
discussed. At the first step, comparison of several possible approaches of parameter estimation
is carried out. A very basic approach is just neglecting the wheel and vehicle dynamics
and computing the traction parameters as in a static phase. Further approaches are EKF
and UKF. According to Section 2.3.4, they may undergo loosing convergence in case of a
measurement failure. These phenomena must be taken into account when dealing with tractor
dynamics since data provided by sensors are imperfect. Furthermore, a vehicle may undergo
change of soil conditions and dynamical phases with different amplitudes of oscillations of
the wheel speed and the travelling velocity due to stochastic inputs as discussed in Section
3.3. These considerations can be summarized as adjustment to the environment. Since the
most of the adaptation approaches for EKF and UKF are based on addressing measurement
failures, they must be improved to address changes in the environment. For these purposes,
a new fuzzy supervisor is suggested works together with a conventional adaptation algorithm.
The methodology involves, besides the innovation vector, the measurement itself to adjust
the noise covariance in case if the filter operates normally. Usage of the measurement to
adapt the Kalman filter can be met in [107] where a fuzzy logic system produces a fuzzy-
adaptive parameter for the estimate covariance depending of which state the system is in.
As the basic approach, the suggested methodology uses an UKF since it the most advanced
variant of Kalman filter. The adaptation mechanism to address measurement failures is an
option of some known methods which use multiple fading factors. Usually, these methods
imply adaptation of the innovation covariance Rk (see Section 2.3.4). In this dissertation,
adaptation is adjusted for use of the state noise covariance Qk−1. It is done to distribute
fading factors so that they correspond not only to the wheel speed and vehicle velocity, but
to the parameters of the horizontal force coefficient. The details are given below. Further,
the adaptation mechanism is augmented with a fuzzy logic system which tracks changes in
vehicle dynamics and boosts accuracy of parameter estimation. An adaptive UKF is further
denoted as AUKF. The new approach is denoted as AUKF-FS [108]. It can be noticed that
addressing measurement failures can be performed outside of the Kalman filter as well. For
this purpose, there are many approaches, e. g. median filter, Hampel filter etc. They are
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not considered in this dissertation separately. It is assumed that such scheme is equivalent
to adaptive EKF or UKF. As alternatives to the AUKF-FS, ordinary EKF or UKF with
finely tuned innovation and state noise covariance Rk and Qk−1 are discussed. They are
denoted further as EKF+Par and UKF+Par respectively. Comparison of all approaches is
made empirically in a form of a table with a list of the following characteristics:
• Dyn – addressing dynamical components,
• Comp – computational complexity,
• Fail – addressing of measurement failures,
• Envir – adjustment of parameters according to changes in environment,
• Accur – accuracy of estimation.
Each approach has been granted with a corresponding ranking for each characteristic from 0
to maximal 5 points. Characteristics Dyn, Fail, Envir are self-explanatory and have only two
rankings “yes” – 3 for Dyn, 4 for Fail, Envir – or “no” – 0 points. Evaluation of computational
complexity of different Kalman filters is based on results from [66]. The ranking is given in
reversed order. The static estimation has the lowest computational complexity. EKF and
UKF have the same ranking of Comp. Adaptation requires more computational resources
decreasing the ranking by 1 point and additional fuzzy mechanism decreases Comp by 1 more
point. Characteristic Accur is based on numerous simulation tests which are presented in
literature on Kalman filter. It is assumed that the AUKF-FS provides better accuracy than
the AUKF – at least as an UKF with finely tuned parameters. The results of comparison are
summarized in Table 4.1. Comments are given further.
Table 4.1: Comparative table of some identification approaches
Stat. EKF UKF AUKF AUKF-
FS
EKF+
Par
UKF+
Par
Dyn 0 3 3 3 3 3 3
Comp 5 4 4 3 0 4 4
Fail 0 0 0 4 4 0 0
Envir 0 0 0 0 4 0 0
Accur 0 1 2 2 3 2 3
Sum 6 8 9 12 14 9 10
The first method, the static one, has poor accuracy and cannot address measurement
failures and changes in environment. Both the EKF and the UKF have the same ranking
of computational complexity as it was mentioned in Section 2.3.3. The UKF has slightly
better accuracy. The AUKF can also address measurement failures (4 points). The EKF
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and the UKF with finely tuned parameters can achieve better estimation quality, but cannot
address changes in environment and measurement failures. On the other hand, the AUKF-FS
has all the advantages of the previous approaches. The cost of it is increased computational
complexity. To conclude, the AUKF-FS has a winning combination of rankings.
4.2 Vehicle model
The identification approach is based on a model of vehicle dynamics. The model is given in a
form appropriate for purposes of parameter estimation. First, the measurement signals for
the identification are recalled:
• wheel revolution speed;
• vehicle velocity;
• front wheel vertical load and/or draft force.
The first two are used as model outputs and the third is an auxiliary signal vector. It
represents outer variables, dynamics of which is not separately considered in the identification
system for longitudinal motion. Is is suggested that all wheel vertical loads are measured or
estimated as well as the draft force (see Section A.2 for detail).
4.2.1 Vehicle longitudinal dynamics
First, forces acting on a tractor in longitudinal motion are considered (see Fig. 4.1). Forces
Fh,RL,Fh,RR, Fh,FL,Fh,FR are the tire horizontal forces on the Rear Left and Right, Front
Left and Right tires respectively, F xrr,e are the external rolling resistance forces in the same
order, Fd is the draft force
CG
Fig. 4.1: Longitudinal forces acting on a tractor
From the force diagrams on Fig. 4.1 and on Fig. 3.5 of Chapter 3, longitudinal dynamics of
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the vehicle is described as follows:
mv̇ = Fh,RL + Fh,RR + Fh,FL + Fh,FR − Fd−
F xrr,e,RL − F xrr,e,RR − F xrr,e,FL − F xrr,e,FR
. (4.1)
In longitudinal motion, the external rolling resistance force coincides with its x-component:
Frr,e = F xrr,e. The horizontal force is defined as Fh = µFz according to (1.3) and slip is defined
as it was done in Chapter 3, formula (3.2):
s = 1− |v|
rd|ωw + εs|
, if |v| ≤ |rdωw|,
s = − 1 + rd|ωw|
|v|+ εs
, if |v| > |rdωw|.
(4.2)
The external rolling resistance force reads as:
Frr,e = ρeFz, (4.3)
where Fz is the wheel load. For the whole vehicle, this force is defined as:
Frr,e = ρeFg, (4.4)
For the identification system, some model of the horizontal force coefficient must be assumed
to capture non-linear behavior of µ (s). Dynamical models, like LuGre model (see Section
2.3), require more computational resources, than static ones, but provide better accuracy
in near-zero slip. This situation is not important for optimal slip control. Therefore, it is
reasonable to use a static model which is more convenient for tractor microcontrollers. The
formula is a slightly changed variant from [23, p. 319]:
µ(s) = a0 − c0e−b0s − c1e−b1s. (4.5)
where a0, c0, b0, c1, b1 are the unknown parameters. Two exponents in (4.5) are supposed to
capture different behavior in the low- and in the high-slip range. Finally, equation (4.1) can
be rewritten as:
mv̇ =
N∑
α=1
(
a0,α − c0,αe−b0,αsα − c1,αe−b1,αsα
)
Fz,α − ρeFg − Fd, (4.6)
where summation goes over all α = 1...N wheels.
4.2.2 Wheel rotational dynamics
The dynamics of the wheel revolution speed according to (3.29) is written as follows:
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Jwω̇w =Md − fdriveωw − rd (Ftan + Frr,i) ⇐⇒
Jwω̇w =Md − fdriveωw − rdµFz − rdρiFz ⇐⇒
ω̇w =
1
Jw
(Md − fdriveωw − rdFz (µ+ ρi)) (4.7)
Here, the definition of the inner rolling resistance coefficient was used: ρi = Frr,iFz . The wheel
load torque reads as: Ml = rdFz (µ+ ρi). The model of the wheel drive torque from Section
3.4.1 is recalled:
ṀEM =−
1
τr
(MEM −Mcon) ,
Md =igMEM.
(4.8)
4.2.3 Tire dynamic rolling radius and inner rolling resistance coefficient
As was described in Chapter 3, the tire dynamic rolling radius is defined as:
rd = r0 −4f ∗, (4.9)
where 4f ∗ is the corrected tire radial deformation of the surrogate wheel model according
to (3.11). It is usually assumed to approximate it from that on a rigid surface. Tire radial
deformation on a rigid surface 4f can be estimated using a linear empirical formula given in
[13, p. 40]:
4f = Fz
2π · 105 · pt
√
bt
2 r0
, (4.10)
where pt is the tire air pressure in bar and bt is the tire section width. Example of application
of this formula is given on Fig. 4.2.
The corrected tire radial deformation can be approximated from 4f . For these purposes,
Schmid et al. [10] developed iterative numerical algorithms to derive the tire radial deformation
and other geometric parameters, e.g. contact surface length, using a circular model with a
surrogate diameter (see Chapter 3).
Experiments show that power losses of soil deformation are much more significant than those
of tire deformation [13]. Therefore, identification of ρe is necessary, while ρi may be assumed.
The inner rolling resistance coefficient on a rigid surface ρi,0 is assumed to be known for
the current tire. These data is usually estimated using tire test stands or the like. If this
information is not available, value of ρi,0 for a similar tire can be used. Further, the inner
rolling resistance coefficient on a loose soil ρi can be approximated from ρi,0 [12]. On the
other hand, provided that the tire-ground geometry is approximated using some algorithm,
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Fig. 4.2: Example of application of the empirical formula (4.10)
ρi can be computed from (3.26) of Chapter 3 as follows:
ρi ∼= 0.1
π
2
∆f ∗
lcont
, (4.11)
here, an assumption from [86] that ctireωw
dtire
∼= 0.1 was used. For detail, one can refer to [10].
On the other hand, formula (4.10) gives satisfactory results for practical use.
4.2.4 Whole model
Models (4.7) and (4.8) must be used for every single wheel α = 1...N . This is done to track
situations when one wheel has different soil conditions, than others, and for expandability of
the present approach for use in, for example, pull-in-turn case etc.. Identification is performed
in terms of an unknown parameter vector which is formed as follows:
θα = (a0,k, c0,α, b0,α, c1,α, b1,α)T , α = 1...N
θ =

θ1
θ2
...
θN
ρe

.
(4.12)
Therefore, the following augmented state vector is considered:
x =
(
MEM,1,MEM,2, ...,MEM,N , ωw,1, ωw,2, ..., ωw,N , v, θ
T
)T
. (4.13)
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The measurement vector is defined as follows:
y =
(
ωw,1, ωw,2, ..., ωw,N , v
)T
. (4.14)
The input vector reads as:
u =
(
Mcon,1,Mcon,2, ...,Mcon,N
)T
. (4.15)
The auxiliary signal vector
w =
(
Fz,1, Fz,2, ..., Fz,N rd,1, rd,2, ..., rd,N ρi,1, ρi,2, ..., ρi,N Fd
)T
(4.16)
is used additionally in the state model, but computed (or measured) outside. Finally, the
equations are written as follows:
ṀEM,α = −
1
τr
(MEM,α −Mcon,α) ,
Md,α = igMEM,α,
ω̇w,α =
1
Jw
igMd,α − fdriveωw,α−
rd,αFz,α
(
a0,α − c0,αe−b0,αsα − c1,αe−b1,αsα + ρi,α
),
v̇ = 1
m
 N∑
α=1
(
a0,α − c0,αe−b0,αsα − c1,αe−b1,αsα
)
Fz,α − ρeFg − Fd
,
sα = 1−
|v|
rd,α|ωw,α + εs|
, |v| ≤ |rd,αωw,α|
sα = − 1 +
rd,α|ωw,α|
|v|+ εs
, |v| > |rd,αωw,α|, α = 1...N.
(4.17)
The net tractive ratio κ is computed in terms of the whole vehicle as well as the external
rolling resistance coefficient ρe (see (4.4) and (4.6)) and reads as:
κ =
∑N
α=1
(
a0,α − c0,αe−b0,αsα − c1,αe−b1,αsα
)
Fz,α
Fg
− ρe, α = 1...N. (4.18)
According to Section 2.3, for Kalman filter, the system (4.17) should be considered in the
following discrete form:
xk = f (xk−1, uk−1) + qk−1,
yk = h(xk) + rk.
(4.19)
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Term f (xk−1, uk−1) in (4.19) with w becomes f (xk−1, uk−1, wk−1). For the sake of clarity, the
representation of (4.17) in the discrete form with a time step index k is omitted. Propagation
of the sigma points through the model is maintained using the fourth-order Runge–Kutta
method. Dynamics of the unknown parameter vector (4.12) is modeled using the following
equations:
θk = θk−1, (4.20)
assuming that parameters change slowly in time. Hence, (4.12) is estimated using a random-
walk procedure in terms of the Kalman filter approach.
4.3 Static methods of parameter identification
As mentioned above, static methods are based on neglecting the dynamics of the wheel and
the vehicle – ω̇w,α and v̇. In this case, traction parameters are simply computed as follows:
µα =
Md,α − fdriveωw,α
rd,αFz,α
− ρi,α, (4.21)
ρe =
∑N
α=1 µαFz,α − Fd
Fg
, (4.22)
κ =
∑N
α=1 µαFz,α
Fg
− ρe, α = 1...N. (4.23)
4.4 Adaptation mechanism of the unscented Kalman filter
In this section, adaptation technique for UKF is discussed. For the general description of
UKF, one can refer to Section 2.3.3. In case if the noise covariance is a priori unknown,
changes with time or in case of measurement fault, it is necessary to adapt the filter. While
the measurement noise covariance can be set up using extensive knowledge of specific sensor
accuracy in agricultural machinery, the state noise covariance stays in most cases unknown.
First, the definition of the theoretical innovation covariance given in Section 2.3.3 is recalled
in order to build the adaptation mechanism:
Sk =
2n∑
i=0
W(i)c
(
Υ(i)k − ŷk
) (
Υ(i)k − ŷk
)T
+ Rk. (4.24)
When the filter works normally, the innovation sequence appears to be a NWGN with the
covariance (4.24) matching the actual innovation covariance. The second one can be estimated
with use of a forgetting factor (see, for example, [83]) or simply via windowed estimation:
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S̄k =
1
M − 1
k∑
i=k−M+1
(yk − ŷk) (yk − ŷk)T , (4.25)
where M is the moving window size which is chosen to be greater than the number of states
n in order to avoid destabilization of the filter according to [70]. For criteria of choosing an
appropriate window size one can refer to [109]. It should be noticed that all terms in the
window contribute equally which is different to usage of a forgetting factor. Formula (4.25)
helps to gather the necessary statistical information about the innovation sequence online.
Further, the theoretical innovation covariance (4.24) must equal to the actual one (4.25):
Sk = S̄k (4.26)
As mentioned above, the main difficulty of identification consists in knowledge of the state
noise covariance. In this sense, it is suggested to adjust the state noise covariance instead
of the measurement noise covariance. Using the definition of the Kalman gain from Section
2.3.3 for (4.26) yields:
KkSkKTk = KkS̄kKTk ⇐⇒
Pk|k−1 −Pk = KkS̄kKTk ⇐⇒
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ Qk−1 −Pk = KkS̄kKTk . (4.27)
In order to adapt the filter, the predicted estimate covariance must be modified to satisfy
(4.27). As can be seen, there are several methods to introduce an adaptation factor to
the aforementioned equation. In particular, it can be done via scaling the whole predicted
estimate covariance or the Kalman gain directly (see, for example, [79]). In general, an
adaptive scaling does not have to be scalar. As was stated in [72], for high-order systems, the
filter performance is different for different states in (4.13). Thus, usage of multiple adaptive
factors – an adaptive matrix – can be applied in more effective way than a single adaptive
factor. Using this fact, (4.27) is modified as follows:
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2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ AkQk−1 −Pk = KkS̄kKTk , (4.28)
where Ak is an adaptive matrix needed to additionally adjust the state noise covariance so
that (4.26) is fulfilled.
Lemma 1. Adaptive scaling matrix for an UKF
Supposing, there is a positive real number qmin > 0 such that qminIn ≤ Qk for k = 0, 1, 2...,
where In denotes an n × n unit matrix, then the suboptimal adaptive matrix for (4.28) is
computed as:
Ak =
KkS̄kKTk − 2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ Pk
Q−1k−1, (4.29)
Proof. Follows from positive definiteness of Qk−1.
Remark 2. The condition of the lemma states that if the measurement noise covariance is
positive-definite for all steps k = 0, 1, 2... (in particular, if it is set up at its initial guess which
is positive-definite and stays unchanged) then the suboptimal adaptive matrix is well-defined.
Thus, the updated estimate covariance is modified in the following way:
Pk =
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ AkQk−1 −KkSkKTk . (4.30)
Due to computational issues, the adaptive matrix may appear not to be diagonal. On the
other hand, when its diagonal elements are lesser than1 the filter is supposed to be in a stable
mode. Hence, the elements of the adaptive matrix are modified as follows:
Ak = {aij}ni=1
j=1
=

aij , i = j, aij ≥ 1
1 , i = j, aij < 1
0 , i 6= j.
(4.31)
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In case of an estimation fault caused by a measurement failure, if the filter fails to converge,
the adaptation mechanism uses a scaling matrix for the state noise covariance by increasing
it in a certain way. It can be seen that if Ak = In, the adaptive filter coincides with an
ordinary UKF given in Section 2.3.3. Given the adaptation mechanism (4.25), (4.29), (4.30),
an adaptive UKF (or AUKF) is built. An AUKF helps to address convergence issues of
an ordinary UKF by adjusting the state noise covariance for each state individually. The
proposed adaptive procedure is summarized in the following definition.
Definition 3. Supposing, the condition of Lemma 1 is satisfied, thus an adaptation mecha-
nism for UKF with rescaling of the state noise covariance is given as:
Actual innovation covariance estimation given the moving-window size M is computed as:
S̄k = 1M−1
k∑
i=k−M+1
(yk − ŷk) (yk − ŷk)T .
Compute the adaptive matrix as follows:
Ak =
KkS̄kKTk − 2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ Pk
Q−1k−1.
Perform correction of numerical errors to yield the following diagonal form:
Ak = {aij}ni=1
j=1
=

aij , i = j, aij ≥ 1
1 , i = j, aij < 1
0 , i 6= j.
.
Compute the conditional estimated covariance given the actual measurement yk:
Pk =
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ AkQk−1 −KkSkKTk .
4.5 Fuzzy supervisor for the adaptive unscented Kalman
filter
As can be seen from Definition 3., the adaptation mechanism is “switched on” only if one
of the diagonal elements of (4.31) becomes greater than one – scaling of the state noise
covariance acts as increasing. This phase is denoted as “failure elimination”. For practical
goals in agricultural machinery, it is necessary, however, to additionally adjust the state
noise covariance even in absence of an estimation failure. According to [83], when aij ≤ 1,
the filter operates in a stable mode. Given (4.20), an AUKF, which is now simply equals
to an ordinary UKF, predicts the unknown parameters via a random-walk with “amount
of step” characterized by the state noise covariance. On the other hand, greater elements
of Q result in stronger tracking – or more “drift” of the state estimate, i.e. ability of the
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filter to track large changes in the state – while smaller values give less noisy estimation –
or “smoothen” the estimate [71]. When the state noise covariance is increased, the updated
estimate covariance Pk and the filter gain Kk are increased either yielding better ability to
follow the true mean. On the other hand, too large Q will make the filter overreact and
produce non-smooth estimate. In general, it is recommended to keep Q as large as possible
to avoid divergence and keep satisfactory accuracy. For influence of the noise covariance
Q and R on overall performance one can refer to section “Filter Setup”, subsection “Filter
tuning” of [110]. As can be seen from (4.31), the AUKF does not imply decreasing the state
noise covariance. Therefore, the estimate may be too noisy, which is not recommended for
use by tractor microcontrollers even if the estimation is in a stable mode. In order to achieve
a trade-off between filter’s ability to overcome measurement failures and keep convergence on
one side and estimation accuracy and smoothness on the other, a so called fuzzy supervisor
(FS) is proposed to co-operate with the adaptation mechanism. Unlike the most of the
fuzzy logic techniques applied to Kalman filter, the FS is based on the measurement itself
instead of the innovation. It is assumed that the innovation sequence is only used by the
adaptation mechanism to detect estimation failure and eliminate it, while the FS is supposed
to additionally adjust Q according to changes in environment. In tractor motion, a large
change in system dynamics is related to acceleration or braking, strong oscillations of the
wheel load torque followed by strong oscillations of the draft force or field micro-profile etc.
Such effects can be generally captured by measurement of the wheel revolution speed and
vehicle travelling velocity. Further, it can be concluded that the filter should track the state
stronger during the aforementioned phases of large change in dynamics, otherwise Q may be
decreased when the change is negligible and the tractor moves evenly.
4.5.1 Structure of the fuzzy supervisor
The main purpose of the FS is to adjust Q additionally in the stable phase using extra
parameter for the adaptive matrix in the following way:
Ak = {aij}ni=1
j=1
=

aij , i = j, aij ≥ κfuzz
κfuzz , i = j, aij < κfuzz
0 , i 6= j,
(4.32)
where κfuzz, κ̄fuzz ≤ κfuzz ≤ 1 is the fuzzy adjustment parameter and a real number κ̄fuzz > 0
is a tuning parameter indicating the lower bound of κfuzz and is fixed in the FS. The reason of
the fuzzy adjustment parameter introduced in such way is that it does not affect the ability of
the adaptation mechanism to eliminate divergence via increasing Q. Indeed, if the left-hand
side of (4.28) becomes lesser than the right-hand side the certain adaptive gains will take
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values aij ≥ κfuzz ≥ 1 which is consistent with the ordinary adaptation mechanism. On the
other hand, the FS is supposed to incorporate adaptation in the stable mode aij ≤ 1 as well.
This lower bound κfuzz is chosen in a special way that depends on vehicle dynamics.
The way to determine κfuzz is done via a Takagi-Sugeno (T-S) fuzzy system taking the
measurement vector as its input. The FS captures amount of change in vehicle dynamics
using the following difference equations for some step k:
4ωw =
∣∣∣∣∣∣
N∑
α=1
(ωw,α(k)− ωw,α(k − L+ 1))
∣∣∣∣∣∣,
4v = |v(k)− v(k − L+ 1)|,
(4.33)
where L is the moving window size of the FS which helps to avoid measurement noise by
taking two values located at appropriate distance. For simplicity, averaging is performed
over all wheels indexed by α = 1...N . However, (4.33) can be used for single wheels as well.
Quantification is performed using an empirical value amax characterized by typical range of
farm tractor acceleration or approximately calculated given the vehicle mass and static axle
weight distribution with an assumption of having a high horizontal force coefficient about
0.7...0.8, for concrete methods one can refer to [41]. Quantification of the input is computed
as follows:
qω =
4ωwr0
amaxLts
,
qv =
4v
amaxLts
,
(4.34)
where ts is the sample time and the corresponding fuzzy variables are W and V which
characterize the amount of change in the wheel revolution speed and in the travelling velocity
respectively. The quantifiers can not be greater than 1: qω = max {1, qω} , qv = max {1, qv} .
The fuzzy output variable is denoted by Ψ.
Quantifier, q
σ
(q
)
0 0.2 0.4 0.6 0.8 1
0
0.5
1
Lo Av Hi
Fig. 4.3: Membership functions of the FS
Three fuzzy levels are chosen to describe the fuzzy variables: Hi denotes “high”, Av denotes
“average” and Lo denotes “low”. Bell-shaped membership functions are used:
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σj(qi) =
1
1 +
∣∣∣∣∣qi−λj/ξ
∣∣∣∣∣
2ζ , (4.35)
for constants ζ and ξ characterizing the spread and λj characterizing the middle value of a
curve, index i takes values of {ω, v} and index j takes values of {Hi,Av, Lo} .
A fuzzy decision is made using the rule base summarized in Table 4.2. The corresponding
values of membership functions for Ψj denoted as Rj, j ∈ {Hi,Av, Lo} .
Table 4.2: FS rule base
WLo WAv WHi
VLo ΨLo ΨLo ΨAv
VAv ΨLo ΨAv ΨHi
VHi ΨAv ΨHi ΨHi
Defuzzification is made via the discrete center of area (CoA) rule:
qκ,j =
L∑
l=0
4q · (l + 1) · σj(4q · (l + 1)) +4q · l · σj(4q · l)

L∑
l=0
σj(4q · (l + 1)) + σj(4q · l)
 , (4.36)
where 4q = L/L+1 is the step size, L is the amount of discretization points, j ∈ {Hi,Av, Lo}
and σj denotes a membership function with removed “top” above the corresponding value of
Rj. Thus, the output quantifier is computed via centroid function over Rj and qκ,j:
qκ =
∑
j∈{Hi,Av,Lo}
qκ,jRj∑
j∈{Hi,Av,Lo}
Rj
. (4.37)
Dequantification is, hence, simple: κfuzz = max {κ̄fuzz, qκ}.
4.5.2 Stability analysis of the adaptive unscented Kalman filter with
the fuzzy supervisor
In this section, a stability analysis for the AUKF-FS is provided. It is shown that suggested
modifications for an UKF do not affect the stochastic boundedness of the estimation error.
It is assumed that the measurement model is linear:
hk(xk) = Hkxk, (4.38)
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in particular, for the tractor dynamics according to (4.14),
Hk = H =
(
O5×4 I5 O5×21
)
, (4.39)
where Ol×m denotes an l ×m zero matrix.
First, the definition of exponential boundedness in mean square is recalled [111]:
Definition 4. A stochastic process εk is said to be exponentially bounded in mean square, if
there are real strictly positive numbers α, β and 0 < ϑ < 1 such that
E[||εk||2] ≤ α||ε0||2ϑn + β (4.40)
holds for every integer k ≥ 0. Notation || • || means the Euclidean norm of a vector.
The estimation and prediction errors are defined as follows:
x̃k = xk − x̂k,
x̃k|k−1 = xk − x̂k|k−1.
(4.41)
Supposing, functions f (xk, uk, wk−1) and h(xk) are of class C∞, then according to [112],
using Taylor series expansion of the estimate and the true state, the prediction error can be
approximated as follows:
x̃k|k−1 = Fkx̃k−1 + qk−1, (4.42)
where the matrix of partial derivatives is defined as: Fk = ∂∂xf(x, uk, wk)
∣∣∣∣∣
x=x̂k−1
.
By analogy, the innovation covariance is rewritten as follows:
ỹk = yk − ŷk = Hx̃k|k−1 + rk. (4.43)
Further, a diagonal instrumental matrix βk = diag
{
β1,k, β2,k, ... βn,k
}
is introduced
such that:
x̃k|k−1 = βkFkx̃k−1 + qk. (4.44)
Supposing, the conditions of Lemma 1 are satisfied and given the adaptation mechanism
(4.32), the term AkQk−1 of (4.30) can be rewritten as follows:
AkQk−1 = Q̃k +4Qk, (4.45)
where Q̃k ≤ q̃ < qminκ̄fuzz for some real number q̃ > 0. Thus, by inspection, 4Qk ≥
qminκ̄fuzz− q̃ > 0 since AkQk−1 ≥ qminκ̄fuzz for k = 0, 1, 2... An ordinary UKF given in Section
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2.3.3 with the state noise covariance given as Q̃k is considered. Thus, the AUKF-FS can be
interpreted as this UKF modified with the following predicted estimate covariance:
P̂k|k−1 =
2n∑
i=0
W(i)c
(
χ
(i)
k|k−1 − x̂k|k−1
)
·
(
χ
(i)
k|k−1 − x̂k|k−1
)T
+ Q̃k +4Qk.
(4.46)
On the other hand, the actual estimate covariance can be expressed as:
P̄k|k−1 =E[x̃k|k−1x̃Tk|k−1] =
E
[
(βkFkx̃k−1 + qk) (βkFkx̃k−1 + qk)T
]
=
βkFkP̂k|k−1FTk βk + E
[
(βkFkx̃k−1) (βkFkx̃k−1)T
]
− βkFkP̂k|k−1FTk βk + Q̃k =
βkFkP̂k|k−1FTk βk +4Pk|k−1 + Q̃k,
(4.47)
with an instrumental matrix 4Pk|k−1 = E
[
(βkFkx̃k−1) (βkFkx̃k−1)T
]
− βkFkP̂k|k−1FTk βk.
The residual between the predicted estimate covariance and the actual one is δPk|k−1 =
Pk|k−1 − P̄k|k−1. Thus, (4.46) can be rewritten as:
P̂k|k−1 = βkFkP̂k|k−1FTk βk + Q̂k (4.48)
with Q̂k = 4Pk|k−1 + δPk|k−1 + Q̃k +4Qk. The conditional estimate covariance is thus:
P̂k = P̂k|k−1 −KkSkKTk . (4.49)
Theorem 5. The non-linear system (4.19) with a linear measurement model (4.38) are
considered and the AUKF-FS as given in Section 2.3.3 with (4.29), (4.32) is reformulated
with (4.45), (4.46), (4.49).
Let the following assumptions hold for k = 0, 1, 2...:
• the conditions of Lemma 1 are satisfied,
• there are nonzero real numbers fmin, fmax, hmin, hmax, βmin, βmax such that:
f 2min ≤ FkFTk ≤ f 2max,
h2min ≤ HkHTk ≤ h2max,
β2min ≤ βkβTk ≤ β2max,
• there are positive real numbers q̂min, q̂max, rmin, p̂min, p̂max such that:
q̂min ≤ Q̂k ≤ q̂max,
Rk ≥ rminIm,
p̂min ≤ P̂k ≤ p̂max,
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then the estimation error x̃k is bounded in mean square.
Proof. Matrix Q̃k can be set to satisfy Q̃k ≤ q̃ < qminκ̄fuzz according to (4.45). The further
proof of the theorem is given in [112], p. 264, Theorem 1.
Remark 6. It can be seen from the formulation of the AUKF-FS that the term AkQk−1 plays
a role of some enlarged state noise covariance Q̃k in the suggested scheme of a modified UKF
from [112]. Thus, stability is the same as for this setup. As it was stated by the authors
themselves the term 4Qk should be adaptively adjusted in response to changing environment.
Therefore, the AUKF-FS can be considered as some possible solution.
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5.1 Approaches for slip control by means of traction
control system
5.1.1 Feedback compensation law
Since hydraulic and electrical drive trains allow for effective methods of slip control, a TCS
can be considered as a good alternative to an EHC. At least one important advantage is that
TCS-based slip control has function of compensating drive train load torque. In order to
design a control algorithm, it is convenient to formulate vehicle dynamics in terms of one
wheel or co-called “quarter-vehicle”. For this purpose, the model of wheel rotational dynamics
from Chapter 4 is recalled:
ω̇w =
1
Jw
(Md − fdriveωw −Ml) . (5.1)
The longitudinal dynamics of the quarter-vehicle is represented simply via its acceleration:
v̇w = ax,w (5.2)
which coincides with the vehicle acceleration ax in longitudinal motion. The system output
is the slip and it is defined without numerical stability constant:
s = 1− |v|
rd|ωw|
, if |v| ≤ |rdωw|,
s = − 1 + rd|ωw|
|v|
, if |v| > |rdωw|.
(5.3)
To avoid difficulties in the control algorithm design, the dynamics of the drive torque Md is
neglected since it is faster than dynamics of the quarter-vehicle. Therefore, the system (5.1),
(5.2), (5.3) has relative degree one. The control law for acceleration phase can be designed
by taking time derivative of (5.3)
ṡ = − v̇
rdωw
+ vω̇w
rdω2w
. (5.4)
Substituting (5.3) into this equation yields:
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ṡ = − ax
rdωw
+ ω̇w
ωw
(1− s) . (5.5)
Substituting derivatives (5.1), (5.2) gives:
ṡ = − ax
rdωw
+
1
Jw
(Md − fdriveωw −Ml)
ωw
(1− s) . (5.6)
Therefore, the feedback compensation control law which provides ṡ = 0 is formulated as
follows:
Md,com =
ax
rdJw (1− s)
+ fdriveωw +Ml. (5.7)
The goal of this control is to compensate the load torque and acceleration, which are estimated
by the identification system (see Chapter 4). This is the key advantage of a TCS-based
approach compared to slip control by means of an EHC. Second stage is to formulate the
reference control law. For this purpose, (5.7) is rewritten under the compensation control
law:
ṡ
Jwωw
1− s = Md,ref. (5.8)
The goal of control is to keep the slip at the desired reference s∗. In the simplest case, one
can formulate reference dynamics in terms of PID-control:
Md,ref =
Jwωw
1− s
P (s∗ − s) + I
tˆ
0
(s∗ − s) dt+D (ṡ∗ − ṡ)
 . (5.9)
However, more efficient methods exist. They are considered in the next sections. Finally, the
slip control law reads as:
Md = Md,ref +Md,com. (5.10)
Notice that the control law for braking phase is designed by analogy to that of acceleration
phase.
5.1.2 Sliding mode control
Sliding mode control methods are well-known and efficient for non-linear systems. The main
difference to classical PID-control is in usage of discontinuous control that switches from
one mode to another thus making the system “slide” on some reference surface. One if the
important properties of sliding mode control is that the system reaches the sliding surface in
finite time and remains there which provides better convergence than just asymptotic one.
This is achieved by a discontinuous control signal. Supposing, the following non-linear system
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ẋ = f (x, u) (5.11)
with x ∈ Rn is controlled by u ∈ U ⊂ Rm where U = U1 ∪ U2 is a disconnected compact
set. It is assumed that some sliding surface σ (x) = 0 splits Rn into sets S1,Σ, S2 and
Σ , {x|σ (x) = 0}, S1 , {x|σ (x) < 0} and S2 , {x|σ (x) > 0}. The system dynamics is
described by smooth f1(x, u), u ∈ U1 on S1 ∪Σ and by f2(x, u), u ∈ U2 on S2 ∪Σ. Supposing,
σ (x) is smooth and ∇σ (x) 6= 0 on Σ. Instead of working directly with (5.11), one can
consider the following differential inclusion:
ẋ ∈ F (x, u) =

f1(x, u), x ∈ S1,
(1− α) f1(x, u) + αf2(x, u), α ∈ [0, 1] , x ∈ Σ,
f2(x, u), x ∈ S2.
(5.12)
An absolutely continuous function x (t) is a Filippov solution on [0, T ) if for almost all
t ∈ [0, T ), ẋ ∈ F (x, u). For each Filippov solution x (t), there exists such control u ∈ U that
x (t) is a solution of (5.11) with this control. A comprehensive theory of sliding mode control
can be found in [113, 114].
In this section, the application of sliding mode control to vehicle slip control is briefly
discussed. Buckholz et al. [115] designed a reference control law for braking phase using the
following switching function:
λ = s− s∗ (5.13)
The goal is to drive the system on reference sliding surface defined by (λ = 0). Further
derivations follow [115], but for acceleration phase. The common technique for sliding control
law is using a signum function of the switching function: sgn (λ). The reference torque is
defined as follows:
Md,ref = −Md,asgn (λ) , (5.14)
where Md,a is determined further. On the sliding surface (λ = 0), the value of Md,a should
be zero since the feedback compensation control law is enough to keep the system at
(λ = 0). However, due to inaccuracy in the state estimation from the AUKF-FS, the feedback
compensation is not perfect and Md,a will try to return the system back to (λ = 0). The
value of Md,a is defined by the following reaching condition:
λλ̇ ≤ −η|λ| (5.15)
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with η being a tuning parameter. Using (5.6), this can be rewritten as:
λ
(
− ax
rdωw
+
1
Jw
(Md − fdriveωw −Ml)
ωw
(1− s)
)
≤ −η|λ|. (5.16)
As mentioned above, the feedback compensation control law is, in fact, defined via the state
estimates:
M̂d,com =
âx
rdJw (1− s)
+ fdriveωw + M̂l. (5.17)
Provided that the AUKF-FS does not diverge, the estimate residuals are bounded by some
sufficiently large constants:
|âx − ax| ≤ Ea,
|M̂l −Ml| ≤ Em.
(5.18)
Under control law M̂d,com −Md,asgn (λ), (5.16) becomes:
λ
(
âx − ax
rdωw
− 1− s
Jwωw
Md,asgn (λ) +
1− s
Jwωw
(
M̂l −Ml
))
≤ −η|λ|. (5.19)
The torque Md,a is defined as follows:
Md,a =
Jwωw
1− s (F + η) , (5.20)
where constant F is defined so that (5.19) holds. Substituting (5.20) into (5.19) yields:
F |λ| ≥ λ
(
âx − ax
rdωw
+ 1− s
Jwωw
(
M̂l −Ml
))
. (5.21)
This can be assured by:
|F | ≥
∣∣∣∣∣∣ âx − axrdωw + 1− sJwωw
(
M̂l −Ml
) ∣∣∣∣∣∣⇐⇒
F ≥ Ea
rdωw
+ 1− s
Jwωw
Em.
(5.22)
In practice, using a signum function might lead to a so called "chattering" of the system in
a small neighborhood of the sliding surface. Therefore, it is substituted with a saturation
function in the following way [115]:
Md,ref = −Md,asat
λ
Φ , (5.23)
where Φ is a tuning parameter. The saturation function “sat” is shown on Fig. 5.1.
Sunwoo et al. [116] uses a similar approach for acceleration, but with use of a moving sliding
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1
-1
Fig. 5.1: Saturation function
surface. The aforementioned approaches are based on first-order sliding mode control – they
use only the switching function, but not its derivatives. There are, however, higher order
sliding mode controllers which provide better accuracy and chattering removal. For more
details, one can refer to[117, 118].
5.1.3 Funnel control
Recently, a new type of control, which is considered as alternative to classical adaptive control,
so called “funnel control” has been developed. The main difference to other control types lies
in usage of specially chosen functions of error dynamics and its derivatives as control law
gains. A comprehensive theory of this approach can be found in [119] and in other works of
Ilchmann. Hackl et al. [120] developed a control approach for non-linear systems which uses
both the error dynamics and its derivative. In general, a funnel is a connected area in the
plane R2 which is used in the control law to guaranty boundedness of the error dynamics
e(t) = s(t)− s∗(t). The corresponding illustration is given on Fig. 5.2.
Fig. 5.2: Error dynamics under funnel control. Left: infinite funnel, right: finite funnel
Further, two funnels are defined. This is done via two continuous fading functions ψ = 1
ϕ(t)
and −ψ = − 1
ϕ(t) with steady-state values λ and −λ respectively. Depending whether these
functions cross y-axis at zero, the funnel can be infinite or finite. The error dynamics e(t)
and its time derivative ė(t) stay inside funnels. The funnel controller guarantees boundedness
of all signals in the system. The control law is defined as follows:
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u(t) = −k20(t)e(t)− k1(t)ė(t),
ki(t) =
ϕi(t)
1− ϕi(t)|e(i)(t)|
, i = 0, 1,
(5.24)
where ki(t) are the controller gains. Hackl et al. [120] shows advantages of funnel control
compared to classical adaptive control. In particular, gains of (5.24) do not increase mono-
tonically and the transient behavior of the system is taken into account. Finally, funnel slip
control law is formulated as follows:
Md =
ax
rdJw (1− s)
+ fdriveωw +Ml +
Jwωw
1− s
(
−k20e− k1ė
)
,
e = s− s∗,
ė = ṡ− ṡ∗ = ṡ,
ki =
ϕi
1− ϕi|e(i)|
, i = 0, 1,
(5.25)
where the derivative of the error dynamics ė = ṡ can be easily retrieved from the identification
system (see Chapter 4).
5.1.4 Lyapunov-Candidate-Function-based control, other approaches
and choice of algorithm
There also adaptive approaches based on an LCF which comprise both identification and
control functions in one block. One of these methods, by Nakakuki et al. [56], was mentioned
in Section 2.3. Since the difficulty of LCF-based techniques is in the assumption that unknown
parameters enter the system model linearly, there might be inaccuracy in estimation. Apart
from that, the aforementioned methods use the load torque and acceleration as outer signals
which are estimated. Another advantage of splitting identification and control systems is
that the traction parameters can be estimated even when control is not active. Therefore,
LCF-based methods are not reasonable for the purposes of this dissertation. One of other
approaches is robust control which is effective for diminishing influence of uncertainties in
system dynamics and noise if they stay in some boundaries. For detail, one can refer to [121].
However, non-linear methods of robust control are complex and imply, in many cases, usage
of LCFs (see, for example, [122]). Based on simplicity and advantages compared to adaptive
methods (sliding mode control, in particular), the funnel control approach was chosen in this
dissertation. However, the difference between methods that use estimated load torque and
acceleration as outer signals is not significant since they differ only in reference control signal
while the feedback compensation law stays the same.
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5.2 General description of optimal slip control algorithm
The suggested methodology of this dissertation is based on [48] and implies a slip control
algorithm with optimal reference signal s∗ setting. This is based on identified soil conditions,
i.e. traction parameters κ and ρe. However, the identification system provides only current
values of them, i.e. tuplets of type (s, κ) , (s, ρe), where s denotes current slip. On the other
hand, in order to define optimal slip set-point, it is reasonable to obtain information of the
characteristics κ(s), ηt(s) in some practically wide range of slip. Further, these ideas are
described in detail.
Usually in longitudinal motion, the differential between axles of 4WD-vehicles is locked and
the difference of front and rear slip is fixed at value of 1..5 %. In this dissertation, slip on
axles is set to be equal since an influence of a small difference of slip between axles on traction
efficiency and performance is negligible. The illustration of this assumption is given on Fig.
5.3. An operating point A (A’) is considered, arrow 1 (1’) shows equal increase of the slip on
the front axle and equal decrease on the rear axle and vice versa. The surfaces of ηt and κ
are close to flat in a small region of point A (A’). Therefore, equal slip on axles is reasonable.
The goal is now to define the optimal reference for an EHC, TCS or other slip control system.
The suggested methodology is summarized in the flowchart on Fig. 5.4. The algorithm starts
with acquiring vehicle and tire parameters. Some of the values, like tire unloaded radius,
can be programmed into ROM of a microcontroller since they are changed rarely, e.g. when
the vehicle is equipped with other wheels. Information about the tire air pressure should be
provided by the operator, i.e. the driver, or by means of sensors. The inner rolling resistance
coefficient ρi can be approximated from it on a rigid surface, i.e. ρi,0 (see some details in
Chapter 4).
At the next step, the algorithm acquires a setting of the operation strategy from the driver.
It may vary from maximal efficiency to maximal productivity. The last is a trivial case and
it means that the tractor will work at maximal drive train power. Identification is performed
provided measurement and computed auxiliary signals: wheel load, slip etc. Estimated
traction parameters – the external rolling resistance coefficient ρe and net tractive ratio
κ – are further used to build the characteristic curves κ(s), ηt(s). Using these data, the
optimal control set-point sopt is calculated. Slip control is performed until the driver sets a
new strategy. This algorithm implies continuous building of the characteristic curves and
computation of the set-point. There are in general several options to perform these steps,
some of which can be simpler and still satisfactory for practical tasks. For example, the
algorithm can build κ(s), ηt(s), compute sopt and then use it without updating until soil
conditions change significantly. This methodology requires much less computational resources
and is more convenient for microcontrollers. Details are discussed in the next sections.
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Fig. 5.3: Traction efficiency ηt and net tractive ratio κ
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Fig. 5.4: General flowchart of optimal slip control [15]. Modified
81
5 Optimal slip control
5.3 Estimation of traction force characteristic curves
As mentioned above, the traction parameter algorithms provide information only about
current operation conditions, i.e. tuples of type (s, κ) and (s, ηt) where s denotes current slip.
The model used in this section for κ is the same as in Chapter 4, formula (4.5):
κ(s) = a0 − c0e−b0s − c1e−b1s, (5.26)
where a0, c0, b0, c1, b1 are the unknown parameters. The reason why the difference between
µ and κ is omitted here will be discussed further. At the AST of the TU Dresden together
with D’́oll, a research work on mathematical models of κ-curves was carried out. It was
assumed that different characteristic curves ranging over different soil conditions — roughly,
from “bad” to “good” — can be modelled by a varying set of parameters. Final goal was to
develop a program which provides parameters θ = (a0, c0, b0, c1, b1)T of a κ-curve given one
user-defined point (s, κ), i.e. to find θ = θ (s, κ). First, an initial set of seven typical κ-curves
was analyzed (see Fig. 5.5, left side).
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Fig. 5.5: Left: Initial set of κ-curves, right: the same together with modelled κ-curves shown
in thin lines
The curves are given for the range of slip between zero and 50 % which is supposed to be
enough for practical use of traction control. At the first step, parameters θ of model (5.26)
were fitted to given κ-curves numerically using Levenberg-Marquardt algorithm [105]:
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minimize
∣∣∣∣∣∣∣∣κ− (a0 − c0e−b0s − c1e−b1s) ∣∣∣∣∣∣∣∣2
2
,
subject to a0, c0, b0, c1, b1 ≥ 0,
(5.27)
where || • ||2 denotes Euclidean norm. For a discrete set of N points of a given κ-curve, the
objective amounts to:
N∑
j=1
(
κj −
(
a0 − c0e−b0sj − c1e−b1sj
))2
. (5.28)
This problem is non-convex since a0 − c0e−b0s − c1e−b1s is a non-convex function for arbitrary
(a0, c0, b0, c1, b1), therefore, only a local solution is possible. Nevertheless, a global solution is
not crucial at this stage. Satisfactory accuracy can be achieved by changing initial conditions
and running the optimization algorithm repeatedly. For all given curves, the NRMSE of
fitting was below 0.1 %. Number of data points of each κ-curve was N = 50. The solutions are
denoted by θ̂j =
(
â0j, ĉ0j, b̂0j, ĉ1j, b̂1j
)
, i.e. θ̂1j = â0j, θ̂2j = ĉ0j, θ̂3j = b̂0j, θ̂4j = ĉ1j, θ̂5j = b̂1j,
j = 1...7 and first index denotes the number of the parameter, second denotes the number
of the curve. Further, each parameter is fitted as function of the net tractive ratio κ̄ at
s1 = 50 % using quadratic polynomial model:
(
αi,0 + αi,1κ̄+ αi,2κ̄2
)
, i = 1...5, (5.29)
where αi,0, αi,1, αi,2 are the subparameters. Fitting is computed using polynomial approxima-
tion by means of Vandermonde matrix for each parameter:
Vi =

1 κ̄1 (κ̄1)2
1 κ̄2 (κ̄2)2
... ... ...
1 κ̄7 (κ̄7)2

, i = 1...5. (5.30)
Further, the following matrix equations are solved:
Vipi =
(
θ̂i1 · · · θ̂i7
)T
, i = 1...5, (5.31)
where pi = (αi,0, αi,1, αi,2)T is the polynomial coefficient vector. Using these approximations,
n = 25 curves were built (see Fig. 5.5, right side). The parameters θ are now approximated as
functions of curve index k : κk (s) , k = 1...n. As in the previous case, quadratic polynomial
models were used:
θi(k) = βi,0 + βi,1k + βi,2k2, i = 1...5, (5.32)
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where βi,0, βi,1, βi,2 are the subparameters. The last step is to determine curve index k for
the given point (s, κ). This is performed using the algorithm on Fig. 5.6. All numerical
procedures were performed in MATLAB©.Start 
Get current pointInitialise curve index:
yes no
Compute relative index:
Finish
yes
noSet neighbouring indices:
Compute parameters:
Compute model:
Error:"Curve is not in the database" 
Compute parameters:
Fig. 5.6: Flowchart of the algorithm for finding a relative curve index and parameters κ-curve
parameters
The κ-curves estimated with use of this methodology are without bias at zero which, in fact,
corresponds to the external rolling resistance coefficient ρe (see [12] for detail). Therefore,
an offset should be performed before estimation, namely, the current operating point (s, κ)
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should be set to (s, κ+ ρe) as input to the algorithm on Fig. 5.6. Only a small set of
parameters is needed to perform this algorithm and no online fitting is required. Further
details are discussed in Appendix D.
The described approach of obtaining characteristic curves has some limitations. In particular,
the shape of κ-curves may vary. For example, for track-type tractors they may rise slightly
faster than those of wheeled vehicles [123]. However, in some cases, for practical use and
computation of the optimal set-point, this change of the κ-curve shape might be negligible.
Otherwise, the described model can be updated with some extra parameters or online curve
fitting can be performed depending on computational resources available.
5.4 Optimal slip set-point computation
The suggested methodology of this dissertation implies a slip control algorithm with optimal
set-point computation. Slip control itself can be performed by means of the three point hitch
or drive trains. The strategy amount ti the following optimization problem:
maximize (over s) ηt(s, θ, ρe, ρi),
maximize (over s) κ(s, θ, ρe),
subject to 0 ≤ s ≤ s1,
(5.33)
where s1 = 50 % as in the previous section. The objectives are defined as follows:
κ(s, θ, ρe) = a0 − c0e−b0s − c1e−b1s − ρe, (5.34)
ηt(s, θ, ρe, ρi),=
κ(s, θ, ρe)
κ(s, θ, ρe) + ρe + ρi
(1− s). (5.35)
The optimization problem can be scalarized and reformulated in the following way:
maximize (over s) σκ(s, θ, ρe) + (1− σ) ηt(s, θ, ρe, ρi),
subject to 0 ≤ s ≤ s1,
(5.36)
where σ = 0...1 is a user-defined parameter which characterizes the operation strategy ranging
from maximal traction efficiency to maximal productivity.
Theorem 7. Optimization problem (5.36) together with (5.34), (5.35) is considered. Let the
following conditions hold:
1. a0, c0, b0, c1, b1 ≥ 0,
2. at least one of tuplets (c0, b0) and (c1, b1) is not equal to (0, 0) ,
3. κ(s1, θ, ρe) + ρe + ρi > 0,
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then the objective function of (5.36) has a unique maximum on
(
s̃, s1
]
for s̃ defined by
a0 − c0e−b0s̃ − c1e−b1s̃c0 + ρi = 0.
Proof. First, the function κ(s) = a0 − c0e−b0s − c1e−b1s − ρe. Its derivative
κ
′(s) = b0c0e−b0s + b1c1e−b1s (5.37)
is strictly positive since b0, c0, b1c1 ≥ 0 and at least one of the exponential terms is strictly
positive. The second derivative is:
κ
′′(s) = −b20c0e−b0s − b21c1e−b1s < 0 (5.38)
for any s. Therefore, (5.34) is strictly concave and increasing. The following function is now
considered:
h(s) = κ(s)
κ(s) + ρ, (5.39)
where ρ = ρe + ρi. Function κ(s) + ρ = a0 − c0e−b0s − c1e−b1s + ρi is strictly increasing and
since
lim
s→−∞
(κ(s) + ρ) = −∞ and κ(s1) + ρ > 0 (5.40)
has a unique zero s̃. The derivative of h(s) is computed as follows:
h
′(s) = κ
′(s) (κ(s) + ρ)− κ′(s)κ(s)
(κ(s) + ρ)2
= ρκ
′(s)
(κ(s) + ρ)2
. (5.41)
It can be seen that h′(s) > 0 for any s 6= s̃ since κ′(s) > 0. The second derivative is:
h
′′(s) = ρ
 κ′′(s)
(κ(s) + ρ)2
− 2
(
κ
′(s)
)2
(κ(s) + ρ)3
 . (5.42)
The first term in parentheses κ
′′ (s)
(κ(s)+ρ)2 is strictly negative for any s according to (5.38). Term
−2
(
κ
′ (s)
)2
(κ(s)+ρ)3 is strictly negative for s > s̃. Therefore, h(s) is strictly concave for s > s̃. Further
the function
g(s) = h(s)(1− s) (5.43)
is considered. Its second derivative reads as:
g
′′(s) = h′′(s)(1− s)− 2h′(s). (5.44)
It can be noticed that (1− s) > 0 for s 6 s1 = 0.5. Therefore, h
′′(s)(1− s) < 0 and since
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h
′(s) > 0 for s̃ < s 6 s1, function ηt(s, θ, ρe, ρi) = g(s) is strictly concave for s̃ < s 6 s1. For
any σ = 0...1, the objective of (5.36) is either equal to κ(s) or g(s) or their positive weighted
sum. On interval
(
s̃, s1
]
, it has a unique maximum.
Remark 8. Conditions 1., 2. and 3. of the theorem imply that the κ-curve is not a constant
and κ(s, θ, ρe) + ρe + ρi has a zero s̃ < s1. Normally, according to [12], the net tractive ratio
is equal to the external rolling resistance coefficient at zero slip: κ(0, θ, ρe) = −ρe. In this
case, s̃ < 0 and optimization problem (5.36) together with its constraint are well-defined,
i.e. 0 ≤ s ≤ s1 is within the domain of (5.35) and there is a unique solution. However,
due to some inaccuracy of κ-curve approximation, equality κ(0, θ, ρe) = −ρe might not hold.
Therefore, the lower bound of constraint 0 ≤ s ≤ s1 might need to be tightened to some s0.
This can be done with the following simple algorithm:
1. set s0 := 0 %,
2. if κ(s0, θ, ρe) > − (ρe + ρi) , then finish, else s0 := s0 +4s, repeat step 2,
where 4s is a tuning parameter which can be set to 0.5 % for instance. Practically, a few
steps are enough to set an appropriate lower bound. A solution to (5.36) can be found by an
algorithm which would never “fall off” the constraint, e.g. by Golden Section method [124].
If σ = 0, the optimization problem amounts to finding maximum of ηt(s)-curve. If σ = 1, the
solution is the maximum of κ(s)-curve. Further, several strategies of optimal traction control
are possible. As discussed, optimization can be performed continuously during the operation
which might require much computational resources. On the other hand, it is reasonable to
compute set-points for a slip control system in discrete moments of time when change in soil
conditions is noticeable. The suggested methodology is summarized in the flowchart on Fig.
5.7 which is a modified variant from [15].
Tuning parameter ∆κ is used to detect a noticeable change in soil conditions. It can be
adjusted by the user. Lower values would mean more often computation of set-points and
make the control system more sensible to changes in soil conditions and vice versa.
As was stated in the previous sections, there is an option of optimal slip control which implies
computing the set-point at discrete moments of time when soil conditions change significantly.
Check can be performed by comparing actual point (s, κ) with the model κ (s, θ, ρe) and if
the difference between them falls off some threshold value ∆κ, update of the model must be
made. The details of this algorithm are summarized in the flowchart diagram of Fig. 5.8.
At the first step, the vehicle drives in a usual way, e.g. to 50 % of the drive train power. This
value is chosen empirically such that the slip would be high enough to identify current state,
i.e. (s, κ) and ρe, which can be effectively used in the aforementioned algorithm of κ-curve
estimation. At lower values of slip (about 1...5 %), the curves become less distinguishable
and accuracy of estimation might worsen. Alternatively, the first set-point may be simply
10 % as in the conventional slip control. After the model parameters θ are obtained, the
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Fig. 5.7: Flowchart of the optimal slip control algorithm
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Fig. 5.8: Discrete variant of the optimal slip control algorithm
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algorithm proceeds to calculation of the optimal set-point. The difference to Fig. 5.4 is that
slip control with sopt is performed until the condition of matching the model to the current
conditions is held. Otherwise, the algorithm performs update.
The designed supervisor is able not only to provide the slip control system with an optimal
set-point, but inform the operator about the soil conditions as well. This can be done, for
example, by reporting current slip and slip, which corresponds to the maximum of traction
efficiency, or by displaying the characteristic curves etc. Such functions constitute the
condition monitoring.
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6.1 Simulation results
In this section, verification of the identification system, TCS slip control and optimal slip
control are tested with the simulation model. Different methods of traction parameter
estimation are considered. The tractor is investigated in tillage simulation with (3.32) and
additive stochastic part (see Chapter 3). Measurement noise is modelled as NWGN with
certain power (see Appendix E). The landscape map is modelled globally as a flat surface and
locally as field microprofile (see Section 3.3 and Appendix B). Stochastic additive noises are
switched on after the take-off phase which is first 3 seconds. Other parameters of simulation
are given in Appendix E. Slip control was performed by means of a TCS with funnel control
algorithm and the set-point was provided by the supervisor as discussed in Chapter 5.
6.1.1 Identification of traction parameters
First in this section, an UKF is compared to the standard approach, an EKF. Further, the
AUKF-FS is compared with an ordinary UKF and AUKF, for which the FS is switched
on and κ̄fuzz is simply equal to 1 (see Chapter 4). Static methods of traction parameter
estimation, which ignore vehicle dynamics, are tested as well. As discussed in Chapter 4,
the external rolling resistance coefficient ρe is considered for the whole vehicle, horizontal
force coefficients µα, α = 1...N are estimated immediately using drive torque feedback, the
net tractive ratio κ is computed using (4.18). Finally, identification of traction parameters is
performed under changing soil conditions only by means of the AUKF-FS. The corresponding
characteristic curves are estimated.
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6.1.1.1 Comparison of extended Kalman filter and unscented Kalman filter
The dynamics of the diesel engine is shown on Fig. 6.1.
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Fig. 6.1: Dynamics of the diesel engine
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Current and voltage of the intermediate circuit are illustrated on Fig. 6.2.
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Fig. 6.2: Current and voltage of the intermediate circuit
Fig. 6.3 shows dynamical behaviour of the traction and drive train power.
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Fig. 6.3: Drive train and traction power
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Further, dynamics of the electrical components and the diesel engine are not shown since they
are not necessary for the purposes of verification of the identification system and optimal slip
control. Vehicle dynamics signals are shown on Fig. 6.4.
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Fig. 6.4: Vehicle dynamics signals
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The results of identification of the net tractive ratio are shown on Fig. 6.5.
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Fig. 6.5: Identification of the net tractive ratio using EKF and UKF
Estimation of the external rolling resistance coefficient is illustrated on Fig. 6.6.EKF
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Fig. 6.6: Identification of the external rolling resistance using EKF and UKF
NRMSE of estimation of the net tractive ratio is 7.15 % and 10.45 % for the UKF and the
EKF respectively. NRMSE of estimation of external rolling resistance coefficient is 12.3 %
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and 14.6 % respectively. One can notice that UKF provides slightly more accurate results
due to more effective processing of non-linearities as mentioned in Chapter 2.
6.1.1.2 Comparison of ordinary and adaptive unscented Kalman filters
The goal of this stage of simulation is to demonstrate ability of the AUKF-FS to boost
accuracy of estimation in phases of normal functioning and to overcome measurement failures.
Vehicle dynamics signals are shown on Fig. 6.7. The measurement failure happens at 9 s
and is modelled as high peaks in signals of vehicle travelling velocity v and wheel speed ωw,
which are two times amplified current values with duration of 0.1 s.
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Fig. 6.7: Vehicle dynamics signals. Measurement failure is at 9 s
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The results of identification of the net tractive ratio are shown on Fig. 6.8.
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Fig. 6.8: Identification of the net tractive ratio using UKF, AUKF, AUKF-FS. Measurement
failure is at 9 s
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Estimation of the external rolling resistance coefficient is illustrated on Fig. 6.9.UKF
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Fig. 6.9: Identification of the external rolling resistance using UKF, AUKF, AUKF-FS.
Measurement failure is at 9 s
The results show that the ordinary UKF does not provide convergent estimate after the
measurement failure happens. The AUKF is able to restore convergence, but the elements
of the state noise covariance Q become high. This affects estimation of the horizontal force
coefficients µ and due to high dispersion of them, ρe becomes slightly biased. The estimate of
κ is highly noisy. The AUKF-FS overcomes the measurement failure as well, but restores its
Q back to normal mode according to the algorithm (4.32). One can notice that the AUKF-FS
also provides smoother estimate in the normal mode before the measurement failure happens.
This is done by adjusting the elements of Q according not only to presence of measurement
failures, but to vehicle dynamics.
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6.1.1.3 Comparison of the adaptive unscented Kalman filter with the fuzzy
supervisor and static methods
In this section, the AUKF-FS is compared to the static methods of parameter estimation
as discussed in Section 4.3. Results of traction parameter estimation are illustrated on Fig.
6.10.
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Fig. 6.10: Identification of the external rolling resistance coefficient and net tractive ratio
One can see that due to dynamical behavior of the vehicle traveling velocity and wheel
speed, which is caused by irregularities of the draft force and field microprofile (see Appendix
B), the static estimate becomes inaccurate. Averaging the estimate over certain period of
time can help to overcome inaccuracy, but stochastic processes in dynamics of farm tractors
are, in fact, non-stationary, as it was mentioned in Section 3.3.1. That is, averaging over a
short period of time does not take into account middle frequency components of v̇ and ω̇w,
averaging over longer period does not take into account low-frequency components and so
on until this procedure becomes unreasonable. Therefore, static estimation is only possible
for special cases when oscillations of vehicle dynamics processes can be neglected. One can
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notice that averaging in time can also help to improve the estimate from the AUKF-FS, but
in this case, it is done to diminish estimation noise.
6.1.1.4 Description of soil conditions
Further in the simulation phase, three soil conditions are tested. They are denoted as Soil I, II
and III and their parameters are given in Appendix E. For each soil, simulation was performed
to obtain sets of points (s, κ) , (s, ηt) as well as traction power (s, Ptr), drive train power
(s, Pdrive) and power losses (s, Ploss) to build corresponding characteristic curves. Traction
parameters as functions of slip are shown on Fig. 6.11 and power is shown on Fig. 6.12.
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Fig. 6.11: Traction efficiency and net tractive ratio as functions of slip
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Fig. 6.12: Drive train, traction power and power losses as functions of slip
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Soil I can be roughly classified as “good” soil for which the maximum of traction efficiency is
achieved at 10 % slip which usually used as threshold in existing slip control systems. Soil II
is “average” with maximum of traction efficiency at 18 % slip. Soil III is classified as “bad”
with maximum of traction efficiency at 19 % slip and low maximal value of κ which roughly
means low “quality” of κ-curve. External rolling resistance coefficient ρe is 0.06, 0.12 and
0.09 in average for soils I, II and III respectively.
6.1.1.5 Identification of traction parameters under changing soil conditions
In this section, estimation of traction parameters only by means of the AUKF-FS for
soils I, II and III is performed. Change in soil conditions is modelled simply as a step
function. Simulation starts with soil I, switches to soil II at 10 s and then to soil III at 18 s.
Corresponding vehicle dynamics signals are shown on Fig. 6.13.
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Fig. 6.13: Vehicle dynamics signals
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Results of traction parameter estimation are shown on Fig. 6.14 and corresponding accuracy
evaluation - in Table 6.1.
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Fig. 6.14: Identification of the external rolling resistance coefficient and net tractive ratio
Table 6.1: Accuracy of κ and ρe identification. Estimated values are denoted by κ̂ and ρ̂e
Soil RMSE of
(ρe, ρ̂e)
NRMSE of
(ρe, ρ̂e), %
RMSE of
(κ, κ̂)
NRMSE of
(κ, κ̂), %
I 0.0076 11.02 0.0109 3.81
II 0.0072 5.56 0.0091 3.89
III 0.0078 7.73 0.0132 5.61
Accuracy of identification is satisfactory, but the quality for soil III is slightly worse than for
I, II since oscillations of vehicle dynamic signals are higher (see Fig. 6.13).
6.1.2 Approximation of characteristic curves
Obtaining the characteristic curves κ (s) is performed by the optimal slip control supervisor
with the discrete algorithm (see Fig. 5.8 of Section 5.3 and further details in Appendix D).
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Slip control itself is not active. Identified values of κ and ρe in the algorithm were averaged
over a moving window of size 0.5 s in order to smoothen the estimate and diminish noise
as mentioned in Section 6.1.1.3. The same was done with calculated slip. The results of
approximation of κ-curves for soils I, II and III are shown on Fig. 6.15. Accuracy evaluation
is shown on Table 6.2.
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Fig. 6.15: Approximation of κ-curves
Table 6.2: Accuracy of κ-curve approximation
Soil RMSE NRMSE, %
I 0.0233 4.1
II 0.0281 4.8
III 0.0212 5.2
It is seen that the supervisor provides reasonable approximation of κ-curves which can be
used further in optimal slip control algorithm. One can notice that qualitative behaviour of
the characteristic curves is captured in approximation.
6.1.3 Slip control with reference of 10%
In this section, slip control with the fixed set-point of 10 % slip was tested. To demonstrate
feedback compensation of the control system, i.e. compensation of the load torque and
longitudinal acceleration, parameters of soil III are used since oscillations of vehicle dynamics
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signals in this case have higher dispersion, than for soils I and II (see Fig. 6.13). The results
are shown on Fig. 6.16. The slip control system is switched on at 8 s.
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Fig. 6.16: Vehicle dynamics signals. Swith on of slip control at 8 s
It can bee seen that the slip control system successfully compensates the disturbances and
reduces oscillations in vehicle dynamics. Compensation is more effective in case of the wheel
speed since the drive torque affects it directly apart from the traveling velocity which is
mostly affected by the draft force. The slip is kept at the desired value of 10 %. RMSE
between the reference and actual slip is 3.6 % and the difference in mean is 1.1 %. The
discrepancy is mainly due to not perfect estimates of the tire dynamic rolling radius.
6.1.4 Comparison of operating with fixed and optimal slip reference
At this stage, optimal slip control is activated. The supervisor approximates the κ-curves
as in Section 6.1.2 and computes the optimal set-point with σ = 0.25 which sets the accent
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towards traction efficiency. Optimization is performed with Golden Section method [124].
The computed values were 12.9, 17.9 and 20.4 % for soils I, II and III respectively. Vehicle
dynamics signals are shown on Fig. 6.17.
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Fig. 6.17: Vehicle dynamics signals. For the sake of clarity, measurement is not shown
Simulation starts on soil I and further the following phases are considered:
• phase 1 (0 to 5 s): the supervisor is switched off, the slip controller works with 10 %
reference which corresponds to the conventional variant, the soil conditions are those of
Soil I;
• phase 2 (5 to 16 s): supervisor computes and sets the reference for the slip control
system;
• phase 3 (16 to 29 s): at 16 s, soil conditions change from I to II, a new set-point is
computed in about 2 s and further stays fixed;
• phase 4 (29 to 40 s): at 29 s, soil conditions change from II to III, a new set-point is
computed in about 2 s and further stays fixed;
Mean of slip in phase 2 is 13.9 %, in phase 4 – 19.0 %, in phase 6 – 21.5 %. These values
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have 1.0 %, 1.1 % and 1.1 % error in mean for the corresponding references. Again, the
discrepancy is mainly due to not perfect estimates of the tire dynamic rolling radius.
Evaluation of the results for soil I is shown in Table 6.3.
Table 6.3: Comparative table of conventional and optimal slip control. Soil I
Type of
control
κ ηt, % Ptr, kW Ploss, kW Productivity,
ha/h
Convention.
s∗ = 10%
0.3 72.5 33 12.5 3.38
Opt.
s∗ = 13.9%
0.38 72.1 47.4 18.3 3.66
No control,
maximal
Pdrive,
s = 16.5%
0.4 70 56 24 3.81
It is seen that with optimal slip control, the traction efficiency is almost the same as for
conventional slip control, while the net tractive ratio and traction power are 24 % and 44.5
% higher respectively. The productivity is 8.2 % higher. The growth of the power losses
it about 45 %, which is about as high as growth of the traction power. With no control,
operating at full drive train power, the traction power grew 19 %, while the power losses
were 33 % higher. That means that for some practical purposes, such excessive growth of
power losses might be unreasonable since increase of the traction power is almost twice lower.
Therefore, the value of slip of about 13-14 % can be recognized as optimal for soil I. Table
6.4 contains results for soil II.
In this case, even the maximum of the traction efficiency is not achieved with conventional
slip control. Optimal control showed 2.4 times higher traction power, than that with 10
% slip. The growth of power losses is lower, i.e. two times as high as with conventional
slip control. The productivity is 57 % higher. That means that working at 10 % slip is
unreasonable and the tractor simply does not achieve meaningful drive train power. However,
further increase of Pdrive becomes unprofitable since the traction power grows 42 % higher,
while the power losses - 61 %. Results of simulation for soil III are summarized in Table 6.5.
For soil III, conventional slip control is unreasonable since the traction characteristic curve
is “bad” and more slip is needed to achieve normal working conditions. On the other hand,
since this “bad” curve lies below that for soils I and II and is, thus, relatively “flat”, the
tractor can travel with high slip at full drive train power. Increase of the operating point
over 20-23 % slip causes excessive growth of power losses, which growth rates are higher than
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Table 6.4: Comparative table of conventional and optimal slip control. Soil II
Type of
control
κ ηt, % Ptr, kW Ploss, kW Productivity,
ha/h
Convention.
s∗ = 10%
0.155 50 12 12 2.07
Opt.
s∗ = 19.0%
0.274 55.5 28.9 24.5 3.25
No control,
maximal
Pdrive,
s = 27%
0.33 51 40.8 39.2 3.67
Table 6.5: Comparative table of conventional and optimal slip control. Soil III
Type of
control
κ ηt, % Ptr, kW Ploss, kW Productivity,
ha/h
Convention.
s∗ = 10%
0.1 46 6 7 1.71
Opt.
s∗ = 21.5%
0.2 53.1 17.4 15 2.58
No control,
maximal
Pdrive,
s = 47%
0.23 41 32.8 47.2 3.11
for traction power. According to Table 6.5, Ploss is 3.2 times higher than with optimal slip
control, while the growth of Ptris only 2 times. To summarize, the algorithm of optimal slip
control provides reasonable trade-off between the traction efficiency and performance for all
three soil types.
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6.2 Experimental verification
Theoretical results of the dissertation were validated with an experimental test stand. The
goal was to check the ability of the AUKF-FS to track dynamics of an electrical load machine
which generated a load torque. Further, the slip control was tested. This section is organized
in two parts. In the first part, the slip control system was tested without the load machine.
The goal of this stage is to preliminary verify the slip control. In the second part, the load
machine is used and the slip control system compensates the load torque and holds slip at
the current value. In all experiments, the desired slip was set to 20 %.
6.2.1 Setup and description of the experiments
Fig. 6.18 shows the experimental test stand for the wheel drives of RigiTrac EWD 120.
31 2
1 — Electrical load machine 2 — Electrical motor of single wheel drive 3 — Power electronics
Fig. 6.18: Experimental single wheel drive test stand
The setup of the experiments is shown on Fig. 6.19. The tires were removed and the wheel
was set up virtually, i.e the electrical motor speed nEM was divided by and the input torque
M∗in was multiplied by the gear ratio ig internally in the program algorithm. This was
done to establish a range of wheel speeds, which is typical for a farm tractor performing an
agricultural operation. The details are discussed below.
The AUKF-FS and slip control system were implemented into dSPACE MicroAutoBox
from a computer by means of DS1103 PC-card. Additionally, DS 815 card was used to
load the program code. Connection of virtual channels, which are programmed in the
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Fig. 6.19: Experimental setup
MATLAB©/SimMechanics™model, to physical CAN-bus channels was performed using
dSPACE-Toolbox. At this stage, sampling times, addresses and data frame structure for
CAN-bus channels was configured. Execution of the program algorithm was performed by
means of RealTime-Toolbox. In the experiment, the command of the input torque M∗in was
generated. In stage of the experiments with the load machine, the desired value of the load
torque M∗L was set up by a microcontroller from Siemens. The desired diesel engine speed
n∗DM was set up manually. The contactless measurement station from HBM has functions
to measure both the speed nEM and torque ML. Measurement accuracy is less than 0.5 %.
The data was stored in software HBM catman©. MicroAutoBox receives measurement of the
electrical motor speed from FOC of Infineon AP16084. The travelling velocity signal v was
set up manually in the program. Slip was calculated assuming that the virtual wheel had
static radius of the tire which was removed. The wheel inertia was set to only that of the
electrical motor: Jw 7→ Jm since the tire with rim were removed.
6.2.2 Virtual slip control without load machine
The purpose of this stage of the experiments was to preliminary test the slip control system
under changing velocity and wheel speed. The range of velocity was set up between 3.24
and 21.6 km/h (0.9...6 mps) and divided into 6 levels approximately evenly. For two factors
and 6 levels, it is required to carry out 62 = 36 experiments. The number of experiments
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was reduced to 6 in each of which the velocity and wheel speed was varying. This provides
necessary change in slip around the desired value. The plan is shown on Fig. 6.20 and the
corresponding data are summarized in Table 6.6.
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Fig. 6.20: Velocity and wheel speed values of experiments with the load machine. Squares
with arrows schematically illustrate variations of the experimental factors
Table 6.6: Experiment description
Experiment
number
Motor speed,
rpm
Wheel speed,
rpm
Velocity, mps
1 72 18 0.9
2 120 30 1.7
3 220 55 3.0
4 290 72.5 3.8
5 380 95 5.0
6 450 112.5 6.0
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Fig. 6.21 shows the results for the experiment 2. The slip control system kept slip at the
reference until about 100 s. Then, it was switched off and the electrical motor speed (and,
thus, virtual wheel speed) became higher. Switch on was made at about 120 s and the control
system restored its state of keeping the desired slip.
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Fig. 6.21: Slip control without the load machine. Experiment 2
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Further, this test was repeated between about 140 and 160 s. The results of the experiment
6 are shown on Fig. 6.22.
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Fig. 6.22: Slip control without the load machine. Experiment 6
High-frequency oscillatory components in the input torque and wheel speed might be caused
by low inertia of the electrical motor compared to the tire and fixed by tuning of the controller
parameters.
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6.2.3 Virtual slip control with load machine
The plan for experiments with the load machine was similar and is shown in Table 6.7.
Table 6.7: Experiment description
Experiment
number
Motor
speed,
rpm
Average
torque,
Nm
Maximal
torque,
Nm
Average
power,
kW
Maximal
power,
kW
1 90 74.8 100.0 0.7 0.9
2 180 102.1 110.0 1.9 2.1
3 270 101.1 120.0 2.8 3.4
4 280 117.2 140.0 3.4 4.1
5 300 140.8 150.0 4.4 4.7
6 350 140.4 150.0 5.1 5.5
7 420 136.0 160.0 5.9 7.0
8 180 270.0 350.0 5.1 6.6
The corresponding values of virtual wheel speed and velocity are shown in Table 6.8.
Table 6.8: Experiment description
Experiment
number
Motor speed,
rpm
Wheel speed,
rpm
Velocity, mps
1 90 22.5 1.2
2 180 45 2.4
3 270 67.5 3.6
4 280 70 3.8
5 300 75 4.0
6 350 87.5 4.7
7 420 105 5.6
8 180 45 2.0
Fig. 6.23 illustrates the points at which the slip control system was tested.
The estimated load torque was divided by ig according to the experimental setup. Maximal
achieved power was 7.0 kW in experiment 7. This is only 20 % of rated power of the electrical
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Fig. 6.23: Velocity and wheel speed values of experiments with the load machine
motor since at the time when the experiments were carried out, RigiTrac EWD 120 was
in the testing phase. Power limitation was programmed in FOC due to equipment safety
purposes. However, testing at the rated power was not essential for the identification system.
According to the slip control algorithm (see Chapter 5), input torque was computed so that
it compensated the wheel load torque. In each experiment, there were different phases where
slip control was activated/deactivated. In active slip control phases, the input torque tried to
“copy” the estimated load torque.
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The difference between these two and the measured load machine torque is demonstrated on
Fig. 6.24.
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Fig. 6.24: Estimation of the load machine torque in phases of active/inactive slip control.
Experiment 2
It can be seen that dynamics of the electrical motor together with the load machine has specific
oscillatory components between 2.5 and 3.5 Hz which were produced likely by mechanical
properties of the construction. This dynamics might be negligible for test purposes with
a laboratory stand, but in the field operation, when the wheel is mounted and the tractor
moves with the implement, dynamical components become significant. In this sense, at the
current stage, ability of the identification system to capture dynamical components was
demonstrated.
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Fig. 6.25 demonstrates the functioning of the slip control system. Filtered value of slip is
shown as well.
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Fig. 6.25: Slip control. Experiment 2
It is seen that in phases of active slip control, the load torque is successfully compensated
and the slip is kept at the reference. One can notice that tuning of the controller parameters
might improve the accuracy of slip reference tracking.
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For the experiment 7 (see Fig. 6.26), specific oscillatory components lie between 5 and 6 Hz.
As in the previous case, the identification system is able to track the dynamics of the load
machine.
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Fig. 6.26: Estimation of the load machine torque in phases of active/inactive slip control.
Experiment 7
The bias in mean of estimation could be caused by calibration issues of the measurement
station torque sensor, fluid friction in the load machine and electrical motor or other factors.
The bias is, however, negligible.
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Slip control functioning is shown on Fig. 6.27. As in the previous case, the load torque is
compensated and the slip is kept at the reference during the phases of active slip control.
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Fig. 6.27: Slip control. Experiment 7
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For the last experiment, the results of the load torque identification are shown on Fig. 6.28.
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Fig. 6.28: Estimation of the load machine torque in phases of active/inactive slip control.
Experiment 8
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The identification system in experiment 8 is still able to capture frequency components of
the load torque, however, accuracy is worse, than in experiments 2 and 7. This was caused,
likely, by too low coefficient of variation, i.e. ratio of oscillatory part to the mean which was
350 Nm. In this sense, a small oscillatory part might become almost “unrecognizable” in
overall dynamics. Fig. 6.29 illustrates the PSD of the estimate and measured load torque.
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Fig. 6.29: PSD of the torque between 155 and 180 s. Experiment 8
It is seen that although the power of oscillatory components is different in the estimate and
measurement, their frequencies are tracked.
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Virtual wheel dynamics signals are shown on Fig. 6.30. Evaluation of accuracy of load torque
estimation is summarized in Table 6.9
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Fig. 6.30: Slip control. Experiment 7
Table 6.9: Experimental results of the load torque estimation
Experiment number RMSE, Nm NRMSE, %
1 2.21 2.97
2 4.32 4.23
3 2.88 2.85
4 2.75 2.35
5 3.43 2.44
6 3.11 2.21
7 4.49 3.31
8 3.98 1.16
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7.1 Summary of results and discussion
In the dissertation, the following goals were achieved:
• a new identification system for longitudinal vehicle dynamics based on an UKF was
designed. The UKF was augmented with an adaptation mechanism to address mea-
surement failures and a fuzzy logic system – fuzzy supervisor – to improve estimation
accuracy;
• a new optimal slip control system based on model of characteristic curves of the net
tractive ratio was developed. The approach comprises besides a conventional TCS-based
slip control a supervisor which computes the optimal set-point based on maximization
of a quadratic functional of both traction efficiency and net tractive ration;
• both systems were successfully tested with the simulation model in the following stages:
– identification of traction parameters – net tractive ratio and rolling resistance
coefficient – and comparison of estimation accuracy with an ordinary EKF, UKF
and an adaptive UKF;
– identification of traction parameters and comparison of estimation accuracy with
static methods;
– identification of traction parameters on three different soil types;
– approximation of the net tractive ratio characteristic curves by means of the
optimal slip control supervisor;
– slip control on one soil type with a fixed set-point;
– optimal slip control on varying soils types with use of the optimal set-point provided
by the supervisor;
• following experiments were successfully carried out:
– slip control in the setup with a virtual wheel and fixed set-point;
– identification of the electrical machine load torque
– feedback compensation of the load torque and slip control.
Theoretical possibility of optimal slip control was proven. The identification system showed
ability to overcome measurement failures and adjust its inner parameters to track changes in
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vehicle dynamics. The slip control system was able to effectively compensate the wheel load
torque, which proves accuracy of identification as well, and keep slip at the desired reference
value. On the other hand, the supervisor of the optimal slip control system was able to track
changes in soil conditions and compute the optimal set-point online. Evaluation of the results
under three different soil conditions (see Section 6.1.4) showed both higher traction efficiency
and productivity in cases II and III compared to conventional slip control. In case I, usage of
optimal slip control allowed for significant rising the productivity without excessive growth
of power losses. In the experimental phase, slip control was verified and estimation of the
load torque showed ability of the identification system to track oscillatory components in
dynamics of the electrical motor. In all 8 experiments, the NRMSE of estimation was below
5 %.
7.2 Contributions of the dissertation
The contributions of the dissertation are following:
• a new algorithm of traction parameter estimation. The approach is called AUKF-FS
and consists of an adaptive UKF together with a fuzzy supervisor;
• an algorithm of obtaining the net tractive ration characteristic online using only one
current operating point. This is done by a two-dimensional mathematical model with
a set of parameters which allows for obtaining a function of the net tractive ratio
depending on slip from an arbitrary point in a practically wide range of possible
operation and soil conditions;
• an algorithm of optimal slip control which is based on optimization of a functional which
comprises both the traction efficiency and performance together with a parameter which
corresponds to the user-defined strategy ranging from “fuel economy” to “productivity”.
The designed approach is easily portable to any off-road vehicle for which drive torque
feedback is available and for which traction plays crucial role.
7.3 Future challenges
In the frame of the dissertation, preliminary experimental tests with the identification system
together with slip control were carried out. However, future experiments are possible in which
the abilities of optimal slip control can be tested. Following possibilities of experimental
verification might be suggested:
• performing conventional traction tests with a tractor with attached braking machine,
e.g. another tractor. The data acquired by the identification system can be compared
to the measured traction characteristic of the tractor;
• usage of force and torque sensors mounted on the wheel rim. In this case, both
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estimation of the wheel load torque and traction force can be verified;
If the identification and approximation of the traction characteristic curves for the current
field is performed with satisfactory accuracy, further stages of experiment are possible:
• computation of the optimal set-point using the supervisor offline. If the result is
plausible, the operation can be performed on the current field with the optimal set-
point. Further, the operation should be performed with conventional slip control, i.e.
with the set-point of 10 % slip. The results, e.g. fuel consumption per unit area,
productivity etc., can be compared;
• if the previous stage is successful, optimal control can be performed online. For the
first stage of this experiment, the ability of the supervisor to check if soil conditions
change should be tested. The simplest variant of such tests would be to drive first on a
tilled soil, then to drive on an untilled one.
• different optimal set-points provided by the supervisor should be checked for general
types of soil, e.g. wet/dry, sandy/clay etc.. The values for the “worse” soils should be
greater, than for better ones;
• if the values computed by the supervisor are plausible in all previous experiments,
optimal slip control can be tested in fully automatic mode.
All suggested experiments can be similarly carried out with a construction machine, i.e. a
bulldozer. Another important possibility is to verify the optimal slip control in a laboratory
for testing tires on a loose soil. Such laboratory would contain a specially built gutter filled
with a soil and a special device with a measurement and control station which is possible
to drive a tire on that soil. These experiments would imitate real on-field conditions more
plausible, than it was done in Chapter 6. The identification system may be also compared to
other approaches, e.g. Leuenberger observers, sliding-mode observers etc.
Some alternatives of obtaining auxiliary signals for the identification system may be considered.
For example, if neither draft force, nor wheel load signals are available, identification can
be performed before the implement is drowned; the obtained traction parameters are used
then for the entire field without updating. This approach has certain restrictions and should
be tested if it provides plausible reference set-points. Further, some methods similar to the
AUKF-FS can be used for longitudinal and vertical dynamics together to estimate wheel
loads and vehicle mass.
The optimal slip control system can be based on continuous optimization of the functional.
In this case, the slip control algorithm itself may include optimization. That is, the input
torque is computed in such way that traction efficiency and performance stay always optimal
without need of a supervisor.
The methodology developed in this dissertation can be possibly used in autonomous self-
propelled off-road vehicles.
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A Measurement systems
In this section, a brief overview of measurements systems for signals needed to identify
traction parameters is presented. Last subsection describes means of draft force measurement
which is recommended but not necessary for the optimal slip control system.
A.1 Measurement of vehicle velocity
Measurement of the vehicle travelling velocity among the wheel speed is the most important
information for slip control systems since slip is calculated by usage of these two signals. Also,
travelling velocity measurement is used by some field operations which require certain range
of it. Typically, radar sensors are used to measure velocity. However, GPS-sensors have been
coming into use for these purposes. A comparative study of different velocity measurement
means was conducted by Vishwanathan [125]. Performance of different sensors was evaluated
with several criteria. One of them, inaccuracy, was defined by the difference between the mean
of the velocity measured in six repeated experiments and the test unit, each time for specific
surface conditions. For two sensors, AgExpress GVS-GPS based velocity sensor and Dickey
John RVSII, an absolute value of inaccuracy was not more than 0.06 km/h, 0.07 km/h, 0.13 km/h,
0.16 km/h for 4 velocity values: 4.83 km/h, 8.05 km/h, 11.27 km/h, 14.48 km/h and 4 surface types:
asphalt, canola, tilled, wheat. The corresponding relative values (inaccuracy divided by mean
velocity) were: 1.24 %, 0.9 %, 1.2 %, 1.1 %. These results show satisfactory accuracy of both
the radar sensor and GPS-sensor. A study was also conducted at the AST of the TU Dresden
to compare accuracy of 3 sensors with a fifth wheel as a reference: a GPS-antenna Trimble
AgGPS©262 Receiver, a radar MSO 2RTG and a radar Dickey John RVSII (see Fig. A.1).
The study was performed on a field in repeated tests with variable velocity (mean was about
v = 6 km/h). In order to compare means of velocity measurement with the fifth wheel, the
tests were carried out without an implement.
The results show satisfactory functioning of all three sensors. Billed true velocity error of
Dickey John radar is ≤ 3 % by v ≥ 3.2 km/h, the estimated value was slightly worse, which
could be caused by measurement noise. According to the data-sheet, accuracy of MSO 2RTG
is 1 % which is also slightly better than the estimated value. Billed accuracy of velocity
measurement by Trimble antenna is 0.16 km/h which is by v = 6 km/h equal 2.7 %. Root mean
squared error (RMSE ) was computed as follows:
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Fig. A.1: Sensors for travelling velocity measurement. Left to the right: Trimble AgGPS©262
Receiver, MSO 2RTG (mounted of the hitch), Dickey John RVSII, fifth wheel
together with radar sensors on the test vehicle
RMSE =
√∑N
i=1 (xi − yi)
2
N
, (A.1)
where x is the vector of reference values, y is the estimate and N is the total number of
samples. Normalized RMSE (NRMSE) was divided by the reference range max (x)−min (x).
Trimble antenna showed 3.15 % NRMSE, MSO 2RTG – 1.86% and Dickey John – 3.57 %.
A.2 Measurement of wheel speed
Measurement of wheel revolution speed is very common for vehicles. Some types of sensors
are summarized in the following list:
(a) tachogenerators;
(b) inductive sensors;
(c) Hall effect sensors;
(d) optical sensors.
Tachogenerators (a) were based on electromotive force proportional to instantaneous revolution
speed and are currently not widely used for vehicles due to unreliability. Inductive sensors
(b) functioning is based on changing inductance or mutual inductance of a winding with a
magnetic core caused by variable magnetic reluctance. A magnet generates electromagnetic
field oscillations under the input AC voltage. The frequency of these oscillations changes
with the magnetic reluctance. Besides some advantages, which are reliability, simplicity,
absence of sliding contact, inductive sensors have a drawback related to the need of a stable
supply voltage in order to achieve high accuracy. The principals of functioning of (c) are
based on Hall effect. The core of the sensor is a conductor supplied with a DC. When a
metal part (for example a gear tooth) goes near the sensor, it produces a voltage difference in
the conductor. A Hall effect sensor has high operating frequency and reliability. Drawbacks
are large temperature drift and high sensitivity to disturbances of magnetic field. Optical
sensors (d) are based on LEDs and photo-transistors. An optical sensor generates pulses with
frequency corresponding to revolution speed. Apart from inductive sensors, which capture
change in magnetic flux, an optical sensor detects reflected light. The synchro-disc has either
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white marks, from which light is reflected, or slits, which light passes through.
A.3 Measurement or estimation of wheel vertical load
Knowledge of wheel vertical load is crucial for identification of traction parameters. Usually,
farm tractors have front suspension, some have rear suspension as well (for example, RigiTrac
EWD 120), which allows for measuring wheel load with use of pressure sensors and possibly
induction sensors to measure stroke displacement. If vertical dynamics is neglected, normal
force of the rear axle can be calculated using the total mass of a vehicle and measured draft
force.
Consider a double wishbone suspension of Fig. A.2. Here, angles angles α, β vary according
to the piston position in the hydraulic cylinder defined by hcyl. Supposing, hcyl is measured
(see for example [126, 127] for more detail). Therefore, angles α, β can be defined via piston
position. Force F̃z is a sum of unsprung masses: the tire, the rim, the planetary gear set, the
electrical motor and the suspension arms.
Vehiclebody
A
B
CD
EG
Fig. A.2: Kinematic scheme of a suspension similar to that of RigiTrac EWD 120
According to Fig. A.2, the wheel load can be computed by:
Fz = Fcyl sin
(
α + β − π2
)
lGE
lAC
sinα + F̃z. (A.2)
As mentioned above, there exist also suspension systems for rear axles (see for example
Woods et al [128]). If measurement of rear wheel load is not available, it can be computed
by subtracting front wheel load from the vehicle weight force: Fz,r = Fg − Fz,f . Another
possibility to estimate wheel loads without measuring it is to use the draft force signal.
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Illustration of a machine-tractor unit is given on Fig. A.3.
CG
Fig. A.3: Illustration of a machine-tractor unit. ϕy is the pitch angle, Fg is the tractor weight
force, Fd is the draft force
According to Fig. A.3, wheel loads can be estimated as follows (if pitch dynamics Jyyϕ̈y is
neglected):
Fz,f =
1
lf + lr
(
Fg
(
lf + hCG
ax
g
)
+ Fdhd
)
,
Fz,r =
1
lf + lr
(
Fg
(
lr + hCG
ax
g
)
− Fdhd
)
.
(A.3)
On the other hand, there are many approaches to estimate wheel vertical loads more exactly,
i.e. using model identification. Some examples are considered. Doumiati et al. [38]
develops an identification approach for vehicle vertical dynamics using only standard sensors:
accelerometers and relative suspension sensors. Here, lateral load transfer is considered and
all four wheel loads are estimated. The approach is based on a Kalman filter. Moscchuk et al.
[129] uses suspension displacement sensors, which are cheap and easy-to-install, to estimate
wheel load together with vehicle vertical acceleration using simple formulas and differentiator
filter. Ray [130] suggests an EKF for the same purposes. As in the previous case, suspension
displacement sensors are used.
A.4 Measurement of draft force
There is a number of approaches for draft force measurement [35, 36, 37]. Many EHC systems
use draft force control with corresponding measurement devices. As a rule, measurement is
performed by means of sensors, e.g. strain gauges or magnetoelastic sensors, mounted on
drawbar pins. For instance, Steprath et al. [131] uses a set of transducers measuring defor-
mation of a cylindrical housing under the draft force acting perpendicular to it. Thompson
et al. [132] suggests a method of draft force sensing for towed implements. Measurement is
performed using a sensor with bores extending through the coupling member between the
implement and the towing vehicle. Each bore is installed with a cylindrical housing. Four
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electrical strain gauges are mounted on the housing of each bore and produce an electrical
signal corresponding to the draft force. It is also possible to estimate the draft force from the
front wheel load as follows (see Fig. A.3):
Fd =
1
hd
(Fglr − Fz,f (lr + lf )) . (A.4)
A.5 Further possible measurement systems
Further extension of the measurement equipment for optimal slip control is possible. To
summarize, the following sensors can be additionally used:
(a) accelerometers;
(b) gyroscopes;
(c) tire pressure monitoring systems;
Accelerometers are cheap easy-to-install sensors which can provide valuable information about
the vehicle state. Longitudinal acceleration signal can be used with the traveling velocity
signal from a radar or GPS-antenna to obtain more accurate fused measurement. Both signals
together with lateral acceleration can provide information about slip and side slip angles.
These data are further used to compute individual traveling velocities of the wheels. On the
other hand, identification of side forces can be possible as well. Vertical and longitudinal
acceleration can be used for identification of vertical dynamics, wheel loads, vehicle mass
and can also help to detect inclination. This can be done with gyroscopes as well. Also, a
gyroscope can measure yaw rate which is necessary to compute wheel individual traveling
velocities. As well as for accelerometers, gyroscopes are cheap and easily mounted.
This is currently different for tire pressure monitoring systems which are yet not common for
farm tractors. On the other hand, tire pressure monitoring is important for effective compu-
tation of the dynamic rolling radius and the inner rolling resistance coefficient. Eventually,
traction parameters are influenced by the tire pressure. It is known that on street, the tire
pressure should be much higher to minimize the rolling resistance, while on a field, it should
be kept as small as possible. This allows for increasing the contact surface and thus the
traction forces. In this sense, some suggestions were made for automatic tire pressure control
[133, 34].
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B.1 Brief description of the theory of stochastic processes
Some basic theory of stochastic processes is reviewed here. In general, a stochastic process is
a family of random variables indexed by some parameter, for example, time. That is, for
some (scalar) stochastic process x(t), its value x(t0) at some certain moment of time t0 is a
random variable. In observation, some particular time series (or signal) xi(t) for some index
i is received and it is called a realization. Two main characteristic of a stochastic process are
probability distribution function (PDF) and cumulative distribution function (CDF). CDF is
defined as the probability of the process x(t) at some time t taking value less than or equal
to some a:
Px(a, t) = Pr (x(t) ≤ a) . (B.1)
PDF is defined as:
px(a, t) =
d
da
Px(a, t). (B.2)
Informally, it is the probability of x(t) at some time t being within the interval [a, a+ da] .
In continuous-time case, CDF reads as:
Px(a, t) =
aˆ
−∞
px(u, t)du. (B.3)
If the stochastic process x(t) can have only discrete outcomes a, b, c..., PDF is simply the
probability of x(t) taking one of them:
px(a, t) = Pr (x(t) = a) . (B.4)
These probabilities at each time t add up to one. The mean of the stochastic process is
defined by:
x̄(t) = E [x(t)] , (B.5)
where E [•] denotes the expectation value operator. In continuous-time case, it reads as:
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E [x(t)] =
∞̂
−∞
upx(u, t)du. (B.6)
In discrete-time case, it amounts to taking a weighted average:
E [x(t)] = px(a, t)a+ px(b, t)b+ px(c, t)c+ ... (B.7)
The second central moment (or variance) of x(t) is defined as follows:
σ2x(t) = E
[
x2(t)
]
− (E [x(t)])2 . (B.8)
Informally, it characterizes the spread of the random variable x(t) at some t. This notion
can be generalized to vector-valued random variables. Let X = (x1, x2, ...xn)T and Y =
(x1, x2, ...xn)T be two random vectors with random variables x1, x2, ...xn and y1, y2, ...yn
respectively. Their cross-covariance estimates the statistical correlation between their entries
and is defined by:
cov (X, Y ) = E
[
(X − E [X])(Y − E [Y ])T
]
. (B.9)
For the special case X = Y , one can define the auto-covariance:
cov (X) = E
[
(X − E [X])(X − E [X])T
]
. (B.10)
True mean and covariance (in case of one-dimensional signal, variance) are the general
subjects of estimation. In particular, these two characteristics are estimated by a Kalman
filter. Estimators are classified by a set of properties:
• biasedness/unbiasedness
• consistency/inconsistency
• boundedness/unboundedness in mean square error etc.
An estimator is called unbiased if the mean of parameter estimation coincides with the true
value of the parameter:
E [x̂] = x, (B.11)
where x is some parameter of a random variable (for example, mean) and x̂ is its estimate.
If (B.11) does not hold, the estimator is biased. In a consistent estimator, the sequence of
estimates x̂n converges to the true value in probability, i.e.
lim
k→∞
Pr (|x̂k − x| ≥ ε) = 0, (B.12)
for all ε > 0. For Kalman filter, this can be rephrased in terms of the estimate covariance
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[134]. The following inequality should hold for any k = 1, 2...:
Pk ≥ E
[
(xk − x̂k) (xk − x̂k)T
]
(B.13)
with the probability density function p(xk|y1...yk) which is unknown. Assuming Gaussian
distribution, (xk − x̂k) (xk − x̂k)T has χ2-squared distribution. Testing consistency can be
maintained in several ways, for example, using Chebyshev’s inequality (see [135]). Since the
state is not directly available in estimation, one can use the innovation sequence [136]. In
particular, for unscented Kalman filter, some details of testing and achieving consistency
can be found, for example, in [72] (see also Section 4.4 for the adaptation mechanism of the
AUKF-FS). The definition of boundedness in mean square is given in Section 4.5.2. Theorem
5 of Section 4.5.2 shows that the AUKF-FS provides estimates which converge to the true
value in mean square.
B.2 Properties of stochastic signals
Let x(t) be some arbitrary stochastic process. Besides PDF, CDF, mean and variance, it is
mainly characterized by autocorrelation function and PSD. Supposing, the stochastic process
x(t) has mean x̄(t) and variance σ2x(t), then the autocorrelation function between times t and
τ is:
Rxx(t, τ) = E [(x(t)− x̄(t)) (x(τ)− x̄(τ))] . (B.14)
Informally, this function characterizes the amount at which values of realizations of a stochastic
process at some moment of time τ depend on values at the start time t. In practice, one
might be interested in normalized autocorrelation which is (B.14) divided by σx(t)σx(τ). In
general, (B.14) depends on the start time t. Sometimes, the normalized autocorrelation is
invariant under t and τ if the difference between them is unchanged. The function Rxx(t, τ)
becomes a function of only one variable τ characterizing the time lag. In this case, and
if x̄(t) ≡ x̄ = const, the process is WSS. Further in this section, only properties of WSS
processes are discussed. Fourier transformation (FT) of some function f(t) is defined as
follows:
F (ω) = 1√
2π
∞̂
−∞
f(t)e−iωtdt, (B.15)
where ω denotes the angular frequency. FT is used to get image of signals and correlation
functions in frequency domain. If the process is WSS, PSD and autocorrelation function are
related to each other via FT according to Wiener–Khinchin theorem:
144
B Basic probability theoretical notions
Sxx (ω) =
1√
2π
∞̂
−∞
Rxx(τ)e−iωτdt. (B.16)
In discrete-time case, it amounts to:
Sxx (ω) =
1√
2π
m∑
k=0
Rxx [k] e−iωk (B.17)
for some integer m and k denoting the time step.
B.3 Bayesian filtering
In this section, some details of Bayesian filtering are discussed followed by the description
of HMM. For simplicity, discrete models are considered. Supposing, a system is described
by a model of n states each of which is denoted as a vector xi for some i = 1...n. Denote
outputs of the system yj, j = 1...m. Consider evolution of this system in time, i.e. some
output sequence {yk} , k = 1...N with corresponding hidden (underlying) sequence of state
transitions {xk} , k = 1...N . That is, at each time step k, the system is found in some of its
states xk = xi for some i = 1...n and outputs yk = yj for some j = 1...m. It is possible to use
statistical inversion based on Bayesian theory (see, for example, [137] for more detail) and
compute joint posterior PDF as follows:
p(x1...xN |y1...yN) =
p(y1...yN |x1...xN) · p(x1...xN)
p(y1...yN)
. (B.18)
where p(y1...yN |x1...xN ) is the conditional PDF of output sequence y1...yN given state transi-
tion sequence x1...xN , p(x1...xN) is the prior state transition PDF and normalization factor
p(y1...yN) is defined as follows:
p(y1...yN) =
ˆ
p(y1...yN |x1...xN) · p(x1...xN)d (x1...xN) . (B.19)
The disadvantage of using this formula in online model identification is that one has to
recompute joint posterior PDF at each time step. However, with the assumption that the
system is HMM, it is possible to use more effective rules. To understand this idea, one can
consider the scheme on Fig. B.1.
In this case, transitions of states happen with prior transition probabilities p (xi|xi−1) which
describe conditional probability of the system to move to state xi if it was in state xi−1.
Therefore, to estimate the probability of state transition, one must only know the system’s
current state and the previous history is unimportant. That is the essential property of
HMM. Namely, each state depends only on previous step. This process is accompanied by
observations which are some sequence of all possible outputs yj, j = 1...m. Each observation
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Prior output probabilities
Observation
Hidden Observed
Joint posterior densityUnderlying process
Fig. B.1: Principals of Bayesian filtering based on HMM
happens with prior output probability p (yj|xi). By analogy to the general case of Bayesian
filtering which was mentioned above, evolution in time is considered, i.e. some sequences of
states {xk} , k = 1...N and outputs {yk} , k = 1...N . Now, instead of computing (B.18), one
can use the filtering PDF
p(xk|y1...yk) (B.20)
for some step k, i.e. probability density of state xk given the output sequence, and prediction
PDF
p(xk+1|y1...yk). (B.21)
There are several techniques of computing (B.20) and (B.21) and Kalman filter is one possible
option.
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field microprofile
As the basis for modelling stochastic input signals, field microprofile measurements on a
stubble in Central Europe were used. The draft force was modelled using averaged normalized
PSD of measurements on a tractor T-150 performing plowing given in [96, p. 44]. The
low-frequency components were reduced with a high-pass filter to achieve a stationary process.
Variation coefficient was set at 30 % according to data provided in [14, p. 157]. Details of the
algorithm for modelling stochastic signals are given in Section 3.3. All numerical procedures
were performed in MATLAB©.
At the first step, the draft force measurements were analyzed. According to [96], length of
realizations was chosen to match 70...100 m. Average velocity in experiments was about 2
mps. Hence, the maximal length of realizations is about 35-50 s.
Normalized PSD and its rational biquadratic approximation is shown on Fig. C.1.
Frequency, Hz
S xx
Given.PSDApproximation
0 1 2 3 4 50
0.040.08
0.120.16
0.20.24
Fig. C.1: PSD of the draft force and its rational biquadratic approximation
NRMSE of approximation is 6.4 %.
147
C Modelling stochastic draft force and field microprofile
Examples of realizations obtained with the algorithm for modelling stochastic signals are
shown on Fig. C.2.
F d,kN
Modelled realization 1
1020
30
F d,kN
Modelled realization 2
1020
30
Modelled realization 3
t,s
F d,kN 0 2 4 6 810
2030
Fig. C.2: Modeled realizations of the draft force
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Trend of the field microprofile was removed directly from the measurements. PSD and its
rational biquadratic approximation is shown on Fig. C.3.
Frequency, 1m
S xx,mm
2 m
PSDApproximation
100
75
50
25
00 1 20.5 1.5 2.5 3 3.5 4
12.5
37.5
62.5
87.5
Fig. C.3: PSD of field microprofile and its rational biquadratic approximation
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NRMSE of approximation is 4 %. Modeled realizations are shown on Fig. C.4.
Height,
mm Measurement(detrended)
Height,
mm Modelled realization 1
Height,
mm Modelled realization 2
Distance, mHe
ight,mm 0 5 10 15 20 25
Modelled realization 3
-100
-100
-100
-100
0
0
0
0
100
100
100
100
Fig. C.4: Measured field microprofile and modeled realizations
Further task is to simulate field microprofile as an input to the vehicle dynamics model. In
general, vertical dynamics of a wheel on soft soil is a complex process. In particular, one
can consider single tire cleats and uneven soil deformation in the contact surface. Such
models are usually made with finite element methods (FEM). However, they require high
computational power. Some assumptions may simplify the task. For example, Azimi et al.
[138] uses least square method to calculate contact surface geometry given a set of vertices
of terrain currently being under the wheel. The method of microprofile modelling, which is
used in this dissertation, comprises a set of vertices as well. That is, at each time there are
some K microprofile vertices in the contact surface (see Fig. C.5). Suppose, point B it the
bottom of the surrogate wheel (see Chapter 3 for detail).
Since the normal force in the contact surface is computed as integral over the contact surface
according to (3.8), it is reasonable to perform averaging of microprofile vertices for calculation
of the sinkage. Notice, this is a simple empiric approach which is, however, reasonable for the
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AB
Fig. C.5: Microprofile vertices in the contact surface
purposes of the dissertation. Therefore, one obtains point A which has the average height
over the set of vertices {i} , i = 1...K. The sinkage can be computed as the difference between
point’s A and B heights. This procedure gives averaging over the contact surface as function
of distance. In the model, however, one considers signals in time. In order to obtain time
dependencies, it is possible to divide the contact surface length by velocity: lcont/v and use this
variable for averaging. The sequence of vertices in time is obtained by picking corresponding
heights from the microprofile data-file with velocity v. Sinkage speed is computed as time
derivative of this sequence.
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The model of a κ-curve is given as follows:
µ(s) = a0 − c0e−b0s − c1e−b1s. (D.1)
Table D.1 summarizes the accuracy of the approximation of the initial set of curves.
Table D.1: Accuracy of κ-curve approximation
Number of a curve NRMSE, %
1 0.05
2 0.01
3 0.01
4 0.07
5 0.04
6 0.03
7 0.03
Values of each parameter in θ = (a0, b0, c0, b1, c1)T corresponding to points of type (s, κ) were
built. Approximation using quadratic polynomials by means of algorithm in Chapter 5 for
sections s0 = 50 % was performed. Due to computational issues, the curves were split into
two groups denoted by Area I consisting of curves 1-4 and Area II consisting of curves 4-7.
As mentioned in Chapter 5, the following dependencies for parameters were used:
θi (κ) = αi,0 + αi,1κ+ αi,2κ2, i = 1...5, (D.2)
where θi (κ)- a parameter in θ and αi,0, αi,1, αi,2 are corresponding subparameters. The results
for Area I are given on Fig. D.1.
Fig. D.2 illustrates parameter approximation for Area II.
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κ at s =x50x%
Parame
ter
00.1
0.20.3
0.40.5
0.60.7
0.8
0.5 0.55 0.6 0.65 0.7 0.75 0.8
a0
c0 c1
b0 b1
o Parameter value- - Quadratic approximation
Fig. D.1: Parameters θ depending on κ at s = 50%. Area I
κ at s =x50x%
Paramet
er
00.1
0.20.3
0.40.5
0.60.7
0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44 0.46
a0
c0
c1
b0b1
o Parameter value- - Quadratic approximation
Fig. D.2: Parameters θ depending on κ at s = 50%. Area II
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Accuracy of approximation is given in Table D.2.
Table D.2: Accuracy of parameter θ approximation
a0 b0 b1 c0 c1
NRMSE,
%; Area I
0.04 0.12 0.94 1.5 0.07
NRMSE,
%; Area II
0.11 0.17 2.5 0.15 0.17
Using these approximations, n = 25 curves were built (see Chapter 5). First 13 curves
belong again to Area I and the last 12 belong to Area II. These curves are denoted by
κi (s) , i = 1...25. At the second step, parameters were approximated depending on a curve
index (see (5.32)) using quadratic polynomials:
θi(k) = βi,0 + βi,1k + βi,2k2, i = 1...5, (D.3)
where θi (κ) is a parameter in θ, βi,0, βi,1, βi,2 are the subparameters and k is the curve index
which can be now continuous.
The results for Area I are given on Fig. D.3.
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Fig. D.3: Parameters θ depending on a curve index in Area I
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Fig. D.4 illustrates parameter approximation for Area II.
a0
b0b1
c0
c1
Curve index
Paramet
er
.10.2
0.30.4
0.50.6
0.70.
14 16 18 20 22 24 26
o Parameter value- - Quadratic approximation
0 0
8
Fig. D.4: Parameters θ depending on a curve index in Area II
Accuracy of approximation is given in Table D.3.
Table D.3: Accuracy of parameter θ approximation
a0 b0 b1 c0 c1
NRMSE, %; area I 0.91 0.86 2.96 0.75 1.66
NRMSE, %; area II 0.07 0.15 1.14 0.05 0.18
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Fig. E.1: TCD 2012 L4 diesel engine characteristics
Initial setup for the noise covariance (EKF, UKF, AUKF, AUKF-FS) supposing proper units:
Rk = R = diag
{
0.01, 0.01, 0.01, 0.01, 0.1
}
. (E.1)
Qk = Q =
[
0.1 · I4, 0.01 · I4, 10−5, 10−5 · I21
]
. (E.2)
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Table E.1: Vehicle and wheel parameters
Vehicle
Model name RigiTrac EWD 120
Wheelbase, mm 2550
Track width, mm 1880
Center of gravity height,
mm
950
Tare wight, kg 6300
Axle weight distribution 50/50 %
Inertia moment Jxx, kgm2 4079
Inertia moment Jyy, kgm2 14437
Inertia moment Jzz, kgm2 14242
Wheel
Type Michelin Xeobib 540/65R24
Construction radius, mm 660
Mass, kg 160
Inertia moment Jr, kgm2 37.8
Fluid friction coefficient,
kgm2/s
0.05
Radial stiffness of an
analogous tire by 1 bar
pressure, N/mm
240
Damping factor of an
analogous tire by 1 bar
pressure, Ns/mm
120.7
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Table E.2: Electrical motor parameters
Torque rise time, ms 50
Moment of inertia Jm, kgm2 0.9
Planetary gearbox moment
of inertia Jg, kgm2
1.0
Rated power, kW 33
Maximal power, kW 45
Rated torque, Nm 2030
Rated speed, rpm 157
Maximal torque, Nm 3440
Maximal speed, rpm 1300
Rated current, A 79
Rated frequency, Hz 21
Winding resistance, Ohm 0.38
Winding inductance, mH 16
Number of pole pairs 16
Table E.3: Generator, intermediate circuit and braking resistor
Intermediate circuit
capacitance, mF
5
Intermediate circuit
resistance, MOhm
1.25
Coefficient ku, V/Hz 0.3846
Generator inductance, mH 32
Generator resistance, Ohm 0.27
Braking resistance, Ohm 20
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Fig. E.2: Electrical motor efficiency
Table E.4: General soil parameters
Soil I II III
Moisture, % 51 26 11
Sinkage exponent n 1.1 0.3 0.9
Sinkage exponent m 0.74 0.7 0.67
Cohesion modulus, kN/mn+1 74.6 2.79 52.53
Friction modulus, kN/mn+2 2080 141.11 1127
Cohesion, kPa 3.3 13.79 4.83
Friction angle, ◦ 33.7 22 20
Shear modulus, cm 5 5 5
Table E.5: Parameters for MATLAB©/SimMechanics™model
Integration step, ms 1
Sample time of UKFs and the slip controller, ms 10
Number of samples in Monte-Carlo
simulations, ≥
104
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Table E.6: Parameters of the FS
Quantification, membership functions
amax 3 m/s2
κ̄fuzz 0.05
L 10
λLo 0.05
λAv 0.5
λHi 0.95
ξ 0.2
ζ 2
Table E.7: Miscellaneous parameters
Optimal slip control supervisor
∆κ 0.075
Measurement noise parameters
Signal Standard deviation
Velocity 0.025 mps
Wheel speed 0.075 rad/s
Draft force 0.25 kN
Wheel load 0.25 kN
Agricultural operation parameters
Working width, m 5
Working depth 7.5 cm
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