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Conventional scattering theory is incomplete in that it does not adequately describe the behaviour
of the wave function at macroscopic distances from the scattering reaction volume. In scattering
experiments particles are incident from sources at macroscopic distance and measured at macroscopic
distance from the microscopic reaction volume. Standard experimental procedure is to describe
asymptotic particle motion by classical mechanics. However, this transition to classical mechanics is
not accounted for in standard quantum scattering theory. Hence, we revisit conventional scattering
theory with the introduction of semiclassical propagators to describe the wave function in both
incident and outgoing asymptotic scattering channels. This description leads to the manifestation
of classical trajectories in the quantum wave function both before and after the collision. It includes
the case of extraction with external fields as in modern multi-particle detectors. We derive the
asymptotic Kemble imaging theorem (IT) limit to demonstrate how formal quantum scattering
theory contains implicit classical mechanics threaded throughout the asymptotic wave functions.
PACS numbers: 03.65.Aa, 03.65.Sq, 03.65.Ta
I. INTRODUCTION
Quantum scattering theory addresses one of the fun-
damental problems of quantum mechanics, namely, the
description of the collision of microscopic particles. This
involves their initial production in sources at macroscopic
distance from their region of interaction and their sub-
sequent motion from this reaction volume of, at most,
atomic or molecular dimensions to a detector positioned
usually at macroscopic distance from the reaction vol-
ume. Standard scattering theory and text-book exposi-
tions of it, have changed little since its inception in the
1950s [1, 2]. Time-independent scattering theory applies
only to time-independent potentials of interaction. In its
simplest form, two-body potential scattering, one begins
with the time-independent Schro¨dinger equation (TISE)
at fixed energy and defines, from the asymptotic form
of the spatial Green function leading to a corresponding
asymptotic form of the spatial wave function, a scattering
amplitude (or equivalently a transition matrix element)
for transition to a final momentum state. Assuming con-
stant incident flux of particles this is converted into a
cross section
It is interesting that the standard general scattering
theory, as presented in Goldberger and Watson [3], for
example, begins not with a fixed energy in the TISE but
with the time-dependent Schro¨dinger equation (TDSE).
However, the time is then eliminated by taking, in a
somewhat involved procedure, the limits at infinite times
before and after the collision. This restores the fixed
energy such that the resulting elements of the theory,
for example the transition matrix, the scattering ma-
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trix and Møller operators, are all time independent and
expressed in terms of the time-independent interaction
potentials. Recently [4], following Gerjuoy [5], we have
given a derivation of time-independent scattering theory
which avoids the redundant introduction and elimination
of time. This theory follows the text-book derivation of
time-independent potential scattering but generalized to
multi-particle, multi-channel collisions.
We point out three features of modern experiments in-
volving fragmentation and re-arrangement collisions that
render the standard scattering theory inadequate for the
interpretation of the results of these scattering processes:
(i) In connection with “atto- and femto-second”
physics, modern experiments use light sources provid-
ing extremely short, intense pulses. Since this involves
the approximation of the light source by a classical field,
the potential of interaction is explicitly time-dependent.
Furthermore, the results depend upon the pulse details,
and the time-independent theory with the associated def-
inition of a cross section based on steady beams cannot
be used.
(ii) In the standard time-independent theory asymp-
totically free motion of colliding particles at large dis-
tances from the microscopic collision region is assumed.
However, modern experimental procedures use external
fields to extract and manipulate charged particles emit-
ted from the collision volume and free asymptotic motion
does not apply.
(iii) To interpret the flight of particles to and from
macroscopic distances with respect to the extent of the
microscopic collision region, experimenters routinely as-
sume that classical mechanics is valid, even for light par-
ticles such as electrons. This classical element is nowhere
to be found in time-independent scattering theory, which
remains fully quantum mechanical.
The use of classical mechanics automatically intro-
duces time variables into the dynamical description and,
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2for many particles, different times of detection apply gen-
erally. Despite this use of classical mechanics, the mea-
surement of particles in coincidence exhibits clear quan-
tum properties of coherence, interference, and entangle-
ment thus signalling the preservation of the quantum
wave function out to macroscopic distances. One aim
of our formulation of scattering theory is to justify how
these apparently conflicting aspects of experiments can
be reconciled.
Our aim in this paper is to remedy the above three de-
ficiencies of fixed-energy theory, the latter two of which
are deficient also in the time-dependent theory. We
suggest that a formulation of scattering theory, both
for time-dependent and time-independent interactions,
based upon direct time propagation with appropriate
Hamiltonians is both simpler and easier to connect with
modern experimental methods.
The collision automatically separates into three time
zones, before, during and after the interaction region.
The novelty is that we use semi-classical approximations
for the wave functions before and after the collision and
the full quantum propagator only during the microscopic
interaction region. In this formulation, the key quantity
describing the result of the collision is not the transition
matrix, as in standard theory, but rather the collision-
complex momentum-space wave function.
A time-dependent version of scattering theory does ex-
ist of course, for example see [6], and in various forms has
been used particularly where incident beams of photons
or heavy ions are approximated as providing classical
electric or magnetic fields. However, here also a tran-
sition matrix approach is used most often. We advocate
a direct time propagation, as used increasingly in mod-
ern numerical calculations, showing the importance of
the momentum-space wavefunction emanating from the
collision region, as has been emphasised by Macek [7].
Clearly, for time-varying interactions only the time-
dependent propagation is applicable. We suggest that
also for time-independent potentials it provides a simple
and direct formulation, avoiding some of the problems,
for example, of energy-dependent Green functions, infi-
nite time limits and scattering wave functions extending
over all space, inherent to the time-dependent theory.
We begin by showing that the generalisation of a result
known as the “imaging theorem” (IT) allows a different
formulation of scattering theory in the asymptotic zone,
both before and after the collision. The central result
of this imaging theorem, first proved in 1937 by Kemble
[8] to give a classical meaning to the momentum vari-
able, is a semiclassical description of the wave function
at asymptotically large distance. Indeed, the imaging
theorem involves precisely a description of the passage of
particles from the reaction volume to a distant detector.
According to the theorem the quantum wave function is
preserved to macroscopic distance but its variables, po-
sition or momentum, are connected by classical mechan-
ics. This immediately resolves the dichotomy of point
(iii) above.
As we will show, the IT gives a new perspective to
the quantum description of scattering. After propagat-
ing over macroscopic distances, either before or after col-
lision, the wave function variables describe allowed clas-
sical trajectories and semiclassical quantum mechanics
is valid. Only within the microscopic reaction volume,
where forces vary over atomic-scale distances, is a full
quantum description required. The momentum-space
wave function of the collision complex emerging from the
reaction volume emerges naturally from the IT.
The imaging theorem was so-named since it shows that
the asymptotic spatial wave function is the image of the
momentum wave function right at the edge of the colli-
sion volume. Although perhaps a little presumptuous to
accord this result the status of a theorem, nevertheless
we will retain the nomenclature and refer to the result
described below as the IT.
The IT has been proven and used in scattering theory
several times since (and largely independent of) Kem-
ble’s derivation. Exclusively it is used to describe the
asymptotic state of free motion of particles following
collision. Examples are in electron impact excitation [9]
or in ion-atom collisions [10] to propagate a calculated
wave function to large times [7]. Other derivations are
in describing interfering electron trajectories [11] or in
connection with Bohmian mechanics [12, 13]. The IT
also lies at the basis of Dollard’s “scattering into cones”
theorem [14, 15], again applicable to the free motion of
particles following the collision. We generalise this result
to include motion in extracting fields.
We concentrate firstly on the time development of par-
ticle motion after the quantum collision process has oc-
curred and the outgoing particle momenta are already
fixed. The collision reaction occurs in a microscopic vol-
ume about the origin r = 0 and particles are detected
after typically macroscopic times (e.g. nanoseconds). We
take as t = 0 the moment the quantum collision begins
and t = τ when it has ended and all reaction fragments
have exited the microscopic reaction volume. This colli-
sion duration is nevertheless of the order of atomic times
(∼10−16 s).
As derived originally, the IT is overtly time dependent.
It relates the asymptotic spatial wave function Ψ(r, t),
where the coordinates r specify the macroscopic detec-
tion positions of all N emanating particles at the same
time t, to the momentum wave function Ψ˜(p′, τ) of all
N particles at the outer edge of the microscopic reaction
volume near r ≈ 0 at time τ  t. Its essence illustrated
in Fig. 1 is most simply stated in the quantum result
|Ψ(r, t)|2 ≈ dp
′
dr
|Ψ˜(p′, τ)|2, (1)
where dp′/dr however is the classical density of outgoing
trajectories. Thus, the crucial feature of the IT is that
the position and momentum variables in the quantum
wave function are not independent but are connected by
classical mechanics. That is, each initial momentum of
particle n in the set p′ at time τ determines the asymp-
3r0
r
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FIG. 1: Extraction of a particle exiting a scattering reaction
into a bundle of possible classical trajectories originating at
r′ with initial momentum near p′ and ending near a distant
detector at the point r with momentum p.
totic positions r at large final time t τ .
This result is to be contrasted with the asymptotic
form derived from time-independent theory, say for the
simple case of potential scattering of two particles. There
one has
|Ψ(r, E)|2 ≈ 1
r2
|f(p′, E)|2, (2)
where f(p′, E) is the amplitude for scattering into a state
of fixed momentum p′ and fixed energy E . In energy
representation, the variables r and p are fully quantum
and one simply defines the directional correspondence
p′ ≡ p′rˆ . Later in the paper we will connect the two
forms of Eq. (1) and Eq. (2).
The key to the derivation of the IT lies in semiclas-
sical quantum dynamics. We have shown [16] that this
allows a generalisation of the IT to external-field extrac-
tion, thereby resolving point (ii) above. More impor-
tantly, it shows how the use of classical motion for indi-
vidual particles can be reconciled with the manifestations
of quantum coherence, interference, and entanglement at
large distances from the reaction volume. A result of this
paper is to derive, for time-independent interactions, a
time-independent IT and to expose the implicit asymp-
totic classical aspects of time-independent theory, which
are not usually made apparent in text books.
The approach to the semiclassical and classical lim-
its of quantum theory has a long history stretching back
to the inception of quantum mechanics [17, 18] and can
be traced through many early applications in nuclear,
atomic and molecular scattering. The general theory of
semiclassical quantum mechanics, also for bound states,
was assembled more recently [19–22]. The specific ap-
plication to the semiclassical theory of collisions is given
by Miller [23], by Pechukas [24], and by Rost and Heller
[25, 26], for example.
However, these theories are concerned with the limiting
treatment of the complete scattering process, connecting
ultimately to a classical collision cross section. As such
the classical limit appears when the collision energy is
large compared to all potential energies of interaction
operating in the problem under consideration. This large
energy guarantees that the action (energy × time) or
(momentum × position) has a value much greater than
} at all times.
It is important to distinguish this from the limit con-
sidered here. We treat the collision complex as wholly
quantum and only the asymptotic motion in the semi-
classical approximation. Then the IT becomes valid, at
all collision energies, when the system wave function has
been propagated to distances and times such that the ac-
tion appearing in the wave function has a value much in
excess of }.
The structure of the paper is as follows. In section II
the IT in its usual time form is presented with emphasis
on the semiclassical nature of the wave function in the
asymptotic zone and includes the case of external field ex-
traction of particles emanating from the collision volume.
This theory is suited particularly to “attosecond” physics
involving experiments with short intense laser pulses.
In section III we treat a time-dependent collision pro-
cess by employing the IT also to describe the incident
channel wave function. In section IV we develop a new
derivation of time-independent scattering theory, again
using the semiclassical approximation of the IT in both
final and initial scattering channels. Although our deriva-
tion here also includes external field extraction, we con-
nect with standard text-book results to show that a cross
section of the usual form can be derived from our semi-
classical asymptotic description.
Section V contains commentary on the implications
of the IT semiclassical wave function for the interpreta-
tion of the results of coincidence experiments in terms
of entanglement, coherence and interference arising from
many-particle interactions.
Since the contrast of time and energy representations
of scattering theory is a main topic of this paper, we give
in the Appendix A a brief overview of the time and energy
treatments of both quantum and classical mechanics. We
compare the time-dependent and timeless versions of the
equations of motion and the connection of classical and
quantum mechanics by the semiclassical limit in both
cases.
For simplicity of notation, in most of the paper, the
theory is presented for the laser dissociation into two fi-
nal particles or to the collision of two structureless par-
ticles, leading to the same two particles after the colli-
sion. The extension of the scattering theory to describe
the dissociation or collision of composite particles, in-
volving in general particle re-arrangement and multiple
fragments in the final channel is given in Appendix B.
The time-dependent theory, extended to include parti-
cles detected at different arrival times, is in section B1
and, for completeness, the time-independent general the-
ory is described in section B2.
4II. TIME-DEPENDENT SCATTERING THEORY
WITH A SEMICLASSICAL ASYMPTOTE
A. Semiclassical propagation and the Kemble IT
limit
Kemble’s aim in introducing the IT was not so much
to prove the validity of free classical asymptotic motion
as to give “an operational definition of momentum for
free particles.” He points out that a momentum mea-
surement on a single particle requires in principle two
measurements of position and time. One registers ini-
tially r′, t′ and later position r at time t. This gives the
velocity
v′ =
r − r′
t− t′ . (3)
Nevertheless he argues that if r′ is confined to micro-
scopic variation, then defining the velocity simply as
v′ = r/t “in which r is the measured position at some
time t great enough so that r is large compared to the
uncertainty in its measurement” will allow momentum to
be measured with essentially arbitrary accuracy. That
is, Kemble takes effectively microscopic r′ = 0 and mi-
croscopic t′ = 0. Then he uses a stationary phase ar-
gument to justify identifying the momentum calculated
from this classical velocity with that appearing in the
momentum-space quantum wave function, that is, “a re-
lation between measured momenta and the wave numbers
of Fourier analysis.”
This operational definition of momentum via classical
velocity has been assumed implicitly ever since to iden-
tify measured momenta with those defined in standard
scattering theory.
The IT has been employed historically in scattering
theory mostly to extract information from the asymp-
totic post-collision form of numerically-calculated wave
functions propagated in time [7]. This emphasis on the fi-
nal state is particularly appropriate to strong, short laser
pulses interacting with atoms and molecules. In typical
experiments a particle beam is crossed with a laser beam
so that the photon flux and particle beam density char-
acterise the initial conditions. The experimenter then
measures the number of particles impinging on the de-
tector as a function of position and time of flight.
Taking as time t = 0 the moment the collision begins
and time t = τ when all particles have exited the reaction
volume after the collision, then the subsequent propaga-
tion of the quantum state follows the equation
|Ψ(t) 〉 = UF (t, τ) |Ψ(τ) 〉, (4)
where UF (t, τ) is the time-development operator defined
outside the reaction volume and the subscript F denotes
the possibility of using extraction fields. Projecting onto
an eigenstate 〈 r | of final position and inserting a com-
plete set of momentum eigenstates |p 〉, this propagation
is expressed in terms of wave functions as
Ψ(r, t) =
∫
dp K˜F (r, t;p, τ) Ψ˜(p, τ), (5)
where K˜F (r, t;p, τ) = 〈 r |UF (t, τ)|p 〉 is the mixed
coordinate-momentum propagator.
In semiclassical approximation this mixed propagator
can be expressed in the form
K˜F (r, t;p, τ) =
1
(2pi})3/2
∣∣∣det ∂2S˜
∂r∂p
∣∣∣1/2 eiS˜(r,t;p,τ)/},
(6)
where S˜(r, t;p, τ) is the classical action of Eq. (A3). The
tilde serves to denote that here we use the (r,p) repre-
sentation. (In the case of a single outgoing particle con-
sidered here, ∂2S˜/∂r∂p is a 3× 3 matrix).
For simplicity, we suppress a sum over possible mul-
tiple trajectories connecting r′ with r in the fixed time
t but for different energies. Additionally, we suppress a
Maslov index that counts the number of conjugate points
where individual trajectories intersect one another along
caustics [19–21].
The integral over all quantum p in Eq. (5) is evaluated
for t  τ in the stationary phase approximation (SPA).
The stationary phase point occurs at the point p = p′
where the condition
∂S˜
∂p
= 0 (7)
is satisfied. Note that this corresponds to initial r′ ≈ 0 in
line with Kemble’s argument. The result of the integral
in SPA is (for details see Ref. [27])
Ψ(r, t) ≈ (i)−3/2
(
dp′
dr
)1/2
eiS(r,t;0,τ)/} Ψ˜(p′, τ), (8)
where S(r, t; r′, τ) is the classical action in position space,
connected to S˜(r, t;p′, τ) by the Legendre transformation
S(r, t; r′, τ) = S˜(r, t;p, τ) − p · r′, which also clarifies
Eq. (7).
To appreciate the implications of this IT result, it is
important to illustrate the result of the two approxima-
tions
a) semiclassical propagator and
b) SPA evaluation of the momentum integral.
In the exact full quantum expression Eq. (5) the vari-
ables r and p are independent and the wave functions
in the two spaces connected only by the integral kernel,
essentially a generalised Fourier transformation. Hence,
in principle, each and every possible p value, initial mo-
mentum, corresponds to a given r value of final position.
Approximation of the kernel by its semiclassical form
connects the two coordinates via classical mechanics. For
example, for free motion and t  τ , one has r ≈ r′ +
p′ t/m. Thus, if measurement fixes final position r and
time of flight t, one has still the integral over varying p′
values or equivalently varying initial position r′.
5The SPA approximation removes the integral and fixes
the r′ to a single value, in this case to zero. This isolates
a single fixed momentum p′ ≈ mr/t for each measured
r and time t. Thus, the crucial feature of the IT is that
the position and momentum variables in the quantum
wave function are not independent but are connected by
classical mechanics. That is, each initial momentum of
particle n in the set p′ at time τ determines the asymp-
totic position r at large final time t  τ . This is the
essential content of Eq. (8).
The IT result relies upon the action greatly exceeding
~. In Ref. [27] we showed that this occurs after distances
that are large compared to atomic dimensions but still
microscopic compared to the size of typical experimen-
tal apparatus. Thus any quantum system propagating
to distances, and correspondingly over times, that are
macroscopic undergoes an autonomous transition to a
state described by a semiclassical wave function.
It should be made clear that for the particular cases
of free motion or TI extracting fields with corresponding
potentials at most quadratic in the coordinates, both the
semiclassical approximation and the SPA evaluation of
the momentum integral are exact . This perhaps explains
why the semiclassical nature of the asymptotic motion
has been overlooked until now. Also, this justifies many
classical or semiclassical treatments of the motion of par-
ticles in a variety of experiments. A prime example is the
use of classical trajectories to describe atomic motion in
experiments of the Stern-Gerlach type. Another example
is the continuum motion of photo-electrons in a strong
laser field of attoseconds duration. Here electrons ini-
tially moving out from the residual ion can be turned
around in the oscillating field and return to re-scatter
from the parent ion leading to high-harmonic generation
[41]. The IT justifies the approximate use of classical
mechanics to describe such trajectories.
From Eq. (8), the IT can be written in the form
|Ψ(r, t)|2 ≈ dp
′
dr
|Ψ˜(p′, τ)|2. (9)
Note that the asymptotic quantum probability density
|Ψ(r, t)|2 appears as a product of two factors. One is
the quantum probability density |Ψ˜(p′, τ)|2 of initial mo-
mentum p′ resulting from the collision. The other factor
factor is the classical density of trajectories defined by
the Jacobian determinant∣∣∣∣det ∂p′∂r
∣∣∣∣ = dp′dr , (10)
called the van Vleck factor [17]. Its importance in semi-
classical mechanics has been emphasized particularly by
Gutzwiller [19], who referred to this density of trajecto-
ries factor as C(t), see also Berry and Mount [20]. Out-
side the reaction volume, a particle emanating from a
volume dp′ around p′ will arrive in a volume dr around
r. One sees, remarkably, that quantum propagation out-
side the reaction volume is described by a purely classical
quantity.
One can also write Eq. (9) as
|Ψ(r, t)|2 dr ≈ |Ψ˜(p′, τ)|2 dp′. (11)
This shows that the locus of points of equal detection
probability lie along classical trajectories. This result
is also an elemental version of Dollard’s “scattering into
cones theorem” [14].
Standard time-independent scattering theory provides
generally cross sections differential in fixed outgoing par-
ticle momenta. These cross sections can be compared to
measurements only by defining constant particle fluxes
calculated from time-independent wave functions. Al-
though in Ref. [4] and in the preceding section, the em-
phasis is on particle detection at fixed positions, the the-
ory is seemingly at variance with modern coincident de-
tection of differing particles at different times. Indeed the
timing of each particle is necessary to define the classical
momenta.
A single global time is usually used to connect the time-
independent and time-dependent theories via Fourier
transform of the time propagator for example. In ap-
pendix A we present a modified scattering theory for
non-interacting particles in the outgoing channel. In this
theory, following the IT, each particle propagates in its
own time along an individual classical trajectory to the
detector.
B. The Kemble IT limit from a Taylor expansion
in spatial coordinates
The restriction to r′ ≈ 0 means that the IT can be
derived also using the propagator in the full coordinate
representation. Then the asymptotic wave function ap-
pears as an integral over all initial quantum variables r′,
Ψ(r, t) =
∫
KF (r, t; r
′, τ) Ψ(r′, τ) dr′, (12)
Again, the propagator can be represented in the semi-
classical form [19]
KF (r, t; r
′, τ) =
1
(2pii})3/2
∣∣∣det ∂2S
∂r∂r′
∣∣∣1/2 eiS(r,t;r′,τ)/}
=
1
(2pii})3/2
(
dp′
dr
)1/2
eiS(r,t;r
′,τ)/},
(13)
where, as before, S(r, t; r′, τ) is the classical action in
coordinate space.
Now it is recognised that for times t τ the r′ integral
is confined to a small volume around r′ ≈ 0, so that the
action can be expanded around this point as
S(r, t; r′, τ) ≈ S(r, t; 0, τ) + ∂S
∂r′
∣∣∣
0
· r′. (14)
6Then, with ∂S/∂r′|0 ≡ −p′, substitution in the integral
Eq. (12) gives a Fourier transform and the result
Ψ(r, t) ≈ (i)−3/2
(
dp′
dr
)1/2
eiS(r,t;0,τ)/} Ψ˜(p′, τ), (15)
which is the IT of Eq. (8).
Thus we have two, essentially conjugate, derivations of
the IT. The first recognises the finite spread in momen-
tum space of the scattering wave function at t = τ . Then
the SPA in the momentum integral of Eq. (5) leads to
well-defined classical momenta for t = τ in the scattering
wave function at the exit of the collision region. Corre-
spondingly, the position-space scattering wave function
for t ≈ τ has essentially zero extent so that the r′ in-
tegral of Eq. (12) can be approximated around r′ ≈ 0
to give the same momentum wave function as in the IT
result of Eq. (8).
C. Asymptotic Free Motion
The IT derived by Kemble [8] and others [7, 9–13] is for
asymptotically free motion. For free motion, the mixed
propagator of Eq. (6) is simply
K˜(r, t;p, τ) =
1
(2pi})3/2
eiS˜(r,t;p,τ)/}, (16)
where S˜(r, t;p, τ) = p · r − p2T/(2m) is the classical
action for free motion with T = t− τ .
Hence, K˜(r, t;p, τ) is a free-particle momentum wave
function and Eq. (5) for free motion becomes just the
Fourier transform between coordinate and momentum
wave functions. Here the SPA condition Eq. (7) gives
exactly the classical free-motion condition
∂S˜
∂p
∣∣∣
p′
≡ r′ = r − p′T/m = 0 (17)
so that p′ = m(r − r′)/T the free-particle classical mo-
mentum.
The coordinate space propagator for free motion is
K(r, t; r′, τ) =
m
(2pii}T )3/2
eiS(r,t;r
′,τ)/}
=
m
(2pii}T )3/2
exp
[
i
m
2}T
(r − r′)2
]
,
(18)
since S(r, t; r′, τ) = m(r − r′)2/(2T ) is the classical ac-
tion in coordinate space. This result is obtained from
Eq. (16) with the Legendre transformation S(r, t; r′, τ) =
S˜(r, t;p′, τ)− p′ · r′ along with p′ = m(r − r′)/T .
One has as required p′ ≡ −∂S/∂r′ giving the van Vleck
factor
dp′
dr
=
∣∣∣∣det ∂p′∂r
∣∣∣∣ = (mT )3 . (19)
Then, for free motion in the limit t  τ, T ≈ t, one has
from Eq. (8) or Eq. (15) the IT
Ψ(r, t) ≈
(m
it
)3/2
eimr
2/(2}t) Ψ˜(p′, τ), (20)
as derived originally by Kemble.
Here the spreading of the wave function with time, de-
picted in Fig. 2, is associated directly with the spread
of the classical trajectories as the ensemble of parti-
cles moves out from the reaction volume according to
r ≈ (p′/m)t. The classical density factor 1/t3 has the
interpretation that, as the swarm of trajectories moves
out, the corresponding wave function diminishes in am-
plitude to preserve normalisation.
D. Probabilities and particle-counting rates
In an experiment where the microscopic interaction has
a finite duration τ , the arrival time t of a detected scat-
tered particle is the essential measured element. A detec-
tor at r will measure hits from repeated scattering events
of scattered fragments along a particular classical trajec-
tory at random times of arrival t. Thus one tracks and
bins the relative number of particles scattered into a solid
angle drˆ = dΩr incident on a detector area dAr = r
2dΩr
at time t. The result corresponds to a probability
dP = |Ψ(r, t)|2 dr (21)
integrated over the appropriate acceptance volume dr de-
fined by the detector. Introducing the IT result Eq. (11)
one has immediately
dP
dp′
≈ |Ψ˜(p′, τ)|2 (22)
as the differential probability which can be connected
to the relative number of particles exiting the reaction
volume with momenta p′ in the range dp′ at t = τ . The
volume element dr defined by the detector defines also
reaction volume
p0
emerging 
wavefront
r = p0 t/m
m
macroscopic 
wavefront
ensemble of 
classical trajectories
FIG. 2: Illustration for free propagation of the spreading of
the wave function with time along with the spreading of the
underlying ensemble of classical trajectories.
7this volume element in momentum space according to the
classical van Vleck trajectory connection Eq. (10).
In the case of free motion of a particle of mass m, the
IT Eq. (20) along with Eq. (19) for t τ gives
dP
dp′
≈ |Ψ˜(p′rˆ, τ)|2 ≈ (r/p′)3|Ψ(r, t ≈ mr/p′)|2. (23)
The IT approximation becomes nearly exact for r and
t large enough and certainly for the macroscopic dimen-
sions of a typical laboratory apparatus. Simulations of
the IT connection Eq. (23) are given in Sec. III of Ref. [29]
and in Ref. [7].
In this way, the spatial wave function at the detector
is an image of the momentum wave function emanating
from the collision. (Of course, the images are extracted
from the statistical ensemble of random arrival-time hits
at the detector.) In time-dependent scattering theory,
in particular necessary to describe short laser pulse in-
teractions with matter, we show that this momentum
wave function plays a fundamental role, corresponding
to the role played by the scattering amplitude in time-
independent scattering theory. The connection between
the two is exposed in detail in section IV below.
III. PARTICLE COLLISIONS AND THE
INITIAL CHANNEL IN TIME-DEPENDENT
THEORY
Hitherto, attention has been confined to the outgoing
channel and its description by a semiclassical wave func-
tion. This is appropriate for laser light interacting with
an atomic or molecular target. However, generic collision
experiments involve two sources of particles in the inci-
dent channel, either one beam impinging on a gaseous or
solid target or two crossed particle beams. Hence, one
should ask what is the role played by the IT in the inci-
dent channel, since here also particles traverse a macro-
scopic distance from the source to the collision region?
Many authors have expressed concern over the for-
mulation of the initial conditions in quantum scattering
theory. Particularly this concern is with the use of a
plane wave ψi(r) ∝ exp (ipi · r/~) as the incident wave
function. For well-defined momentum such a wave occu-
pies the whole of space which is plainly at odds with the
tightly-collimated beam preparation necessary to achieve
experimental accuracy. Also this extended plane wave
would interfere with the outgoing scattered wave.
In more detailed expositions of scattering theory it is
sought to remedy this deficiency. The standard approach
(see for example [3, 15, 30, 31]) is to represent a single in-
cident particle by a narrow wavepacket. Then it is shown
that under usual experimental conditions the spreading
of the wavepacket is negligible and, using stationary-
phase arguments, that the centroid of the wavepacket
moves with a group velocity obeying classical mechanics.
Similar non-spreading wavepackets are used to justify the
form of the outgoing wave.
Using such wavepackets it can then be shown, albeit in
rather complicated fashion, that the same form of the dif-
ferential cross section as given by an incident plane wave
is obtained [32]. As has been demonstrated, the IT ob-
viates the need for wavepackets in the outgoing channel.
The ensemble wave function with classical connection of
position and momentum does not have to represent a sin-
gle localised particle. In the IT the outgoing wave func-
tion spreads over all space and represents the ensemble
of localised particle trajectories.
As we illustrate next for the incident beam, using the
IT to derive a semiclassical wave function gives a localised
trajectory and a simpler explanation of why a plane-wave
form for the incident wave is admissible. In the IT the
wave function describes an ensemble of particles in di-
rected classical trajectories emanating from a collimator.
A. Time-dependent scattering theory
In Eq. (4), following the historical development of the
IT, we considered only time propagation after the col-
lision. To discuss the complete scenario where particle
detector and source are at macroscopic distance from the
collision region, we must describe the time development
of the whole collision. Again, the time-dependent theory
is appropriate to treat either time-dependent or time-
independent potentials of interaction.
A collision of atomic particles can be viewed in three
stages as depicted in Fig. 3. First is the preparation of
a collimated beam and directing it from a macroscopic
distance onto a target area of microscopic dimensions.
The particles emanating from the microscopic collision
volume move outwards over macroscopic distance before
being registered by suitable detectors.
In the following, free motion of particles in stage one is
assumed as this corresponds to the field-free motion from
collimator to target. (That is, the incident beam either is
so energetic or suitably shielded that the extraction fields
can be ignored in stage one.) By definition in stage two
the potentials of interaction in the collision volume are
of microscopic range and delineate the collision region.
As before, we take t = 0 as the time the collision be-
gins. In stage one the incident particles exit the collima-
reaction volumesource
collimator
channel-plate 
detector
FIG. 3: Illustration of a collision from source to detector of
a particle described macroscopically by classical trajectories
into and out of a microscopic quantum reaction zone.
8tor beam source at t = −ti and move freely for a time ti
towards the collision region. In stage two, the interaction
potentials effectively switch on at t = 0 and switch off at
t = τ , a short duration of atomic or molecular scale.
Of course, in principle this does not include the single
most important interaction, the infinite range coulomb
interaction of charged particles. For these interactions,
the end of the collision region must be defined as the
point at which the coulomb forces have diminished suf-
ficiently that there is no further exchange of particles or
excitations occurring. That is, the collision complex has
“frozen out” into its final channel wave function. Sub-
sequent weak coulomb interaction between the outgoing
particles is discussed in section VI.B and does not inval-
idate the IT.
Stage three is when the particles move away from the
collision region and are detected at a later time t. Since
ti  τ and t  τ , the actions in both stages one and
three are much greater than ~ and the motion can be
approximated by the semiclassical time propagator, i.e.
one can use the IT result. Of course during the collision
in stage two it is necessary to define the full quantum
propagator. However, since the extraction fields in stage
three are extremely weak compared to those operating
during the collision, they can be ignored in stage two.
The state at time t is related to the initial state by the
three-stage time propagator [33], i.e.
|Ψ(t) 〉 = U(t,−ti)|ψi 〉
≈ UF (t, τ)U(τ, 0)U0(0,−ti)|ψi 〉, (24)
where |ψi 〉 is the time-independent t = −ti initial state
at the exit port of the collimator, U0 is the propagator
for free motion and UF that for motion in the extracting
fields.
Then the free propagation from the collimator pro-
duces a state at time t = 0 at the onset of the collision,
|ψ(0) 〉 = U0(0,−ti)|ψi 〉 = exp
[
− i
~
H0ti
]
|ψi 〉. (25)
Accordingly, see Eq. (5), the spatial wave function en-
tering the collision region is
ψ(Ri, 0) =
∫
K˜(Ri, 0;p,−ti) ψ˜i(p) dp, (26)
where to facilitate introduction of the IT we have intro-
duced Ri = r
′
i − ri to locate points r′i in the reaction
volume relative to the exit port of the collimator at fixed
ri. (Recall the origin is at the centre of the reaction
volume.)
Evaluated in SPA for ri, ti → ∞, this gives for the
wave function incident on the target the IT result, see
Eqs (8) and (16),
ψ(Ri, 0) ≈ Ai e
ipi·Ri/}
(2pi})3/2
e−ip
2
i ti/(2m}) (27)
with semiclassical amplitude
Ai ≈ (−i)3/2(2pi})3/2
(
dpi
dr′i
)1/2
ψ˜i(pi) (28)
along with the classical relation pi = mRi/ti ≈ −mri/ti
from the SP condition. This wave function decides the
flux of particles incident and the final counting rate is
proportional to this flux.
The incident trajectory bundle intersecting the micro-
scopic reaction volume is characterized here by the sin-
gle semiclassical trajectory along the collimator axis with
momentum pi. The incident projectile plane wave de-
scribed by eipi·Ri/} arises naturally near the reaction
volume in Eq. (27) as the semiclassical wavefront to this
trajectory depicted in Fig. 3. There is no need to intro-
duce spatially-localised wavepackets constructed from an
integral over momentum.
The collision takes place in the interval 0 < t < τ .
Hence, from Eq. (24) and Eq. (25), the state after the
collision is
U(τ, 0)U0(0,−ti)|ψi 〉 = U(τ, 0) |ψ(0) 〉. (29)
Projected into a mixed momentum-position space this
gives an amplitude
〈p |U(τ, 0)|ψ(0) 〉
=
∫
〈p |U(τ, 0) |Ri 〉ψ(Ri, 0) dr′i.
(30)
Note the integral here is over the reaction volume coor-
dinate r′i as the position ri of the collimator exit port is
fixed. If we recognise now that the amplitude Ai of inci-
dent trajectories in Eq. (27), for macroscopic ri, changes
little over the variation of Ri (extent of r
′
i), then we can
replace it by its value at r′i = 0. With this ‘plane-wave’
approximation the integral in Eq. (30) can be performed
to give
〈p |U(τ, 0)|ψ(0) 〉 ≈ 〈p |U(τ, 0) |pi 〉Ai e−ip2i ti/(2m})
= Ψ˜(p, τ)Ai e−ip2i ti/(2m}),
(31)
that is, the same momentum wave function as in Eq. (5)
but modified by the incident wave amplitude evaluated
at r′i = 0.
The preparation of a collisional momentum wave func-
tion at the edge of the reaction volume is common to
both time-dependent and constant interactions V (t) and
V , respectively. This wave function propagates to asymp-
totic distances in the semiclassical approximation which
is our standard IT in the exit channel from section II.C.
The state vector is
|Ψ(t) 〉 = UF (t, τ)U(τ, 0) |ψ(0) 〉 (32)
with wave function, see Eq. (5) and Eq. (31),
Ψ(r, t) =
∫
K˜F (r, t;p, τ) Ψ˜(p, τ) dpAi e−ip2i ti/(2m}).
(33)
9The SPA approximation can be applied as before to
give the result
|Ψ(r, t)|2 = dp
′
dr
|Ψ˜(p′, τ)|2 Pi, (34)
where we define the incident-wave probability density
Pi ≡ |Ai|2 = (2pi})3 dpi
dr′i
|ψ˜i(pi)|2 (35)
evaluated at r′i = 0.
The only difference between Eq. (34) and Eq. (9), ap-
plicable to strong laser excitation, is the additional factor
Pi from the incident particle beam. However, this term
is simply proportional to the incident particle flux and
so, of course, is the final particle counting rate.
The above time-dependent theory is applicable to any
type of interaction with respect to time. The measure-
ment is related to the scattered wave function in mo-
mentum space. However, for purely time-independent
interactions the time-independent theory is used usually.
Then emphasis shifts to the definition of a scattering
cross section in terms of a scattering amplitude, rather
than a momentum wave function itself. The relation of
our approach to time-independent theory, how a time-
independent IT is formulated, and indeed how semiclas-
sical quantum mechanics arises, is the subject of the next
section.
IV. THE IT AND TIME-INDEPENDENT
SCATTERING THEORY
Time-independent scattering theory (TIST) is re-
stricted to potentials of interaction which are themselves
time-independent. Since in most books on the subject,
scattering theory is presented in time-independent form,
it is useful to connect the Kemble IT time-dependent
limit to this standard formalism.
Therefore, in the next section of the paper, only time-
independent interaction potentials are considered. These
include both the potentials operating within the micro-
scopic interaction volume and the much weaker extrac-
tion fields used in the asymptotic zone. As in section II,
first the case of extraction fields is developed and then
specialised to the simpler case of free motion.
A. The time-independent IT limit
Consider scattering into macroscopic and steady ex-
ternal fields, for example, an extraction electric field F
in which the particle acquires a potential energy VF =
−F · r. We emphasise that here the wave function is de-
termined by the external field VF of macroscopic extent
beyond the short range of the microscopic quantum scat-
tering potentials V . It is also important for the following
to note that the extraction potentials are much smaller
than the potentials operating during the scattering pro-
cess, typically, VF ≈ 10−8 V . One can safely ignore VF
inside the reaction volume.
Assuming a steady incident-beam current, the
stationary-state |Ψ 〉 describing the microscopic scatter-
ing and subsequent propagation to macroscopic distance
in external fields is defined by the LS equation Eq. (A18)
(ignoring the incoming wave)
|Ψ 〉 = GF (E)V |Ψ 〉 = 1
E −HF + iδ V |Ψ 〉. (36)
The Green operator(E − HF + iδ)−1 defines the wave
function in the final channel and so is defined by VF alone.
The scattering wave function in coordinate space is
defined accordingly
Ψ(r, E) =
∫
GF (r, r
′;E)V (r′) Ψ(r′, E) dr′. (37)
At this stage we replace GF (r, r
′;E) formally with the
semiclassical Green function, although for the cases of
free motion or the uniform external extraction fields con-
sidered here, it turns out that the exact Green function
is equal to its semiclassical approximation.
As Gutzwiller shows using the SPA [19], the semiclas-
sical Green function is of the form,
GF (r, r
′;E) ≈ 1
i}
√
D
2pii}
eiW (r,r
′;E)/} (38)
for an allowed classical trajectory connecting r′ and r in
the external fields. Now the phase function is precisely
the time-independent classical action (Hamilton charac-
teristic function) of Eq. (A2), defined as
W (r, r′;E) =
∫ r
r′
p · dl, (39)
where dl is an element of path length along the trajectory.
The factor D is given by
D = −∂
2W
∂E2
dp′
dr
(40)
and is the classical trajectory density but now along the
fixed energy surface. This density can be expressed in a
particularly useful form for characterising scattered tra-
jectories. Berry and Mount (Eq. (7.42) p. 381) [20] and
Gutzwiller (Eq. (2.10) p. 25) [19] show that in the case
of velocity-independent potentials
D = m2
p′
p
dΩp′
dAr
, (41)
where dΩp′ is the solid angle of a bundle of classical
trajectories emerging in the direction of initial p′ near
r′ ≈ 0 while dAr is the cross section of the bundle when
it reaches r with final momentum p due to the steering
in the external fields. That is, dp′ = p′2dp′dΩp′ while
10
dr = dr dAr with p
′ =
√
2m[E − VF (r′)] ≈
√
2mE and
p =
√
2m[E − VF (r)].
For free-motion, straight-line trajectories emanating
from the microscopic reaction volume, dAr ≈ r2dΩp′ and
D ≈ m2/r2. As shown below, this corresponds precisely
to the ∼1/r2 fall off of the quantum probability density
of the asymptotic scattered wave.
Invoking the scattering limit r  r′ and expanding the
phase function around r′ ≈ 0, one obtains
W (r, r′;E) ≈W (r, 0;E) + ∂W
∂r′
∣∣∣
r′=0
· r′
≡W (r, 0;E)− p′ · r′,
(42)
where p′ is the classical initial momentum just out-
side the reaction volume with p′ =
√
2m[E − VF (r′)] ≈√
2mE.
Then, as a slowly-varying function of r′ ≈ 0, the am-
plitude D can be taken outside the integral in Eq. (37) to
relate the coordinate wave function to a scattering tran-
sition amplitude according to
Ψ(r, E) ≈ (2pi})3/2GF (r, 0;E) 〈p′ |V |Ψ 〉, (43)
where now p′ and r are connected by the classical trajec-
tory in the external field. This equation is timeless and
the classical mechanics also, corresponding to Eq. (A2).
The relation between p′ and r is a phase-space connec-
tion that distinguishes the various classical trajectories
allowed for fixed r′, r, and E. Indeed Eq. (43) can be
viewed as a time-independent form of the IT limit [34].
Although the quantum description embodied in
Eq. (43) is time-independent, as usual for classical mo-
tion, it is convenient to introduce a time parameter. This
corresponds to varying the energy E and in particular
a classical time of flight T = t − τ ≡ ∂W/∂E along
a trajectory from r′ to r can be defined. The factor
dp′/dr in Eq. (40) is the same van Vleck factor defined
in Eq. (10) but with the time replaced by T = ∂W/∂E,
so that ∂2W/∂E2 = ∂T/∂E.
Therefore one obtains a time-independent IT limit
from Eq. (8) or Eq. (15) simply by dividing by the
stationary-state time factor e−iEt/} and recognizing the
Legendre transformation S(r, t; r′, τ)+ET = W (r, r′;E)
in the r  r′ limit. That is,
Ψ(r, E) ≈ i−3/2
(
dp′
dr
)1/2
eiW (r,0;E)/} Ψ˜(p′, E), (44)
where now the van Vleck factor dp′/dr is expressed as a
time-independent phase-space relation.
With the introduction of the semiclassical Kemble IT
limit, we have connected with the underlying scattered
classical trajectory bundle. However, only relative time
of flights are relevant, the instant of scattering or frag-
mentation is irrelevant and in fact unknown. As is shown
below, the familiar spreading of the classical trajectory
bundle with time, for example r ∼ (p′/m)t for free mo-
tion, corresponds precisely to the ∼ 1/r2 fall off of the
quantum probability density.
B. The relation between scattering amplitude and
momentum wave function
In time-independent scattering theory it is customary
to define the scattering amplitude as
f(p′) = −
√
2pi
}
m 〈p′ |V |Ψ 〉. (45)
Then from Eq. (43), we obtain
|Ψ(r, E)|2 ≈ m−2D |f(p′)|2. (46)
For the special case of free-motion outside the reaction
volume, the factor m−2D is given approximately by r−2,
and we recover the familiar relation of the asymptotic
coordinate wave function with the scattering amplitude
(see Eq. (57) below).
From (44) along with the density from Eq. (40), one
also has a connection between the scattering amplitude
and the momentum scattering wave function in the form
|f(p′)|2 ≈ m2D−1 dp
′
dr
|Ψ˜(p′)|2 ≈ m2
∣∣∣∣∂T∂E
∣∣∣∣−1 |Ψ˜(p′, E)|2.
(47)
Generally, however, in the presence of extraction fields,
we obtain with Eq. (41) the detection probability in a
short interval dt (relevant to steady incident beams) as
|Ψ(r, E)|2 dr ≈ |Ψ˜(p′, E)|2 dp′ ≈ p
′
m
dt |f(p′)|2 dΩp′ ,
(48)
where we have inserted dr = (p/m)dt so that (p′/p)dr =
(p′/m)dt = dr′.
In the Gutzwiller notation for the densities in time
C(t) ≡ dp′/dr and in energy D(E) from Eqs. (13) and
(38), we have from Eq. (46) the equality
|Ψ(r, E)|2 ≈ C(t)|Ψ˜(p′, E)|2 ≈ m−2D(E) |f(p′)|2. (49)
If instead we introduce the closely related T -matrix
element as
T (p′) =
√
2pi
}
〈p′ |V |Ψ 〉, (50)
then we can write the asymptotic relation Eq. (49) in the
form
C(t)|Ψ˜(p′, E)|2 ≈ D(E) |T (p′)|2. (51)
This general result for the asymptotic wave func-
tion is new and provides a connection between the
time and energy representations of scattering theory
for time-independent interactions. It also underscores
Gutzwiller’s emphasis on the relation between the time
and energy classical density factors
Relations between the scattering amplitude and its
semiclassical equivalent have been given before [24, 25]
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but where the complete scattering event is treated semi-
classically. We emphasise here that in Eq. (47) the ampli-
tude and momentum wave function are those arising from
a full quantum mechanical treatment within the reaction
volume and the relations Eqs. (46) and (48) emphasise
that only outside the reaction volume is the motion semi-
classical.
C. The time-independent IT limit for free
asymptotic motion
As before, it is illustrative to work through the case
of free motion in detail. The key element of time-
independent IT limit is the time-independent classical
action. From Eq. (39) with VF = 0 one has
W (r, r′;E) =
√
2mER = p′R, (52)
where R = r − r′ and p′ = √2mE.
As required, the magnitude of the final momentum is
equal to that of the initial momentum,
p = ∂W/∂r = p′Rˆ,
p′ = −∂W/∂r′ = p′Rˆ,
(53)
along the straight-line free trajectory R.
The classical time of flight from r′ to r for fixed energy
is given by
T =
∂W
∂E
=
√
mR2
2E
=
mR
p′
,
∂T
∂E
= −m
2R
p′3
= − T
2E
.
(54)
Then one obtains for the van Vleck factor Eq. (19) the
further relation,
dp′
dr
=
(m
T
)3
=
(
p′
R
)3
, (55)
which is the time-independent form to be used in the IT
limit of Eq. (44).
The Green function density factor Eq. (40) is then sim-
ply D = m2/R2, so that substitution of this result along
with Eq. (52) in Eq. (38) gives
G0(r, r
′;E) = − m
2pi~2
eip
′|r−r′|/}
|r − r′| , (56)
which is the exact free Green function and merely demon-
strates that the semiclassical approximation for free mo-
tion is exact.
The above relations are of course valid also in the
asymptotic limit r  r′. In this limit, p′ ≈ p′rˆ and
one derives from Eqs. (43) and (45) the usual asymptotic
form of the scattering wave function in TI theory,
Ψ(r, E) ≈ e
ip′r/}
r
f(p′). (57)
Also, directly from Eq. (46) with m−2D ≈ r−2, one ob-
tains
|Ψ(r, E)|2 ≈ 1
r2
|f(p′)|2 ≈ dp
′
dr
|Ψ˜(p′, E)|2. (58)
These relations all illustrate the fact that even in time-
independent scattering the asymptotic motion is semi-
classical, the wave function coordinates follow classical
trajectories, and the scattering amplitude is related to
the momentum-space wave function resulting from the
collision.
D. Scattering cross section
For time-independent interactions during the collision,
it is usual and meaningful to define a cross section. Again
we consider semiclassical propagation starting from the
exit port of a distant collimator into the reaction volume,
where the microscopic quantum scattering takes place,
followed by semiclassical propagation out to a distant
detector as depicted in Fig. 3. Although we confine the
derivation here to elastic scattering, the results readily
generalise to fragmentation and rearrangement reactions.
We begin with the Eq. (A19) but again for just the
scattered wave
|Ψ 〉 = GV |ψ 〉, (59)
where we assume as in section III.A the incident beam
described by |ψ 〉 is suitably shielded from the external
extracting fields.
Using the identity
G = GF +GFV G (60)
in Eq. (59) gives
|Ψ 〉 = GFV (1 +GV )|ψ 〉
≡ GFT |ψ 〉, (61)
where T = V + V GV is the transition operator, which
defines the scattering amplitude. Expressing this result
in the coordinate representation using Ri = r
′
i−ri to fa-
cilitate introducing the semiclassical approximation, see
Eq. (26), gives
Ψ(r, E) ≈
∫∫
dr′ dr′iGF (r, r
′;E)〈 r′ |T |Ri 〉ψ(Ri, E)
(62)
describing the collision in the three stages stages of par-
ticle propagation, from a distant collimator port at fixed
ri into and across the reaction volume defined by r
′
i, r
′
followed by propagation to a distant detector port at r.
With the relative separation of the two colliding particles
as coordinate, the origin is at the centre of the reaction
volume. Then the range of V and therefore of T limits
r′i and r
′ to microscopic dimensions compared to ri and
r.
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Now following the procedure we used in section III.A
to obtain Eq. (44), the IT approximation from Eq. (27)
gives for the time-independent incident wave
ψ(Ri, E) ≈ Ai e
ipi·Ri/}
(2pi})3/2
(63)
with semiclassical amplitude Ai given in Eq. (28) de-
scribing the IT density of the incident trajectory bundle
exiting the collimator at ri.
With the incident beam suitably shielded from external
fields, we have that pi ≈ −pirˆi with pi =
√
2mE and E
the energy of the incident beam.
Also we introduce the semiclassical approximation
Eq. (38) for the outgoing Green function GF . Then, ex-
panding the slowly-varying functions D and W in terms
of small r′, one obtains
GF (r, r
′;E) ≈ (2pi})3/2GF (r, 0;E) e
−ip′·r′/}
(2pi})3/2
, (64)
where (cf. Eq. (42))
p′ = −∂W (r, r
′;E)
∂r′
∣∣∣
r′=0
(65)
is the classical momentum at the outer limit of the reac-
tion volume. The r′ and r′i integrals in Eq. (62) can now
be performed and we obtain
Ψ(r, E) ≈ (2pi})3GF (r, 0;E) 〈p′ |T |pi 〉Ai. (66)
One can define a state Ψi within the microscopic scat-
tering volume developing from the momentum eigenstate
|pi 〉 as |Ψi 〉 ≡ (1 + GV )|pi 〉. Thereby one obtains
the transition matrix element describing the microscopic
scattering in the standard form,
〈p′ |T |pi 〉 = 〈p′ |V (1 +GV )|pi 〉 ≡ 〈p′ |V |Ψi 〉, (67)
so that
Ψ(r, E) ≈ (2pi})3GF (r, 0;E) 〈p′ |V |Ψi 〉Ai, (68)
which is the analog of Eq. (43) but now including the
incident wave amplitude Ai.
Assuming elastic scattering one has p′ = pi so that the
density of the scattered trajectory bundle from Eq. (41)
is given by
D ≈ m2 pi
p
dΩp′
dAr
, (69)
where dΩp′ is the solid angle of asymptotic trajectories
just emerging from the reaction volume along p′ near
r′ ≈ 0 while dAr is the cross-sectional area of the ‘exter-
nally steered’ bundle arriving at a distant detector port
at r. For free macroscopic propagation without extrac-
tion fields, p = pi and dΩp′/dAr ≈ 1/r2.
Collecting results, one generalizes the scattered spher-
ical wave Eq. (57) to include external field extraction
semiclassically with
Ψ(r, E) ≈
√
pi
p
dΩp′
dAr
eiW (r,0;E)/}f(p′,pi)Ai, (70)
where the scattering amplitude is defined by
f(p′,pi) ≡ −
√
2pi
}
m 〈p′ |V |Ψi 〉(2pi})3/2. (71)
The macroscopic scattered wave Eq. (70) defines a
differential scattering probability into a volume element
dr = dr dAr in a short time interval dt according to (cf.
Eq. (48))
dP ≈ |Ψ(r, E)|2 dr dAr ≈ Pi pi
m
dt |f(p′,p′i)|2dΩp′ , (72)
where Pi = |Ai|2 from Eq. (35). We then define a cross
section for the microscopic scattering reaction as the ef-
fective area dσ the exit channel defined by dΩp′ presents
in the time dt to a steady incident beam with speed pi/m
and density Pi. That is, Pi (pi/m)dt dσ ≡ dP . Thus one
obtains the differential scattering cross section as
dσ
dΩp′
= |f(p′,p′i)|2, (73)
independently of the external fields.
Measurement of the cross section requires the detection
counting rate at r relative to the incident beam current
along with a determination of the classical ballistic tra-
jectory defined by r and the direction of the scattered
momentum p′ exiting the reaction volume near r′ ≈ 0.
For elastic scattering, the magnitude of p′ is already fixed
by the incident energy, p′ = pi =
√
2mE.
E. Measurement of time delays
Generalized to N scattered particles and a set of N
fixed detector positions r, the initial momentum distri-
bution |Ψ˜(p′, E)|2 can be inferred from a detector hit
distribution |Ψ(r, E)|2 (cf. Eq. (23)). One only requires
the classical trajectory density generalized to N parti-
cles as in Eq. (B11) for free propagation but expressed in
time-independent form using Eq. (55) as
dp′
dr
=
∏
n
(
mn
Tn
)3
≈
∏
n
(
p′n
rn
)3
(74)
for rn  r′n.
There is a caveat, however. When the total energy is
fixed as in the case of a steady incident beam, the instant
of fragmentation is irrelevant (and in fact unknown) and
individual particle time of flights Tn ≈ mnrn/p′n can-
not be measured. Instead, the initial momenta p′n can
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be determined in terms of N − 1 measured time delays
∆Tn = Tn − T1 between detection at say detector n = 1
and the remaining detections. In particular, one can solve
the N equations
∆Tn ≡ mnrn
p′n
− m1r1
p′1
, E =
∑
n
p′2n
2mn
, (75)
for the p′n in terms of the delays ∆Tn, the detector posi-
tions rn, and E.
Although in general the solution must be obtained nu-
merically, for two-particle detection as in the low-energy
(e, 2e) experiment of Cvejanovic and Read [38], an ana-
lytical solution can be given.
Assume for simplicity identical particles m1 = m2 = m
and detectors equally spaced from the origin r1 = r2 = r
and introduce a dimensionless delay time τ ≡ ∆T/t with
t ≡√mr2/E from Eq. (B15). Then one finds that
p′n =
√
mE
∓1±√1 + 2τ2 +√2
√
τ2 +
√
1 + 2τ2 − 1
2τ
(76)
with the upper ± signs for p′1 and the lower for p′2.
In the limit ∆T → 0, one sees that p′1 → p′2 with
E′n=1,2 → 12E, as desired. Moreover, as ∆T → +∞, one
verifies that p′1 →
√
2mE and p′2 → 0, so that E′1 → E
and E′2 → 0, and vice versa as ∆T → −∞.
To model the initial momentum wave function of the
ionized electron pair, consider a simple product of gaus-
sians
Ψ˜(p′1,p
′
2, E) ≡ ψ˜σ(p′) ψ˜Σ(P ′) (77)
describing the relative p′ and center of mass P ′ momen-
tum distributions of the pair with widths σ and Σ, re-
spectively. Here p′ = 12 (p
′
1 − p′2) and P ′ = p′1 + p′2, so
Ψ˜(p′1,p
′
2, E) is not a simple product of p
′
1 and p
′
2 func-
tions and Ψ(r1, r2, E) from Eq. (B30) is likewise entan-
gled as a function of r1 and r2.
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FIG. 4: Electron-pair coincidence data points (purple dots)
from [38] for back-to-back ejection r1 = −r2 as a function of
the time delay ∆T between detections for each pair ejected.
The solid (blue) curve is a fit based on the macroscopic IT
wave function Eq. (B30) using Eqs. (76) and (77) with σ =
1 a.u. and Σ = 10 a.u. arbitrarily normalized.
Fig. (4) shows the E = 0.37 eV coincidence data from
[38] as a function of ∆T from a pair of detectors arranged
for back-to-back ejection rˆ1 = −rˆ2 at equal distances
r1 = r2 = 2 cm from the reaction volume. The fit is
the macroscopic coordinate distribution from Eq. (B30)
calculated using Eqs. (76) and (77) with σ = 1 a.u. and
Σ = 10 a.u. Although normalized arbitrarily, the simple
model of electron-pair correlations embodied in Eq. (77)
describes the data well.
V. COMMENTARY ON THE IT
In this section we comment on the application of the
IT to situations where there may be interactions in the
asymptotic zone, not only due to charged particles mov-
ing in applied external fields but due to interactions be-
tween the particles themselves. In addition we point out
that typical quantum effects such as interference patterns
and state entanglement are preserved by the IT. There
are many studies of classical and semiclassical approx-
imations for the description of continuum particle mo-
tion following fragmentation by laser or particle beams.
Essentially they are all related to the Kemble IT limit
studied in this paper.
A. Attosecond physics and classical motion in the
continuum
We have considered the application of the IT to both
time-dependent and time-independent collision theory.
Although Kemble’s derivation dates back to 1937, the IT
has been applied relatively recently to time-dependent
interactions during ion-atom collisions [7]. More modern
emphasis is placed on ionisation in short intense laser
pulses, which clearly require a time-dependent approach.
Indeed, one aim of such experiments is often to track
the motion of ionised electrons on the attosecond time
scale. Although not mentioned, the IT plainly is im-
plicit in such considerations. A prominent example is
the theory of re-scattering of continuum electrons from
the oscillating classical electric field of the laser. This
results in electrons returning to the parent positive ion
and re-combining leading to the generation of high har-
monics of the field [40]. This is described fully quantum
mechanically but also with classical electron motion [41].
However, quite generally, such continuum motion of elec-
trons arising from field ionisation is described routinely
semiclassically or wholly classically, even for slow elec-
trons [42]. The IT is ultimately the justification for this.
These experiments usually concern one electron in the
continuum but the IT applies also to several particles in
the final channel, as we discuss next.
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B. Particle interactions in the continuum
Where composite particles are emitted from the reac-
tion volume, their internal state continues to require a
quantum description. The same applies to intrinsic par-
ticle spin of course. The IT has been derived above for
the continuum motion of particles possibly extracted by
external fields, which automatically implies electrically-
charged particles. If more than one charged particle is
emitted from a single collision event, in principle they
may interact. However, the particles are usually so well
separated in phase space (position and/or momentum)
that the Coulomb interaction is negligible after the par-
ticles have separated to macroscopic distances. In any
case, if not negligible, the interaction in Coulomb fields
is easily treated in classical mechanics.
In extreme cases the correlation due to long-range
Coulomb interaction may persist out to the detector.
This can occur when the relative momentum of the two
particles is small. A famous example of this is the phe-
nomenon of “Coulomb capture to the continuum” [43].
Here a positively-charged ion or a positron “captures” an
initially-bound electron and the two free particles move
to the detector, essentially in a low relative-momentum
continuuum state. Usually the pair, although slightly un-
bound, are considered as a composite particle and their
relative motion treated appropriately by quantum me-
chanics.
The same phenomenon can occur when two fast elec-
trons move out of the collision volume with low rela-
tive momentum and there is a strong repulsion between
them [44]. Also, the so-called “post-collision interaction”
occurs between two electrons emitted at different times
from a collision complex.
An even more famous example of the Coulomb cor-
relation persisting beyond the confines of the strong-
interaction collision volume is the emission of two elec-
trons just above the double-ionisation threshold, the
“Wannier” phenomenon. Here two electrons move in
their mutual field and that of the residual positive ion
[45–47]. Interestingly, Wannier’s original analysis as-
sumed classical motion at all distances and this use has
been justified [47].
One also sees that, even in the extreme case of a very
slowly-moving light particle, let us say that of a milli-eV
electron, the conditions for validity of the IT, i.e. accu-
mulated action many times greater than }, are readily
satisfied. A 1 meV electron has energy of approximately
10−5 in atomic units (a.u.) and therefore after a time of
the order of 106 a.u., that is after 10−11 sec, the action
has reached some 10 }. This corresponds to a distance
travelled of roughly 3000 a.u. from the collision volume,
which is still microscopic compared to typical detector
distances of centimetres from the collision volume.
Thus, in all practical cases charged particles offer no
essential difficulty compared to the motion of neutral par-
ticles.
C. Quantum interference and entanglement
Considering first a single charged particle, the IT pre-
dicts a contribution to the ensemble wave function from
each well-defined classical trajectory in the external field.
Each trajectory and contribution to the asymptotic wave
function is unique, so that if a measurement specifies the
full vector coordinates there is no interference of con-
tributions. This corresponds to a “which way” measure-
ment. However, often the determination is imprecise. For
example a spherical analyser would detect only scalar dis-
tance from the reaction volume. Then interference pat-
terns are created by ensembles of identical particles.
It may happen that the geometry of the extracting
fields supports more than one trajectory reaching the
same detection point r but with differing initial momen-
tum directions p′ exiting the reaction volume resulting in
an interference of the semiclassical wavefronts along the
different trajectories. A classic example is the photode-
tachment microscope experiment of Blondel and cowork-
ers [48] involving two intersecting trajectories with dif-
ferent times of flight (TOF) and for fixed energy. As ex-
plained theoretically in Ref. [49] interference is observed
for photo-electrons extracted by a constant electric field,
where electrons moving directly to the detector interfere
with electrons ejected in the opposite direction and then
turned around by the field. There are more recent reali-
sations of this phenomenon such as velocity map imaging
(VMI) [50]. Another example is the atom interferometer
[27] where intersecting and interfering trajectories have
the same TOF. Note, in these cases, a measurement of
final momentum direction p would distinguish the differ-
ent trajectories and eliminate the interference.
The interpretation of quantum interference patterns
arising from identical particles has been analysed in great
detail in the semiclassical trajectory approximation, both
using time-independent and time-dependent descriptions
of the transition from reaction volume to detector. De-
tails are to be found particularly in the papers of Kleber
and co-workers [49].
That the entanglement of many-particle wave func-
tions, encoded in the momentum wave function at the
edge of the reaction volume, is preserved and imaged
out to macroscopic distances and times is clear from the
many-particle IT of Eq. (B9). Coincident detection of
particles from the same microscopic scattering will regis-
ter all features arising from entanglement.
The occurrence of nodes, either in single-particle or in
many-particle wave functions, also presents no difficulty
in the IT. The nodes correspond simply to the absence
of a particular trajectory in the classical ensemble rep-
resented by dp′/dr, which is traced to the vanishing of
Ψ˜(p′, τ) for that value of p′.
15
VI. CONCLUSIONS
We have presented a re-formulation of both time-
dependent and time-independent scattering theory based
upon a semiclassical representation of the asymptotic
quantum wave function in both the incident and final
channels. This semiclassical approximation, valid in the
large time, or large distance limit generalises the Kemble
imaging theorem limit, applied hitherto to free asymp-
totic motion.
The semiclassical limit justifies the standard use by ex-
perimenters of classical mechanics to describe the field ex-
traction of scattered fragments but also, since the quan-
tum wave function remains intact out to macroscopic
detector position, explains how typical quantum effects
such as interference and entanglement are preserved.
In the incident channel the IT limit, which gives a clas-
sical relation between position and momentum quantum
coordinates, leads to the emergence of a directed plane
wave form with fixed momentum and position coordinate
limited by proportionality to this fixed value. Previously,
conceptual difficulties with the use of a completely de-
localised plane wave have led to somewhat complicated
scattering treatments involving narrow wavepackets in
the incident channel. The directed nature of the IT re-
sult, in which the plane wave arises naturally from an
expansion of the classical action, render such treatments
unnecessary.
Traditionally the IT has been derived for a time-
dependent asymptotic final-channel wave function and
applied to interpret the results of time-dependent theory,
particularly from laser and heavy-ion interactions with
atoms [7, 10]. Here we have shown that time-independent
scattering theory can be described asymptotically also
by a semiclassical wave function. This leads to a time-
independent version of the IT. In particular we have been
able to connect the scattering wave function in momen-
tum space, the main collision property arising from the
IT, with the usual definition of a scattering amplitude or
momentum-space T-matrix element, the main collision
property of standard scattering theory. Interestingly, the
connection between these two quantum elements is man-
ifest in terms of two classical trajectory-density factors
defined by Gutzwiller [19].
The time-independent version of our approach illumi-
nates the text-book derivation of scattering theory in
that it exposes the semiclassical mechanics implicit in
the asymptotic procedure of that theory. In addition, we
have shown that the semiclassical treatment leads to the
usual formula for a cross section, irrespective of whether
extraction fields are used or not. Furthermore, this has
allowed us to present the generalised IT applicable to
arbitrary many-particle collisions.
Appendix A: Equations of motion
1. Time and energy in mechanics
The time-independent form of classical mechanics
leads to the concept of structures in position-momentum
(r,p) time-independent phase space. The potentials of
interaction are considered time independent and usually
a function of r alone. It is little used for calculation since
time-parametrised versions such as Newton’s equations
are more practical. Nevertheless phase space structures
are vital to the understanding of features of regular and
irregular parts of phase space, as in chaotic motion for
example.
In fixed-energy representation, the total energy E is
conserved and the basic equation, H = E, where H is
the total Hamiltonian expresses this. One method to
solve the dynamics is to write the fundamental equation
as the Hamilton-Jacobi differential equation in terms of
the classical action function W (Hamilton’s characteristic
function), i.e.
H(r,p)− E = 0, (A1)
or
H(r,∇W )− E = 0. (A2)
For interactions not explicitly dependent on time, the
time version introduces parametrisation with an exter-
nal time to give r(t),p(t) and a new action, Hamilton’s
principal function S = W −Et, such that the Hamilton-
Jacobi differential equation becomes(
H(r,∇) + ∂
∂t
)
S(t) = 0. (A3)
For explicitly time-dependent interactions only this latter
equation can be used and the action function S must be
changed appropriately.
The quantum versions of the dynamic differential equa-
tions are rather similar. In the time-independent case one
has the TISE, the analogue of Eq. (A2)
[H(r,−i~∇)− E]ψ = 0, (A4)
where ψ is the wave function. The time-dependent ver-
sion is of course the TDSE, the analogue of Eq. (A3)(
H(r,−i~∇)− i~ ∂
∂t
)
ψ(t) = 0. (A5)
Again, for time-dependent interaction potentials only
this form can be used. However, it is to be noted that
in the quantum equations, time enters the interactions
explicitly only when a classical approximation of (quan-
tised) external fields is used. Then the hamiltonian H
becomes parametrically dependent upon time. A prime
example is the use of a classical solution of Maxwell’s
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equations to describe a strong laser field, rather than
quantising the electromagnetic field.
The connection of quantum and classical descriptions
through the semiclassical wave function is sketched as
follows. Quite generally one can write the wave function
as
ψ(r, t) = eiΦ(r,t)/}, (A6)
where Φ is a complex function, or, in the time-
independent case
ψ(r, E) = eiχ(r,E)/}, (A7)
where χ is also complex. The semiclassical approxima-
tion connects the quantum ψ(t) and ψ(E) to the real clas-
sical action functions S(t) and W (E), Hamilton’s prin-
cipal and characteristic functions respectively. The wave
functions are approximated by the semiclassical forms,
ψ(r, t) = eiΦ(r,t)/} ≈
√
C(t) eiS(r,t)/}, (A8)
where C(t) is a real function giving the density of classical
trajectories. Similarly, in the energy representation, one
has
ψ(r, E) = eiχ(r,E)/} ≈
√
D(E) eiW (r,E)/}, (A9)
where the real function D(E) expresses correspond-
ingly the density of trajectories in energy representation.
Gutzwiller, in the first two chapters of his book [19],
has stressed the key role in the semiclassical description
played by the densities C(t) and D(E).
Important for scattering theory is that for free motion
or motion in constant electromagnetic fields, the semi-
classical approximate wave function is exact. This fea-
ture has obscured somewhat the realisation that asymp-
totic motion can be described semiclassically.
2. Propagators in time and energy
In time-dependent scattering theory the key element is
the time propagator U(t, t′) transporting the system from
time t′ to a time t. This operator satisfies the TDSE
H(t)U(t, t′)− i~∂U(t, t
′)
∂t
= 0. (A10)
Here H(t) = HF + V (t) = H0 + VF + V (t) where H0
is the Hamiltonian (kinetic energy) operator for free mo-
tion, V (t) are the possibly time-dependent interactions
during the collision and VF denotes the (very weak) con-
stant external potentials of the interaction fields. The
operators UF and U0 satisfy corresponding TDSE,
HF UF (t, t
′)− i~∂UF (t, t
′)
∂t
= 0, (A11)
and
H0 U0(t, t
′)− i~∂U0(t, t
′)
∂t
= 0. (A12)
The exact quantum state propagating forward in time
(t > t′) satisfies the time-dependent Lippman-Schwinger
(LS) equation
|Ψ(t) 〉 = UF (t, ti) |ψ(ti) 〉− i~
∫ t
ti
U(t, t′)V (t′)|ψ(t′) 〉 dt′,
(A13)
where |ψ(t) 〉 is an eigenket of HF . Equivalently one can
write
|Ψ(t) 〉 = UF (t, ti) |ψ(ti) 〉
− i
~
∫ t
ti
UF (t, t
′)V (t′)|Ψ(t′) 〉 dt′. (A14)
For time-independent interactions V , the total energy
E is conserved during the collision and the time propa-
gators may be Fourier transformed to energy space. The
corresponding propagators in energy space are called usu-
ally the Green operators and are defined, with forward
time propagation corresponding to outgoing waves
G(E) = (E −H + iδ)−1, (A15)
GF (E) = (E −HF + iδ)−1, (A16)
and
G0(E) = (E −H0 + iδ)−1, (A17)
where δ is a positive infinitesimal [33]. Again, we define
H = HF + V ≡ H0 + VF + V where now the V opera-
tor is independent of time. Time-independent scattering
theory then involves transitions between different eigen-
states of H at fixed energy E defined by the LS equations
|Ψ(E) 〉 = |ψF (E) 〉+GF V |Ψ(E) 〉, (A18)
where |ψF 〉 is an eigenstate of HF , or the alternative
form
|Ψ(E) 〉 = |ψF (E) 〉+GV |ψF (E) 〉. (A19)
Appendix B: Many particles in the final channel
1. Time-dependent case
As the IT is based on Kemble’s original proof that par-
ticle momentum at the detector can be calculated from
a classical velocity based upon a time of flight from mi-
croscopic reaction volume to macroscopic detector, it is
appropriate to consider how this is achieved in the case of
detection of several emitted particles at different arrival
times.
Consider that outside the reaction volume the particles
do not react with each other, although each may move
in external applied fields. Again we take as t = τ the
moment the quantum collision has ended and all reac-
tion fragments have just exited the microscopic reaction
volume.
17
The time propagator is defined by
|Ψ(t) 〉 = UF (t, τ)|Ψ(τ) 〉 (B1)
with
UF (t, τ) = exp
(
− i
}
HFT
)
= exp
(
− i
}
∑
n
HFn T
)
,
(B2)
where HF is the total Hamiltonian of N particles in the
external fields and where HFn is the Hamiltonian of par-
ticle n. Again we define the time of flight T = t− τ .
The time propagator satisfies the time-dependent
Schro¨dinger equation(
HF − i} ∂
∂t
)
UF (t, τ) = 0. (B3)
The retarded energy dependent Green operator is given
by
GF (E) =
1
i}
∫ ∞
0
ei(E+iδ)T/}UF (t, τ) dT
= (E −HF + iδ)−1
=
(
E −
∑
n
HFn + iδ
)−1
.
(B4)
This corresponds to propagation of the N particles at
fixed total energy E, the individual particle energies are
not specified. Similarly the time integral implies a single
time variable T = t− τ conjugate to total energy E.
This standard theory, however, does not correspond to
the measurement of different particles at different times.
To reflect the conservation of individual particle ener-
gies in the asymptotic zone we propose a modification of
standard theory designed to give the IT in the required
form.
The derivation rests simply on the fact that the parti-
cles move independently after leaving the collision inter-
action volume. Then it is clear that the time propagator
becomes simply a product of single-particle propagators.
However, the initial state at the edge of the reaction vol-
ume at time τ is entangled both in position and momen-
tum space, i.e. cannot be written in separable product
form. The particles are detected at different times tn
and therefore we define a new propagator, cf. Eq. (B2),
UF (t1, τ, t2, τ, . . . ) =
∏
n
exp
(
− i
}
HFnTn
)
(B5)
with Tn = tn − τ . The state vector propagates as
|Ψ(t1, t2 . . . ) 〉 = UF (t1, τ, t2, τ, . . . )|Ψ(τ, τ, . . . 〉
= UF1(t1, τ)UF2(t2, τ) . . . |Ψ(τ, τ, . . . ) 〉,
(B6)
where
UFn(tn, τ) = exp
(
− i
}
HFnTn
)
. (B7)
One sees readily that this state satisfies the multiple-
time Schro¨dinger equation∑
n
(
HFn − i} ∂
∂tn
)
|Ψ(t1, t2, . . . ) 〉
=
(
HF − i}
∑
n
∂
∂tn
)
|Ψ(t1, t2, . . . ) 〉 = 0.
(B8)
The derivation of such multiple-time Schro¨dinger equa-
tions is discussed in [51].
The analysis of section II can now be carried through
for each particle separately to give the IT in the form
|Ψ(r1(t1), r2(t2), . . . )|2 ≈ dp
′
dr
|Ψ˜(p′1,p′2, . . . , τ)|2, (B9)
where now
dp′
dr
=
N∏
n=1
dpn
drn
(B10)
with r ≡ (r1, r2, . . . , rN ) and p′ ≡ (p′1,p′2, . . . ,p′N ). One
notes that now the “classical” variables of the wave func-
tion propagate independently in time for each particle.
For the special case of free propagation
dp′
dr
=
∏
n
(
mn
Tn
)3
. (B11)
2. Time-independent case
If the time-dependence appears only in the form
of energy-dependent phase factors, as it should
for independent-particle propagation under time-
independent Hamiltonians, then
|Ψ(t1, t2 . . . ) 〉 = |Ψ(E1, E2 . . . ) 〉 exp
(
− i
}
∑
n
EnTn
)
(B12)
with En the energy of particle n. The time-independent
wave function satisfies the TISE∑
n
(Hn − En)|Ψ(E1, E2 . . . ) 〉 = 0, (B13)
or
(H − E)|Ψ(E) 〉 = 0, (B14)
where E =
∑
nEn is the total energy. This leads to the
time-dependent form of the many-particle IT considered
next.
The time-independent case involves the many-particle
Green operator of Eq. (B4). This is more complicated to
handle as, unlike its time-dependent counterpart, it does
not factorise. Only the total energy E is fixed.
Our development follows the derivation of time-
independent many-particle scattering theory presented
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in Ref. [4]. For simplicity, and to connect with Ref. [4],
we consider here free-particle propagation outside the re-
action zone. Otherwise, we will see that all quantities
appearing are simple generalisations of those of Section
IV.D for the three-dimensional N = 1 case. For N par-
ticles we introduce the relative vector R ≡ r − r′ with
elements Rn ≡ rn − r′n for each particle n of mass mn.
In [4] it was shown that, although the theory is time in-
dependent since the asymptotic motion is semiclassical,
a time variable arises naturally from time-independent
quantities. This time is defined [35]
T =
√∑
nmnR
2
n
2K , (B15)
where K is the total kinetic energy of all fragments in the
final channel. For simplicity of notation, in the subse-
quent analysis we suppress any dependence on fragment
internal energies and put K ≡ E.
The multidimensional coordinates are handled most
simply by transformation to mass-weighted hyperspheri-
cal coordinates, with 3N -dimensional vector R and con-
jugate hyper-momentum P (see [4] for details). The hy-
perradius is defined
R2 =
∑
nmnr
2
n
µ
, (B16)
where µ is an arbitrary mass-scaling factor. Then one
has ∑
n
mnR
2
n = µ|R−R′|2. (B17)
Similarly the hyper-momentum at the edge of the reac-
tion zone is related to the total energy by P ′ = √2µE.
Now the characteristic action function appearing in the
semiclassical Green function has the form
W (r, r′, E) = p′ ·R = P ′|R−R′|. (B18)
With this definition it is readily shown that the time de-
fined in Eq. (B15) corresponds to T = ∂W/∂E as should
be.
Since dp′n = (mn/T )
3drn, the Van Vleck factor
Eq. (10) is now given by
dp′
dr
= η
(µ
T
)3N
= η
( P ′
|R−R′|
)3N
= η
dP ′
dR , (B19)
where P ′ is the initial hyper-momentum with elements
P ′n =
√
µ/mn p
′
n and magnitude P ′ = 2µE and where
η ≡ ∏n(mn/µ)3. (Note dR = η1/2 dr while dP ′ =
η−1/2 dp′.)
Also one finds that
∂2W
∂E2
=
∂T
∂E
= −µ2 |R−R
′|
P ′3 , (B20)
so that the classical trajectory density Eq. (40) is now
D = −∂T
∂E
dp′
dr
= −η ∂T
∂E
dP ′
dR
= η
µ2
|R−R′|2
( P ′
|R−R′|
)3(N−1)
,
(B21)
which for N = 1 and µ ≡ m reduces to the 1-particle
result D → m2/R2.
The N -free-particle semiclassical Green function is
then obtained as ([19, 20])
G0(R,R′;E) ≈ 1
i}
1
(2pii})(3N−1)/2
√
DeiW/},
= −
√
2pi
µ
}2
(P ′
i}
)3(N−1)/2 √η eiP′|R−R′|/}
|R−R′|(3N−1)/2(2pi)3N/2 .
(B22)
Again, for N = 1 and µ ≡ m this expression reduces to
that of Eq. (56) as it should.
The N -particle scattering wave function Eq. (37) gen-
eralizes accordingly to
Ψ(R, E) =
∫
G0(R,R′;E)V (R′) Ψ(R′, E) η−1/2dR′,
(B23)
since dr′ = η−1/2dR′. Introducing the asymptotic R 
R′ limit of Eq. (B22),
G0(R,R′;E) ≈ −
√
2pi
}
µ (iP ′)3(N−1)/2
×
√
η eiP
′R/}
R(3N−1)/2
e−iP
′·R′/}
(2pi})3N/2
(B24)
with P ′ ≡ P ′Rˆ, one obtains the asymptotic limit and
N -particle generalization of Eq. (57) as
Ψ(R, E) ≈ f(P ′) e
iP′R/}
R(3N−1)/2
(B25)
with the N -particle scattering amplitude defined by
f(P ′) ≡ −
√
2pi
}
µ (iP ′)3(N−1)/2〈P ′ |V |Ψ 〉. (B26)
This result defines an N -particle version of the differen-
tial scattering probability Eq. (72) and the corresponding
cross section follows from a generalization of the deriva-
tion of Eq. (73). See Sec. III.b in [4].
In terms of the classical density of trajectories
Eq. (B21), one therefore has that
|Ψ(R, E)|2 ≈ η−1(P ′)−3(N−1)µ−2D |f(P ′)|2, (B27)
which is the N -particle generalization of Eq. (46).
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Likewise, one can show that the N -particle generaliza-
tion of Eq. (47) connecting the scattering amplitude with
the momentum wave function is given by
|f(P ′)|2 ≈ (P ′)3(N−1)µ2
∣∣∣∣∂T∂E
∣∣∣∣−1 |Ψ˜(P ′, E)|2, (B28)
which when combined with Eq. (B27) gives the N -
particle generalization of the time-independent IT,
|Ψ(R, E)|2 ≈ dP
′
dR |Ψ˜(P
′, E)|2. (B29)
One transforms to the laboratory coordinates r,p′
with Eq. (B19) and noting that the momentum wave
functions between laboratory and hyperspherical coor-
dinates transform according to Ψ˜(P ′) = √η Ψ˜(p′) since
dR′ = √η dr′ in the Fourier transform integral. Thus,
|Ψ(r, E)|2 ≈ dp
′
dr
|Ψ˜(p′, E)|2. (B30)
We should note in passing that the semiclassical Green
function Eq. (B22) is only asymptotically equivalent for
R  R′ to the quantum Green function, cf. Eq.(14) of
Ref. [4]. The reason is that the SPA derivation of the
Gutzwiller expression Eq. (B22) for the N -particle semi-
classical Green function breaks down for small |R−R′|
since there the classical density D becomes rapidly vary-
ing whereas in the SPA it is assumed to be constant.
(The breakdown only occurs for more than one parti-
cle.) However, Berry and Mount [20] have remedied this
shortcoming by devising an alternate expression for the
semiclassical Green function given by
G(r, r′;E) ≈ − 1
i}
1
(2pi})(3N−1)/2
√
piDW
2}
H(1)α (W/}),
= −i µ
2}2
( P ′
2pi}
)α
H
(1)
α (P ′|R−R′|/})
|R−R′|α
√
η,
(B31)
where α = (3N − 2)/2 and H(1)α is a Hankel function.
This expression reduces to Eq. (B22) in the R  R′
limit and, given that the factor
√
η connects volume ele-
ments according to dR′ = √η dr′, is precisely the exact
quantum Green function for free motion [4, 39].
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