The paper deals with the study of Banach spaces whose duals are injective Banach lattices. Davies in 1967 proved that an ordered Banach space is an L 1 -predual space if and only if it is a simplex space. In 2007 Duan and Lin proved that a real Banach space is an L 1 -predual space if and only if its every four-point subset is centerable. We prove the counterparts of these remarkable results for injectives by the new machinery of Boolean valued transfer from L 1 -spaces to injective Banach lattices. (2000): 06F25, 46A40.
Introduction
A real Banach lattice X is said to be injective if, given a Banach lattice Y , a closed vector sublattice Y 0 ⊂ Y , and a positive linear operator T 0 : Y 0 → X, there exists a positive linear extension T : Y → X with T 0 = T . Equivalently, X is an injective Banach lattice if, whenever X is lattice isometrically embedded into a Banach lattice Y , there exists a positive contractive projection from Y onto X. Thus, the injective Banach lattices are the injective objects in the category of Banach lattices with positive contractions as morphisms. The first example of an injective Banach lattice was given by Abramovich [1] , while a systematic study was started by Lotz [28] , who introduced the term "injective Banach lattice." A remarkable contribution to the study of injective Banach lattices was made by Cartwright [7] and Haydon [18] who discovered important geometric and analytical properties of injective Banach lattices.
In [21, Theorems 4.1 and 4.4] , the transfer principle from AL-spaces to injective Banach spaces was established which can be formulated as follows: (1) Every injective Banach lattice embeds into an appropriate Boolean valued model of set theory, becoming an AL-space, (2) Each theorem about AL-spaces within ZFC (= Zermelo-Fraenkel set theory with the axiom of choice) has a counterpart for the original injective Banach lattice interpreted as a Boolean valued AL-space; (3) Translation of theorems from AL-spaces to injective Banach lattices is carried out by appropriate general operations and principles of Boolean valued analysis.
One of the intriguing problems that dated from the works of Grothendieck [15] and Lindenstrauss [27] is to describe the Banach spaces whose duals are isometric (isomorphic) to an AL-spaces. The injective version of this problem was posed in [25, Problem 5.16] : Classify and characterize the Banach spaces whose duals are injective Banach lattices. The present article can be considered as an attempt to pave a way towards the study of the problem.
We organize the article as follows: Section 2 collects the needed information about Boolean algebras of projections in real Banach spaces. The key fact in our study, which is due to Cunningham [8] , claims that the collection of L-projections in a Banach space is a Badé complete Boolean algebra (Theorem 2.10). In Section 3, we outline the approach of Boolean valued analysis to the characterization of the Banach spaces predual to injective Banach lattices. We demonstrate that a Banach space admits a Boolean valued representation which is a Banach space without nontrivial L-projections, while the dual space is represented as the dual Banach space without nontrivial M-projections (Theorem 3.8). In Section 4 we present some conditions on the unit ball of an ordered Banach space that are necessary and sufficient for the space to be a predual to an injective Banach lattice (Theorem 4.9) . This is carried out by Boolean valued interpretation of the result by Davies [10] which asserts that an ordered Banach space is X an L 1 -predual space if and only if X is a simplex space. In Section 5 we characterize the Banach spaces preduals to injective Banach lattices in terms of centerable sets (Theorem 5.6) . To this end we interpret, in a Boolean valued model, the following result by Duan and Lin [11] : A Banach space X is L 1 -predual if and only if every four-point subset of X is centerable.
For the theory of Banach lattices and positive operators we refer to the books [32, 35] . The needed information on the theory of Boolean valued models of set theory is briefly presented in [20, Chapter 9] and [24, Chapter 1]; details can be found in [5, 23] .
Throughout the sequel B is a complete Boolean algebra with join ∨, meet ∧, complement (·) * , unit (top) 1, and zero (bottom) O; while P(E) stands for the Boolean algebra of band projections in a vector lattice E. A partition of unity in B is a family
We let := denote the assignment by definition, while N and R symbolize the naturals and the reals.
Preliminaries
In what follows, we need some information about Boolean algebras of projections in real vector spaces. When speaking of a Boolean algebra of projections in a vector space X we always mean some set P of commuting idempotent linear operators; i.e. projections, on X which is a Boolean algebra under the operations π ∧ ρ := π • ρ = ρ • π, π ∨ ρ = π + ρ − π • ρ, π * = I X − π (π, ρ ∈ P) and in which the zero and the identity operators in X serve as the top and bottom of P. Definition 2.1. Let P X and P Y be Boolean algebras of projections in X and Y , respectively, both isomorphic to B. An operator T :
where ϕ and ψ are Boolean isomorphisms of B onto P X and P Y , respectively. A one-to-one B-linear operator is called a B-isomorphism, and an isometric B-isomorphism of Banach spaces is called a B-isometry. A B-isometric lattice homomorphism between Banach lattices is referred to as a lattice B-isometry.
In the sequel, we identify B with P X and P Y and so we can say that T commutes with all projections from B and write b • T = T • b for b ∈ B. Let us consider some situations in which a Boolean algebra of projections is associated with a norm. To start, take a vector space X and a vector lattice E. Definition 2.2. An E-valued norm is a mapping · : X → E + such that x = 0 implies that x = 0, while λx = |λ| x and x + y
x + y for all x, y ∈ X and λ ∈ R. A lattice normed space over E is a pair (X, · ), where · is an E-valued norm on X. An Evalued norm (as well as X itself) is said to be decomposable if, for each decomposition x = e 1 + e 2 with e 1 , e 2 ∈ E + and x ∈ X, there exist x 1 , x 2 ∈ X such that x = x 1 + x 2 and x k = e k (k := 1, 2). Put A := { x : x ∈ A}. Proposition 2.3 [20, 2.1.3] . Assume that X is a decomposable lattice normed space over a vector lattice E with the projection property and E = X ⊥⊥ . Then there is a complete Boolean algebra P(X) of projections in X and a Boolean isomorphism h from P(E) onto P(X) such that b x = h(b)x for all b ∈ P(E) and x ∈ X. Moreover, for π := h(b) we have πx + π * y = π x + π * y (x, y ∈ X).
Definition 2.4. A sequence (x n ) in X is said to be E-uniformly convergent to x ∈ X (respectively, E-uniformly Cauchy) whenever the sequence ( x − x n ) is uniformly convergent to zero (respectively, ( x n − x m ) is uniformly Cauchy) in E. Say that X is E-uniformly complete whenever every E-uniformly Cauchy sequence in X is E-uniformly convergent.
Definition 2.5. Consider a lattice normed space (X, · ) over a Banach lattice E and put B := P(E). Endow X with the mixed norm · defined as x := x E (x ∈ X). A subset S ⊂ X is called B-bounded if there exists a ∈ X such that πx πa for all x ∈ S and π ∈ B. Say that X is B-complete whenever, given a partition of unity
Proposition 2.6 [20, 7.2.2] . Let (X, · ) be a lattice normed space over a Banach lattice E and let · stand for the associated mixed norm. Then (X, · ) is a Banach space if and only if (X, · ) is E-uniformly complete.
Definition 2.7. A Banach-Kantorovich space over a vector lattice E is a vector space X with a decomposable norm · : X → E which is norm complete in the sense that, given a net (x α ) α∈A in X with ( x α − x β ) (α,β)∈A×A order convergent to the zero of E, there exists x ∈ X such that ( x α − x ) α∈A is order convergent to the zero of E. ⊳ Observe first that the condition πx πa for all π ∈ B is equivalent to the inequality x a . Indeed, x a obviously implies that x = a E x E = a by monotonicity of · E . If x a is false then, using Proposition 2.3, we can pick up the projection π 0 ∈ B and a number ε > 0 so that π 0 x (1 + ε) π 0 a . It follows that π 0 x (1 + ε) π 0 a > π 0 a ; a contradiction. Now it is clear that a set A ⊂ X is Bbounded if and only if A is order bounded in E. It remains to recall that a decomposable lattice normed space over E is norm complete if and only if it is disjointly complete and uniformly E-complete (see [23, 5.3.5 and 5.4.7] ). ⊲
We now consider special projections in a Banach space whose presence indicates that the Banach space has some features of an AL-space or AM-space. Definition 2.9. A projection π on a Banach space X is said to be an M-projection if x = πx + x−πx for all x ∈ X and an L-projection if x = max{ πx , x−πx } for all x ∈ X. The L-projections and M-projections different from the zero and the identity are referred to as nontrivial. The sets of all L-projections and M-projections on X will be denoted by P L (X) and P M (X), respectively.
A simple induction argument shows that for all x ∈ X every finite collection of pairwise disjoint projections {π 1 , . . . , π n } in P L (X) (respectively, P M (X)) with π 0 = π 1 + · · · + π n we have π 0 x = π 1 x + · · · + π n x (respectively, π 0 x = max{ π 1 x , . . . , π n x }). (2) The following result is due to Cunningham [8, Theorem 2.5] and [9, Theorem 5] . Theorem 2.10. For a Banach space X the following hold:
⊳ The proof can be found in [17, Theorem 1.10] . ⊲ It follows that the Boolean algebra P M (X ′ ) is complete. Another examples of complete Boolean algebras of M-projections provide injective Banach lattices: The Boolean algebra P M (X) is complete for an arbitrary injective Banach lattice X; moreover the unit ball of X is P M (X)-complete; see Lemma 4.5 below.
Cunningham [8, Lemma 2.4] proved also that P L (X) is Badé complete: If (π α ) is an increasing net of L-projections and π := sup α π α then (π α x) is norm convergent to πx for all x ∈ X. It follows that for every 0 = x ∈ X the function µ x : P L (X) → R defined as µ x : π → πx is a nonzero order continuous measure. Hence, P L (X) has a separating set of order continuous measures (normal measure) or, equivalently, the representation space of P L (X) is hyperstone.
Lemma 2.11. Let X be a Banach space. Assume that a ∈ X and (x ξ ) ξ∈Ξ in X satisfies the condition πx ξ πa for all ξ ∈ Ξ and π ∈ P L (X). Then for every partition of unity (π ξ ) ξ∈Ξ in P L (X) there exists a unique x ∈ X such that π ξ x ξ = π ξ x for all ξ ∈ Ξ. Moreover, x = ξ∈Ξ π ξ x ξ and πx πa for all π ∈ P L (X). ⊳ Suppose that (x ξ ) and a ∈ X meet the hypotheses of the lemma. Let Θ be the set of all finite subsets of Ξ. Given θ ∈ Θ, put
Take θ, θ 1 , θ 2 ∈ Θ with θ ⊂ θ 1 ∩ θ 2 and denote by θ ′ and θ 1 △θ 2 the complement of θ and the symmetric difference of θ 1 and θ 2 , respectively. Now using (2), we have
By hypothesis (δ θ ) θ∈Θ decreases to zero, so that (y θ ) θ∈Θ is Cauchy and there exists x := lim θ∈Θ y θ = ξ∈Ξ π ξ x ξ in X. If ξ ∈ θ then evidently π ξ y θ = π ξ x ξ and passage to the limit yields π ξ x = π ξ x ξ . Moreover, ππ ξ y θ πa by hypothesis and so πσ θ x πa for all θ ∈ Θ; again, passage to the limit in the inequality yields πx πa . ⊲ Remark 2.12. L-projections and M-projections were first studied by Cunninghem [8, 9] . He demonstrated in [9] that a Banach space can be represented as a section space of the Banach bundle whose fibres have no nontrivial L-projections. According to Theorem 2.10 L-projections and M-projections are mutually dual. Nevertheless, there is a striking asymmetry in these dualities, because the collection of M-projections may be too scarce; for example, there exist no nontrivial M-projections on C([0, 1]). A natural generalization of the concepts of L-projection and M-projection is the concept of L p -projection; see [6, 17] .
Boolean Valued Representation
In this section we outline the approach of Boolean valued analysis to the problem mentioned in the Introduction. Boolean valued analysis is the technique of studying properties of an arbitrary mathematical object by comparison between its representations in two different Boolean valued models of set theory. As the models, we usually take the von Neumann universe V (the mundane embodiment of the classical Cantorian paradise) and the Boolean valued universe V (B) (a specially-trimmed universe whose construction utilizes a complete Boolean algebra B). The pair (V, ∈) is a standard model of ZFC. The principal difference between V and V (B) is the way of verification of statements. In fact, there is a natural way of assigning to each statement φ about
For every complete Boolean algebra B, all the theorems of ZFC are true in V (B) . There is a smooth mathematical technique for interplay between the interpretations of one and the same fact in the two models V and V (B) . The relevant ascending-and-descending machinery rests on the functors of canonical embedding X → X ∧ and ascent X → X↑, both acting from V to V (B) , and the functor of descent X → X↓, acting from V (B) to V; see [23, 24] for details.
These functors are applicable, in particular, to algebraic structures. Applying the Transfer and Maximum Principles to the ZFC-theorem on the existence of the reals, [14] states that the descent R↓ of R (with the descended operations and order) is a universally complete vector lattice. The mapping χ : B → P(R↓) is defined by putting χ(b)x := mix{bx, b * 0} for x ∈ R↓ and b ∈ B. In more detail, χ is uniquely determined by the relations
Then χ is a Boolean isomorphism from B onto P(R↓) such that 
and an order dense ideal E in R↓. The descent · := ρ↓(·) of ρ : X → R is a mapping from X ↓ to R↓ and we can define the E-descent of X as the subspace It is worth to note the two particular cases of Theorem 3.2 which concern AL-spaces and AM-spaces. Let M be the bounded part of the universally complete vector lattice R↓, i.e. M consists of all x ∈ R↓ with |x| C1 for some C ∈ R. Endow M with the norm m ∞ := inf{0 < λ ∈ R : |m| λ1}. Then M is a Dedekind complete AM-space with unit and B = P(M). Putting E := M in Theorem 3.2 we arrive at the following: The M-descent X := X ↓ M endowed with the mixed norm x := x ∞ is a Banach space; see Proposition 2.8. The M-descent is also called the bounded descent and still denoted by X ⇓; see [23, 24] .
, and x ∈ X; then |T (πx)| π T x by Definition 3.3 and so π * T (πx) = 0. It follows that Assume now that the representation space of P(R↓) is hyperstone. Then there exists an order dense ideal L ⊂ R↓ that is an AL-space. Moreover, there is a strictly positive order continuous functional φ :
⊳ Observe first that X ′ is a Banach-Kantorovich space over M and x, x ′ φ( x x ′ ) for all x ∈ X and x ′ ∈ X ′ (see [20, Theorem 7.1.4] ). It is immediate from Lemma 3.4 that h is a linear operator from X # into X ′ . If φ • x # = 0 for some x # ∈ X # , then φ(π(x, x # )) = 0 for all x ∈ X and π ∈ B. This implies that x # = 0 as φ is strictly positive so that h is injective. Denote by B # and B ′ the unit balls of X # and X ′ , respectively.
x and this implies that h(B # ) ⊂ B ′ . To prove the converse inclusion take x ′ ∈ X ′ ; i.e., | x, x ′ |
x ′ φ( x ) for all x ∈ X. Since φ is positive and order continuous, there exists a linear operator (1) X has no nontrivial L-projections and X ′ has no nontrivial M-projections.
(2) X is linearly B-isometric to X ↓ L and X ′ is linearly B-isometric to X ′ ↓ M .
(3) There exists a bilinear operator ·, · :
⊳ Let X be a Banach space and B := P L (X). As was mentioned after Theorem 2.10, B is Badé complete, and so the function µ
is an order continuous measure for every x ∈ X. By Lemma 3.7 there exists a unique N(µ
is a decomposable norm. Indeed, the d-decomposability of · is trivial and (X, · ) is L 1 (B, φ)-uniformly complete by Proposition 2.6. Lemma 2.11 provides the B-completeness of X, so that X is a Banach-Kantorovich space by Proposition 2.8 and x = x L for all x ∈ X by definition. So Theorem 3.2 is applicable and guarantees the existence within V (B) of a Banach space X unique up to linear isometry whose L 1 (B, φ)descent X ↓ L is B-linearly isometric to X. By Lemmas 3.5.and 3.6 X ′ is linearly B-isometric to X ′ ↓ M so that 3.8 (2) holds.
To prove 3.8 (1) consider an L-projection ρ ∈ P L (X ) within V (B) and denote by P the restriction of the descent ρ↓ to X. Using the fact that the descent of the composite of mappings within V (B) is the composition of their descents, we see that P is a projection and x = P x + (I X − P )x for all x ∈ X. Using φ, we get x = P x + (I X − P )x (x ∈ X) so that P ∈ P L (X). It follows that there is b ∈ B such that P is multiplication by χ(b); see Theorem 3.2. At the same time, by (3), we have χ(b) ∈ {0, 1} ⊂ R; see [24, 2.2.6] . It follows that ρ is multiplication by χ(b) and so ρ is trivial. Thus, P L (X ) = {0, I X } and, by Theorem 2.10, we also have P M (X ′ ) = {0, I X }.
Finally, consider the duality (X , X ′ ) and denote by δ the natural pairing δ(x, x ′ ) := x ′ (x). Then δ is a bilinear form on X × X ′ within V (B) and its descent δ↓ is a bilinear operator from X ↓ × X ′ ↓ to R↓. Using Lemmas 3.4 and 3.5, define a bilinear operator ·, · from X × X ′ to L 1 (B, φ) by letting x, x ′ := δ↓(x, x # ) where x ∈ X, x # ∈ X # , and
The proof is complete. ⊲ Corollary 3.9. Let X be a Banach space with the dual X ′ and the duality pairing ·, · and let B := P L (X). Then the following hold:
(1) X is a Banach-Kantorovich space with mixed norm over L and P(X) = P L (X).
(2) X ′ is a Banach-Kantorovich space with mixed norm over M and P(X ′ ) = P M (X ′ ).
⊳ This is immediate from Theorems 3.2 and 3.8. ⊲ Remark 3.10. There is an extensive literature on the idea of continuous (measurable) decomposition (resolution) of the objects of functional analysis which stems from the John von Neumann reduction theory; see [16, 17, 19] . One of the basic concepts is a Banach bundle over a topological space called a base space. Boolean valued analysis is applicable to the same objects whenever the base space is an extremally disconnected compact space. At the same time, the principal advantage of this approach is the transfer principle: If the object under study X admits a Boolean valued representation X , then there is a way to translate ZFC theorems on X to X.
Remark 3.11. One of the main reasons for introducing Boolean valued models in functional analysis is to gain insight in the structure of a Banach space (or Banach lattice, Banach algebra, etc.) under study by Boolean valued representation. Theorem 3.8 is applicable to a wide range of problems in the geometry of Banach spaces whose structure is due to the presence of some Boolean algebra of projections. Below we give only two illustrative examples.
Boolean Simplex Spaces
In this section we present some conditions on an ordered Banach space that are necessary and sufficient for the space to be a predual of an injective Banach lattice. We confine exposition to real Banach spaces, although the method we use works for complex spaces as well. The positive cone of an ordered Banach space is assumed closed and the dual space is endowed with the dual order.
Definition 4.1. Let X be a normed vector space ordered by a positive cone X + . Then X + is said to be normal if x y z implies that y max{ x , z }. We say that X directed if the closed unit ball of X is upward directed; i.e. for all x 1 , x 2 ∈ X with x 1 1 and x 1 1 there exists y ∈ X such that x 1 , x 2 y and y 1. The following characterization of AL-spaces is due to Davies [10] (also see Asimow [2, 4] ).
Theorem 4.2. Let (X, X + ) be an ordered Banach space. Then the dual X ′ is an AL-space if and only if X has the Riesz decomposition property, X is directed, and X + is normal.
Remark 4.3. For L 1 -predual spaces the name simplex spaces was introduced by Effros [12] . Thus, the Davies theorem tells us that an ordered Banach space X is a simplex space if and only if X has the Riesz decomposition property, X is directed, and X + is normal. Interpreting this fact in an appropriate Boolean valued model we will characterize the preduals of injective Banach lattices. It is natural to call them Boolean simplex spaces. The following result on Boolean valued representation of injective Banach spaces together with Theorem 3.8 provides a key to the characterization of Boolean simplex spaces.
Given a Banach lattice X, denote by M(X) the set of the M-projections that are simultaneously band projections: M(X) := P(X) ∩ P M (X). Then M(X) is a subalgebra of the Boolean algebra P(X). Moreover, M(X) is an order closed subalgebra of P(X) whenever each upward directed set in the unit ball of X has the least upper bound belonging to the unit ball of X; see [18] . ⊳ Let X and X be the same as in Theorem 4.4. The mapping π → π⇓ := π↓| X is an isomorphism of P M (X )↓ and P M (X). This can be proved as in [24, Theorem 5.9 .1]. If P ∈ P M (X) and P / ∈ M(X) then π := P ↑ is a nontrivial M-projection in X according to [24, Theorem 5.8.12] , because B-linearity of P amounts to saying that P commutes with each operator from M(X). Apart from the trivial case X = R, this contradicts to Behrends' dichotomy (see [ Definition 4.6. The norm on X is said to be B-normal if for x, y, z ∈ X with x y z there exists a projection π 0 ∈ B such that π 1 y π 1 x and π 2 y π 2 z for all π 1 , π 2 ∈ B with π 1 π 0 and π 2 π * 0 . Definition 4.7. Given a ∈ X, define B a (X) ⊂ X as the set of x ∈ X with πx πa for all π ∈ P L (X).
where E is a Dedekind complete Banach lattice and B = P(E). Then the following hold:
(1) X + is normal if and only if X + is B-normal.
(2) X is directed if and only if B a (X) is upward B-directed for all a ∈ X. ⊳ Recall that the E-valued norm · of X is the descent of the norm · X of X and x X = x ∞ for all x ∈ X. Observe first that for a, b ∈ E + we have a b if and only if πa E πa E for all π ∈ B (see the proof of Lemma 2.8). It follows that the conditions x y and πx πy for all π ∈ B are equivalent. Now it is clear that B a (X) = {x ∈ X : x a }. (1) Suppose that X + is normal and pick x, y, z ∈ X with x y z. Then [[x y z]] = 1 and y X max{ x X , z X }. It follows that y x ∨ z and there exists a band projection π 0 ∈ B such that x ∨ z = π 0 x + π * 0 z . The simple argument indicated above shows that πy ππ 0 x + ππ * 0 z for all π ∈ B. Taking π := π 1 π 0 , we get π 1 y π 1 x and for π := π 2 π * 0 we have π 2 y π 2 z . The converse can be proven by similar arguments.
(2) Denote by B 1 (X ) the closed unit ball of X and put B α (X ) = αB 1 (X ). Note that B 1 (X ) is upward directed if and only if so is B α (X ) for all α = a X ∈ R with a ∈ X . The straightforward calculation of Boolean truth-values yields that B α (X ) is upward directed if and only if B a (X) is upward directed for α = a . Thus the directedness of X implies that B a (X) is upward directed for all a ∈ X, since B α (X )↓ ⊂ X. To show the converse, choose a partition of unity (π ξ ) in B and a family (a ξ ) in X such that π ξ a ξ ∈ X and π ξ a ξ = π ξ 1 ∈ X for all ξ. For O = b ∈ B denote by bB the relative subalgebra [O, b] . Assuming that all B a ξ (X) are upward directed and taking into account the rule for transition to the relative universe V (bB) (see [24, 1.3.7] ) we infer that B α ξ (X ) = B 1 (X ) within V (π ξ B) and so B 1 (X ) is upward directed within V (B) . ⊲ Theorem 4.9. For an ordered Banach space X the following are equivalent:
(1) X ′ is an injective Banach lattice.
(2) The four conditions hold:
(a) X has the Riesz decomposition property. (b) P L (X) consists of positive projections.
(c) X + is P L (X)-normal. (d) B a (X) is upward P L (X)-directed for all a ∈ X. In cases (1) and/or (2) the Boolean algebras M(X ′ ) and P L (X) are isomorphic. ⊳ Let X be a Boolean valued representation of X as in Theorem 3.8. Just as in [24, Theorem 5.9.1] we can demonstrate that X + ↑ is a pointed cone in X over R ∧ + ; i.e. X + ↑ + X + ↑ ⊂ X + ↑ and R ∧ + · X + ↑ ⊂ X + ↑. Define the positive cone X + as the closure of X + ↑. Then X + is a closed, possibly unpointed, cone so that (X , X + ) is a preordered Banach space within V (B) . Recall that for A ⊂ X we have A↑↓ = mix(A) ⊂ X ↓, where mix(A) consists of all x ∈ X ↓ for which there exists a partition of unity (π ξ ) in B and a family (a ξ ) in A such that π ξ x = π ξ a ξ for all ξ; see [24, 1.6.6] . Moreover, if x ∈ X then x = ξ∈Ξ π ξ a ξ by Lemma 2.11.
(1) =⇒ (2): If X ′ is an injective Banach lattice then P M (X ′ ) = M(X ′ ) by Lemma 4.4 and P L (X) is isomorphic to M(X ′ ) by Theorem 2.10 (3). Applying the obvious duality representation P L (X) = {π ∈ L (X) : π ′ ∈ P M (X)}, we conclude that L-projections on X are positive and so X + is invariant under all L-projections. Together with Lemma 2.11, this implies that X + = mix(X + ) ∩ X = X + ↑↓ ∩ X, which in turn yields that X + ↑ is closed in X ; i.e. X + = X + . Thus, X is an ordered Banach space and X ′ is an AL-space within V (B) by Theorem 4.4. The Boolean valued transfer principle enables us to apply the Davies Theorem to X and state that X has the Riesz decomposition property, X is directed, and X + is normal. By Lemma 4.7 B a (X) is upward P L (X)-directed for all a ∈ X and X + is P L (X)-normal. The Riesz decomposition property for X can be written in the equivalent form Σ([0, a] × [0, b]) = [0, Σ(a, b)], where a, b ∈ X + and Σ is addition on X . Then Σ↓ is addition on X and Σ([0, a] × [0, b])↓ = Σ↓([0, a]↓ × [0, b]↓). The latter is equivalent to the Riesz decomposition property for X, since obviously the descent of an internal order interval {x ∈ X : 0 x a} coincides with {x ∈ X : 0 x a}.
(2) =⇒ (1): Assume that X satisfies the conditions (a)-(d) of (2) and put B = P L (X). By (a), X + is invariant under L-projections, which together with the closedness of X + implies that X + is B-complete. Defining the positive cone in X by X + := X + ↑, we can demonstrate just as in [24, Theorem 5.9.1] that (X , X + ) is an ordered Banach space within V (B) . As was shown above, X has the Riesz decomposition property if and only if so is X within V (B) . Prove that X is directed and X + is normal. By Lemma 4.7, (c) and (d) imply that X + is normal and X is directed. By the Boolean valued transfer principles Theorem 4.2 is true within V (B) and so X is an L 1 -predual space; i.e. X ′ is an AL-space. It remains to appeal again to Theorem 4.4. By Lemma 4.5 M(X ′ ) and P L (X) are isomorphic. ⊲ Remark 4.10. As was shown by Asimow in [2, Theorem 1], directedness of the unit ball is also involved in characterization of those ordered Banach spaces whose dual cones are well-capped. This concept, dating back to Choquet, is of interest due to the results of the following type: A closed convex well-capped subset of a locally convex topological vector space is the closed convex hull of its extreme points and extremal rays; see Asimow [3, Theorem 2.2] . When studying the extremal structure of sets of operators, the ordinary caps are of little use. The theory of operator caps and well-capped set of operators was built in [26] in the spirit of the Choquet cap theory; see also [22, Chapter 2, § 5].
Centerable Subsets
Now we characterize preduals of injective Banach lattices in terms of centerable sets. Let X be a Banach space, let B be a Boolean algebra of projections on X, and let A be a bounded subset of X.
Definition 5.1.The π-diameter δ π (A) and the Chebyshev π-radius r π (A) of A are defined as δ π (A) = sup{ π(a − b) : a, b ∈ A} and r π (A) = inf x∈X r π (A, x) where r π (A, x) = sup a∈A π(x − a) for all x ∈ X. It is easily seen that δ π (A) 2r π (A). If π coincides with the identity operator I X , then we write δ(A) and r(A) instead of δ π (A) and r π (A), respectively. If δ(A) = 2r(A), then A is said to be centerable.
The next result is due to Duan and Lin [11, Theorem 2.7 ].
Theorem 5.2. For a real Banach space X the following are equivalent:
(1) X is an L 1 -predual space.
(2) Every four-point subset of X is centerable.
(3) Every finite subset of X is centerable.
(4) Every compact subset of X is centerable.
Remark 5.3. Theorem 5.2 is true also for a complex Banach spaces as was proved in [11, Theorem 2.13] . Moreover, it is pointed out in [11, Remark 2.14] that this result cannot be sharpened anymore; i.e., the centerability of every three-point subset of a real or complex Banach space X does not imply that X is an L 1 -predual space.
Denote the set of all partitions (respectively, all countable partitions) of unity in B by Prt(B) (respectively, Prt σ (B)). Call a set K ⊂ X B-compact (or cyclically compact, [24, 2.12 
We are now ready to state the main result of this section.
Theorem 5.6. For a real Banach space X the following are equivalent:
(1) X ′ is an injective Banach space with M(X ′ ) isomorphic to B := P L (X).
(2) Every four-point subset of X is B-centerable.
(3) Every finite subset of X is B-centerable.
(4) Every B-bounded mix-compact subset of X is B-centerable.
(5) For every mix-compact subset A of X there exists a partition of unity (π ξ ) ξ∈Ξ in B such that π ξ A is π ξ B-centerable in π ξ Xfor all ξ ∈ Ξ.
The technical details of the proof are highlighted in the following two lemmas: The formula δ(A↑) = 2r(A↑) is equivalent to 2r(A↑) δ(A↑), while the latter can be rewritten as
Calculating the Boolean truth-values for the quantifiers in the formula [[Ψ]] = 1 (using the rules [24, 1.4.5 (1), 1.6.2, and 1.6.6]), we arrive at the equivalent condition
It follows that sup c∈A 2 x − c a − b + (1/n)1 ∧ and so sup c∈A 2 x − c ∆(A) + (1/n)1 ∧ , whence we get the inequality 2R(A) ∆(A) equivalent to 2R(A) = ∆(A). Conversely, if the latter holds then for every n ∈ N there exist a partition of unity (π ξ ) ξ∈Ξ in B and families (a ξ ) ξ∈Ξ and (b ξ ) ξ∈Ξ in A and (x ξ ) ξ∈Ξ in X such that 2π ξ x ξ −c a ξ −b ξ +(1/n)1 for all c ∈ A. Put x = mix ξ∈Ξ π ξ x ξ , a = mix ξ∈Ξ π ξ a ξ , and b = mix ξ∈Ξ π ξ b ξ and observe that a, b ∈ A, x ∈ X ↓ and 2π ξ x − c a − b + (1/n)1 for all c ∈ A. The latter is equivalent to (5) , as can be checked by the direct calculation of Boolean truth-values. ⊲ ⊳ Since πR(x, A) = R(πx, πA) and πD(A) = D(πA), we can assume without loss of generality that π = I X . Since the first two claims can be checked similarly, we consider only the first one. If a, b ∈ A and a ′ , b ′ ∈ A then we can pick a band projection π 0 ∈ B such that
where u := πa + π * 0 a ′ ∈ A and v := πb + π * 0 b ′ ∈ A and the second equality is due to Proposition 2.3. Next, take x, y ∈ X and choose π 0 ∈ B so that R(x, A) ∧ R(y, A) = π 0 R(x, A) + π * 0 R(y, A). Then
here u = π 0 x + π * 0 y ∈ A. ⊲ Proof of Theorem 5.6. The implications (5) =⇒ (4) =⇒ (3) =⇒ (2) are obvious. The rest of the proof is based on Theorem 3.8, according to which there is no loss of generality in assuming that X = X ↓ L and X ′ = X ′ ↓ M for some Banach space X within V (B) , where B = P L (X).
(1) =⇒ (5) 1 (B, φ) . Choose a partition of unity (π ξ ) ξ∈Ξ such that 2π ξ R(A), π ξ ∆(A) ∈ L 1 (B, φ) for all ξ ∈ Ξ. Thus for every ξ ∈ Ξ we have the equation 2π ξ R(A) = π ξ ∆(A) which in turn, by the argument of the proof of Lemma 2.8, amounts to stating that 2ππ ξ R(A) L = ππ ξ ∆(A) L for all π ∈ B. Considering the order continuity of the ALspace L 1 (B, φ) and using Lemma 5.8, for every π π ξ we deduce that (2) =⇒ (1): Assume that every four-point subset of X is B-centerable and let A be a four-point subset of X ; i.e.,
Using the maximum principle, we conclude that there are x 1 , x 2 , x 3 , x 4 ∈ X ↓ satisfying A↓ = mix({x 1 , x 2 , x 3 , x 4 }). There exists a partition of unity (π ξ ) ξ∈Ξ in B such that π ξ x j ∈ X for all ξ ∈ Ξ and j = 1, 2, 3, 4 and so π ξ A↓ ⊂ X for all ξ ∈ Ξ. By hypothesis, 2r ππ ξ (A↓) = δ ππ ξ (A↓) for all ξ ∈ Ξ and π ∈ B. Arguing as in the proof of (6), we see that 2π ξ R(A↓) = π ξ ∆(A↓) for all ξ ∈ Ξ; and so 2R(A↓) = ∆(A↓). Now, working within V (B) and using Lemma 5.7 and formula A = A↓↑, we infer that [[δ(A↑) = 2r(A↑)]] = 1. Thus, according to the transfer principle, every four-point subset of X is centerable and X ′ is an AL-space by Theorem 5.2. It remains to appeal to Theorem 4.4. ⊲ Remark 5.9. Many interesting geometric characterizations of Banach spaces are due to various ball intersection properties; see [17, 27] . In [27, Theorem 6.1] Lindenstrauss proved that the dual X ′ of a real Banach space X is isometric to an L 1 -space if and only if X has the (4, 2)-intersection property; i.e., every collection of four mutually intersecting closed balls has nonempty intersection. To formulate the Boolean version of this result, we define a B-cell as a set of the form B(a, r) := {x ∈ X : π(x − a) πr L for all π ∈ B}, where B := P L (X), a ∈ X, and r ∈ L 1 (B, φ). The above technique allows us to state that the dual X ′ of a real Banach space X is an injective Banach lattice with M(X ′ ) isomorphic to B := P L (X) if and only if every collection of four mutually intersecting B-cells in X has nonempty intersection. 6.2. Luxemburg was a pioneer and promoter of blending model theory and functional analysis. He pointed out that the Maharam operators may play a fundamental role not only in the theory of positive operators but also in Boolean valued analysis. His article [29] in the Maharam anniversary volume states:
Finally we like to mention that the F -measure algebras introduced by Maharam in [33] have also recently appeared in the literature in the form of Boolean-valued models of standard numerical measure algebras. It may be of interest to explore further the properties of such abstract F -measure algebras from the point of view of the theory developed by D. Maharam. For further details we have to refer the reader to [37] .
The development of Maharam's ideas within Boolean valued analysis is due to other authors. Thanks to the articles [29, 30, 31] , these ideas were fruitfully implanted into operator theory, convex analysis, and elsewhere; see [20, 22, 23, 24] .
