In noisy and reverberant environments the performance of automatic speech recognition systems drops below acceptable levels. It has been shown before, that using a psychoacoustical model of the peripheral auditory processing, as introduced by Dau [1], yields much higher recognition rates in noisy background situations than standard pre-processing methods [2] . To further improve the robustness of a speaker-independent digit recognition system, singlemicrophone noise reduction procedures [3] have been combined with the auditory model feature extractor and continuous Hidden Markov Models as well as Locally-recurrent Neural Networks. The study shows that the recognition rates improve significantly for certain noise conditions, while the performance for clean speech is not negatively effected.
Noise reduction
In this study a number of noise reduction algorithms were examined, that represent a class of minimum mean square error (MMSE) short-term spectral amplitude estimators (STSA) proposed by Ephraim and Malah [4, 5] . Both, the current SNR and the average SNR of the most recent frames, are estimated and evaluated. These suppression rules allow a significant reduction of noise while avoiding the musical tones phenomenon, often encountered when applying, e.g., spectral subtraction. The original MMSE STSA algorithm (e7) was applied to noisy speech signals. Additionally, modified versions were utilised, taking into account the uncertainty of signal presence (e30) or working on logarithmic spectra (elog) respectively [3] .
Auditory Model
The quantitative model of auditory perception (PEMO) was originally developed to simulate human perception in psychoacoustical experiments [1] . It has been successfully applied to a number of temporal masking and modulation perception experiments. The 'internal representation' (Fig.1 b, d, f) , i.e., the output vector of this model, also serves well as a basis for transmission quality and robust speech recognition tasks [2] . Following the initial pre-emphasis, the input signal is split up into 19 frequency bands by an auditory gammatone filterbank. After a further half-way tagungsband-korrekt4.doc submitted to World Scientific 28.01.99 : 12:21 2/4 rectification and low-pass filtering, five non-linear elements, so-called 'adaptive compression loops' perform a near logarithmic compression to steady-state signals, while fast fluctuations are transformed rather linearly. This stage has been shown to be essential for robust speech recognition. The signal is filtered by a 4 Hz modulation lowpass, which leads to an overall modulation transfer function similar to the modulation spectrum of spoken language. Finally, 10 ms averages are calculated. 
Experiment
In this study a speaker independent digit recognition experiment was carried out on clean, noisy and enhanced speech signals. The Zifkom database (Deutsche Telekom), consisting of 200 utterances of each German digit by 100 male and 100 female speakers, was split equally into training and test set. The signals were mixed with CCITT noise at signal-to-noise ratios (SNR) of -10, -5, 0, 5, 10, and 15 dB, and then enhanced by the three noise reduction algorithms described above. Locally-recurrent Neural Networks (LRNN; developed and implemented at IAP, University of Frankfurt, see [2] ) and continuous Hidden Markov Models (HMM) were used as classifiers and trained on unprocessed clean speech signals. The recognition performance was evaluated for PEMO pre-processing and compared to the widely used mel-frequency cepstral coefficients (MFCC). 
Results
• All three Ephraim-Malah algorithms lead to significantly increased recognition rates for most signal-to-noise ratios (Tab. 2).
• For clean speech, the noise reduction does not deteriorate the performance of PEMO-based recognition systems (Tab. 1).
• Generally, speech enhancement PEMO-based systems show a higher overall performance than MFCC pre-processing.
• The combination of e7, PEMO and LRNN is most successful and may be used as a highly robust digit recognition system with tolerable error rates at SNR as low as 5 or even 0 dB.
The ranking of the Ephraim-Malah algorithms varies for different SNR, noises and recognition systems. For conditions with already high recognition rates the e7 seems to be most effective. At lower performance levels elog and e30 are superior. This agrees with the stochastical derivation and the findings in [3] that e7 gives the smallest amount of noise reduction, while causing relatively low distortions on the speech signal itself. It can be concluded, that on one hand reducing as much noise as possible is a good strategy at low performance levels, but on the other hand a better 'fine-tuning' is needed when the recognition rates are initially high. MFCC-based recognition systems are less robust, when the test material is evaluated under conditions different to the training corpus. This can be seen in the results for noisy speech without noise suppression algorithms (see Tab. 2) and also for processed clean speech (see Tab. 1). At low SNR the combination of Ephraim-Malah and PEMO/LRNN system is most robust. This is probably attributed to the inherent robustness of PEMO and LRNN, which reduces the negative effects of residual noise and signal distortions in these cases.
Conclusion
The combination of the original Ephraim-Malah MMSE short-term spectral amplitude estimator (e7) and an auditory-based feature extraction (PEMO) with a Locallyrecurrent Neural Network classifier was found to be most robust in all investigated noise situations. At the same time the performance in the absence of noise is not significantly affected. This system is therefore a promising candidate for further automatic speech recognition studies and for practical applications, e.g., noise-robust speech recognition in 'difficult' acoustical environments.
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