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LetM be a Riemannian manifold with metric g, and let P be a principal
G-bundle over M having connection one-form a. One can define a modified
version of the Ricci flow on P by fixing the size of the fiber. These equations
are called the Ricci Yang-Mills flow, due to their coupling of the Ricci flow
and the Yang-Mills heat flow. In this thesis, we derive the Ricci Yang-Mills
flow and show that solutions exist for a short time and are unique. We study
obstructions to the long-time existence of the flow and prove a compactness
theorem for pointed solutions. We represent the Ricci Yang-Mills flow as a
gradient flow and derive monotonicity formulas that can be used to study
breather and soliton solutions. Finally, we use maximal regularity theory and
ideas of Simonett concerning the asymptotic behavior of abstract quasilinear
parabolic partial differential equations to study the stability of the Ricci Yang-
Mills flow in dimension 2 at Einstein Yang-Mills metrics.
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Chapter 1
Introduction
A fundamental problem in differential geometry is finding the “best”
metric on a given manifold. In this context “best” is often synonymous with
constant curvature. In the last several decades, geometric evolution equations
have proved to be highly effective in finding these metrics. The aim of this
thesis is to study a natural coupling of two such equations, namely, the Ricci
flow and the Yang-Mills heat flow. Roughly speaking, both of these equations
are heat equations, thus we expect certain behaviors characteristic of parabolic
equations.
In 1982, Richard Hamilton [10] proposed the Ricci flow as a means to
study 3-manifolds with positive Ricci curvature. Specifically, let (Mn, g) be an
n-dimensional Riemannian manifold with metric g. The Ricci flow equations
are defined to be
∂g
∂t
= −2Rc, (1.1)
where Rc is the Ricci curvature of g. In his seminal paper, Hamilton showed
that a closed 3-manifold with positive Ricci curvature is diffeomorphic to a
spherical space form, thus that it admits a metric of constant sectional curva-
ture.
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Hamilton developed a program intending to use Ricci flow to prove
Thurston’s geometrization conjecture, which states that every closed manifold
admits a geometric decomposition. Hamilton’s papers yielded great progress
towards this goal, studying a multitude of topics such as singularity formu-
lation [12], compactness theorems [11], and nonsingular solutions [13]. The
recent work of Grisha Perelman, which in particular combined comparison ge-
ometry and partial differential equations, has provided much progress in the
direction of studying geometrization [21], [22]. Additionally, Ricci flow has
proven to be a very fruitful area of study in its own right (for overviews, see,
e.g., [5], [6]).
On the other hand, the Yang-Mills heat flow is a gauge-theoretic heat
equation; that is, it is a differential equation for a field on a principal fiber
bundle. Let P be a smooth principal G-bundle over a smooth closed manifold
M . If A is a connection on P , then A yields an exterior covariant derivative,
denoted DA, that acts on k-forms with values in G, the lie algebra of G. The
curvature of A is then F (A) = DAA. We can define the Yang-Mills energy to
be
YM(A) =
1
2
∫
M
|F (A)|2dV. (1.2)
The L2 gradient flow for this functional is the Yang-Mills heat flow:
∂A
∂t
= −D∗AF (A), (1.3)
where D∗A is the formal adjoint of DA. The Yang-Mills heat flow was first used
by Atiyah and Bott [1] and by Simon Donaldson [8]. Atiyah and Bott used the
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Yang-Mills heat flow to study the topology of minimal Yang Mills connections.
Donaldson used it to give an analytic proof of a theorem of Narasimhan and
Seshadri concerning the relation between stable holomorphic vector bundles
and equivalence classes of Yang-Mills connections. Johan Rade [23] studied
the behavior of the Yang-Mills heat flow in two and three dimensions and was
able to use a technique of L. Simon to show that solutions converge as t→∞.
Let P be a U(1)-bundle over a compact manifold. One can choose a
metric on P such that the Ricci flow equations, with the additional hypothesis
that the size of the fiber remains fixed, yield the Ricci Yang-Mills flow :
∂g
∂t
= −2Rc+ F 2 (1.4a)
∂a
∂t
= −d⋆F. (1.4b)
We would like to use this flow to find the “best” metric on P , and
more specifically, we would like to use the bundle curvature to control the
flow because the bundle curvature behaves very nicely under this flow and is
less complicated than the other curvature tensors. This in part explains the
assumption on the size of the fiber; fixing it allows the effect of F to be more
pronounced. As we will see below, the difference in signs that terms involving
F add to the Ricci tensor of the bundle implies that the bundle metric will
certainly not be Einstein. The canonical metric one should hope for is an
Einstein Yang-Mills metric; namely, one that is Einstein on the base and that
has a Yang-Mills connection.
3
Let us consider a very simple example of Ricci Yang-Mills flow in di-
mension 2. We can compare it to that of Ricci flow.
Let M = S2 be the 2-sphere, and suppose we have a metric on S2 of
the form
g(t) = Φ(t)g˜,
where g˜ is the constant curvature metric having R = 2. Now, the Ricci flow
equation on S2 becomes
∂g
∂t
=
dΦ
dt
g˜ = −Rg = −R˜g˜ = −2g˜;
i.e. dΦ
dt
= −2. Solutions to this equation are of the form Φ(t) = Φ(0)− 2t, so
the solution exists until T = Φ(0)
2
when the manifold shrinks to a round point.
Now let P be a U(1)-bundle over S2 having a a fixed Yang-Mills con-
nection with F (a) = CdVg˜. Here C is some fixed constant. In Lemma
5.3.2, we will explicitly compute the possible values of C. Notice that then
F ki Fkj =
1
2
|F |2g = C2
2Φ
g˜. Then the Ricci Yang-Mills flow becomes
dΦ
dt
= −2 + C
2
2Φ
,
∂a
dt
= 0.
Solutions to this equation exist for all time, since Φ = C
2
4
is an asymptotically
stable fixed point. Thus we see that including the bundle curvature allows
us to avoid the finite time singularity that occurs with Ricci flow. A goal of
studying the Ricci Yang-Mills flow would be to find conditions on the bundle
curvature such that one could flow past singularities. This example is also
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instructive in that it demonstrates the lack of scale-invariance in the equation.
This will prove to be both a boon and a hindrance in the analysis to come.
We would like to give a brief overview of the contents of this thesis. In
the remainder of Chapter 1, we discuss the derivation of the Ricci Yang-Mills
flow using a particular metric on a principal bundle. We also compute the
evolution equations for several quantities that will be useful later. In Chap-
ter 2, we use the gauge fixing argument of DeTurck to show the short time
existence of the Ricci Yang-Mills flow. We also show uniqueness of solutions.
We study obstructions to long time existence in Chapter 3 and prove a com-
pactness theorem for the flow, thereby laying the groundwork for singularity
analysis. Chapter 4 focuses primarily on monotonic quantities for the Ricci
Yang-Mills flow; in particular, we are able to follow ideas of Perelman and
show that RYM can be thought of as a gradient flow. We also briefly consider
solitons and breathers. Finally, in Chapter 5, we use maximal regularity the-
ory to study the stability of the Ricci Yang-Mills flow at Einstein Yang-Mills
metrics.
The Ricci Yang-Mills flow has been studied simultaneously and inde-
pendently by Jeffrey Streets in [25] and [26]. He has considered the flow in
both the two and four dimensional cases.
1.1 Derivation of the Equations
We would like to show how the Ricci Yang-Mills equations can be de-
rived from the Ricci flow equations on a principal bundle. Our specific setting
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is as follows. Let M be a closed Riemannian manifold with metric g, and let
U ⊂M be a local coordinate chart with coordinates {xi}ni=1. Let G be a com-
pact Lie group with smooth metric g¯ parametrized by the base. Let {yθ}mθ=n+1
be local coordinates on G. Then let π : P →M be a principal G-bundle over
M , having connection A. We consider a metric h on the total space P of the
form
h = g
ij
dxidxj + g¯θρ(dy
θ + aθkdx
k)(dyρ + aρl dx
l).
Here, a = σ∗A, where σ : U → P is a smooth local section. We have the
following basis for one-forms: dzi = dxi and dzθ = dyθ + aθidx
i with the
corresponding frame ei =
∂
∂xi
− aθi ∂∂yθ and eθ = ∂∂yθ .
We would like to compute the various curvature quantities in terms
of this metric. In the computations to follow, lower case indices will denote
quantities on the base, Greek indices will denote quantities on the fiber, and
capital indices will indicate both. Additionally underlined quantities are com-
puted with respect to the metric on the base and quantities with a bar are
with respect to the fiber metric. F will carry two sets of indices. The Roman
ones will correspond to indices on the base. We will always raise or lower the
first of these with respect to g. The Greek index will represent the bundle
index; it can be raised or lowered with respect to g¯.
In order to derive the Ricci Yang-Mills equations, we would like to make
the following two assumptions:
1. ∂
∂t
g¯ = 0,
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2. ∇g¯ = 0.
As we stated previously, we will see that assumption 1 is important given the
difference of sign in the Ricci tensor for terms involving F . Assumption 2
implies that g¯ is constant along M . Essentially these requirements amount to
keeping the size of the fiber fixed. We will see through the course of the com-
putations that these assumptions result in a natural set of coupled equations.
To begin our computations, we define the structure constants CPMN of
the bundle to be
CPMNeP = [eM , eN ].
Lemma 1.1.1. The only non-zero structure constants are of the form
Cθij = −F θij.
Proof. Consider first CMij . We have
CMij eM = [ei, ej]
= [
∂
∂xi
− aθi
∂
∂yθ
,
∂
∂xj
− aµj
∂
∂yµ
]
= [
∂
∂xi
,
∂
∂xj
]− [aθi
∂
∂yθ
,
∂
∂xj
]− [ ∂
∂xi
, aµj
∂
∂yµ
] + [aθi
∂
∂yθ
, aµj
∂
∂yµ
]
=
∂
∂xj
(aθi
∂
∂yθ
)− aθi
∂
∂yθ
∂
∂xj
− ∂
∂xi
(aµj
∂
∂yµ
) + aµj
∂
∂yµ
∂
∂xi
=
∂
∂xj
aθi
∂
∂yθ
− ∂
∂xi
aµj
∂
∂yµ
= −F θij
∂
∂yθ
,
7
since our structure group is Abelian. In a similar fashion, we compute
CMiθ eM = [ei, eθ]
= [
∂
∂xi
− aµi
∂
∂yµ
,
∂
∂yθ
]
= [
∂
∂xi
,
∂
∂yθ
]− [aµi
∂
∂yµ
,
∂
∂yθ
]
= 0.
Finally, we have
CMθµeM = [eθ, eµ]
= [
∂
∂yθ
,
∂
∂yµ
]
= 0.
Lemma 1.1.2. The Christoffel symbols are given by the following equations:
Γkij = Γ
k
ij, Γ
α
ij = −12Fαij ,
Γmiθ = −12F kθi, Γαiθ = 0,
Γkθρ = 0, Γ
ρ
µθ = Γ¯
ρ
µθ.
Proof. Recall the formula for the Christoffel symbols with respect to a frame:
ΓMIJhMK =
1
2
(eI(hJK) + eJ(hKI)− eK(hIJ) + CNIJhNK − CNJKhNI + CNKIhNJ).
(1.5)
We compute as follows, first for Γmijhmk:
Γmijhmk =
1
2
(ei(hjk) + ej(hki)− ek(hij) + Cnijhnk − Cnjkhni + Cnkihnj)
= Γmijgmk
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Now consider Γαijhαρ.
Γαijhαρ =
1
2
(ei(hjρ) + ej(hρi)− eρ(hij) + Cµijhµρ − Cnjρhni + Cnρihnj)
= −1
2
F µij g¯µρ.
For Γmiθhmk, we have
Γmiθhmk =
1
2
(ei(hθk) + eθ(hki)− ek(hiθ) + Cniθhnk − Cnθkhni + Cαkihαθ)
= −1
2
Fαkig¯αθ.
Additionally, we have the computation for Γαiθhαρ.
Γαiθhαρ =
1
2
(ei(hθρ) + eθ(hρi)− eρ(hiθ) + Cµiθhµρ − Cnθρhni + Cαρihαθ)
= 0,
since we assume ∇g¯ = 0. Similarly, Γkθρ = −12∇kg¯θρ = 0. Finally, it is easy to
see that Γρµθ = Γ¯
ρ
µθ.
Now that we have the formulae for the Christoffel symbols, we can compute
the components of the curvature tensor.
Lemma 1.1.3. The curvature tensor is given by
Rlijk = R
l
ijk +
1
4
FαikF
l
αi − 14FαikF lαj − 12FαijF lαk,
Rθijk =
1
2
(∇jF θik −∇iF θjk),
Rlθjρ =
1
4
F pρjF
l
θp,
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Rβθµρ = R¯
ρ
µβθ.
Proof. The components of the curvature tensor can be computed using the
formula
RLIJK = eI(Γ
L
JK)− eJ(ΓLIK) + ΓMJKΓLIM − ΓMIKΓLJM − CMIJΓLMK .
Consider first Rlijk.
Rlijk = ei(Γ
l
jk)− ej(Γlik) + ΓmjkΓlim + ΓαjkΓliα − ΓmikΓljm − ΓαikΓljα − CαijΓlαk
= Rlijk +
1
4
FαikF
l
αi −
1
4
FαikF
l
αj −
1
2
FαijF
l
αk
Now we compute Rθijk.
Rθijk = ei(Γ
θ
jk)− ej(Γθik) + ΓmjkΓθim + ΓαjkΓθiα − ΓmikΓθjm − ΓαikΓθjα − CαijΓθαk
=
1
2
(ei(−F θjk)− ej(−F θik)− ΓljkF θil + ΓlikF θjl)
=
1
2
(∇jF θik −∇iF θjk).
Then we look at Rlθjρ.
Rlθjρ = eθ(Γ
l
jρ)− ej(Γlθρ) + ΓµjρΓlθµ + ΓkjρΓlθk − ΓµθρΓljµ − ΓkθρΓljk − CMθj ΓlMρ
=
1
4
F pρjF
l
θp.
Now we compute Rρµjθ.
Rρµjθ = eµ(Γ
ρ
jθ)− ej(Γρµθ) + ΓijθΓρµi + ΓαjθΓρµα − ΓiµθΓρji − ΓαµθΓρjα − CMµjΓρMθ
= 0.
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Finally we consider Rβθµρ.
Rρµβθ = eµ(Γ
ρ
βθ)− eβ(Γρµθ) + ΓiβθΓρµi + ΓαβθΓρµα − ΓiµθΓρβi − ΓαµθΓρβα − CMµβΓρMθ
= R¯ρµβθ.
Lemma 1.1.4. The components of the Ricci tensor have the form
Rjk = Rij − 12F θlj Fθlk,
Rjµ = −12∇kFµkj,
Rµρ =
1
4
F ijµ Fρij.
Proof. We first consider Rij.
Rjk = g
MNRMjkN
= gilRijkl + g¯
θρRθjkρ
= gil(Rijkl +
1
4
F θjkFθli −
1
4
F θikFθlj −
1
2
F θijFθlk) + g¯
θρ(−1
4
F pρjFθkp)
= Rij −
1
2
F θlj Fθlk.
Next consider Rjµ.
Rjµ = g
MNRMjµN
= gikRijµk + g¯
θρRθjµρ
= gik(∇iFµjk −∇jFµik)
= −1
2
∇kFµkj.
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Finally we have the computation for Rµρ.
Rµρ = g
MNRMµρN
= gijRiµρj + g¯
θαRθµρα
=
1
4
F ijµ Fρij.
Lemma 1.1.5. The scalar curvature is given by R = R− 1
4
|F |2.
Proof. We have
R = gMNRMN
= gijRij + g¯
µρRµρ
= R− 1
2
F θlkFθlk +
1
4
F ρijFρij
= R− 1
4
|F |2.
Let us now consider this metric on a U(1)-bundle. In this setting,
we can suppress the bundle indices, as the connection and its curvature are
actually a 1-form and a 2-form respectively on the base. If we let ∂h
∂t
= −2Rc
with our previously stated assumptions, we obtain the following system of
equations:
∂gij
∂t
= −2Rij + F ki Fkj, (1.6a)
∂ai
∂t
= −d⋆Fi. (1.6b)
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We call these equations the Ricci Yang-Mills flow (RYM). Most of our results
are concerning Ricci Yang-Mills flow on a surface; i.e. the base manifold will
be two-dimensional. Notice that in this case, we can simplify F ki Fkj, which
for simplicity, we will denote as Ω. Ω is symmetric, so we can choose an
orthonormal basis such that Ω is diagonalized; i.e.
Ω =
(
λ1 0
0 λ2
)
.
However, we claim that λ1 = λ2. In this basis, we have
Ω11 = F11F11 + F21F21 = λ1
Ω12 = F11F12 + F21F22 = 0
Ω21 = F12F11 + F22F21 = 0
Ω22 = F12F12 + F22F22 = λ2.
Since F12 = −F21, the second or third equation implies that F11 − F22 = 0.
However, F is tracefree, so in this basis F11 + F22 = 0. Thus F11 = F22 = 0.
Then F 221 = λ1 and F
2
12 = λ2. Thus, λ1 = λ2.
Then we have the following computation in this basis: |Ω|2 = 2λ21 and
|F |4 = 4λ21. So |Ω|2 − 12 |F |4 = 0. Notice that this implies that the tracefree
quantity Ω˙ij := Ω − 12 |F |2gij = 0 because |Ω˙|2 = |Ω|2 − |F |2trg(Ω) + 12 |F |4 =
|Ω|2 − 1
2
|F |4. So in dimension 2, we can instead write the Ricci Yang-Mills
equations as
∂gij
∂t
= −Rgij + 1
2
|F |2gij, (1.7a)
∂ai
∂t
= −d⋆Fi. (1.7b)
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1.2 Evolution Equations
We would like to compute the evolution equations of various geometric
quantities that will prove useful in the sequel. For the rest of the paper, we will
use equation (1.7) unless otherwise stated. We will also drop the notation g
for the base metric and choose just to write g. For more detail about standard
variation formulas, see Chapter 3 of [5].
Lemma 1.2.1. The Christoffel symbols Γkij evolve by
∂
∂t
Γkij =
1
2
(∇iφδkj +∇jφδki −∇kφgij), (1.8)
where φ = −R + 1
2
|F |2.
Proof. We use equation (1.5) to compute the variation of Γkij. Since structure
constants of the form Ckij are zero, we have
∂
∂t
Γkij =
1
2
(∂tg
kl)(ei(gjl) + ej(gil)− el(gij)) + 1
2
gkl(∂tei(gjl) + ∂tej(gil)− ∂tel(gij))
= (−φ)Γkij +
1
2
gkl(ei(∂tgjl) + ej(∂tgil)− el(∂tgij))
= (−φ)Γkij +
1
2
(∇i(φ)δkj +∇jφδki −∇kφgij)
+
1
2
gklφ(Γmijgml + Γ
m
il gjm + Γ
m
jigml + Γ
m
jlgim − Γmli gmj − Γmlj gim),
where we used ∂
∂yθ
gij = 0 in the second equality and the fact that 0 = ∇igjk =
ei(gjk) − Γmij gmk − Γmikgjm in the third. Notice that Γmil − Γmli = Cmil = 0 and
similarly for Γmjl − Γmlj . We are left with
∂
∂t
Γkij = (−φ)Γkij +
1
2
(∇i(φ)δkj +∇jφδki −∇kφgij) + φΓkij
=
1
2
(∇i(φ)δkj +∇jφδki −∇kφgij).
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.Lemma 1.2.2. The variation of the scalar curvature is given by
∂
∂t
R = ∆R− 1
2
∆|F |2 + 2R2 −R|F |2. (1.9)
Proof. We would like to use the standard variation formula
∂tR = −∆H +∇p∇qhpq − 〈h,Rc〉, where H = trgh.
∂tR = −∆(gij(−Rgij + 1
2
|F |2gij)) +∇p∇q(−Rgpq + 1
2
|F |2gpg)
− 〈(−Rgij + 1
2
|F |2gij), R
2
gij〉
= 2∆R−∆|F |2 −∆R−∆R + 1
2
∆|F |2 + 2R2 −R|F |2
= ∆R− 1
2
∆|F |2 + 2R2 −R|F |2.
Lemma 1.2.3. The bundle curvature F evolves by
∂
∂t
F = ∆F, (1.10)
and |F |2 evolves by
∂
∂t
|F |2 = ∆|F |2 − 2|∇F |2 + 2R|F |2 − |F |4. (1.11)
Proof. First we consider the evolution of F . Since our structure group is
abelian, F = da. Thus we can compute
∂tF = d∂ta = −dd⋆F.
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By the Bianchi identity, dF = 0. Thus we can write the evolution equation of
F as
∂tF = −dd⋆F − dd⋆F = ∆dF.
We claim that on a surface, the Hodge Laplacian on 2-forms is equivalent to
the rough Laplacian. Recall the following standard formula, where α is some
2-form:
∆dαij = ∆αij + g
kpglqRijklαpq − gklRikαlj − gklRjkαil.
On a surface, Rijkl =
R
2
(gilgjk−gikgjl) andRij = R2 gij. Plugging these identities
into the equation above yields the result.
Next we consider the evolution of |F |2 with respect to the evolving
metric g(t).
∂t|F |2 = ∂t(gijgklFikFjl)
= 2(Rgij − 1
2
|F |2gij)gklFikFjl + 2gijgkl∆dFikFjl
= 2gijgkl∆dFikFjl + 2R|F |2 − |F |4
= ∆|F |2 − 2|∇F |2 + 2R|F |2 − |F |4.
Lemma 1.2.4. d⋆F obeys the following evolution equation:
∂
∂t
d⋆Fj = ∆d
⋆Fj +
1
2
(R− |F |2)d⋆Fj −∇i(R− 1
2
|F |2)Fik. (1.12)
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Proof. We would like to use that d⋆Fj = −gik∇kFij and to compute the evo-
lution of gij∇iFjk.
∂tg
ij∇iFjk = ∂t(gij)∇iFjk +∇j∂tFjk − gij(∂t(ΓmijFmk − ΓmikFjm)
= −φ∇jFjk +∇j∆Fjk −∇j(φ)Fjk,
where we use equation (1.8) to obtain the final term. All that remains is to
commute ∇ and ∆. Using the standard commutator formulas, one can easily
show that ∇j∆Fjk = ∆∇jFjk − R2∇jFjk. The result follows.
The variation of other geometric quantities can be computed in a similar fash-
ion.
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Chapter 2
Short-time Existence and Uniqueness
2.1 Short-time Existence
In 1982 Richard Hamilton proposed the Ricci flow equations for a Rie-
mannian manifold [10]:
∂g
∂t
= −2Rc
Due to the diffeomorphism invariance of the Ricci tensor, this is only a weakly
parabolic system of equations, so one cannot directly apply parabolic theory
to the problem of short-time existence of solutions. Hamilton initially proved
that solutions to Ricci flow do exist by using the Nash-Moser implicit function
theorem. However, in 1983, Dennis DeTurck showed short-time existence by
defining a modified flow that was parabolic and that differed from Ricci flow
only by a one parameter family of diffeomorphisms [7].
We would like to use DeTurck’s method to prove short-time existence
for equations (1.6), which are essentially the Yang-Mills heat equation cou-
pled to the Ricci flow. Our flow is not the full Ricci flow, as we make some
simplifying assumptions. Thus short-time existence of our system does not
follow directly from that of Ricci flow. We are instead left with a system of
two coupled weakly parabolic equations.
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We want to define a modified Ricci Yang-Mills flow (GRYM) that is
parabolic and such that solutions to GRYM differ from those of RYM only by
diffeomorphisms. We will then appeal to parabolic existence theory, as in [7],
to get existence of solutions (g, a) to GRYM on some interval [0, ǫ). By pulling
back those solutions, we will obtain the solution to RYM (gˆ, aˆ).
We notice that neither of our equations are parabolic–equation (1.6a)
due to diffeomorphism invariance and equation (1.6b) due to gauge invariance.
We would like to break this symmetry. So we define the modified flow as
DeTurck does: We make the standard choice of vector field, as used in short
time existence proofs. Namely, let W k = gij(Γkij − Γ˜kij), for k = 1, . . . , n,
where Γ˜ is the Christoffel symbol with respect to a fixed background metric
g˜. Additionally, let A˜ be a fixed connection on P . If A = A(t) is a time-
dependent connection on P , then the difference a(t) := A − A˜ is a one-form
on M . Then we can let W n+1 = −d⋆(A − A˜) = −d⋆a. We can compute the
lie derivative of h with respect to W as follows. Let i, j = 1, . . . , n. Then
LWhij = ∇iWj +∇jWi
= LWgij − Γn+1ij Wn+1 − Γn+1ji Wn+1
= LWgij − 1
2
Fij(−d⋆a)− 1
2
Fji(−d⋆a)
= LWgij.
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Similarly, we have that
LWhin+1 = ∇iWn+1 +∇n+1Wi
= −∇id⋆a
= −dd⋆ai.
Finally, one can see that LWhn+1n+1 = 0. Thus we are motivated to define
the modified Ricci Yang-Mills flow (GRYM) to be
∂gij
∂t
= −2Rij + F ki Fkj + LWgij (2.1a)
∂ai
∂t
= −d⋆Fi − dd⋆ai. (2.1b)
Both of the equations are parabolic, so standard parabolic existence
theory implies that we have solutions (g, a) on some time interval [0, ǫ). We
can also notice that the one parameter family of vector fields W (t) exists as
long as solutions do and that they can be used to generate a one parameter
family of diffeomorphisms φt via the equations:
∂
∂t
φt(p) = −W (φt(p), t)
φ0 = idM .
We claim that φ∗th, under the same assumptions as before, solves our RYM
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equations. Using equation (1.6a), we see
∂
∂t
(φ∗tg(t)) =
∂
∂s
∣∣∣∣
s=0
(φ∗t+sg(t+ s))
= φ∗t (
∂
∂t
g(t)) +
∂
∂s
∣∣∣∣
s=0
φ∗t+sg(t)
= φ∗t (−2Rc(g(t)) + LWtg(t) + F 2(g(t)))− L(φ−1t )∗Wt(φ
∗
tg(t))
= −2Rc(φ∗tg(t)) + φ∗tLWtg(t) + (F 2(φ∗tg(t))− φ∗tLWtg(t))
= −2Rc(φ∗tg(t)) + F 2(φ⋆tg(t)).
(c.f. [5]) A similar computation for a yields
∂
∂t
φ∗tat =
∂
∂s
∣∣∣∣
s=0
(φ∗t+sat+s)
= φ∗t (
∂
∂t
at) +
∂
∂s
∣∣∣∣
s=0
φ∗t+sat
= φ∗t (−d⋆F − dd⋆a) +
∂
∂s
∣∣∣∣
s=0
((φ−1t ◦ φt+s)∗φ∗ta)
= φ∗t (−d⋆F ) + φ∗tLWa− L(φ−1t )∗V (φ
∗
ta)
= −d⋆F (φ∗ta).
So we see that (φ∗ta, φ
∗
tg) does indeed solve RYM on [0, ǫ), and so we have
proved the following theorem:
Theorem 2.1.1. There exists an ǫ > 0 such that the Ricci Yang-Mills equa-
tions have a solution (g, a) for t in the interval [0, ǫ).
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2.2 Uniqueness
We would like to prove the uniqueness of solutions to the Ricci Yang-
Mills flow. We will use a technique similar to that in Chapter 3 of [5]; namely,
we will show that the DeTurck diffeomorphisms satisfy a certain set of equa-
tions that will guarantee uniqueness.
Fix a background metric g˜ onM and a background connection A˜ on P .
Suppose that (g¯1(t), a¯1(t)) and (g¯2(t), a¯2(t)) are solutions to the Ricci Yang-
Mills flow on the same time interval with the same initial data. For i = 1, 2,
let (φi1)t denote the solution of the harmonic map heat flow with respect to g¯1;
i.e.
∂t(φ
i
1)t = ∆g¯1,g˜(φ
i
1)t. (2.2)
Similarly, let (φi2)t denote the solution of the harmonic map heat flow with
respect to g¯2. In addition, for j = 1, 2, let (φ
3
j)t denote the solution to
∂t(φ
3
j) = −d⋆a¯j, (2.3)
where a¯j = A¯j − A˜. One can then see that
(g1(t), a1(t)) := ((φ
i
1)t∗g¯1(t), (φ
3
1)t∗a¯1(t))
(g2(t), a2(t)) := ((φ
i
2)t∗g¯2(t), (φ
3
2)t∗a¯2(t))
are both solutions to equation (2.1). Notice that (g1(0), a1(0)) = (g2(0), a2(0)).
Since equation (2.1) is parabolic, it has unique solutions, and so (g1(t), a1(t)) =
(g2(t), a2(t)) for as long as the solutions exist. But then (φ
i
1)t and (φ
i
2)t are
solutions to ODE generated by the same vector fields W i = −gpq(Γkpq − Γ˜kpq),
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i = 1, 2 and W 3 = −d⋆(A − A˜). Hence, as long as they are defined, (φi1)t =
(φi2)t. Thus (g¯1, a¯1) = (g¯2, a¯2), and so solutions to the Ricci Yang-Mills Flow
are unique.
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Chapter 3
Long-time Behavior
3.1 Derivative Estimates and Long-time Existence
We would like to study aspects of the long-time behavior of the Ricci
Yang-Mills flow. As in the case of Ricci flow, we establish derivative bounds
for the Ricci Yang-Mills flow that hold for a short time, assuming certain
curvature conditions. We then prove a long-time existence result analogous
to that of Ricci flow. Finally, we prove a compactness theorem for the Ricci
Yang-Mills flow and lay the groundwork for singularity analysis.
First, we would like to consider the following Bernstein-Bando-Shi
derivative estimates.
Proposition 3.1.1. (A priori estimates) Let (M2, g(t), a(t)) be a solution to
the Ricci Yang-Mills flow. For every α > 0 and for every m ∈ N, there exists
a constant Cm depending on m, max{α, 1}, and K such that if
|R(x, t)|g(x,t), |F (x, t)|2g(x,t) ≤ K for all x ∈M2 and t ∈ [0,
α
K
],
then
|∇mF (x, t)|2 + |∇m−1R(x, t)|2 ≤ Cm
tm
, for all x ∈M2 and t ∈ (0, α
K
]. (3.1)
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In order to prove Proposition 3.1.1, we will need the following evolution
equations. We use notation introduced in [5]; namely, that if A and B are any
tensors, then A ∗B denotes any quantity obtained from the tensor product of
A and B and/or from contraction with the metric. By A∗
n
we mean A∗ · · · ∗A
n-times. Much of the analysis in this section is strongly motivated by that
done for the Ricci flow in Chapter 7 of [5].
Lemma 3.1.2. The following evolution equations hold:
∂tR
2 = ∆R2 − 2|∇R|2 +∇∇F ∗ F ∗R +∇F ∗2 ∗R +R3 +R∗2 ∗ F ∗2 ,
∂t|∇F |2 = ∆|∇F |2 − 2|∇∇F |2 +R ∗ ∇F ∗2 +∇R ∗ F ∗ ∇F + F ∗2 ∗ ∇F ∗2 .
Proof. Using equation (1.9), we recall the evolution of R to be
∂tR = ∆R +∆|F |2 +R2 − R
2
|F |2.
Then, notice that the term ∆|F |2 can be rewritten as ∇∇F ∗ F +∇F ∗ ∇F .
So the first equation follows.
To compute the evolution of |∇F |2, we notice first of all that
∂t∇F = ∇∂tF + ∂tΓ ∗ F.
In our case, ∂tΓ = ∇R + F ∗ ∇F , as in equation 1.8, so we can compute
∂t|∇F |2 = 2〈∂t∇F,∇F 〉+ ∂tg ∗ F ∗2
= 2〈∆∇F +R ∗ ∇F +∇R ∗ F + F ∗2 ∗ ∇F,∇F 〉+ (R + F ∗2) ∗ ∇F ∗2
= ∆|∇F |2 − 2|∇∇F |2 +R ∗ ∇F ∗2 +∇R ∗ F ∗ ∇F + F ∗2 ∗ ∇F ∗2
as required.
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Proof. (of Proposition) We will compute in detail our first BBS-estimate, and
then sketch the proof for the higher derivatives. We compute the evolution of
|∇F |2 +R2. In the computation, we would like to use the −2|∇∇F |2 term to
control the second derivative of F term that appears in the equation for R2.
Conversely, we use the −2|∇R|2 term to control the corresponding term that
appears in the equation for |∇F |2. We accomplish this by repeated application
of the Cauchy-Schwartz inequality. This will be our strategy throughout these
estimates.
∂t(|∇F |2 +R2) ≤ ∆|∇F |2 − 2|∇∇F |2 + c|R||∇F |2 + |∇R|2 + c|F |2|∇F |2
+∆R2 − 2|∇R|2 + |∇∇F |2 + c|F |2R2 + c|R||∇F |2
+ |R|3
≤ ∆(|∇F |2 +R2)− |∇∇F |2 − |∇R|2 + c|∇F |2(|R|+ |F |2)
+ c|F |2R2 + |R|3,
where c depends only on the dimension and may change from line to line.
We do not assume an initial bound on |∇F |2, so we define a quantity
G = t(|∇F |2 +R2) + β|F |2 and use the ”good” −β|∇F |2 term to control the
”bad” term in the evolution of |∇F |2 +R2. Then we have that G satisfies
∂tG ≤ ∆G+|∇F |2(ct|R|+ct|F |2+1−2β)+ct|F |2R2+t|R|3+β|R||F |2+β|F |4.
By assumption, |R|, |F |2 ≤ K on [0, α
K
), so on this interval, we have
∂tG ≤ ∆G+ |∇F |2(cα + 1− 2β) + cK2α+ βK3 + βK2.
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Then, by letting β ≥ cα+1
2
, on the interval [0, α
K
], we have
∂tG ≤ ∆G+ cβK2 + cβK3.
So the maximum principle implies
supG(x, t) ≤ βK + t(cβK2 + cβK3) ≤ βK(1 + α+ αK) ≤ C1.
Thus
|∇F |2 +R2 ≤ C1
t1
,
on [0, α
K
) as required.
Now we would like to generalize this procedure to higher derivatives.
First we would like to compute the evolution equations of ∇kF and ∇kR. In
both computations, we use the commutator formula
[∇k,∆]A =
k∑
j=0
∇jR ∗ ∇k−jA,
where A is any tensor. As before c denotes some arbitrary constant that
depends only on k and K and which may change from line to line.
∂
∂t
∇kF = ∇k(∂F
∂t
) +
k−1∑
j=0
∇j(∇R +∇F ∗ F ) ∗ ∇k−1−jF
= ∇k∆F +
k∑
j=0
∇jR ∗ ∇k−jF +
k−1∑
j=0
j∑
n=0
∇n+1F ∗ ∇j−nF ∗ ∇k−1−jF
= ∆∇kF +
k∑
j=0
∇jR ∗ ∇k−jF +
k−1∑
j=0
j∑
n=0
∇n+1F ∗ ∇j−nF ∗ ∇k−1−jF.
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Similarly
∂
∂t
∇kR = ∇k(∂R
∂t
) +
k−1∑
j=0
∇j(∇R +∇F ∗ F ) ∗ ∇k−1−jR
= ∇k(∆R +∇∇F ∗ F +∇F ∗2 +R2 +R ∗ F ∗2)
+
k−1∑
j=0
∇j(∇R +∇F ∗ F ) ∗ ∇k−1−jR
= ∆∇kR +
k∑
j=0
∇jR ∗ ∇k−jR +
k∑
j=0
∇k+2−jF ∗ ∇jF
+
k∑
j=0
∇j+1F ∗ ∇k+1−jF +
k∑
j=0
k−j∑
n=0
∇jR ∗ ∇nF ∗ ∇k−j−nF.
We can then use these formulas to compute the evolution equations for
|∇kF |2 and |∇kR|2.
∂
∂t
|∇kF |2 = 〈∂t∇kF,∇kF 〉+ (R + F ∗2) ∗ (∇kF )∗2
= ∆|∇kF |2 − 2|∇k+1F |2 +
k∑
j=0
∇jR ∗ ∇k−jF ∗ ∇kF
+
k−1∑
j=0
j∑
n=0
∇n+1F ∗ ∇j−nF ∗ ∇k−1−jF ∗ ∇kF.
Then |∇kF |2 satisfies the differential inequality
∂
∂t
|∇kF |2 ≤ ∆|∇kF |2 − 2|∇k+1F |2 +
k∑
j=0
c|∇jR||∇k−jF ||∇kF |
+
k−1∑
j=0
j∑
n=0
c|∇n+1F ||∇j−nF ||∇k−1−jF ||∇kF |.
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Similarly, we have
∂
∂t
|∇kR|2 = ∆|∇kR|2 − 2|∇k+1R|2 +
k∑
j=0
∇jR ∗ ∇k−jR ∗ ∇kR
+
k∑
j=0
∇k+2−jF ∗ ∇jF ∗ ∇kR
+
k∑
j=0
∇j+1F ∗ ∇k+1−jF ∗ ∇kR
+
k∑
j=0
k−j∑
n=0
∇jR ∗ ∇nF ∗ ∇k−j−nF ∗ ∇kR,
so that
∂
∂t
|∇kR|2 ≤ ∆|∇kR|2 − 2|∇k+1R|2 +
k∑
j=0
c|∇jR||∇k−jR||∇kR|
+
k∑
j=0
c|∇k+2−jF ||∇jF ||∇kR|
+
k∑
j=0
c|∇j+1F ||∇k+1−jF ||∇kR|
+
k∑
j=0
k−j∑
n=0
c|∇jR||∇nF ||∇k−j−nF ||∇kR|.
Now we would like to use induction to prove that equation (3.1) holds for
|∇NF |2 + |∇N−1R|2. Suppose that on the time interval (0, α
K
], we have
k ∈ 1 ≤ . . . ≤ N − 1, |∇kF |2 ≤ Ck
tk
and for
k ∈ 1 ≤ . . . ≤ N − 2, |∇kR|2 ≤ Ck+1
tk+1
.
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Notice that for such k, the following inequalities hold:
∂
∂t
|∇kF |2 ≤ ∆|∇kF |2 − 2|∇k+1F |2 + c
tk+
1
2
+
c
tk
,
and
∂
∂t
|∇kR|2 ≤ ∆|∇kR|2 − 2|∇k+1R|2 + c
tk+1
+
c
tk+
1
2
.
As we did previously, we will use Cauchy-Schwartz and the −2|∇N+1F |2 and
−2|∇NR|2 terms to bound the corresponding term appearing in the evolution
of |∇N−1R|2 and |∇NF |2, respectively. Then we have
∂
∂t
(|∇NF |2 + |∇N−1R|2) ≤ ∆(|∇NF |2 + |∇N−1R|2)− 2|∇N+1F |2 − 2|∇NR|2
+
c
t
N+1
2
|∇NF |+ c|R||∇NF |2 + c|∇N−1R||∇F ||∇NF |
+ c|∇NR||F ||∇NF |+ c
t
N
2
|∇NF |+ c
t
N+1
2
|∇N−1R|
+ |R||∇N−1R|2 + c|∇N+1F ||F ||∇N−1R|
+ c|∇NF ||∇F ||∇N−1R|+ c
t
N
2
|∇N−1R|+ c
t
N−1
2
|∇N−1R|
≤ ∆(|∇NF |2 + |∇N−1F |2)− 2|∇N+1F |2 − 2|∇NR|2
+
c
t
N+1
2
|∇NF |2 + c|R||∇NF |2 + c
t
|∇NF |2
+ c|∇N−1R|2 + |∇NR|2 + c|∇NF |2
+
c
t
N
2
|∇NF |+ c
t
N+1
2
|∇N−1R|+ |R||∇N−1R|2 + |∇N+1F |2
+ c|∇N−1R|2 + c
t
|∇NF |2 + c|∇N−1R|2 + c
t
N
2
|∇N−1R|
+
c
t
N−1
2
|∇N−1R|
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Combining like terms, we see that
∂
∂t
(|∇NF |2 + |∇N−1R|2) ≤ ∆(|∇NF |2 + |∇N−1R|2)− |∇N+1F |2 − |∇NR|2
+ |∇N−1R|( c
t
N+1
2
+
c
t
N
2
+
c
t
N−1
2
)
+ c|∇N−1R|2 + c
t
|∇NF |2 + c|∇NF |2
+ |∇NF |( c
t
N+1
2
+
c
t
N
2
).
Now we would like to define G to be
G = tN(|∇NF |2+ |∇N−1R|2)+βN
N−1∑
k=1
tN−k(|∇N−kF |2+ |∇N−k−1R|2)+β1|F |2.
Then using the above computations, we see that G satisfies
∂G
∂t
≤ ∆G− tN |∇NR|2 − tN |∇N+1F |2 + c|∇N−1R|2(tN−1 + tN + tN+1)
+ c|∇NF |2(tN−1 + tN)
+ βN
N∑
k=1
((N − k)tN−k−1(|∇N−kF |2 + |∇N−k−1R|2)
+ tN−k(∂t(|∇N−kF |2 + |∇N−k−1R|2))) + β1∂t|F |2 + c.
We use the good tk−1(|∇kF |2 + |∇k−1R|2) terms to control those bad terms
above for all k ≤ N . In a manner exactly analogous to the single derivative
case, we obtain, on the interval (0, α
K
], an estimate of the form
∂tG ≤ ∆G+ (C − βN)tN−1|∇NF |2 + (C − βN)tN−1|∇N−1R|2 + c.
So we choose βN large enough to make those terms negative, and we obtain
∂tG ≤ ∆G+ c.
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Notice that our assumption on |F |2 implies that G is bounded at t = 0. Then
using the maximum principle, we have
sup
x∈M
G ≤ c+ ct ≤ CN
on [0, α
K
), where CN depends on N,K and the dimension. Thus,
|∇NF |2 + |∇N−1R|2 ≤ CN
tN
on the same time interval, and our proposition is proved.
We can extend these estimates to obtain bounds on the curvatures and all of
their derivatives on a finite time interval.
Corollary 3.1.3. Let (M2, g(t), a(t)) be a solution of the Ricci Yang-Mills
flow. If there exists β > 0 and K > 0 such that |R|(x, t) ≤ K and |F |2(x, t) ≤
K for all x ∈ M2 and t ∈ [0, T ), where T > β
K
, then for all m ∈ N, there
exists a constant Cm depending only on m and min(β, 1) such that
|∇mF |2 + |∇m−1R|2 ≤ CmKm,
for all x ∈M2 and t ∈ [min(β,1)
K
, T ].
Proof. The proof follows that in [5]. Let β1 := min(β, 1). Let t0 ∈ [β1K , T ] be
arbitrary, and define T0 := t0 − β1K . Additionally, let t¯ = t − T0. We define
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(g¯(t¯), a¯(t¯)) to be the solution of the initial value problem
∂g¯
∂t¯
= −R¯g¯ + 1
2
|F¯ |2g¯
∂a¯
∂t¯
= −d⋆F¯
g¯(0) = g(T0)
a¯(0) = a(T0).
Since solutions to the Ricci Yang-Mills flow are unique, g¯(t¯) = g(t¯+T0) = g(t)
and a¯(t¯) = a(t¯ + T0) = a(t) for t ∈ [0, β1K ]. We assume that |R¯| ≤ K and
|F¯ |2 ≤ K for all x ∈ M2 and t¯ ∈ [0, β1
K
], so that we can apply our BBS
estimates with α = β1. Then we are guaranteed constants C¯m such that
|∇¯mF¯ |2g¯ + |∇¯m−1R¯|2g¯ ≤
C¯m
tm
,
for all x ∈M2 and t¯ ∈ [0, β1
K
]. Notice that for t¯ ∈ [ β1
2K
, β1
K
], we have t¯m ≥ βm1
2mKm
.
Taking t¯ = β1
K
, we see that
|∇mF (x, t0)|2 + |∇m−1R(x, t0)|2 ≤ 2
mKmC¯m
βm1
,
for all x ∈M2. The result follows, since t0 was arbitrary.
We would also like to derive a quadrupling time estimate analogous to
the doubling time estimate of Ricci flow. The difference is the exponent in the
applicable evolution equation. Recall the form of the Ricci tensor on the total
space of the bundle. It contains the terms R, |F |2, and d⋆F . So we will define
Φ to be a linear combination of R2, |F |4, and |d⋆F |2, and we will estimate Φ.
Notice that this is equivalent to estimating |Rc|2.
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Lemma 3.1.4. Let Φ := R2 + 2|d⋆F |2 + 2|F |4. Then
∂
∂t
Φ ≤ ∆Φ+ CΦ 32 .
Proof. Recall the evolution equations:
∂tR = ∆R− 1
2
∆|F |2 +R2 − R
2
|F |2
∂t|d∗F |2 = ∆|d∗F |2 − 2|∇d∗F |2 + 2R|d∗F |2 − 3
2
|F |2|d∗F |2
+ 2〈∇jRFjk, d∗Fk〉 − 〈∇j|F |2Fjk, d∗Fk〉
∂t|F |4 = ∆|F |4 − 2|∇|F |2|2 − 2|∇F |2|F |2 + 4R|F |4 − 2|F |6.
We would like to estimate the term 〈∇j|F |2Fjk, d∗Fk〉 as follows:
〈∇j|F |2Fjk, d∗Fk〉 ≤ |∇|F |
2|2
2
+
|F |2|d∗F |2
2
≤ 2|∇F |2|F |2 + |F |
2|d∗F |2
2
.
Then (estimating the other bad terms as in the previous theorem), we have
∂tΦ ≤ ∆Φ− 2R|∇F |2 + 2R3 + 4R|d∗F |2 + 4R|F |4 − 4|F |6.
Using the standard inequality that |Z|2 ≥ 1
n
|trgZ|2, we find
∂tΦ ≤ ∆Φ+ 2R3 + 2R|d∗F |2 + 4R|F |4
≤ ∆Φ+ |R|3 + |R||Φ|+ 2|R||F |4
≤ ∆Φ+ |Φ| 32 ,
as required.
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Corollary 3.1.5. (Quadrupling-time Estimate) There exists a c > 0 such that
if (M2, g(t), a(t)) is a solution of the Ricci Yang-Mills flow on [0, τ) and
M(t) := sup
x∈M2
Φ(x, t),
then
M(t) ≤ 4M(0) for all times 0 ≤ t ≤ min{τ, c√
M(0)
}.
Proof. Notice thatM(t) is a Lipschitz function of time. In the sense of forward
difference quotients, Lemma 3.1.4 implies that M satisfies
dM
dt
≤ CM 32 .
Then
M(t) ≤ 1
( 1√
M(0)
− 2Ct)2 ,
if t ≤ 1
2C
√
M(0)
. Let c = 1
2
C. Then for t ∈ [0,min{τ, c√
M(0)
}),
M(t) ≤ 4M(0).
We can then use the previous facts to give an obstruction to the long
time existence for the Ricci Yang-Mills flow. Just as in the case of Ricci flow,
this obstruction comes in the form of a curvature blow-up.
Theorem 3.1.6. Let M2 be a compact manifold. If g0 is a smooth metric
and a0 is a smooth connection 1-form, then the unique solution (g(t), a(t)) of
35
the Ricci Yang-Mills flow such that (g(0), a(0)) = (g0, a0) exists on a maximal
time interval 0 ≤ t < T ≤ ∞. Moreover, if T <∞, then
lim
t→T
( sup
x∈M2
|Φ|(x, t)) =∞.
Proof. Let M(t) as above. We would first like to show that if T is finite, then
lim sup
t→T
M(t) =∞.
As in the proof for Ricci flow, we will prove the contrapositive of this statement.
In particular, suppose that a solution to RYM exists on a maximal finite time
interval and that there exists a K ≥ 0 such that sup0≤t<T M(t) ≤ K. Fix a
local coordinate patch U around an arbitrary point x ∈M2 and let τ ∈ (0, T )
be arbitrary. By Lemma 6.49 in [5], a continuous limit metric g(T ) exists and
is given by
gij(x, T ) = gij(x, τ) +
∫ T
τ
(−Rgij(x, t) + 1
2
|F |2gij(x, t))dt.
Similarly, a continuous limit connection 1-form a(T ) exists and is given by
ai(x, T ) = ai(x, τ)−
∫ T
τ
d⋆Fi(x, t)dt.
Let m ∈ N, and choose α to be a multi-index such that |α| = m. Since Γ is
bounded by Corollary 3.1.3, it is straightforward to show that all of ∂
m
∂xα
gij,
∂m
∂xα
R, ∂
m
∂xα
Fij, and
∂m
∂xα
ai are uniformly bounded on U×[0, T ). From the integral
formulations of g and a above, we see that
∂m
∂xα
gij(x, T ) =
∂m
∂xα
gij(x, τ) +
∫ T
τ
(− ∂
m
∂xα
(Rgij)(x, t) +
1
2
∂m
∂xα
(|F |2gij)(x, t)]dt,
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and
∂m
∂xα
ai(x, T ) =
∂m
∂xα
ai(x, τ)−
∫ T
τ
∂m
∂xα
d⋆Fi(x, t)dt.
This implies that (g(T ), a(T )) is smooth and that (g(τ), a(τ))→ (g(T ), a(T ))
in any Cm norm as t → T . Thus, the short time existence result implies
that there exists a solution (g¯(t), a¯(t)) of RYM such that g¯(0) = g(T ) and
a¯(0) = a(T ) for 0 ≤ t < ǫ. Since (g(τ), a(τ))→ (g(T ), a(T )) smoothly, we can
extend the solution past T with the same initial data (g0, a0). This contradicts
the maximality of T .
Now we would like to replace the lim sup with an actual limit. Again,
suppose the theorem is false. Then there exists K0 ≤ ∞ and a sequence
of times ti ր T such that M(ti) ≤ K0. Corollary 3.1.5 implies that there
exists a c > 0 such that M(t) ≤ 4M(ti) ≤ 4K0 for all t such that ti ≤ t <
min(T, ti +
C
K0
). As i→∞, ti ր T , so there is i0 such that ti0 + CK0 ≥ T . But
then
sup
ti0≤t<T
M(t) ≤ 4K0,
which is a contradiction. Thus our full theorem is proved.
We would like to prove a final lemma that shows that bounds on R on
a finite time interval imply bounds on |F |2.
Lemma 3.1.7. Let T < ∞ and suppose that |R| ≤ C on [0, T ]. Then
supM×[0,T ] |F |2 ≤ C˜, where C˜ depends on C and |F |2(0).
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Proof. We recall the evolution of |F |2 given in equation (1.11):
∂t|F |2 = ∆|F |2 − 2|∇F |2 + 2R|F |2 − |F |4.
Define M(t) := supx∈M |F |2(t). Then, if |R| ≤ C, M satisfies (in the sense of
forward difference quotients)
dM
dt
≤ 2CM,
so that M(t) ≤M(0)e2Ct ≤M(0)e2cT , as required.
3.2 Compactness
One would like to be able to study the singularity formation of the
Ricci Yang-Mills flow and to compare and contrast it to that of Ricci flow.
The monotonicity formulas in Chapter 4 provide evidence that such analysis
may be possible. Here we lay the groundwork by proving the analogue of
Hamilton’s compactness theorem [11] for the Ricci Yang-Mills flow. Notice
that quantities that are measured with respect to (gk, ak) will be denoted
with either a subscript or superscript k. Quantities without such demarcation
are assumed to be measured with respect to a fixed background metric and
connection.
We begin by proving a lemma analogous to Lemma 2.4 in [11].
Lemma 3.2.1. Let (M2, g) be a Riemannian manifold and K ⊂M2 a compact
subset. Suppose (gk(t), ak(t)) is a one-parameter family of solutions to the
Ricci Yang-Mills flow defined on neighborhoods of [α, ω] × K such that α <
0 < ω. At t = 0 on K, let
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i. cg(X,X) ≤ gk(X,X) ≤ Cg(X,X),
ii. |∇pgk| ≤ Cp, for all p ≥ 1,
iii. |∇pFk| ≤ C ′p, for all p ≥ 0.
Assume also
iv. sup[α,ω]×K |k∇pRk|k ≤ Cp for all p ≥ 0,
v. sup[α,ω]×K |k∇pFk|k ≤ C ′p for all p ≥ 0.
Then the following holds:
a. c˜g(X,X) ≤ gk(X,X) ≤ C˜g(X,X), on [α, ω]×K
b. sup[α,ω]×K |∇pgk| ≤ Cp, for all p ≥ 1,
c. sup[α,ω]×K |∇pFk| ≤ C ′p, for all p ≥ 0.
Proof. Let X be a vector field on M2. For all k, we have
∂tgk(X,X) = −Rk|X|2k +
1
2
|Fk|2k|X|2k
≤ A0|X|2k,
by assumptions (iv) and (v). Then
∂t ln gk(X,X) =
1
gk(X,X)
∂tgk(X,X) ≤ A0,
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so |∂t ln gk(X,X)| ≤ A0. Throughout the proof of this lemma, we will let
0 < t < ω be arbitrary. Then we integrate to obtain
ln gk(X,X)(t) ≤ ln gk(X,X)(0) +
∫ t
0
∂τ ln gk(X,X)dτ
≤ ln gk(X,X)(0) + A0ω.
Then we exponentiate to see that
gk(t) ≤ eA0ωgk(0) ≤ eA0ωCg =: C˜g,
where we use assumption (i). We can similarly show that gk(X,X) ≥ c˜g, and
so (a) is proved. Next we recall the evolution of the Christoffel symbols Γ.
Namely, we have
∂t(Γk − Γ) = k∇ R + Fk ∗ k∇ Fk.
Then
|∂t(Γk − Γ)| ≤ C| k∇ R|k + C|Fk|k| k∇ Fk| ≤ C =: A1,
by assumptions (iv) and (v). Since ∇gk ≃ Γk − Γ ≃ k∇ −∇, we can bound
|∇gk| by
|∂t∇gk| ≤ c|∂t(Γk − Γ)| ≤ cC ′|∂t(Γk − Γ)|k ≤ C ′A1,
where C ′ comes from (a). Integrating again yields
|∇gk|(t) = |∇gk(0) +
∫ t
0
∂τ∇gkdτ |
≤ |∇gk(0)|+ C ′A1ω
≤ C˜1 + C ′A1ω =: C˜1,
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where the third inequality follows from assumption (ii). Now consider |Fk|.
By (a) and (v), we have
|Fk|(t) ≤ C ′|Fk|k(t) ≤ C˜ ′,
on [α, ω]. Using the fact that ∇ is independent of time, we have
∂t∇Fk = ∇∂tFk = ∇ k∆ Fk
= (∇− k∇) k∆ Fk + k∇ k∆ Fk.
Then by (b) and (v), we have
|∂t∇Fk| ≤ C|∇gk|| k∆ Fk|k + C| k∇ k∆ Fk| ≤ C.
As above,
|∂t∇Fk|(t) ≤ |∇Fk|(0) +
∫ t
0
|∂τ∇Fk|dτ ≤ C ′1.
In a similar fashion, we write
∂t∇2gk = ∇2∂tgk = ∇2(−Rkgk + 1
2
|Fk|2k)
= ∇2Rk +∇2Fk ∗ Fk +∇Fk ∗ ∇Fk
+∇Rk ∗ ∇gk +Rk ∗ ∇2gk + F ∗2k ∗ ∇2gk
+∇Fk ∗ Fk ∗ ∇gk.
We can rewrite some of these terms to be
∇2Rk = (∇− k∇)dRk + k∇ dRk = ∇gk ∗ k∇ Rk + k∇2Rk,
∇2Fk = ∇gk ∗∇gk ∗Fk+∇gk ∗ k∇ Fk+ k∇ ∇gk ∗Fk+∇gk ∗ k∇ Fk+ k∇2 Fk,
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k∇ ∇gk = ∇2gk + (k∇ −∇)∇gk = ∇2gk +∇gk ∗ ∇gk,
∇Fk ∗ ∇Fk = ((∇− k∇)Fk + k∇ Fk) ∗ ((∇− k∇)Fk + k∇ Fk)
= (∇gk ∗ Fk + k∇ Fk) ∗ (∇gk ∗ Fk + k∇ Fk)
= ∇gk ∗ ∇gk ∗ Fk ∗ Fk +∇gk ∗ k∇ Fk ∗ Fk + k∇ Fk ∗ k∇ Fk.
Combining all of these terms, we can see that
∂t∇2gk = ∇gk ∗ k∇ Rk + k∇2Rk
+ (∇gk ∗ ∇gk ∗ Fk +∇gk ∗ k∇ Fk +∇2gk ∗ Fk +∇gk ∗ ∇gk ∗ Fk
+ k∇2 Fk) ∗ Fk +∇gk ∗ ∇gk ∗ Fk ∗ Fk +∇gk ∗ Fk ∗ k∇ Fk
+ k∇ Fk ∗ k∇ Fk + k∇ Rk ∗ ∇gk +Rk ∗ ∇2gk
+ F ∗
2
k ∗ ∇2gk +∇g∗
2
k ∗ F ∗
2
k
= Rk ∗ ∇2gk + F ∗2k ∗ ∇2gk + k∇ Rk ∗ ∇gk
+ k∇2Rk +∇g∗2k ∗ F ∗
2
k +∇gk ∗ k∇ Fk ∗ Fk
+ k∇2 Fk ∗ Fk + k∇ Fk ∗ k∇ Fk.
Thus
|∂t∇2gk| ≤ c|Rk||∇2gk|+ c|Fk|2|∇2gk|+ c|∇gk|| k∇ Rk|+ c| k∇2Rk|
+ c|∇gk|2|Fk|2 + |∇gk|| k∇ Fk||Fk|+ |∇2gk||Fk|2 + | k∇2 Fk||Fk|
+ | k∇ Fk|2
Then we have that |∂t∇2gk| ≤ C|∇2gk| + C, and since |∇2gk|(0) is bounded,
we can integrate to obtain
|∇2gk|(t) ≤ C2
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on [α, ω]. Similar to the computations above, we have
∂t∇2Fk = ∇2∂tFk = ∇2 k∆ Fk.
We can rewrite ∇2 k∆ to be
∇2 k∆ Fk = (∇gk)∗2 ∗ k∆ Fk +∇gk ∗ k∇ k∆ Fk
+∇2gk ∗ k∆ Fk + k∇2 k∆ Fk.
Then
|∂t∇2Fk| ≤ |∇gk|2| k∆ Fk|+ |∇gk|| k∇ k∆ Fk|
+ |∇2gk|| k∆ Fk|+ | k∇2 k∆ Fk|
≤ C| k∇2 Fk|+ C| k∇3 Fk|+ c| k∇4 Fk|
≤ C.
Integrating as before implies that |∇2Fk| ≤ C ′2. We would like to derive some
recursion formulas for higher derivatives.
∂t∇pgk = ∇p(−Rkgk + 1
2
|Fk|2kgk)
= Rk ∗ ∇pgk + F ∗2k ∗ ∇pgk + k∇p Rk + k∇p |Fk|2k
+
p−1∑
n=1
k∇n Rk ∗ ∇p−ngk
+
p−1∑
n=1
n∑
m=0
k∇m Fk ∗ k∇n−m Fk ∗ ∇p−ngk.
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Then |∂t∇pgk| satisfies the following differential inequality.
|∂t∇pgk| ≤ c|Rk||∇pgk|+ c|Fk|2|∇pgk|+ c| k∇p Rk|
+ c
p∑
n=0
| k∇n Fk|| k∇p−n Fk|+
p−1∑
n=1
c| k∇nRk||∇p−ngk|
+
p−1∑
n=1
n∑
m=0
c| k∇m Fk|| k∇n−m Fk||∇p−ngk|.
By induction, we have that |∇ngk| bounded for all n < p. Then we obtain
|∂t∇pgk| ≤ c|∇pgk|+ c,
so integration yields |∇pgk| ≤ Cp on [α, ω]. We can also derive a formula for
higher derivatives of F .
∂t∇pFk = ∇p k∆ Fk
= k∇p k∆ Fk +
p−1∑
n=0
k∇n k∆ Fk ∗ k∇p−1−n∇gk
+
p−2∑
n=0
∇gk ∗ k∇n∇gk ∗ k∇p−2−n k∆ Fk
+
p−3∑
n=0
P (∇gk, k∇n∇gk) k∇p−3−n k∆ Fk.
= k∇p k∆ Fk +
p−1∑
n=0
P (∇gk, . . . ,∇p−ngk) ∗ k∇n k∆ Fk,
where P is some polynomial. Then
|∂t∇pFk| ≤ c| k∇p+2 Fk|+
p−1∑
n=0
c| k∇p+2 Fk|
≤ C ′p,
and one more integration yields the desired result.
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When we study singularity formation, it is important to have a notion
of convergence that preserves the interesting part of the geometry in the limit.
As such, we want to consider convergence in the pointed category.
Definition 3.2.1. Let P be a principal U(1) bundle with base manifold M ,
where M is a complete Riemannian manifold with metric g(t). Let P have
connection 1-form a(t), and let x ∈ M be a choice of basepoint. An ordered
triple (M, (g, a)(t), x) is said to be a pointed solution to the Ricci Yang-Mills
flow if (M, (g, a)(t)) is a solution to the Ricci Yang-Mills flow.
Then we can define smooth Cheeger-Gromov convergence of solutions
to the Ricci Yang-Mills flow.
Definition 3.2.2. Let (gk, ak)(t) be a solution to the Ricci Yang-Mills flow
on [TA, TO) × Mk, where Mk is complete. Let xk be a base point, and let
M∞ be a complete Riemannian manifold, (g∞, a∞) a solution, and x∞ a
base point. Then we say the ordered triple (Mk, (gk, ak)(t), xk) converges to
(M∞, (g∞, a∞)(t), x∞) if there exists a sequence of open sets Uk ⊂ M∞ con-
taining x∞ and a sequence of diffeomorphisms φk : Uk → Vk, where Vk ⊂ Mk
is open and φk(x∞) = xk, such that any compact set in M∞ eventually lies in
all of the Uk and g˜k(t) := φ
∗
kgk(t) and a˜k(t) := φ
∗
kak(t) converge uniformly to
(g∞, a∞)(t) on every compact subset of (TA, TO)×M∞ along with all deriva-
tives.
Our compactness theorem will make use of the following theorem of Hamilton
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[11]. In what follows, injg(x) denotes the injectivity radius of g measured at
the point x.
Theorem 3.2.2. (Hamilton’s Compactness for Metrics) Let {(Mk, gk, xk)}k∈N
be a sequence of complete pointed Riemannian manifolds such that
| k∇p Rmk|k ≤ Cp,
for all k and all p ≥ 0, where Cp <∞ are independent of k, and
injgk(xk) ≥ ι0 > 0.
Then there exists a subsequence (also denoted with k) such that {(Mk, gk, xk)}k∈N
converges to a complete pointed Riemannian manifold (M∞, g∞, x∞) as k →
∞.
Now we can write the compactness theorem for the Ricci Yang-Mills flow.
Theorem 3.2.3. (Compactness) Let TA, TO be given such that −∞ ≤ TA <
0 < TO ≤ ∞. Fix t0 ∈ (TA, TO). Let (Mk, (gk, ak)(t), xk) be a sequence of
complete solutions to the Ricci Yang-Mills flow for t ∈ [TA, TO) such that
sup
Mk
|Rk|k(t) ≤ C0, for all t ∈ (TA, TO),
sup
Mk
|Fk|k(TA) ≤ C ′0.
Suppose also that injgk(0)(xk) ≥ co > 0 at time t = 0. Then there exists a
subsequence converging in the sense of Definition 3.2.2
(Mk, (gk(t), ak(t)), xk)→ (M∞, (g∞(t), a∞(t)), x∞)
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to a complete solution of Ricci Yang-Mills flow such that all derivatives of
R(g∞) and F (a∞) are bounded above and the injectivity radius is bounded
below.
Proof. Let (gk, ak)(t) be a sequence of solutions on [TA, TO) ×Mk such that
|Rk|k ≤ C and |Fk|2k(TA) ≤ C. Assume for simplicity that both TA and TO are
finite. We also assume that the injectivity radius is bounded below by some
positive constant at time t = 0. Lemma 3.1.7 states that uniform bounds on
|Rk|k and initial bounds on |Fk|2k imply uniform bounds on |Fk|2k on [TA, TO).
By Corollary 3.1.3, we see that our uniform curvature bounds imply uniform
bounds on the derivatives of curvature; namely, | k∇m Fk|2k + | k∇m−1Rk|2k ≤
Cm for all m ≥ 0. Using Theorem 3.2.2, we can then obtain a subsequence of
(Mk, gk(0), xk) that converges to a limit (M∞, h, x∞). In particular,
lim
k→∞
| h∇m (φ∗kgk(0))− h∇m h|h = 0,
for all m ≥ 0.
We would like to use Lemma 3.2.1 to prove the convergence of (gk, ak)
to a limit for all t. We will define g˜k(t) := φ
∗
kgk(t) and a˜k(t) := φ
∗
kak(t).
Notice that these are defined on (TA, TO). Let [α, ω] ⊂ (TA, TO) such that
0 ∈ [α, ω], and let K ⊂ M∞ be compact. Given that g˜k(0) converges to
h at t = 0, we know that g˜k(0) is equivalent to h on K. Additionally, we
know that the covariant derivatives of g˜k(0) with respect to h are uniformly
bounded on {0}×K. By assumption and the equivalence of metrics, |F˜k(0)|h ≤
C|Fk(0)|k ≤ C.
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We would like to show that there exist Cm ≤ ∞ such that | h∇m a˜k|k ≤
Cm for all m ≥ 0 at t = 0. Notice that for m ≥ 1, this is equivalent to showing
| h∇m F˜k|h ≤ C ′m, for some C ′m ≤ ∞. Then we can use the equivalence of
metrics and the fact that g˜k(0)∇m → h∇m at t = 0 to obtain
| h∇m F˜k(0)|h ≤ C| h∇m F˜k(0)|g˜k
≤ C| g˜k(0)∇m F˜k(0)|g˜k(0)
≤ C| k∇m Fk(0)|k
≤ C ′m,
for k large enough. Additionally, since we have bounds on the curvature,
we can find a corresponding sequence of connections such that |ak|h ≤ C ′0.
Then Lemma 3.2.1 yields ch(t) ≤ gk(t) ≤ Ch(t) on [α, ω] × K as well as
uniform bounds on the derivatives of both gk and Fk on [α, ω] × K. We
can then apply the Arzela-Ascoli theorem to get a convergent subsequence
that converges uniformly on compact subsets of (TA, TO) × M∞ to a limit.
We define (g∞, a∞) := (limk→∞ gk, limk→∞ ak). Notice that g∞(0) = h(0) by
definition. Additionally, (g∞, a∞) is a solution of RYM since the convergence
is smooth. It also retains its curvature and injectivity radius bounds.
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Chapter 4
Gradient Properties
4.1 Energy Monotonicity
Many well-known partial differential equations can be thought of as the
gradient flow of some functional. For example, we saw in Chapter 1 that the
Yang-Mills heat flow is the gradient flow of the Yang-Mills functional. On the
other hand, it has long been known that Ricci flow is not the gradient flow of a
functional on the space of metrics with respect to the standard L2 norm. This
is unfortunate as variational methods can be very powerful tools in analyzing
PDE. In [21], Perelman shows that in fact the Ricci flow can be viewed as a
gradient flow on a larger configuration space. We would like to follow the ideas
of Perelman in order to write the Ricci Yang-Mills flow as a gradient flow. We
claim that our coupled system is the gradient flow of some functional F(g, a, f)
analogous to that of Perelman. We show that F obeys a certain monotonicity
property along the flow. We also give a geometric consequence of this fact–
namely that there are no non-trivial steady breathers.
We define
F =
∫
M
(R− 1
4
|F |2 + |∇f |2)e−fdV,
where f is some function on M to be determined.
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We would like to compute the variation of F. Let h, b, and s denote
the variations of g, a, and f respectively.
The first lemma will be a useful fact that we will often use without
mention.
Lemma 4.1.1. ∫
∆fe−fdV =
∫
|∇f |2e−fdV.
Proof. This follows from the facts that
∫
∆(e−f )dV = 0
and
∆(e−f ) = (−∆f + |∇f |2)e−f .
Lemma 4.1.2.
∂t(e
−fdV ) = (
H
2
− s)e−fdV.
Proof. We use the variation formula for dV , namely that ∂tdV =
H
2
dV , where
H = gijhij.
Lemma 4.1.3.
∂t
∫
Re−fdV =
∫
(H(∆f − |∇f |2) + hpq(−∇p∇qf +∇p∇qf)−Rijhij)e−fdV
+
∫
(
H
2
− s)e−fdV.
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Proof.
∂t
∫
Re−fdV =
∫
(∂tR)e
−fdV +
∫
R∂t(e
−fdV )
=
∫
(−∆H −∇i∇jhij −Rijhij)e−fdV +
∫
(
H
2
− s)e−fdV
=
∫
(H(∆f − |∇f |2) + hpq(−∇p∇qf +∇p∇qf)−Rijhij)e−fdV
+
∫
(
H
2
− s)e−fdV,
where we use the standard evolution equation for R; i.e. ∂tR = −∆H −
∇i∇jhij −Rijhij and integration by parts.
Lemma 4.1.4.
∂t
∫
|∇f |2e−fdV =
∫
(−hij∇if∇jf−2s(∆f−|∇f |2))e−fdV+
∫
(
H
2
−s)e−fdV.
Proof.
∂t
∫
|∇f |2e−fdV =
∫
(∂t|∇f |2)e−fdV +
∫
|∇f |2∂t(e−fdV )
=
∫
(−hij∇if∇jf + 2〈∇is,∇if〉)e−fdV
+
∫
|∇f |2(H
2
− s)e−fdV
=
∫
(−hij∇if∇jf − 2s(∆f − |∇f |2))e−fdV
+
∫
|∇f |2(H
2
− s)e−fdV,
where we use integration by parts in the third equality.
Lemma 4.1.5.
∂t
∫
|F |2e−fdV = 2
∫
(−hijFikFjk+bi(d∗Fi+ι∇fda))e−fdV +
∫
(
H
2
−s)e−fdV.
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Proof.
∂t
∫
|F |2e−fdV =
∫
(∂t|F |2)e−fdV +
∫
|F |2∂t(e−fdV )
=
∫
∂tg
ikgjlFikFjle
−fdV
+
∫
|F |2(H
2
− s)e−fdV
= 2
∫
(−hijFikFjk + (db, F ))e−fdV
+
∫
|F |2(H
2
− s)e−fdV
= 2
∫
(−hijFikFjk)e−fdV + 2
∫
(db, e−fF )dV
+
∫
|F |2(H
2
− s)e−fdV
= 2
∫
(−hijFikFjk)e−fdV + 2
∫
(b, d∗(e−fF ))dV
+
∫
|F |2(H
2
− s)e−fdV,
where in the last line we used the definition of d∗. Now we also know that
d∗αi = −∇jαji for a 2-form. Thus
d∗(e−fF ) = −gjk∇k(e−fFji) = e−fd∗F + e−f∇jfFji.
But Fij = daij, so this last term is e
−f ι∇fda.
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By combining the lemmas, we have that
∂tF[g, a, f ](h, b, s) =
∫
(hij(−Rij −∇i∇jf + 1
2
FikFjk)
+bi(−1
2
d∗Fi − 1
2
ι∇fdai))e
−fdV
+
∫
(
trh
2
− s)(2∆f − |∇f |2 +R + |F |2)e−fdV.
Following Perelman, we define s = trh
2
, so that the volume e−fdV is fixed. We
define a metric on our configuration space to be
〈(g1, a1), (g2, a2)〉 =
∫
(2(g1, g2) + 2(a1, a2))e
−fdV.
Then the gradient flow of F becomes
∂tgij = −2Rij − 2∇i∇jf + FikFjk (4.1a)
∂tai = −d∗Fi − ι∇fdai (4.1b)
∂tf = −∆f −R + 1
2
|F |2. (4.1c)
Under equations (4.1), we have
d
dt
F(g(t), a(t), f(t)) =2
∫
|Rij − 1
2
F ki Fkj +∇i∇jf |2e−fdV
+
1
2
∫
|d⋆F +∇jfFji|2e−fdV.
Theorem 4.1.6. Under equations (4.1),
d
dt
F(g(t), a(t), f(t)) ≥ 0. (4.2)
Equality is a attained precisely when Rij − 12F ki Fkj + ∇i∇jf = 0 and
d⋆Fj + ∇ifFij = 0; i.e. when (g, a) is a steady gradient Ricci Yang-Mills
soliton.
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Notice that this corresponds to a monotonicity formula for the Ricci
Yang-Mills flow. In fact, solutions to equations (4.1) are equivalent to the
system
∂tgij = −2Rij + FikFjk (4.3a)
∂tai = −d∗Fi (4.3b)
∂tf = −∆f + |∇f |2 −R + 1
2
|F |2, (4.3c)
simply by pulling back by diffeomorphisms.
Corollary 4.1.7. Under equations (4.3),
d
dt
F(g(t), a(t), f(t)) ≥ 0.
Proposition 4.1.8. There exists a unique minimizer f¯ of F(g, a, f) subject
to the constraint
∫
e−fdV = 1.
Proof. We follow the proof of Kleiner and Lott [16]. Notice that
|∇e− f2 |2 = | − ∇f
2
e−
f
2 |2 = 1
4
|∇f |2e−f . Then
F =
∫
(|∇f |2 +R− 1
4
|F |2)e−fdV
=
∫
(4|∇e− f2 |2 + (R− 1
4
|F |2)e−f )dV.
Let Φ = e−
f
2 , so that the constraint equation becomes
∫
Φ2dV = 1. Then
F =
∫
(4|∇Φ|2 + (R− 1
4
|F |2)Φ2)dV
=
∫
Φ(−4∆Φ + (R− 1
4
|F |2)Φ)dV.
Thus Φ is the smallest eigenfunction of −4∆ +R− 1
4
|F |2.
54
We can then define λ(g, a) = inf{F(g, a, f) : f ∈ C∞, ∫ e−fdV = 1},
and we claim that λ is also a monotonic quantity.
Proposition 4.1.9. If (g(·), a(·)) is a solution to the Ricci Yang-Mills flow,
then λ(g(t), a(t)) is non-decreasing in time.
Proof. We follow the proof in [6]. Let t0 ∈ [0, T ] and f0 be the unique mini-
mizer of F(g(t), a(t), f(t)) at t0. Then λ(g(t0), a(t0)) = F(g(t0), a(t0), f0). Let
f solve the backwards heat equation
∂
∂t
f = −∆f −R + 1
2
|F |2 + |∇f |2
f(t0) = f0
on the interval [0, t0]. We know that
d
dt
F ≥ 0 for t ≤ t0. Also the back-
wards heat equation preserves the constraint
∫
e−fdV = 1. So λ(g(t), a(t)) ≤
F(g(t), a(t), f(t)) for t ≤ t0. Thus
λ(g(t), a(t)) ≤ F(g(t), a(t), f(t)) ≤ F(g(t0), a(t0), f(t0)) = λ(g(t0), a(t0)).
So λ is non-decreasing.
Notice that the minimum value of λ(g, a) is equal to λ1(g, a), where
λ1(g, a) is the smallest eigenvalue of the elliptic operator −4∆ + R − 14 |F |2.
Then the minimizer, f0, of F satisfies the Euler-Lagrange equation
λ(g, a) = 2∆f0 − |∇f0|2 +R− 1
4
|F |2. (4.4)
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4.2 Breathers
Definition 4.2.1. A solution (g(t), a(t)) to the Ricci Yang-Mills flow is called
a breather if there exist times t1 < t2, a constant α, and a diffeomorphism
φ :M →M such that
g(t2) = αφ
∗g(t1), a(t2) = αφ
∗a(t1).
α > 1, α < 1, and α = 1 correspond to (g(t), a(t)) being a expanding, shrinking,
or steady breather.
Lemma 4.2.1. (No nontrivial steady breathers) Let (Mn, g(t), a(t)) be a so-
lution to the Ricci Yang-Mills flow on a closed manifold. If there exist t1 < t2
with λ(g(t1), a(t1)) = λ(g(t2), a(t2)) (i.e. the solution is a steady breather),
then (g(t), a(t)) is a steady gradient Ricci Yang-Mills soliton, which must have
|F |2 = 0 and be scalar flat.
Proof. Suppose there exist t1 < t2 with λ(g(t1), a(t1)) = λ(g(t2), a(t2)). Then
let f2 be the minimizer for F at t2, so that F(g(t2), a(t2), f2) = λ(g(t2), a(t2)).
Let f be the solution to the usual backwards heat equation with f(t2) = f2.
Then
λ(g(t1), a(t1)) ≤ F(g(t1), a(t1), f(t1))
≤ F(g(t), a(t), f(t))
≤ F(g(t2), a(t2), f(t2))
= λ(g(t2), a(t2)),
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for t ∈ [t1, t2]. Since λ(g(t1), a(t1)) = λ(g(t2), a(t2)) and λ monotonic, we have
that
F(g(t), a(t), f(t)) = λ(g(t), a(t)) ≡ constant on [t1, t2].
Thus 2
∫ |Rij − 12F ki Fkj +∇i∇jf |2e−fdV + 12 ∫ |d⋆F +∇jfFji|2e−fdV = 0, so
Rij − 1
2
F ki Fkj +∇i∇jf = 0 (4.5a)
d⋆F +∇jfFji = 0. (4.5b)
In other words, (g, a) is a steady Ricci Yang-Mills soliton. Consider equation
(4.5b).
Using integration by parts, we see that
0 =
∫
(d⋆Fj +∇ifFij, aj)e−fdV
=
∫
((Fij, Fji)− (Fij, aj∇if) + (∇ifFij, aj))e−fdV
= −
∫
|F |2e−fdV.
So we must have that |F |2 = 0. Since f is a minimizer of λ, f satisfies equation
(4.4): 2∆f − |∇f |2+R = λ1(g(t), a(t)) = λ(g(t), a(t)). We can take the trace
of equation (4.5a) to obtain R+∆f = 0. Then R+ |∇f |2 = −λ. Integrating,
we have
−λ =
∫
(R + |∇f |2)e−fdV = λ,
so λ = 0 and ∆f = |∇f |2 = −R. Then
0 =
∫
(∆f − |∇f |2)efdV = −2
∫
|∇f |2efdV,
so f is constant. Thus equation (4.5a) implies that R = 0.
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Chapter 5
Stability
We would like to use maximal regularity theory to study the stability
of the Ricci Yang-Mills flow at a fixed point.
5.1 Motivation
The theory that we will use to study stability of the Ricci Yang-Mills
flow is suitably technical, but intuitively, it can be understood through some
basic ODE examples.
Example 1. The linear system
{
x˙1 = −x1
x˙2 = −x2
has (0, 0) as a fixed point. This fixed point is stable, in that any solution
that gets “close enough” to (0, 0) will flow towards it. The ODE system can
be written in the form x˙ = Jx, where J =
( −1 0
0 −1
)
. The negative
eigenvalues of J correspond to the stability of the fixed point.
Example 2. The linear system
{
x˙1 = x1
x˙2 = 0
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has every point on the x2-axis as a fixed point. Every fixed point is unstable;
i.e. slight perturbations cause solutions to move away from the fixed point. In
this case J =
(
1 0
0 0
)
, so the zero eigenvalue corresponds to a line of fixed
points, while the positive eigenvalue causes the instability.
Example 3. The nonlinear system{
x˙1 = −x1 − x32
x˙2 = −x2 + x31
has (0, 0) as a fixed point. To study the behavior of this system near (0, 0),
we can use the principle of linear stability to claim that the local phase plane
portrait is the same as that of Example 1.
Example 4. Suppose we are given an ODE in Euclidean space of the form{
x˙(t) = ax(t) + f(t)
x(0) = x0.
Assuming suitable conditions are satisfied, the variation of constants formula
implies that solutions are of the form
x(t) = eatx0 +
∫ t
0
ea(t−s)f(s)ds.
We will consider the Ricci Yang-Mills flow to be an ODE on an infinite
dimensional space. We will linearize the right-hand side of the equation and
study the spectrum of that operator. This will determine the local behavior
of the flow.
Consider the general equation
∂u
∂t
= Φ(x, t, u,Du,D2u) (5.1a)
u(0) = u0. (5.1b)
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For our purposes, this will be a (weakly) parabolic system of PDE. Let u¯ be a
fixed point of the equation (i.e. Φ(u¯) = 0), and let Σ = σ(Du¯Φ) ∩ R. Then
Definition 5.1.1. u¯ is
• linearly stable if Σ ⊂ (−∞, 0],
• strictly linearly stable if Σ ⊂ (−∞, 0),
• linearly unstable if Σ ∩ (0,∞) 6= ∅,
• asymptotically stable if there exists a neighborhood about u¯ such that
every solution of the equation having initial data in that neighborhood
exists for all positive time and converges to u¯ as t→∞.
5.2 Asymptotic Behavior of Quasilinear Partial Differ-
ential Equations
In the case of the Ricci Yang-Mills flow over a compact surface, we will
see that the linearized operator of the right hand side, in the notation above,
either has a zero eigenvalue or has a strictly negative spectrum. Analogous
to Example 2, a zero eigenvalue will correspond to the existence of a finite
dimensional center manifold, while negative eigenvalues will correspond to a
stable fixed point. We will use the same general analysis in both cases and
will point out the differences in the techniques.
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5.2.1 Center Manifold Theorem
We would like to analyze the stability of autonomous quasilinear para-
bolic equations. Suppose that Φ in equation (5.1a) is a quasilinear elliptic oper-
ator, and suppose that we are in the case where sup {ℜ(λ) : λ ∈ σ(Du¯Φ)} ≥ 0.
This critical case is complicated, so it is only treatable if we work with inter-
polation spaces. We will consider the case that
σ+(Du¯Φ) := {λ ∈ σ(Du¯Φ) : ℜ(λ) ≥ 0}
consists of a finite number of isolated eigenvalues with finite algebraic multi-
plicity.
In [9], Guenther, Isenberg, and Knopf used the general theory of [24] to
study the stability of the Ricci flow at Ricci-flat metrics. Additionally, Knopf
has recently used these techniques to study the stability of locally RN -invariant
solutions of Ricci flow [17]. We would like to study the stability of Ricci Yang-
Mills flow at Einstein Yang-Mills metrics using [24], which essentially shows
that if Φ is a quasilinear differential operator satisfying certain conditions,
with DΦ having a zero eigenvalue, then the local behavior of the flow near
a fixed point is characterized by the presence of a local center manifold. We
give a more detailed look at some of the ideas in [24] in the appendix. The
theorem that we will use is based upon Theorem 2.2 in [9], which in turn is
a compendium of results from Theorems 4.1 and 5.8 and Remark 4.2 in [24].
The set-up for the theorem is somewhat complicated, so we first collect the
necessary assumptions.
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Center Manifold Theorem Requirements:
Let X1 →֒ X0 be a continuous dense inclusion of Banach spaces, and let
Xα and Xβ denote the continuous interpolation spaces corresponding to fixed
0 < β < α < 1. In other words, Xα = (X0, X1)α and similarly for Xβ. Let
∂
∂t
~x = A(~x)~x (5.2)
be an autonomous quasilinear parabolic equation posed for t ≥ 0. Suppose
that Uβ ⊂ Xβ is an open set and that
A(·) ∈ Ck(Uβ, L(X1,X0))
for some positive integer k.
Additionally, assume that there exists a pair E1 →֒ E0 of Banach spaces
and that there exists an extension A˜(·) of A(·) to domain D(A˜(·)) that is dense
in E0. We would like the following statements to hold for all ~x ∈ Uα = Uβ∩Xα:
(a). A˜(~x) ∈ L(E1,E0) generates a strongly continuous analytic semigroup on
L(E0);
(b). X0 ∼= DA˜(~x)(θ) ∼= (E0, D(A˜(~x)))θ and X1 ∼= DA˜(~x)(1+θ) ∼= (E0, D(A˜(~x)))1+θ
for some θ ∈ (0, 1). Here (·, ·) denotes the continuous interpolation
method. Also DA˜(~x)(1 + θ) = {~x ∈ D(A˜) : A˜~x ∈ DA˜(~x)(θ)}.
(c). A(~x) agrees with the restriction of A˜(~x) to the dense subset D(A) ⊆ X0;
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(d). E1 →֒ Xβ →֒ E0 is a continuous and dense inclusion with the property
that there are C > 0 and δ ∈ (0, 1) such that for all η ∈ E1, one has
||η||Xβ ≤ C||η||1−δE0 ||η||δE1 .
Let xˆ ∈ Uα be a fixed point of equation (5.2). Suppose the spectrum σ
of the linearized operator DA|xˆ admits the decomposition σ = σs∪σcu, where
σs ⊂ {z : ℜ(z) < 0} and where σcu ⊂ {z : ℜ(z) ≥ 0} consists of finitely many
eigenvalues of finite multiplicity. Suppose further that σcu ∩ iR 6= ∅.
Theorem 5.2.1. (Statement of the Center Manifold Theorem)
1. If S(λ) denotes the algebraic eigenspace of λ ∈ σcu, then Xα admits the
decomposition Xα = X
s
α⊕Xcuα for all α ∈ [0, 1], where Xcuα ≡ ⊕λ∈σcuS(λ).
2. For each r ∈ N, there exists dr > 0 such that for all d ∈ (0, dr], there is
a Cr manifold Mculoc that is locally invariant for solutions of (5.2) as long
as they remain in B(Xcu1 , xˆ, d) × B(Xs1, 0, d). It satisfies TxˆMculoc ∼= Xcu1 ,
so that Mculoc is a local center manifold if σcu ⊂ iR and a local center
unstable manifold otherwise.
3. For all α ∈ (0, 1), there are constants Cα > 0 independent of xˆ and
constants ω > 0 and dˆ ∈ (0, d0] such that one has
||πs(~x(t))− φ(πcu~x(t))||X1 ≤
Cα
t1−α
e−ωt||πs(~x(0))− φ(πcu~x(0))||Xα
for all solutions ~x(t) with ~x(0) ∈ B(Xα, xˆ, d) and all times t ≥ 0 such
that the solution ~x(t) remains in B(Xα, xˆ, d). Here π
s and πcu denote
the projections onto Xsα
∼= (Xs1,Xs0)α and Xcuα respectively.
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Proof. For the full proof of the theorem, we refer the reader to Sections 4 and
5 of [24]. In the appendix, we provide a sketch of the existence of the local
center manifolds.
5.2.2 Asymptotic Stability Theorem
Now suppose that we are in the case of σcu = ∅; i.e. σ(A) ≡ σs. In this
case, our ”center manifold” will consist of a single point. We would still like
to use the machinery of Simonett, as this monopolizes upon the smoothing
properties of quasilinear parabolic equations and yields an optimal regularity
result that solutions in a Xα-neighborhood of a fixed point converge exponen-
tially fast in X1-norm to the fixed point. We use the following adaptation of
Theorem 5.2.1 to show that a fixed point is asymptotically stable.
Theorem 5.2.2. (Statement of the Asymptotic Stability Theorem) Suppose
that the hypotheses of Theorem 5.2.1 are satisfied. As before, let xˆ ∈ Uα be a
fixed point of equation (5.2). Suppose also that sup{ℜ(λ) : λ ∈ σ} ≤ −δ for
some δ > 0. Then for all α ∈ (0, 1), there are constants Cα > 0 independent
of xˆ and constants ω > 0 and dˆ ∈ (0, d0] such that one has
||~x(t)− xˆ||X1 ≤
Cα
t1−α
e−ωt||~x(0)− xˆ||Xα ,
for all solutions ~x(t) with ~x(0) ∈ B(Xα, xˆ, d) and all times t ≥ 0 such that the
solution ~x(t) remains in B(Xα, xˆ, d).
Remark 5.2.1. One can also use the theory of semigroups to prove a slightly
less general result. In [18], Lunardi shows exponential convergence to a fixed
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point for quasilinear parabolic PDE for solutions having initial data in a X1-
neighborhood of the fixed point. This analysis is slightly less complicated
than that of Simonett and has the advantage that it can be extended to fully
nonlinear PDE, as in Chapter 9 of [19].
5.3 Linearizing the Flow
We would like to consider the stability of our flow at a fixed point. On
a surface, we can let g = euh, where h is a fixed constant curvature metric.
The Ricci Yang-Mills flow equations then become
∂tu = ∆gu−Rhe−u + 1
2
|F |2 (5.3a)
∂ta = −d⋆F. (5.3b)
Notice that the equation for a is not quite parabolic; the RHS is comprised of
“one-half” of the laplacian. We remedy this by using a 1-parameter family of
diffeomorphisms.
Lemma 5.3.1. Equation 5.3 is equivalent to a parabolic flow via pullback by
diffeomorphisms.
Proof. We make the same choice of vector field that we used in the short-time
existence proof. Namely, let W k = gij(Γkij − Γ˜kij) for k = 1, 2, where Γ˜ is the
Christoffel symbol with respect to the fixed background metric h. Notice that
if gij = e
uhij on a surface, then W
k = 0. Additionally, let W 3 = −d⋆a. Then,
if h is the metric on our principal bundle in the Kaluza-Klein ansatz satisfying
65
equation (5.3), then φ∗th satisfies
∂tu = ∆gu−Rhe−u + 1
2
|F |2 (5.4a)
∂ta = −d⋆F − dd⋆a, (5.4b)
where φt is the one-parameter family of diffeomorphisms generated by W . We
will call this flow GRYM, and we will choose to work with these equations as
they are parabolic.
We would like to do stability analysis of the fixed points of our flow.
We would like these fixed points to be the natural geometric limit of the Ricci
Yang-Mills flow; namely, we want them to be Einstein Yang-Mills metrics. An
Einstein Yang-Mills metric is one such that g is Einstein and d⋆Fa = 0. In
order to make this work, we must consider a normalized version of equations
(5.3) which we will call NGRYM. We have
∂tu = ∆gu−Rhe−u + 1
2
|F |2 + r − 1
2
f (5.5a)
∂ta = −d∗F − dd∗a, (5.5b)
where r and f are the averages of scalar curvature and bundle curvature,
respectively; i.e. r =
R
M
RdVR
dV
and f =
R
M
|F |2dVR
dV
. Since M is a surface, r is a
constant in space and time.
Remark 5.3.1. NGRYM should be thought of as a certain volume-normalizing
flow, in that the volume of the base manifold is fixed. Due to the lack of scale
invariance on the RHS of equation (5.4a), this flow is not quite a rescaling of
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our original equation. However, there is evidence ([26]) that a normalization
of this form is useful in proving convergence of the flow. So our results will be
applied to this closely related flow.
We claim that an EYM manifold is a fixed point of the flow. To see
this, we need the following lemma.
Lemma 5.3.2. In the case of a U(1) bundle over a compact surface M , a
Yang-Mills connection has the property that its curvature is a constant times
the volume form; i.e. F = λdV , where λ is determined by the Chern number
of M .
Proof. We can write F as F = f(x)dV for some function f . F being the
curvature of a Yang-Mills connection implies that d∗F = 0, and since U(1)
is abelian, dF = 0. Thus (dd∗ + d∗d)F = (dd∗ + d∗d)(f(x)dV ) = 0. Since
d(dV ) = d∗(dV ) = 0, the above shows that ∆f = 0. As M is compact, f must
be a constant λ.
By definition, the Chern number c of a U(1) bundle is given by
c =
1
2π
∫
M
F.
But now, we have c = 1
2π
∫
M
λdV , so λ = 2πcR
M
dV
.
Also for an Einstein metric, u = C for some constant C. If we write our
Yang-Mills connection in the Coulomb gauge (d∗a = 0), then we see that an
EYM manifold is a fixed point of the NGRYM.
67
Theorem 5.3.3. Let M be a surface of genus g ≥ 1. The space of Yang-Mills
U(1)-connections having fixed curvature λ over M modulo the gauge group has
dimension 2g.
Proof. We begin in the case of λ = 0. Namely, it can be shown, as in [14],
that
M ∼= {representations of π into G}/{conjugation},
where M := {flat connections}/{gauge group} and π is the fundamental group
of M . One can in fact define explicitly a homomorphism from the space of
flat connections to the space of representations of π into G. According to [1],
the same holds for non-zero Yang-Mills connections. Then for a genus g ≥ 1
surface with G = U(1), M = U(1)2g. So the dimension of M is 2g.
We can compute the linearization about an EYM manifold of the RHS
of equation (5.5) in the standard fashion. Let ∂u
∂t
∣∣
t=0
= v and
∂a
∂t
∣∣
t=0
= b. Notice that this implies that ∂F
∂t
∣∣
t=0
= db. Then we have the
following computations.
Lemma 5.3.4.
∂
∂t
∣∣∣∣
t=0
(Γkij) =
1
2
(∂ivδ
k
j + ∂jvδ
k
i − ∂kvhij). (5.6)
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Proof. Notice that if g = euh, then the following holds.
Γkij =
1
2
gkl(∂igjl + ∂jgil − ∂lgij)
=
1
2
e−uhkl(∂i(e
uhjl) + ∂j(e
uhil)− ∂l(euhij))
=
1
2
gkl((∂iugjl + ∂jugil − ∂lugij) + Γ(h)kij
=
1
2
(∂iuδ
k
j + ∂juδ
k
i − ∂kuhij) + Γ(h)kij.
Using this identity, we obtain:
∂
∂t
∣∣∣∣
t=0
(Γkij) =
1
2
(∂ivδ
k
j + ∂jvδ
k
i − ∂kvhij).
Lemma 5.3.5.
∂
∂t
∣∣∣∣
t=0
(∆u) = ∆v − v∆u. (5.7)
Proof.
∂
∂t
∣∣∣∣
t=0
(∆gu) =
∂
∂t
∣∣∣∣
t=0
(gij∇i∇ju)
= −v∆u+∆v − gij( ∂
∂t
∣∣∣∣
t=0
(Γmij )∂mu)
= −v∆u+∆v − gij(1
2
(∂ivδ
m
j + ∂jvδ
m
i − ∂mvgij)∂mu)
= ∆v − v∆u.
Lemma 5.3.6.
∂
∂t
∣∣∣∣
t=0
(e−u) = −ve−u. (5.8)
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Proof.
∂
∂t
∣∣∣∣
t=0
(e−u) = − ∂
∂t
∣∣∣∣
t=0
(u)e−u
= −ve−u.
Lemma 5.3.7.
∂
∂t
∣∣∣∣
t=0
(|F |2) = −2v|F |2 + 2〈db, F 〉. (5.9)
Proof.
∂
∂t
∣∣∣∣
t=0
(|F |2) = ∂
∂t
∣∣∣∣
t=0
(gijgklFikFjl)
= 2(−v|F |2) + 2〈db, F 〉.
Lemma 5.3.8.
∂
∂t
∣∣∣∣
t=0
(−d∗Fj) = −d∗dbj + vd∗Fj −∇ivFij. (5.10)
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Proof.
∂
∂t
∣∣∣∣
t=0
(−d∗Fj) = ∂
∂t
∣∣∣∣
t=0
∇iFij
=
∂
∂t
∣∣∣∣
t=0
(gki(∂kdaij − Γmkidamj − Γmkjdaim)
= −v∇idaij +∇idbij − ∂
∂t
∣∣∣∣
t=0
Γmkidami −
∂
∂t
∣∣∣∣
t=0
Γmkjdaim
= −v∇idaij +∇idbij − 1
2
(∂ivFij + ∂
kvFkj − 2∂mvFmj)
−1
2
(∂ivFij − ∂mvFim)
= ∇idbij − v∇idaij −∇ivFij
= −d∗dbj + vd∗Fj −∇ivFij.
Lemma 5.3.9.
∂
∂t
∣∣∣∣
t=0
(d∗a) = d∗b+ v∇jaj + ∂kuvak. (5.11)
Proof.
∂
∂t
∣∣∣∣
t=0
(d∗a) =
∂
∂t
∣∣∣∣
t=0
(−gij∇iaj)
= v∇jaj −∇ibj + gij ∂
∂t
∣∣∣∣
t=0
(Γkij)ak
= v∇jaj −∇ibj + 1
2
(∂ivai + ∂
ivai − 2∂kvak) + ∂kuvak.
Now we would like the linearization of our equations at an EYM metric.
We use the previous characterization of EYM manifolds, as well as the fact
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that a Yang-Mills connection is a minimizer of the Yang-Mills functional
∫ |F |2.
Let L1(v, b) denote the linearization of equation (5.5a) in the direction of (v, b)
and L2(v, b) denote that of equation (5.5b).
Lemma 5.3.10. The linearization of the right-hand side of equation (5.5) at
an Einstein Yang-Mills metric is
L1(v, b) = ∆v + (Rh − λ2)v + λ〈db, dVh〉, (5.12a)
L2(v, b) = ∆db− λ∇ivdVij. (5.12b)
Proof. By the above lemmata, we see that the linearization of the RHS of
equation (5.5a) is
L1(v, b) = ∆v − v∆u+ vRhe−u − v|F |2 + 〈db, F 〉.
Notice that at a EYM metric, |F |2 = |λdV |2 = λ2, since we are in complex
dimension 1. Then we have
L1(v, b) = ∆v + (Rh − λ2)v + λ〈db, dV 〉.
Similarly, the linearization of the RHS of equation (5.5b) is
L2(v, b)j = −d∗dbj − dd∗b+ vd∗Fj −∇ivFij + d(vd∗a)j + d(∂kuvak)j.
Then using the fact that both d∗F = 0 and d∗a = 0, as well as the above
characterizations, the result becomes
L2(v, b)j = ∆dbj − λ∇ivdVij.
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5.4 Application of the Center Manifold Theorem to the
NGRYM
We would like to show that we can apply Theorems 5.2.1 and 5.2.1 to
NGRYM. In order to put our analysis into this framework, we need to define
appropriate spaces.
Fix 0 < δ < ǫ < 1. We would like the consider the following hierarchy
of Banach spaces
X1 ⊂ E1 ⊂ X0 ⊂ E0,
where
X1 = {(u, a) : u ∈ h2+ǫ, a ∈ h2+ǫ},
E1 = {(u, a) : u ∈ h2+δ, a ∈ h2+δ},
X0 = {(u, a) : u ∈ hǫ, a ∈ hǫ},
E0 = {(u, a) : u ∈ hδ, a ∈ hδ}.
Notice that in the notation above, we mean (u, a) ∈ h·(M)× h·(Ω1(M)). Here
h· is the little Ho¨lder space defined in Appendix D. We would like to check
that assumption (b) holds. That is, we want to show that X0 = (E0, E1)θ
and X1 = (E0, E1)1+θ. Notice that if θ =
ǫ−δ
2
, then h2+ǫ = (h2+δ, hδ)1+θ and
hǫ = (h2+δ, hδ)θ by Lemma D.0.10. Then we use the following lemma to show
that the product of interpolation spaces are also interpolation spaces.
Lemma 5.4.1. If Mα ∈ Jα(M0,M1) and Nα ∈ Jα(N0,N1) then Mα × Nα ∈
Jα(M0 × N0,M1 × N0).
Proof. We would like to check the interpolation inequality, namely that for
(x, y) ∈ M0 × N0,
||(x, y)||α ≤ c||(x, y)||α0 ||(x, y)||1−α1 , (5.13)
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where ||(x, y)||2a := ||x||2a + ||y||2a. Consider the following:
||(x, y)||2α = ||x||2α + ||y||2α
≤ c||x||2α0 ||x||2(1−α)1 + c||y||2α0 ||y||2(1−α)1
≤ c(||x||20 + ||y||20)α(||x||21 + ||y||21)1−α
= c||(x, y)||2α0 ||(x, y)||2(1−α)1 ,
where the third line follows from Ho¨lder’s inequality.
Let Xβ = (X0,X1)β and Xα = (X0,X1)α for fixed
1
2
≤ β < α < 1. We
would like to check that E1 →֒ Xβ →֒ E0 is a continuous and dense inclusion
and that the interpolation inequality, equation (5.13), holds. This will fulfill
assumption (d) of Theorem 5.2.1. Notice that X0 and X1 can be gotten from
interpolating between E0 and E1. If θ =
ǫ−δ
2
, then by lemma D.0.10,
X0 = (E0,E1)θ, (5.14)
X1 = (E0,E1)1+θ. (5.15)
Lemma 5.4.2. There exists C > 0, ρ ∈ (0, 1), and β ∈ (1
2
, 1) such that
E1 →֒ Xβ →֒ E0 and
||η||Xβ ≤ C||η||1−ρE0 ||η||ρE1 ,
for all η ∈ Xβ.
Proof. Since β ∈ (1
2
, 1), it is clear that the inclusions hold. Using equations
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(5.14) and (5.15),we have
||η||Xβ ≤ C||η||1−βX0 ||η||βX1
≤ C(||η||1−θ
E0
||η||θ
E1
)1−β(||η||1−(1+θ)
E0
||η||1+θ
E1
)β
≤ C||η||1−ρ
E0
||η||ρ
E1
,
where ρ = θ+β. It remains only to check that ρ ∈ (0, 1). Since 0 < δ < ǫ < 1,
0 < ǫ−δ
2
< 1
2
, we simply choose β to be in (1
2
, 1− ǫ−δ
2
).
Since we would like to use Theorem 5.2.1, we want to make our notation
match that of Simonett. In other words, we would like to write equation (5.5)
as
∂t~x = A(~x)~x.
In a fixed coordinate system, we can write the right-hand side of equation (5.5)
as
A(u, a)(u, a) =
(
a(x, g)ij∂i∂ju+ b(x, g, ∂g)
k∂ku+ c(x, g, da)u
d(x, g)ij∂i∂jak + e(x, g, ∂g)
i∂iak − f(x)ak
)
, (5.16)
where the functions a(x, ·), b(x, ·, ·), c(x, ·, ·), d(x, ·), e(x, ·, ·), f(x) depend smoothly
on x ∈M . They are analytic functions of their remaining arguments.
We want to show that for all (u, a) in a certain open set, A(u, a) is a
bounded map from X1 to X0. Since X1 is a dense subspace of E1, we have
an extension operator A˜. We will show also that A˜ : E1 → E0 is a bounded
operator. For a fixed r > 0, we define the open subsets Uβ ⊂ Xβ and Uα ⊂ Xα
to be
Uβ := {(u, a) : ||u||Xβ > r, ||a||Xβ > r},
75
Uα := Uβ ∩ Xα.
Lemma 5.4.3. For (u, a) ∈ Uβ, A(u, a) ∈ L(X1,X0). Also for (u, a) ∈ Uα,
A˜(u, a) ∈ L(E1,E0).
Proof. We follow almost exactly the proof of Lemma 3.3 in [9]. Fix (u, a) ∈ Uβ
and let (v, b) ∈ X1. Using equation (5.16), consider first the term a(x, g)ij∂i∂jv.
We would like to estimate the Ho¨lder norm of this term, so we perform the
following manipulation:
a(x, g)(∂2v)(x)− a(y, g)(∂2v)(y)
= a(x, g)(∂2v)(x)− a(x, g)(∂2v)(y) + a(x, g)(∂2v)(y)− a(y, g)(∂2v)(y)
= a(x, g)((∂2v)(x)− (∂2v)(y)) + (∂2v)(y)(a(x, g)− a(y, g)).
One can then estimate
|a(x, g)− a(y, g)| ≤
∫
γ
|D(a)|ds
≤ sup |D(a)|disth(x, y)
≤ sup |D(a)|(disth(x, y))ǫ(1 + (diamhM)1−ǫ),
where we integrated along an h-minimizing geodesic. The bounds on u provide
corresponding Ho¨lder bounds on g, so we can obtain that a is a polynomial in
g of degree N , so that there exists C such that
sup |D(a)| ≤ C(1 + ||g||N−1ǫ )||g||1+ǫ.
Clearly |∂
2v(x)−∂2v(y)|
disth(x,y)ǫ
≤ ||v||2+ǫ. Then, using the fact that h2β+ǫ →֒ h1+ǫ →֒ hǫ,
we have ∣∣∣∣a(x, g)ij∂i∂jv∣∣∣∣ǫ ≤ C1(1 + ||g||NXα)||v||2+ǫ,
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for some constant C1. Similarly, one can obtain estimates on the remaining
terms in equation (5.16) in order to see that A(u, a) is indeed a bounded map
from X1 to X0. The case of A˜ follows in the same manner.
Let X be a Banach space. A semigroup S(t) ⊂ L(X) is said to be
analytic if t 7→ S(t) is an analytic map for all t ∈ (0,∞). Additionally, S(t)
is strongly continuous if t 7→ T (t)x is continuous on [0,∞) for all x ∈ X.
In order to satisfy assumption (a) and to show that A˜ generates a strongly
continuous analytic semigroup on L(E0), we need the following lemma from
[19].
Lemma 5.4.4. A : D(A) ⊂ X → X generates a strongly continuous analytic
semigroup if A is sectorial and the domain D(A) is dense in X.
Proof. (Sketch of Proof:) One can show that if A is sectorial (see Definition
B.0.7), then the semigroup generated by A, namely {etA}t≥0, is analytic. Ad-
ditionally, it can be shown that this semigroup is strongly continuous if and
only if
lim
t→0
etAx = x, ∀x ∈ X.
In fact, the statement that limt→0 e
tAx = x is equivalent to x ∈ D(A). In
other words, the semigroup generated by A is strongly continuous if and only
if the domain D(A) is dense in X. (See [19], Proposition 2.1.4 for the detailed
proof.)
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We see that we need to show that for (u, a) ∈ Uα, A˜(u, a) is a sectorial
operator in E0. We would like to use the following Proposition from [19].
Proposition 5.4.5. Let A : D(A) ⊂ X 7→ X be a linear operator, and let
α ∈ (0, 1). Define Aα : DA(α + 1) 7→ DA(α) by Aαx := Ax. In other words,
Aα is the piece of A defined on DA(α). Then Aα is a sectorial operator in
DA(α).
Lemma 5.4.6. For (u, a) ∈ (u, a) ∈ Uα, A˜(u, a) : E1 → E0 is a sectorial
operator on E0.
Proof. In our case, there exists θ ∈ (0, 1) such that X0 = DA˜(θ) and X1 =
DA˜(1 + θ). Thus, by Proposition 5.4.5, A(u, a) : X1 7→ X0 is a sectorial
operator on X0.
Now let η ∈ E1, and since X1 is densely embedded in X1, let {ηi} ∈ X1
such that ηi → η in E1. Using the notation in Definition B.0.7, fix λ ∈ Sγ,ω,A.
Then we have
||R(λ,A)ηi||E0 ≤ c||R(λ,A)ηi||X0
≤ M|γ − ω| ||ηi||X1 .
Since the resolvent operator is continuous, and A = A˜ on the dense set X1, we
can pass to the limit to obtain that A˜(u, a) is sectorial in E0.
Lemma 5.4.7. For (u, a) ∈ Uα, A˜(u, a) : E1 → E0 generates an analytic
semigroup on L(E0).
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Proof. This follows from Lemmas 5.4.4 and 5.4.6
Remark 5.4.1. For the characterization of the little Ho¨lder spaces as DA(θ),
see Chapter 3.1.3 of [19].
5.4.1 λ = 0
We would like to compute the spectrum of L at an Einstein Yang-Mills
metric. Since L is self-adjoint, we know that the spectrum is pure point and
that it is contained in R. We first consider the case of a flat bundle over
a constant curvature Riemann surface (λ = 0 in the equations above). We
consider the linearization of equation (5.5) to be the following operator:
L
(
v
b
)
=
(
∆+Rh 0
0 ∆d
)(
v
b
)
. (5.17)
First, we would like to compute the spectrum of L.
Lemma 5.4.8. If Rh ≤ 0, then the L2 spectrum of L is contained in (−∞, 0].
In particular, L is linearly stable.
Proof. We use the natural L2 inner product for product spaces
(
(
v
b
)
,
(
w
ρ
)
)L2 =
∫
(v, w) + (b, ρ)dµ.
Then, in the case of Rh ≤ 0, we have
(L
(
v
b
)
,
(
v
b
)
)L2 =
∫
((∆v, v) +Rh(v, v) + (∆db, b))dµ
= −||∇v||2 +Rh||v||2 − ||db||2
≤ 0.
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We can notice that in the case of Rh < 0, the zero eigenvalue of L corresponds
to v = 0 and b harmonic. Thus our center manifold is 2g-dimensional, where
g is the genus of M . For Rh = 0, the zero eigenvalue corresponds to v and b
harmonic. So this center manifold will have dimension 1 + 2 = 3.
Lemma 5.4.9. If Rh > 0, then σ(L) ∩ (0,∞) 6= ∅. In particular, L is not
linearly stable.
Proof. Since there are no harmonic 1-forms over the 2-sphere, it is clear that
there are no unstable directions corresponding to pairs of the form (0, b). Con-
sider pairs of the form (v, 0). Suppose there exists an eigenvalue γ for some
(v0, 0). In this case, we would have
∆v0 = (γ − 2)v0 = µv0.
The eigenvalues of the laplacian over the n-sphere (having radius 1) are given
by µk = −k(k+n−1). In our case, we have µ0 = 0, µ1 = −2, . . ., so the above
equation is equivalent to
γ − 2 = µ0,
i.e. γ = 2. Thus we have a positive eigenvalue for L corresponding to the
first eigenvalue of the laplacian. This unstable direction is given by the 1-
dimensional space of constant functions. Additionally, we see that γ = 0 can
be obtained by the second eigenvalue. This corresponds to the 2-dimensional
space of homogeneous hermitian polynomials of degree 1. [4]
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5.4.2 λ 6= 0
Now we consider the case where our bundle is not flat. In this case, our
operator has the form
L
(
v
b
)
=
(
∆v + (Rh − λ2)v λ〈db, dV 〉
−λ∇ivdVij ∆db
)
. (5.18)
Lemma 5.4.10. L : L2(C∞(M)) ⊕ L2(Ω1(M)) → L2(C∞(M)) ⊕ L2(Ω1(M))
is a self-adjoint operator.
Proof. By definition of the L2 inner product, we have
(L
(
v
b
)
,
(
w
c
)
)L2 =
∫
((∆v, w) + (−λ2 +Rh)(v, w) + (∆db, c))dµ
+
∫
λ(db, dV )w + (−λ∇ivdVij, cj)dµ.
Clearly the first integral is equal to
∫
((v,∆w)+ (Rh−λ2)(v, w)+ (b,∆dc))dµ.
The second integral becomes
∫
(λ(db, dV )w − λ∇ivdVij, cj)dµ =
∫
(λ(db, wdV ) + λ(d∗(vdV ), c))dµ
=
∫
(λ(b, d∗(wdV ) + λ(vdV, dc))dµ
=
∫
(−λ(bj,∇iwdVij) + λ(dc, dV )v)dµ.
Thus we see that indeed (L
(
v
b
)
,
(
w
c
)
)L2 = (
(
v
b
)
, L
(
w
c
)
)L2 ; i.e. L
is in fact self-adjoint.
Lemma 5.4.11. If Rh ≤ 0, then σ(L) ⊂ (−∞, 0].
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Proof. We have the following simple computation:
(L
(
v
b
)
,
(
v
b
)
) = (∆v, v) + (Rh − λ2)||v||2 + (∆db, b) + 2λ(db, vdV )
= −||∇v||2 + (Rh − λ2)||v||2 − ||db||2 − ||d∗b||2
+||db||2 + λ2||v||2
≤ 0,
where the second line follows from Cauchy-Schwartz.
We claim that σ(L) contains zero eigenvalues corresponding to ordered
pairs of the form (0, b), where b is harmonic. In particular, b being harmonic
implies that db = 0, so the computation above implies that such pairs yield
a zero eigenvalue. In fact, these are the only zero eigenvalues. In general, we
have the following estimate:
(L
(
v
b
)
,
(
v
b
)
) ≤ −||∇v||2 + (Rh − λ2)||v||2 − ||db||2 − ||d∗b||2
+||db||2 + λ2||v||2
= −||∇v||2 +Rh||v||2 − ||d∗b||2.
As long as v is not a constant or d∗b 6= 0, then (L
(
v
b
)
,
(
v
b
)
) < 0. If both
v = C and d∗b = 0 (and db 6= 0), then
L
(
v
b
)
=
(
(Rh − λ2)v 0
0 db
)
6= 0
(
v
b
)
.
If v = C and b is harmonic, then clearly there is no zero eigenvalue.
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Lemma 5.4.12. If Rh > 0, the spectrum of L can be computed in several
cases. If λ = 1
2
or 1, then σ(L)∩ (0,∞) 6= ∅. If λ > 1, then σ(L) ⊂ (−∞,−δ]
for some δ > 0.
Proof. By Lemma 5.3.2, we see that λ can only attain specific values deter-
mined by the Chern number of the bundle. The U(1)-bundles over S2 are in
1-1 correspondence with elements of Z and are determined up to equivalence
by their 1st Chern class. In particular, two bundles are equivalent if they have
n ∈ Z as their Chern number (see, for example, Chapter 6.1 in [20]). Then
λ = n
2
, again by Lemma 5.3.2. We first consider the case of λ > 1. As above,
we can compute
(L
(
v
b
)
,
(
v
b
)
) = (∆v, v) + (2− λ2)||v||2 + (∆db, b) + 2λ(db, vdV )
= −||∇v||2 + (2− λ2)||v||2 + α2λ
∫
(db, vdV )
+ (1− α)2λ
∫
(db, vdV ) + α
∫
(∆db, b) + (1− α)
∫
(∆db, b)
≤ −||∇v||2 + (2− λ2)||v||2 + α( 1
α
||∇v||2 + αλ
2
4
||b||2)
+ (1− α)(||db||2 + λ2||v||2)− 2α||b||2
+ (1− α)(−||db||2 − ||d⋆b||2)
≤ (2− αλ2)||v||2 + α(αλ
2
4
− 2)||b||2,
where α ∈ (0, 1) is to be chosen later. We also used Cauchy-Schwartz and the
fact that the first eigenvalue of ∆d acting on 1-forms on S
2 is −2. Then we
need to find δ > 0 and α ∈ (0, 1) such that 2−αλ2 ≤ −δ and α(αλ2
4
−2) ≤ −δ.
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This amounts to the bounds 2+δ
α
≤ λ2 ≤ 8
α
− 4δ
α2
. It is clear that for λ2 > 2,
we can choose such an α and a δ small enough to make these bounds hold.
Since λ is quantized, the smallest such value we have to apply these bounds
to is λ2 = 9
4
. In these cases, the spectrum is strictly negative.
Let us now consider the remaining two cases: λ = 1
2
and λ = 1. In both
of these cases, we can explicitly show the existence of a positive eigenvalue,
corresponding to ordered pairs of the form (v, 0), where v is constant. The
computation is the same as that in the λ = 0 case; we obtain µ = 7
4
for λ = 1
2
and µ = 1 for λ = 1 as eigenvalues for Lλ.
Remark 5.4.2. In the case of λ = 1
2
, we can also show the existence of a positive
eigenvalue by treating the off-diagonal pieces of L as a perturbation of L0. We
can then use the perturbation theory of [15]. First, we say that an operator
B is A-bounded if D(A) ⊂ D(B) and if there exist a, b ∈ R such that
||Bu|| ≤ a||u||+ b||Au||, (5.19)
for u ∈ D(A). Notice that if B is a bounded operator, then B is A bounded
with b = 0. We claim that for L 1
2
, we can write L 1
2
= A + B, where B is
A-bounded with a < 1 and b = 0. Write
A
(
v
b
)
=
(
∆v + 7
4
v 0
0 ∆b
)
,
and
B
(
v
b
)
=
(
0 1
2
(db, dV )
−1
2
∇ivdVik 0
)
.
84
As a map from h1+ǫ, B is bounded. The domain of A is h2+ǫ ⊂ D(B). Then
by considering norms on these spaces, it is clear that inequality (5.19) holds
for a < 1. We can then apply the following proposition (a combination of
Theorem IV-3.18 and comments in Section V-3 of [15]):
Proposition 5.4.13. Let A be self-adjoint and let B be symmetric and A-bounded
with A-bound smaller than 1. Suppose µ is an isolated eigenvalue of A with
multiplicity m <∞ and with distance d between µ and σ(A) \ µ (this is called
the isolation distance). If
a+ b(|µ|+ d) < d
2
,
then A + B has exactly m repeated eigenvalues (and no other points of the
spectrum) in (µ− d
2
, µ+ d
2
).
For us, A has an eigenvalue 2 with isolation distance d = 2. Thus A + B has
an eigenvalue in the interval (1, 3).
In the case of Rh ≤ 0, we have zero eigenvalues, so we again have the
existence of a center manifold and can apply Theorem 5.2.1. For Rh > 0
and λ = 1
2
, 1, we again have unstable directions corresponding to the constant
functions on S2. For Rh > 0 and λ > 1, we will be able to apply Theorem
5.2.2.
5.5 Stability of the Ricci Yang-Mills Flow
We are finally ready to state the center manifold theorem for the Ricci
Yang-Mills flow over surfaces with Rh ≤ 0.
85
Theorem 5.5.1. Let (u, a) be a Yang-Mills connection over a surface with
constant curvature R ≤ 0. The following statements hold:
1. Xα admits the decomposition
X
s
α ⊕ Xcα,
where Xcα = S(0); i.e. X
c
α corresponds to the algebraic eigenspace of 0.
2. There exists d0 > 0 such that for all d ∈ (0, d0], there is a C∞ manifold
Mcloc that is locally invariant for solutions of (5.5) as long as they remain
in B(Xc1, (u, a), d). It is such that T(u,a)M
c
loc
∼= Xc. Mcloc is a unique local
center manifold consisting of Einstein Yang-Mills metrics. Mcloc is 2g-
dimensional for Rh < 0 and 3-dimensional for Rh = 0.
3. There are constants C > 0, ω > 0, and d ∈ (0, d0], such that
||πs((v, b))−φ(πc((v, b))||X1 ≤ Ce−ωt||πs((v(0), b(0))−φ(πc((v(0), b(0)))||Xα
for all solutions (v, b) with (v(0), b(0)) ∈ B(Xα, (u, a), d) and all times
t ≥ 0 such that the solutions remain in this ball. Here πs and πc denote
the projections onto Xsα and X
c
α respectively.
Remark 5.5.1. In particular, this theorem states that any bundle that solves
(NGRYM) with (v(0), b(0)) close enough to an Einstein Yang-Mills manifold
will have its conformal factor and connection 1-form converge exponentially
fast to those of the EYM manifold.
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Proof. We have checked the hypotheses of Theorem 5.2.1, so we obtain the
existence of local Cr center manifolds to which solutions to NGRYM that
are sufficiently close to (u, a) converge exponentially fast, as long as solutions
remain in the given neighborhood of the fixed point. Notice that the family of
center manifolds Mcloc(r) guaranteed by Theorem 5.2.1 are in fact independent
of r and consist precisely of EYM connections. If not, then a EYM connection
(v, b) sufficiently close to (u, a) would converge exponentially fast to Mcloc(r).
But this contradicts the fact that (v, b) is a fixed point. Since the space of
Yang-Mills bundles over a Riemann surface is 2g-dimensional, we see that the
center manifolds consist precisely of such pairs. In the case of Rh = 0, the local
center manifolds again consist of EYM metrics, but we allow the conformal
factor to be any constant. So the dimension is 3. The analysis follows in the
same way.
Finally, we would like to check that solutions to NGRYM that start in
a sufficiently small neighborhood of an EYM actually stay there. Notice that
| ∂
∂t
v| = |Revh + r+ 12 |F |2 − 12f | ≤ C1e−ω1t for some C1, ω1 > 0 as long as (v, b)
stays in B(Xα, (u, a), d). Also, | ∂∂tb| = | − d⋆F − dd⋆b| ≤ C2e−ω2t for some
C2, ω2 > 0 while (v, b) stays in the ball. Let 0 < d
′ < d small such that for all
(v¯, b¯) with initial data (v¯, b¯)(0) ∈ B(Xα, (u, a), d′),
|v¯(t)− u| ≤ |v¯(t)− v¯(0)|+ |v¯(0)− u| < d,
and similarly for b¯. These estimates are independent of time, so we see that
(v, b) remains in B(Xα, (u, a), d). The rest of the theorem follows from Theo-
rem 5.2.1.
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Now we consider the case of Rh > 0. In this setting, our stability result
depends on the value of λ. For |λ| ≥ 3
2
, we saw that there exists a δ > 0,
depending on λ such that σ(L) ⊂ (−∞,−δ]. So we obtain the following
theorem.
Theorem 5.5.2. Let (u, a) be an Einstein Yang-Mills metric over a surface of
constant curvature Rh > 0 with Chern number |c| ≥ 3 and let δ0 ∈ [0, δ). Then
for all α ∈ (0, 1), there are constants Cα independent of (u, a) and dˆ ∈ (0, d0]
such that, if (u¯, a¯)(0) ∈ B(Xα, dˆ, (u, a)), then
||(u¯, a¯)(t)− (u, a)||X1 ≤
Cα
t1−α
e−δ0t||(u¯, a¯)(0)− (u, a)||Xα .
as long as (u¯, a¯)(t) stays in B(Xα, dˆ, (u, a)).
Proof. We begin by noting that (u, a) is a unique fixed point, since we have
fixed a gauge. Then the proof of the theorem follows in the same fashion as
that of Theorem 5.5.1.
We would like to use a lemma from [9] to show that the convergence of
NGRYM implies that of NRYM.
Lemma 5.5.3. (Lemma 3.5, [9]) Let V (t) be a vector field on a Riemannian
manifold (Mn, g(t)), where 0 ≤ t < ∞, and suppose there are constants 0 <
c ≤ C <∞ such that
sup
x∈MN
|V (x, t)|g(t) ≤ Ce−ct.
Then the diffeomorphisms φt generated by V converge exponentially to a fixed
diffeomorphism φ∞ of M .
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Proposition 5.5.4. Let (u0, a0) be an Einstein Yang-Mills metric with a0 writ-
ten in the Coulomb gauge. Suppose there exists a neighborhood O of (u0, a0)
measured in the || · ||2α+ǫ norm such that for every (u˜0, a˜0) ∈ O, the unique so-
lution (u¯, a¯) to NGRYM converges to an Einstein Yang-Mills metric (u¯∞, a¯∞).
Then the unique solution (u˜, a˜) to NRYM with initial data (u˜0, a˜0) converges
exponentially fast to an Einstein Yang-Mills metric (u˜∞, a˜∞).
Proof. Since F is invariant under gauge transformation, it is clear that a˜∞ is
Yang-Mills. So we need to show that a˜ converges to a limit. We have that
a¯→ a¯∞ exponentially fast, so in particular, d⋆a¯→ 0 exponentially fast. Thus
our vector field W from Lemma 5.3.1 converges to 0 exponentially fast. Our
result follows from the previous lemma.
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Appendix A
Gauge Theory
We would like to review the necessary notions from gauge theory; in
particular, those of principal bundles, connections, and gauge transformations.
We follow the notation in [3].
Definition A.0.1. A principal fiber bundle (PFB) consists of a manifold P ,
a Lie group G, a manifold M , and a projection map π : P →M such that the
following hold:
1. G acts freely and differentiably on P to the right.
2. The map π : P → M is onto, and the fiber over x ∈ M , π−1(x) is
diffeomorphic to G. However, as there is no canonical identification of
the fiber with G, there is no natural group structure on the fiber.
3. For each x ∈M there is an open set U containing x and a diffeomorphism
TU : π
−1(U) → U × G of the form TU(p) = (π(p), sU(p)), where sU :
π−1(U) → G has the property that sU(pg) = sU(p)g for all g ∈ G and
for all p ∈ π−1(U). TU is a local trivialization.
Let p ∈ P and consider TpP . There is a natural subspace of this vector
space given by Vp := {X ∈ TpP : π∗(X) = 0}. A connection assigns to p a
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subspace Hp such that TpP = Vp
⊕
Hp. We require Rg∗(Hp) = Hpg, where
Rg is right multiplication by the group element g. Vp is called the vertical
subspace, and Hp is called the horizontal subspace. There is an equivalent
notion of connection that will also be useful.
Definition A.0.2. Let G be the Lie algebra of G. A connection 1-form is a
G-valued 1-form ω defined on P such that the following hold:
1. Let A ∈ G and let A∗ be the fundamental vector field on P defined by
A∗p =
d
dt
(p exp(tA))
∣∣∣∣
t=0
. (A.1)
Then ω(A∗p) = A.
2. R∗gω = Adg−1ω for all g ∈ G.
Notice that the horizontal subspace Hp = {X ∈ TpP : ω(X) = 0}. We
can write any vector X ∈ TpP as X = XV + XH , where XV is vertical and
XH is horizontal.
Let X be a vector field on M . There is a uniquely defined vector field
X˜ on P such that ω(X˜) = 0 and π∗(X˜p) = Xπ(p) for all p ∈ P . X˜ is called the
horizontal lift of X. Notice that Rg∗X˜ = X˜ for all g ∈ G.
Lemma A.0.5. Let ω be a connection on P , and let Xp, Yp ∈ Hp for some
p ∈ P . Then [Xp, Yp] ∈ Hp.
Proof. Let x = π(p). π∗ : Hp → TxM is an isomorphism. So [Xp, Yp] =
[π−1∗ π∗Xp, π
−1
∗ π∗Yp] = π
−1
∗ [π∗Xp, π∗Yp] = π
−1
∗ [Xx, Y x] ∈ Hp.
92
A connection yields a covariant derivative for φ ∈ Λk(P,G), where
Λk(P,G) is the graded Lie algebra of all k-forms on P with values in G. Notice
that ω ∈ Λ1(P,G). We will also define a certain subset of the G-valued k-forms
that obey certain transformation properties.
Definition A.0.3. Let Λ¯k(P,G) be the space of G-valued differential k-forms
φ on P such that the following hold:
1. For X1, . . . , Xk ∈ TpP ,
φ(Rg∗X1, . . . , Rg∗Xk) = g
−1φ(X1, . . . , Xk).
2. If one of X1, . . . , Xk is vertical, then φ(X1, . . . , Xk) = 0.
Definition A.0.4. The exterior covariant derivative of φ ∈ Λk(P,G) is
Dω := (dφ)H ∈ Λk+1(P,G),
where φH(X1, . . . , Xk) = φ(X
H
1 , . . . , X
H
k ).
The curvature of the connection is then Ω := Dωω ∈ Λ2(P,G). Notice
also that Ω ∈ Λ¯2(P,G).
Since Hp is isomorphic to Tπ(p)M , the star operator on M induces one
on Hp; this can be uniquely extended to define a star operator ⋆¯ : Λ¯
k(P,G)→
Λ¯n−k(P,G).
Definition A.0.5. The covariant codifferential δω : Λ¯k(P,G)→ Λ¯k−1(P,G) is
defined by δωφ = (−1)nk⋆¯Dω(⋆¯φ).
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Finally, we would like to define the notion of gauge transformations.
We will define two related notions.
Definition A.0.6. 1. An automorphism of P is a diffeomorphism f : P →
P such that f(pg) = f(p)g for all g ∈ G, p ∈ P . A gauge transforma-
tion is an automorphism f such that f covers the identity map on M ,
i.e. π(p) = π(f(p)). We denote the space of gauge transformations as
GA(P ).
2. Let C(P,G) be the space of all maps τ : P → G such that τ(pg) =
g−1τ(p)g. Notice that C(P,G) is naturally isomorphic to the space of
sections of the associated bundle P ×G G→M .
Lemma A.0.6. GA(P ) is isomorphic to C(P,G).
Proof. Let τ ∈ C(P,G), then we can define f : P → P to be f(p) = pτ(p).
We can see that
f(pg) = pgτ(pg)
= pgg−1τ(p)g
= pτ(p)g
= f(p)g,
so f ∈ GA(P ). On the other hand, if f ∈ GA(P ), then define τ : P → G via
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the relationship f(p) = pτ(p). Then we have
pgτ(pg) = f(pg)
= f(p)g
= pτ(p)g,
so τ(pg) = g−1τ(p)g and hence τ ∈ C(P,G).
We will need to know how gauge transformations act on vector fields.
We will assume that G is a matrix group.
Lemma A.0.7. Let f ∈ GA(P ). If A ∈ G and A∗ is the corresponding
fundamental vector field, then f∗A
∗ = A∗.
Proof.
f∗A
∗
p =
d
dt
f(p exp tA)
∣∣∣∣
t=0
=
d
dt
f(p) exp tA
∣∣∣∣
t=0
= A∗f(p).
Lemma A.0.8. Let f ∈ GA(P ) and τ ∈ C(P,G) be related by f(p) = pτ(p).
Then for X ∈ TpP , we have
f∗(X) = (τ(p)
−1dτ(X))∗f(p) +Rτ(p)∗(X).
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Appendix B
Maximal Regularity Theory
We use the theories of maximal regularity and analytic semigroups to
study the stability of the Ricci Yang-Mills flow at fixed points. Many people
have studied these problems; we refer the reader to [19] for an overview of the
theory as well as a very complete bibliography.
Consider the linear Cauchy problem
u′(t) = Au(t) + f(t), 0 ≤ t ≤ T (B.1a)
u(0) = 0, (B.1b)
where A : D(A) ⊂ X → X is a linear map on Banach spaces. We would
like to use function spaces on which u′ and Au have the same regularity as f .
Analogous to the variations of constants formula (Chapter 5, Example 3), we
would like a solution to equation (B.1) to be of the form
u(t) = Sf(t) =
∫ t
0
e(t−s)Af(s)ds. (B.2)
In order to make equation (B.2) precise, one must first define what is
meant by etA.
Definition B.0.7. A is sectorial if there exist constants ω ∈ R, θ ∈ (π
2
, π),and
M > 0 such that
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i. ρ(A) ⊃ Sθ,ω = {λ ∈ C : λ 6= ω, | arg(λ− ω)| < θ},
ii. ||R(λ,A)||L(X) ≤ M|λ−ω| ,∀λ ∈ Sθ,ω.
Such an A allows one make sense of etA via the Dunford integral
etA =
1
2πi
∫
γ
etλR(λ,A)dλ, t > 0, (B.3a)
e0Ax = x. (B.3b)
It can be shown (see, for example, [19]) that if A is sectorial, then etA,
t ≥ 0, is an analytic semigroup. Namely, limt→0 ||etAx − x|| = 0 ∀x ∈ D(A),
the map t 7→ etA is analytic, and e(t+s)A = etAesA, ∀t, s ≥ 0.
Additionally, one would like to know when Sf(t) given by equation
(B.2) is actually a solution to equation (B.1). For example, if f ∈ C([0, T ], D(A)),
then Sf defines a solution u(t) ∈ C([0, T ], D(A)) ∩ C1([0, T ], X). However, if
one tries to relax this regularity by instead letting f ∈ C([0, T ], X), then
Sf ∈ Cθ([0, T ], X) ∩ C([0, T ], Xθ), for some θ < 1. Hence Sf does not define
a solution to equation (B.1).
One way to resolve this difficulty is to carefully define interpolation
spaces between X and D(A). It can be shown that ||tAetAx|| is bounded on
(0, 1) for all x ∈ X and that this quantity goes to 0 as t→ 0, if x ∈ D(A). On
the other hand, if x ∈ D(A), then ||AetAx|| is bounded on (0, 1). Thus one
defines the interpolation spaces DA(α, p) and DA(α) to be
DA(α, p) = {x ∈ X : t 7→ ||t1−α−
1
pAetAx|| ∈ Lp(0, 1)},
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DA(α) = {x ∈ DA(α,∞) : limt→0t1−αAetAx = 0}.
The norm on DA(α, p) is given by
||x||DA(α,p) = ||x||+ [x]DA(α,p) = ||x||+ ||t1−α−
1
pAetAx||Lp(0,1).
Using these interpolation spaces, one can show that if f ∈ C([0, T ], DA(α)),
then Sf defines a solution u(t) ∈ C([0, T ], DA(α+1))∩C1([0, T ], DA(α)). Here
DA(α + 1) means that Ae
tAx has values in DA(α). (See Chapter 4 of [19] for
a more detailed treatment of maximal regularity results.)
Remark B.0.2. A result of Baillon shows that spaces with maximal regularity
contain a subspace isomorphic to the Banach space c0 of sequences tending to
zero in the sup norm [2]. If the target space of our map A is reflexive, then
one cannot use maximal regularity theory. This motivates our introduction of
the little Ho¨lder spaces.
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Appendix C
Center Manifolds for Quasilinear Parabolic
Equations
We would like to provide more details concerning the statement and
proof of Theorem 5.2.1. Namely, we would like to give an idea of how Simonett
constructed the locally invariant manifolds in [24].
Consider the autonomous quasilinear equation
u˙+ A(u)u = F (u), t > 0, (C.1)
where F (0) = 0 by assumption. Suppose that we are in the setting of Theorem
5.2.1. In particular, we have the Banach spaces X1 →֒ X0 and E1 →֒ E0. We
also have 0 < β < α < 1 fixed and the interpolation spaces Xβ, Xα with open
subsets Gβ, Gα, respectively. Since we are considering a slightly more general
case than that of Theorem 5.2.1, we also assume
(A,F ) ∈ Ck(Gβ,L(X1, X0)×X0), k ∈ N, k ≥ 1.
(For our purposes, F ≡ 0.) One can then show that A(x) ∈ Mα(X1, X0),
for all x ∈ Gα. This is a maximal regularity result stating that the Cauchy
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problem
∂tu+ Au = f(t)
u(0) = x
has a unique solution for all (f, x) ∈ Cα((0, T ], X0)×Xα. The solution
u := (∂t + A,Rα)
−1(f, x)
is an element of Vα((0, T ];X0, X1). Here Rαu = u(0), and
Vα((0, T ];X0, X1) :={u ∈ C1((0, T ], X0) ∩ C((0, T ], X1) :
lim
t→0
t1−α(||u′(t)||X0 + ||u(t)||X1 = 0}.
We want to study the behavior of equation (C.1) in a neighborhood of
the fixed point 0. As we have alluded to earlier, this analysis will be classified
by the spectrum of the linearized flow. We will let the linearized operator L
be given by
L = A(0)− ∂F (0). (C.2)
Assume that we can decompose the spectrum of −L as follows:
σ(−L) = σs ∪ σc,
where σs ⊂ {ℜ(λ) < 0} and σc ⊂ iℜ. Suppose additionally that σc consists
of finitely many eigenvalues with finite multiplicity. Notice that in the case of
the Ricci Yang-Mills flow, the operator L is self-adjoint, thus its spectrum is
pure point. In that case σc will consist precisely of the zero eigenvalues.
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The decomposition of the spectrum of −L leads to a decomposition of
both X0 and X1. Namely, let
Xi = X
c
i ⊕Xsi ,
for i = 0, 1. Here Xci = π
c(Xi) and X
s
i = π
s(Xi), where π
c is the projection for
σc and π
s = idXi − πc. L also decomposes into L = Lc ⊕Ls, where Lc = L|Xc
and similarly for Ls. One can then show that Ls ∈Mα(Xs1 , Xs0) and that −Ls
generates an analytic C0-semigroup on X
s
0 .
Let g(z) = (A(0) − A(z))z + F (z) − ∂F (0)z for z ∈ X1. Notice then
that equation (C.1) can be rewritten as
u˙(t) + Lu(t) = g(u(t)). (C.3)
The maximal regularity results from above yield similar such results for g.
Choose ρ such that W1(ρ) := B
c
ρ(0) × B1ρ(0) ⊂ U c × U s1 . Here Bcρ(0)
denotes the ball of radius ρ0 centered at 0 measured with respect to the norm
on Xc. We can define a certain “cutting” function rρ that gives a modified
function gρ = g ◦ rρ which agrees with g on V = Bcρ(0) × Gs1. As long as
solutions to equation (C.3) remain inside V , they coincide with solutions to
the system
x˙(t) + Lcx(t) = π
cgρ(x, y) (C.4a)
y˙(t) + Lsy(t) = π
sgρ(x, y), (C.4b)
with initial data x(0) = πcu0 and y(0) = π
su0. Simonett proves a result
involving the existence of both globally and locally invariant manifolds. We
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are only interested in the locally invariant case. For a fixed k, Theorem 4.1
in [24] implies the existence of a map ψ : Xc → Xs1 that has bounded and
continuous derivatives up to order k. If z(·) = z(·, x, ψ, ρ) is a solution of the
reduced ODE
z˙(t) + Lcz(t) = π
cgρ(z(t), ψ(z(t))),
then one can use a fixed point argument to show that
ψ =
∫ 0
−∞
eτLsπsgρ(z(τ, x), ψ(z(τ, x)))dτ.
Then the graph of the function ψ restricted to the ball Bcρ(0), which we will
callM cloc, is such that solutions to equation (C.3) that have initial data inM
c
loc
stay in M cloc as long as they remain in W1(ρ). In other words, M
c
loc is a locally
invariant Ck-manifold. Notice also that the dimension of M cloc is that of X
c
(and hence finite) and that one can parametrize it by x 7→ (x, ψ(x)). Thus the
tangent space to M cloc at 0 is T0(M
c
loc) = im(idXc , ∂ψ(0)) = X
c × {0} = Xc.
Hence M cloc is a local center manifold for equation (C.1).
According to Remark 5.9b, one can show that if X is a Banach space
without the properties of maximal regularity but that is sandwiched between
two such spaces, then the results of Simonett still hold.
To be precise, let X be a Banach space such that
X1 →֒ X →֒ Xα
and that (t, x) 7→ u(t, x) generates a semiflow on U ∩X. Then the existence
and attractivity of the center manifolds holds:
||πsu(t)− ψ(πcu(t))||X ≤ c Nα
t1−α
e−ωt||πsu0 − ψ(πcu0)||X
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for all u0 ∈ Uα ∩X.
In particular, for the case of Ricci Yang-Mills flow, we could expand
our results to hold on the space W 1p . In order to do so, we would have to work
on a hierarchy of Besov spaces and Bessel potential spaces.
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Appendix D
Little Ho¨lder Spaces
In order to use the maximal regularity theory, we use spaces that are
suitable for this context. These are the little Ho¨lder spaces hr+ρ. Recall that
the C∞ functions are not dense in the Ho¨lder space Cr,ρ, so we want to work
in a slightly smaller space. We define the little Ho¨lder space hk+α to be the
closure of the C∞ functions with respect to the || · ||k+α norm. First recall the
definition of the Ho¨lder space Cα of functions:
Cα = {f ∈ Cb(I;X) : [f ]Cα(I;X) := sup
t,s∈I
|t−s|<δ
||f(t)− f(s)||
|t− s|α <∞}.
We then define the little Ho¨lder space of functions to be
hα = {f ∈ Cα(I;X) : lim
δ→0
sup
t,s∈I
|t−s|<δ
||f(t)− f(s)||
|t− s|α = 0},
hk+α = {f ∈ Ckb (I;X) : f (k) ∈ hα(I;X)}.
Example 5. Let α ∈ (0, 1). One can then show that xα ∈ Cα \ hα. To see why
this is so, it is sufficient to show that |xα−yα| ≤ |x−y|α for x, y > 0. Without
loss of generality, suppose that x ≥ y > 0 and define
f(x) := xα − yα − (x− y)α.
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Then h(y) = 0 and h′(x) = α(xα−1 − (x− y)α−1) < 0. Thus, h(x) ≥ h(y) = 0,
so xα − yα ≤ (x− y)α. Then xα ∈ Cα.
Now suppose δ ∈ (0, 1). Let x = δ and y = δ
2
∈ (0, 1). Then
|xα − yα|
|x− y|α =
δα − ( δ
2
)α
( δ
2
)α
= 2α − 1 6= 0.
Thus, xα 6∈ hα.
We can extend this definition to the space of 1-forms on a compact
manifold. Let M be a compact Riemannian manifold. Fix a background
metric gˆ and a finite atlas {Uυ}1≤υ≤Υ of coordinate charts covering M. For
each k ∈ N and α ∈ (0, 1], let hk+α denote the little Ho¨lder space of 1-forms
with norm ‖·‖k+α derived from
‖a‖0+α := max1≤i≤n
1≤υ≤Υ
sup
x,y∈Uυ
|ai(x)− ai(y)|
(dgˆ(x, y))α
.
We state a few facts about these spaces.
Lemma D.0.9. For j < k and 0 < β < α < 1, hk+α →֒ hj+β, and this
inclusion is continuous and dense.
Lemma D.0.10. For j ≤ k ∈ N, 0 < β < α < 1, and 0 < θ < 1, if
θ(k + α) + (1− θ)(j + β)
is not an integer, then there is a Banach space isomorphism
(hj+β, hk+α)θ ∼= h(θk+(1−θ)j)+(θα+(1−θ)β), (D.1)
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and there exists C <∞ such that for all η ∈ hk+α
||η||(hj+β ,hk+α)θ ≤ C||η||1−θhj+β ||η||θhk+α . (D.2)
Namely, these spaces form a continuous interpolation method.
Let DA(θ) be the continuous interpolation spaces. We can show that
for certain choices of D(A) and X these in fact are the little Ho¨lder spaces.
Suppose A is given by
{
D(A) = {u ∈ ∩p≥1W 2,ploc : u,Au ∈ C(Rn)}
A : D(A) 7→ C(Rn)
Theorem D.0.11. Let 0 < θ < 1. Then
DA(θ) = h
2θ, if θ 6= 1
2
.
Proof. See the proof of Theorem 3.1.12 in [19].
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