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Over 1500 papers in pure mathematics are now reviewed every month in 
Mathematical Reviews; is it possible to discern any trends at all in such an 
explosive development? This is the question which I will try to answer in the 
following pages; it is clear that such an answer can only be a highly subjective 
one. 
If  most problems and theorems of mathematics can be compared to individual 
atoms, trends may only appear when these atoms are connected in some manner. 
A comparison with the way astrophysicists describe the evolution of stars may 
be helpful here : They tell us that in the beginning lumps of diffuse matter 
concentrate under the influence of gravitation until their density is high enough 
for the nuclear fuel to ignite; the star is then born, and enters the “Main se- 
quence, ” where it remains for a variable period of time in a fairly steady state, 
until it has exhausted its regular nuclear fuel, and has to leave the “Main 
sequence” for various fates. In mathematics, we may compare the birth of a 
star to the coalescence of several problems into some general method, or to 
their organization under an axiomatic theory; the method (or theory) then 
belongs to what we may call the “Main stream” of mathematics, which can be 
characterized by the many connections between its components and the many 
influences they exert on one another. A theory stays in the “Main stream” until 
it runs short of big problems, and then it has a tendency to lose contact with the 
rest of mathematics, either by indulging in overly specialized questions, or by 
diverging into unmotivated axiomatic studies. 
Typical examples of “pre-Main stream” parts of mathematics are the in- 
numerable problems in number theory and combinatorics, going back to 
Diophantus (see [4, 5, 71); solutions to these problems, when available, are 
usually obtained by ad hoc arguments which, however ingenious, cannot be 
applied to other cases. Examples of theories which left the “Main stream” by 
concentrating on special problems were given, in the 19th century, by elementary 
geometry, elliptic functions and the theory of invariants, and in our time by the 
theory of analytic functions of one complex variable. In the 20th century, most 
noncommutative and nonassociative algebra, general topology, and “abstract” 
functional analysis exemplify the other way in which a theory may drift “off 
the Main stream”. 
The trends I will discuss are some of those which are discernible in the theories 
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belonging at present to the “Main stream.” Most of these theories have been 
the subject of many sessions of the Bourbaki seminar, and I have recently 
published a book1 which is a kind of guide among the 500-odd published “ex- 
poses” in that seminar, giving for each theory a sketchy description of its pro- 
blems, methods, and results, which are more fully discussed in the corresponding 
“exposes.“2 As in this paper I will have to use without explanation a great deal 
of terminology, I will refer the reader to that book for the definitions which lack 
of space compels me to suppress here. 
SOME GENERAL TRENDS 
It has become commonplace to point out that, since around 1920 (and at the 
end of a long evolution beginning around 1840), the main concern of pure 
mathematics has been the study of structures rather than that of the objects which 
are endowed with these structures. Many important problems in mathematics 
can be formulated as questions of cZussi$cation of structures of a given type, up 
to isomorphism. The best possible answer to that question is an explicit des- 
cription of a structure in each isomorphism class : This is achieved, for instance, 
for the structure of finitely generated commutative group. But such a success is 
exceptional; in general, one must be content with much less. Usually one tries to 
classify structures under some equivalence relation weaker than isomorphism : 
for instance, homotopy equivalence instead of homeomorphism for topological 
spaces, or having the same Jordan-Holder simple quotients instead of 
isomorphism, for finite groups; in this last case, this leads to the classification 
problem for a subcategory of finite groups, consisting only of simple groups. 
One of the oldest ways of defining such equivalence relations is to attach to a 
structure a numerical invariant, i.e., a number which is the same for two iso- 
morphic structures : for instance, the dimension of a vector space, or the genus 
of an algebraic curve. A more refined version of the same idea has been syste- 
matized by the concept of category : it consists in defining a functor, which 
automatically maps isomorphism classes into isomorphism classes, so that the 
corresponding equivalence relation simply means that applying the functor to 
two objects yields isomorphic objects. The exterior algebra of a module, the Lie 
algebra of a Lie group, and the cohomology ring of a topological space are 
typical examples, and one may say that the invention of functors is one of the main 
goals of modern mathematicians, and one which usually yields the most startling 
results. 
Another way to handle sets of objets or sets of isomorphism classes is to 
1 “Panorama des mathkmatiques pures: Le choix bourbachique,” Gauthier-Villars, 
Paris, 1977. 
2 The relation of this paper to the body of mathematical literature is therefore that of 
a summary of a summary of a summary! 
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“organize” them by defining on such a set some sort of structure; this idea 
probably originated in algebraic geometry, when Grassmann and Cayley gave 
the first examples of “coordinates” for geometric objects such as linear sub- 
varieties of C” or algebraic curves of given degree in C*, and then, in much 
greater depth, Riemann conceived classes of isomorphic algebraic curves of 
given genus as depending on complex parameters which he called “moduli.” 
But the idea has now colonized other fields as well : mappings, vector fields, 
differentiable structures, or isomorphism classes of such objects, are “organized” 
into topological spaces, groups, etc.; inwention of structures in problems of classi- 
fication is thus another source of great progress. 
Related to this idea is another concept which also originates in algebraic 
geometry, the notion of “gem&city.” Structures may allow so much “pathology” 
that their classification looks completely hopeless; but the situation becomes 
manageable again when one is able to show that, by completely disregarding 
some “bad” structures, one is left with a set of “good” ones, which is sufficiently 
“large” in some reasonable sense, and amenable to a meaningful classification. 
OLD AND NEW TOOLS 
As early as about 1900, it was recognized that most mathematical methods 
consisted of a mixture, in variable proportions, of algebraic theorems and topo- 
logical theorems. The decades which followed saw the birth of “abstract” 
Algebra and Topology, when it was realized that to increase the usefulness of 
algebraic and topological concepts, it was advisable to strip them of special 
features coming from their connection with more particular theories where they 
had been detected in the first place, while retaining the power which they had 
exhibited in these special problems. By 1940, the useful parts of “Modern 
algebra” and “General topology” had been clearly delineated, and they have 
remained essentially the same since then, constituting what one may call the 
“basic mathematics” of our time : linear and multilinear algebra over fields, 
metric and uniform spaces, their combination into the theory of locally convex 
vector spaces (chiefly Banach and FrCchet spaces), together with integration 
theory. 
Since 1940, quite a number of new tools have been added to that panoply, 
and most of these developments can be traced to interactions (of many different 
kinds) between algebraic ideas and topological ideas. The most conspicuous 
of these is the birth of homological algebra, which came from the realization that 
the idea of homology groups, which in a sense “measure” the “deviation” of 
a complex from being acyclic, could equally be applied to a large number of 
algebraic situations, and “measure” in a similar way how the behavior of modules 
over more or less arbitrary domains of operators “deviate” from the classical 
behavior of finite-dimensional vector spaces. More recently, the topological 
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“K-theory” which originally dealt with isomorphism classes of fiber bundles, 
could similarly be transplanted to arbitrary categories, via an extraordinary 
construction interpreting combinatory concepts with the help of the topological 
notion of homotopy [LN 3411. In commutative algebra (a vigorous new branch 
of algebra, now used in many mathematical theories), the introduction of topo- 
logical structures and the topological idea of completion are particularly im- 
portant. On the other hand, it is the algebraic character of the theory of distri- 
butions which makes it such a useful extension of measure theory; and one of the 
most perfect blends of algebra and topology is the theory of normed algebras, 
which has renewed in a spectacular way spectral theory and its applications. 
Another feature of many parts of contemporary mathematics is the use of 
the twin ideas of localization and globalization. Local existence theorems were 
familiar enough since Cauchy, although global investigations in Analysis were 
very few and very particular until the pioneering work of Poincare and Painled 
in the late 19th century. What is new is that these analytical concepts have now 
spread far beyond Analysis and differential geometry, with the introduction of 
topological ideas in “abstract” algebraic geometry and number theory. Further- 
more, their application is now made much easier by the wonderfully versatile 
tools offibrations and sheaves, while homological concepts enter to give a precise 
formulation to the “obstructions” in passing from local properties to global ones. 
Finally, one should not minimize the impact of the theory of categories on 
many mathematical theories. It is hardly a tool, any more than Boolean algebra, 
for instance : it is unrealistic to expect that a difficult proof will be trivialized 
by using categories. But it provides (1) a general frame similar to the one given 
by set theory in earlier times; (2) very useful general notions such as represen- 
table functors and adjoint functors; (3) guiding principles such as: “Never 
define objects without defining morphisms between them.” The popularization 
of the idea that a set theoretic mapping should be considered as a particular kind 
of morphism has helped to clarify intricate notions such as those of algebraic 
group or formal group, by inserting them within the general concept of algebraic 
structures on categories. But the most remarkable use of categories has been the 
very original concept of Grothendieck topologies (or “sites”) and sheaves defined 
on them (“topoi”), generalizing in an unsuspected and far-reaching manner the 
classical topological notions. 
PARTICULAR TRENDS AND RFSULTS 
I will now examine individually some of the most important branches of the 
mathematics of today; it will be apparent that in many of them, the methods, 
and even the fundamental concepts, have changed radically since 1940. I will 
also mention some of the most conspicuous problems which have been solved 
since that date. 
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1. Logic and Foundatiuns 
It is well known that the development of mathematical logic and of set theory 
during the second half of the 19th century was followed with great interest and 
even passion by a great many mathematicians of that time, who did not hesitate 
to take part in the controversies which erupted around these questions, even when 
they were not professional logicians. The situation is quite different nowadays, 
and I am not aware that any of the young leaders of the mathematics of our time 
has ever expressed any interest in the problems of foundations, unless he is 
specialized in that field. I think that this is due to the fact that, ever since the 
axiomatic theory of sets was clearly formulated by Zermelo, Fraenkel, and 
Skolem, it has provided to almost all mathematicians (a small group of “intui- 
tionists” and “constructivists” excepteda) a satisfactory foundation for their 
work, to such an extent that practically nobody bothers to mention it any more, 
all arguments being expressed in the language of “naive” set theory; and I 
do not think many mathematicians seriously believe that there is any danger of 
contradiction in that system of axioms. 
Nevertheless, mathematical logic is more active than ever, and its specialists 
are exploring a host of other logical systems such as “second order” logic, 
modal logic, many-valued logic, etc., for which up to now mathematicians 
working in other fields than set theory have found no use at all. One would then 
be tempted to say that mathematical logic is definitely “off the Main stream,” 
were it not for some of its most spectacular successes which have kept very close 
contact with the rest of mathematics. 
I refer in the first place to the famous solutions of the two Hilbert problems 
concerned with logic (nos. 2 and 10). The “models” of Gijdel and P. Cohen 
have shown that the axiom of choice and the continuum, hypothesis (2”o = NJ 
are undecidable propositions within the framework of the Zermelo-Fraenkel 
axioms. Furthermore, Cohen’s powerful new method of “forcing” has been 
applied by others to establish the undecidability of several other open problems 
of set theory. We are now faced with the unforeseen situation in which we may 
choose, beyond the elementary Zermelo-Fraenkel axioms, an in..;nity of different 
axiom systems without running the risk of contradiction any more than 
for the Zermelc+Fraenkel system. This is somewhat disturbing to some 
mathematicians and I think nobody can now guess how things will evolve, 
and whether some day there will be a consensus as to what axioms constitute 
the basis of mathematics. Fortunately, the overwhelming majority of 
mathematical results belonging to the “Main stream” only use the Zermelo- 
Fraenkel axioms, and are therefore entirely independent of the choice of 
additional ones. 
3 A rapid check shows that among the 1500 odd articles reviewed in an issue of Math. 
Rewiews (exchding those on logic and set theory), one or two, on the average, are con- 
cerned with the intuitionist or constructivist taboos. 
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The other Hilbert problem was whether there existed a regular algorithm 
which would decide in a finite number of steps if any given diophantine system 
of equations had solutions or not. I f  it is doubtful that Hilbert expected a positive 
solution, most arithmeticians of the present day would have guessed that the 
answer was “no;” this is what has actually been proved by Matiasjevich in 
1970, in a paper which was based on fundamental previous work on recursive 
functions by J. Robinson, M. Davis, and H. Putnam. One should, however, 
beware of “intuition” in such matters, for the same methods prove the existence 
of a polynomial in 21 variables with integer coefficients, whose positive values at 
integral points are exactly all prime numbers: surely a very unlikely object! 
The final influence logic is exerting on mathematics is through the use of 
“ultraproducts” and “nonstandard analysis.” These are really bona jide mathe- 
matical notions, which could be defined without any reference to logic, but such 
an attitude would be misleading, since it would obscure the main ideas which 
gave rise to these methods; it is quite likely that these ideas may develop such 
methods even further and enlarge their already very significant usefulness. 
2. Algebraic and DiSfeerential Topology 
By its tremendous influence on all other branches, this may rightly be called 
the queen of 20th century mathematics. The main concepts are still those 
which had been discovered before 1940 : homotopy, isotopy, homology and 
cohomology, Morse theory, but they have been greatly diversified and enriched 
in many ways by notions such as simple homotopy equivalence, “extraordinary” 
cohomology theories, and the very recent rational homotopy of D. Sullivan. 
To the traditional tools have been added a large number of new ones : CW 
complexes, Bockstein operators, Steenrod’s reduced powers, Eilenberg-MacLane 
spaces, fibrations and co-fibrations, classifying spaces, characteristic classes, 
Postnikov towers, Thorn complexes and cobordism groups, Massey and White- 
head products, Whitehead torsion, etc.; and of course one should not forget the 
application of the various tools of homological algebra such as simplicial theory 
and K-theory, and in particular the famous spectral sequences, invented by 
Leray to deal with the cohomology of fibre bundles, but which may be applied 
to a much greater variety of situations. 
Among the very rich harvest of these new methods, lack of space prevents me 
from mentioning more than a few results taken from the most startling ones. 
The earliest was the almost complete determination of the cohomology ring of 
the simple Lie groups and of many of their homogeneous spaces, a problem which 
had been outstanding since 1930 [6]. Then came the first general results on 
homotopy groups, Serre’s proof of the finiteness of the homotopy groups of 
spheres rr&!&) for m > n (the groups rzn-r(Sn) being excepted for n even), 
and Bott’s periodicity theorems for the homotopy groups of the unitary and 
orthogonal groups. Since 1954, the most remarkable advances have been made 
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in the theory of various kinds of “manifolds,” and more precisely in the study 
of the relationship between the three main categories of manifolds, TOP, PL, 
and DIFF; they are all defied in the usual way by “charts,” i.e., homeo- 
morphisms of open sets of the manifold onto open subsets of an Rn; they differ 
by the conditions imposed on the transition homeomorphisms between charts 
(no condition for TOP, piecewise linear for PL, Cm for DIFF). Before 1960, 
the theory was restricted to PL and DIFF, since nobody could do much for 
TOP; the main problems were to know when a DIFF structure exists on a given 
PL manifold, and to classify them according to DIFF-equivalence; these were 
largely solved after the first breakthroughs, the discovery by Milnor of the 
existence of more than one isomorphism class of DIFF structures on the sphere 
s , , and the Kervaire counterexample of a PL lo-dimensional manifold on 
which there is no DIFF structure at all. A little later, Smale solved the PoincarC 
conjecture for DIFF manifolds of dimension 25, showing by “surgery” 
techniques inspired by Morse theory that such a simply connected compact 
manifold having the homology of a sphere is homeomorphic (but not necessarily 
diffeomorphic) to a sphere. 
The similar problems for PL and TOP are to know when a PL structure 
exists on a TOP manifold, and to classify them (the latter being an extension of 
the famous “Hauptvermutung” dating from the beginning of algebraic topology, 
which conjectured that all PL structures on the same TOP manifold would be 
PL-equivalent). The first result in that direction was the proof of the PoincarC 
conjecture in dimension 25 in the category TOP (M.H.A. Newman, 1966); 
then, in 1969, after preliminary results by many mathematicians, the central 
problems were completely solved by Kirby and Siebenmann. As usual, the low 
dimensions cause trouble, but this time (in contrast with the Poincart conjecture) 
specific examples show that the “obstructions” are genuine, and not only defects 
in the technique of proof. 
It was early realized that it could be very useful, even when dealing with 
finite complexes, to use infinite-dimensional spaces such as the Eilenberg- 
MacLane spaces (in the Kirby-Siebenmann proofs, the classifying spaces, 
which are infinite dimensional, play an essential part). But the first attempts to 
study infinite-dimensional “manifolds” modeled on Banach or FrCchet spaces 
instead of the spaces R”, brought to light what looked like pathological behavior, 
apparently erasing all the basic distinctions which give meaning to algebraic 
topology : for instance, all infinite-dimensional separable FrCchet spaces are 
homeomorphic; an infinite-dimensional Hilbert space and the complement 
of a point in that space are homeomorphic, etc. However, it recently became 
apparent that the use of these results could help to solve very classical problems 
in finite dimensions; the most important recent success of that method is the 
first proof of the conjecture of J.H.C. Whitehead that any homeomorphism of 
CW complexes is a simple homotopy equivalence (West and Chapman); it is 
derived from the study of a similar problem in infinite-dimensional topology. 
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3. Da#erentiable Manifolds and D$j%rential Geometry 
The fundamental fact regarding differential manifolds is that the cohomology 
of such a manifold can be described in terms of the differential forms on the 
manifold (De Rham’s theorem). In fact, D. Sullivan has recently remarked that 
much more information (using more refined topological and algebraic tools) 
may be extracted from the behavior or the differential forms, culminating in 
what is closest to the ultimate dream of the theory, i.e., “classifying” compact 
differential manifolds up to diffeomorphism. His theory assigns to each such 
manifold a system of algebraic invariants such that only a Jinite number of 
diffeomorphism classes correspond to the same system [lo]. 
Some famous problems on differentiable manifolds have also yielded to 
sophisticated topological tools : for instance, the determination by J.F. Adams 
of the maximal number of linearly independent vector fields on S, , using 
K-theory, or the fact that S, and S, are the only spheres on which it is possible 
to define an almost complex structure (Borel-Serre). 
Much progress has been made in the theory of singularities of Cm mappings 
f : M---f N, which had looked hopeless, due to the possibility of almost arbi- 
trary “pathological” cases. The problem is to “classify” such mappings by 
considering f and f’ as “equivalent” if f’ = h 0 f 0 g, where either g (resp. h) 
is a diffeomorphism of M (resp. N), or g (resp. h) is a homeomorphism of M 
(resp. N). The new idea (Whitney, Thorn) has been to concentrate on “generic” 
mappings, and the main results (due to J. Mather, using the fundamental 
“preparation theorem” of Malgrange) have consisted in determining when 
equivalent classes of “generic” mappings (under one or the other of the pre- 
ceding equivalence relations) constitute “large” sets of mappings in some 
reasonable topological sense. 
When a differentiable manifold is endowed with a Riemannian structure 
there are many relations between the properties of that structure and the 
topological properties of the manifold. For instance, if a compact connnected 
Riemannian manifold M is such that the sectional curvatures at every point 
belong to an interval [p, l] with /3 > $, then M is homeomorphic to a sphere. 
Other remarkable results link the cohomology of M with the number of geo- 
metrically distinct closed geodesics on M (a problem going back to Poincare) : 
this number is infinite when the cohomology ring of M cannot be generated by 
a single element [lo]. 
4. Ordinary Dz@rential Equations 
The qualitative theory of ordinary differential equations was founded in 1880 
by Poincare and developed by Liapounov, G.D. Birkhoff, Denjoy and Siegel 
in the first third of the 20th century. In retrospect we see that theory as one of 
the first steps in what we now consider as the spearhead of Analysis of our time, 
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GZobaE Analysis (or Analysis on manifolds). Since the early 19309, that theory 
had not made much progress; then Kolmogoroff introduced in 1954 new 
methods which enabled him to overcome the difficulty of “small divisors” 
which had plagued his predecessors in the theory of hamiltonian systems, and 
his ideas enabled a little later V. Arnol’d to obtain far reaching results in the 
problem of the stability of the solar system. In 1960, Smale and Peixoto, followed 
by a growing group of brilliant younger men, joined the Russian school in the 
big project of classifying systems of differential equations on compact differential 
manifolds (or, as one also says, “dynamical systems”), and diffeomorphisms of 
such manifolds. The main idea, in order to avoid the known pathologies, is 
again to fmd simple properties which are “generic” in the sense that they are 
shared by all diffeomorphisms (or vector fields) forming a nonempty open set 
(or at least a Baire set) in the space of all diffeomorphisms (or vector fields) 
equipped with some Cr topology. Beautiful results of Peixoto solved the pro- 
blem in dimension 2; for higher dimensions things are much more complicated, 
but very substantial progress has been made with the introduction of many 
interesting new types of diffeomorphisms, and almost every year new insights 
are obtained in this very active field [3,9]. 
5. General Theory of Partial D@rential Equations and Foliations 
The most immediate extension of ordinary differential equations to several 
independent variables consists of the theory of completely integrable differential 
systems. Until 1940, the theory had been exclusively a local one; the global 
study of integral manifolds, under the name of foliations, was inaugurated by 
Ehresmann around 1948, and developed by him and his student Reeb during 
the following years; but it failed to attract much attention until around 1960 and 
the first papers of Haefliger on analytic foliations and of S. Novikov on the 
existence of compact leaves for foliations of three-dimensional compact mani- 
folds. A little later, Bott found topological conditions for the existence of folia- 
tions on a manifold, and Haefliger has developed a beautiful homotopical theory 
for structures generalizing foliations but easier to handle. Quite recently a 
talented group of young mathematicians has taken the lead, proving, for in- 
stance, the existence of compact leaves for codimension one foliations on a 
compact manifold having zero Euler characteristic (Thurston), and the existence 
of Cr vector fields without zeroes on S, , having no compact orbit (Schweitzer) 
(B 434,499). Furthermore, remarkable connections have been exhibited between 
topological invariants of foliations (in particular the one discovered by God- 
billon and Vey) and the recent theory of the cohomology of differentiable 
vector fields inaugurated by Gelfand and Fuks [2]. 
The theory of general partial differential equations has only been developed 
for analytic equations; the main results have been, on one hand, the completion 
by Kuranishi of the local theory of Pfaffian systems inaugurated by E. Cartan, 
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and the reformulation of that theory in cohomological terms by D. Spencer and 
his school; on the other hand, J. Leray, using his theory of residues (see B 202), 
has been able to extend to linear analytic partial differential equations the 
classical properties of ordinary linear differential equations. 
6. Linear Partial Dzjbential Equation 
The theory has known a tremendous development since 1940, under the 
impact of the new tools of Functional analysis; the combination of spectral 
theory and of the theory of distributions has been particularly successful, by 
considerably widening the meaning of what may be considered as a “solution” 
of the system of equations, and thereby making them accessible to the techniques 
of Hilbert space. 
Around 1960, the many general results obtained by such methods on existence 
and uniqueness of solutions of boundary value problems, in particular for equa- 
tions with constant coefficients, had given to the specialists the impression that 
the ultimate had been reached for most questions. But in the next 10 years, the 
theory started an evolution along very different lines. Instead of almost exclusi- 
vely relying on “a priori inequalities” and equations with constant coefficients, 
the main idea is now to consider linear differential operators as being elements 
of a larger class, the pseudodifferential operators, themselves particular cases 
of more general ones, which include integral operators and many other types. 
They generalize the “singular integral operators” introduced earlier by Mikhlin, 
Calderon and Zygmund, but they can be defined in a much simpler way, and 
have very convenient algebraic and invariance properties. 
Their use has completely changed the general outlook and philosophy of the 
theory : one has now an explicit procedure for computing the solution of a 
boundary value problem (when it is unique), a procedure which immediately 
yields the fact that this solution is a genuine “smooth” one in the interior of 
the domain where it is defined, whereas formerly one could only prove in general 
the existence of “weak” solutions, and then use a complicated argument to 
show that it was in fact a genuine solution. 
Furthermore, the equations with constant coefficients have been demoted 
from their central position, which was only justified because they served as 
intermediates to reach by approximations the more general cases. But except 
for this clumsy technique, it was a priori completely unwarranted to emphasize 
their importance in problems which are naturally invariant under diffeo- 
morphisms, since these equations obviously do not possess such invariance 
properties. 
However, in a parallel but independent evolution, the equations with constant 
coefficients have found their natural home in the general theory of invariant 
differential operators on Lie groups and homogeneous spaces, a very active 
branch of Global Analysis, where in particular one can develop potential 
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theory, the theory of harmonic functions, Poisson formulas and their relations 
to probability theory (B 268, 370); these operators play a fundamental role in 
noncommutative harmonic analysis (see Sect. 9). 
The idea of considering differential operators on differential manifolds goes 
back to Riemann and Beltrami, and may be considered as the first example of 
Global Analysis; the work of Hodge in the 1930’s emphasized the usefulness of 
this point of view for the study of the topological properties of manifolds. This 
has now been considerably deepened by the famous Atiyah-Singer formula, a 
far-reaching generalization of the Riemann-Roth theorem, and a beautiful 
application of K-theory. In fact, it was the Atiyah-Singer theorem which was 
the chief impulse for introducing the pseudodifferential operators. In addition, it 
triggered a large number of similar connections between linear partial differential 
equations and algebraic topology. The most significant at present is probably 
the Atiyah-Bott generalization of the Lefschetz fixed point formula on a smooth 
manifold, where the De Rham complex is replaced by an arbitrary complex of 
elliptic operators. Another beautiful application of homology is the generaliza- 
tion by Atiyah-Bott-G&-ding of Petrowsky’s theory of “lacunae,” a remarkable 
extension and explanation of the famous “Huyghens principle” in the theory of 
hyperbolic equations. 
7. Batch Spaces, Spectral Theory, Banach Algebras 
The techniques of the theory of locally convex vector spaces, which had been 
developed between 1920 and 1940, were completed after 1945 by the theory of 
topological tensor products, mainly due to Schatten and Grothendieck. In the 
development of this theory, the latter was led to introduce a new type of locally 
convex space, the nuclear spaces, which in many ways are closer to finite-dimen- 
sional spaces than Banach spaces, and have permanence properties which have 
proved useful in many parts of functional analysis and probability theory. 
Two old problems going back to Banach were only solved very recently by 
P. Enflo, both in the negative : he constructed a separable Banach space in 
which there is no basis (in the sense of Banach), and an example of a compact 
linear operator in a separable Banach space which is not the limit (for uniform 
convergence on compact sets) of operators of finite rank. 
The spectral theory of operators in Hilbert space, developed by Hilbert, 
Carleman and von Neumann in the years 1900-1930, was greatly simplified and 
generalized by the theory of Banach algebras inaugurated in 1941 by Gelfand 
and his school. But the most interesting part of the theory remains the study of 
the von Neumann algebras, which was started a little earlier, and which is the one 
most closely linked to the theory of unitary representations of locally compact 
groups in Hilbert spaces (see Sect. 9). Since von Neumann’s pioneering papers, 
the classification of these algebras had not made much progress, especially that 
of the rather mysterious “type III” factors, where until 1967 only three noniso- 
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morphic examples were known. Then things started to move rapidly, and in a few 
years, new type III factors were discovered by several mathematicians, culmina- 
ting in 1972 in a general classification theory base on ideas of Tomita and on the 
definition by Connes of new invariants, which have enabled him to solve a 
number of open problems in the von Neumann theory. 
8. Commutative Harmonic Analysis, Ergodic Theory, Probability and Potential 
Theory 
Although these four theories have very different origins, they are closely 
interrelated, in particular by their use of integration theory. 
The use of Fourier transforms has spread considerably since 1925; it has 
become one of the main tools of probability theory, and forms the basis of the 
definition of pseudodifferential operators (see Sect. 6), where its extension to 
distributions is of course essential. But with the generalization of harmonic 
analysis to all locally compact commutative groups in the period 19361940, 
new unexpected applications arose, the most remarkable of which is the trans- 
formation of the theory of algebraic numbers into a chapter of harmonic analysis 
(see Sect. 13). 
Since 1950, the general tendency in harmonic analysis has been to concentrate 
on difficult problems concerning “exceptional sets” (going back to Cantor and 
his early study of “sets of uniqueness”), a tendency which could lead the 
theory “off the Main stream”, except for the interesting way in which Banach 
algebras and topological tensor products intervene in these questions, and for 
the mysterious connections these “exceptional sets” have with diophantine 
approximations. 
But the most conspicuous success has been the positive solution, in classical 
Fourier theory, of the Lusin problem, by L. Carleson (1966) : by extremely 
ingenious dissections of intervals, he has been able to prove that the Fourier 
series of a function f E L2 converges almost everywhere to f(x) and that result 
has been extended by R. Hunt to allL” with p > 1. 
Ergodic theory originated in statistical mechanics, but could only be formu- 
lated as a mathematical discipline after probability theory had been incor- 
porated as a part of measure theory. It was then broadened to include the study 
of measure-preserving transformations, and their classification under a natural 
concept of isomorphism. After the initial breakthrough by G.D. Birkhoff and 
J. von Neumann with their famous ergodic theorems around 1930, a first 
invariant had been introduced by associating to an isomorphism class of measure- 
preserving transformations an equivalent class of unitary operators in Hilbert 
space; but that invariant was not able to characterize by itself all isomorphism 
classes. A decisive progress was obtained by Kolmogoroff in 1958, with the 
introduction of a new invariant, which he called the entropy, a remarkable idea 
which immediately enabled him to show in particular that entropy could dis- 
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tinguish an infinity of nonisomorphic classes among one of the most studied 
types of measure-preserving transformations, the Bernoulli shifts. These ideas 
were actively developed by the Kolmogoroff school, and in the United States by 
Ornstein, who in 1970 brought the theory to a climax by proving that Kolmo- 
goroff’s entropy was enough to completely classify Bernoulli shifts, two such 
mappings with the same entropy being isomorphic; this result has been followed 
by many similar ones, obtained chiefly by Ornstein and his school. 
Potential theory also has its origin in physics, and during the 19th century it 
was part of the study of boundary value problems for the Laplace equation : 
their solutions were expressed by integral operators which, to a measure CL, 
associated a function of the form 
x t-t I K@, Y) 44Y) 
for a suitable ‘fkernel” function K. Beginning around 1930, the study of these 
integral operators gradually dissociated itself from the classical “newtonian” 
theory, and was focussed on generalizing to suitable “kernels” the various 
properties (maximum principle, capacity, “balayage,” etc.) of the Newtonian 
potential. This has brought potential theory in contact with many other parts 
of Analysis such as noncommutative harmonic analysis (see Sect. 9), the theory 
of semigroups, and especially probability theory; this last connection was rather 
unexpected and has proved particularly fruitful for both theories. 
9. Lie Groups, Noncommutative Harmonic Analysis, and Automorphic Forms 
After H. Weyl and E. Cartan had developed in 19251930 the global theory 
of semisimple Lie groups, of their finite-dimensional representations and of 
symmetric spaces, one might have thought that this chapter of Lie theory was 
thus brought to a close; on the contrary, new and (as always) somewhat “mira- 
culous” properties have been continually added to our knowledge of these 
extraordinary objects by many mathematicians (Coxeter, Iwasawa, Chevalley, 
Borel, Bruhat, Coleman, Steinberg, Kostant, Tits, I. Macdonald; for the latest, 
see B 483). 
A new direction of research was opened in 1939 by the physicist E. Wigner, 
who determined infinite-dimensional irreducible representations of the Lorenta 
group; this was the starting point of a vast theory of infinite-dimensional 
representations of Lie groups (and more generally, of locally compact groups), 
also called noncommutative harmonic analysis, which is one of the most active 
fields of research at present. One may say that it stands as an epitome of the 
mathematics of today, drawing its tools and concepts, not only from Lie theory, 
but also from Global Analysis, spectral theory, the theory of distributions, etc. 
(LN 388, 466, 587). The most impressive results are those of Harish-Chandra 
on the representations of semisimple groups, developed in a long (and still 
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unfinished) series of deep and difficult papers [ll], to which many important 
properties have been added by other mathematicians. Kirillov has put in what 
looks like its final form the theory of representations of nilpotent Lie groups 
started by Dixmier; finally, much progress has been made by Pukanszky, the 
Dixmier school, L. Auslander and B. Kostant in the intricate theory of represen- 
tations of solvable Lie groups (LN 388). 
However, the most conspicuous novelty in recent years has been the study 
of infinite-dimensional representations of p-adic and “adelic” algebraic semi- 
simple groups, in particular those which are related to discrete “arithmetic” 
subgroups (see Sect. 13), hence also to the theory of automorphic forms, and 
(through the ideas of Hecke) Dirichlet series. We reach here the heart of a 
fascinating theory, with extremely rich structures partaking equally of harmonic 
analysis, holomorphic functions, group theory, algebraic geometry, and number 
theory, and we will return to its arithmetical aspects later on (see Sect. 12). 
But much more is expected from the work in progress of the mathematicians 
now active in that field (Harish-Chandra, A. Weil, Gelfand and his school, 
Godement, A. Borel, Jacquet, Langlands, Deligne, etc.). A large number of 
exciting conjectures have been put forward and the positive results obtained up 
to now are highly encouraging; in particular it seems that for the first time since 
the work of E. Artin in the 1930’s, one has some precise idea of what a non- 
Abelian class field theory should be [8]. 
10. “Abstract” Groups 
This theory is one of the few in which most of the recent progress has been due 
to a more ingenious use of old tools, such as combinatorial arguments, the theory 
of characters and Sylow subgroups. For instance, P. Novikov and his school 
have finally succeeded, by long combinatorial arguments, in constructing 
infinite groups G which satisfy the Burnside condition : G has a finite number 
of generators, and there is an integer n > 697 such that xn = e for every 
x E G. 
However, much of the recent advances in group theory have resulted from 
connections with other branches of mathematics. For instance, it was very early 
realized (already in the theory of free groups around 1920) that topological 
notions may be very useful when it is possible to associate to a given group a 
space on which it operates. In particular, it is in this way that Stallings recently 
proved that finitely generated groups of cohomological dimension <l are free 
(B 356). Better results are available when the group can be embedded as a 
discrete subgroup in a semisimple Lie group, for then it acts on an object with 
rich structure, the corresponding symmetric space; this idea has recently been 
exploited with great success by Bore1 and Serre, using a clever “compactification” 
of the symmetric space. 
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Furthermore, for some groups which have no such embedding, Serre has 
discovered that there is sometimes a good substitute for the symmetric space, 
namely the Tits-Bruhat “buildings” on which the group can be made to 
operate, with very similar results. These extremely interesting combinatorial 
objects were first abstracted by Tits from the theory of Chevalley groups (see 
below), then used by him and Bruhat to develop a very general theory of alge- 
braic groups over local fields. But they now seem to pop up in the most unlikely 
places, such as Mumford’s theory of invariants and in Quillen’s latest definition 
of K-theory, and their analogy with symmetric spaces extends to discrete analogs 
of harmonic forms, spherical functions, potential, etc. 
Another remarkable relationship emerged in 1955 when Chevalley discovered 
a general method associating to any complex simple Lie algebra and any field 
K an “abstract” group, which is finite when K is finite, and simple, except in 
four particular cases for fields of two or three elements. This “explained” coin- 
cidences observed by Jordan and Dickson between the classical groups of Lie 
theory and the “abstract” classical groups, and furthermore gave the start to 
an active revival of the theory of finite simple groups, which had laid dormant 
since the early 1900s. 
It was first observed that slight variations in Chevalley’s methods gave a few 
other series of finite simple groups. At the same time, by an extraordinary proof 
by contradiction (300 pages long!) using all the classical tools of group theory, 
Feit and Thompson succeeded in proving the old conjecture of Bumside that all 
noncommutative simple groups have even order; and a little later, by similar 
methods, Thompson could determine explicitly all minimal simple noncommu- 
tative groups (i.e., those containing no proper such subgroups). 
By 1963, it seemed likely that one was in possession of a complete list of finite 
simple groups, namely the “Lie-type” groups obtained by Chevalley’s methods 
and their refinements, to which one had to add the alternating groups and 5 
groups discovered by Mathieu in 1860. Then, in 1966, the young Yugoslav 
mathematician Janko found a new simple group of order 175, 560; and in the 
next few years, all hell broke loose : In addition to the Mathieu groups, we now 
have about 20 other “sporadic” simple groups, the largest of which has an order 
>10z4; they are obtained by five or six different combinatorial or group-theoretic 
constructions. Until very recently, nobody understood the situation any more 
and we were pretty much in the same predicament as the nuclear physicists with 
their hundreds of “elementary particles”; one may say here that the “progress” 
had consisted in throwing us back from a feeling of being close to the final goal, 
to a state of utter confusion! The latest news on the subject is that, due to some 
recent new ideas, the specialists have now some hope of mastering again the 
situation after very hard work which may extend over 20 years(!), and which 
would finally determine all finite simple groups (B 502). 
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Il. Analytic Geometry 
We finally come to a triple of theories : Analytic geometry, Algebraic geometry, 
Theory of algebraic numbers-which, on the one hand, are those in which 
the traditional presentation has been changed by modem concepts, almost 
beyond recognition; on the other hand, they have such close contact with one 
another that it is sometimes so difficult to disentangle them that one is tempted to 
consider them as only three aspects of a single discipline. 
Analytic geometry is the name one uses at present for the theory of analytic 
functions of several complex variables and its generalizations in the spirit of 
Global Analysis. After the first results at the beginning of the 20th century had 
shown how deep were the differences in the behavior of analytic functions when 
one passes from one complex variable to several ones, the general theory only got 
started with the fundamental contributions of H. Cartan, P. Thullen, and K. Oka 
in the period 1930-1950; most of these results were still chiefly concerned with 
functions defined in open sets of spaces C N. But the study of complex manifolds 
had in the mean time developed from a different direction, through the work of 
H. Weyl and W. Hodge. Both trends were united in the general concept of 
analytic space, when H. Cartan and Serre realized that Leray’s sheaf theory was 
particularly well adapted for expressing the Cartan-Oka results in an intrinsic 
way; finally, the best definition of an analytic space was obtained by considering 
it as a special case of “ringed space”, i.e., a topological space with a sheaf of 
rings defined on it and satisfying certain conditions. 
This new cohomological technique almost immediately yielded the solutions 
of some key problems, such as the characterization of domains of holomorphy 
(E. Levi’s problem), the theory of Stein spaces (resting on the famous theorems 
A and B of H. Cartan), the fundamental theorem of Grauert on direct images by 
proper mappings, and the duality theorem of Serre for compact complex mani- 
folds. More recently, the theory of singularities (of mappings or of spaces) has 
made remarkable advances with Hironaka’s resolution of singularities for ana- 
lytic spaces, the topological study of isolated singularities (Mumford, Milnor, 
Pham, Brieskorn) with their enigmatic relations to the exotic spheres and the 
Dynkin diagrams of simple Lie algebras, and finally Leray’s theory of residues. 
Other interesting developments have been the generalizations of the theory 
to p-adic varieties on one hand, to infinite-dimensional complex varieties of 
Banach type on the other. These are not at all unmotivated extensions for the 
sake of generality : p-adic analytic functions play an increasingly fundamental 
part in number theory; and in Functional analysis, the need has been felt for a 
long time of a good theory of infinite-dimensional manifolds, especially for 
applications to mechanics, in order to deal with natural problems involving an 
infinity of parameters. The most remarkable application of Banach-type varieties 
to the study of usual finite-dimensional complex manifolds has been made by 
A. Douady; he has been able to prove the existence of a structure of locally 
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finite-dimensional complex variety on the set of all analytic submanifolds of a 
(finite-dimensional) complex manifold; the very original idea of his proof consists 
in first establishing the existence on that set of a structure of Banach-type 
variety, and only later showing that this structure is in fact finite-dimensional 
around every point. 
12. Algebraic Geometry and Commutative Algebra 
In the 19th century, algebraic geometry dealt with algebraic curves and sur- 
faces in P,(C) and Ps(C), and was essentially a chapter of complex Analysis. 
Although it had been shown by Kronecker, Dedekind, and Weber in 1882 that 
a purely algebraic treatment was possible, the necessity of such methods only 
became apparent after 1926, when the main problem was to build up from 
scratch the “abstract” algebraic geometry over arbitrary fields (in particular 
fields of characteristic # 0), not out of a mere desire for greater generality, but 
because this had become imperative for a better understanding of diophantine 
analysis. The challenging difficulty was to find a substitute for the deep geo- 
metric insight of earlier generations, in particular the brilliant Italian school; 
which would work in this vastly expanded context, and at the same time rest on 
less shaky foundations. 
The first attempts, notably by van der Waerden, did not quite reach that goal, 
the chief trouble lying in the theory of intersections, which was finally mastered 
by A. Weil in his difficult “Foundations,” where, for the first time, the concept 
of algebraic variety was freed from any embedding in a projective space; whereas; 
in a different direction, Zariski was patiently exploring new algebraic and topo- 
logical concepts which, as we now see it, lay down the groundwork for still 
better things to come. As an immediate consequence of their work, a large part 
of classical algebraic geometry could be generalized to the “abstract” case by 
themselves and their schools, the most conspicuous success being the famous 
proof by A. Weil in 1948 of the so-called “Riemann hypothesis for curves over 
a finite field.” 
After 1950 came a new turning point. Although the work of the Weil-Zariski 
period had been purely algebraic, Zariski had observed that some results could 
be better expressed by translating them in an appropriate topological language, 
and We& with the help of that topology, pointed out that there was a close 
connection between the algebraic notion of “divisor”, and the topological notion 
of fibre bundle. Then, in 1955, Serre discovered that the sheaf theoretical 
methods, which he had applied with H. Car-tan in analytic geometry, could be 
adapted to algebraic geometry over an arbitrary field, by using the Zariski 
topology to carry over the whole machinery of “ringed spaces” to algebraic 
varieties as defined by A. Weil; he thus renewed in the “abstract” case the 
kinship with Analysis familiar to 19th century geometers. 
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Almost immediately, A. Grothendieck realized that Serre’s conception could 
be generalized much farther, and started to develop his gigantic theory 
of schemes, which now contains all commutative algebra as a special case, and 
which has introduced such a wealth of new concepts, methods and problems 
that several generations of mathematicians may well find the job of their lives in 
exploring all the fascinating possibilities of this vast and still largely uncharted 
territory. 
Of course, as in analytic geometry, sheaf cohomology has become the funda- 
mental tool, which translates in modern terms (certainly more “abstract” but 
far more general and easier to handle) the techniques of the Italian school. 
As a matter of fact, the “classical” Serre-Grothendieck cohomology based on the 
Zariski topology has now a lot of competitors, based on the concept of 
“Grothendieck topologies,” or on still other considerations, and there is as yet 
no general consensus as to which one (if any) is “best.” 
At any rate, the problems solved by these methods already constitute an 
impressive list, with Grothendieck’s generalization of the Riemann-Roch- 
Hirzebruch formula, the resolution of singularities (in the case of characteristic 0) 
by Hironaka, the solution by Mumford of the problem of “moduli” for alge- 
braic curves over an arbitrary field, and more recently the elucidation of two old 
questions which had baffled Italian geometers; the existence of unirational 
varieties and the determination of the conditions for the completeness of the 
characteristic series. 
But the focus of the most original work done since 1960 has been the whole 
complex of questions centering on the “Weil conjectures” on the zeta functions 
of algebraic varieties over finite fields. Although fundamentally arithmetic in 
nature, the exploration of their consequences soon brought to light their con- 
nection with Abelian varieties, in particular with elliptic curves and with the 
deep Hecke theory of modular forms and their generalizations by Eichler and 
Shimura; the most significant result in that direction was obtained in 1967 by 
Deligne, who showed that the Weil conjectures implied the truth of the old 
Ramanujar-Petersson conjectures on the Fourier coefficients of modular forms. 
Regarding the Weil conjectures themselves, they had been the chief motivation 
of Grothendieck in developing his theory of schemes, and in his definition of 
“etale topology” and “etale cohomology” as the proper tools for their proof; 
an insight which he and M. Artin had been able to justify by at least settling 
the easier part of the Weil conjectures, on the rationality and functional equa- 
tions of the zeta and L functions. But they were stopped in view of the 
promised land, and it was only in 1973 that Deligne obtained a complete proof 
of all the conjectures. As usual in mathematics, this tremendous success is not 
an end in itself; it is the key opening the door on a new and immensely exciting 
terra incognita, replete with conjectures where Analysis, algebraic geometry and 
number theory mix in a fantastic cocktail. 
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13. Number Theory 
The theory of transcendental numbers and the theory of diophantine approxi- 
mations, which had been quiescent since the work of Siegel and Gelfond around 
1930, have made very significant advances since 1955, but merely by clever 
refinements of existing methods, without introducing any new notion. In 1955, 
K. Roth gave the best possible estimate for the Thue-Siegel approximation 
theorem for algebraic numbers, and more recently W. Schmidt extended 
Roth’s results to simultaneous approximations. In the theory of transcendental 
numbers, A. Baker obtained in 1966 a considerable improvement of the results 
of Siegel and Gelfond : for instance, he shows that rr + log ar is transcendental 
for any algebraic number (Y. Furthermore, Baker’s methods give for the first 
time the possibility of determining explicit bounds for solutions of diophantine 
problems, where it was only known formerly that the number of solutions was 
finite. As an example, one has now an explicit bound for integers d > 0 such 
that the quadratic field Q((-d)l/“) h as class number 2; similarly, the integers 
x, y  solutions of y2 = x3 + D for an integer D satisfy 
sup(I x I, I Y I) < exp(lOlO I D lloooo) (see m. 
In the theory of algebraic numbers, on the contrary, the fundamental concepts 
are now completely different from those which were current around 1925 : 
problems are first “localized” at each “place ” of the number field under consi- 
deration, which amounts to replacing that field by the “local field” which is its 
completion at that place; then, from the study of the local problems, one goes 
back to the “global” problem by embedding the number field into its ring of 
u&Yes, itself a subring of the product of all local fields. The main novelty is that 
the commutative groups which intervene in that theory are locally compact, 
and therefore the powerful tools of harmonic analysis are available. 
It is within that frame that one now expresses the results of Abelian class field 
theory, where in addition the formulation of the main theorems now uses the 
cohomology of groups. Using such cohomological methods, the last open pro- 
blem in that theory was recently solved by Golod and Shafarevich : they con- 
structed an example of an infinite “tower” of absolute class fields by a detailed 
study of Galois groups of p-extensions and of their cohomology. 
The most remarkable recent results in algebraic number theory have been 
obtained in the theory of arithmetic groups : if G C GL(n, R) is a semisimple 
Lie group, arithmetic subgroups of G are the subgroups r which are commen- 
surable with G n GL(n, Z) (this means that the intersection r n GL(n, Z) has 
finite index both in r and in G n GL(n, Z)). The study of these groups contains 
in particular (in another formulation) the “arithmetic theory of forms” going 
back to Hermite and Jordan; by using the theory of algebraic groups, Bore1 and 
Harish-Chandra have clarified and generalized to all semisimple groups the 
“finiteness theorems” of that theory. 
607/27/3-5 
254 JEAN DIEUDONNI? 
Furthermore, the process which imbeds Q in its ring of “addles” can be 
extended to give an imbedding of G into a locally compact “adelic” group 
GA ; if Go = G n GL(n, Q), it turns out that the study of the arithmetic 
groups r C G can be reduced to the study of the homogeneous space G,/Go ; 
here one may apply the theory of Haar measure, and in this way one can give a 
new formulation of the classical results of Minkowski and Siegel on the arithme- 
tic theory of quadratic forms, as well as generalizations of that theory to all 
semisimple groups. 
The arithmetic groups r are such that the homogeneous space G/r has finite 
invariant measure; it was long suspected that, with a few well-determined excep- 
tions (such as G = SL(2, R)), all subgroups having that property would be 
arithmetic groups. This has finally been proved in 1974 by Margulis, using a 
very difficult and intricate argument which in particular applies ergodic theory 
(B 482). 
Among the arithmetic subgroups in SL(n, Z) are those formed of integral 
matrices X such that the elements of X - I are divisible by a given integer m; 
the groups commensurable with these groups are called “congruence subgroups”, 
and similar arithmetic groups may be defined for other types of semisimple 
groups. A natural question is whether one obtains in that way all arithmetic 
subgroups; it has been completely solved recently, by methods using class field 
theory, and the solution turned out to have close connections with K-theory 
applied to number fields. This has led to very active research in that theory, 
which is linked, on the other hand, with the beautiful earlier results of Iwasawa on 
the class number of cyclotomic fields of pnth roots of unity (B 394). 
The record is clear, and speaks for itself : there is not the slightest exaggera- 
tion in saying that there have been more talented mathematicians, more new 
methods and ideas, and more important problems solved in mathematics 
since 1940, than from Thales to 1940; and almost every year, we may expect 
that there will appear, somewhere in the world, a young mathematical genius 
whose imaginative powers will steer some mathematical discipline into extra- 
ordinary new developments. There is therefore no reason to have doubts about 
the continuing progress of mathematics, as long as material conditions under 
which mathematicians live and work are comparable to what they are now in 
“developed” countries. 
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