A new procedure is proposed for estimating river discharge hydrographs during flood events, using only water level data at a single gauged site, as well as 1-D shallow water modelling and occasional maximum surface flow velocity measurements. One-dimensional diffusive hydraulic model is used for routing the recorded stage hydrograph in the channel reach considering zero-diffusion downstream boundary condition. Based on synthetic tests concerning a broad prismatic channel, the "suitable" reach length is chosen in order to minimize the effect of the approximated downstream boundary condition on the estimation of the upstream discharge hydrograph. The Manning's roughness coefficient is calibrated by using occasional instantaneous surface velocity measurements during the rising limb of flood that are used to estimate instantaneous discharges by adopting, in the flow area, a two-dimensional velocity distribution model. Several historical events recorded in three gauged sites along the upper Tiber River, wherein reliable rating curves are available, have been used for the validation. The outcomes of the analysis can be summarized as follows: (1) the criterion adopted for selecting the "suitable" channel length based on synthetic test studies has proved to be reliable for field applications to three gauged sites. Indeed, for each event a downstream reach length not more than 500 m is found to be sufficient, for a good performances of the hydraulic model, thereby enabling the drastic reduction of river cross-sections data; (2) the procedure for Manning's roughness coefficient calibration allowed for high performance in discharge estimation just considering the observed water levels and occasional measurements of maximum surface flow velocity during the Correspondence to: G. Corato (g.corato@irpi.cnr.it) rising limb of flood. Indeed, errors in the peak discharge magnitude, for the optimal calibration, were found not exceeding 5 % for all events observed in the three investigated gauged sections, while the Nash-Sutcliffe efficiency was, on average, greater than 0.95. Therefore, the proposed procedure well lend itself to be applied for: (1) the extrapolation of rating curve over the field of velocity measurements (2) discharge estimations in different cross sections during the same flood event using occasional surface flow velocity measures carried out, for instance, by hand-held radar sensors.
Introduction
A fast and accurate estimation of the river discharge is of great interest for a large number of engineering applications such as real time flood forecasting and water resources management. Therefore, the knowledge of the rating curve at a river section is important for this purpose. Unfortunately, the reliability of a rating curve depends on the availability of a robust sample of velocity measurements, performed also for high stages, i.e. during high floods, and this seldom occurs. Indeed, besides the high cost of measurements, sampling of velocity points during high floods, especially in the lower portion of flow area, is quite difficult even because of the dangers that operators might face during the measurement. Therefore, in a well-equipped basin few gauged river sites can be established and, as a consequence, if additional river sites were of interest, for instance for water resource management and/or flood forecasting purposes, the assessment of rating curves at such ungauged sites would be quite troublesome.
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Overall, a "perfect" gauged river site should be first accessible, equipped with hydrometric sensors for flow depth monitoring and suitable for velocity measurements that, in addition, should be carried out also for higher stages. However, this configuration is seldom feasible and for most of gauged river sites two different scenarios of data availability can be identified.
In the first one the gauged river site is equipped both for recording stage and for carrying out velocity measurements. However, although velocity data are available, often they refer to low flow due to the real difficulty to sample velocity points in the flow area during high floods. As a consequence, the rating curve above the field of the available velocity measurements might be unreliable, due to its extrapolation which might be affected by a significant level of uncertainty (Di Baldassarre and Montanari, 2009 ). In addition, if unsteady flow effects occur, the rating curve is not a one-toone relationship anymore (Herschy, 1985) , thus producing a loop whose amplitude depends on how much the inertial and pressure forces can influence the flood propagation process (Moramarco et al., 2008) .
In the second scenario, only stages are recorded at gauged site and no flow velocity measurements are available. In this case, the local discharge hydrograph can be assessed starting from observed stages by applying methods based on the Jones formula (Henderson, 1966) and its refinements (Fenton, 1999; Perumal et al., 2004) . The uncertainty in the parameters estimation, as the celerity and the diffusivity, and/or the presence of unsteady flow, might make these methods less accurate for particular flood conditions .
Therefore, the accuracy of the discharge assessment at gauged river site depends, on the one hand, on the velocity data availability for high stages and, on the other hand, on the reliability of the model to turn recorded stages into discharge hydrographs.
As far as the velocity measurements for high stages are concerned, they can be addressed by sampling the maximum flow velocity, which is located in the upper portion of the flow area, wherein velocity points can be easily sampled also during high flow conditions (Chiu, 1987) . Indeed, many studies have shown that the two-dimensional velocity distribution and, hence, the mean flow velocity can be obtained starting from the maximum flow velocity, such as proposed by Chiu (1987 Chiu ( , 1988 who derived the probability distribution function of velocity through the entropy theory (Shannon, 1948) . This insight, i.e. to monitor the river discharge by sampling the maximum flow velocity only, is of great interest for hydrological practices, also because new radar technologies are now available to measure the surface flow velocity, which often coincides with the maximum flow velocity (Plant et al., 2005; Costa et al., 2006; Fulton and Ostrowski, 2008) .
Moreover, considering that continuous water level observations are straightforward to obtain and cheap, a great support in the continuous discharge estimation can be achieved by coupling the information coming from both water level and occasional surface velocity measurements.
Discharge estimation using the methods based on hydraulic routing of the recorded flood stage hydrograph can be considered as a more robust and reliable tool than the other methods currently in vogue. However, the lack of topographical data of river cross-sections along with the issue of the Manning's roughness coefficient calibration and often inhibits the use of hydraulic models.
Indeed, the choice of the "correct" Manning's roughness coefficient is a challenge for hydraulic modellers (Papperberger et al., 2005) , in spite of the availability of several criteria concerning the selection of the value (Chow et al., 1988) . The easiest way is to relate the Manning's roughness coefficient to the physical characteristics of river channel (bed material, irregularity, vegetation, etc. ...) and to select the suitable value from tables (Chow et al., 1988) , formulae (Cowan, 1956) or photographs (Barnes, 1967) . Unfortunately the Manning's roughness coefficient, being a parameter, is depending also on the numerical scheme of hydraulic model and on the approximations concerning the modelling channel geometry and hydraulic structures (Papperberger et al., 2005; Beven and Carling, 1992) . Therefore for a gauged site, the solution is to calibrate the Manning's roughness coefficient using velocity measurements, such as recommended in the manuals of hydraulic packages (DHI, 2001 ; US Army Corps of Engineers, 2008) . Specifically the calibration is performed for each velocity measurement by assigning the observed discharge and minimizing the error in simulating stage and/or mean flow velocity (Moramarco and Singh, 2010) . A robust sample of discharge measurements is, however, needed to take into account the effects of roughness variations with the stage or the seasonality.
Therefore, the aim of this work is to address the discharge assessment at a gauged river site wherein the data availability is limited to observed water levels. In this contest, a procedure that estimates the discharge hydrograph, in near real time, starting from the observed stage and occasional surface flow velocity measurements is proposed. The procedure is based on the application of a hydraulic model to route the recorded stage and a velocity distribution model to assess the instantaneous discharge which is used, in turn, for the Manning's roughness coefficient calibration in the hydraulic model.
To this end, the hydraulic model developed by Arico et al. (2009 Arico et al. ( , 2010 and based on the MAST numerical technique (Noto and Tucciarelli, 2001; Nasello and Tucciarelli, 2005) , is applied. The model has already been applied in river reaches for which concurrent stages are recorded at both ends (Arico et al., 2009) . The use of the hydraulic model involves, however, the two previous issues concerning the cross-section data availability and the Manning's roughness coefficient calibration, both addressed in this study. In particular, for the first one, the minimum channel length downstream of the gauged site is identified by investigating the length necessary to make negligible the effects of the downstream boundary condition on discharge assessment at the upstream end. The positive impact of this analysis consists to drastically reduce the number of topographic river cross-sections, with a great benefit in terms of data acquisition costs. For the second issue, the calibration of Manning's roughness coefficient is addressed by turning occasional surface flow velocity measurements into instantaneous discharge values through the simplified formulation of Chiu's velocity distribution model, such as proposed by Moramarco et al. (2004) .
Flood events observed in three gauged river sites along the Tiber River are used for the analysis.
The paper is thus organized as follows: Sect. 1 describes the theoretical background of the hydraulic model applied for routing the stages recorded at gauged site. Section 2 provides an overview of the velocity distribution model used for estimating the instantaneous discharge from the occasional surface velocity measurements. Section 3 focuses the criterion to initially evaluate the minimum extension of the modelled river reach downstream the gauged section. Section 4 describes the methodology to turning the recorded stages into discharge hydrograph, along with the procedure of the Manning's roughness calibration. Section 5 presents the performance criteria adopted for the analysis, while Sect. 6 shows results of the proposed procedure for the three gauged river sections along the Tiber River. Finally, conclusions are drawn in the last section.
The hydraulic model
Unsteady flow in natural channels can be described by the Saint-Venant equations (De Saint-Venant, 1871) . Assuming that the flow varies gradually, the governing equations can be written, neglecting the inertial terms and the lateral inflow, in the following diffusive form:
where H , A, R, n and q are, respectively, water surface level, cross-section flow area, hydraulic radius, Manning's roughness coefficient and discharge; x and t represent the distance along the channel and the time, respectively. The two first order equations, Eqs. (1) and (2), can be merged into one second order equation having H as unknown, that is:
where T is the section width, and ∇ x is the spatial gradient operator along the direction x:
For this analysis, the upstream boundary condition is given by the recorded stages, h rec (t):
while at the downstream end, two different types of boundaries are considered:
(1) the kinematic assumption:
and (2) the zero diffusion assumption:
with L being the channel length and S 0 the bed slope. The Eq. (3) is numerically solved using the MAST approach (Noto and Tucciarelli, 2001; Tucciarelli and Termini, 2000) , as better described in Appendix A.
Previous numerical and laboratory experiments (Aricò et al., 2009 (Aricò et al., , 2010 have proved that, if the downstream channel section of the computational domain is far enough from the upstream one, the downstream boundary condition can be replaced with an approximated boundary without any significant effect on the discharge computed at the upstream site.
It is worth noting that the choice of minimum channel length, which is inferred here through synthetic numerical tests, as shown in the Sect. 3, has great impact in terms of overall cost linked to topographic surveys of river crosssections downstream the gauged site.
The flow velocity distribution model
The critical point of the application of the hydraulic model is the calibration of the Manning's roughness coefficient. This issue is addressed in this study by exploiting occasional surface flow velocity measurements, through which the instantaneous discharge is assessed and used as benchmark for the calibration of the hydraulic model. The theoretical basis of discharge estimation using surface flow velocity can be traced back to the maximum entropy principle (Jaynes, 1957) . This principle is used as statistical inference to solve a probability matter (Singh, 1986 , for instance to select a probability distribution function, when the information available about the variable is limited to some average quantities, defined constraints, such as the mean, variance etc. In the framework of open channels, the pioneer of the application of entropy theory was Chiu (1987 Chiu ( , 1989 , who predicted the two-dimensional flow velocity distribution as a function of maximum flow velocity, u max , and curvilinear coordinates in the physical space. We refer to Appendix B for more details. However, for practical applications Chiu's velocity distribution is sometime complex to apply even for the parameters estimation (Chiu and Said, 1995; Moramarco et al., 2004) . For that, Moramarco et al. (2004) reduced Chiu's model complexity by assuming that the velocity distribution written for the vertical where u max occurs, hereafter named y-axis, can be applied to other verticals in the following form:
where x v is the position of the vertical with respect to the yaxis (x v = 0), y the depth of the velocity point location along the vertical and u(x v , y) is the horizontal velocity; D(x v ) and u max (x v ) are the water depth and the maximum velocity sampled along the vertical (Herschy, 1985) , respectively; h u is the depth below the water surface where u max (0) (hereafter u max ) occurs (h u = 0 if u max occurs at the surface). M is the entropy parameter, which is a characteristic of the river cross section (Moramarco and Singh, 2010) and can be calibrated using historical data of velocity measurements (see Appendix B). Therefore, by sampling u max only and knowing the crosssection geometry, Chiu's velocity distribution allows the estimation of mean flow velocity and, hence, of discharge. In addition, in order to drastically reduce the time required for sampling, it is assumed that the maximum velocity u max (x) along the generic vertical depends on the maximum velocity value, u max , sampled at y-axis, through the following elliptical relationship (Moramarco et al., 2011) :
where x is the abscissa measured from the vertical where the maximum velocity u max is sampled (y-axis) and x s is the abscissa of the right or left sidewall. For narrow river sections, Eq. (7) should be modified by raising the power to 1 instead of 0.5, thus obtaining for u max (x v ) a representation in terms of parabolic curve (Moramarco et al., 2011) . It is worth noting that, if u max occurs on the water surface and u maxS = u max , its sampling can be done by using an immovable and/or hand-held radar unit which makes possible a very quick measurement (Fulton and Ostrowski, 2008) . This is of great interests in the framework of streamflow measurements because, even if u max occurred below the water surface it would be estimated through Eq. (8) written for the y-axis:
is a parameter easily assessable through the historical data of velocity measurements at the gauged site.
The reliability of the simplified velocity distribution model based on Eqs. (6) and (7) and hereafter named "entropy model", has been tested in gauged sites of different rivers providing satisfactory results for different flood conditions (Moramarco et al., , 2011 . A sketch of velocity distribution obtained by using the entropy model is in Fig. 1 .
In short, the procedure for the instantaneous discharge assessment at a gauged site consists as follows:
1. sampling of u maxS which gives information about u max value using Eq. (8) and its location (y-axis) in the flow area;
2. knowning u max value, the distribution of u max (x) can be assessed by Eq. (7) for an assigned cross-section geometry;
3. two-dimensional flow velocity distribution can now be estimated by Eq. (6), from which mean flow velocity and, hence, instantaneous discharge can be assessed, by applying the velocity-area method (Herschy, 1985) .
Therefore, based on the instantaneous discharge such as assessed by the entropy model, the calibration of the Manning's roughness coefficient can be addressed in hydraulic model following the procedure described in Sect. 4.
Proposed domain extension criterion
The main advantage of using the hydraulic model for discharge estimation is that the effect of topographic error is averaged along the reach extension and the error in discharge estimation at upstream end, due to the approximation in the adopted downstream boundary condition, increases with decreasing domain extensions. However, to model a long reach, an expensive detailed survey of the river topography is needed. This implies the need for quantifying, through an objective criterion, the minimum length required to achieve negligible errors in the computed upstream discharge, due to the approximation embedded in the adopted downstream boundary condition. The minimum domain extension required by the hydraulic model depends on both the real cross section geometry and the river morphology downstream of the upstream section but a preliminary estimation can be obtained as a function of the main features of the simulated event, according to the assumption of prismatic channel and constant bed slope. These features are the initial water depth inside the channel, the time derivative of flow depth at the gauged section, Manning's roughness coefficient and bed slope. If we also assume large rectangular section and negligible lateral flow, Eq. (3) can be written in the form:
wherein H is surmised as
where h is the flow depth and S 0 is the channel slope. At the upstream end we assign a very simple boundary condition that can be easily derived from the known measured stage hydrograph. Specifically, at the upstream end a linear variation of water depth starting from an initial value h 0 is considered:
At downstream end the kinematic assumption is taken:
According to the upstream boundary condition given by Eq. (10a), the water surface gradient, ∇ x H | x=0 , will initially become more negative and then will increase asymptotically toward a finite value equal to the channel slope as shown in Fig. 2 , wherein, by way of example, this quantity is plotted for two different channel lengths and assuming the same channel slope and Manning's roughness coefficient.
Because flow water depth in the upper section is known, the error in the upstream discharge computed from the solution of Eqs. (9) and (10) is due to the error in the water surface gradient computed in the same section. According to the very simple adopted scheme, this error is due only to the approximation of the downstream boundary conditions that affects the upstream error as much as short is the reach length. This implies that, using any possible downstream boundary condition, the exact solution is the one computed with a very large domain extension, that is for L → ∞. The difference between the value of the longitudinal water surface gradient computed using a finite extension and the one assessed for L → ∞ will initially rise up to a maximum value and then, after the minimum of the gradient is attained, will tend to zero (see Fig. 2 ).
In order to provide a general criterion for choosing the minimum channel length as much general as possible, the following dimensionless variables are considered:
Equation (9) can be written in the following dimensionless form: and the downstream boundary as:
where
At given point (λ, τ ), observe that the solution η of Eqs. (12)-(13) depends on parameters S 0 (Eqs. 12b and 13b) and η 0 and η 0 (Eq. 13a). If we assume the most severe condition: η 0 = 0, the solution depends on the parameters S 0 and η 0 only. It is worth noting that parameter η 0 is a function of the Manning's roughness coefficient, n, as:
For any occurring upstream flow depth and Manning's roughness coefficient, the discharge estimation error is proportional to the error in the gradient root estimation (see Eq. 2).
The maximum error, that is the maximum difference between the root of the gradient at x = 0 computed with the actual domain length and the same root computed using an infinite length, turns out to be:
and in dimensionless form:
− lim
The limit in Eq. (15) can be simply computed using a very large value of L instead of the domain extension used to compute the gradient in the same Eq. (15).
Synthetic test and channel length selection
A set of 120 synthetic tests have been done by varying channel length and bottom slope. The error E, computed through Eq. (16), is plotted in Fig. 3 as a function of the dimensionless variable η 0 and different S 0 values. As the limit in Eq. (15) is computed always for a finite value of L, the error E attains the zero value for a η 0 value a bit greater than zero as shown in Fig. 3 . Similar results have been obtained by changing the downstream boundary condition given by Eqs. (10b) or (13b) with the one referring to zero-diffusion (see Fig. 4 ):
Based on the two above graphs the criterion for selecting the minimum channel length is proposed by assigning a threshold to the relative error in the peak discharge estimation. Indeed, it can be easily inferred from Eq. (2) that at upstream end, wherein the stage is recorded, the error of q max is tied mainly to |∇ x H max | and n only. Therefore, the relative error, E d , is expressed by:
where ∇H max and ∇H ∞ max are the water surface gradient corresponding to the maximum discharge computed according to the given reach length and to an infinite reach length, respectively; E can be obtained by the graphs of Figs. 3 and 4 or directly by Eq. (15). The minimum length L corresponding to a given threshold of E d can be estimated according to the following procedure:
1. based on the assigned E d threshold, the specific error E can be estimated by Eq. (18) once channel slope is known;
2. through Fig. 3 or 4 the η 0 value corresponding to the estimated error E and bed slope S 0 , can be assessed;
3. finally, the minimum channel length L can be computed according to Eq. (14) provided that dh dt x=0 and n are known.
As the downstream condition of zero-diffusion, Eq. (17b), always gives the minimum length, the graphs of Fig. 4 should be preferred. By way of example, assuming E d = 0.05 and the measured upstream water level hydrograph reaching the maximum rise of 1 m in 1 h in a channel with S 0 = 4 × 10 −4 and n = 0.04 m −1/3 s, we get:
Based on Fig. 4 , the dimensionless time derivative η 0 = 1.1 × 10 −7 is inferred. Then, the minimum length is compute by Eq. (14) obtaining:
The estimated error, E, is very sensitive to the bed slope.
In the previous case, to achieve en error equal to 0.03 with a slope S 0 = 10 −4 , we need a reach length of more than 10 000 m. A much smaller extension is required if the bed slope is of the order of 10 −3 . In this case, with a channel length of 1000 m, we attain an error of only 0.7 %. From a practical point of view, Eq. (18) and Figs. 3-4 should be used only to have an initial guess of the minimum channel length required to get an error E d less than a fixed threshold. The sensitivity of the computed upstream discharge with respect to L, as well as the resulting error, have to be estimated using the same hydraulic model after the initial L value is set and the corresponding topographic data are provided. If the sensitivity is not negligible, an extension of L (and a consequent new topographic data acquisition) is in order.
Discharge estimation procedure
The procedure for estimating the discharge hydrograph starting from the recorded stages consists in the following steps.
1. Based on the slope of the river reach downstream the gauged river site, the minimum channel length is assessed setting a threshold E d , for instance 0.05. The rising limb slope, dh dt x=0 , is assigned as the maximum of the historical recorded stages while an initial value of Manning's roughness coefficient is surmised.
2. The Manning's roughness coefficient is then calibrated by exploiting occasional velocity measurements along the rising limb of the observed stages. In particular, the instantaneous discharge is estimated through the entropy model which provides the two-dimensional velocity distribution and, hence, the discharge value, "q obs ", used as benchmark. Therefore, the Manning's roughness value is calibrated by minimizing the percentage error, ε, in the discharge, q comp , computed by the hydraulic model at the time of the measurement, t meas , as:
The Brent algorithm (Brent, 1973 ) is used to find the minimum of Eq. (20).
3. Once n has been calibrated, the recorded stages can be turned into discharge hydrograph through the application of the hydraulic model. A refinement of the discharge hydrograph can be achieved carrying out more instantaneous velocity measurements along the rising limb.
It is worth noting that once that the surface velocity is turned into instantaneous discharge and the Manning's roughness coefficient is calibrated, the flood event is still growing and then, for the times after the surface velocity sampling, a realtime estimation of discharge hydrograph is done.
Performance criteria
The performances of the proposed discharge estimation procedure have been evaluated through the following two criteria:
1. Nash-Sutcliffe criterion (Nash and Sutcliffe, 1970):
where q * i is the i-th data of the benchmark discharge hydrographs, q i is the i-th data of the simulated discharge hydrographs and q * i is the average value of the benchmark discharge hydrographs.
Relative magnitude peak error:
where q p is the peak value in the computed discharge hydrographs, while q pM is the peak reference value.
Field application
The proposed procedure for estimating the discharge hydrograph starting from recorded stages and occasional surface velocity measurements has been applied to several flood events occurred along the Tiber River (Central Italy), and monitored at gauged sections of Pierantonio (1800 km 2 ), Ponte Nuovo (4100 km 2 ) and Monte Molino (5270 km 2 ). For the three river sites a reliable rating curve is available. In addition, for the Tiber River including the three gauged sites detailed topographical surveys of cross-sections are also available. At Pierantonio gauged section continuous water level measurements by an ultrasonic sensor and direct discharge measurements carried out by current meters are available. Six (Perumal et al., 2007) . These events have been already used by Arico et al. (2009) and Perumal et al. (2007) to validate related discharge estimation methods. The Ponte Nuovo gauged section is equipped with ultrasonic flow measurement system (Quantum, 2002) , which allows for continuous measurements of both water levels and discharges. The flood events occurred in November and December 2005 along with December 2008 have been used for the analysis. The main flood events characteristics are summarized in Table 2 .
The Monte Molino gauged section has been subject of experimental tests using "non-contact" devices for surface water velocity measurement since December 2008, when a fixed radar sensor Sommer RG24 (TM) (Sommer, 2006) was installed. More recently, the hand-held radar Decatur SVR (TM) (Decatur, 2005) was tested at the same site. These radar devices have a signal frequency of 24 GHz with a flow velocity range between 0.3 m s −1 to 10 m s −1 . In addition, continuous water level measurements, provided by an ultrasonic sensor, and direct discharge measurements carried out by current meters, are also available. The flood events occurred in January and December 2010, whose main characteristics are summarized in Table 3 , have been considered for the investigation. 
The optimal channel length
With the aim to verify the reliability of outcomes of synthetic tests, the optimal channel length was computed for the river reach downstream of the three investigated gauged sections. In the present application the hydraulic model uses the zerodiffusion downstream boundary condition such as given by Eq. (17a). Surmising a maximum error, E d , equal to 0.05 for all gauged sections, the minimum channel length has been assessed, using the procedure described in Sect. 3. Results of the procedure are summarized in Table 4 along with reference quantities used for the computation of the minimum channel length downstream of the gauged sites. For the Pierantonio gauged site, the maximum error E based on Eq. (18) has been found 0.019 and η 0 equal to 10 −6 has been inferred through the graph in Fig. 4 . Finally, assuming a Manning's roughness coefficient 0.048 s m −1/3 (Aricò et al., 2009 ) and using the maximum slope in the rising limb of the recorded stages for the event of December 2000 (see Table 1 ), the minimum channel length L min = 45 m, downstream the Pierantonio site, is estimated through Eq. (14) .
Similarly, for Ponte Nuovo and Monte Molino sites, L min is found equal to 400 m and 140 m, respectively, (see Table 4) .
Because the river topography in the validation tests is already known, the consistency of the minimum channel length obtained for the three gauged river sites has been tested using the observed flood events and an "infinite" channel length equal to 20 km. By way of example, for the Pierantonio site, Fig. 5 shows the relative discharge peak error, E d , obtained by comparing the observed peak discharges and the Gauged River site ones computed by the hydraulic model assuming different domain lengths, as well as the bed slope and the Manning's roughness coefficient reported in Table 4 . As shown in Fig. 5 , the error E d is less than 5.5 % for all events and greater than 5 % only for events of December 2000 and November 2005, when flooding occurred. Similar results have been obtained for the two other river sites. The minimum channel length has been first assessed and tested at the three gauged river sites, and afterwards the same has been applied in the Manning's roughness coefficient calibration procedure, as depicted in Sect. 4.
Discharge hydrograph assessment
The analysis presented here is of great interest for the hydrologic community because, in addition to addressing discharge monitoring during high floods by coupling the hydraulic model and the entropy one, it will reduce the time required for flow velocity measurement, so that the discharge can be monitored in different gauged sites for the same flood. Indeed, the entropy model, by exploiting the instantaneous velocity measurements (for instance by hand-held radar sensor), can provide the instantaneous discharge value to be used for Manning's roughness calibration. It has to be pointed out that for Pierantonio and Ponte Nuovo gauged site, since surface velocity measurements were not available there, they have been mimicked at Pierantonio by using site the instantaneous discharges obtained by converting the corresponding recorded stage through the rating curve, and at Ponte Nuovo by using the measured discharges given by the ultrasonic flowmeter.
Pierantonio gauged site
The calibration of the Manning's roughness coefficient has been carried out at different times along the rising limb of discharge hydrographs. Related performances have been computed and summarized in Table 5 , for different hypothetical sampling times along the rising limb.
The comparison between the observed discharge hydrographs and the ones computed by the proposed method using the estimated L min = 45 m, is shown in Fig. 6 . It can be seen, for all investigated events, a good match is obtained when the calibration is carried out in the middle zone of rising limb, when the flood is still evolving. For the event of December 2000, the maximum error in peak discharge estimation did not exceed 9 %, even though the surface velocity measurements were made for the first rising limb and at the beginning of the second rising limb of the event as inferred from Table 5 and Fig. 6 . It is worth noting that the optimum Manning's roughness coefficient, calibrated during the rising limb of the event December 1996, is very close to the optimum one obtained for all other events except for November 2005, see Table 5 , whose peak discharge value was about twice the one of December 1996. 
Ponte Nuovo gauged section
As underlined above, the discharge at Ponte Nuovo site is monitored through an ultrasonic flowmeter station. Figure 7 shows the comparison between the discharge hydrographs recorded by the ultrasonic flowmeter and the ones computed through the proposed method. The performances of calibration and related Manning's roughness coefficients are shown in Table 6 . As in the previous study case, by calibrating in the middle part of rising limb the method satisfactorily reproduces the discharge hydrograph measured through the ultrasonic flow-meter, as shown in Fig. 7 . In spite of the overbank flooding, which adds to the complexity of the three events, there are only large discrepancies in the upper part of recession limb, showing that there is a fair match between the estimated and observed discharge hydrographs. This is confirmed by the performance measures with the error in peak discharge less than 12 % for all calibration times (see Table 6 ).
Monte Molino gauged section
At Monte Molino river site "non-contact" measurements of the maximum surface flow velocity measurements, u maxS , carried out by radar sensor along the y-axis are available. In order to estimate u max from the measurement of u maxS , Eq. (8) has been used. The parameter M and δ have been estimated on the basis of available historical velocity (7) written for a parabolic distribution of u max (x v ) across the flow area, the instantaneous two-dimensional velocity distribution and, hence, the discharge have been computed. Figure 8 shows for the events of January and December 2010, the comparison between the observed discharge hydrographs and the computed ones through the proposed procedure and, as it can be seen, a good match is found. Table 7 shows, besides the flow velocity quantities, the comparison between the instantaneous discharge computed by the entropy model and the observed ones for the investigated flood events. The Manning's roughness values calibrated through the instantaneous measurements and the performance measures of the procedure are shown in Table 8 . For the event of January 2010 the calibration discharge was computed by using surface water velocities measured by the Sommer sensor. Unfortunately, this sensor was out of order during the event of December 2010; nevertheless, instantaneous water surface velocity measurements by means of hand-held Decatur SVR (TM) radar were available. Once the Manning's roughness coefficient was calibrated, the hydraulic model has been able to satisfactory reproduce the observed discharge as shown in Fig. 8 . It is worth noting that for December 2010 event, although the entropy model provided an error of about 10 % on the instantaneous discharge computation (see Table 7 ), the hydraulic model was able to reconstruct satisfactory the event with an error on the first and second peak that did not exceed 4 % and 7 %, respectively.
Conclusions
Based on the obtained results, the following conclusions can be drawn:
-The analysis of downstream boundary condition effects over the upstream discharge hydrograph computation has shown that short channel lengths are enough to achieve good performance of the diffusive hydraulic model, thus allowing a drastic reduction of the required topographical data of river cross-sections. This insight, however, needs to be further validated in the case of significant irregular sections, with respect also to the approximation adopted for the downstream boundary condition.
-The coupling of the hydraulic model with the velocity distribution model turned out to be useful for an accurate calibration of the Manning's roughness coefficient, allowing us to achieve high performance of the hydraulic model just considering the observed water levels and occasional measurements of surface flow velocity. Considering that the reliability of the procedure is mainly based on the Nash-Sutcliffe performance index, an uncertainty analysis will be addressed in future works to further support the findings.
-The developed algorithm can be conveniently adopted for the rating curve assessment at ungauged sites where only stages are recorded and the standard techniques for velocity measurements fail, in particular during high floods. In this case it is enough to sample the maximum surface velocity during the first part of the rising limb to achieve reliable estimates of discharge.
-Based on the proposed procedure, discharge hydrographs can be assessed in near real-time for whatever flood condition. This is of great support for flow velocity monitoring because, on the one hand, the sampling time are drastically reduced and operators can work in safe environment even during high floods, on the other hand, through the proposed procedure it will be possible to carry out velocity measurements by hand-held radar sensors for the same flood event in different river sites. Such a monitoring activity that can never be realized using the standard techniques of flow velocity measurements.
-Finally, the procedure can be considered for applications even in the framework of streamflow monitoring from satellite, considering that many current projects aim to exploit the possibility.
Appendix A

Mast numerical solution
Equation (3) is numerically solved in space and time using the MAST technique. The basic idea of the MAST algorithm is to apply a fractional time step procedure to compute the unknown surface level H at time level k + 1, when the surface level is known at time level k. In the first half-step the predicted level H k+1/2 is estimated by integrating in time and space the following prediction equation:
In the second half-step the corrected level H k+1 is obtained by solving the fully implicit discretization of the following correction equation:
where the top bar is the symbol of the mean (in time) operator, applied along the prediction step. The advantage of splitting the original problem in a prediction plus a correction problem is that these problems are much easier to solve than the original one. By applying functional analysis, it can be shown that Eq. (A1) is convective and its solution depends on one upstream boundary condition only. After spatial integration, Eq. (A1) turns in a system of ordinary differential equations (ODEs). If a further approximation is made and the flux leaving from each computational cell along the time step is approximated with its mean (in time) value, the ODEs can be solved sequentially one after the other moving from the cells with higher to the cells with lower water level.
The corrective Eq. (A2) is diffusive and its solution depends on both the boundary conditions. After spatial discretization, a fully implicit time discretization is applied to the resulting system. The advantage of solving Eq. (A2) instead of Eq. (3) is that the unknown H k+1 can be replaced by the unknown η = H k+1 − H k+1/2 . The new variable is small, along with its fluxes, with respect to H k+1 .This implies that also the error associated to the fully implicit numerical solution is small with respect to the error in the estimation of the original H k+1 unknown. More details on the numerical solution computed using the MAST approach can be found in Nasello and Tucciarelli (2005) .
For wide channels ξ = D − y D , with y and D depth with respect to the channel bed and maximum flow, respectively. In this case Eq. (B1) can be written in terms of y-axis as:
which is the basis for developing the simplified twodimensional velocity model such as proposed by Moramarco et al. (2004) .
