The exponential inequalities are obtained for the distribution tails of canonical (degenerate) U -and V -statistics of an arbitrary order based on samples from a stationary sequence of observations satisfying ϕ-mixing.
Introduction. Preliminary results
The paper is concerned with estimates for the distribution tails of U-and V -statistics with canonical bounded kernels based on samples of stationary observations under ϕ-mixing. Obtained exponential inequalities are a natural generalization of the classical Höffding inequality for the distribution tail of the sum of independent identically distributed bounded random variables. The approach of the present paper is based on a kernel representation of the statistics under consideration as a multiple orthogonal series (see [5, 9] for details). It allows to reduce the problem to more traditional estimates for deviations of the sums of weakly dependent random variables.
Introduce basic definitions and notions. Let X 1 , X 2 , . . . be a stationary sequence of random variables with values in an arbitrary measurable space {X, A} and the distribution F . In addition to the stationary sequence introduced above, we need an auxiliary sequence {X 
In the sequel, we consider only statistics where the function f (t 1 , . . . , t m ) (the socalled kernel of the statistic) is canonical. In this case, the corresponding Von Mises statistic is also called canonical. For independent {X i }, such statistics are studied during last sixty years (see the reference and examples of such statistics in [9] ). In addition to V -statistics, the so-called U-statistics were studied as well:
Notice also that any U-statistic is represented as a finite linear combination of canonical U-statistics of orders from 1 to m (called a Höffding decomposition, see [9] ). For independent observations {X i }, let us give a brief review of results directly connected with the subject of our research. In this connection, mention the papers [ [7, Theorem 3.3] .
One of the first papers where exponential inequalities for U-statistics are obtained is the article of W.Höffding [8] although he considered just non-canonical U-statistics. In this case, the value (n − m)!/n! equivalent to n −m as n → ∞ is used as a normalizing multiplier instead of n −m/2 . In [8] , the following statement is proved:
where
In the case m = 1, inequality (4) is usually called the Höffding inequality for sums of independent identically distributed bounded random variables. Notice that in this case the indicated sum can be considered as canonical and non-canonical U-statistic at once. In [3] , an improvement of (4) was obtained for the case, when there exists a splitting majorant of the canonical kernel:
The function g(t) satisfies the condition
for all k ≥ 2. In this case, the following analogue of the Bernstein inequality holds:
where the constants c 1 and c 2 depend only on m. Moreover, as it is noticed in [3] , inequality (6) can not be improved, in a sense.
It is clear that if sup
Then it is sufficient to consider just a deviation zone |t| ≤ Bn m/2 in (6) (otherwise the left part of (6) turns into zero), therefore for all t ≥ 0 (6) yields an estimate
which is an analogue of Höffding inequality (4). In [2] , a close to (6) inequality is proved without condition (5), and relation (7) is given as a consequence. In [7] , they obtained more precise relation than (7) for m = 2, and in [1] this result is extended to canonical U-statistics of an arbitrary order. The purpose of the present work is to extend inequality (7) to the case of stationary random variables under ϕ-mixing. Yet we didn't manage to get more precise inequalities for dependent observations, close to Bernstein inequality (6), where not the absolute upper bound of the kernel but moment characteristics appeared.
Main results for weakly dependent observations
Let X be a separable metric space. Then a Hilbert space L 2 (X, F ) has a countable orthonormal basis {e i (t)}. Put e 0 (t) ≡ 1. Using the Gram -Schmidt orthogonalization, one can construct an orthonormal basis in L 2 (X, F ) containing the constant function e 0 (t). Then Ee i (X 1 ) = 0 for every i ≥ 1 due to the orthogonality of all the other basis elements to the function e 0 (t). The normalizing condition means that Ee 2 i (X 1 ) = 1 for all i ≥ 1. Let us consider only the spaces which have the bounded basis:
Notice that the collection of functions
is an orthonormal basis of the space L 2 (X m , F m ). The kernel f (t 1 , . . . , t m ) can be decomposed by the basis e i 1 (t 1 ) · · · e im (t m ) and represented as a series:
where the series in the right-hand side converges in the norm of L 2 (X m , F m ). Moreover, if the coefficients {f i 1 ,...,im } are absolutely summable then, due to the B. Levi theorem and the simple estimate E e i 1 (X * 1 ) · · · e im (X * m ) ≤ 1, the series in (9) converges almost surely with respect to the distribution F m of the vector (X * 1 , . . . , X * m ). It is worth noting that even in this case we can not extend this statement to the distribution of the vector with dependent coordinates (X 1 , . . . , X m ). Notice that e 0 (t) is absent in representation (9) because the kernel is canonical (see [5] for details).
Put (9) to the definition of Von Mises statistic (2):
In the present work, we consider only stationary sequences {X j } satisfying the ϕ-mixing condition. Recall the definition of this kind of dependence. For j ≤ k, denote by M k j the σ-field of all events generated by the random variables X j , . . . , X k .
. . for every measurable function f also satisfies ϕ-mixing with the coefficient no more than ϕ(k).
Introduce some additional restrictions on the mixing coefficient and the kernels of the statistics under consideration.
(B)
There exists ε > 0 such that
The main results of the present paper are contained in the following two theorems. 
where the positive number C 2 depends only on the coefficients ϕ(k); in case (A),
, and in case (B),
.
Remark 2.
Under condition (A), the equality C 1 = 1 holds. Under restriction (B), the value C 1 depends on the constants m, ε, c and C. The dependence on the values c and C can be removed by considering just "big enough" x , namely, satisfying the inequality
The following theorem is but an analogue of statement (10) for U-statistics.
Theorem 2. Let the sequence X 1 , X 2 , . . . satisfy the following condition:
(AC) For every collection of pairwise distinct subscripts (j 1 , . . . , j m ), the distribution of (X j 1 , . . . , X jm ) is absolutely continuous with respect to the distribution of (X * 1 , . . . , X * m ).
Moreover, if the basis e i (t)
i≥0 satisfies restriction (8) and one of two conditions (A) or (B) is valid then
where, under condition (A), the constants C 1 are C 2 the same as in Theorem 1, and under condition (B), the constant C 1 depend on m, ε, c and C, and the constant C 2 depend on ϕ and m; the value B(f ) is defined in Theorem 1.
Proof of Theorems 1 and 2
Proof of Theorem 1. Without loss of generality, we assume that a separable metric space X coincides with the support of the distribution F . The last means that X does not contain open balls with F -measure equal zero. Since all the basis elements e k (t) in (9) are continuous and uniformly bounded in t and k, due to the Lebesgue's dominated convergence theorem, the series in (9) is continuous if the coefficients f i 1 ,...,im are absolutely summable. It is not difficult to see that in this case the equality in (9) turns into the identity of all variables t 1 , . . . , t m because the equality of two continuous functions on the everywhere dense set implies their coincidence everywhere. So, in this case, in identity (9) one can substitute arbitrarily dependent observations for variables t 1 , . . . , t m . Therefore, for all elementary events the following representation holds:
(I) At first, let us prove theorem with condition (A) satisfied. Consider an arbitrary even moment of the Von Mises statistic:
where 
wherec depends only on the mixing coefficients ϕ(k).
Proof. Let us estimate every summand of the external sum by r in (13) (taking the normalization n −mN into account). The estimation method is taken much from the proof [4, Lemma 4].
If r ≤ mN then the number of the collections k 1 < · · · < k r ≤ n equals C r n and does not exceed n r ≤ n mN . Consequently,
Now, let r > mN. Let us fix an arbitrary collection of s j (i) and consider an auxiliary for (13) subsum
Here 1 ≤ v 1 < v 2 ≤ r and v := v 2 − v 1 + 1 is the order of the corresponding subsum, and the blocks ν k i are defined as before. Denote
Notice that for v 1 ≤ l < v 2 we have
Prove the following statement: if the number of short blocks in the summands of subsum (14) is no less than d ∈ {0, 1, . . . , v} then the following estimate is true:
where c 2 depends only on the mixing coefficients. Let us prove it by the induction by d for all v 1 and v 2 such that v ≤ r. At first, let d = 1, i. e. the moments in (14) contain at least one short block. Denote it by ν k l , where
Then the following estimate is true:
what required to be proved. The induction base is proved. Now, let the inequality
hold for all minimal possible numbers z < d of short blocks and all orders v, and the moments in (14) contain no less than d short blocks. Denote these blocks by ν k j 1 , . . . , ν k j d . Consider d − 1 pairs of neighbour blocks of the type ν k js , ν k js+1 , s = 1, . . . , d−1. Denote the differences between indices in these pairs by t 1 , . . . , t d−1 . Among summands of (14), select d − 1 classes (intersecting in the general case). We have
where the subsum R s is taken by the set of indices
In the subsum R s , let us estimate every summand in the following way:
Consider the first sum in the right-hand side of (16). We have
The last step is done according to the evident fact that there exists a constant c 3 such that Γ(t) ≤ c 3 t t−4 . Now, let us consider the product of sums in the right-hand side of (16). Let the summands in the first of these sums contain d 1 short blocks selected above. Correspondingly, in the summands of the second sum there are d − d 1 selected short blocks. From the construction, we have 1 ≤ d 1 ≤ d − 1, so for both sums we can apply the induction conjecture. Derive
Joinig together both parts of (16) we have
Summing up all R s we conclude that
what required to be proved. The last step is true only if c 2 ≥ 1 but we can assume this condition to be satisfied without loss of generality. Now, note that if r > mN then in the summands of sum (13) there are no less than 2(r − mN) short blocks necessarily. Thus, setting in (15) v 1 := 1, v 2 := r, d := 2(r − mN) and v := r, we get the following estimate:
Summarizing by r from 1 to 2mN in (13) we conclude that
Lemma is proved.
Recurring to the even moment of the Von Mises statistic in (12) and using proved lemma we find the estimate
Apply Chebyshev inequality:
Set N = εx 2/m for some ε > 0. Then
It is easy to note that the value of the muliplier εm ln(c 4 mε) is minimal at the point ε = (c 4 me) −1 and this minimal value equals −(c 4 e) −1 . Then
what required to be proved.
(II) Now, let us prove theorem under condition (B). Adduce an auxiliary (adapted to our conditions) statement from the paper [6, Proposition 5] in more simple variant.
Theorem 3. Let Y 1 , Y 2 , . . . be a stationary sequence of random variables taking values in R and satisfying ϕ-mixing condition, |Y 1 | ≤ C with the probability 1. Then, for t > 0, the following relation holds:
Set
Suppose 0 · ∞ = 0 to make the following relation true:
Obviously,
Let us consider the deviation probability.
From condition (8) and the fact, that for every fixedbasis function e i (t) the sequence {e i (X j )} j satisfies ϕ-mixing condition (remark 1), in Theorem 3 we can set
and use inequality (17) for estimating the probability
If α i 1 ,...,im = ∞ then both parts equal to zero. Note that the estimate above does not depend on certain number i in S n (i), therefore later we will write just S n (1). Consider the multiple series from (18):
It follows from the series convergence that its elements can be put in order by decrease, and consequently, the sequence {α i 1 ,...,im } can be put in order by increase. Denote the well-ordered sequence by {β i }. Obviously,
and thus,
. So, taking all preceding into account we can write the estimate
Here
Introduce the notation γ = 2ε/(m (1 − ε) ). At first, we will consider values x such that γK(x) ≥ 1 (apparently it is a set of x such that x ≥ x 0 for some x 0 ). We get
Thus, theorem is proved for x ≥ x 0 .To do the statement of the theorem true for all non-negative x it is enough to increase C 1 so that the inequality
holds. Then, for x < x 0 , we get
Theorem 1 is proved.
Proof of Theorem 2. As it was noticed, series (9) converges almost surely with respect to the distribution of the vector (X * 1 , . . . , X * m ) if the coefficients f i 1 ,...,im are absolutely summable. The condition (AC) allows to affirm the same about the distribution of the vector (X j 1 , . . . , X jm ) for pairwise distinct indices j 1 , . . . , j m .
Since U-statistic is constructed just by non-diagonal elements, we can substitute series (9) for the kernel in expression (3). We get
Having condition (A) satisfied the proof repeats the previous one almost literally. Estimating the even moment of the statistic in the same way we can obtain an expression for the upper bound of the sum of non-diagonal basis elements mixed moments (wich appear as a result of raising the U-statistic to the power). The difference between this expression and (13) is in the absence of some summands containing "diagonal" elements as multipliers. Since all the summands in the righthand side of (13) are non-negative, it is the upper bound for the mentioned mixed moments, and consequently, the moment
does not exceed the expression obtained in lemma 1 as a bound of the corresponding mixed moment for sums. From this, the statement of Theorem 2 follows for the case (A), with the same constants as in Theorem 1. Now, let us consider the situation when condition (B) is satisfied. Notice that, by adding and subtracting diagonal summands, the expression
can be represented as a sum of products of the following values:
e i (X j ), 1 n n j=1 e i 1 (X j )e i 2 (X j ), . . . , 1 n k/2 n j=1 e i 1 (X j ) · · · e i k (X j ).
For convenience, let us denote the last of listed values as S n (i 1 , . . . , i k ). Thus, we represent the U-statistic as a sum of Von Mises statistics (of the same or less order and in our case, perhaps, non-canonical). Notice that the number of the summands here depends only on m. It is worth noting that the first summand in decomposition (19) is S n (i 1 ) · · · S n (i m ). Then we realize the proof in the same way as the proof of Theorem 1 for the case (II). The probability It is easy to see that beginning from some n for big enough x (independently on n) or for fixed x the expression in the index of the exponent does not exceed the value −α 2/m 16eC 2 ϕ .
Then it remains just to repeat the proof of Theorem 1 for this case. Theorem 2 is proved.
