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ABSTRACT 
The Bayesian estimation of the unknown parameters of state-space ( dynamical) systems has received 
considerable attention over the past decade, with a handful of powerful algorithms being introduced. In 
this paper we tackle the theoretical analysis of the recently proposed nonlineor population Monte Carlo 
(NPMC). This is an iterative importance sampling scheme whose key features, compared to conventional 
importance samplers, are (i) the approximate computation of the importance weights (IWs) assigned to 
the Monte Carlo samples and (ii) the nonlinear transformation of these IWs in order to prevent the de­
generacy problem that flaws the performance of conventional importance samplers. The contribution of 
the present paper is a rigorous proof of convergence of the nonlinear IS (NlS) scheme as the number of 
Monte Carlo samples, M, increases. Our analysis reveals that the NlS approximation errors converge to 0 
almost surely and with the optimal Monte Carlo rate of M-!. Moreover, we prove that this is achieved 
even when the mean estimation error of the IWs remains constant, a property that has been termed 
exact approximation in the Markov chain Monte Carlo literature. We illustrate these theoretical results 
by means of a computer simulation example involving the estimation of the parameters of a state-space 
model typically used for target tracking. 
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s. Introduction
The estimation of the static unknown parameters of state-space 
ynamic models is a classical problem in statistical signaJ process­
ng (1-6) which has also received considerable attention, very re­
ently, from the computational statistics community (7-9) (see also 
10) for a recent survey) partly because of the ubiquity of the prob­
em in science and engineering and partly because of the availabil­
ty of more powerful computational resources to address it.
The particle Markov chain Monte Carlo (pMCMC) method, orig­
nally proposed in (7), has gained popularity in the signal pro­
essing community (6,11-14). This is a Markov chain Monte Carlo 
MCMC) algorithm (15) where the target probability density func­
ion (pdf) is the posterior density of the unknown parameters
onditional on the available observations. This pdf is analyti­
ally intractable and, hence, it is approximated (for each ele­
ent of the chain) via particle filtering (16-20). The most popular
CMC schemes (including Metropolis and Metropolis-Hastings al­
orithms) admit a pMCMC implementation. A key feature of theseoethods is that they have the so-called exact approximation prop­
rty. This means that, even if the acceptance test of the MCMC 
lgorithm is only approximate (since the true target pdf is in­
ractable), the stationary distribution of the Markov chain is still 
he actual posterior density of the parameters. While popular, pM­
MC procedures suffer from the same limitations as regular MCMC 
chemes (15,21 ]: 
• Convergence of the chain is purely asymptotic and potentially
slow: we need to generate a chain that is long enough to con­
verge to its stationary distribution; then we need to generate
a sufficiently large number of additionaJ samples in the chain
to compute any desired estimators. There are no known con­
vergence rates, neither for the convergence of the chain to its
stationary distribution nor for the convergence of the resulting
Monte Carlo estimators.
• The Monte Carlo samples in the chain are correlated (hence the
difficulty to obtain theoretical convergence rates). Correlation
reduces the accuracy of estimators compared to methods that
produce independent samples.
• If the target pdf is multimodal. MCMC algorithms may get
trapped in local maxima of the function.
An alternative to pMCMC methods is to employ schemes based
n importance sampling (IS) (21 ]. This class of techniques includes 1
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θpopulation Monte Carlo (PMC) [22] , the sequential Monte Carlo
square (SMC 2 ) of [23] or the nested particle ﬁlter of [9] . In general,
IS methods aim at approximating a complicated, or directly in-
tractable, target probability distribution by generating Monte Carlo
samples from a simpler proposal distribution (different from the
target). The samples are assigned importance weights (IWs) in or-
der to account for the mismatch between the target and the pro-
posal. Note that, in the setup of interest in this paper, the target is
the posterior distribution of the unknown parameters of the state-
space model. 
The family of PMC methods includes adaptive IS schemes in
which the proposal functions used to generate the samples are im-
proved across a number of iterations [24–26] . The intuition behind
this approach is rather straightforward: if we are able to produce
an initial approximation of the target probability via IS, using some
starting proposal distribution, then we should be able to use that
approximation in order to design an improved proposal (e.g., closer
to the target) that we can use to apply IS again and obtain an
improved approximation. See [27–30] for recent applications, and
new developments, of this methodology in statistical signal pro-
cessing. 
The SMC 2 method is a generalisation of the iterative batch im-
portance sampling (IBIS) algorithm of [31] . It mimics the standard
particle ﬁlter, but the Monte Carlo samples are drawn from the
space of the (static) parameters and they are sequentially updated
using a pMCMC kernel. All these methods, including SMC 2 , are
batch, meaning that the whole record of observations is typically
processed many times. A purely recursive version of the SMC 2 al-
gorithm has been proposed in [9] . The reduction in computational
complexity, however, is obtained at the expense of a reduction in
the convergence rate of the algorithm. It is worth mentioning that
all these techniques (including pMCMC) can be ﬁt within the the-
oretical framework of sequential Monte Carlo samplers introduced
in [32] . 
The key feature of IS-based methods is the use of almost-
arbitrary proposal functions to generate Monte Carlo samples and
the computation of IWs for these samples. While this is a very
ﬂexible approach, it suffers from the well-known problem of de-
generacy of the IWs [8,18,21,33] : when the target pdf is concen-
trated in a very small region of the space of the unknowns, the
largest IW tends to be orders of magnitude greater than all other
IWs. As a result the IS-based scheme practically yields a degener-
ate one-sample approximation. 
In this paper we address the analysis of the nonlinear popu-
lation Monte Carlo (NPMC) algorithm proposed in [8] . This is a
PMC-type method, in which the proposal functions are adapted
(intuitively, to be closer to the target) through an iterative scheme.
The key feature of the NPMC algorithm is that the IWs undergo a
nonlinear transformation to control their variance and, in this way,
mitigate the degeneracy problem. In [8] it was proved that the ap-
proximation of the target distribution produced at each iteration
of the NPMC method converges asymptotically, with the number
of Monte Carlo samples M , and almost surely (a.s.). Therefore, the
weight transformation preserves asymptotic convergence, while it
has been shown through numerical examples that performance for
ﬁnite M is consistently improved compared to conventional PMC
procedures. The analysis in [8] , however 
• relies on the exact computation of the IWs, which is not feasi-
ble for general state-space models,
• and does not provide explicit convergence rates 1
In this paper we analyse the performance of NPMC methods
for the Bayesian estimation of the unknown parameters of state1 Error rates are found in [8] for convergence in probability (not for almost sure
onvergence) when the IWs are computed exactly.
π  
ipace models. In the vein of [8] , we focus on the convergence of
he IS estimators with transformed weights, for a ﬁxed iteration, as
he number of samples is increased (we do not analyse the con-
ergence of the iterative process for a ﬁxed number of samples).
ased on an unbiasedness property of particle ﬁlters, we prove
hat IS with nonlinearly-transformed IWs also yields asymptotic
onvergence when the weights are approximate, i.e., computed via
 particle ﬁlter with a ﬁxed computational budget that introduces
on-vanishing errors. In other words, we prove that the nonlinear
mportance sampler enjoys the same exact approximation property
s pMCMC and SMC 2 algorithms. Moreover, the analysis of this pa-
er also extends considerably the results of [8] by obtaining an
xplicit (and almost sure) estimation error rate of order M −
1 
2 
+ ,
here  > 0 is an arbitrarily small constant. This result holds for
pproximate weights and under mild assumptions typical of clas-
ic IS analyses. It is worth mentioning that the analytical approach
eveloped in this paper can be applied, in a rather natural way, to
he study of recently proposed PMC-like algorithms [28,34] when
he target distribution is the posterior density of the parameters of
 state space model. 
The rest of the paper is organised as follows. The necessary
ackground material, including notation, state-space models and
article ﬁlters, is presented in Section 2 . The nonlinear IS scheme
nd its iterative implementation (the NPMC algorithm) are detailed
n Section 3 for the case in which the target probability distribution
s the posterior distribution of the unknown parameters of a state-
pace model. In Section 4 we introduce the new analytical results
n the convergence of nonlinear importance samplers, which is the
ain contribution of the paper. We illustrate the exact approxima-
ion property, and numerically compare the NPMC algorithm with
 pMCMC scheme through computer simulations for a target track-
ng model in Section 5 . Finally, some brief concluding remarks are
ade in Section 6 . 
. Background and problem statement
.1. State-space model 
A Markov state-space model consists of two sequences of ran-
om variables (r.v.’s), { x n } n ≥0 and { y n } n ≥1 . The ﬁrst sequence, { x n },
s termed the system state. We assume it takes values on some
pace X ⊆ R d x , hence x n is a random d x ×1 vector. The state dy-
amics are described by a prior probability measure K 0 ( d x 0 ) and
 sequence of Markov kernels K n,θ (d x n | x n −1 ) that depend on a pa-
ameter vector θ ∈ S ⊂ R d θ . In this paper, θ is assumed unknown
nd modelled as a random vector, with prior pdf p 0 ( θ ) with re-
pect to (w.r.t.) the Lebesgue measure. The support set of the pa-
ameter vector, S , is assumed to be compact. 
The state x n cannot be observed directly. Instead, some noisy
bservations y n ∈ Y ⊆ R d y , n = 1 , 2 , . . . , are collected. We note that
 n is a d y ×1 vector, with d y  = d x in general. 
We assume that the observations are conditionally independent
iven the system states and the parameter vector θ , with a con-
itional pdf w.r.t. the Lebesgue measure, denoted l n, θ ( y n | x n ) > 0,
hich depends on the parameter vector θ as well. 
.2. The optimal ﬁlter and its Monte Carlo approximation 
Let y 1: n = { y 1 , . . . , y n } denote the sequence of observations col-
ected up the time n . The posterior probability measure of the state
 n conditional on the observations y 1: n and the parameter vector
is denoted πn, θ , i.e., for any Borel set A ⊂ X , 
n,θ (A ) = 
∫ 
A
πn,θ (d x ) (1)
s the posterior probability of the event “x n ∈ A ”, given θ and y . 1: n 
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cSimilarly, ξ n, θ denotes the posterior probability measure of x n 
onditional on θ and y 1: n −1 (i.e., not including y n ). This is often
eferred to as the one-step-ahead predictive measure. For a Borel
et A ⊂ X , 
n,θ (A ) = 
∫ 
A
ξn,θ (d x ) (2)
s the posterior probability of the event “x n ∈ A ”, given θ and y 1: n −1 .
We refer to πn, θ as the optimal ﬁlter conditional on the param-
ter vector θ . It is not possible, in general, to obtain either πn, θ or
n, θ in closed-form (with the notable exception of linear-Gaussian
tate space models, for which πn, θ and ξ n, θ are computed re-
ursively and exactly using the Kalman ﬂter [35] ) and, therefore,
umerical approximation algorithms are needed. One of the most
opular schemes is the standard particle ﬁlter, also known as boot-
trap ﬁlter (BF) [16,18,36] . 
The BF with N particles (i.e., Monte Carlo samples on the state
pace X ) conditional on a given parameter vector θ can be brieﬂy
utlined as follows. 
1. Initialisation. Draw N samples x 1 0 , . . . , x 
N 
0 from the prior dis-
tribution K(d x 0 ) . The particle approximation of π0 ,θ (d x 0 ) ≡
K 0 (d x 0 ) is 
πN 0 ,θ (d x 0 ) = 
1 
N 
N ∑ 
i =1
δx i 
0 
(d x 0 ) , (3)
where δ
x i 
0 
denotes the Dirac delta measure centred at x i 
0 
∈ X .
2. Recursive step. Given the approximation πN
n −1 ,θ (d x n −1 ) =
1 
N
∑ N 
i =1 δx i 
n −1
(d x n −1 ) , take the following steps: 
(a) Randomly propagate each particle using the Markov kernel
in the model, i.e., draw ˜ xi n from K n,θ (d x n | x in −1) , i = 1 , . . . , N.
(b) Compute IWs, ˜ ui n = l n,θ (y n | ˜ xi n ) , for i = 1 , . . . , N, and
(c) normalise them as
u i n = 
˜ ui n ∑ N
j=1 ˜ u
j
n
, i = 1 , . . . , N. (4)
(d) Resample: draw N times independently from the discrete
distribution ˜ πN 
n,θ
(d x n ) = 
∑ N 
i =1 u 
i 
n δ˜ xi n 
(d x n ) and denote the re-
sulting samples as { x i n } N i =1 . Construct the unweighted approx-
imation πN 
n,θ
(d x n ) = 1 N
∑ N 
i =1 δx i n (d x n ) . 
he resampling step (d) above can be implemented in a number of
ifferent ways (see, e.g., [37,38] or [20] for a brief survey of meth-
ds). Here, for simplicity, we have adopted a scheme which is often
eferred to as multinomial resampling [18,37] but most asymptotic
onvergence results hold true for several other schemes as well
38,39] . The measure-valued r.v. πN 
n,θ
is an approximation of the
ptimal ﬁlter πn, θ (conditional on θ ). Let us use the shorthand 
( f, π) = 
∫ 
f (x ) π(d x ) (5)
or the integral of a real function f : R d → R w.r.t. a measure π .
e note that when the measure is discrete, as it is the case with
N 
n,θ
, the integral reduces to a sum, hence 
( f, πN n,θ ) = 
∫ 
f (x n ) π
N 
n,θ (d x n ) = 
1 
N 
N ∑ 
i =1
f (x i n ) . (6)
nder very mild assumptions it can be shown that 
lim 
→∞
( f, πN n,θ ) = ( f, πn,θ ) (7)
lmost a.s. for any bounded function f : X → R [38,39] . Moreover,
f we denote || f || ∞ = sup | f (x ) | , E [ Z ] indicates the expected valuef a r.v. Z and || Z || p = (E[ | Z | p ]) 1 p is its L p norm ( p ≥1), then it can
e proved [40] that 
| ( f, πNn,θ ) − ( f, πn,θ ) || p ≤ C n || f || ∞√ 
N 
(8)
here C n is a constant independent of N . 
The algorithm also produces a Monte Carlo approximation of
he predictive measure ξ n, θ , namely 
N 
n,θ (d x n ) = 
1 
N 
N ∑ 
i =1
δ˜ xi n (d x n ) . (9)
f we write y = y 1: n for the complete sequence of observations up
o time n , it turns out that the conditional pdf of y given the pa-
ameter vector θ , denoted  ( y | θ ), can be written in terms of in-
egrals w.r.t. to the predictive measures ξ k, θ , k = 1 , . . . , n . To be
peciﬁc, 
 (y | θ ) =
n ∏ 
k =1
(l k,θ (y k |·) , ξk,θ ) , (10)
here 
(l k,θ (y k |·) , ξk,θ ) =
∫ 
X 
l k,θ (y k | x k ) ξk,θ (d x k ) . (11)
The conditional pdf  ( y | θ ) is the likelihood of the parameter
ector θ given the available data y and the BF yields the straight-
orward estimator 
 
N (y | θ ) =
n ∏ 
k =1
(l k,θ (y k |·) , ξN k,θ ) (12)
hich can be shown to be unbiased (i.e., E[  N (y | θ )] =  (y | θ ) ) un-
er very mild assumptions ( [39] , Theorem 7.4.2). 
.3. Problem statement 
Let y = { y 1 , . . . , y R } be the available data set, with R < ∞ . Our goal
s to approximate the probability measure associated to the poste-
ior pdf of the parameter vector, θ , given the data, y . We denote
his pdf as p ( θ | y ) and it is straightforward to show, using Bayes’
heorem, that 
p(θ | y ) ∝  (y | θ ) p 0 (θ ) (13)
here, we recall, p 0 ( θ ) is the prior pdf of θ . 
In the next section, we describe an iterative importance sam-
ling algorithm, originally introduced in [8] , for the approximation
f p(θ | y ) d θ . 
. Algorithm
.1. The procedure 
The NPMC algorithm of [8] is an iterative importance sampling
IS) scheme that seeks to approximate a target probability distribu-
ion, in our case given by the posterior pdf p ( θ | y ), using weighted
onte Carlo samples. It generates a sequence of proposal pdf’s
 k ( θ ), k = 1 , . . . , K, from which samples can be drawn and impor-
ance weights (IWs) can be computed. This sequence of propos-
ls is expected to yield increasingly better approximations of the
arget as the algorithm converges. The key feature of the NPMC
ethod, which departs from the classical PMC technique of [22] ,
s to compute a set of transformed importance weights (TIWs) by
pplying a nonlinear function to the standard IWs. The aim of this
ransformation is to mitigate the well-known problem of the de-
eneracy of the IWs (common to many IS methods, see [8,18] ) by
ontrolling the weight variability. 3
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θ  For the case of general state space models, an additional dif-
ﬁculty encountered when trying to estimate the unknown model
parameters (denoted θ in our setup) is that the likelihood  ( y | θ ) is
intractable 2 . In the last few years, though, it has become a com-
mon approach to approximate this likelihood via particle ﬁltering
(PF) (see, e.g., [7,8,23,42] ). To be speciﬁc, we let  N ( y | θ ) stand for
the approximation of  ( y | θ ) computed using a standard bootstrap
ﬁlter (BF) [16,43] with N particles (see Eq. (12) in Section 2.2) . One
key feature of this approach, that we exploit for our analysis in
Section 4 , is that  N ( y | θ ) can be proved to be an unbiased estima-
tor of  ( y | θ ) [39,44] . Note that, since this property holds for a more
general class of particle ﬁlters [39] , the BF can be replaced by more
eﬃcient algorithms that reduce the running times or improve the
accuracy of the likelihood estimates. For simplicity, however, we
assume that  N ( y | θ ) is computed via a simple BF in the rest of this
paper. 
The NPMC algorithm applied to a state space model, with K it-
erations, M Monte Carlo samples per iteration, plain Gaussian pro-
posals { q k } k ≥1 , and approximate likelihoods is outlined below. 
Initialisation . Draw M i.i.d. samples θ1 
0 
, θ2 
0 
, . . . , θM 
0 
from the
prior pdf p 0 ( θ ). Then, 
1. compute non-normalised IWs ˜ w i 
0 
∝  N (y | θ i 
0 
) , i = 1 , . . . , M,
2. compute TIWs as ˆ w i 
0 
= T M
(
i, { ˜  w j 
0 
} M 
j=1
)
, where T M : { 1 , . . . , M} ×
{ ˜  w j 
0 
} M 
j=1 → [0 , + ∞ ) is a nonlinear transformation, and
3. normalise the TIWs, w i 
0 
= ˆ w
i
0 ∑ M 
j=1 ˆ  w
j 
0
, i = 1 , . . . , M.
Iteration . For k = 1 , . . . , K, take the following steps:
1. Let q k (θ ) = N (θ | μk , k ) be a multivariate Gaussian pdf with
mean vector and covariance matrix obtained, respectively, as
μk = 
M ∑ 
i =1
w i k −1 θ
i 
k −1 and k =
M ∑ 
i =1
w i k −1 
(
θ ik −1 − μk 
)(
θ ik −1 − μk 
)
.
(14)
Note that the random variates θ i 
k −1 , i = 1 , . . . , M, are d θ ×1 vec-
tors. The superscript  denotes transposition. 
2. Draw i.i.d. samples θ i 
k 
, i = 1 , . . . , M, from q k ( θ ).
3. Compute IWs, ˜ w i 
k 
=  
N (y | θ i 
k 
) p 0 (θ
i 
k 
) 
q k (θ
i 
k 
) 
, i = 1 , . . . , M. 
4. Compute TIWs, ˆ w i 
k 
= T M
(
i, { ˜  w j 
k 
} M 
j=1
)
, i = 1 , . . . , M, using the
same nonlinear map as for k = 0 . 
5. Normalise the TIWs, w i 
k 
= ˆ w
i
k∑ M 
j=1 ˆ  w
j 
k
, i = 1 , . . . , M. 
3.2. Remarks 
The NPMC algorithm described above is an adaptive IS algo-
rithm where the proposal pdf q k (θ ) = N (θ | μk , k ) is updated at
each iteration k (see Eq. (14) above). The intuition is that using
the latest Monte Carlo approximation of the posterior distribution,
given by the weighted sample { θ i 
k −1 , w 
i 
k −1 } M i =1 , we should obtain a
proposal q k that is closer to the target than its predecessor q k −1 .
Hence, as we obtain a better Monte Carlo approximations we can2 An alternative approach to problems involving intractable likelihoods, where IS
or MCMC schemes are not easy to use, is the so-called approximate Bayesian com- 
putation (ABC) method [41] . In most scenarios where ABC has been applied, the
intractability stems from the lack of a suitable model for the data (hence there is no
likelihood ). In such case, the ABC approach involves (i) proposing candidate values
for θ , (ii) simulating synthetic data ˜  y for each candidate θ and (iii) comparing them
to the actual data y by means of a heuristically-deﬁned distance. Compared to IS
methods, there are no weights and the use of a this heuristic distance replaces the
model-based likelihood  ( y | θ ).
o
M
 
 
m  onstruct a better proposal which, in turn, should yield a better
onte Carlo approximation at the next iteration. Note, however,
hat the sequence of proposals does not necessarily converge to the
df p ( θ | y ), since q k ( θ ) and p ( θ | y ) may belong to different families
for example, the q k ’s in Section 3.1 are Gaussian while p ( θ | y ) may
e multimodal). In the sequel we focus on the issue of the conver-
ence of the Monte Carlo approximation of the posterior distribu-
ion as the sample size M increases and k is kept ﬁxed. 
The role of the nonlinear transformation T M is to reduce the
ariability of the weights which, in turn, affects the variance of the
stimators computed from the weighted sample { θ i 
k −1 , w 
i 
k −1 } M i =1 . It
as been found numerically, for several different exam ples [45] ,
hat the use of TIWs instead of standard IWs increases the effec-
ive sample size (ESS) [33] . Here, we follow [8] and choose the
onlinear map T M as a “clipping” transformation. In particular, let
 1 , i 2 , . . . , i M be a permutation of the indices 1 , 2 , . . . , M such that
he IWs become ordered, namely ˜ w 
i 1 
k 
≥ ˜ w i 2 
k 
≥ · · · ≥ ˜ w i M 
k 
. The clip-
ing transformation T M , with parameter 1 ≤ M c ≤
√ 
M , ﬂattens the
 c largest IWs and makes them equal to the M c -th non-normalised
W, ˜ w 
i M c 
k 
. Speciﬁcally, for each j = 1 , . . . , M, we obtain 
ˆ  j 
k 
= T M 
(
j, { ˜  w l k } Ml=1
)
=
{
˜ w 
i M c 
k 
, if ˜ w j 
k 
≥ ˜ w i M c 
k 
,
˜ w j 
k 
, if ˜ w j 
k 
< ˜ w 
i M c 
k 
,
. (15)
ther choices of T M are possible. For example, a tempering trans-
ormation of the form ˆ w i 
k 
= 
(
˜ w i 
k 
)k , where 0 < k < 1, is also inves-
igated in [8] . However, this transformation makes the algorithm
arder to tune. In particular, the performance of the NPMC scheme
ith tempering is sensitive to the choice of the sequence of ex-
onents 0 , 1 , . . . , k , . . . , a problem similar to the “scheduling”
f simulated annealing algorithms [21] . Moreover, this choice is
odel dependent (a certain sequence of k ’s may work well for
ne state space model and not for others). The clipping transfor-
ation, on the other hand, is easier to tune. Any value M c ≤
√ 
M
uarantees convergence and, in practice, performance has been
ound to be stable across a broad range of values of this param-
ter [45] . The choice of Gaussian proposals (in step 1 of the Itera-
ion ) is made merely for simplicity. Other (more eﬃcient) possibil-
ties exist, but we stick to this formulation as it is suﬃcient for the
urpose of this paper. 
Given A ⊆ S , being S the support set of the parameter vector
described in Section 2 , let μy (A ) = 
∫ 
A p(θ | y ) d θ denote the pos-
erior probability measure (conditional on the observed data y ) as-
ociated to the parameter vector θ . This measure yields the full
robabilistic description of θ given the available observations. At
ach iteration k , the NPMC method yields a random, discrete ap-
roximation of the form 
M 
y ,k (d θ ) = 
M ∑ 
i =1
w i k δθ i k 
(d θ ) , (16)
here δθ i 
k 
denotes the Dirac delta measure centred at θ i 
k 
. Given
16) it is possible to approximate any moments of μy . For example,
the posterior mean,
ˆ ∗ = 
∫ 
S
θμy (d θ ) ≈ ˆ θM k = 
M ∑ 
i =1
θ i k w 
i 
k , (17)
r its associated mean square error (MSE), 
SE ( ˆ  θ∗) = 
∫ 
S
‖ θ − ˆ θ∗‖ 2 μy (d θ ) ≈ MSE ( ˆ  θM k ) = 
M ∑ 
i =1
w i k ‖ θ i k − ˆ θM k ‖ 2 . 
(18)
In the next section we analyse the convergence of the approxi-
ate measure μM 
y ,k
as M → ∞ in a single iteration (i.e., for a given4
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‖ ) when the number of particles N used to approximate the likeli-
ood via the BF (i.e., the estimate  N ( y | θ ) of  ( y | θ )) is kept constant
nd ﬁnite. 
. Analysis
Consider a single iteration k in the NPMC algorithm, with a
xed importance density q k ≡ q . We refer to the random mea-
ure μM 
y ,k 
(d θ ) = ∑ M i =1 w i k δθ i 
k 
(d θ ) computed via the TIWs w i 
k 
, i =
 , .., M, as a nonlinear importance sampling (NIS) approximation
f μy (d θ ) . Our aim in this section is to assess whether μM y ,k (d θ )
onverges towards the true measure μy (d θ ) or not as M → ∞ . To
o this, there are two issues that need to be handled and make the
nalysis more diﬃcult compared to a conventional IS method (that
elies on the standard IWs, rather than the TIWs). These issues are:
(i) the distortion in the Monte Carlo approximation due to the
clipping of the weights, which introduces additional bias (com-
pared to the use of standard IWs); and
ii) the impossibility to compute the IWs, and hence the TIWs, ex-
actly, since the likelihood  ( y | θ ) is intractable and we work
with the particle approximation  N ( y | θ ) instead.
In [8] it was proved that, when the IWs can be computed
xactly, the NIS approximation converges almost surely (a.s.) to-
ards the target probability measure as M → ∞ , which accounts
or (i) above. 3 The problem of the approximate computation of
he weights was partially addressed in [46] , for a relatively simple
ase where the errors in the IWs where assumed deterministic and
ounded. However, the estimation problem studied in [46] (param-
ter estimation for α-stable distributions using iid data) did not
nvolve any dynamics and the convergence analysis only showed
n upper bound for the approximation errors that included a de-
erministic constant, namely a non-vanishing term proportional to
he approximation error of the IWs. 
Here, we show stronger analytical results that ensure the al-
ost sure convergence of the NIS approximation when M → ∞
nd the likelihood function can only be estimated as  N ( y | θ ), i.e.,
sing a BF with a ﬁnite and ﬁxed number of particles N . Un-
er assumptions which are standard in the classical IS theory, we
rove that integrals of the form
∫ 
f (θ ) μM 
y ,k 
(d θ ) converge towards
 
f (θ ) μy ,k (d θ ) a.s. as M → ∞ and provide explicit error rates. 
.1. Notation 
Since we focus our attention in the NIS scheme alone, i.e., a
ingle iteration of the proposed algorithm, in the remaining of this
ection we drop the iteration index k . Hence, we assume a ﬁxed
mportance density q ( θ ), from where M independent Monte Carlo
amples, θ1 , θ2 , . . . , θM , are drawn. Since the observations y are as-
umed arbitrary but ﬁxed, we drop them from the likelihood nota-
ion and write 
 (θ )   (y | θ ) and  N (θ )   N (y | θ ) . (19)
imilarly, we simplify the notation for the posterior pdf and write
p(θ ) = p(θ | y ) and μ(d θ ) = μy (d θ ) . Then, the non-normalised IWs
re approximated as 
˜  i = g N (θ i )   
N (θ i ) p 0 (θ i ) 
q (θ i ) 
, (20)
here we have introduced the weight function g N   N p 0 / q as a
horthand. This weight function is a random approximation of the
eterministic function g = p /q . The support of g is the same0 
3 The analysis of [8] does not provide an error rate, though. Such rate is explicitly
erived in this paper
 
s  
a  
ws the support of q ,  and p 0 , denoted S ⊆ R d θ . We assume that
 ( θ ) > 0 for every θ ∈ S as well (a standard assumption in classical
S). It is also apparent that p ∝ gq , where p is the posterior pdf, and
he proportionality constant is independent of θ . 
The non-normalised TIWs computed via the clipping function
15) are denoted
ˆ  i = [ T M ◦ g N ](θ i ) , (21)
here ◦ represents function composition and we omit the index
rgument of (15) for conciseness (its value is clear from the no-
ation in any case). The normalised TIWs are w i = ˆ wi ∑ M 
j=1 ˆ  w j 
, and
hey are used to compute the approximate measure μM (d θ ) =
 M 
i =1 δθ i (d θ ) w 
i .
.2. Assumptions and preliminary results 
Let the state sequence { x n } n ≥0 take values on X ⊆ R d x . We
ake the following classical assumptions on the conditional pdf
f the observations y n , n = 1 , 2 , . . . , R, the prior density of the pa-
ameters, p 0 ( θ ), and the importance function q ( θ ). 
ssumption 1. (A.1) The observation sequence y 1: R is arbitrary
ut ﬁxed. The functions l n (y n |·) : X → (0 , ∞ ) , n = 1 , 2 , . . . , R, are
niformly bounded, i.e., there exists a ﬁnite and positive constant
 l ‖ ∞ such that 
 l‖ ∞ = sup 
n ≥1 , x n ∈X ,θ∈ S 
l n,θ (y n | x n ) < ∞ . (22)
ssumption 2. (A.2) The ratio of pdf’s 
p 0 (θ ) 
q (θ )
is bounded on S , i.e.,
here exists a positive and ﬁnite constant 
∥∥ p 0 
q 
∥∥
∞ such that
p 0 
q 
∥∥∥
∞ 
= sup 
θ∈ S
∣∣∣∣ p 0 (θ ) q (θ ) 
∣∣∣∣ < ∞ . (23) 
emark 1. Assumption A.1 states that the likelihood function
 n, θ ( · | x n ) should be uniformly bounded and assumption A.2 is
lassical in IS as it states that the proposal function should have
eavier tails that the target density. In many practical problems it
s natural to determine a priori a closed range of values for the
arameters of interest (e.g., the minimum radio-signal power that
 sensor can measure is not arbitrarily low, due to obvious physi-
al limitations) and this often translates into a support set S that
s compact. In that case, the regularity assumptions A.1 and A.2
re more easily satisﬁed. For example, A.2 holds whenever both
 0 ( θ ) < ∞ and q ( θ ) > 0 in S , irrespective of the decay of their tails.
n other cases, one may also choose S to exclude singular points of
 n, θ ( · | x n ) and ensure that A.1 holds. 
The following lemma plays a key role in the asymptotic conver-
ence analysis of the approximation μM (d θ ) . It states that  N ( θ )
s an unbiased estimator of the likelihood  ( θ ) and enables us to
how that the NIS scheme converges when M → ∞ , even if the
umber of particles N in the approximation  N ( θ ) remains ﬁnite
nd constant. 
emma 1. If Assumption 1 holds then 
ax {  (θ ) ,  N (θ ) } ≤ ‖ l‖ R ∞ < ∞ and E 
[
 N (θ ) 
]
=  (θ ) (24)
ndependently of N. 
roof. From the deﬁnition of  ( θ ) in Eq. (10) and its estimator
 
N ( θ ) in Eq. (12) , it is clear that both  (θ ) ≤ ‖ l‖ R ∞ and  N (θ ) ≤
 l‖ R ∞ when R is the number of available observations. 
The equality E 
[
 N (θ ) 
]
=  (θ ) (i.e.,  N ( θ ) is unbiased) has been
hown to hold in [39, Theorem 7.4.2] . See also [44, Lemma 2] for an
lternative proof that does not rely on the Feynmann-Kac frame-
ork of [39] . 5
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‖The result below is adapted from [ 47 , Lemma 4.1]. When αM is
a random approximation of some real magnitude α, it enables us
to guarantee the convergence of the random error | αM − α| when-
ever E[ | α − αM | p ] → 0 suﬃciently fast and for suﬃciently large p ,
where E [ · ] denotes expectation w.r.t. the distribution of the r.v.
αM . 
Lemma 2. Let { αM } M ≥1 be a sequence of non-negative r.v.’s such
that, for every p ≥4, 
E 
[ (
αM 
)p ] ≤ c 
M 
p 
2 −ν
(25)
where c < ∞ and 0 ≤ν < 1 are constants independent of M. Then, for
every  ∈ (0 , 1 2 ) there exists an a.s. ﬁnite r.v. U  independent of M
such that 
θM ≤ U 
M 
1 
2 −
.
Proof. See Appendix A . The proof follows closely the argument in
[ 47 , Lemma 4.1], although the statement in that paper differs from
Lemma 2 in the exponent of M on the right hand side of inequality
(25) . 
4.3. Asymptotic convergence, error rates and exact approximation 
In the sequel we look into the approximation of integrals of the
form 
( f, μ) 
∫ 
S
f (θ ) μ(d θ ) , (26)
where f is a bounded real function on the parameter space S . We
use ‖ f ‖ ∞  sup θ∈ S | f (θ ) | < ∞ to denote the supremum norm of
a bounded function, while the set of bounded functions on S is
denoted B (S ) . The approximations of interest are 
( f, μ) ≈ ( f, μM ) = 
M ∑ 
i =1
f (θ i ) w i , (27)
for any f ∈ B (S ) . 
The following theorem yields an explicit upper bound for the
(random) approximation error | ( f, μM ) − ( f, μ) | . The bound is pro-
portional to M −
1 
2 
+  (for an arbitrarily small  > 0) and, therefore,
it vanishes as M → ∞ , independently of the number of particles N
used in the approximate likelihoods  N ( θ i ). 
Theorem 1. Assume that A.1 and A.2 hold, M c ≤
√ 
M and∫ 
S  (θ ) p 0 (θ ) d θ = (, p 0 ) > 0 . Then, for every  ∈ 
(
0 , 1 2 
)
(arbitrarily
small) and every f ∈ B (S ) there exists a positive and a.s. ﬁnite r.v.
V f ,  , independent of M and M c , such that 
| ( f, μM ) − ( f, μ) | ≤ V f,
M 
1 
2 −
. (28)
In particular, lim M→∞ | ( f, μM ) − ( f, μ) | = 0 a.s. 
Proof. Recall the intractable weight function g = p 0 /q and its ran-
dom estimator g N =  N p 0 /q . The integral of any f ∈ B (S ) w.r.t. the
posterior measure μ(d θ ) ∝  (θ ) p 0 (θ ) d θ can be written as 
( f, μ) = ( f g, q )
(g, q ) 
(29)
by simply noting that g(θ ) q (θ ) =  (θ ) p 0 (θ ) . Similarly, for the ran-
dom measure μM (d θ ) we can write 
( f, μM ) = ( f [ T M ◦ g 
N ] , q M ) 
(T M ◦ g N , q M ) 
(30)
where q M (d θ ) = 1 M 
∑ M 
i =1 δθ i (d θ ) is the Monte Carlo approximation
of the proposal distribution (with pdf q ( θ )) and ◦ denotes compo-
sition of functions, hence [ T M ◦ g N ](θ i ) = T M (g N (θ i )) is the trans-
formed weight associated to θ i . Given Eqs. (29) and (30) it is straightforward to show that 
( f, μM ) − ( f, μ) = ( f [ T M ◦ g 
N ] , q M ) − ( f g, q )
(g, q ) 
+( f, μM ) (g, q ) − (T M ◦ g 
N , q M ) 
( g, q ) 
. (31)
ince ( f, μM ) ≤‖ f ‖ ∞ < ∞ and (g, q ) = (, p 0 ) , where (  , p 0 ) > 0 by
ssumption, Eq. (31) readily yields 
 ( f, μM ) − ( f, μ) | ≤ 1 
(, p 0 ) 
∣∣( f [ T M ◦ g N ] , q M ) − ( f g, q ) ∣∣
+ ‖ f‖ ∞ 
(, p 0 ) 
∣∣(T M ◦ g N , q M ) − (g, q ) ∣∣ (32)
nd, therefore, the problem of calculating bounds for | ( f, μM ) −
( f, μ) | reduces to the problem of computing bounds for errors of
he form 
 (b[ T M ◦ g N ] , q M ) − (bg, q ) | , (33)
or b ∈ B (S ) . 
Choose any b ∈ B (S ) . A simple triangle inequality yields 
 (b[ T M ◦ g N ] , q M ) − (bg, q ) | ≤ | (b[ T M ◦ g N ] , q M ) − (bg N , q M ) |
+ | (bg N , q M ) − (bg, q ) | . (34)
t is straightforward to obtain an upper bound for the ﬁrst term on
he right hand side of the inequality (34) . Indeed, by construction
f T M (see Eq. (15) ) we readily obtain 
 (b[ T M ◦ g N ] , q M ) −(bg N , q M ) | = 
∣∣∣∣∣ 1 M 
M c ∑ 
r=1 
b(θ i r ) 
[
g N (θ i M c ) −g N (θ i r ) 
]∣∣∣∣∣
≤ 2 ‖ l‖ R ∞ 
∥∥∥ p 0 
q 
∥∥∥
∞ 
‖ b‖ ∞ M c
M 
(35)
here the inequality follows from the bound g N ≤ ‖ l‖ R ∞ 
∥∥ p 0 
q 
∥∥
∞ ,
hich is a straightforward consequence of assumptions A.1 and A.2
nd the deﬁnition of the estimate  N produced by the BF (see Eq.
12) ).
Finding a suitable bound for the second term on the right hand
ide of the inequality (34) takes some more effort. Choose, again,
ny b ∈ B (S ) . A simple triangle inequality yields 
 (bg N , q M ) −(bg, q ) | ≤| (bg N , q M ) − (bg, q M ) | + | (bg, q M ) − (bg, q ) | .
(36)
ince q M = 1 M 
∑ M 
i =1 δθ i , for the second term on the right hand side
f (36) we can write 
 
[| (bg, q M ) − (bg, q ) | p] = E 
[ ∣∣∣∣∣ 1 M 
M ∑ 
i =1
Z i 
∣∣∣∣∣
p ]
, (37)
here the r.v.’s 
 
i = b(θ i ) g(θ i ) − (bg, q ) , i = 1 , . . . , M, 
re independent, with zero mean (recall the θ ( i ) ’s are i.i.d. draws
rom q ) and bounded, because b is bounded and A.1 and A.2 imply
hat g < ‖ l‖ R ∞ ×
∥∥ p 0 
q 
∥∥
∞ < ∞ . Therefore, it is an exercise in combi-
atorics to show that [ ∣∣∣∣∣ 1 M 
M ∑ 
i =1
Z (i ) 
∣∣∣∣∣
p ]
≤
˜ cp ‖ l‖ Rp ∞ 
∥∥ p 0 
q
∥∥p 
∞ ‖ b‖ p ∞ 
M 
p 
2 
, (38)
here ˜ c is a constant independent of M and q . Combining
38) with (37) readily yields
 (bg, q M ) − (bg, q ) ‖ p ≤
˜ c‖ l‖ R ∞ 
∥∥ p 0 
q 
∥∥
∞ ‖ b‖ ∞ √ 
M 
. (39)6
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b  he inequality (39) holds for every p ≥1 and it implies, via
emma 2 with ν = 0 , that there exists an a.s. ﬁnite r.v. ˜ U b, > 0
uch that 
 (bg, q M ) − (bg, q ) | ≤ ˜ U b,
M 
1 
2 −
, (40)
here 0 <  < 1 2 is an arbitrarily small constant independent of M .
If we expand the ﬁrst term on the right hand side of (36) we
rrive at 
(bg N , q M ) − (bg, q M ) 
∣∣ = 
∣∣∣∣∣ 1 M 
M ∑ 
i =1
b(θ i ) 
(
g N (θ i ) − g(θ i ) 
)∣∣∣∣∣
= 
∣∣∣∣∣ 1 M 
M ∑ 
i =1
Z i N 
∣∣∣∣∣, (41) 
here the r.v.’s Z i 
N 
= b(θ i ) p 0 (θ i ) 
q (θ i ) 
(
 N (θ i ) −  (θ i ) 
)
, i = 1 , 2 , . . . , M, are
ndependent (because the samples θ1 , . . . , θM are independent)
nd zero mean, as a result of Lemma 1 . 4 Since they are also
ounded, namely | Z i 
N 
| ≤ ‖ b‖ ∞ ‖ l‖ R ∞ 
∥∥ p 0 
q
∥∥
∞ as a consequence of A.1
nd A.2, it is again an exercise to show that (41) implies 
 
[ ∣∣(bg N , q M ) − (bg, q M ) ∣∣p] ≤ c¯ p ‖ l‖ Rp ∞ 
∥∥ p 0 
q
∥∥p 
∞ ‖ b‖ p ∞ 
M 
p 
2 
(42) 
n the same manner as we obtained the inequality (38) . Resorting
gain to Lemma 2 , from (42) we deduce that there exists an a.s.
nite r.v. U¯ b, > 0 , independent of M , such that 
 (bg N , q M ) − (bg, q M ) | ≤ U¯ b,
M 
1 
2 −
, (43)
here 0 <  < 1 2 is an arbitrarily small constant independent of M .
Taking together (36), (40) and (43) we arrive at 
 (bg N , q M ) − (bg, q ) | ≤ U b,
M 
1 
2 −
, (44)
here U b, = ˜ U b, + U¯ b, ≥ 0 is an a.s. ﬁnite r.v. independent of M ,
nd  ∈ 
(
0 , 12
)
can be chosen to be arbitrarily small. 
Substituting the inequalities (35) and (44) back into the relation
34) we arrive at the bound
 (b[ T M ◦ g N ] , q M ) − (bg, q ) | ≤ 2 ‖ l‖ R ∞ 
∥∥∥ p 0 
q 
∥∥∥
∞ 
‖ b‖ ∞ M c 
M 
+ U b,
M 
1 
2 −
≤
˜ V b,
M 
1 
2 −
(45) 
here the second inequality follows from the assumption M c ≤
 
M and choosing ˜ V b, = 2 ‖ l‖ R ∞ 
∥∥ p 0 
q 
∥∥
∞ ‖ b‖ ∞ + U b, . Since the r.v.
 b ,  is a.s. ﬁnite, ˜ V b, < ∞ a.s. as well. 
To conclude the proof, we substitute the inequality (45) twice
nto the relation (32) . To be precise, we choose b = f ﬁrst and use
45) to obtain a bound for the ﬁrst term on the right hand side of
32) . Then, we choose b = 1 and apply (45) again to ﬁnd a bound
or the second term on the right hand side of (32) . As a result, we
rrive at
 ( f, μM ) − ( f, μ) | ≤ ˜ V f,
(, p 0 ) 
× 1
M 
1 
2 −
+ ‖ f‖ ∞ ˜  V 1 ,
(, p 0 ) 
× 1 
M 
1 
2 −
. (46)
ince (  , p 0 ) > 0 by assumption of Theorem 1 , taking 
 f, = 
1 
(, p 0 ) 
(
˜ V f, + ‖ f‖ ∞ ˜  V 1 ,
)
< ∞ a.s. (47) 
eads to the desired result and concludes the proof. 4 Note that E 
[
Z i N | θ i 
]
= b(θ i ) p 0 (θ i ) 
q (θ i ) 
E 
[
 N (θ i ) −  (θ i ) 
]
= 0 , because  N ( θ i ) is an unbi- 
sed estimator of  ( θ i ), hence E 
[
Z i N 
]
= E 
[
E 
[
Z i N | θ i 
]]
= 0 .
a
x.4. Discussion 
The proof of Theorem 1 relies on assumptions A.1 and A.2, as
 well as a property of the clipping transformation that is applied
o obtain the inequality (35) . The assumptions have already been
iscussed (see Remark 1 ); they are relatively mild and amount to
he classical assumptions in the analysis of standard IS algorithms.
The inequality (35) holds for the clipping scheme and any other
ransformation of the IWs that can be restricted to a subset of
 c < M samples. For example, Theorem 1 and its proof would still
old exactly if we apply a “soft clipping” transformation where the
 c ≤
√ 
M samples with the highest weights are assigned different
IWs (compared to the equal-weighting of (15) ). If the transforma-
ion T M is such that all the IWs can be transformed, i.e., ˜ w i k  = ˆ w i k in
eneral for every i , then we can still have the same type of error
ound as in Theorem 1 if we can guarantee that, for some constant
 < ∞ , 
D (M) 
M 
≤ c√ 
M 
, where D (M) = 
M ∑ 
i =1
| ˜  w i k − ˆ w i k | . (48)
eaker types of convergence can be obtained provided that
im M→∞ M c M = 0 for the clipping transformation (see the results in
8] ) or assuming lim M→∞ 
D (M) 
M = 0 for more general classes of non-
inearities.
emark 2. Finally, we draw attention to the fact that the error
 ( f, μM ) − ( f, μ) | vanishes a.s. when M → ∞ even if the number
f particles N in the BF remains ﬁxed and, hence,  N does not con-
erge to  . This property has been coined “exact approximation” in
he MCMC literature (see [7] ). 
. Computer simulations
.1. State-space model 
In order to illustrate the performance of the NPMC algorithm
nd the exact approximation property granted by Theorem 1 we
ave carried out computer simulations for the estimation of the
nknown parameters in a problem consisting of the tracking of a
arget moving over a region monitored by a network of sensors. 
.1.1. Target dynamics 
The target moves over a closed rectangular region R =
 −20 , +20] × [ −10 , +10] . When it hits the border of R , the target
ounces back in according to the law of reﬂection [48] . The state of
he system at time n is x n = 
[
r n 
v n 
]
∈ R 4 , where r n ∈ R is the target
osition and v n is its velocity. At time n = 0 , we assume a uniform
rior on R for the position and a zero-mean Gaussian distribution
or the velocity. To be speciﬁc, the prior probability measure is de-
ned as 
 0 (d x 0 ) = U(R ) ×N (0 , 1 
20 
× I 2 ) (49)
here I 2 is the 2 ×2 identity matrix, U(R ) is the uniform distri-
ution on R and N (m , C ) denotes the Gaussian distribution with
ean m and covariance matrix C . 
At time n > 0, the state vector x n evolves according to a
inear-Gaussian equation if the target position remains within the
ounded region R but it “reﬂects” back in when the target reaches
 border of R . Speciﬁcally, let 
˜ n = 
[
I 2 κI 2 
0 I 2 
]
x n −1 + u n , (50)7
Fig. 1. Wireless sensors network with a sample trajectory overimposed. The blue
squares mark the positions of the sensors, and the red diamond indicates the start- 
ing point of the trajectory, which is depicted as a black solid line. (For interpretation
of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
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 where u n ∼ N (0 , C ) is a Gaussian noise term with 0-mean and co-
variance matrix 
C = 
[
(κσ 2 u + σ 2 z ) I 2 0 
0 σ 2 u I 2 
]
, (51)
κ is a time-discretisation step (we assume κ = 1 in our simula-
tions), σ 2 u is a velocity variance parameter, and σ
2 
z is a position
variance parameter. The latter are assumed known and identical,
σ 2 u = σ 2 z = 10 −2 . If ˜ xn generated in this way is inside R , ˜ xn ∈ R ,
then x n = ˜ xn , otherwise x n = f (x n −1 ) , where f is the reﬂection
function detailed in Appendix B . Note that we do not provide an
expression for the kernel K n (d x n | x n −1 ) but have just described
how to draw samples from it instead. This is enough for the im-
plementation of the bootstrap ﬁlter and the PMC-like algorithms
to be evaluated in this section. 
For illustration, Fig. 1 depicts the region R and a sample trajec-
tory (i.e., a sequence of positions r 0 , r 1 , . . . ) which hits the borders
of R and is reﬂected back in at four different times. In the ﬁgure,
the starting target position is represented by a red diamond, the
direction of motion is indicated by arrows and the blue squares
represent the position of the sensors used to monitor the target
motion. 
5.1.2. Observations 
There are J sensors deployed in R and, at time n , each sensor
collects a measurement of the power of the radio signal transmit-
ted by the target. To be speciﬁc, the observation recorded by sen-
sor j at time n has the form 
y j,n = 10 log 
(
P t 
|| r n − s j || ν + ρ
)
+  j,n (52)
where P t is the power of the transmitted radio signal, s j is the loca-
tion of the j th sensor, || r n − s j || is the distance at time n between
the target and the sensor, ν > 0 is the path loss exponent, ρ is
the sensitivity of the sensor, i.e., the minimum power it can mea-
sure (note that y j,n → 10 log (ρ) +  j,n when || r n − s j || → ∞ ) and
 j,n ∼ N (0 , σ 2  ) is a Gaussian term accounting for observational er-
rors. We assume σ 2  = 1 is a known parameter. 
At each time instant n , a vector of J observations y n =
[ y 1 ,n , y 2 ,n , . . . , y J,n ] 
 ∈ R J is collected. The target is observed over m
time instants, and hence the available dataset is y = y 1: m . We set
m = 80 for our computer simulations. 
5.1.3. Problem statement 
Given the state space model described in Sections 5.1.1 and
5.1.2 above, we aim at estimating the unknown parameters P t , νnd ρ . All other parameters (namely the discretisation period κ
nd the relevant variances) are assumed known. For all computer
imulations we have set ground truth values P t = 0 . 8 , ν = 3 and
= 10 −5 for the parameters to be estimated. 
The three physical parameters P t , ν , and ρ are necessarily pos-
tive and, therefore, it is more convenient to address the estima-
ion of the logarithms of these parameters. Speciﬁcally, we apply
he NPMC algorithm (together with competing algorithms to be
escribed below) to approximate the posterior probability mea-
ure μy (d θ ) of the vector of unknowns θ = [ log P t , log ν, log ρ]  ∈
 
3 and we assume prior distributions of the form log P t ∼
 (−0 . 11 , 0 . 22) , log ν ∼ N (0 . 4 , 0 . 56) and log ρ ∼ N (−11 . 02 , 0 . 4) .
n natural units, the prior mean and variance of the parameters
re 1 and 0.25, respectively, for P t ; 2 and 3 for ν and 2 × 10 −5 and
 × 10 −10 for ρ . 
The likelihood  ( y | θ ) for the model does not have a closed form
nd, therefore, it is estimated using a BF, for the state space model
escribed in Sections 5.1.1 and 5.1.2 , to yield the approximation
 
N ( y | θ ) detailed in Section 2.2 . 
.2. Competing methods 
We have tackled this problem using 
• the NPMC method described in Section 3 ;
• a standard PMC procedure, that only differs from the above
NPMC method in that TIWs are not computed, and hence all
approximations rely on the conventional IWs;
• a particle Metropolis-Hastings (pMH) algorithm [7] ;
• the “Adaptive Multiple Importance Sampling” (AMIS) algorithm
described in [26] that differs from the standard PMC scheme
in that, at every iteration, the samples from previous iterations
are recycled by recomputing their weights with respect to the
current proposal (and all samples are used for estimation);
• the AMIS algorithm using TIWs (with the same clipping trans-
formation as in the NPMC scheme) in order to compute the
proposals, labeled NAMIS.
The proposal of the PMC-like algorithms at each iteration k is
 (multivariate) Gaussian distribution whose mean vector and co-
ariance matrix are computed using the samples and weights ob-
ained from the (k − 1) -th iteration (these weights are the stan-
ard IWs for PMC and AMIS, and the TIWs for the NPMC and
AMIS schemes). If the Gaussian distribution turns out to be de-
enerate, i.e., the covariance matrix is all-zeros, then the resulting
roposal function is a Dirac delta. This is not a valid proposal for IS
nd, in our simulations, we handle this scenario by using the same
ean vector but the prior covariance matrix of the parameters. 
The pMH is a representative of the class of particle MCMC
ethods [7] that have become popular in the past two years. It
enerates a Markov chain on the space of the unknown parameter
ector θ according to the following procedure: 
1. Draw θ0 ∼ p 0 ( θ ) from the prior distribution of the parameters
2. At the r -th iteration, and given the previous element θr−1 :
(a) Draw a tentative new element ˜ θr ∼ N (θr−1 , 2 10 C ) , where
both C = diag [ 0 . 22 , 0 . 56 , 0 . 4 ] and the scale factor 2 10 have
been empirically chosen to optimise the performance of the
algorithm. 
(b) Compute the (approximate) likelihood  N (y | ˜  θr ) and prior
density p 0 ( ˜  θr ) . The acceptance probability for ˜ θr is
αr = min 
(
1 , 
 N (y | ˜  θr ) p 0 ( ˜  θr ) 
 N (y | θr−1 ) p 0 (θr−1 )
)
(53)
(c) Draw u r ∼ U(0 , 1) . If u r < αr then θr = ˜ θr , else θr = θr−1 .8
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Fig. 2. MSE for several values of the number of samples per iteration of the PMC­
like algorithms, M. The PMC, NPMC, AMIS and NAMIS algorithms are iterated K = 
10 times. The pMH scheme generates a chain of length L = M x K. The curves are 
averaged over 1000 independent simulation runs. 
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then we generate a chain of length L using the procedure above 
e set a burn-in period of t hence estimates are computed from 
he samples 8L i J+l' . .. , Bt in the chain.
To compar/the pMH and PMC-like algorithms on a fair basis, 
e let L = M x K, where K is the number of iterations of the PMC. 
PMC, AMIS and NAMIS algorithms, and M is the number of sam­
les generated per iteration. 
All five methods (PMC, NPMC, AMIS, NAMIS, pMH) rely on a BF 
ith N particles for the computation of eN(yl8). The value of N is 
set for all algorithms as N = 100 unless explicitly stated otherwise. 
.3. Resu Its
Fig. 2 shows the evolution of the MSE of the posterior-mean es­
imators of the parameters produced bY the PMC, NPMC, AMIS, 
AMIS and pMH algorithms as the number of samples pe! it­
ration, M, is increased. If the posterior-mean estimate is 8/;1 = 
[eM 9M 9M JT (at the k-th iteration), then we recover parameter 1,k' 2,k' 3,k _ _ 
stimates in natural units, namely, � = exp{8r.k}, v/;1 = exp{Bfk} 
nd P/;1 = exp{8fk}. and then compute the MSE, which is av�raged 
ver a number of independent simulation runs (1,000 for this par­
icular computer experiment). 
The MSE for the NPMC algorithm in Fig. 2 is at least one or­
er of magnitude below the errors of the conventional PMC and 
he pMH algorithms for every tested value of M. For M = 200 sam­
les, for example, the MSE attained by the NPMC is � 1.08 x 10-2, 
hile for the standard PMC and pMH algorithms the errors are 
 3.18 x 10-1 and � 4.97, respectively. The clipping transformation 
lso yields a performance improvement in the case of the AMIS al­
orithm. In this example, the MSE is reduced from � 9.45 x 10-2, 
or the standard AMIS method, to 1.05 x 10-2 when TIWs are used 
or the computation of the proposaJ distributions. 
We have also evaluated the effective sample size (ESS) of the 
MC-based algorithms (including the AMIS and NAMIS schemes) 
s they are iterated. The ESS provides a measure of the number 
f samples with non-negligible weight, and it is usually defined 
s (33) 
1 
SS= . 2 tt, (w'} 
or the k-th iteration. 
Fig. 3 shows the ESS as a function of the iteration counter k 
with k = O corresponding to the first iteration, i.e., using the prior 
s a proposal). The algorithms are meant to be be compared pair-ise, i.e., PMC versus NPMC, and AMIS versus NAMIS. Although 
ll algorithms operate with a low ESS (because sampling from the 
rior is inefficient and yields a poor ESS= 1 for k = 0), in both 
ases we see that the nonlinear transformation over the IWs yields 
 significant increase in the ESS of the algorithms. After the 9-th 
teration, the ESS of the NPMC algorithm is � 60% larger than the 
SS of the PMC scheme. Similarly, the ESS of the NAMIS method 
mproves bY �40% over the ESS of the AMIS algorithm. 
Fig. 4 shows estimates of the marginal posterior pdrs of the 
hree unknown parameters (Pr, v and p) computed from the ran­
om measures µ�.K generated by the NPMC and NAMIS algorithms, 
ith M = 200 and K = 10, in a typical simulation run. Each plot 
n Fig.4 shows the prior for the parameter (in natural units, not 
ogarithmic) as a dashed black line, the true value as a solid ver­
ical line and the kernel density estimates (KDEs) of the marginal 
osterior pdf for the NPMC and the NAMIS algorithms as coloured 
olid lines. The KDEs are computed using a common Gaussian ker­
el with bandwidth 1.2. Both KDEs display modes which are well 
ligned with the true parameters, including the path-loss exponent 
, for which the true value is on the tail of the prior (see Fig.4c). 
ext, we investigate the length of the chain, L, which is required 
or the pMH algorithm to attain the same performance, in terms 
f MSE, as the NPMC algorithm. Fig. 5 shows the MSE of the pMH 
ethod for different chain lengths. Since L is the total number 
f generated samples, this should be compared with the number 
 x K of samples generated by the NPMC algorithm through K it­
rations. SpecificaJly, the performance of the NPMC algorithm for 
 = 500 samples and K = 10 iterations (500 x 10 = 5, OOO Monte 
arlo samples overall) is also indicated in the plot. It can be seen 
hat, in the pMH aJgorithm, chains that are around 500,000 sam­
les long are required to attain the same MSE as the NPMC al­
orithm (a 100-fold increase of the computational cost). While 
he parameters of the pMH scheme may be further tuned to im­
rove this performance, the gap between the algorithms is large 
nough to conclude that the NMPC method is more efficient in this 
xample. 
Finally, we examine the exact approximation property of the 
PMC scheme stated bY Theorem 1. Fig. 6 shows the MSE of the 
PMC algorithm versus the number of Monte Carlo samples, M, for 
ifferent values of N (the number of particles used bY the BF to ap­
roximate the IWs). While Theorem 1 guarantees that the approxi­
ation errors vanish as M ..... oo, even if N is fixed, it is reasonable 
o expect that for a fixed M < oo, greater values of N lead to bet­
er performance. This is shown, indeed, by Fig. 6. Note, however, 
hat the difference in performance is very small. For M = 1, OOO, 9
Fig. 4. Kernel density estimates of the marginal posterior pdf’s of the unknown parameters obtained using the NPMC and NAMIS algorithms. The true parameter values are
indicated as vertical solid lines. The prior densities are depicted as dashed curves. The densities were estimated using a Gaussian kernel with bandwidth 1.2.
Fig. 5. MSE for different values of the chain lengths, L , of the pMH algorithm. These
results have been averaged over 100 independent simulation runs.
Fig. 6. MSE vs. number of samples, M , attained by the NPMC algorithm with dif- 
ferent choices of the number of particles in the BF, N . The curves are averaged over
100 independent simulation runs.
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rthe gap between the MSE of the NPMC scheme with N = 400 and
the NPMC scheme with N = 50 is ≈ 6 × 10 −3 . 
6. Conclusion
We have rigorously proved, under mild assumptions, that non-
linear importance samplers with clipped IWs converge a.s. with
optimal Monte Carlo error rates even when the weights can only
be estimated (and have a positive, non-vanishing variance) as long
as these estimates are unbiased. Therefore, nonlinear importance
samplers can perform exact approximation in the same manner as,.g., particle MCMC schemes. Besides the theoretical contribution,
e have numerically shown that the proposed algorithm can be
ore eﬃcient than a particle Metropolis-Hastings algorithm of the
ame complexity for inference on a target tracking model.
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ppendix A. Proof of Lemma 2 
Let us choose an arbitrary constant ψ ∈ ( ν , 1) and deﬁne the
.v. U ψ,p = ∑ ∞ M=1 M p 2 −1 −ψ (αM ) p . If (25) holds, then the expectation
 [ U ψ , p ] is ﬁnite, as we prove in the sequel. Indeed, from Fatou’s
emma, 
 
[
U ψ,p 
]
≤
∞ ∑ 
M=1
M 
p 
2 −1 −ψ E 
[
(αM ) p 
]
(54)
≤ c 
∞ ∑ 
M=1
M ν−ψ−1 , (55)
here (55) follows from substituting (25) into (54) . Since we have
hosen ψ ∈ ( ν , 1), then it follows that −1 < ν − ψ < 0 and ν −
 − 1 < −1 , which ensures that ∑ ∞M=1 M ν−ψ−1 < ∞ and, therefore,
E [ U ψ , p ] < ∞ . Since E [ U ψ , p ] < ∞ , then U ψ , p < ∞ a.s.
For any given value of M , it is apparent from the deﬁnition of
 
ψ , p that 
 
p 
2 −1 −ψ (θM ) p ≤ U ψ,p 
nd, as a consequence, 
M ≤ (U 
ψ,p ) 
1
p
M 
1 
2 − 1+ ψp
= U 
M 
1 
2 −
(56)
here the equality in (56) follows from deﬁning   1+ ψ p and U  
(U ψ,p ) 
1
p . Since ψ < 1, it is suﬃcient to choose p ≥4 to ensure that
= 1+ ψ p < 1 2 . Also, since p can actually be chosen as large as we
ish, it follows that (56) holds for  > 0 as small as needed. 
ppendix B. Deﬁnition of function f ( ·) 
Let us denote the upper right, upper left, lower left and lower
ight vertices of the monitored region by, respectively, c , c , c 0 1 2 
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[nd c 3 . The sides of the rectangle, obtained by joining adjacent
ertices, are denoted l 0 = c 1 c 0 (top), l 1 = c 1 c 2 (left), l 2 = c 2 c 3 (bot-
om) and l 3 = c 3 c 0 (right). With this notation, Algorithm 1 can be
lgorithm 1 Generation of a sample x n ∈ R , conditional on x n −1 . 
1: Generate ˜ xn = [ ˜ r n , ˜  v n ]  , conditional on x n −1 , using Eq. (50).
2: If ˜ rn ∈ R then return x n = f (x n −1 ) = ˜ xn . Otherwise, continue. 
3: Compute the vectors 
q j = c j − r n −1 , j = 0 , 1 , 2 , 3 , and s = ˜  rn − r n −1 
and the corresponding angles 
s = ∠ (s ) ,  j = ∠ (q j ) , j = 0 , 1 , 2 , 3 ,
i.e., the angles of vectors s and q j , respectively, w.r.t. the hori-
zontal axis
4: Find j ∈ { 0 , 1 , 2 , 3 } such that  j < s < ( j+1) mod 4 and de-
compose ˜ rn as 
˜ rn = r n −1 + s ′ + s ′′ ,
where s ′ = ( j) s , s ′′ = (1 − ( j)) s and
( j) = 
{
(c j (2) − r n −1 (2)) / s (2) , for j = 0 , 2 
(c j (1) − r n −1 (1)) / s (1) , for j = 1 , 3 
(with b( j) denoting the j-th component of vector b). 
5: Compute the vector n j normal to l j (namely n 
 
j 
l j = 0 and
‖ n j ‖ = 1 ). Compute the new state vector x n = [ ˘r  n , ˘v  n ]  , where
r˘ n = r n −1 + s ′ + s ′′ − 2 n j n  j s ′′ , v˘ n = 
s ′′ −2 n j n  j s ′′ 
‖ s ′′ −2 n j n  j s ′′ ‖ ‖ ˜ vn ‖
6: return f (x n −1 ) = x n 
sed at time n to generate a sample x n = [ r  n , v  n ]  from x n −1 =
 r  
n −1 , v 
 
n −1 ] 
 . It accounts for the scenario in which the target hits
ne of the walls and deals with it by means of the law of reﬂection
48] .
We are implicitly assuming that r n ∈ R in step 5 above. If this
s not the case, i.e., r n / ∈ R , then steps 3–5 can be run again to
mplement a second reﬂection. 
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