Blockchain protocols are based on a distributed database where stored data is guaranteed to be immutable. The requirement that all nodes have to maintain their own local copy of the database ensures security while consensus mechanisms help deciding which data gets added to the database and keep powerful adversaries from derailing the system. However, since the database that forms the foundation of a blockchain is a continuously growing list of blocks, scalability is an inherent problem of this technology. Some public blockchains need a few 100 GB to Terabytes of storage.
I. INTRODUCTION
The increasing popularity of cryptocurrencies and smart contract platforms has raised awareness in the academia and industry [4] - [6] . A fundamental component of cryptocurrencies such as Bitcoin [1] or Ethereum [2] is the underlying blockchain. A blockchain is a block-structured database held and updated independently by each node. All nodes maintain their own copy of the blockchain. Using computational power, cryptography and consensus protocols, miners create blocks containing transactions and others agree on it. As a result, transactions can be publicly, immutably and securely stored on the blockchain, which gives the participants of the network shared control over the evolution of data. However, the transaction throughput of these systems lacks behind its centralized counterparts and before they can become a viable alternative, blockchains must be able to scale and process transactions at speeds way above its current capabilities, especially when weighted against security and decentralization.
In most public blockchains that exist today, including Bitcoin and Ethereum, the security strongly relies on miners having a local copy of the blockchain. However, public blockchains are known to have scalability issues because of the maintenance of this local copy. While private blockchains offer some advantages, such as better scalability since not every node needs to be involved in processing transactions or its storage, it is not publicly accessible. With the concept of self-contained proofs (SCPs), miners in a public blockchain do not rely on the full blockchain but instead only require the block headers and the transaction in question to verify it.
Consider the following use case where user Alice wants to send coins to Bob. Both Alice and Bob employ a light-client, using a mobile and a desktop device respectively. Alice creates a transaction and sets all properties normally involved in the process (sender, receiver, amount, etc.). Furthermore, Alice adds a SCP to her transaction, proving that she has indeed sufficient coins to spend. Upon completion of the transaction, she publishes it to the network where miner Charlie eventually receives the transaction. Charlie does not rely on the full blockchain history to verify the transaction of Alice. Instead, he only needs the block headers to verify the SCP attached to the transaction. After successful verification and inclusion of the transaction in a block header, Bob is able to spend the received coins from Alice by including the transaction of Alice in the SCP of his next transaction.
We show that with the utilization of SCPs, every participant of the network could potentially become a light client resulting in higher scalability. Such a scalability gain comes with a computational cost due to BLS signatures, the limitation of usecases where a global state is not required, and the requirement to create a transaction interactively by the sender, receiver, and miner. We will discuss its advantages and disadvantages. SCPs could be applied to any blockchain, however, due to changes in the data structure, cryptographic mechanisms, and protocols, a hard fork is in most cases required.
The remainder of this paper is organized as follows. Section II presents related work. Underlying assumptions, system settings, and definitions are presented in Section III before presenting the design of self-contained proofs in Section IV. Conclusions are presented in Section V and, finally, Section VI presents future work directions.
II. BACKGROUND AND RELATED WORK
The necessity of a future-proof scalability solution is an inevitable challenge for Bitcoin, Ethereum and every other blockchain-based consensus protocol. There are numerous groups using different approaches to find a solution, most notable off-chain state channels [8] , [9] , sharding [6] , [11] , and plasma [10] .
In off-chain state channels, to open a channel, a transaction needs to be sent on-chain, while subsequent transactions are sent peer-to-peer and off-chain. To close a state channel, or in case of a dispute, an on-chain transaction has to be sent. The block size increases for a on-chain transaction.
Like state channels, Plasma introduces a technique for conducting off-chain transactions while relying on the security of its underlying blockchain. A blockchain facilitating Plasma is hierarchically arranged in a way that many smaller chains can be created on top of the main one resulting in a tree-like structure. These smaller chains are also referred to as child chains. Basically, each child chain is a customizable smart contract serving different needs, coexisting and operating independently from others. The communication between the child chains and the main chain is secured by fraud proofs, where each child chain has its own mechanisms for validating blocks and fraud-proof implementations. The fraud-proofs ensure that in case of an adversary, the participants of the child chain can protect their funds and exit the child chain [20] . In general, lowering the per-node storage requirements is necessary to increase scalability. For example, [22] proposes a technique based on erasure coding which ensures that any block of the chain can be easily rebuild from a small number of such nodes.
In our approach every transaction is on-chain, however, the transaction won't increase the block size. Since the block size does not increase, sharding of storage space is less important. Sharding approaches where bandwidth is sharded as well, however, can increase scalability. Sharding is a pattern [12] in distributed software systems and commonly utilized in distributed databases. In these database systems, a shard is a horizontal partition, where each shard is stored on a separate database server instance holding its own distinct subset of data. In blockchain, a shard is a distinct subset of users, e.g., distinguished by their addresses. Self-contained proofs as part of a sharding concept have been first introduced in [7] and builds the foundation of this work. The following example simplifies the idea of SCPs.
Consider a blockchain as shown in Figure 1 . Assume that a user was the receiver of 100 coins in transaction F 3 and sender of 50 coins in transaction F 6. The user wants to spend the remaining 50 coins, disregarding previous transaction fees. A self-contained proof must contain two Merkle proofs, one for each transaction F 3 and F 6, i.e., SCP = {P roof 1 , P roof 2 }, where P roof 1 = {F 5, F 6, B2} represent the proof where the user was sender of coins and P roof 2 = {F 3, F 4, A1} represents the proof where the user was the receiver of coins. Fig. 1 : A user has to include two Merkle proofs for F 3 and F 6 in the next transaction.
The Superlight concept with the utilization of self-contained proofs discusses another scaling solution for use-cases, which do not need a global state. Many use-cases, such as transferring assets (coins/tokens) do not need a global state.
III. SYSTEM SETTING, ASSUMPTIONS, AND DEFINITIONS
Before presenting the design of self-contained proofs, first the system settings and underlying assumptions are presented.
Entities. The entities in our assumption are of two kinds, that is,
• miners who maintain the longest blockchain, validate transactions with self-contained proofs, append new blocks on top of the longest chain, and broadcast them as soon as they are discovered, and • nodes who use the network, calculate self-contained proofs, send and receive transactions, and validate blocks. Type of Blockchain. Although SCPs work for accountbased as well as unspent transaction output (UTXO)-based blockchains, we assume that our system is based on an account-based blockchain where funds can be transferred from a single account to another. Smart contracts can be supported as well, however, an initial state needs to be globally available, which is inherently given for funds and simplifies our design. An account can be controlled by the owner of the private key and is identified by an address. Although our prototype is implemented in the Bazo blockchain, which is a proof-ofstake (PoS) blockchain, we do not rely on a specific consensus protocol such as PoW or PoS. Further consensus mechanisms are presented in [21] .
Transactions fulfill the purpose of sending units of blockchain value (e.g. coins or tokens) from one address to another. A transaction, commonly referred to as T x, contains at least both addresses of the sender and receiver and a signature that proves the origin of the transaction and a signature that proves the receiver has received this transaction. In this paper, we distinguish between sending a transaction, which refers to the process of subtracting a particular amount of coins from the sender, and receiving a transaction, which refers to the process of adding a particular amount of coins to the receiver. If a new address is identified in a transaction, the block header stores these new addresses. Creating new addresses needs a fee as this increases the size of the block header. For comparison, the current number of addresses/accounts in Ethereum is around 54 million [19] . Although, the Bazo blockchain supports smart contracts, we consider only asset transfers, which does not need a global state.
Bloom filters. Each block header contains a Bloom filter. A Bloom filter is a space-efficient data structure that provides a fast way to check the existence of an element in a set and returns true or false as a result, defined by the false-positive probability of a Bloom filter [15] . However, as the number of elements increases, the probability of returning false-positives increases, i.e., a Bloom filter can claim that an object is member of a set when it is not. Bloom filters never give falsenegatives. In our assumption, a Bloom filter of a block header can be queried with an address a and returns true if the block header contains any transaction where a is either sender or receiver of a transaction. Since all addresses are in the block header and known beforehand, a perfect Bloom filter can be constructed by increasing the length until no collision occurs with addresses not involved in a transaction.
Merkle Proofs and Merkle trees are a fundamental component of blockchains allowing a secure and efficient way to verify large data structures [16] . Every block header contains a Merkle root obtained from a Merkle tree. A Merkle tree creates a single value (the Merkle root) that proves the integrity of all transactions by hashing correspondent nodes together and climbing up the tree until the root hash is obtained. As long as the root hash is publicly known and trusted, it is possible for anyone to use a Merkle proof to verify the position and integrity of a transaction within a block header, since it is computationally infeasible to guess a transaction hash that results in a particular root.
Typically, each leaf of a Merkle tree represents a single transaction. The number of leaves equals the number of transactions n in a block header where the height of the Merkle tree equals log 2 (n). A self-contained proof consists of zero or more Merkle proofs provided by the sender of the transaction.
BLS Signatures [18] can efficiently aggregate signatures. This signature scheme uses curve pairing to combine signatures from multiple senders for multiple messages into one single signature. The aggregation can be done on the miner and can be verified by anyone. However, BLS signature verification is more computational intensive than regular signatures. In fact, as shown in [23] , BLS without optimization is about a magnitude slower than ECDSA when it comes to signature verification.
IV. DESIGN A. Self-Contained Proofs
A self-contained proof consists of one or more Merkle proofs, where each Merkle proof proves the existence of a transaction in a particular block header.
We define a self-contained proof and its calculation as follows. A Merkle proof for block header b contains a transaction hash t, where t is the hash of the transaction we want to provide its existences in b, and a set of intermediate hashes M required to build a Merkle tree, where m ∈ M and M = {m 1 , ..., m n }. We can iteratively hash these values together to calculate the Merkle root, i.e., h 1 = hash(t, m 1 ),
where h n is the computed Merkle root. As a last step, let root b = M erkleRoot(b) be the Merkle root of block header b. The validator compares h n with the Merkle root root b to determine if the Merkle proof is valid or not, i.e.,
• if h n = root b , the proof is valid and algorithm proceeds to verify the next proof, or • if h n = root b , the proof is invalid and the algorithm stops.
B. Block Header
In order to verify the correctness of an SCP, the following information need to be present in the block header:
• New addresses found in transactions for the current block header. If a node has all block headers, it knows all addresses in the blockchain. • Perfect Bloom filter of sender and receiver address of involved transactions in that block header. • BLS signatures from all senders and receivers of involved transactions in that block header to verify that a sender or receiver was involved. Every new address found in transactions for the current block header will be stored in the block header. It is important for a miner to know all past addresses for the creation of a perfect Bloom filter, as it needs to check that no false-positives occur. The alternative to using a perfect Bloom filter is to store all the addresses involved in transactions for the current block in the block header. Future work will analyze the benefits of using perfect Bloom filters.
Since the block header contains a Bloom filter, two situations need to be considered: a) the sender or receiver address is not part of the Bloom filter, and b) the Bloom filter suggests that a sender or receiver is part of the Bloom filter without actually being part. While a) is non-critical, as the transaction can be included in the next block header by another miner, which can collect the Tx fee, b) is critical. If a perfect Bloom filter is created, this cannot happen, however a rogue miner could set all bits to true and creating a wrong Bloom filter. If a rogue miner sets all the bits in the Bloom filter to true, indicating that every sender address and receiver address needs to show an SCP for this block header, a single miner can effectively deactivate all accounts.
In order to prevent creating a wrong Bloom filter, BLS signatures are used. Thus, each sender and receiver need to create such a signature, which will be aggregated by the miner. If the Bloom filter indicates a presence of an address, but the BLS signature is invalid, the whole block header is invalid. Such an invalid block header can be checked and rejected by any participant, as the list of all addresses is known to all the participants.
C. Blocks with Aggregated Transactions
SCPs work well when there is only one transaction per user and per block header. However, an adversarial user could create a fraudulent proof if there is more than one transaction sent by the same address in a single block header. Example 4.1 demonstrates how this potential vulnerability could be exploited. 
D. Client-Side Proof Calculation
A user is only able to create a self-contained proof if it can provide one Merkle proof for each transaction it was involved in. That means it needs an interactive protocol with the sender, receiver, and miner. It is important that sender and receiver know about all these transactions, where they are involved, as these transactions are part of the SCP and without it, access to assets is not possible. A user needs to keep track of all T x where the sender or the receiver of the transaction equals to the user's address. The client software of the blockchain must be adapted to these requirements. Since the receiver needs to sign the message as well, it needs a connection to the sender. Thus, a receiver needs a communication channel to the sender for receiving a funds. An always-on client simplifies this, but is not strictly required. The following steps describe the mechanism. A formal description is left for future work.
A client software, when connected to the network, receives all block headers. Upon receiving a block header, the algorithm processes as follows:
1) Check if the block header has already been processed. If yes, stop the algorithm, otherwise continue. 2) Check the validity of the block header: Get a list of all involved address by using the Bloom filter and the list of known addresses. For each match, check the BLS signature if the both sender and receiver have agreed on the T x. If verification is successful, broadcast the block header to the network, if not, stop the algorithm. 3) Save the hash of the block header to confirm that the block header has been processed. Creating a transaction with a valid SCP works as follows:
1) Create a new transaction and set the required properties, e.g. sender and receiver (including its signatures), amount, fee, etc. 2) Sender and receiver need to create a BLS signature based on a unique but deterministic message. Before such a signature is provided, both sender and receiver needs to be sure that they have a valid Merkle proof for the upcoming block header. Thus, block header creation needs two phases: 1st phase, gathering transactions; and 2nd phase with a fixed set of transactions, gathering BLS signatures from senders and receivers, which requires an interactive protocol. 3) Set the array of Merkle proofs in the transaction. 4) Publish the transaction to the network.
E. Proof Verification by Miners
When miners try to create a block header, they pick transactions from the transaction pool that they want to be added in the next block header. They may include any transaction they want to form a tree of transactions, which later is hashed into the Merkle root and referenced in the block's header. It is important that for a block header to be accepted by the network it needs to contain only valid transactions. It's crucial that miners follow certain rules [13] in order to maintain consistency across the network.
To create a perfect Bloom filter, the miner uses the transactions from the transaction pool and sets the length of the Bloom filter to a certain size. Once the Bloom filter is filled with sending and receiving addresses, the miner checks all the other addresses for a match. If any of the other addresses match, the Bloom filter needs to be enlarged and the process starts over. Once a perfect Bloom filter is constructed the BLS signatures need to be aggregated by the miner. These BLS signatures need to be provided by the senders and receivers of transactions that are part of the block header. This prevents that a rogue miner can deactivate accounts by setting all bits in the Bloom filter to true.
A transaction must provide a valid self-contained proof. A definition of the proof verification algorithm is provided below.
Let 
4)
Check BLS signature based on public keys from sender and receiver involved in transactions in this block. If successful, continue. 5) Set h ← h − 1 and i ← i + 1. If h ≥ 0, go to step 1. 6) Check if the desired amount of x is less or equal the computed balance, i.e., check if amount(x) ≤ c. If yes, the self-contained proof is valid, otherwise invalid. The algorithm determines for every block header, starting from the most recent back to the genesis block header, if the Bloom filter returns true for the sender of the transaction. In case the Bloom filter returns true, the algorithm looks up the Merkle proof for this block header, compares the calculated Merkle root with the block's Merkle root, and checks the BLS signature. By repeating these steps, the algorithm concludes the computed balance of the sender and verifies if it is greater or equal than the amount spent in the transaction.
V. CONCLUSION
In this paper, we presented the Superlight concept, a lightclient only blockchain. In this blockchain the information about senders and receivers is stored in a perfect Bloom filter in the block header, together with BLS signatures and all known addresses. The light-client stores private keys and selfcontained proofs. With this approach, the size of a public blockchain can significantly be reduced.
In a scenario where a blockchain protocol is solely based on efficient, lightweight clients, where each client is in possession of all block headers and their own transactions, clients not only have to store their secret key securely, but also the Merkle proofs. If a client loses its Merkle proofs it will be no longer be able to create a valid self-contained proof, and it will lose access it its funds.
A positive side effect in this scenario is the per-miner storage decrease, because clients are responsible for their own transactions and block bodies do not have to be stored.
A negative side effect is that a receiver needs to be online in order to create the BLS signature to receive funds. Furthermore, the sender, receiver, and miner need to exchange signatures in an interactive protocol, meaning sender, receiver and miner must interactively communicate with each other which results in a slower transaction process. Another negative side effect is that only use-cases are supported where no local state is needed. In our prototype we used the transfer of assets (coins/tokens), which does not need global state.
At its core, self-contained proofs are an interesting way of transaction verification, allowing to transform a blockchain with both light-and full-clients into a light-client-only blockchain. It offers promising scalability and more efficient mobile wallets in future blockchains.
VI. FUTURE WORK
Security Considerations. The concept of self-contained proofs has been implemented as a proof-of-concept in Bazo [14] , an open-source research blockchain to test and evaluate mechanisms such as proof-of-stake, storage pruning, sharding, etc. However, a rigorous security analysis to identify potential threats is crucial before using SCPs in production.
Proof Size. The size of a self-contained proof in a transaction could potentially become very large when a user has to provide many small transactions in order to spend a large amount of coins in a single transaction. One way to solve this problem is to introduce checkpoints or aggregation to the blockchain.
Measurements. Future work includes performing evaluation tests for the proposed approach to assess how much the storage can be lowered. It will also evaluate the computational cost due to BLS signatures.
Sharding and Local and Global State. While the Superlight concept supports only local state, an efficient way has to be found to store global state in the block header. We are currently exploring ways to implement self-contained proofs into a sharded blockchain environment with local and global states. We may consider Merkle Patricia trees [17] when smart contracts and global state comes into play. Furthermore the language to write smart contracts needs to differentiate between local and global storage.
Interactive Protocol. Creating a transaction requires an interactive protocol between the sender, receiver, and the miner. The miner suggests a set of transactions that will be included in a block header and proposes Merkle proofs to all its senders and receivers. Designing this protocol is challenging especially in case of churn as this would invalidate the proposed Merkle proof by the miner.
