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ABSTRACT
In this dissertation a new Forecasting Methodology, 
called Generalised Exponentially Weighted Regression (G.E.W.R) 
is presented. This Methodology is based on Linear Filtering 
using an Exponentially Weighted System and a Bayesian form­
ulation developed. It is particularly designed to analyse 
discrete time series driven by Autoregressive and Moving 
Average type Coloured Noise processes. In order to elaborate 
the theory various theorems and corollaries are given.
For the implementation of G.E.W.R. various parsimonious 
Bayesian Dynamic Linear Models and Normal Discount Models 
for Low and High Frequency Components of time series with or 
without Seasonality and Cyclicity are introduced.
For theoretical and computational purposes recurrence 
relations for the Precision and Transformation Matrices are 
developed.
For the unknown variance case an automatic (self-tuning) 
on line Bayesian Learning Procedure is introduced.
For Complex Systems a procedure to construct the State 
Space Models is given and, for practitioners, methods of 
reparameterising Dynamic Linear Models is given.
In order to demonstrate the performance of G.E.W.R. 
the theory is applied to various simulated data sets and 
real life economic and industrial time series. In all cases 
the Methodology not only generates one-step ahead optimum 
forecasts in a Minimum Mean Square Error (M.M.S.E.) sense 
but also provides reasonable long term forecasts.
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1 1
INTRODUCTION AND PRELIMINARIES
1.1 Historical Review and Introduction
The technique of assigning weights to observations according 
to their relative importance is quite old. The scientists of 
300 B.C. were quite aware of the advantages of such a system. They 
applied it in their Astronomical Studies.
In 1722 Roger Cotes estimated planetary parameters by assig­
ning weights to the measurements. Euler in 1749 used weighted 
averages to study the irregular motion of Saturn and Jupiter. In 
1797 James Bernoulli remarked: " It is absurd to allocate the same 
weight to several observations as the uniform distribution in many 
cases may not describe the measurement error appropriately ".
Our ancestors, clearly, seemed to be convinced by the use of a 
weighting system in parameter estimation, which even now is exten­
sively being used in the analysis of time series, though in a differ 
ent form. The present system in which the weights are allocated to 
the observations such that the maximum information is obtained from 
the present observation and the information from the past is disc­
ounted exponentially is due to Holt (1957). This technique has 
steadily been advanced by Brown (1959), Winters (1960), Muth (1961), 
Cox (1961), Brown-Meyer (1961), D'Esopo (1961), Dobbie (1963), 
Harrison (1965, 67, 71, 76), Gilchrist (1967), Godolphin-Harrison 
(1975), Mckenzie (1974, 76), etc. and most recently by Harrison- 
Akram (1983), Akram-Harrison (1983) and Ameen-Harrison (1983).
The roots of the Bayesian philosophy also lie quite deep in 
the remote past. It was and is natural to learn a lesson from 
history in order to project the future by utilizing present
information or knowledge. A systematic approach to this philosophy 
was first given by ( probably ) Thomas Bayes in the seventeen 
century ( a controversial issue - Stigler (1983) ). No matter who 
developed it!. This useful and realistic approach which has now bec­
ome an important ingredient of Statistics is known as Bayesian 
Statistics. This is now commonly being used in probability theory, 
time series analysis, statistical inference and other related 
areas. There are many notable works in this area such as those by 
De Finetti (1964), Fukao (1965), De Groot (1970), Lindley (1975), 
Harrison-Stevens (1971, 76), Lindley-Smith (1972), Peterka (1981),
2West (1981, 82), etc.
Compared to the above, the Control theory approach seems 
young. The earliest examples on optimal control of discrete time 
system may be found in Kalman-Koepcke (1958). However a more com­
prehensive approach was given by Kalman (1960) for discrete time 
systems. This is often known as the Kalman Filter for Linear Dis­
crete Systems. Harrison-Stevens (1971, 76) introduced Bayesian 
forecasting to time series analysts and forecasting practitioners 
and, in the Normal case, their recurrence formulae are the Kalman Filter 
equations. They presented a wide class of Bayesian Dynamic Linear 
Models, which are new being extensively used in theory and practice.
In this dissertation the G.E.W.R. Methodology presented is 
developed by utilizing the useful ideas of all three approaches,
along with the concept of coloured noise processes characterised 
by Autoregressive and Moving Average processes.
The theory developed is made capable of coping with time se­
ries driven by a coloured noise process. The Methodology present­
ed is for discrete time series.
1.2 Object of the Research
The main aim of the present research was two fold:
1) To extend concept of exponential smoothing or discounting to 
the case of discrete stationary time series having an ARMA type 
coloured noise component, as it is unrealistic to assume that
the noise component of a time series is always a white noise 
process. In real life generally, economic, social, ind­
ustrial and other time oriented scientific data series show 
the charactersties of coloured noise.
2) To develop a joint modelling scheme where the Low, Medium 
and High Frequency components can be incorporated within the 
same framework such that the Low Frequency ( or trend ) is 
well protected from the High Frequency(or coloured noise 
component ) especially in the long run.
31.3 Organisation of the Thesis
In this dissertation, chapter one gives a historical review of 
the basic techniques involved in the development of the G.E.W.R. 
Methodology. For a better understanding of the developed theory, 
definitions of the terminology to be used are given.
In the second chapter Exponentially Weighted Regression 
( E.W.R ) theory is presented. Some basic results together 
their limiting forms are given. Simple and Higher Order smoothing 
techniques are discussed.
In chapter three, a Linear Dynamic System for the analysis 
of time series with a white noise component is considered. For 
Dynamic Linear Models ( D.L.M ) setting procedures for the
system matrices are given. For unknown noise variances, an on 
line Bayesian Variance Learning Procedure is given. The relationship 
between E.W.R. and D.L.M. is explained. E.W.R. type D.L.M's are 
given.
In chapter four, Autoregressive and Moving Average ( ARMA ) 
type noise processes are considered. The recurrence relations for 
the covariance and precision matrices are given.
In chapter five, the main theory of G.E.W.R. is presented 
through various theorems and their corollaries. The Fundamental 
and the Characterisation theorems of G.E.W.R. are more elaborately 
stated and proved. The recurrence relations for updating the 
dynamic systems are given,together their Forecast Functions. The 
recurrence relations given do not generally require matrix 
inversion.
In the sixth chapter, a dynamic model representation of 
G.E.W.R. is considered. Some theorems, corollaries and examples 
are given. Dynamic Linear Models and Normal Discount Bayesian 
Models of G.E.W.R. type are also discussed. A procedure to construct 
State Space type models is presented. For theory and practice the 
recurrence relations for the transformation matrices that trans­
form a dynamic system of the canonical form to a diagonal form and 
vice-versa are derived. For an unknown noise variance, an on line 
Bayesian Learning Procedure for variance learning is developed.
In chapter seven, some practical aspects of the G.E.W.R.
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Methodology are considered. A new identification procedure to 
identify appropriate G.E.W.R. models is given. In order to demo­
nstrate the theory in practice, the applications of G.E.W.R. to 
three simulated data sets and four real life economic and indu­
strial data sets consisting of time series driven by coloured 
noise processes are presented.
In chapter eight, a brief summary, followed by closing
remarks and suggestions for further research are given.
Finally, relevant references are listed in the alphabetical
order.
1.4 Preliminaries
1.4.1 Stochastic Process
A stochastic process is a mathematical abstraction of an empi - 
rical process generated by probabilistic laws. More precisely, it 
is a family of random variables { t_eT defined over some range or
time space T.
The process is classified as a Discrete Stochastic Process if 
the time space T is discrete, i.e. T is defined as a space of an
infinite or finite sequence 
For example:
T - {0, +1, +2. .... }
or T = { 0, 1 , 2........ }
and classified as a Continuous Stochastic Process if T is continu­
ous, i.e. T is defined over some interval
For example:
T = { t : -«> < t < » }
or T = { t : o s t < oo }
Further the process { X^.  ^ is Stationary if the probability
structure or Statistics are time invariant; otherwise it is called 
Non-Stationary.
51.4.2 Markov Process
A stochastic process { Xt > T is called a Markov Process 
for any set of n time points t^ , t2 tn , defined on the time
space T, if the conditional distribution of X given the values
of Xtl, Xt2, ..... . Xt(n_n  depends only on Xt(n_1)t the immediately
preceding value.
More precisely for any real numbers X^ , X2......  , XR
P { Xtn - Xn I Xtl = Xl* Xt2 = X2’...... ,Xt(n-l) = Xn-1 >
= p { xtn < xn | xt(n_1) = xn_1 } .
In non mathematical language we can say that:
given the present condition of the process, the future is 
independent of the past.
Further x is said to be a State of a stochastic process l^t^teT 
if there exists a time point t in the time space T such that:
P { x-y/ < xt < x+ // } > 0 ; for all // > 0.
The set of such possible States constitute the State Space 
of the process.
1.4.3 Noise
A stochastic process { 6 } „ generated by some
random disturbances is called simply noise or a noise process.
Often it is classified as white noise or a coloured noise.
The term white noise is applied to the case where the memb­
ers of {6^} t eT are mutually uncorrelated with zero mean and 
common variance. Statistically it is stationary having constant 
spectral density at all frequencies and zero autocorrelation except at: t=0.
For empirical studies, if required, the covariance function 
of white noise can be symbolically represented by a Dirac Delta or 
Impulse Function A(t), where
6oo
f A(t) dt = 1
— -oo
and for any function y(t) continuous at t = 0
oo
/ Y(t) A(t ) dt = y ( 0 ) .
-oo
The noise which is not white, for brevity is called a 
coloured noise.
The exact form of the noise is quite difficult to know. In 
this dissertation, it is assumed that the white noise is normally 
distributed with mean zero and some variance o  ^ and coloured noise 
follow ARMA(p,q) process.
1.4.4 Parsimony
The term Parsimony refers to the principles:
1) of using the smallest possible number of parameters for an 
adequate representation of a stochastic process. This is called 
Parametric Parsimony. The order of the Parsimony depends upon 
number of free parameters to be estimated from the data.
2) of arguing that for a fairly general class of accuracy cri­
teria, a simpler structure of the dynamics of a model is asy­
mptotically better, for a Statistically efficient estimation 
method. This is called Conceptual Parsimony.
These two principles which are part and parcel of model 
building, play quite a vital role, especially in commercial 
modelling and forecasting.
For more discussion see Roberts-Harrison (1982) and 
Stoica-Soderstrom (1982).
7
2
EXPONENTIALLY WEIGHTED REGRESSION
E.W.R.
2 . 1 Introduction
Exponentially Weighted Regression ( E.W.R. ) is an
exponential smoothing technique, based on the 'Fading Memory 
Logic', originally advocated by Holt (1957). This states that 
relatively more importance should be given to information received 
from r.iore recent data than from earlier data.
Essentially the basic idea is that the importance of an 
observation with respect to current estimation, decays exponentia­
lly with its age. In the light of this logic the weights 
assigned to the. past time, series realizations decay monotonical ly 
over time, thus giving maximum weight to the information received 
from the most recent data. The weights so allocated act as a 
low pass filter.
2.2 Simple Exponential Smoothing
where Yt_^  is an observation, 0 is a stochastic parameter to be 
estimated and{6 ^}is a Gaussian White Noise sequence with mean 
zero and variance o? .O
Dt “ yt’ yt-l.... yl * the Paran>eter 6 ,at time t, is estimated
by m ^ , where is that value of 6 which minimizes the
discounted sum of squares
The simplest form of exponential smoothing is described
below:
At time, t-i ( i=0,..., t-1 ), let a discrete stochastic
phenomenon be locally modelled as
9 • • • 9
Yt-i e + 6t-i (2.2.0.1 )
Given a memory or discount factor 0 < B < 1 and data
2
e ) • (2.2.0.2)
i = 0
8
Minimizing S with respect to 9 we­ get
t-1
dS 1 = ° = ■-2 E B1 ( y t - i  - 9 } |
d~e" 1 9 »m i=0
1
t-1 t-1 t-i
or mt
WII
•HCQW B1 II•H1u E (BB)1 ytOII•HoII•H i=0
where. B is the backward shift operator such that By^ =
and Bm^ = mt j . Using the standard result for the sum of Geometric
series we can write the above expression as
mt(l-et)/(l-B) = ({l-iBB^} /(1-BB)) yt.
Re-arranging the terms we get
(l-BB)mt = (1 -B ) ( { l-(BB)t} /(1-Bt)) y . 
t tIn the limit t-»-» , 6  0 and (BB) ♦ 0, so in the limit we get
or
(l-BB)mt_ = (1-B)yt
mt = Bmt-i + (1-e)yt'
(2.2.0.3) 
(2.2.0.4)
This result can be written in various other forms. For example, 
since 0 < 6 < 1 and (1-8B) is invertible, we can write (2.2.0.3)
oo
aS (2.2.0.5)* L-J.
i=0
m = (1-6)(1-BB) ^y = a E B ^ y
where a= 1-B
Defining the k-steps ahead forecast function for the 
model (2.2.0.1) by
F (k ) = m t t ; k = 1,2,.. (2.2.0.6)
and defining the one step ahead forecast errors by et= y - m , 
we can write.(2.2.0.4) as
mt-l + aet (2.2.0.7)
°t (l-B)m^ = .
Substituting the value of m t from (2.2.0.5) into (2.2.0.7) and 
simplifying we get
9
(]-B)(]-BB)_] yt et
or (]-B)yt = (l-BB)et . (2.2.0.8)
This shows that in the limit t* • the simple exponential smoothing 
model(2.2.0.1) is equivalent to the first order model of Brown(1962) 
and the subsets of Box-Jenkins(1976) ARIMA(0,1,1) model and the 
-first order model of Holt(1957). The two latter models would allow 
values of B such that | B|<1. Muth(1960) has shown that such a model
yields optimum one step ahead forecasts in the minimum mean square 
sense (M.M.S.E.).
and widely applied due to low computational costs. However, it is 
best suited for time series having essentially a horizontal pattern. 
When dealing with a trend or even a seasonal pattern, it becomes 
necessary to deal with higher order smoothing. This concept is 
introduced in the following sections.
2.3 Theorem ( T1 )
where Yt_^, 6. and 6 are as defined in section (2.2); and f  ^
are (Ixn) row vectors of some known functions of independent 
variables. For detail see Appendix K.
Considering:
i) the k-steps ahead forecast function
Ft(k) - E( W  Dt > - ifcfkSt
for a given data Dt = yt,--.,y2 and m as an estimate of .0 at time 
time t;
ii) one step ahead forecast error
Simple exponential smoothing is attractive, parsimonious
For a sequence assuming at time t-i, a local
model
9 • • • 9t-1
and defining
t-1
Z
i=0
10
fit -t-1 -t-1
a (nxn) system matrix of full rank, consisting of discounted sums 
of squares and cross products of the independent variables 
computed at time t, where the discount factor 3 is such that 
0 < $ < 1 ; then mt and may be evaluated recursively through
the recurrence relations
-t -t-1 + V  It
2t - it it * B St.!
Proof :
Let at time t, m^ be that value of £ which minimizes 
the discounted sum of squares 
t-1
S = Z BX( yt_. - ft_.e )2. (2.3.0.1)
i=0
Minimizing with respect to £ , we get
t-1
^t
dS
dI 13 rt
II |o = -2 z e1 f 
i=0
t-1
ei it-i
t-i
or Z
i = 0 it-i
mt = Z 
i=0
B it-i yt-i
(2.3.0.2)
= üt say.
Using the above definition of Qt , we get
fit St " fit - (2.3.0.3)
t-1 t-1
üt = s 6 I t-i Xt-i = it yt + e s 6
i=0 i=l
i-1 'Now Ît-1 yt-i
11
Shifting the origin we get 
, t-2 . ,
— t = —t yt + 8 E B it-i-i yt-i-i 
i=0
= ft yt +e St-i
Similarly j t _ 2  i
St = it it + z 61 -t-l-i -t-l-i 
i=0
= it it +e St-1 •
Now using backward shift operator B on (2.3.0.3) we get
(2.3
(2.3
B( -t ) = B-t
or fit-l at_i = St-1 •
Comparing (2.3.0.6) with (2.3.0.4) we get
S t = it yt +e St-1 St-1 •
Inserting this value of H in (2.3.0.3) we get
St St = it yt +6 St-1 St-1 .
Now from the definition of et we know that
yt - et + it St-1-
So
it < it St-1 + et ) + 6 St-1 St-1
( it it + 6 St-1 > -t-i + it et
St St-1 + it et i
or
-t = S t - 1  + Qt1 it et.
(2.3
(2.3.
■
.0.4)
.0.5)
. 0 . 6 )
0.7)
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2.3.1 Corollary 1
For a time series, it is usual to adopt a moving 
parameterisation through a matrix G such that at time t, for an 
integer k
Yt+k — k — + 6t+k (2.3.1.1 )
Ik = I0 r ,  ( fQ ..fj , f_ )^ is of rank nwhere
and G is a (nxn) time shift or transition matrix of full rank 
with non zero elements on its main diagonal, (see Appendix K). The 
eigenvalues of G determine the form of the forecast function so that the 
k - steps ahead forecast function is
Ft(k) “ E{ Yt+kl Dt > = ikHlt
= f G m. . -o — —t (2.3.1.2)
These definitions modify the expressions (2.3.0.4), 
(2.3.0.5) and (2.3.0.7) for and m^ respectively to
yt + 8(G' ) ” 1* rt I (2.3.1 .3)
^o + e(g ' )"1 At-! G'1 (2.3.1..4)
it-l+ Q_1 f ' ^t -0 et (2.3.1 .5)
where et = yt - f0 G nt_1 .
When G = I_ , these results obviously reduce to (2.3.0.4) 
(2.3.0.5) and (2.3.0.7) respectively if = f^.
2.3.2 Corollary 2
-1 •Writing f = f q and defining 2^ — = ^t
can be written as:
the result (2.3.1.5)
13
St = G + At (2.3.2.1)
2.3.3 Limiting Results
For a discount factor g such that 0 < g < min|x?|l iwhere A^ are the eigenvalues of G, the following limits exist.
Lim O = S = f f  + (g ')_1 Q G'1 (2.3.3.1)
t^ °°
Lim A - A = 2'1 L • (2.3.3.2)
The limit (2.3.3.1) is a special case of (5.2.3.3.1) where the 
current value of f considered is f. The limit (2.3.3.2) 
obviously follows. Analytically, if we wish, the limiting values 
of and A can be easily evaluated by using above expressions.
Example
For a second order ( n = 2 ) 
defined earlier, let in a time series
form of a local model 
case
x 1 1 ’u ql 2*
and Q =
0 a24 > q22
The limiting value of (J is evaluated by quoting the respective 
values of f, G, G-1 and § in (2.3.3.1). Thus
xi_1qn q12 /1\
0
ql 2 q22
i o N  °!** -l -l
-A i  A 2
-1
a2
* é
*12
q22
-1 -l
- A i  A 2
-1
x 2
(2.3.3.3)
0
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Solving in terms of the q's we get
qn  = *i / <xi - e )
2
q^2 = - Aj 6 /<X!X2  — B)(ii - B)
2 2
B( A ^ A 2 + &) / C X 1 — B ) ( A 2 - B ) (A x X 2 - B)
r 2 ( i
X l 9 - X /(XiX 2 - & )
— 3 y ^ 2. \
“A! B /(A1A2-e),(A1A2+ B)*fft.A2- BXAlA2-
(2.3.3.4)
q22
hence
2 =
the inverse of which is
-1 2 
2  =  { (A i X 2 - 6 ) /A 2 }
(A j A 2 +■ 8 ) /x j
(A 2 - 6 ) /A x
( A 2 - 8 ) /A j 
2(A1X2 - 6 ) ( A 2 - B)/B
(2.3.3.5)
Using the result of Q * in (2.3.3.2) we get the. limiting 
value of the updating vector , i.e.
9T1 i
O
wi t.h
2 2 2 
A j  -  { CX x X 2) -  8 > /  (A x A 2 )
and 2 2 ^2 =  ^  ^ 2  * B ) / A i A £
(2.3.3.6)
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Special Cases
i) If X j = X 2  = X , i . e . G = 
as
X 1
0 x
we get. the limiting results
2 -»Q = (X - B)
- XB / (X - B >
2 2 2 2 - XB / (X - B ) ,(X + B) B/(X- B)
(2.3.3.7)
_ 1 2 22 = A - B )/X
2 2 (X + B )/X
(X - B ) /X
(X - B )/X
2 2 (X - B ) / 6
and
(2.3.3.8)
A = 2 1 f with the values of A^ and A2 as
A-i = ( X  - B )/
and
An = 2 2 3(X - B ) / X ( 2.3.3.9 )
ii) If xt= X2 = 1 
case, then
i.e. G = the Linear Growth
2 = (1-6*)
- 6 /(l- B )
-8/(1 - 6 )
(1+8)6 / ( 1 - 6 )
(2.3.3.10)
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2 = (1-6)
1 - 6
1+6 1- 8
(1 - 6 ) / 8
(2.3.3.11)
and A = 2_1f = ( A^ A2 ) where
Aj = (1 - 82) and A£ = (l-6)‘ (2.3.3.12)
iii) If X1 = l , A2=X ; i.e. G =
1 1
0 X
then we get
2 = (1-6)
1 - B / ( A - B )
- 8 / (  A -  B ) 8 ( A +  6 ) / ( A 2 - 6 ) ( A - B )
(2.3.3.13)
(¿_1 = (X-B)/A
A+B 
A 2 - B
A2 - B
(A-B )(A2-B)/8
(2.3.3.14)
and A = Q ^  = ( Aj A2 ) where
A} = (A2-B2 )/A2 and A£ = (A-B)(A2-8 )/A 2
■ (2.3.3.15)
A procedure for finding the limiting values of and 
At is discussed above for second order E.W.R. models in their 
canonical forms. For the diagonal cases or any other form of
system and for higher order cases, t-he limiting results of Q
The expression (2.3.1.5) in its limiting form can be 
written as
operation is carried out repeatedly on a time series assuming 
higher degree polynomial models. Brown (1962) suggested an nth 
order smoothing operation as
(n) (n-1) (n)m^ . = a m ^  + p m^ .  ^ u . h . I  J
where the superscripts represent the order of smoothing
apply single or simple exponential smoothing (2.2.0.4) first to 
the original data and then repeat the smoothing operation on the 
smoothed series obtained from the first smoothing. We go on 
repeating the smoothing operation on the smoothed series of the 
lower order until we. get the smoothed values of the desired order 
The smoothed values are then used to estimate the elements 
(6j ,..., 0n ) of the unknown stochastic parameter vector A by 
mt = ( mj,..., m^ ) following the procedure described by 
Brown (1962). However, an improved estimate of the level or 
intercept at the current origin m. is evaluated by linearly 
combining the lower and higher order smoothed values as
method described are optimum in the minimum mean square error
(M.M.S.E.) sense and are equivalent to those derived from a 
corresponding subset of Kox-Jenkins(1976) ARIMA(0,n,n) model,
i. e.
and can be evaluated following the same procedure.
(2.3.3.16)
2.4 Brown's Multiple Exponential Smoothing
The multiple or higher order exponential smoothing
operation, 0 < 6 <1 , a= 1 - B, m ^  = m =
The basic idea behind such a smoothing operation is to
n
ml.t = S (_;l) 
j=l
(2.4.2)
The one step ahead limiting forecasts obtained by the
( 1 - B )nvt = ( 1 - SB )net .
The general ARIMA (0,n ,n) model is
(2.4.3)
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n
( 1 - B )ny = n ( 1T- ji=l
(2.4.4)
with the restriction that |n^ | < 1 for i=l,...,n , whereas the 
above subset restricts 0< = 6 <1 for all i. For related
discussion see Godolphin-Harrison (1975).
There are certain disadvantages of Brown's multiple 
exponential smoothing procedure which are:
i) The procedure for estimating the elements of the
parameter vector 0^  is quite cumbersome and computationally 
inefficient as the estimates of the parameters need to be updated 
at the end of each period with the arrival of new observation and 
it is not easy to compute by the Brown's procedure.
ii) The limiting result is useful only if enough data is
available and the process has not fundamentally changed.
indirect smoothing described by Brown, direct smoothing based on 
exponentially weighted least square criterion is used, such as 
described by E.W.R. theorem ( T1 )(2.3) and the Dynamic 
Exponentially weighted Regression ( D.E.W.R.) models introduced
which the precision of an estimate of a parameter is lost. It 
plays quite a significant role in time series analysis and 
forecasting. It helps the models to track the parameter 
variations in the time series by discounting the past. Its 
value, lying between zero and one is chosen keeping in mind 
certain features associated with values of 6 near 0 and 1. A 
low value of 6 discounts the nast data verv fast, whereas, a high 
value of 6 discounts it very slowly. The consequencs are:
These problems may be overcomed if instead of using
in chapter 3, where recurrence relations for the updating
vector A_ and inversion of the covariance matrix (h are —t -'■t
deve1oped.
2.5 The Discount Factor ( B )
The memory or discount factor 8 defines the rate at
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If the past: data is discounted:
i) Too Fast, i.e. the value of 6 selected is too low, the
system will over respond to the random noise, introduce negative 
correlation to the one step ahead forecast errors and increase 
the forecast variance.
ii) Too Slowly, i.e. the value of 8 selected is too close
to one, the system will respond poorly to systematic process changes, 
introduce positive correlation to the one step ahead forecast, errors 
and decrease the forecast variance (see Harrison-Scott(1965)). The 
estimates of parameters in a nearly constant model will be good but 
the estimator may fail to respond adequately to the parameter 
variations required by models which only locally capture, the 
process description.
The two stated approaches highlights the dangers of 
selecting the extreme value of the discount factor 8. A reasonable 
value of 8 that helps us to obtain forecasts with uncorrelated one 
step ahead forecast errors is recommended.
The optimum selection of discount factor 6 may depend 
upon some other factors, such as:
a) Nature of data, e.g.
i) seasonal 
ii) non-seasonal.
b) Type of noise present in time series, e.g.
i) white noise 
ii) coloured noise.
c) Type of model being used, e.g.
i) E.W.R. type model 
ii) G.E.W.R. type model.
d) Model scheme being used, e.g.
i) independent models for short term and long term 
forecasts
ii) joint modelling scheme that incorporates both short, 
and long term forecasts.
In time series where usually moving parameterisation is
adopted through a (nxn) transition matrix G, an additional 
restriction on the discount factor is imposed such that
20 < 8 < min | A |  for i=l,.. . . , n (2.5.1)
where An are non zero eigenvalues of the transition
matrix G , which are not necessarily distinct. This restrict­
ion ensures the convergence of the parameters to a limiting form 
and during the process of convergence the order of the model 
remains same. This situation is discussed through the G.E.W.R. 
theorem ( T3 ) (5.3.1) given in chapter five.
In cases where the restriction (2.5.1) is not fully 
met so that
20 < e <min | G  I for i=l,....  m (2.5.2)
2 ,$ > | A^  | for i=ra+l,..«., n (2.5.3)
the order of the model reduces from n to m during the process 
of the convergence of the parameters. This result is derived in 
theorem (T4) (5.3.5).
There, are many ways to select the discount factor 
in the light of the various aspects and the constraints 
mentioned earlier. One way of selecting B approximately is to 
think about it in terms of half times. If the. information 
content of a point is decreased to half its initial value after 
t periods then for x il
2/T
B * ( 0.5 ) = (3x - 1)/ (3x + 1)
where T is the length of the time series available for analysis. 
For more discussion see Harrison-Johnston (1983).
Comment
The restriction (2.5.1) apply only in the time series 
case as in this case moving parameterisation is considered through 
the transition matrix G, having n A^ eigenvalues. It does not 
apply to ordinary case as G = I in this case.
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LINEAR DYNAMIC SYSTEMS
3.1 Introduction
In the previous chapter I discussed some basic work, 
concerned with Exponential Weighted Regression (E.W.R.). This 
simple but useful concept is developed further here. In section 
(2.3) we have seen that, in order to update mt , an estimate of 
parameter vector £ at time t, through the relation (2.3.0.7) or 
relation (2.3.1.5), every time, we need to invert the matrix . 
This is quite cumbersome. To overcome this problem, here, dynamic 
recurrence relations are developed which help us to evaluate 
recursively. First, an inversion identity is presented in section 2 
for matrices and vector-matrix equations.
In section 3 a dynamic form of E.W.R., both for the ordinary 
and time series cases is given.
In section 4 a wide class of Dynamic Linear Models, 
introduced by Harrison - Stevens (1976) is presented. Some of 
the most commonly used special cases are discussed with new 
developments.
In section 5 E.W.R. type Dynamic Linear Models are given.
In section 6 Seasonal Models are discussed.
3.2 Inversion Identity
3.2.1 General Matrix Identity
A well known inversion identity (see Lindley-Smithv1972)) 
which is useful in dealing with Linear Dynamic System is given below.
Let A , B , C and D be matrices of appropriate dimen­
sions of which atleast A , C and D are invertible, then
( A-1 + B C B )-1 = A - A B'( C_1+ B A B ')”1 B A 
= ( I - A b 'd-1 B ) A \ (3.2.1.1)
where (3.2.1.2)D = ( C 1 + B A B ) .
3.2.2 Vector-Matrix Mixed Identity
As a
written as b; 
respectively,
special case of (3.2, 
c and d are scalars 
then
.1 ) , if B is 
instead of
a row vector, 
matrices C and D
( A'1 + c b'b )_1 = ( I - A b'b d_1 ) A (3.2.2.1)
where. d = ( c  ^ + b A b ) . (3.2.2.2)
3.3 Dynamic E.W.R. ( D.E.W.R. )
3.3.1 Ordinary Form of D.E.W.R.
In order to find the estimate m^ of the parameter vector 
0. by the recurrence relation (2.3.0.7), i.e.
St = V l  + 2 ^  f’ et (3.3.1.1)
we need to invert the covariance matrix at every time point t.
This is quite cumbersome. In order to overcome this problem
dynamic recurrence relations for Q'1 and the updating vector
are. developed. These recurrence relations form a part of a
dynamic system where no matrix inversion is required. The matrix -1 is updated automatically in a recursive, manner, once, a priori 
information is provided to the. dynamic system.
For a local model (2.3), i.e.
V i  - V i  * + V i  5 1 ■ (3.3.1.2)
where at time t, the. components of the model, i.e. Y i , f ^,
0 and are as defined in section (2.3).
Following the definition of the k-steps ahead forecast 
function (2.3) , i.e.
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Ft (k) = E(Yt+k I Dt) = ft+k mt (3.3.1.3)
and one step ahead forecast error
5t = yt “ ^t St- (3.3.1.4)
the vector mt is recursively evaluated as
-t -t-1 + -t et (3.3.1.5)
where the updating vector is computed through the
recurrence relations
Kfc = 2t-i / 3 (3.3.1.6)
-t -t * 1 + -t *t i » ' 1
(3.3.1.7)
a; 1 < i - At ft ) Kt (3.3.1.8)
Proof:
From equation (2.3.0.5) we know that
2t = BQt_i + Lt ft C3.3.1.9)
and from (2.3.2) for f = f
ht = St1 l't • (3.3.1.10)
We also know from (3.3.1.6) that
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k ;1 - » üt-i (3.3.1.11)
Substituting (3.3.1.11) into (3.3.1.9) we get
et = is;1 + f't ft (3.3.1.12)
Using the matrix inversion identity (3.2.2.1) we can write
q ;1 = «t it ( 1 + £t ^t ù  )_1 ^  it
Writing Yfc = 1 + f K f (3.3.1.13)
and re-arranging the terms we have
e; 1 ( i - st it < ?t >'1 it > Et(3.3.1.14)
Post multiplying (3.3.1.10) by t we get
—t ^  = -t it i f
Substituting here the value of f f from (3.3.1.12)
we get
—t it = e;1 ( et - is;1 )
= l  - fit-1 k;1
Re-arranging the terms we get
Post multiplying both sides by K we get
QtX = ( I - At ft ) Kt . (3.3.1.15)
Comparing this expression with (3.3.1.14) we get
( I " Afc ffc ) Kfc = { I - Kfc ( Yfc )_1 ft ) Kfc .
Simplifying this expression we get
—t = ( K )_1 • (3.3.1.16)
This completes the proof.
Re-writing the recurrence relations in order we have
—t = fltli
Yt = 1 + ^  it ^
—t = it ^ ( K )_1
2t1= ( I “ ffc ) Kt
-t = St-1 + it et
where efc = yfc - Sl-t-i
From these recurrence relations it will be noticed that 
no matrix inversion is required. once we set the prior matrix
a;1 in some convenient way, say
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where c is any constant greater than zero, Q  ^ is updated 
automatically through the given recurrence relations. For the 
whole operation we just need to provide the prior information 
on mg and Q*'1 to the dynamic system, where mg is an estimate of 
the parameter _0 at tine t = 0.
The discount factor 8 associated with the covariance 
matrix K helps to avoid the covariance wind-up ( in analogy with 
integrator wind-up in simple regulators ),i.e. due to 6 the matrix 
K grows exponentially and does not approach to zero matrix. For 
more discussion see Astrom (1981).
3.3.2 Time Series Form of D.E.W.R.
In a time series case we adopt the usual moving 
origin representation so that at time t
Yt+i = i i ° + 6 t+i * 6t+i ~ N ( 0 , a* ) (3.3.2.1)
f. = —1 ¿0 21 .
|Mï
 
O 
-
’ -1 » ...... -n-i5 is of rank n
and the transition matrix G has non zero eigenvalues 
which are not necessarily distinct.
Following the definitions (2.3.1.1) - (2.3.1.4) given 
in corollary 1 of the theorem ( T1 ) of E.W.R., the recurrence 
relations developed for the ordinary case of D.E.W.R. can 
easily be extended to the time series case.
Considering f = f- -o the required recurrence relationsfor updating m. are—t
^t " - 2tix G" / B (3.3.2.2)
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Y  - 1 ♦ £ *t i ( 3 . 3 . 2 . 3 )
— t - i< Y t >
-1 ( 3 . 3 . 2 . 4 )
S t 1 = ( i - - t  i > * t ( 3 . 3 . 2 . 5 )
e t = y t - i G  m t -1 ( 3 . 3 . 2 . 6 )
Elt = 2  m t _ 1 + ^ t e t ( 3 . 3 . 2 . 7 )
The k-steps ahead forecast function in this case is
Ft(k) “ E ( Yt+k I Dt >
= f G mt (3.3.2.8)
where D has its usual meaning.
Restricting B by 0 < B < min
i
|x.|
the limits as t -*■ 00
St + s =
oo
z
i=0
B 1 ( g ' )-i
1
f f G_i , (3.3.2.9)
^t * A = s"1 I
and n
Lim { n ( 1
t-ioo i = l
- X .Bi > - ni=l ( 1- BB/X . ) i et 1 = 0 (3.3.2.10)
exist.
The result (3.3.2.10) is a special case of the G.E.W.R. 
theorem(T3) given in section (5.3.3). The stated restriction 
on the discount factor 6 is severe so that E.W.R. and D.E.W.R. are 
only worth considering if min | A ^| is close to 1. If e ^ ( o,a2) 
are independent, |A± | < l for i = l,...,p, and X1 = 1 for
i = p+1----,n, then the series Yt can be represented as an ARIMA(
p,n-p,n) process with parametric parsimony (2) if X^  are all 
specified and parametric parsimony (n+2) if none, of the. X^  are 
known. For related discussion see Harrison-Akram (1983).
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The dynamic system developed for E.W.R. models is based 
on the. assumption that the noise present in the time series 
is white . In the forthcoming chapters five and six, this 
dynamic system is developed further for time series driven 
by ARMA type Coloured Noise processes.
3.4 Dynamic Linear Models ( D.L.M. )
In 1976 Harrison-Stevens introduced a wide class of 
Dynamic Linear Models System based on Bayesian principles. A 
univariate form of this dynamic system is considered here.
The general dynamics of the discrete time variant D.L.M., 
characterised by the quadruple
( f , G , V , W )t
is expressed in the form of Markov or first order difference, 
equations as
Y = f 0 + V. (3.4.0.1)t ~t t
= G V l  + —t (3.4.0.2)
where (3.4.0.1) is an observation equation and (3.4.0.2) is a 
system equation, such that at time t Y is an observation, 
f is a (lxn) vector of some, known functions ,e^ .is an (nxl ) state 
vector or vector of stochastic parameters to be estimated and 
G is a transition matrix of full rank. vt is a Guassian White 
Noise and wt is a (nxl) Gaussian White Noise vector, such that
E ( vfc ) = 0 , E « ^ ) = V
E ( wt ) = 0 , E < — ) = W
and v is independent of w{.
Defining Dt_^  as the data history of time, series
yt_i • Y f 2 ...... yl known at time t-1, i.e. prior to the
arrival of the observation at time t, D{=(yt , d j ) and expressing
29
probabilistic information in the Bayesian form as:
i)
where
( V i 1 Dt-i > ^ N < mt_i fit-! > ’
( It_ll Dt_! ) - Elt-i
and Var ( 8. j | Dt_j ) = E ( 0,t_j - mt_1 )( 0_t_j - mt_j )
= St-!’
ii) Relating the information Dt_^  at time t-1 to the state 
of the system at time t as
< It I Dt_1 ) % N ( £ t ; Rt )
where 6. is a predictor state estimator, such that
¿t - E < it' Dt-i >
= G and
Rt is the predicted estimation error covariance matrix, such 
that
R_ = E {( e - 0. ) (
 ^ i
e, - e, ) 1 D. . }—t —t —t —t —t 1 t-1
= G fit-i -
i
+ w
iii) ( yt 1 Dt-i > N ( yt » *t )
where *yt is a one step ahead forecast, such
*
yt = E ( *t l Dt-i ) = f G St-1
Yt is the variance of the forecast errors, such that 
V ' «  It - ft >2 1 Dt-1 1
under the assumption that the one step ahead forecast errors 
form a Gaussian White Noise, sequence.
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iv) ( 6.tl Dt ) ^ N ( mt ; Çt )
where m^ is the corrected or updated state estimator and 
Ç is the corrected or updated covariance matrix of the state 
estimator, then.the posterior mt and C are calculated through 
the recurrence relations
R. = G C . G + W —t — —1-1 — — (3.4.0.3)
a  •
Y = V + f Rt f (3.4.0.4)
—t = St £ ( \  )_1 (3.4.0.5)
-t = ( - “ -t - > *t (3.4.0.6)
FtU) = f G mt (3.4.0.7)
= yt - I G st_i (3.4.0.8)
= G mt_1 + At et (3.4.0.9)
and the k-steps ahead forecast function at time t is given as
Ft(k) = f Gk m r (3.4.0.10)
The prior information required for these recurrence 
relations is the setting of mQ and Cq . The W matrix may be 
chosen or specified in various ways (see Harrison-Stevens(1976)), 
one of which is given in section (3.4.2). If the variance V is 
unknown and or it is time variant., it is estimated using the 
on-line Bayesian learning procedure explained in section (3.4.1)
The Dynamic Linear Model representation above provides 
quite a general framework for the analysis and forecasting of 
univariate time series for many stochastic phenomena.
Generally the .D.L.M. system is expressed in a 
canonical form. If any other form or reparameterisation is 
required, this can be achieved following the transformations 
and Similar Models technique given in section (6.6).
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3.4.1 On-Line Variance Learning
In Dynamic Linear Models (D.L.M.) if the variance V 
is not known at time t then it. is estimated on-line 
through a Bayesian learning process in a recursive manner. The 
recurrence relations in this respect are:
vt - V Nt (3.4.1.1)
Xt - S v Xt-1 (3.4.1.2)
« t - * »  "t-l * 1 (3.4.1.3)
where B is a discount factor associated with the variance v
V. and 0 < 6 < 1.t v
This is a special case of a variance learning procedure
(6.8) for Coloured Noise processes, described in chapter six.
For robustness or protection from the outliers, the 
equation (3.4.1.2) may be modified as
X = 3 X . + ( 1 - f A )d (3.4.1.4)t v t - 1  — —t t
where d*. = min ( e^ ; £ Y ) (3.4.1.5)t t ’ t
and £ is a confidence factor. Usually £ = 4 and 6v > 0.96 
is considered.
For the first n+1 (where n is the order of the model) 
observations, instead of using the estimated value of variance 
an initial estimate Vq is used as for these 
observations no significant contribution to the variance learning 
is expected. For more discussion see section (6.8) of chapter 
six.
The dynamic Bayesian learning procedure introduced, 
improves the performance of the Dynamic Linear Models quite 
significantly as very rarely in real life cases is the variance 
Vt constant.
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3.4.2 W - Matrix
There are various techniques for setting a constant W 
matrix of Dynamic Linear Models (D.L.M.) which has limiting 
E.W.R. Forecasting functions. One of these is described here 
with special reference to a canonical form of a dynamic system, 
where, W = diagCWj,..., W^). For any other form of a dynamic 
system the relevant W matrix may be found by following the method 
of transformation and similar models explained in section (6.6) 
of chapter six.
3.4.2.1 First Order ( n=l ) Case
the W, a scalar, can be obtained following the procedure described 
below.
Considering backward shift operator B such that B0 = 8 ^
we can write the parameter equation (3.4.2.1.2) as
Writing an observation yt from the observation equation Y{ as
and multiplying both sides by (1-XB) we get
(l-lB)yt = (1-XB)0L + (1-X B)vfc.
Substituting (3.4.2.1.3) for (1- XB) e we get 
U-XB)yt = W( + (l-XB)v .
Now from (3.3.2.10) we know that for n=l and Xj= X
For a first order model
Yt 0 t. + Vt vL ^ N(0, V) (3.4.2.1 .1 )
0t X0 t.-l + wt w^ % N(0, W) (3.4.2.1.2)
( 1 -X B)0t w.t ' (3.4.2.1.3)
(3.4.2.1.4)
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xfc = (l-AB)yt (3.4.2.1.5)
= (l-BB/x)et. (3.4.2.1.6)
Substituting (3.4.2.1.4) in (3.4.2.1.5) we get
x — w + (l-XB)v. = (v + w. ) - xBv (3.4.2.1.7)t t t t t t
Writing Cj = vt + wt and c2 = - xvt and defining the 
Autocovariance Generating Function (A.C.G.F.) of xt_ by
Yx = E {(Cj + Be2 ) (c ^ + B_1c2)} 
we get the autocovariances Y^ = Y_^ at lags k=0,l
Yj = E(c1c2) = - XV (3.4.2.1.8)
Yo = E(Cj + c2) = (1+X2)v + W . (3.4.2.1.9)
Also from (3.4.2.6)
Yx = E( (1-BB/X)(1-BB_1/X) }e2
we get the autocovariances
Yj  = - (B/X) Y (3.4.2.1.10)
Yq = (1+B2/X2) y (3.4.2.1.11)
2where in the limit t-*-" ECe^) = Y.
Comparing the respective autocovariances we get
Y = (X2/8)V (3.4.2.1.12)
and W = (X2-B)(1-B)V/B (3.4.2.1.13)
the required W.
As a special case when X= 1 the. result reduces to
W = (1-6)2V/8 • (3.4.2.1.14)
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3.4.2.2 Second Order ( n=2 ) Case
For a second order model
Yt (3.4.2.2.1 )
W)
(3.4.2.2.2)
the matrix W = diag( , W2 ) is obtained following the 
procedure of first order case.
Using the backward shift operator B, the parameter 
equation (3.4.2.2.2) may be written as
(l-*lB)e, = e2 ■, + w i ♦- (3.4.2.2.3)
(l-X2B)e2 . = w ,  (3.4.2.2.4)
Multiplying equation (3.4.2.2.3) by (1-A2B) and equation
(3.4.2.2.4) by B we get
2
n (l-x^le^ t = (i-x2B)(e2 j + w i t ) 
i=l
(l-X2B)e2 t = Bvi?2 t
Substituting the second equation in to the first, equation we get 
2
n ( l - x . B l e j  = Bw, + ( 1 - x2 b ) w.1 ) L 4 ) t 1 ) Li=l (3.4.2.2.5)
Writing an observation y from the above observation equation of 
Yt as
yt = ®i,t + vt
2
and multiplying both sides by n (1-X^B) we get
i = l
2 2
n (l-xiB)yt = n (l-xiB)(01 t + vfc ). 
i=l i=l
Substituting here (3.4.2.2.5) we get
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2 2
n (l-A.B)y = Bw„ + (1-A2B)W1 + n (l-A.B)v .1 L Z | L i j L i n
i=l i=l
Re-arranging the terms in B, we get
2
n (l-AiB)yt = (w^+ v>t +{ w 2~A2W j- (^i+x2)v>tB 
i=l
+ A ! A2 B2 vt- (3.4.2.2.6)
Now from the corollary 2 of G.E.W.R. theorem (5.3.3) the limiting 
result for n=2 is 
2
= n (l-A.B)yt (3.4.2.2.7)
i = l 
2
= n (1-SB/A ±)e . (3.4.2.2.8)
i = l
Substituting (3.4.2.2.6) in (3.4.2.2.7) we get
2x^ _ — (w^+ v)^ _ + E{ w2 ”^2 ^ 2  - ( A j + A 2 ) v + A i A 2B v _^
(3.4.2.2.9)
Letting Cj = (w^+vl^ » c 2  = {(w2~ A 2w-j - ( A x+ A 2) v } and
c 3  = Al*2 vt and defining A.C.G.F.
Yx = E { (c 1+Bc2+B2c 3)(c 1+B_1c2+B_2c 3) }
we get the autocovariances y^ =y_k at lag k = 0,1,2 as
Yq = E(c2+c2+c 2)
= {1+(A1+A2)2+ A?a|)V + (l+Ai)W]+W2 (3.4.2.2.10)
Yj = E (c2(Cl+C3)}= - A 2 Wj - (1+ A x A 2 )(A1 + A2)V
(3.4.2.2.11)
Y2 = E(c2c 3) = A!A2 V . (3.4.2.2.12)
Similarly writing the A.C.G.F. of (3.4.2.2.8), i.e.
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Yx  = E { n (l-BB/Add-BB'Vxd } e2 
i = l
(3.4.2.2.13)
and writing in limit t-*-« E(et ) = Y, we get the autocovariances 
at lag k = 0,1,2 as
Yq = B2 Y { (X1+A2)2+ (X1X2/B)2+ 62}/A2A2 (3.4.2.2.14)
Yj = - BY {(X ! X 2 +B2)(A1+A2) } / X 2 X 
Y2 = B2Y/X!X2
Comparing the respective autocovariances we get 
2
Y = n (X2 /B)
(3.4.2.2.15)
(3.4.2.2.16)
(3.4.2.2.17)
i = l
Wx= (1 -B)(A!+ A2)(XjX2 -B)V/(X2B) (3.4.2.2.18)
W2 = -(1 + X|)W1+ (l-B2)(XfX§- B2 )V/82
= (1 -B)(XxX2-B)(X!-X2B)(Ag - B)V/(X2B2) (3.4.2.2.19)
the required result.
Special Cases
i) If Xj= 1 and A2 = X such that G
results reduce to
Wj = U - B ) ( 1  + A ) (A -B)V '  (XB)
. 2W2 = (1-B)(X-B)(1-XB)(X2-B)V/(XB )
ii) If Xi= x2= x such that G
Wk = ( l ) { ( X2- B) (1 - B)/ B^V
f then the above
'J
(3.4.2.2.20)
(3.4.2.2.21)
then we can write 
(3.4.2.2.22)
for k = 1,2.
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iii) If Ai= A? = 1 such that G =
1 I 
0 1
(3.4.2.2.18) and (3.4.2.2.19) can be written as
then the results
Wk = ( £ ) { ( l - B ) 2/6} V (3.4.2.2.23)
for k = 1,2.
Comments :
i) The setting of the W matrix is not unique. However, 
many possible settings can be interpreted simply as time 
shifts of the parameters. For example, the second order 
polynomial E.W.R. model
yt = pt + Vt ; v ~ N ( 0, V )
pt = Pt-1 + ®t-l + wl,t
6t = 6t-l + w2,t
^ N( 0, W )
■.Wo /t
may have
W
W, 0
w.
or W =
wx+ w 2 w2
W, W.
where each setting gives identical forecasts. The growth 
parameter in the first case is g  ^ for the second
case ( i.e. a time shift of 1 interval ). Here and W2
are as defined above in case (iii). The many time shifts, each 
correspond to a
W e { W Wx+ aW2
aW2
aW2
w2
; (2a - 1 ) < 1 + 4W1 W^ }
giving identical forecast distributions and having the same limiting 
E.W.R. forecast function ( see Harrison-Akram (1983) ).
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ii) The procedure for deriving the W matrix has been given
up to a second order case. For higher order cases, the W matrices 
can be easily found following the procedure described above.
3.4.3 Special Cases of Dynamic Linear Models ( D.L.M. )
3.4.3.1 First Order D.L.M.
This is a special case of the D.L.M. (3.4) when n=l 
In this case we consider
f^ = 1 , G -A , wfc= w^ and = et.
The observation and parameter equations in this case are
Yt = 9t + vt ; vt % N(0, V)
et - xet-l + wt ; w -x. N(0, W)
Given the prior
( et-l « Dt-1 ) 'V N( mt_j ’ Ct-1 )
the posterior estimate mtof such that
( et l °t 1 - N ( mt ’ Ct >
is recursively obtained as
R t + w
Y t • , 2 c t-i + w  +
A t - ( x 2 C t -1 + w
C t I
I > < rt
e t = yt - a m t -1
m t = x m t-i + A t e ,
(3.4.3.1.1)
(3.4.3.1.2)
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The k-steps ahead forecast function for this model is
k
F (k) = X mU L (3.4.3.1.3)
Limiting Results
In the limit t-*-“ , V > V ,
A - A = (X2 C + W )/(X2C + W + V )
C ♦ C = A V.
Substituting the value of C in A and simplifying we get
W = ( 1 + X2 A -x2)AV/(1-A). (3.4.3.1.4)
In the previous section (3.4.2.1) we derived the value of W as 
W = ( X2- B)(l- b )V/b (3.4.3.1.5)
Comparing the W values we get on simplification
A = ( X2 - 8)/x2 (3.4.3.1.6)
Substituting this value of A in the above limiting expression of 
C we get
C = ( X2 - B )V/ X2 
or V = X 2C/(X2 - B ) .
Substituting this value of V in (3.4.3.1.5) we get a relationship 
between W and C, i.e.
W = ( 1 - B ) X2 C/ b (3.4.3.1.7)
From the limiting result for Q (2.3.3.1) we know that 
Q = X 2 /(X2-3) or Q_1 = (X2 -B)/X2
for f = 1 and G X
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-1 ,-lComparing Q "* with C we see that C = Q ■* V. 
Substituting this value of C in (3.4.3.1.7) we get
W (1-6) Q'■1 V 6 (3.4.3.1.8)
This relation helps us to understand the link between D.L.M. and 
E.W.R. models, such as D.E.W.R. (3.3.2) models. In the limit both, 
the first order D.L.M. (3.4.3.1.1) and the first order D.E.W.R.
(3.3.2) yield the same forecasts. In both cases the limiting value 
of the updating coefficient A is equal to (3.4.3.1.6) and in the 
limit t -*• “
in = A in . + A e^ t t-1 t
= Am^ j + {( A 2 - 6) / A 2 }e ^ (3.4.3.1.9)
Further if A = 1, the first order D.L.M (3.4.3.1.1) reduces to a 
model called the Steady Model. In such a case the values of W 
and A reduce to
W = (1-6)2V/6
and A = 1- 6
The above result for mt consequently reduces to
mt = mt-l + (1"B) et (3.4.3.1.10)
This result is the same as (2.2.0.7), i.e. the simple exponential 
smoothing result, given in chapter two.
The above results reveal that the particular setting 
of W (3.4.3.1.5) establishes a close link between the first order 
D.L.M. and the first order E.W.R. models.
For second order models such a link is described in 
the forthcoming sub-section.
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3.4.3.2 Second Order Dynamic Linear Model
This is a special case
defined by observation equation
(3.4.0.2) when n = 2,
Al 1
f = (1 0) , G =
/--
--
o
The model in this case becomes
Yt = ®1. + Vt t
6l,t = Xi el,t-l + 9 2 , t - 1
02 ,t = 02,t-l + w2, t
’ X J  t and *t =l
*2 ' t
+ w,
(3.4.3.2.1)
For data D j = yt_1,..., and = ( yfc, Dt_2 >. given the
prior
( it-1 D t _ i  ) v N(
and setting the W matrix either 
appropriate form, the posterior
as (3.4.2.2) 
estimate mt
or
of
in any other 
0_ such that
( 6. | Dt ) v N( mt , Ç )
is obtained recursively using the recurrence relations (3.4.0.3) 
to (3.4.0.10).
The variance V if is not constant and is unknown at 
time t,is estimated on line through the Bayesian learning process 
presented in section (3.4.1).
Forecast Function *i
The k-steps ahead forecast function for the second 
order model (3.4.3.2.1) is
k k-1 k-2 i
Ft(k) = E(Y k | D t.) =  AiHij t  + A j  . Z (A 2 / A j ) m 2 t
i = 0
for all finite k > 1. (3.4.3.2.2)
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Limiting Results
When t , the limits
V - V, Y Y , A, Ct - C and
m = G m t _ -j + A e
exist . However, in general, the precise expression for A is 
not known analytically, except for a particular setting of the W 
matrix. For example in the present second order case if we set
W =
W 11 W 12  !
(3.4.3.2.31
W 12 W22 !
by defining
W = {(1- B)/ 8} G C g '
{(1-6)/ 61 G 2_1V G (3.4.3.2.41
where 2 is the limiting value of 2t defined for E.W.R. models 
by (2.3.3.11, i.e.
2 = f I + 6 (G* l'1 £ G-1
the inverse of which for a second order E.W.R. model is (2.3.3.51,I
then the limiting value of At = A = ( Aj A2 1 is as derived 
in section (2.3.31 of chapter two. The elements of W obtained 
in the present case, using the above expression (3.4.3.2.41 are
wn  = (1-B)( xfx| -B2)/ e2
W j 2 =  A1(1-B)(A1A2 - b )(A| -B)/B2
W22 = (1- B)( AjA2- B )2( \\ - S> / B2; (3.4.3.2.51
and the limiting value of the updating vector Afc= A = (Aj A2)’
Aj = ( if - B2)/ and A2 = ( A j A 2- 8 1 ( A |-B ) / A ! A \
(3.4.3.2.61Other special cases of interest are:
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Limiting Results
When t , the limits
v - V, Y ♦ Y , Afc* A, Ct * C and
St G 5t_i + A et
exist . However, in general, the precise expression for A is 
not known analytically, except for a particular setting of the W
(3.4.3,2.3)
For example in
“n W12
W =
“12 W22
by defining
w = {(i-e)/e}GCG'
{(1-6)/ 6} G 2_1V G (3.4,3,2,4)
where Q is the limiting value of (} defined for E.W.R. models 
by (2.3.3.1), i.e.
2 = f f + 6 (g ')-1 £ G_1
the inverse of which for a second order E.W.R. model is (2.3.3.5),I
then the limiting value of At = A = ( A2 ) is as derived
in section (2.3.3) of chapter two. The elements of W obtained 
in the present case, using the above expression (3.4.3.2.4) are
wn = (1- 6)( - 62)/ 62
W12 = X1(l-6)(X1A2 -e ) ( A g - 6) / 6 2
W22 = (l-6)(X1X2- B ) 2(X^-6)/62; (3.4.3.2.5)
and the limiting value of the updating vector At= A = (A^ A2)’
Aj = ( xfx§ _ B 2)/ XfX§ and A2 = (X1X2~B)(x|-0)/a 1X§
Other special cases of interest are: (3.4.3.2.6)
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i)
wit:h
If Xj= X2= X .then the limiting value of Af. is given by (2.3.3.9)
A1 =  ( X “ - B 2 ) / X 1* and A 2  = ( X 2 - g  )2 / x 3 (3.4.3.2.7)
ii) If X!= X2= 1 then A is given by (2.3.3.12) with
Aj = 1-B2 and A2 = (1“6)2 (3.4.3.2.8)
iii ) If X1=1,X2»X, then A is given by (2.3.3.15) with
A j  = ( X2-S2)/ X 2 and A 2 = (X-B)( x 2 - s ) / x 2 (3.4.3.2.9)
Corrcnents
i) The above results show that if the W matrix is set according to
(3.4.3.2.4), then in the limit t -*■<” the second order D.L.M. yields 
forecasts equivalent to the second order E.W.R. and D.E.W.R. models given 
in section (2.3) of chapter two and section (3.3.2) of chapter three 
respectively, when similar settings of _f and G are considered. This is 
also true for higher order cases.
ii) The second order D.L.M. is useful in practice, especially
the above case (iii) due to its asymptotic behaviour. Second 
order models are commonly used to represent a trend or a low 
frequency. These models often give quite satisfactory results, 
especially when dealing with economic and industrial time series.
that in most of the cases a time series trajectory can be 
reasonably represented by the first two terms of the Taylor Series
Moreover analogous to Taylor Series, it is well known
f(y) = T. f ^  ^ (m) ( y-m) ■*■/i ! .
i=0
If m is a reasonable estimate of y, then
f(y) a f(m) + f^^(m)(y-m)
as the contribution of higher order terms in (y-m) become 
insignificant.
J V
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3.5 E.W.R. and Dynamic Linear Models
3.5.1 Polynomial E.W.R.
From corollary 4 (5.3.4.3) of the G.E.W.R. theorem (T3)
for X = 1
n n
( 1 - B ) yt = ( 1 -8 B ) e (3.5.1.1)
If the e are independent (0,o2) then the series Y^ can be 
represented as an ARIMA(0,n,n) process with parsimony (2).
For D.L.M. modellers using Bayesian Forecasting, the 
following constant D.L.M of parsimony (2) has a limiting 
polynomial forecast function equivalent to that of E.W.R. with 
discount factor 8 (see Harrison-Akram(1983)).
II4J
>*
l i t + Vt ; v % N(0, V)
^t = J (1) —n V l  + Wt ; w v N( 0, W)
(3.5.1.2)
where
f = (1,0,. ..,0) , J (1) —n is a (nxn) matrix of Jordan form
with n unit eigenvalues,
W = diag( Wj.... Wn),
n ? kns ( ) 
k {(1-B )Z/B 1
for k = 1 , . . . , n
(3.5.1.3)
Lim V(et) = Lim Y = Y = V/ B n (3.5.1.4)
t+“ t ■^°°
and E ( tl Dt> = m = J (1 ) -1; —n St-1 + V t (3.5.1.5)
with Lim A =
t; -► o° A = (
i
Aj * . • • , )
where, defining A^ = 1 - Bn A2 , • • • , An are.
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found through the recurrence relation
Ak+1
n k
= ( ) (1-|3) - A, . (3.5.1.6) 
k R
The proof is a special case of theorem (T7) (5.4.2) given in
chapter five, when X = 1.
Comment
The model (3.5.1.2) though expressed for the univariate 
case, can be easily extended to the multivariate case. 
However, in some cases other time shift parameterisations are 
used.
For example, if instead of Jn(l) we consider L, 
where L is an upper triangular unit matrix, then the model
(3.5.1.2 ) can be written as
Yt = i it + vt
*t = L £ t_1 + Tt (3.5.1.7)
where
vt % N(0, V) as usual
and T v — t N(0, H W h ')
where H is a 
system from a
transformation matrix that transforms the dynamic 
Jordan form to a dynamic system of an upper
triangular form. The transformation matrix H is found by 
following the transformation and similar models procedure given 
in section (6.6) of chapter six.
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3.5.2 E.W.R. type Polynomial D.L.M.
Extending the constant D.L.M polynomial model (3.5.1.2) 
to include damped polynomial* so that, for |x|si, J^(X) is the 
Jordan block for n equal eigenvalues , we have
Y = f 0_t + vt ; vt v N(0, V)
= J (x) e + w. ; w ~ N(0, w)— t —n — t-l t t — — (3.5.2.1)
where f^ and 0_ have their usual meanings.
Writing the k-steps ahead forecast function
k
F (k) = E(Yt+k |Dt ) = f { Jn(A) } mt (3.5.2.2)
and W = diag( Wj,..., W ) where for k=l,... , n, 0<B<X2
n k
W, = ( ) { (X2-6)(1 -B)/B } V (3.5.2.3)
k k
I
we get in the limit t+« A = A = ( Aj....  An>
where defining Aj = 1 - (S/X2)n , ,.. . , An can be recursively
found from the recurrence relationship
n k
Ak+1 = ( ) { (X2 -B)/X } - XAk . (3.5.2.4)
k
For proof see theorem (T7)(5.4.2) given in chapter five.
3.5.3 The General Procedure for Deriving E.W.R. type D.L.M.
An E.W.R. type D.L.M. may be found as follows:
Using the limiting result (5.3.4.2.1), given in 
corollary 2 (5.3.4.2) of the G.E.W.R. theorem (5.3.4), i.e. 
n
i) xt = n ( 1 - X.B )yt (3.5.3.1)
i=l
and
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xt = n ( 1-6 B/a () e. i=l 1 t
(3.5.3.2)
n
Z u . e* . . 
i-0 1 t_1
(3.5.3.3)
where the pi are functions of B and X. (i=l,...,n).
ii) Writing the Autocovariance. Generating Function ( A.C.G.F.) 
of x
n _i
Y x ( B )  =  n { ( 1- 8 B / X . ) (  1- B B  1 / X i ) Y (3.5.3.4) 
i=l
where Y = Lim Y = Var ( e ).
t -► 00
iii) Constructing the D.L.M. in a convenient form
Y = f + Vt —t t
0 . = G + vz— t — t- 1 -t
(3.5.3.5)
where
vt -v N( 0, V ) and wt % N( 0, W )
with unknown values describing W , then derive
xt = f( Vt ',vt-n ; 2t. » wt_n ) and
the A.C.G.F. YX(B).
Compare with (ii) for the W setting and for Y , the 
Var( et ) in terms of V and B as explained in section (3.4.2)
iv) If Lim A = A is required,use
t+“ L
yt = - - + et >
St-1 = - -t-2 + A et
(3.5.3.6)
and obtain
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n ( 1-A.B ) y. = Z 
i=l 1 C i=0
whei
u • e. . (3.5.3.7)M1 t-1
A1 CM
< . . . , A . * n
Comparison with (i) gives A as explained in 
theorem (5.4.2).
3.6 Seasonal Models
3.6.1 E.W.R. type Seasonal Models
The cases which are of particular interest are the 
following seasonal models, all of parsimony (2), derived when
each A. isl a root of unity and n is a period of seasonality.
i) The full pure seasonal model is
n-1
Z
i=0 yt-i
n-1
= Z B1 e. . 
i=0 t_1 ‘ (3.6.1.1)
ii) The full seasonal and level model is
( 1-Bn ) yt = ( 1- BnBn ) et (3.6.1.2)
iii) The full linear growth seasonal model is
( 1-B ) ( 1-Bn ) yt = ( 1-BB )( 1-Bn Bn ) et •
In general, dth
(3.6.1.3)
order polynomial full seasonal model is
( 1-B )d-1 ( 1-Bn ) yt = ( 1-B B )d_1 ( 1-Bn Bn ) e .
(3.6.1.4)
The model of d £ 2 are usually not recommended for
practical use.
Such models are discussed in detail by Roberts and 
Harrison (1982) and Roberts (1982).
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3.6.2 Basic E.W.R. Cyclic Block D.L.M.
A simple cycle is characterised by a 
eigenvalues
ito - i t o ; where u = 2 tt/ pe , e
seasonal period. The model in real canonical 
as
Y. = f e_ + ; v. 'v- N( o,t ---1 t t
0 _ = G,, 0_ i + : w. 'o N( 0,-t —to — 1-1 —t ’ —t
pair of distinct
and p is the 
form is defined 
V )
(3.6.2.1)
W )
where cos ui sin w
f = (1 0) and G,
-sin to cos to
The W matrix is found either following the procedure given 
in section (3.4.2) or using the result (3.4.3.2.8) , as
W = ( 1- 8 ) G^C G^ V/ 6 .
Limiting Results
The limiting forecast function for this seasonal 
constant D.L.M. is that derived by E.W.R. with discount factor
6 and the limitsi as t+oo are
i) Lim Var( et ) = Lim Y Y = v/ e
ii) Lim * 2 = f ’ f + < g'w )_1 2 g ^1
iii) Lim At * A = 2_1 I = < A1 a 2 ) '
2where A1 = 1- 0
~ ( 1-0 ) cot uand
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Proof;
i) For n=2 , writing
2 2
x_ = n ( 1-x.B ) y « n ( 1-8 B/A.) e 
t i=l ' C i—1
with = elilJ and ^2 = e
we get = ( 1-e1" B )( 1-e la) B ) yt
= ( 1- Be"1" B )( l-Be1" B ) efc 
or xt = ( l-2cos wB+B2 ) yt
= ( 1-2 8 cos ojB+B?B2 ) et.
The A.C.G.F. of x.
Y = ( 1-2 B cos u B+ B2 B2 )( 1-2 B cos £j B-1 + B2B-2 x
yields ( 1+4 B cos a) + B ) Y
Yj= -2 B( 1+B ) cos “ Y
2 - e y
Now from section (3.4.2.2) we know that y2= ^i^2^ » which 
this case becomes
v ,, iw -ia> *Y2=v as xxx2= e  . e = 1
comparing with the above we get 
Y = V/ B2 • (3.
ii)
Writing a =
‘ill q12
*12 q22
) Var(et)
in
6 .2 .2 )
and using the limiting result (2.3.3.1)
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i. e 2 =
t
f f + B ( G r 1 s G“1 with G = G— — oj
'*»u q12 1 0
+ 6
C O S  w sin^ j qll q12 cosw -sinoi
q12 q22 0 0 -sin^ C O S W ql2 q22 sinw cosoj
and solving these equations in terms of q's as in section (2.3.3) 
we get
q ^  = {( 1-8 )■*■ + ( 1- geos 2 w)/( 1-2 Bcos 2w+g ) }/2
2q^ 2  = “{ ( Bsin 2 at ) / ( 1-2 Bcos 2 at + 6 ) } / 2
^22 = ^  I- B ) - ( 1- Bcos 2 w ) / ( 1-2 geos 2“ +g 2 ) } / 2
Then finding the inverse of Q we get
2 91-B > ( 1- g ) cot at
( 1 - B  )2cotu, ( 1- g ) { ( 3-g) + ( 1-g )2cos ec^ at / g} 
= C V (3.6.2.3)
iii)
where 2 2 = 1 - B and A2 = ( 1- g ) cot w
as required.
(3.6.2.4)
Comment i
The model (3.6.2.1) yields, in the limit, forecasts 
equivalent to an E.W.R. model similar to the model (3.3.2.1)
y. . = f . 0  -■'t+i — 1— t + 6t + i 6 ~ N( 0, V )
with G
52
if the W matrix is set as 
W = ( 1-B ) G C G V/ 6—  — OJ—  — OJ
which in the present case is
W
W11 W12
W12 W22
(3.6.2.5)
where
Wn  = ( 1-6 H  1 - 62 ) V/g2 
W12 = ( 1 - 6  )3 COtu V/g2
W22 = ( 1-6 ){ ( 1 - 62) + ( 1-B )3 cot2 a) /B }V / 6 .
Another possible setting of the W matrix, given by 
Harrison-Akram (1983) is
W = G Wd g '
COS a) sin OJ 2a 0
-sin oj cos OJ 0 2 a ( 1+ a / 2sin2 ai )
x
C O S  U)
sin cj
-sin oj
cos OJ
V
a
2+ a 
a COS oj
a cos oj
22+ a cot oj
(3.6.2.6)
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where = diag( , VI ^ )
Wj = 2 a and VI2 = 2 a ( 1+ a / 2sin^ ai )
and a = ( 1- 6 )2 / 8
3.6.3 An E.W.R. Seasonal Constant D.L.M.
This model is a full seasonal and level (of a stochastic 
process) model with a stochastic form free seasonal pattern, 
varying about a stochastic process level.
Let the seasonal cycle be of n (integer) sampling 
intervals, then the eigenvalues are
2 n k i/n
e ; k - 0 ,1 ,. ....,n-l
and the model can be written in a form suitable for operation
as (see Harrison-Akram(1983))
yt = £ *t + vt
In-1 (3.6.3.1)
— t
1 o'
*t-l + J£t
where vt % N( 0, V ) and wt % N( 0, W )
with as usual f - (1,0..... ,0) .
Writing W = ( 1- S n )2 V/ n 0 n (3.6.3.2)
and setting W = W _I , the model is such that
i) the limiting forecast function is that derived for a
full seasonal and level D.L.M. using E.W.R. with discount factor $
Lim Var ( Y I D ) = V/ 6n. „ U Lii)
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t-* •>
all i 2 2.
Proof
i niii) Lin Ai_ = A = ( A 1,...,A) where A, = 1-B , A.= 0 for—t — J n 1 l
From the definition of the full seasonal and level model
(3.6.1.2)
xt = (1-Bn)yt (3.6.3.3)
= (l-6nBn)et. (3.6.3.4)
Now from the definition of the model (3.6.3.1), writing the 
observation yfc at time t as
yt = 6l,t + vt (3.6.3.5)
= (02,t-l + wl,t > + vt
0n,t+l-n + wijt+1_. + vt
= Bn9. . + E W . . . . . + V , .l.t i=1 i,t+l-i t (3.6.3.6)
This shows that
9l,t = 6l,t + wi,t+l-i °r (1-Bn> 6l,t= i,t+l-i
(3.6.3.7)
Multiplying both sides of (3.6.3.5) by (1-Bn) and substituting Lhis 
result we get
( 1 ' B  )yt= ^"i.t+l-i: + ( 1 -B")V. (3.6.3.8)
Equating for the autocovariances of xt 
T (l*e2n )V/en for k=0
- 6° V(e) for k=n 
otherwise
(3.6.3.9)
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gives confinflation of (i) and (ii).
We know that an observation
(3.6.3.id)
can be written from the forecast function
Now
1 o'
as t . From it finding the value of m 2  in a recursive
which the parameters are seasonal effects. It is ofcourse 
easy to ensure that the sum of parameters is fixed, say at 
zero when they then represent such effects.
v a r i a n c e  Cq so t h a t  a l l  rows a n d  co lum ns  sum t o  z e r o .
The additional constraint is such that the elements 
of w sum to zero over a seasonal period n . This is due 
to the assumption that the seasonality is normalised over a 
cycle or period n such that
One. way of ensuring that these constraints are met is 
as follows:
Let the prior information be expressed as
m ann e r  a n d  substituting in (3.5.3.3 ) we get
( 1- 6n Bn ) et (3.6.3.11)
which confirms (iii).
Comment
For some models a seasonal component is required in
Initially set mg = £ and set the associated
n n
i=l
0 = Ï 
i = l
w .
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Writing
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W* = { W . . - W. W. / W } = ( W * . l .  - n  i j  i  J s l j (3.6.3.14)
As a special case when W = W I , this result reduces to r —n —n
* ( (n-1) W / n  ; i f  i = j
W. . = \
- W/n i + j
A result given by Harrison-Akram (1983).
Such constrained models are in use in both seasonal 
and non seasonal Bayesian forecasting applications. In 
addition, in practice we do not demand that the model be constant 
but generally keep the ratio V/W constant. Hence the uncertain­
ties which may well depend upon the expected level of the 
observation ( particularly important in seasonal cases ) can be 
more properly described, while retaining the concept of an E.W.R. 
forecasting function.
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4
RECURRENCE RELATIONSHIPS FOR THE PRECISION 
MATRICES OF AUTOREGRESSIVE - MOVING AVERAGE 
PROCESSES
4.1 Introduction
The introduction of Autoregressive processes by 
Yule (1927) and Moving Average processes by Slutzky (1927), 
has generated much interest. The work in this area has 
steadily been advanced by Walker (1931), Wold (1938),
Bartlet (1946), Kendall (1949), Durbin (1959), Hannan (1969), 
Akaike (1971), Box-Jenkins (1974,76), Godolphin (1977,80),
Nuri (1980), etc.
In this chapter I discuss coloured noise processes 
which display Autoregressive-Moving Average (ARMA) behaviour. 
Recurrence relations which play a dominent role in dynamic 
systems are developed for ARMA precision matrices. The attention 
is, however, restricted to those precision matrices which are 
relevant to ARMA(p,q) processes.
Special cases such as pure Autoregressive processes 
and pure Moving Average processes together some examples are 
discussed.
In the last section, a brief survey of the 
methodology of Box-Jenkins (1976) relating to ARMA processes 
is given.
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4.2 (p,q) Order Autoregressive - Movivg Average. (ARMA(p,q))
Coloured Noise Process
For an ARMA(p,q) coloured noise process e with 
representation
<(> (B) e = n (B) 6 (4.2.0.1)p t q t
2where <5*. is a white noise with variance o. ,t 6
p
<t> (B) = n ( 1 - ()>. B ) P 1i = l
q
and n ( B ) =  n ( 1 - n . B )q 1i = l
are polynomials in B of degrees p and q respectively, the 
roots of which are assumed to lie outside the unit circle; 
defining:
i) *(B) = <t> p ( B) / n (B)
2 <Pi B1 
i=0
whe re  ^p 1
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t-1
ii) * (B) = S fil
i=0
iii) (lxt) vectors
I
1 , i|>i, • • • . )
I 
I
et,...•e x )
( 0* Pt1
and assuming that e = 0 
P , the precision matrix, 
relation for P is
It = lt ±t +
1
with 0 jas the (t-1) row vector of zeros and =
2
a 6 >
for t £ 0 and the inverse of 
i.e. P exists; the recurrence
°t-l
0t-l *t-l
it - <
At = (
it = (
where e. ^
1
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Proof:
Since <t> (B) P and n (B)q are invertible,
initialisation does not effect limiting results and generally 
the effect dies away quickly with time. Hence, considering 
assumption
e = 0 for t £ 0
we can write
6t et + *iet-l + *2et-2 + V l ei
6t-1 et-i + *1et-: \ - 2 ei
61 e 1
or ¿t = lit ^ (4.2.0.2)
where
lit " (4.2.0.3)
—t = ( °t-l «t-1 > (4.2.0.4)
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From equation (4.2.0.1) we can write
¿t " V ±t (4.2.0.5)
Var ( e ) = M,.1 (m V 1 a*- U — L — L Ô
" ^t1 ° 6 (4.2.0.6)
where
-1 -1 ' -1A t = V  (Mt ) (4.2.0.7)
From this expression of P  ^ we can easily write
Substituting the value of N from the expression (4.2.0.4)
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here, we get
P = ip é -t -t -t
°t-i
”t-l
( °t-l Mt-1 >
it it +
0 V, 1
fit-1 fit-1
(4,2.0.8)
where Pj = 1.
Example
Let e t ^ ARMA(1,1) with representation
et - *i£t-l + 6t “ ni 6t-l
then at time t=3 if we wish to find the precision matrix P^ 
of the given process et , it can be evaluated easily through 
the above recurrence relation (4.2.0.8) as follows.
At time t = 1, we know that
Substituting this value of P^  in to the recurrence relation
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of P2 , i.e.
I? = ±2 ±2
P,
0
(1 if) i ) +
Substituting this result further in to the recurrence relation 
of P^ , i.e.
*3 =
1 *1
*1
21+ «/i i
•>
*
0
13 +
-2
s
1  ^1
21 + *1
<(<2 * ! ( 1 + l)<2 )
— 2
^2
<l>2
<P 1 ( 1+ H>2 )
2 2 1 + j + i/) 2
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4.3 Special Cases
4.3.1 p-th Order Autoregressive ( AR(p) ) Process
when
This is a special case of ARMA(p,q) process (4.2.0.1) 
n . = 0 for all 1 £ n. < q.
In this case the coloured noise e ^ ARMA(p,0) or simply 
AR(p) with representation
k (B) e = 6 p t t (4.3.1.1)
The recurrence relation (4.2.0.8), i.e.
Pt " *t *t +
fit-1
fit-l St-1
holds with
MB) = <i>pCB) = n ( 1 - <f>± B ) 
i = l
l l(,i B1 
i-0
(4.3.1.2)
and 1 as usual.
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Further, if p = 1, (4.3.1.1) reduces to a first order 
Autoregressive ( AR(1) ) process
et ’lEt-l (4.3.1.3)
This is also known as Markov process. 
In this case
±t = it = ( 1 , - * i, 0.... 0 )
<MB) = <MB) = 1 - $ iB
and the recurrence relation (4.2.0.8) reduces to
fit = At At +
fit-1
fit-1 fit-1
(4.3.1.4)
Example
Let ^ ARMA(1,0), i.e. AR(1) with representation
(4.3.1.3) , then at time t=3, the precision matrix can be 
evaluated recursively through the above recurrence relation
(4.3.1.4) as
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*2
- $1 21 + <J> i
Substituting this value of P2 in to the recurrence relation 
of P^, i.e.
Zo = i2 i2 +
°2
°2
—2
\
where = (1 -$i 0)
we get
—3
1 - 0
2
♦ 1 1 + $ i - <p 1
0 " *1
2
1 + 0 1
the required precision matrix at time t 3
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4.3.2 q-th Order Moving Average ( MA(q) ) Process
This is a special case of (4.2.0.1) when the 
Autoregressive coefficients
<p ^ = 0 for all 1 s i s p.
In this case the coloured noise v ARMA(0,q) or MA(q)
with representation
Et = nq(B) 6t (4.3.2.1)
The recurrence relation (4.2.0.8) for the precision
matrix P , i.e.
p = Ui ij-t x t T t
fit-1
fit-1 £t-l
holds with
(B) = l/ri (B) = Z ip ± B1 
i=0
(4.3.2.2)
and Pj = 1 as usual.
In particular, if q = 1 then e t v MA(1) with 
representation
E t 6 t -n j 6 t-1 (4.3.2.3)
For this first order Moving Average process
2 t-1 ,
= a t  = < 1 .  n i  > n i > • • .  t 11  ) (4.3.2.4)
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and
" *t *t +
St-1
fit-1
-t-1
(4.3.2.5)
Example
For a coloured noise process et ^ MA(1) with
representation (4.3.2.3), the precision matrix of e at time 
t = 3, i.e. can be evaluated through the above recurrence
relation (4.3.2.5) as follows.
We know that at time t = 1 P^ = 1 . Substituting this
value of Pj in to the recurrence relation of P2 > i • e .
(1 n i) +
we get
fi2 “
n l
i 1
1 + n
Further substituting this value of P2 in to the recurrence 
relation for the precision matrix P^ > i.e.
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^3
( 1 -s
n J (1 ni
2tni J
0
2n i ) +
*2
J
H
ii
1 + n i
2 2 
n i ( 1 + n i )
v.
■s
2
11
2
n i ( 1 + n i )
2 41 + n i n i
(4.3.2.6)
Comment :
The recurrence relations, developed for ARMA(p,q) 
precision matrices play quite a significant role in the 
development of Generalised Exponentially Weighted Regression 
(G.E.W.R.) theory, presented in the forthcoming chapters.
In case of Exponentially Weighted Regression (E.W.R.) 
the precision matrix is simply equal to _I , i.e. an
identity matrix at time t.
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4.4 ARMA Processes and Box Jenkins Models
Box and Jenkins in a series of papers and a 
subsequent book (1976), introduced a set of univariate models, 
they presented ARMA Models for stationary time series and 
ARIMA Models for non-stationary time series, assuming that 
the non-stationarity can be transformed to stationarity by 
virtue of differencing the series up to an appropriate order 
d ^ 1. The models introduced can be adopted to take in to
account seasonal variation. They consider the models with 
time invariant parameters and proclaim the parsimony. Their 
approach to time series analysis is characterised by a very 
sophisticated three stage procedure for model identification, 
parameter estimation and forecasting. The detail can be found 
in Box-Jenkins (1976).
During the last decade their methodology has obtained 
quite extensive publicity, perhaps due to a claim by Box and 
Jenkins that their ARIMA Models are almost universal, 
covering almost all previous model conceptions such as 
decomposition of time series in to trend plus seasonality plus 
stationary fluctuations; but the pasture is not so green as 
promised. The methodology suffers from many drawbacks, 
such as:
1) ARIMA Models do not provide an explanatory insight
in to the trend, seasonality and stationary residual components 
of a time series. When the variation of the systematic part 
such as trend and seasonality is dominant, the prediction 
effectiveness of the ARIMA Model is mainly determined by the 
initial differncing operations
d d D s D
7 = ( 1 - B ) and V = ( 1 - B )s
where d and D are the degrees of differing for trend and
seasonality and s is the seasonal period, and not by the 
ARMA Model fitted to the stationary part. For more 
discussion see Parzen (1974). The differencing, usually 
creats a problem, especially, when the time series contain 
outliers. In such a case the differencing increase the number 
of outliers.
For example, the first differences produce two 
outliers ( in doublet form ) for every isolated outlier in 
original series. In general the outliers are moutiplied by a 
factor c , such that
C = 2 ( d + D )
2) Due to the non-adaptive nature of the parameter
system in Box-Jenkin methodology, the ARIMA Models
i) are inflexible as compared to the Dynamic Line 
Models system
ii) are incapable of handling abrupt structural 
changes in the time series
iii) do not provide automatic procedures for
updating the estimates of model parameters 
with the arrival of new data
3) Box-Jenkins models are not easy to identify without
a great deal of practical knowledge and expertise.
4) By contrast to the sophistication offered by the
Box-Jenkins methodology, other simple and straightforward 
methods such as Exponentially Weighted Regression (E.W.R.)
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methods quite often provide reasonable estimates. For related 
discussion see Wilson and Newman (1981).
The Generalised Exponentially Weighted Regression 
(G.E.W.R.) methodology, presented in the forthcoming chapters, 
overcomes most of the stated problems.
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GENERALISED EXPONENTIALLY WEIGHTED REGRESSION 
G . E . W . R
5
5.1 Introduction
The infrastructure developed in the previous chapters 
is used in this chapter to develop a dynamic Bayesian 
methodology for the analysis and forecasting of discrete 
time series with ARMA type Coloured Noise processes.
The aim of this generalization is to retain the 
conceptual simplicity and parsimony of E.W.R. for longer term, 
trend or low frequency movements and to model the higher 
frequencies separately as ARMA type Coloured Noise processes.
In section two Generalised Exponentially Weighted 
Regression (G.E.W.R.) is defined. Some basic components, 
involved in the development of the dynamic system of the G.E.W.R. 
are explained in detail.
In section three, firstly, a Fundamental Theorem of 
G.E.W.R. is given along with limiting results; then the 
Main Theorem of G.E.W.R. is presented, which apart from 
generalizing the results of Godolphin-Harrison (1975) and 
Mckenzie (1976), provides a technically concise proof, which 
is shorter than that used for the special cases. The rest, of the 
section is devoted to the development of the G.E.W.R. theory 
through various theorems. Many corollaries to the theorems are 
presented.
In section four, some practical implications of 
G.E.W.R. are discussed. Two useful theorems, in this connection 
are given.
5.2 Def initions
5.2.1 Definition of G.E.W.R.
For a time sequence , consider the model at time L
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as
Yt-i = it- 4 0 1 — + et-i
where the error
•
t (e t, e
£ t  • ^ ( 0 * ^t1 *
(5.2.1.1)
,Ej ) is such that
and the independent variable lxn vectors f^ are known, 
and for smoothing or discount factor 0 < 3 < 1, let
B^ 2- be a t-diagonal matrix such that
1/, 1/, (t-1) /2
BL = diag ( 1, 8 , -- , 8  ) »
then the G.E.W.R. estimate m^ for 0 based on observations
( yt, y j..... y, ) is defined as that vector value of 0. e Rn
which minimizes
Rt St (5.2.1.2)
or equivalently maximizes
Sfc = - Rfc/2 (5.2.1.3)
Clearly if then m^ is the usual E.W.R. estimate and if the
joint distribution of is normal, m^ is the Maximum Discounted 
Likelihood estimate.
5.2.2 Definition of the Components of G.E.W.R. 
t-1
K>t( B) = £ i|; B1
i=0
a • = ip . 3
i/2 for i 2 0
2-t == ( P o a 1 * • • • a
i t ( ♦ o » . *
it
(5.2.2.1)
(5.2.2.2)
(5.2.2.3)
(5.2.2.4)
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“t(B) = i|> (B B) = Z a.1 B (5.2.2.5)
i=0
Zt - < i't-i- it- 2 , • . . f Q ) (5.2.2.6)
1
Zt = ( yt* yt-i* . .. y1 ) , or iginal ser ie s ( 5.2.2.7 )
t-i• t-1 i/2
u* = oi F. = £ — Z ip 3 f . .— t -t -t l —t-l-i i -t-l-i
i=0
1 v2
i=0 (5.2.2.3)
zt = 2t It = V 8 B)yt, der ived series. ( 5.2.2.9 )
d = u m , , one step ahead forecast of the derived 
series. (5.2.2.10)
et = zt - df
Example
above,
f.t» we 
i) at
gives 
ii) at
gives
and so
definitions are given in various forthcoming sections of the 
thesis.
Some of the definitions, given in previous section and 
may be illustrated as follows.
For e •v ARMAip.q), given discount factor 3 and known 
see that:
l>2
1 - 1. P2 “ 1 » fLi= e i and o^i =
* — ! = —0 and zi = yi ;
v2 l'z f i ÿ itime t = 2, ß_2 = diagd, 8 ), P
Lz ( e2  ei) and 0 . 2  = ( ao “ i ) = (1 which
S2 = -( e2+i^ 18 e J )2/2 + 6 >
—2 f. +i<iß f_n and
'2
y  2 +’l'iß y]
on. More detailed description and applications of these
5.2.3 System Matrix Q
The system matrix Q of 
t-1
 ^ e1 iit-i Ht_i = 
i-0
G.E.W.R. is defined as 
t-1’ i iU  u  + Z u . u  .—t—t -t-l —t-l
i-1
(5.2.3.1.1)
Re-arranging the terms, we get 77
t-2
= Ht  u t  + e z e 1 u ^ . .  ut _1 _i
i=0
(5.2.3.1.2)
‘ lit + B2t_i
where the matrix is of full rank n.
(5.2.3.1.3)
5.2.3.2 Time Series Case
For, time series, the usual moving origin representation 
is adopted so that at time t,
Y . = f. 9 t+i — l — t+i (5.2.3.2.1)
i >where f^ = f.Q G , (f^, f j ,. . . , f^) is of rank n and G , the 
transition matrix, has non zero eigenvalues X1,X2,..., X which 
are not necessarily distinct.
In this case the expression for the O matrix is
-t S( g ') 1 Qt_1 (5.2.3.2.2)
When G — 1^, the identity matrix, the result obviously reduces to 
the expression (5.2.3.1.3).
If '('^ (B) = <f> (B) = nf(B) = 1 , then P. = I. .
In this case ut = f and the expression (5.2.3.2.2) reduces to
(2.3.1.4), i.e. the expression for £ in the E.W.R. and 
D .E.W.R. case.
The inverse of , if required, can be. found by using 
the vector-matrix mixed identity (3.2.2.1).
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5.2.3.3 Limiting Form
In the limit as t ■» ~
u -*■ u = E a . f . -t - l-i
i=0
♦ Q = u u + 8 ( G (5.2.:
5.2.4 System Vector H 
5.2.4.1 Ordinary Case
The system vector H is defined as 
t-l
Ht = e ( ß b )1 zt 
i=0
t-l
E ßl —t-i zt-i 
i=0
( 5.2 . ^
t-l
u ’ zt + ß £ s1"1 u^_± zt_.
i=l
Re-arranging the terms we get
t-2
fit = üt zt + 6 2 ßl üt-1-i zt-l-i 
i=0
üt zt + ß V i
.3.1)
. 1 . 1 )
(5.2.4.1.2)
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5.2.A.2 Time Series Case
Considering the usual moving origin representation, the 
system vector is defined as
t-l
Ht - l { BCg ’)'1 B l1 ut zt (5.2.4.2.1)
i =0
= ut zt + B(G )  ^ • (5.2.4.2.2)
5.2.4.3 Limiting Form
In the limit t + « , ut ■* u
and
= u z^ + 8(G )  ^ —t-l ' (5.2.4.3.1)
3.3 Theorems Of G.E.W.R.
5.3.1 Fundamental Theorem ( T2 )(Ordinary Case)
Following the definitions given in section (5.2.2), the 
G.E.W.R. estimate mt for a parameter vector is such that
St - St1
= mt_1 + At et (5.3.1.1)
where Ht-
Proof:
For the model
Yt-i = it-i i + Et-i (5.3.1.2)
following the definitions given in section (5.2.1) and the 
recurrence relations for the precision matrices (4.3.0.2) and 
defining Sq = 0, we can write (5.2.1.3) at time t, recursively
st = 6St - i  ■  s't - 1 a‘t £t  /2
as (5.3.1.3)
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For t > 1 we can write the expression (5.3.1.3) as
St = 6 St-1 - < zt " — t— ^/2
and for t = 1
S1 = " ( zx - ) 2/2 .
t-1
Hence Sfc = - z 01 ( zfc_± - ufc , e_ ) 2/2 
i=0
which is minimised when 6_ = m where
de -t
t-l
= 2 = I B1u;_1 ( zt_. - ut_.e 
i=0
t-l i *giving £ 8 u. . u. . m.—t-i —t-i —t
i=0
t-l i 1£ 6 u . z. .—t-i t-i
i=0
Now from definitions (5.2.3.1.1) and (5.2.4.1.1)
t-l t-l
E B±^ - i  —t-i = fit and £ B±^ - i  zt-i = St
1=0 i=0
Substittiting these into (5.3.1.6) we get
fit St = St
—t = fit fit-
Multiplying both sides of the expression (5.3.1.7) by
B St-1 -t-l 6 St_!•
Now from (5.2.4.1.2)
—t * —t Z.t + B St_!
(5.3.1.4)
(5.3.1.5)
(5.3.1.6) 
know that
(5.3.1.7)
5.3.1.8)
0B we get
5.3.1.9)
«1
so (5.3.1.7) becomes
St Et = h ’ z t  +6
= Ht zt +B 2t_i St.! .
From the definition of one. step ahead forecast error e^ we 
know that
zt = —t 1u
El + et
so 2t St = Ht < -t St_! + et ) + BQt-i St-1
= < h ; Ht + 8 2t_! > St-1 + Ht et
Now Ht Ht + 8 2t-i = 2t from (5.2.3.1)
so
St = S f i + Ht et
St-1 + ±t et (5.3.1.10)
as .
This completes the proof.
5.3.2 Corol1ar ies
5.3.2.1 Corollary 1
For the time series the results (5.3.1.8) and 
(5.3.1.11) of the Fundamental Theorem of G.E.W.R. for the 
estimate m^  of _0 _ at time t, give
2t = '1 Ht .5.3.2.1.1)
where and lit are as defined in (5.2.3.2) and (5.2.4.2),
i . e.
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= u ut + B(G )  ^ G ' and
—t = Ht + Ht_1
and —t " £ St_! + At et
where e^ = - d^
V2= K»t( B B)yt - Ht G mt_]
(5.3.2.1.2)
and At, the updating or gain vector is calculated through the 
following recurrence relations.
Following D.E.W.R. (3.3) the recurrence relations 
for calculating A^ are
— t = £ fit-1 £ /6
1 + u K u. —t —t —t
*t fit (V
-1
( —t —t ) —t (5.3.2.1.3)
For these recurrence relations, no matrix inversions are 
involved, but if required for any intermediate estimate, can be 
found from the above expression of £ , by using the matrix 
identity (3.2).
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By using estimate m , one step ahead forecast yt 
for the original or observed time series y is obtained from 
the derived series as
yt = dt - { zt - yt }
l>2
= —t— “t.! - < V B B)yt - V (5.3.2.1.4)
5.3.2.2 Corollary 2
Restricting the discount factor 8 such that 
0 < 8 < min |A?| , guaratees the existence of the following 
limits as t * and shows that in practice E.W.R. is not to be
applied to mixtures of high and low frequencies. From section 
(5.2.2) as t + oo
oo
Lim üt = u = £ a . 1
i=0
f .— l a Ixn vector
Lim St - 2 =
*
u u + 8 ( GV 1Q G an n square matrix
Lim = A = „-1 2 u an nxl vector
—t ^
1
U zt + 8(G ')"’ st-1 an nxl vector
dt ^ u G mt 1 a scalar
St = s; * 2 _1h , and ^t=: 2 mt_1+ Atet> G mt_1+ A efc
Comment
The importance of the above restriction on the discount, 
factor 8 is highlighted in theorem (T4X5.3.5), where the effects 
of violation of this restriction are given.
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5.3.3 Theorem ( T3 )
Consider at time t, a local model (5.2.3.2.1), i.e.
t+i i + ‘t+i
where the Coloured Noise e v ARMA (p,q) has representation
t (B)c = n (B)6 as defined in (4.2.0.1). Given a discount P t q t 
factor 8 such that
20 < 6 < min I C  I and writing.• 1 1
zt ■ *t (el/2 B > yt ; 
the limiting result is
n n
Lim { n ( 1 - XjB ) z t+1 n ( 1- BB/Xj) e t  + 1 } = 0 • 
t i = 1 i — 1
Proof:
Let P-|(B) and P2(B) be matrices and P^ (B) and P4 (B) 
scalars all of whose element* are polynomials of order n in the 
backward shift operator B.
From corollary 1 of theorem (T2) (5.3.2) we know
that
2t = £ —1-1 + ^t et •
Using the backward shift operator B we get 
( I - G B ) m t = At et .
Assuming that ( - G B ) is invertible we can write
m = ( 1 - G B )_1 At et . (5.3.3.1)
( I - G B )_1 = { adj( I - G B ) } / | l - G B |
n
= { adj ( I. - G  B ) } /  n ( 1  - \  .B )
i=l 1
Now
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Letting adj( I - G B ) = P^ (B) we can write (5.3.3.1)
m = { P (B)/ n ( 1 - X.B ) } A e.i=l 1 -t t (5.3.3.2)
where the elements of P-^B) are polynomials in B of degree 
n-1 as the elements of P(B) are minors of the elements of 
n square matrix { I — Q B ). in order to obtain another 
relationship between the observations and the errors defininq
xt+l = “ ^ Sit + et+l (5.3.3.3)
and substituting here the above expression for m^ _ we get
xt+1 = u G { P^BJ/^n ( 1 - X±B ) } Afc et + efc+1.
Further substituting here the value of Afc = q”1 ufc from 
(5.3.1.1) and re-arranging the terms we get
n ( 1 - X.B )x
i=l
i“ "*t+l - { H G P^B) o;1 u^B 1 - X.B )>et+1.
(5.3.3.4)
Now from (5.2.4.2.2)
St = e i G V 1 Ht_! + u; zt
( I - 8 (G' )_1 B ) Hfc = u^ zt .
Assuming that the bracket 
write
expression is invertible, we can
Hfc = ( I - B(g ') 1b )-1 u^ z .
Now
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( I - 6 (g ')_1B ) - 1  = {adj( I - 6 (g ')_1B )} / |l - 6 (g ')- 1 B|
n
=  {adj ( I - 6 (G')_ 1 B  )} /  n( 1 - 8 B /X ^ ) •
i=l
I
Letting adj ( £ - 8 (G ) B ) = £ 2 (8 ) we can write the expression 
for H as
n
Ht = { £ 2  (B) / n ( 1 - SB/ X± ) } z . (5.3.3.5)
i=l
where the elements of £ 2 (B) are polynon:ials in B of degree n-1 
due to the similar reason of the degree of the matrix (B) .
Defining w f c + 1  = u G Q - 1  Hfc + ef c + 1  . (5.3.3.6 )
Then substituting the value of given in (5.3.3.5) it follows
that
n
w f c + 1  = u G Q - 1  { P2 (B)/ n ( 1 - 6 B/Xi ) } u^ . zt + efc+1.
i— 1
Re-arranging the terms we get
n n
n ( 1 - SB/ x± )efc+1 = n ( 1 - bb/ x± )wt+1 
i— 1  i=l
- U  G Q_ 1  £ 2 (B) u^ Zt•
(5.3.3.7)
Now zt+i = Ht+i — Et + et-*-l from the definition (5.3.2.1) of 
one step ahead forecast error. Hence, since Lim H-t+i = Ht->°°
Lim ( zt+1 - u G m - efc+1 ) = 0 
t-> «
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and hence Lim ( z  ^ - wfc+1) = 0  showing that as t-»“ , zfc+1 -* wt+^
t** oo
(remembering that in the limit t-»®, from (5.3.2.2) m fc = Q H^^ .) . 
Similarly as t-» “• , zfc+1 * xt+l'
Using these limiting results and writing
n
1 + BP _ (B) = U G P1 (B) Q-1 u B + n (1-X.B)
i = l 1
where Q ^  is a limiting value of Q. ut
n
and 1 + BP (B) = n (1-FB/X ) - u G Q-1 P_(B) u B
i=l 1
we can wrire in the limit (5.3.3.4) and (5.3.3.7) as
n
Lim{ n (1-X B)z ^  - (1+BP3  (B) )efc + 1 } = 0  (5.3.3.8 )
t*” i=l
n
and Lim{ n (1- BB/X )e x - (1+BP4 (B))zfc+1} =0 (5.3.3.9)
t-*°° i=l 
respectively.
We have now established two limiting equations, each
relating the observation series and the error series. These
limiting equalities are true for all values of the discount factor
6 such that o <8<min| x2 | . Furthermore the coefficients of B1i
for i = 0  ,l,...,n in the two equations must be proportional.
However taking the coefficients of z  ^ and et+1 it is seen that 
the proportionality constant is 1 so that the equation must be
i d e n t i c a l .  H e n c e  e q u a t i n g  t h e  c o e f f i c i e n t s  of t h e s e  e q u a l i t i e s  
i n  B1 , we g e t  t h e  r e q u i r e d  r e s u l t
n n
Lim ( H ( 1 - X . B ) z l+1 - n ( l - 6 B / X . ) e L+] ) = 0
t  ♦  i  = 1 i  = i
(5.3.3.10)
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Comme nt
Apart from extending the results of McKenzie (1976) and
the E.W.R. results of Godolphin-Farrdson(1976), the proof is simple 
straightforward and shorter than that used for special cases.
The theorem is not dependent upon the estimation method being 
optimal in any way. Hence the result is general. It gives 
equivalences between the limiting forecast functions derived from 
G.E.W.R., ARIMA and Constant Dynamic Linear Models.
5.3.4 Corollaries
5.3.4.1 Corollary 1
For an ARMA(p,q) type coloured noise process we know 
that i)/(B) = *(B)/n(B), so writing
5.3.4.2 Corolloray 2
When iJi(B) = 1, then z j = y fc + 1 and the limiting 
result (5.3.3.9) reduces to
the E.W.R. case.
This special case of the theorem (T3) is also given 
by McKenzie (1976).
v2
{ < ( » ( 6  B)/n(e B >} yt + 1
we can write the limiting result (5.3.3.9) as
Lim {$(ß
£ •+• oo
B) n (l-X1 B)y t + 1  
i = 1
n
0
(5.3.4.1 .1 )
n n
Lim { n (l-XiB)yt+j
t-*-“> i = l
n ( l - B B / x i ) e t+1 1
i = l
0
(5.3.4.2.1)
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5.3.4.3 Corollary 3
If iKB) = 1 and G = J ( A) , the Jordan form for n 
equal eigenvalues A , then the limiting result (5.3.3.9) 
reduces to
Lim {( 1 - XB )n y . - ( 1 - gB/x )n e^, } = 0 (5.3.4.3.1)t+oo
If X = 1 , then this expression further reduces to
Lim { ( 1 - B )n y j - ( 1 - ßB )n e j } = 0 (5.3.4.3.2)
t-*-°°
a result given by Godolphin and Harrison (1975).
5.3.5 Theorem ( T4 )
For a local model (5,2.3,2.1), i.e.
where Yf i  * li and e have, their usual interpretation,
et % ARMA(p»q> and the discount factor ß is such that
0 < ß < min U-l for i=l,... , m
and ß > 2 X . i for i=m+l,... • n
where 0 < ß < 1 and 0 < 1 X i 1 < 1 »
in the 1 imit t-^oo . .we get a limiting result of a reduced order
i . e .
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m
Lim { n ( 1 -  X^ B ) z t+1
t+” i- 1
n ( 1- 6 B/Ai )et + 1  } = 0 
i = l
Proof :
,-lWriting = —t ’ —t = —t ’ t l^e dynamic recurrence
relations defined in the section (5.3.2) can be written for
the model (5.3 • 5 • 1 t s. s
R^ = G C
1
. G---t-I —
Y. = 1 + u Rt -t -t
A. = R u ( Y—t —t --t
c: = ( I “ A.—t —t
~T — dt. - ( zJ t t t
e,_ = z dt t t
in = G m, n +—t ---1 - 1
Let = f = (1 , 1 * • • • •
f
Ai 0
G =
0 i> ro
w j
where A^= diag( * i ,
_A2= diag( *m+l
¿ 1 1
S— 1 - 1
— 1  2
,-l
a lxn vector
an nxn natrix
— 1 2
(5.3.5.2)
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where  ^ and i> 2 2  are sut)_n'3 tr ices of the
appropriate dimensions matching with the corresponding 
dimensions of the sub-matrices of the G matrix
then, after t-step transitions or iterations, we can write 
the recursions for Rt , Yfc , At , £>t and Ç as follows.
-t t t
Rt = 6 Ç S,.^ G
t t
Ai lo " sn S1 2 "
<1 •0
T- lo
---->
CM<1 -12 -22
J
o|
__ 
j A2 >
t- 1
where
AijAi
= B
AÎSj2 i 2 -11 —12
A2 JL] 2Ai — 2 — 2 2 — 2 L , - 1 2  - 2 2
Yt =
At =
1+ —t
At —t
At —t
( Yt ) ~ 1
( A ) 
-1
< -2J
l>
 
»—* II ( Aj t ••• 9 Am
1
>t
IICNI
<
1
( Am + 1 9 ••• f An
1)t
St = ( I - Ç - % : At Gl > s
(5.3.5.4)
(5.3.5.5) 
(5.3.5.6 )
(5.3.5.7)
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or
h i —1 2
- 1 2 - 2 2
C = e_t G1" S Gt
“ t
<1
u<\
1
A u l - j 2 —2 —1 1 —1 2
 ^ 2 —1 A 2§-2 2 —2 t- - 1 2 —2 2
Now by definition, the discount factor 
8 < \\2i\
8  > |**| 
so in the limit t
(5.3.5.8 )
- 2 2 , t - 81
t
A 2 '— 2 2 A 2 - 0 (5.3.5.9)
— 1 2  , t e1'
t
A 2 — 1 2 A*i - 0 (5.3.5.10)
-ll,t 8 1
t
Ai h i ai :■ (5.3.5.11)
The first two limits (5.3.5.9) and (5.3.5.10) are quite obvious. 
The third (5.3.5.11) is achieved by assuming that
i) — t * ■
where n is
ii) E 1 Y
(5.3.5.12)
 some compact parameteric space on o-field.
o , 4
s,t 8
t-s (5.3.5.13)
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and E - V t < ce
t-s (5.3.5.14)
for some constant c < <» and 0 < 8 < l , s S t
where oe-s ,t are
= ( o- algebra generate
Independent of ES.
some random variables that 
d by White Noise fi^ .etc. )
belong to 
but are
iii) The model is completely observable and controllable
i.e. T = ( f » I G , --- - f Gn 1  ) is of full rank.
For any
(5.3.5.16)
dynamic model that fulfil»the stated conditions
the limit
Sup
6 £ ft t fit
0  as t ■*■ °» (5.3.5.17)
exists with probability 1 as shown by Ljung (1978), 
where Ct = E ( C )
This result is valid for all the dynamic systems which are 
exponentially stable, i.e. where the remote past decays 
exponentially.
Following this result we see. that
Sup I c0 e a *11,t
Hence in the limit t ♦ -
(5.3.5.18)
(5.3.5.19)
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Yt * Y
At - A
fàl)
(5.3.5.20)
(5.3.5.21)
Now mt G m t _ 1 + *t et
^ i N
r
At |o __
J r > 
2 l
* > 
Aior = + et (5.3.5.22)
V — 2  y t r l
o l> m 2 - t- 1
CN<1 t
From the limiting results stated above, it follows that
-l,t "-‘-l.t-l + - 1  et
— 2 , t * ^
thus reducing the original system of order n to a system of order m. 
Hence from theorem (T3) (5.3.3;, in the limit t; ->■ «>
we get
{ n ( i- xlB )zt + 1
i= 1
n ( 1 - BB/ X.) e t + 1  } = 0
i = l
(5.3.5.23)
Comments
This theorem highlights the importance of the
2restriction on the discount factor, i.e. 0 < B < min|x.. | if the 
same degree of polynomial model is required throughout the 
analysis of the tine series. If the stated restriction on the 
discount factor 3 is violated or we do not fully 
comply with it, i.e. the discount factor is selected such that
0 < A for i=l, , m
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and 6 > j | for i=m+l,.... . n
then as is clear from the above theorem ( T4 ) that in the 
limit as t •*■“> the polynomial of degree n fitted to the. time series 
reduces to degree m. Such a setting of B may be useful in a 
restricted class of models, where for some reason a higher degree 
polynomial is required for a short span and a polynomial of 
reduced degree is required when t becomes large.
For example if a second order model
Y. = f e + Vt — -t t
9 = G 0. . + W4_-t --- 1 - 1 —t
where v 'i. N( 0, V ) , w % N( 0, W )
and f = ( 1 1) , G = diag(Ai , X 2  )
is fitted to represent a trend or low frequency and B is 
selected such that
< B <
then in the begining the model will behave like a second order 
or degree model which, generally is sufficient to capture most 
of the. movements in the low frequency and as t -*•“> , the order
of the. model will be reduced to one. In the limit t
and the estimator 
m
St =
, m
i \ ,(Xlml,t-l + A: etHj '
2  t V 0
case 0 < B < min j  
i |x2i
1  \ j(Alml,t-l + A 1 et
H
2  t \x2 m 2  , t- 1 + A 2 et
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5.3.6 Characterisation Theorem ( T5 )
Defining:
Et-i ^t-i ” — 1  —t-l-i as 'trend' or low frequency
errors for i = 0 , 1  . . . ;
a(B) = Z a. B 1l
i= 0
v(B) = £ v . Bl
i= 0
1
where v, = k ,-(i-k). i.Q £ ot ^ G A
i=k
and Ek = ek “ 0 for k S 0
then for the sequence
“(B) El = v(B) et
Proof:
if k = 0
if k > 0
Let the residuals e . be defined such that 
yt-i = ¿ 1 -i —t - 1  + et-i
then e t - i  -  y t - i  - - 1 - i  S t -1*
Adding and taking away fj m  ^  ^ we get
(5.3.6.1)
t-i = < yt-i-£l —t-1 -i }-( il-i St- 1 - ^ 1  St-l-i >
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or e t - i  = Et - i  -  h  ( ^ _1 s t - i  ■ S t - i - i  ) as  ^ - i = £<£“■
Now in the limit t -> oo (5.3.6 .2)
St-! = £ -t-2 + A et-l
which in a recurrence form can be written as 
i- 1
St-i = 2 A et_1_j + G 1  S t_1_i .
J-0
(5.3.6 .3)
Substituting in (5.3.6.2), we get
i-1
■ t - i  '  Et - i  '  i i  ( < ^ 0 A ' t - i - j  + s '
- St-1-i )
St-l-i >
i- 1
Et-i - ll E S'1'1 & «t-l-j 
j-0
(5.3.6.4)
Now e = z - dt t t
= v B) y t  -  s “ i  I - i  S  mt_1
t - 1
£
i= 0
t- 1
“ 2  “i ( yt-i “ ll-i S t_! )
i= 0
= E,
t - 1
£
i  = l
e* ■ t-i .
Substituting, here the expression (5 .3 .6 .4 ) for e* 
re-arranging the terms, we get 1
and
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t- 1 t- 1 i- 1
e. = Z a . E. . - t 1  t- 1 il s zoII•H II•H OII ■i £J"‘ *
Now as t we can write
(5.3.6 .5)
00 i - 1
= a ( B ) E - f, Z Za. G J _ 1  At ^ 1
i=l j= 0
i - - ct-l-j
00 oo
= a ( B ) E. - f , Z Za. Gk _ 1 " ' 1 A et - 1 - t-k
k=l i=k
or
oo oo
a(B)Et= e + fJ Z Z a A Gk _ 1  1 A e 
k=l i=k
t-k
= v(B) e^. (5.3.6 .6 )
which completes the proof.
Corpi 1 ary
If B )
P
Z B* then if the
i = 0
independent for t > 0 , the sequence. E^ ^
2e ^ ( 0 ,tJ ) are
ARMA(p,p) as t* “
Comment:
In characterisation theorem (T5), no assumption about: 
the nature ( other than stationarity ) of the e^ series is made.
In general the E^ series has an ARMA interpretation if 
initially ( prior to filtration ) the e^ series is an ARMA process 
or after filtration, by some appropriate forecast model, et forms 
a white noise sequence, such that in the limit t
Lim E(e^) = 0 = Lim E(et et+^ )
oo
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and Var( e ) = o
n n
For example, consider (1-B) y = (l-g3) efc. Then if initially 
et •x. ARMA(p,q), the series v ARIMA(p, n, n+q) and after
filtration y 'v- ARIMA(0,n,n) if e ^  (0,a2) are uncor rel ated , i . e . 
series of one step ahead forecast errors generated by some
appropriate forecast model are such that they form a white noise
2sequence with mean zero and variance o .
2
5.4 Practical Implications
In this section the use of the theorems (presented in 
previous section) is illustrated, especially with reference to 
corollaries (5.3.4.2) and (5.3.4.3). For elaboration, some 
more theorems concerned with practical implications are given. First 
a theorem relevant only to distinct eigenvalues, concerning the 
updating adaptive vector A in the recurrence
St = £ St-! + At et
is given. Historically this theorem is due to Dobbie (1963), who 
presented it without mentioning the important restriction on the
5.4.1
then
factor 6  .
Theorem ( T 6 )
If G = diag(  ^1 * \ 2 9 • • 9^ )
and non zero, rt II 0 II 1 , 1
Lim
t l
> rt = A = ( Aj 9 9 * * *• • A:
where A. = ( 1- 8 / A.) n ( i-B /*,X,)/( 1- \ / \ )
1  J j iJ-l
(5.4.1.1)
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Comment
The theorem is of some practical value when the A^  are 
complex and lie close to the unit circle, or on it. It is of 
limited value otherwise. For example with two distinct real 
eigenvalues
2 , 2
A j  =  ( X j { X  ^X 2 ( X j  — X 2 ) }
/ 2 2A^ (X2 ~3)(XiX2“3) / { X ^ X 2 (X2 “Xj)}
so that the ratio
/ 2 , 2A^ / ^ 2 = ” X 2  ( X ^ — 3)/{X]_(X2 " 3)} •
Hence if A 1 >A2> 0 and A^> 0 > ^ 2
then as A 1 -»A2, A^ + °° and A , which together with the
2 2restriction that 0 < 6 < miniiXjl , j A 2 j > recalls the limited 
practical value of E.'W.R.to cases of distinct real eigenvalues. The 
highest frequency restricts the choice of dicount factor. For 
example, let G = diag(Aj , A2) with \x= 1 and A2= B /2 i<>= 0.5 and 
f = ( 1  1 ), then according to the restriction on B, the value of 6  
should be less than 0.25, which is against the spirit of E.W.R. as 
for trend we need high value of B . With low value of B, the trend 
won't be clear.
Further analogous to case of experimental design, there 
is a degree of confounding of their effects, i.e. it is impossible 
to separate their effects, as revealed through the observed time 
series, but ofcourse this remark applies to distinct eigenvalues 
in general time series models.
In certain cases where economic or business activity 
can adequately be represented by exponential growth curves where 
the growth in the limit t+«> reaches a saturation level ( see 
section (7.5) of chapter seven ) and A 2 is selected to represent 
the growth such that | A2 | <B then as t -*•<» ^ 2  ^ t*lus reducing the 
order of the original model from degree 2  to degree 1 as clear 
from theorem ( T4 )(5.3.5). This highlights the consequences of 
not fully complying with the stated restriction on B . For 
related discussion see Harrison-Akram (1983) and Akram-Harrison 
(1983).
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5.4.2 Theorem (T7)
Let the transition matrix be G = J (X) a Jordan block— —n
for n equal eigenvalues, where I i I-1 , then for an E.W.R. type
D.L.M. (3.5.2.1), i.e.
Yt = f ^t + Vt ; vt *
>o
0— t = J —n(X) — t-! + Jit ; wt v N(0, W)
for which the k-steps ahead forecast function and W = (Wj,... ,W ) 
are defined by (3.5.2.2) and (3.5.2.3) respectively,
i) the forecast function converges ( in probability ) to
that derived from E.W.R. using a discount factor 6 .
ii) in the limit t * <»
and
iii)
Var(et) = Yt- Y = (X2/ß)n v
the Bayesian updating ( et lDt) ^ N( , C ) with
st = V A) -t-i + At et
is such that
Lim At = A = ( Aj ,. . . , A )
£-► oo
where Aj = 1 - (ß/X2 )n ,
Ak + 1  = ( R ) ° “ A Ak
and
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where
An = a" / X
2
a = C X - g ) / A •
Proof:
(i) and (ii) are special cases of theorem ( T3 ) (5.3.3)
given in its corollaries, (ii) is a result (3.4.2.2.15) when
X. = X for alii x
iii) For the Jordan block
X 1
X 1
we have f^ =( 1 , 0  0 ) , which gives
f j  ( X ) m. = A m.— —n —t 1 , t 2  , t
Now the one step ahead observation at time t is
yt+1 = I in<*> 2t + et+ 1
= X ml,t + m 2 ,t + et+l (5.4.2.1)
also m. = J (A) m. . + A, e^— t — n — t -1 — t t
= ( I - J (X ) B ) 1  A. e — —n —t t (5.4.2.2)
assuming that ( 1^ - Jn(A) B ) is invertible. Substituting above 
we ge t
- 1't + 1 ( I ^n(X) { - " -n(A) B ' At B + 1 ) 't+ 1
= (1 + f Jn(X) { Pj(B)/(l-XB)n } AtB ) et + 1
(5.4.2.3)
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where P^CB) is a (nxn) matrix whose elements are polynomial 
of order n in the backward shift operator B, such that
Pj(B) = (
Defining
PjCB) =
where
- J (A)B ) _ 1  ( 1 —n - AB
P 1 1  P 1 2 Pln
P 2 1 P 2 2 p2 n
pnl pn 2 pnn
- A B ) n _ 1
^ ( 1  - AB )n+i’j - 1
>n . (5.4.2.4)
(5.4.2.5)
for i=j ; i , j = l.... n
for j >• i
for all j < i
we can write the expression (5.4.2.3) as
n
(l-XB)nyt + 1  = ( (1 -AB)n + Z { B^-1 (1-AB)n_  ^ +
j'l
Bj"2 (l-AB)n+:1'j } B Aj ) et + 1  .
Writing B 1Aj = Aj + j > considering An + 1  = 0 and re-arranging 
the terms, we get
(l-AB)nyt + 1
n
( Z ( AAj + AJ + 1  )(1-A B)n"J Bj ) e t + 1  
j= 0
(5.4.2.6 ) n
( 1 - BB/a )e j if and only if
( n ) 
1 k ’
kaX Ak Ak+ 1 . This completes the proof.
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G.E.W.R AND DYNAMIC MODEL REPRESENTATION
6
6.1 Introduction
In this chapter I shall mostly be concerned with 
the construction of dynamic models for ARMA type coloured 
noise processes. An Autoregressive form of G.E.W.R. is 
presented as in practice quite often ARMA processes with 
invertible Moving Average part can be adequately modelled as 
parsimonious finite AR processes. For related discussion see 
Andel (1981). The way in which E.W.R. models can be extended 
to G.E.W.R. models is shown and illustrated with respect to 
polynomial trends. However, the models which are built this 
way are rarely in a desirable form for operation. Hence an 
important topic of reparameterisation and similar models is 
discussed and a method of transforming dynamic system to a 
desired parametric form is given. Recurrence relations for the 
transformation matrices that transform a dynamic system of a 
canonical form to a diagonal form and vice-versa are given.
In section seven, a state space representation of 
G.E.W.R. is presented, alongwith the construction procedure. At 
the end an On-Line Bayesian Learning Procedure for the variance 
Vt of the. Coloured Noise processes is given.
6 .2 Autoregressive G.E.W.R.
An ARMA process with Moving Average Operator
q
n(B) = n ( 1- niB ) 
i = l
can be inverted to give an infinite Autoregressive representat­
ion. In practice for high frequencies generated by an ARMA type 
Coloured Noise process the lie well within the unit circle. 
Hence as is well known such ARMA processes can be adequately 
modelled as parsimonious finite AR processesi then we consider
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P
X'(B) = <p (B) = n ( 1- d> .B
1i = l
P
z B 1
i= 0
with i|/0= 1  and ^ 0 .
In this case for a . = w . 8 ^ ^i i we define
P
a(B) = n ( 1 - a B 
i=l
p , 1 / 2  
I ai B 1  = ¡J ( 6 B).
i= 0
The corollary of theorem (T5) (5.3.6) states that
a (B) Et = v(B) et
2so that if e ^ ( 0 , a ) are independent, the deviations of
the observations from the one step ahead predicted trend values 
are represented as an ARMA(p,p) process.
6.2.1 Theorem ( T 8  )
Defining:
J = { jk as avt (n+p) square matrix of full rank,
where Jk,«.
if k=t=i ; i=l,...., p 
if k=£=i+p; i=l,.... , n
if k=i , i, = i+l ; i=l.... (n+p-1 )
otherwise
and f_ = (1 , 0 .... ,0 ) a (n+p) vector.
The Constant Dynamic Linear Model (defined over quadruple( J,
V, W ))
- ¿ ¿ t
J£te—t i It - 1 (6 .2 .1 .1 )
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where w % N( £, W ) and W = { W. . } is of rank nt A J
with Wij = Wj. = 0  for i=l,.... ,(p-l)
is such that
n
c. (B) n ( 
i=l
2where Pt v N( 0, a ) are independent random variables and
Lim e = p . 
t-*-“ z z
The proof of this theorem is standard for constant Dynamic Linear 
Models (see Harrison (1967)).
n
1- A.B ) yt = n ( 1- Y;LB ) pt 
i=l
6.2.2 Comments
The E.W.R. results of section (5.4.2) for the variance 
settings for constant D.L.M.'s now carry across to G.E.W.R. for 
the AR( p ) case simply by using the variance settings with
WPJ W. = 0 JP
if j=P
if j^P
(6 .2 .2 .1 )
and putting the remaining block as the W parameter variance
for the E.W.R. case corresponding to G = { } whe r e
r a .i if j = i
g . . = > l if j-i+ 1 (6 .2 .2 .2 )
. 0 otherwise.
However, although this gives an easy way of building an 
appropriate G.E.W.R. Dynamic Linear Model based on E.W.R. 
principles, it is probably not always suitable for operation 
and reparameterisation is required. This can easily be
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accomplished using the results of 
It may be noted that for
models
section (6 .6 ). 
all these AR( p ) G.E.W.R.
n
2 2
o = V n ( X /B ) = Y (6 .2.2.3)
i=l
ii) The k-steps ahead forecast function for the model
(6 .2 .1 .1 ) is
Ft(k) = f^ jk mt for k= 1 ,2 ,....
and the recurrence relations for updating m^, an estimator of 
j^t are
^t = ± -t-1 ^ + M
I I
it = Rt £ /( f Rt f )
c_ = ( i - A„ f ) R— t —t - -t
m. = J m -i + A^ e—t 1 -t t
et II rt i f J st-l
(6 .2 .2 .4)
If V associated with the W matrix is unknown at time t, then 
it is estimated On-Line through the Bayesian learning process 
given in section (3.4.4), replacing G by J and setting f 
accordingly.
6.2.3 Example
we have an AR(2) type G.E.W.R.
; w ^ N( 0, W )
For n=2 and p=2 
Constant D.L.M.
Yt = I it 
it = i it - 1  + 2 t
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where
where
if V 
-t in
f = (1 ,0 ,0 ,0 )
e „  =
J =
w
is known.
Ht- vt
1 1 , 9 2 » 03.8*. >t
l'z <t> 1 B 1 0 0
0
V2<)> 2 S 1 0
0 0 * 1 1
0 0 0 *2
0 0 0 0
0 V 0 0
0 0
W 1
0
0 0 0 W2
- e ) ( x! + X 2 ) ( X ! X2 - B ) V/ (X
- e ) ( x|X2"3 )( X| - x2e )( x2
case where V is not known ,
W where
0 0 0 0
0 1 0 0
0 0 *1 0
0 0 0 w 2
(6 .2 .3.1)
(6 .2 .3.2 )
(6 .2 .3.3)
(6 .2 .3.4)
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and W 1  and VI ^ are the and W  ^ of (6 .2.3.3) without
the variance component V.
If a diagonal form of the dynamic system is considered,
then
f = (1 ,1 ,1 ,1 ) and J = diag( Jz' 1 0
V2
izB It
In such a case the matrix W will be trasformed to as 
W x = H W Hj
where H is the transformation matrix introduced in section
(6 .6 ) .
6 .3 The Polynomial AR( p ) and Damped Polynomial AR( p )
Dynamic Linear Model
for the model (6 .2 .1 .1 ), we consider the case in which 
X^  = X for i = l , . . . ,  n and | X|  < 1 .
6.3.1 Theorem ( T9 )
The constant D.L.M. of AR( p ) G.E.W.R. (6 .2.1.1) in
which W = { Wj. } is such
} w.f l-p
that
for j=i ; i—p ,••••, (n+p)
W. . =
0 otherwise.
with “k - < l > "o for k=l,2 ,....
where.
2c — ( x - e ) ( 1 - e )/ e >o
has
i) a limiting forecast function equivalent to that
derived by applying G.E.W.R. with discount factor 6  and a 
precision matrix P for an AR( p ) representation with
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B 1  (6 .3.1.1)
2ii) a limiting one step ahead variance a such that
2 2  n 
o = var( et ) = Y = ( A / B ) n W 0  (6 .3.1.2)
Proof:
Defining
xt = a(B)( !- XB yt + P+n (6.3.1.3)
the Autocovariance Generating Function ( A.C.G.F. ) y^CB) of 
x is such that
a) from the D.L.M.
( 1-A B)( 1-A B ' 1  ) )n W.J k
n-k
- Ab " 1  + ( 1+A ) - XB) Wk
(6 .3.1.4)
and
b) from the G.E.W.R. representation
Yx (B) = £ (
k= 0
n
= S ( 
k=0
p i/ 2  . P
ip(B) = Z a ( 6 B ) 1 = T.
i= 0  i= 0
Yx (b) (( - 1  n1- 3B/X )( 1- 3B /A )) var( 0  ^ )
(- AB - 1
2( 8 + A /B AB ) ( B/A )'
c) equating coefficients of powers of
and <8.3.1.5;, we get
(6 .3.1.5)
in Co.3.1.4)3
Ill
wQ = ( b /a 2  )n o2= ( e/A2 )n Ÿ 
or
Y = ( A2/B )n WQ . (6 .3.1.6)
Also from section (3.4.2) we know that for A^= A
Y = ( A2/B )n V. (6 .3.1.7)
Comparing with (6 .3.1.6) we see that Wq = V
n kd) Substituting = ( ^ ) c Wg in (a) we get
n ,n k , . 1  2 n‘kY (B)  = Z ( ) c ( - AB 1 +( 1+A ) - AB ) Wnx , u
k= 0  K
which is simply the binomial expansion for the factors c and
( - AB- 1  + ( 1+A2 ) - aB ).
Thus
- 1  2 nY (3) = (c- AB A + ( 1+A ) - AB) Wq
2Now c = ( A -3 ) (1-3 ) /3 
so
Y x (B) = ( - AB" 1  + {( A -B )( 1 - B ) / B} + 1+A 2  - AB ) WQ
which on simplification gives us
- 1  2  «YX( B ) = ( “ A B  + ( B + A  / B ) • AB ) Wq
as required.
6.3.2 Comment
Putting P 1 , oj= 0 and WQ= V gives us the proof
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of the E.W.R. result quoted in section (5.4.2) and further 
setting X = 1 provides the E.W.R. polynomial result given in 
section (3.5.1).
6 .4 Normal Discount Bayesian Model ( N.D.B.M.)
A Normal Discount Bayesian Model is defined as 
Z = u 0. + « ; « -v. N( 0, V ) (6 .4.0.1)
where Z^ is the derived series for the original observation
series Y for t=l,2 ... • • * such that
--
-\
h- 
n 
Il 
M 
1 
O
*i
i/2
8 Yt-i if t £ P
Zt P
> £ 
i = 0
*i
i / 2
B Yt-i if t > P
and (6 .4.0 .2 )
t - 1  
’ f 1 *i
. l,2 ( B G _ 1  )i if t s P
Ht =
i= 0
P
. f £ *i
. V 2  ( B G ' 1  )i if t > P
i= 0
(6 .4.0.3)
The AR ( p) representation of is <i> ( B) e ^ =  ^( B) e ^ = 6 .^ 
Consequently a N.D.B.M formulation based upon Zt is { Ht » G, V, 8 } 
which for t> p becomes the constant N.D.B.M. defined over 
quadruple { u, G, V, B }. For example, if p = 1, f = (1 1),
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G = diag(Xj,X2) and ÿ(B) = 1 + ip x B where i| > 0 = 1 and ip t = -41
then for some B , Z^ series and vectors are derived as follows.
At time t = 1
Zj = Yj and Uj = £ = ( 1  1 > ;
and at time t > 1
l/2 l/2 l/2 Zt = Y^ +i/» x B Y t _ 2  and Ht = (l+’l'iB / X !, 1 + tjB / X 2  )
= u
a constant vector for ail t > p = 1. Thus N.D.B.M. at time t = 1 
becomes constant N.D.B.M when t > p = 1. For the derivation of 
Zt and in the cases of higher degree polynomials, see section
(7.5) of chapter seven.
Given a prior (  ^| Dt_j) ^ N<  ^, Çt_^) , the
posterior | Dt) -v. Nim^., C t ) is found by the recurrence
relations as
l?0 rt = G Ç G /B
*t = V + ut Rt u't
■ St Ht «it’'1
Et - <  I - it Ht >St
et - *t - HtS "t-l
st = £ + At et (6 .4.0.4)
6.4.1 Forecast Function
The k-steps ahead forecast function for the derived
series given D. = y vt yt* Yt-1 »•••. Yi is
E( zt+kl Dt 5 = Ht+k Gk mt (6.4.1.1)
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and for the original series , the k-steps ahead forecast 
function is
Ft(k) St
4
Z
i=l
i/ 2
ij<i B xt(k-i)
where a = Min ( p, t-1 ) 
and
f  yt+k-i 
1  Ft(k-i)
if k S i
if k > i
(6.4.1.2)
6.4.2 Comment
The derived series Zt (6 .4.0.2) and vector ut (6.4.0.3) 
are defined using the coefficients of the polynomial ip(B) up to 
order p, such that
P
tp (B) = <p (B) = Z ip^ B 1  
i= 0
P
n ( l - ♦i b ) 
i = l
(6 .4.2 .1 )
For seasonal time series we may consider ip(B) as
^ (B) = »„(B) . S (B) = Z <p B 1  = H ( 1 - y . B ) s p S 1  x
i= 0  i = l
(6 .4.2 .2 )
where Sg(B) is a polynomial in B of degree s for seasonality 
such that
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JS (B) = E 3 . B = n (1 - p.B) (6.4.2.31
s J JJ-0 j=l
where the Sj are real but the occur in complex conjugate pairs.
In such a case the series Z^ (6 .4.0.2) and the vector ufc (6.4.0.3) 
are redefined, replacing p by 5 = p + s and using the coefficients 
of the polynomial i|/^ (B).
For practice, a damped form of (6.4.2.3) is recommended. 
This may be stated as 
s
S (B) = n (1 - rp.B) (6.4.2.4)
s J
j = l
where r is some damping factor lying between 0 and 1. Usually r is 
very close to 1 .
6 .5 A Canonical G.E.M.R. Dynamic Linear Model
The model introduced in the previous section is based 
on the derived series Z^. For computational purposes it may 
be desirable to formulate the model in terms of the original 
series Y . It may be required that the high frequency (coloured 
noise) and the medium frequency (seasonality) is parameterised 
since they are meaningful and there may be wish to intervene.
A canonical D.L.M. representation of G.E.W.R. is easily 
obtained as follows:
For any ( lxm ) vector x = ( x^....... xm ) define
J(x) = {j^l as t l^e m square matrix such that
jik
xi if k=i ; i = l m
if k=i + l;i = l, . . . ., (m-1 ) 
otherwise
A = ( Xl t . . .  xn >
V2 V2  V2
e i = (s <)>!....  e *p)Define
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and f = (1 ,0 ,..., 0 ) as a (lxm) row vector with just the unit —m
first element non zero.
A G.E.W.R. Dynamic Linear Model may then be constructed as
Yt = ( ip’ V
• V2
J(e i
t
where at time t,
it = (* i..
0
f—n
J( X )
t- 1
(6 .5.0 .1 )
(6 .5.0 .2 )
T )P t and £.t = (Pi , Pn ).
are parameter vectors; and «S^ and A. are white noises having joint 
distribution as (6 .5.0 .6 ).
It is evident that for t > p
v2
Z = <C(B B) Y = f P + «t —n t-p t-p+ 1 (6 .5.0.3)
*t = X ) P , + A-t - 1  “t (6 .5.0.4)
These equations can be easily written from the above, equations 
(6 .5.0 .1 ) and (6 .5.0.2) by writing (6 .5.0 .1 ) as
Yt = "l.t (i>
and finding the value of it  ^ recursively from (6 .5.0 .2 ), which
1 * L
v2I S
* l , t  =  < B )  H p l , t - P  +  6 t  +  l - p } (ii)
, v2  ^ v2
where i|j i B B) = II (1 - B $.B)
P
n
i=l
Substituting (ii) in (i) confirms (6 .5.0.3). The expression 
(6 .5.0.4), obviously, directly follows from (6 .5 .0 .2 ).
The time shift on the parameters and the random variables 
is immaterial and can be eliminated by re-definition if required.
Letting
(6.5.0.5)
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and finding
0
( 1- B ) J( X ) Ct_1 J( A )/ 8
( 6 .5.0 .5 )
then for appropriate initialisation, the forecast function is 
identical to that derived using G.E.W.R. This can be seen by 
considering the Normal Discount Model given in the previous 
section and since in terms of similar models discussed in the 
forthcoming section (6 .6 ), the pair { f , J( x ) } is similar 
to the pair { f , G } .
This canonical model is not usually operationally 
attractive since the meaning of the parameters is not clear. 
In practice an appropriate model is easily obtained using the 
principles given in the following section (6 .6 ).
6 . 6  Transformation And Similar Models
6.6.1 Transformation
Any observable Linear Dynamic System Model can be
transformed from a canonical form ( f , G , Vt , W ) to a
diagonal form ( f, , G. , V , W, ) and vice-versa, through 
1 ) 1 1  i y n u j.
the transformation matrix H . Following Harrison-Akram (1983)—n
we can write
H—n (6 .6 .1 .1 )
where
T—n
'I ✓ sf—n
~ 1  > n
f G_ f, „ g .—n —n — 1 ,n — 1  ,n
i T. •••• - 1  ,n 1
1
f ' G0 - 1 f, ! g 1 1 ' 1—n —n
(6 .6 .1 .2 )
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are each of full rank n . For large n the transfomation 
matrix H can be found recursively, without going through the 
complications of raising the powers of the matrices Gn and 
n and finding the inverses of the matrices Tn and Tj n as
H = —n
(n)
H 1  —n - 1 B i—n - 1
(n)
°n-l Bn,n
(6 .6 .1.3)
for all n > 2  
where (n) 
—n - 1
(n) (n-1 )
= D , u , —n- 1  —n- 1 ; Bo = 1
(n)
D i—n - 1
- 1= diag { -( A - A^ ) } ; i=l,...., n - 1
a (n-l)x(n-l) diagonal matrix. A ( i= 1 ,...., n - 1  ) are the
non zero eigenvalues of the Gn and G^ n the similar 
matrices,
(n-1 ) (n-1 )
—n - 1  = ( —n - 2
(n-1 )
Bn-l,n-l }
(n) n - 1
B = n ( x  - x.  )n,n n 1
i = l
- 1
(n)
; Blfl = 0
( 1  )
and u^ = 1  = Hj
The inverse of the tranformation matrix H is—n
H J —n
H_ 1. —n - 1
0  , —n - 1
(n)
- 1
(n)
-n
n,n
(6 .6 .1.4)
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where (n) (n)
—n-l _ ( cl’
(n)
cr
(n)
* Cn - 1  }
(n)
c . J
if j = 1
n ( A - x . ) i f 2 S j S nn 1  J
j - 1
n
i=l
Si = 1 and c
(n)
'n,n = ( B
(n)Jn, n - 1
results (6 ,6 .1.3) and (6 .6 .1.4) can be easily checked 
by induction.
Using H and H  ^ we see that & —n —n
f. = f H ' 1  — 1 , n —n —n
G. = H G H 
— 1  , n —n —n —n
- 1
(6 .6 .1.5)
W. = H W H 
— 1  , n —n —n —n
i.e we get a diagonal form from the canonical form.
The inverse transformation gives us a canonical form (from diag­
onal )
(6 .6 .1 .6 )
f = f. H—n -i,n —n
G = H - 1 G, H—n —n - 1  ,n —n
W = H ' 1 W, „ ( H,—n —n — 1 , n —i
6 . 6.2
and
Example 
Let n=2
G = G 2  =
I = i2
1
A 2
(1 0 ) £l = ¿1.2 “ (1 1 )
and G^= G^ ^ x 1  
0
0  
A 2
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Hi - »i1 = 1
(i > (2 )
ui = l B 2 ,2
S O (6 .6 .1.3) and (6 . 6
1
— 2  =
0
and
. . - 1
1
- 2  "
0
N.
( 2 )
J 0
1 , D, = - ( *2-*! ) _ 1  = B
(2)
(  ^2 ”  ^1 )
— ( X 2 ” X j ^
( X 2 “ X 1 )
- 1
( X 2 - X i )
and c
( 2 )
2,2 — ( X 2 ”X i )
which gives us
, - 1fj = f H = (1 0) (1 1 )
0  X 2 “ X i
Q.I = H G H
> ' >
1 -( \2~Xl ) _ 1 X1 1 1 1
0  ( À 2 “  ^1 ) o x2 0  X 2 - X  i
V s ,  ^ *
X ! 0
0  X 2
similarly using the inverse transformation we get
• 1
f = fj H = U  1 )
- (  X 2 - X j )
( X 2 - X i )
- 1
(1 0 )
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G = H - 1  Gx H
r  > f r ,
1 1 X ! 0 1 -( A 2~ X j ) _ i
0  X 2 - X j 0  X 2 0  ( A 2 - X j ) _ 1J
r
Xi 1
o a 2
6.6.3 Similar Models
Two observable Dynamic Linear Models defined by the quadruples
( f, G, Vt, Wt ) and ( £*, (^ , Vt, Wj )
are similar if an exact translation of one system to another 
similar system exists through the transformation matrix H.
In other words if G^ is similar to G in the sense that there 
exists a full rank matrix H such that
H G H ' 1  = Gj and f H _ 1  = f*
then it is said that ( ff, G ) is similar to ( f^, ).
Further if
H W tH = t for all t
then the two Dynamic Linear Models are said to be similar. 
If the two observable models are similar then
H = T ^ 1  T and f* = f H_1.
Let the parameterisation of the first model be e_ with the 
prior distribution
( i o  I Dq ) N( e0 ,
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If the parameterisation of the similar model is £ then if
( r o | Dq ) -v N( H 0O , H CQ h ' )
the forecast function and all joint forecast distributions are 
identical for all t - 0 .
The models of a canonical and a diagonal form defined 
in the example given in the previous sub-section are similar 
models through the transformation matrix H.
6.6.4 Comment
The transformation and similar model concept 
introduced is used to reparameterise the models to a desired 
form. The recurrence relations developed for the transform­
ation matrices H and H ^, are however for a transformation 
of a dynamic system from a canonical form to a diagonal form 
and vice-versa, as generally such transformations are sought. 
Any other required transformation can be achieved by following 
the definitions of the transformation matrices H and H-  ^ i.e.
H = T “ 1  T and H _ 1  = T _ 1  Tj
For example, the canonical setting for a seasonal model defined 
over the quadruple. ( f, G, V, W ) with
f = ( 1 0 ) and G = (6 .6 .4.1)
is undesireable for real valued time series. For operation 
this model is reparameterised to a similar model defined over 
the quadruple ( f^, G^, V, ) with
f^ = ( 1  0 ) and G^
cos 01
-sin oi
s in oi
(6 .6 .4.2 )
v. C O S  01
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through the transformation matrix
H =
and its inverse
, - 1
1 0
i 1 /sino)l J
~\
1 0
-i sin dì sin
(6 .6 .4.3)
(6 .6 .4.4)
Wj in this case is of course equal to H W H .
For more related discussion see Akram-Harrison (1983)
6 .7 State Space Representation Of G.E.W.R.
6.7.1 State. Space. Models
These models are based on the Markov property that 
implies the independence of the future of the process from 
its past given the. present state. In other words all the 
information from the past alongwith the present condition of the 
system which is necessary and sufficient to forecast the future 
of any stochastic phenomena is summarized into the state of the 
system, usually called the state vector.
The State Space models lead to recursions which help 
us to develop the analytical and computational procedures for 
the. estimation of the parameters of a dynamic system.
For related discussion see McGregor (1972), Akaike <1974), 
Caines-Rissamen (1974), Gardner-Harvey-Philips (1980),
Ledolter (1981) and Harrison-Akram (1983).
6.7.2 Construction Procedure
The procedure for finding the E.W.R. type D.L.M s
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discussed in section (3.5.3) is not always easy but there is 
a simple way of obtaining a State Space representation for the
E.W.R. and the G.E.W.R. ARMA( p,q ) cases. However this does 
not usually provide a desirable parametric form for Bayesian 
forecasting since the meaning of the parameters is not suited 
to operation. Further it is often very difficult to transform 
the parameters to a required set since the necessary transform­
ations are not simple linear ones.
The State Space, representation can be constructed as
fol1 ows:
Any equation of the form
m
E
i= 0
ci yt-i
m
E
i = 0
bi et-i (6 .7.2 .1 )
where = b„ = 1  say and where atleast one of c and b is
0  0  m m
non zero, can be represented as
Yt - lo it
¿t ■ L it - 1  + i e
where h  = ( 1 ,0 ,___ _ 0 )
and b = (bo > t> 2 > • • • » t>1
(6 .7.2.2)
' 0 1  . 0 2  »•• • > 3m+})
m
c I—m —m
0 io
L =
is a (m+1 ) square matrix of rank m,
I
c = ( c. , c„,.... . c ) is a m vec—m 1  2  m
This is easily verified since, defining 
6 m+ 2 ,t = 0  for a 1 1
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z c . y_ . = z c . 0
1  -'t-i ii ,t-i
l=0 i=G
n + 1  
z i 
i=l
= ( 0 . . . + C .0 . . - 0 . , !  . . ) = Z b.  e .l,t-l + l l i,t-l l + l,t-l l t- 1
i= 0
(6 .7.2 .3)
as from the parameter equation of (6 .7.2 .1 ) we see that
0 l t
0
2 ,t-l
le l,t-l ' a2,t-l o
rQII
e t
Csl1
CDCN _e3,t-2 II cr et
6 m+l,t-m + cm+iei,t-m-l 6 m+2 ,t-m-l ^m et-m‘
Hence if e ^ Independent N( 0,o 2 ) a D.L.M. can be written 
in an extended form with ©_ a (m+1 ) parametric vector:
Yt “ *0 ±t
-t * t it - 1  + Sit
(6 .7.2.4)
— t
In ar 
obtained from 
1..
and
b b ’ o 2 ).
p.q ) G.E.W.R. case C—m
n m
n ( 1-A. B ) =l Z c .  B1l
i=l oii•H
n m
n ( 1- BB/ A i ) = z b.
i = l i= 0
(6 .7.2 .5)
2
Then for 0 < 6 < Mini X |
the Lim A = A = b exists, where A = (Aj,..., Am+j).
t + oo c
This is easy to confirm since at time we can write
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yt = f0  L St.j + et = m ljt + (1-A1 )et (6.7.2.61■- ■* <- -iji- l i ­
as in the limit t »
St = L m t _ 1  + A et. (6.7.2.71
Evaluating recursively from (6.7.2.71 we see that
m m + 1
1  ,t £ c . m.  ^ + E A.e ...i l,t-i l t+l-i (6.7.2.81
i=l i=l
Using (6.7.2.61 and (6.7.2.81 we get, on simplification
1  Ci yt-i = et + Z Hl-Ajlc. + A.+1> et_.
i = 0 i = l
E b . e . l t- x
i= 0
(6.7.2.91
and clearly A^~ 1 since given y^ , 6 j  ^ is known to be precisely 
equal to y t.
6 . 8 Variance Learning
Model (6.4.0.11
For a derived series Z^ , the Normal Discount Bayesian
Zt = Ht it + it (6 .8 .0.11
where 6 t ^ N( 0, Vt = §t 1, Z^. and u^ are as defined (5.2.21 
if V is unknown at time t then a method of recurrently 
estimating it is through the following Bayesian Procedure.
V = X / N.t t t
x_ = H X,. •>t PV t - 1
N. = e N ,t V t- 1
is the isum of
—t — t
(6 .8 .0 . 21
(6.8.0.31
(6.8.0.41
variance , N{. are degrees of freedom, 0  < Bv s 1  is a discount 
factor associated with the variance V^, e^  and Afc have their usual
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meaning of one step ahead forecast errors and updating vectors 
respectively explained in section (6.4).
Basis Of Method
Since the series is derived from the observation Y 
which are assumed to be normally distributed, the natural 
posterior distribution for the precision §t is Gamma. So letting 
the prior distributions of 9^, §t and be
( k 1 V l -  i  c > % N( 9t. , StJ )
( V 1 °t_l > ' P ( Bv Xt- 1 / 2 , e nV t-i
( zt 1 Dt-1 - st > ^ N( y fc , )
posterior distributions of 0. and 5t are
( ^t 1 Dt. It > ^ N ( m , £t )
< §t | Dt ) o. r ( xt / 2 , N t / 2 )
where
0 =  G 0 .
- t ----- 1 - 1
Z._ = E( z
t t
h II w /•""S rt
and the other symbols have their usual meaning.
Now following Harrison-Johnston (1983) the required 
recurrence relations are
X- = 3 x _  i  + ( 1- ut V t-i —1
Nt = 3V Nt-i + 1
E< it | Dt ) - v"1- Nt / XL or Vt Xt / »tand
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Initialising Xq and Nq such that Vq = ^0  ^ ^0 ’ a-*-onS with 
other prior settings! Bv > Cq , £_ , etc. the system starts 
updating V on the arrival of new information from the
observations.
If there is no original information in the system then 
no contribution to the estimate is made during the first
few ( say 5 ) points. For this period variance learning is not
minimum values of Xq and Nq are recommended. Moreover 
5 > n+p+q is recommended, where n is the degree of the 
polynomial required to represent the Low Frequency component or 
the Trend, p and q are the orders of the Autoregressive and 
Moving Average processes respectively, required to represent the 
Coloured Noise or High Frequency component (see Akram-Harrison(1983)
For protection against outliers or to make the learning 
system robust, the equation (6 .8 .0.3) is modified as
corresponding to a certain level of confidence. For example 
5 = 4  for 95 X confidence level and 5 = 6  for the 99% confidence 
level. (corresponding to 2 a and 3 a confidence limits respectively).
to change slowly, the value of sv close to one is reconnended. 
For more discussion see Harrison-Johnston (1983).
The recurrence relations developed for the variance- 
learning of the. ARMA-type Coloured Noise processes, based on
Bayesian principles improve the performance of the G.E.W.R. 
models quite significantly.
If ’i'(B) = 1 then Z{ and u^ reduce to Yt and f^ 
respectively. In this case the. recurrence relations (6 .8 .0.2) 
to (6 .8 .0.5) reduce to the recurrence relations (3.4.1 .1 ) to
used and instead Vq is considered for points. In such a case
) dt (6 .8 .0.5)
where dt = Min.( e^ , 5 Yt ) and 5 is a confidence factor
For variance- learning, in order to allow the variance V
6.8.1 Comment
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(3.4.1.5) given in chapter three. This special case has also 
been considered by Harrison-Johnston (1983) and Ameen-Harrison 
(1983). For more related dicussion see West (1982).
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PRACTICAL ASPECTS OF G.E.W.R.
7
7.1 Introduction
In this chapter some practical aspects of G.E.W.R. are 
considered. A Stepwise Identification Procedure (S.I.P) using 
Average String Lengths (A.S.L.) of the one step ahead forecast 
residuals is introduced. Theoretical values of the A.S.L. are 
given in the torn of a table for various values of the AR(1) 
coefficients in order to compare the empirical values of the A.S.L. 
with these. For visual inspection a graph of the A.S.L. values 
is presented.
For the sake of writing computer programmes, two 
forecasting schemes are introduced. These schemes cover most of 
the E.W.R. and G.E.W.R. type models and operate through the 
S.I.P. which helps to identify a proper model on the basis of 
one step ahead forecast errors when the high frequency component 
can be adequately represented by a low order Autoregressive 
process.
Three simulation and four real life data analysis are 
presented. In all cases, the models selected through the S.I.P. 
generated not only optimum one step ahead forecasts but also 
quite reasonable long term trends and forecasts as shown in 
sections ( 7.4 and 7.5 ).
7.2 Identification
Various methods and techniques of identifying the order 
of a given Autoregressive and Moving Average process are cited 
in the Statistical literature. Among these the Autocorrelation 
function ( A.C.F. ) and Partial Autocorrelation function 
( P.A.C.F. ) approach is quite frequently adopted. This approach 
which helps to identify the order of the ARMA process on the 
basis of the behaviours of the A.C.F. and P.A.C.F. may be 
summarised as:
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For a p-th order Autoregressive process ( AR(p) ) the 
A.C.F. tails off exponentially and P.A.C.F. cuts off after 
lag p.
For a q-th order Moving Average process ( MA(q) ) the 
A.C.F. cuts off after lag q, while at the same lag the P.A.C.F. 
tails off.
For a mixed p-th order Autoregressive and q-th 
order Moving Average process ( ARMA(p,q) ) both the A.C.F. and 
the P.A.C.F. tail off with a mixture of exponentials and 
damped sinusoids, after the first (q-p) lags for the A.C.F. 
and after the first (p-q) lags for the P.A.C.F.
For more discussion see Box-Jenkins (1976). This 
approach may be used in order to help identify the ARMA type 
Coloured Noise process and if required, the order of the 
process may be tested by employing the test procedure given by 
Godolphin (1980). However, here, a simple approach using 
Average String Lengths ( A.S.L. ) is presented as a very quick 
Stepwise Identification Procedure ( S.I.P. ) which can be 
helpful in practice. This approach is developed specially for 
AR type Coloured Noise processes as in practice, our prime 
interest is in such processes.
7.2.1 Average String Length ( A.S.L. )
Average String Length, denoted by A.S.L. is the mean 
distance ( in time units ) between the peaks or troughs of 
the. AR(1) type Coloured Noise process , where
et = * Et- 1  + 6t (7.2.1.1)
and
6 % N ( 0, a , ) > E f ' 1' N ( 0, a )t o t e
2  2  2 .a = cr / ( 1 - <p ).e 6
Mathematically , we can define the A.S.L. by
A.S.L. = 1/(2P(s)} (7.2.1.2)
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where 2P(s) is the limiting probability of a sign change. Thus 
because of symmetry P(s) is the probability that in the limit t* <*> 
a sign associated with a realization of a noise process changes 
from positive to negative so that at time t
P( e t _ 1  > 0 > et ) 
and in the limit t -*■ °°
Lim P (s) = P(s)
- 1
= ( tan {
P( et " 0  ” et-l 5 = Pt(s)
2 -l/2
$ ( ! - $ )  }+n'/ 2 ) / 2 ir
(7.2.1.3)
The expression (7.2.1.3) can be easily proved by 
considering
Pt(s) = P( e t _ 1  > 0 > et )
This implies that et_^ > 0 and e ^ < 0 , i.e. + 6 1  < 0 ;
which means that e > 0  and 6 < - <)> e . .
t " 1 t L “ -L
In the limit t , we can write
PCs) = {( 1  / / 2 ttct2 ) / e 0 de
,____  “ * e / a 6 - x 2 / 2{( 1  / / 2  it ) f e dx>
X.
(7.2.1.4)
Letting x = e u and re-arranging the terms we get
-*/o.
O oo
PCs) = ( 1/2™ ) / du{ / e
e 2 (u2  + l/a 2 ) / 2
e de }
|
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2  9Further letting e (u +l/o2 )/2 = z we get
PCs)
1 ~*/an « -z!-- 0 9 2  _ 1/ ( u + a ) 1 du / e dz.
2 ira
_ iNow / e dz = T1 = 1 and further letting u = tana we get
tan( -4° £/o,5 )
PCs) = {/
2* —ir / 2
2  2 - 1  sec a C 1  + tan a ) } da
1 - 1
( tan C-4>o /a.) + w / 2  )Z TT G o  J
as sec a( 1 + tan a ) = 1 .
Substituting  ^C1 — <#>2) ^2 in the above expression
for PCs), we get
- 1  2 - 1 / 2PCs) = ( tan { - <p C 1- ip ) } + ir/2 ) /2n
the required result (7.2.1.3).
We have considered here the. probability that a sign 
associated with a realization of a noise process changes from 
positive to negative(from one realization to another realization). 
Same is the probability that a sign changes from negative to 
positive. The probability that a sign Changes is 2P(s) and 
the expected or the Average String Length (A.S.L), therefore is
A.S.L. = l/2P(s)
The Average String Lengths for various values of ARC1) 
coefficient $ have been computed and are given in Appendix A.
For visual inspection a graph of A.S.Ls plotted against various
values of <P is also given in that Appendix. The theoretical 
values of A.S.Ls so calculated help us to find an approximate 
value of * , on comparison with the A.S.Ls. found from the 
one step ahead forecast errors of the time series under study. 
The procedure adopted , i.e. a Stepwise Identification 
Procedure ( S.I.P. ) is discussed in sub-section (7.2.31.
7.2.2 Examples
7.2.2.1 Example 1
approximately equal to 1.15. This value closely tallies with 
the theoretical value of A.S.L. = 1.17 , given in Appendix A, 
corresponoding to the value of AR(1) coefficient <)> = -0.9. 
According to test of significance (7.2.3), there does not seem 
to be significant difference between the empirical and the 
theoretical values of the A.S.Ls at 17„ level of significance. 
This information suggests AR(1) type G.E.W.R. model with AR(1) 
coefficient 4> approximately equal to -0.9. The G.E.W.R model 
so selected, quite likely, will filter out the coloured noise 
and evaluate optimum one step ahead forecasts. One step ahead 
forecast errors in this case will form a white noise sequence 
with zero mean and variance o 2  as t becomes large. The A.S.L. 
value in this case would not be significantly different from 2 , 
which is the theoretical value of the A.S.L. corresponding t.o 
<i> = 0 .0 , i.e. the white noise case.
500 realizations of an AR(1) Coloured Noise process 
with coefficient $ = -0.9 are generated so that
e t for t = 1,. . . , 500
where 6 -v IN ( 0, 10000 )
and are given in Appendix C.
The A.S.L. calculated for the generated data is found
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1.2.2.2 Example 2
In this example, 500 realizations of an AR(1) coloured 
noise process with coefficient <> = 0.5 are generated so
that
£k = 0.5 et _ 2  + 6  ^ for t = 1,..., 500
where 6 ^ IN(0, 10000)
and are given in Appendix E. The A.S.L. calculated in this 
case is approximately equal to 3.09. The theoretical value of 
A.S.L. (from the Appendix A) for <t> = 0.5 is 3.00. Applying 
test of significance (7.2.3), there does not seem to be any 
significant difference between the empirical and the theoretical 
values of the A.S.Ls. at 1% level of significance. This 
information suggests an AR(1) type G.E.W.R. model with AR(1) 
coefficient $ = 0.5. The G.E.W.R. model so selected, as in the 
case of previous example, is likely to yield optimum one step 
ahead forecasts with one step ahead forecast errors forming a 
white noise sequence, yielding an A.S.L. value not significantly 
different from 2 .
Comment
The theoretical values of the A.S.Ls. given in 
Appendix A are limiting values, computed by using the limiting 
expression (7.2.1.2). The Average String Lengths calculated 
from the one step ahead forecast errors incurred by some 
appropriate forecasting model or from some coloured noise 
process vary over time. These empirical A.S.Ls. values tend to 
approach the theoretical A.S.Ls. values as t becomes large, i.e. 
as t
A .S .Ls
(empirical)
A.S.Ls.
(theoretical)
This follows from frequency distribution of probability.
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7.2.3 Testing, The Whiteness Of The. Residual Errors
There are various methods which can be employed to 
check whether a sequence of residuals or forecasting errors is 
a Gaussian White Noise sequence or not. Here, a very simple and 
straightforward procedure is given, which quite effectively tests 
the Whiteness of the residual errors. In this method, we test 
whether an empirical value of the Average String Length ( A.S.L.) 
evaluated from the residual or the one step ahead forecast errors 
incurred by an E.W.R. type or a G.E.W.R. type model is 
significantly different from 2  or not; where 2  is the theoretical 
value of A.S.L. ( given in Appendix A ) when the AR(1) 
coefficient $ = 0  .
Let X be a random variable ( r.v. ) representing the 
number of sign changes in a White Noise sequence of N + 1 
observations, then given the first sign ( positive or 
negative ) the r.v. X is binomially distributed with mean N/2 
and variance N/4, i.e.
X v B( N/2 , N/4 ).
For large number of realizations, i.e. N 2  25, the 
confidence interval for the number of sign changes is given 
as :
{N/2 - Z Q / 2  /N/2 } (7.2.3.1)
where, for any given value of a , the level of significance,
Z a 1 2  is the value of the standard normal variate. Z correspond­
ing to a/2. For the parent A.S.L. the confidence interval is 
given as
{ 2(N+l)/(N+Z /N),2(N+l)/(N-Z ,,/N)}a / 2  a / 2
(7.2.3.2)
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In the limit N + °° , both the lower and the upper values of the 
confidence interval (7.2.3.21 approach 2, which is the 
theoretical value of the A.S.L. corresponding to the AR(1) 
coefficient <j> = 0 .
In order to test the significance of the empirical 
value of the A.S.L. we formulate the Null Hypothesis (Hq ) as
Hq : A.S.L. = 2 (i.e. the noise is white)
along with the one-sided Alternative Hypotheses (H^  and H 2 ) as
Hj : A.S.L. < 2 (i.e. the noise is coloured with some
negative value of AR(1) coefficient) 
and H 2  : A.S.L. > 2 (i.e. the noise is coloured with some
positive value of AR(1) coefficient) 
The decision to use H^ or H2  along with Hq depends upon the 
empirical value of A.S.L. and our interest in detecting or 
identifying the type of coloured noise.
The critical regions (C.Rs.) are defined as
i) C.R.l : region < 2(N+l)/(N+Za ✓N)
ii) C.R.2 : region > 2(N+l)/(N-Za /N) (7.2.3.3)
The Null Hypothesis Hq is accepted at certain value of a , the 
level of significance, if the empirical value of A.S.L. lies 
outside the critical regions, otherwise reject it.
If the empirical value of A.S.L. falls in the critical 
region C.R.l, we reject the Null Hypothesis Hq and accept the 
Alternative Hypothesis Hj.
If the empirical value of A.S.L. falls in the critical 
region C.R.2, we reject Hq and accept H 2 •
In both of the Null Hypothesis rejection cases, we 
consult the table (Appendix A) of theoretical values of the 
A.S.Ls. in order to find an appropriate value of the AR(1) 
coefficient of the coloured noise.
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7.2.4 Stepwise Identification Procedure ( S.I.P. )
In practice the noise process for a G.E.W.R. 
application is well represented by an AR(p) process of order 
p = 1 or p = 2. Yule-Walker equations ( Yule(1927) and 
Walker(1931) ), Autocorrelation Function ( A.C.F. ) and 
Partial Autocorrelation Function ( P.A.C.F. ) approaches may 
be used for identification. However, here a simple approach 
using Average String Lengths ( A.S.Ls. ) is presented as a 
very quick Stepwise Identification Procedure ( S.I.P. ) which 
can be helpful in practice.
Step 1
An E.W.R. type model ( Constant Dynamic Linear Model, 
D.E.W.R., etc., as discussed in previous chapters > is applied 
with the settings f, GT , W, B , B ( a  variance discount factor ),V
etc. as required and the prior
— 0 ' N( “o* ) , VQ & Nq .
The discount factor B is selected close to one, representing the 
very slow change in the low frequency component.The Average String 
Length ( A.S.L. ) of the one step ahead forecast errors incurred 
by the fitted model is obtained and compared with the theoretical 
value of the A.S.L. given in the Appendix A, corresponding to 
AR(1) coefficient $ = 0.00, which is 2 in this case. If the 
empirical value of the A.S.L. is not significantly different from 
two, then this suggests that the one step ahead forecast errors 
form a sequence ( as t becomes large ) from a white.noise process 
with mean zero and some variance, say a2 . This means that the 
time series under study is not driven by a coloured noise process, 
but instead bears a sequence of a white noise process.
The procedure adopted for forecasting is according to 
the forecasting schemes given in section (7.3). An appropriate 
scheme is considered according to the forecasting model selected
in order to analyse a time series.
If the empirical value of A.S.L. is significantly 
different from two, we proceed to step 2 .
Step 2
This step is carried out if either the empirical value 
of A.S.L. is significantly less than two or significantly 
greater than two.
An empirical value of A.S.L. significantly less than two 
suggests that the AR(1) coefficient is negative. In such a 
case an approximate value of $ is found from the Appendix A.
For example, A.S.L. s 1 suggests $ = -0.9.
An empirical value, of A.S.L. significantly greater 
than two suggests that the coefficient <(> is positive, i.e.
<)> > 0. For example A.S.L. = 4 suggests $ s 0.7.
In any of the above situations we adopt: a G.E.W.R. type 
model with an AR(1) high frequency component and the prior as 
for the E.W.R. type model (step 1). One step ahead forecast, 
errors incurred by the G.E.W.R. type model are again inspected 
and A.S.L. computed for these residual errors. If the empirical 
value, of A.S.L. does not differ significantly from two, we 
stop and consider the adopted model as an appropriate model. If 
the empirical value of A.S.L. evaluated from the residual errors 
differ significantly from two, we proceed to step 3.
Step 3
We proceed to this step from step 2 if we fail to 
achieve the residual errors or one step ahead forecast errors 
as a sequence, of a white noise process using an AR(1) type 
G.E.W.R. model. Here, again there are two possibilities for the 
empirical value of the A.S.L. evaluated after processing step 2. 
One is that the. A.S.L. is significantly less than Lwo and the 
other that it is significantly greater than two. In any case we 
proceed to a G.E.W.R. type model wiLh an AR(2) high frequency 
component.
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For this G.E.W.R. type model the AR(2) coefficients <i> i and <i> 2  
may approximately be selected as follows. The AR(1) coefficient 
<f> selected during the course of step 2 is retained as <P L and the 
second coefficient <f> 2  is selected approximately on the 
suggestion of the empirical value of A.S.L. evaluated from the 
residual errors or one step ahead forecast errors incurred by 
the AR(1) type G.E.W.R. model. The stated method of finding <f> x 
and <(>2  is not unique. Some other method may be employed, but 
in practice, this method is found to be quite useful ( for example 
see the case studies (7.5) ).
In most practical situations a G.E.W.R. type model 
with AR(2) coloured noise component is sufficient. However, if 
one step ahead forecast errors incurred by the ARC 2) type 
G.E.W.R. model do not form a sequence of a white noise process, 
i.e. the empirical value of the A.S.L. is significantly different 
from 2, then we proceed to G.E.W.R. type model with AR(3) 
coloured noise component and repeat the analysis process following 
the previous steps. We go on cycling by increasing the order 
of the coloured noise component ( say up to order p ) associated 
with the G.E.W.R. type models, until we get the one step ahead 
forecast errors forming a sequence of a white noise process ( A.S.L., 
not significantly different from 2  ).
In order to test the significance of the empirical 
values of the A.S.L. we follow the test procedure given in the 
previous section. Stepwise identification is carried out 
following the forecasting schemes given in the next section.
7.3 Forecasting Schemes
In order to identify a proper forecasting model and 
implement the computer programmes for the k-steps ahead ( k 2  1  ) 
forecasts, two layouts of the forecasting schemes, known as 
Forecasting Schematas ( F.Sc.) are presented.
Forecasting Schemata 1 ( F.S.l ) is designed for the 
E.W.R. type and the G.E.W.R. type Dynamic Linear Models. In this 
scheme low, medium and high frequency components are accommodated 
within the transition matrix G such that G = diag(G^, Gg, G^)
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where G, , G , G„ are the sub-matrices for the high ( Coloured 
Noise ), medium ( Seasonal ) and the low ( Trend ) frequencies. 
The dynamic system may be of any form ( canonical, diagonal, 
etc. ). The W matrix is set: in a canonical form as explained 
in the previous chapters and then transformed to any required 
form following the transformation techniques given in chapter 
six.
Forecasting Schemata 2 ( F.S.2 ) is designed for the
E. W.R. type and the G.E.W.R. type D.E.W.R. and the Normal 
Discount Bayesian Models, where high and medium frequencies are 
accommodated in ut vectors and a series is generated from the 
original time series in order to find the k steps ahead 
forecasts and the trends. Low frequency is translated through 
the G matrix.
In both the forecasting schemes, provision is made 
for on-line variance learning and checking the nature of the 
forecasting or residual errors (i.e. whether the residual errors 
form a sequence of a white noise process or a coloured noise 
process ). Both the schemes are equally valid for one step 
ahead and k ( k 2  z ) steps ahead forecasts and trends. The 
Forecasting Schematas not only provide the insight in to dynamic 
systems but also help us to write the computer algorithms and 
programmes.
Both the forecasting schemes have been tested on the 
simulated and real life data sets, but here in this dissertation
F. S.l for the simulated data set»and F.S.2 for the real life 
data set»are presented.
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FORECASTING SCHEMATA 1
Define Define
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FORECASTING SCHEMATA 2
Define Define
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7.4 Simulation
In order to demonstrate the performance of G.E.W.R. 
methodology, it is applied to various simulated stochastic data 
sets which comprise low frequency ( Trend ) and high frequency 
( Coloured Noise ) components. The linear growth type low 
frequency is generated by considering
nt S. m i + A Ç .—t —1 —t - 1 — s t
f 2where 1  1 / i- B \
Ç* = . A - (
0  1 '( 1 - 6  )2/L J
5 is a White Noise process with mean zero and variance 1 and 
discount factor B = 0.99. The initial prior value is
m 0  = ( 1 0 0  1  )'
The high frequency component which is superimposed on 
the linear growth low frequency is generated using an AR(1) 
Coloured Noise model
00 ft II et-l + 6t
where 6 *\< INC 0, 10000 ). and | 0 | < 1.
Cases for various values of 0 are studied, but for the
cases presented here the values of 0 considered are:
i) Case 1 ONo-Q-
ii) Case 2 : <*> = 0.3
iii ) Case 3 : 0 = 0.5
The generated data sets, each consisting of 500 realizations 
are given in Appendices B, C and D.
In each case first an E.W.R. type Dynamic Linear 
Model (3.5.1.2) of the following form is fitted:
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where
Yt = f 1 t  + Vt » vt ^ N (
It = £«, *t-l + -t * wt % N (
1 1
f = (1 0 ) lo II
0 1
(7.4.2)
V = 10000 , = diag( W^, )
2  2  JW , = ( ) { ( 1 - 8 ) / B  } V for j=l,2
(7.4.3)
and S = 0.995
is applied. The prior considered is
mQ = ( 100 1 ) and CQ = diag( 10000, 100 ).
The forecasting scheme is implemented according to 
the Forecasting Schemata 1. In all the three cases, Average 
String Lengths ( A.S.Ls. ) of the residual* or one step ahead 
forecast errors incurred by the above model are evaluated on the 
computer ( within the computer programme ). The A.S.L values 
found are 1.15, 2 . 4 8  and 3.07 for case 1, case 2 and case 3 
respectively.
The empirical values of A.S.L. evaluated are tested 
for significance by employing the testing of Whiteness procedure 
given in section (7.2.3) at the level of significance a = 0.05. 
In all cases the empirical values of A.S.L. are found to be 
significantly different from 2. This means that the model used 
is not suitable for the data sets under study, as the selected 
model should be capable of evaluating the forecasts such that 
the residual errors or one step anead forecast errors form a 
sequence of a White Noise process. We need to proceed further, 
i.e. to G.E.W.R. type models, following the Stepwise Identifican 
Procedure ( S.I.P. ) described in section (7.2.4).
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In case. 1, the empirical value of A.S.L. falls in the. 
critical region 1 ( C.R.l : region <1.84for N=499 and a = 0.05 ).
In cases 2 and 3, the empirical values of A.S.L. fall 
in the critical region 2 ( C.R.2 : region >2.2 for N=499 and 
a = 0.05 ).
Comparing the empirical values of A.S.L. with the 
theoretical values of A.S.L. given in Appendix A, we. find the 
estimates of the A?.(l) coefficient <P as approximately -0.91, 0.30 
and 0.52 in cases 1, 2 and 3 respectively.
Following S.I.P. we proceed to first order Autoregressive
G.E.W.R. type Constant Dynamic Linear Model similar to the model 
(6 .2 .1 .1 ), where in each case for the. high frequency component 
the approximately estimated values of <P are. used. The general 
form of the model used is
it II IO |a> ft - 1  + 2 t ; wt ~ N( 0 , Wj )
(7.4.4)
f--o|oT
i__
1  1 *
where = ( 1  0 1) , G =
0  a
IO II
0  1
B = 0.995 and a =
1 / 2  
8 4
I
The matrix = H W H is found following the procedure for 
obtaining the similar models, explained in sectionC6 .6 ), 
where
W = diag( V, W u , W l 2  )
is a matrix for the canonical form of a dynamic system, and
W i2 are as defined earlier, K is a transformation matrix (6 .6 ) 
that transforms the W matrix ( canonical form ) to a dynamic 
system defined by the. above, model. Transformation is carried out 
on the computer ( within the computer programme ) . The. prior 
infomation provided to the model is
= 0  )' and Ç 0  = diag( 1 0 0 0 0 ,1 0 0 , 1 0  )(  100 1
147
One step ahead forecasts and residuals found by 
using the recurrence relations given in section (6 .2 .1 ), 
replacing J by G . Average string lengths of the residuals 
incurred by the model (7.4.4), for 5 = -0.91 in case 1,5 = 0.30 
in case 2 and <t> = 0.52 in case 3 are evaluated and tested for 
the Whiteness of the residuals, again following the test of 
significance procedure (7.2.3). In all three cases the 
empirical values of A.S.L. are found to be not significantly 
different from 2 at the. level of significance a = 0.05. This 
means that in all the three cases the models with the estimated 
values of the Autoregressive coefficient $ , identified by the 
S.I.P. behaved well and yielded residuals or one step ahead 
forecast errors forming a sequence of a White Noise process. In 
all cases one step ahead forecasts found are also optimum in 
the Minimum Mean Square Error ( M.M.S.E. ) sense.
After making sure ( on the basis of test of significance
(7.2.3) ) that the one step ahead forecast errors or residuals
are free from the coloured noise, long term ( k-steps ahead, 
k 2  2  ) forecasts are found from the forecast function
Ft (k) = f Gk mt
following the Forecasting Schemata 1.
In case 1 ( <)> = -0.9 ), short and long term ( up to 
60 steps ahead ) forecasts are found and are shown in figures lb 
to lh. Figure la shows the graph of the data which comprise 
low frequency and high frequency ( $= -0.9 ). Figure lb shows the 
one step ahead forecasts. Long term forecasts ( for k=5, 10, 20,
30, 40, 50 and 60 ) are shown in Figures lc to lg. The k-steps ahead 
forecasts seem to be quite reasonable and the successive, 
forecasts show that in the long run the low frequency ( Trend ) 
is well protected from the high frequency ( Coloured Noise ).
In case. 2 ( ♦ = 0.3 ), up to 10 steps ahead forecasts 
are found and are shown in Figures 2b to 2d. Figure 2a shows 
the simulated data series comprising of low frequency and high 
frequency ( if> = 0.3 ). One step ahead forecasts are shown in 
Figure 2b. Long term forecasts, 5 steps and 10 steps ahead 
are shown in Figures 2c and 2d respectively. Figure 2e shows
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the residuals incurred by the E.W.R. type Dynamic Linear Model , 
(7.4.2). The residuals gave us a value of the A.S.L. equal 
to 2.48. In Figure 2f, the low frequency component generated 
by the model (7.4.1) is shown. This low frequency is the same 
for all the three cases. Long term ( 10 steps ahead ) forecasts 
( Fig. 2d ) seem to be approaching the underlying trend or 
low frequency ( Fig. 2f ). Thus in the long run the low frequency 
is well protected from the high frequency in our joint modelling 
scheme. This is true in all cases.
In case 3 ( 4> = 0.5 ), as usual, up to 20 steps ahead 
forecasts are found but up to 1 0  steps ahead forecasts are 
presented ( Figs. 3b to 3d ) as 10 steps ahead forecasts clearly 
show that the low frequency is well protected from the high 
frequency and it is true for all forecasts higher than 1 0  steps 
ahead. In Figure 3a the. actual data series is shown which is 
comprised of low frequency and high frequency ( <P = 0.5 ) component. 
Figure 3b shows the one step ahead forecasts. Figures 3c and 3d 
show the 5 steps ahead and 10 steps ahead forecasts respectively.
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AR(1) Coloured Noise generated with mean zero, variance 10,000 and 
=-0.9; superimposed on a Linear Growth Level with t* =0.995.
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ARC 1) Coloured Noise generated with mean zero, variance 10,UUO 
and ♦=0.3; superimposed on a Linear Crowth Level with 8=0.995.
Fig. 2a
BOO ,
I . . -

Low frequency ( Trend ) generated by 
Linear Growth Model (7.4.1)
type
1 i>2
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7.5 Case Studies
Four cases of real life data, two seasonal and two 
non-seasonal are studied. The cases are:
i) Case 1 : Availability of Electricity in Great Britain 
from 1901 to 1980. Annual data ( given in 
Appendix G ).
ii) Case 2 : U.K. Chemical Industries Indices from 1952 
to 1982. Quarterly data ( given in 
Appendix H ).
iii ) Case 3 : Population of U.S.A. from 1901 to 1981. 
Annual data ( given in Appendix I )
iv) Case 4 : Austrian Disposable Personal Income from 
1954 to 1979. Quarterly data ( given in 
Appendix J ).
In all cases short to long term forecasts ( up to 20 steps 
ahead ) are found along with the trends by using G.F..W.R. 
methodology, following the Stepwise identification procedure 
( S.I.P. ) and the forecasting scheme described by the Forecas­
ting Schemata 2. The joint modelling scheme for low frequency 
( Trend ) , medium frequency ( Seasonal ) and high frequency 
( Coloured Noise ) is adopted.
In all cases the Normal Discount Bayesian Model 
( N.D.B.M. ) (6.4.0.1)
Zt = ut 9. + 6t ; 5t ~ N( 0, Vt ) (7.5.0.1)
is applied in the diagonal form with
f = (1 1) and G = diag( 1, X ).
For the low frequency characterized by ( f, G, B ) a 
log analogue of the Gompertz function
t
y ^ = a b p ; a > l ,  0 < b , P < l  (7.5.0.2)
i. e .
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t
Log y = Log a + ( Log b ) P
t
yt = A + B P is used.
The choice of Gompertz function is made owing to the. fact that 
it adequately represents many economic, social and industrial 
phenomena that typically follow ' S ' shape curves close to the 
Gompertz form and tend to an asymptote or saturation level. The 
parameters A, B, P are evaluated following the procedure 
described by Harrison-Pearce (1972) and Stoodley (1980). In 
order to establish a link between the Gompertz function 
and our dynamic model, the value X of the transition matrix G 
is estimated by comparing the estimator
~ . « ~t
yt = A + B P  (7.5.0.3)
with the k steps ahead forecast function ( for trend )
k
Ft( k ) * m + A  bt (7.5.0.4)
This gives us an approximate value of X that enables the 
dynamic system to transit through time in a Gompertz way.
The series is derived from the original time series 
Yf and the vector ut is found, following the definitions 
(6.4.0.2) & (6.4.0.3) and considering
P P
ip p ( B )  =  $p(B) =  Z Il>i  B1 =  n  (  1 - (t> ± B )
i=0 i=1 (7.5.0.5)
for non seasonal cases and
n . i
*„(B) = <f> (B) . Ss(B) = Z i/'i B1 = n ( l-ri B )
P i=0 i=l
(7.5.0.6)
for seasonal cases, where S (B) is a polynomial in 3
for seasonality, defined in section (6.4.2). In the present
study, for the seasonal cases ( case 2 and case 4 ) where the
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data sets are quarterly ( seasonal period n = 4 ) a damped 
form (6.4.2.4) is considered so that for full harmonic
2 2
S3(3) = ( 1 + r B )( 1 + rB ) (7.5.0.7)
- *'2where r is the damping factor, such that r = b e for any 
constant b lying between zero and one, and 0 <r <1.
In all cases on-line variance learning (6.8) is used as 
the actual variances of the time series under study are unknown. 
For the protection against outliers, modification (6.8.0.5) with 
confidence factor 5 = 4 is considered so that
vt - xt
xt " ßv xt-i + ( 1 - Ht At ) dt
dt
M . f 2= Miru , 4 ?t >
Nt =  8 V Nt-i + 1 (7.5.0.8)
In the non-seasonal cases ( case 1 St case 3 ) variance learning 
is used after 3+p realizations and in seasonal cases after 
3+11 realizations. The priors considered for the learning 
system are described in the respective case studies.
In all cases the prior for the parameter e_ , considered
£o ^ N( £o* -0 )
where £q = mQ = ( m b )  is set asymptotically as
m s  g / ( 1 - A ) (7.5.0.9)
where g is a rough estimate of the growth rate of the data. The 
value of b is found such that m+b gives us a value that 
approximately represent the first few realizations.
-1 1
is used due to precise knowledge of
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the positions of 0j+ 92 and 6j- 02 at time t = 0. However, this 
setting is not unique. Other settings such as
1.1 -1
provide equivalently good forecasts. For results in such cases 
and more discussion see Akram-Harrison (1983). Similarly, 
the procedure for setting mg is not unique. Sometime it is 
convenient to set nig and Cg , considering the dynamic system 
in a canonical form, such as
—0,can.= (?0 S) and —0 ,can.= diaS(c’ c)
where yg is a rough estimate of a value prior to the first 
observation, g is the growth rate and c is any constant greater 
than zero; and transform the canonical set up to a set up for a 
dynamic system in a diagonal form as
m„ = H m,,—0 ---0,can. and C„ = H Cn H— 0 —  — 0 , c a n .—
following the transformation and similar models procedure 
described in section (6.6) of chapter six.
7.5.1 Case 1
An annual data set consisting of 80 observations on the 
availability of electricity in G.B. (1901-1980) is analysed. First 
an E.W.R. version of Normal Discount Bayesian Model (7.5.0.1), 
i . e .
Yt = f £ + 6t ; 6t v N( 0, Vt) (7.5.1.1)
is applied, using the prior
0_o ^ N
0
0
»
t
1 - 1
x - 9 - 1 1
Following the procedure explained earlier the value of X is 
found approximately equal to 0.983. The stated prior value of 
I2q is found using (7.5.0.9) with g s 0.14. For low frequency 
the discount factor considered is 6 = 0.96. f and G are 
f = (1 1) ; G = diag(l, 0.983)
158
The variance of the data is unknown, so on line 
variance learning (7.5.0.8) is used, replacing u by and cons­
idering the prior Vq = 1, Nq = 5 and discount factor 8^=0.99.
The estimated values of the variance V are used after the first 
three observations as no significant contribution from the 
estimated variances is expected for the first three observations.
One step ahead forecasts and residuals are obtained by 
transforming the original data to the log form, using the 
recurrence relations (3.3.2) and following the Forecasting 
Schemata 2 (7.3). The observations and the one step ahead 
forecasts are displayed in Fig.4a. The Average String LengLh 
of the residuals or one step ahead forecast errors is evaluated, 
and is found to be approximately equal to 14. This value, 
obviously quite significantly different from 2, falls in the 
critical region 2 ( C.R.2: region > 2.6 ). This suggests a
value of AR(1) coefficient $ around 0.9, on comparison with 
the theoretical values of A.S.L. ( Appendix A ). This shows 
the presence of high frequency or Coloured Noise in the residuals, 
which is even observable in Fig.4a. This means that the E.W.R. 
type model is inadequate for the data under study.
Following the Stepwise Identification Procedure (S.I.P.) 
we disregard the model (7.5.1.1) and proceed to G.E.W.R. type 
models and apply the Normal Discount Bayesian Model (7.5.0.1)
Zt = u 6 + 6t ; 51 ^ N( 0, Vfc ) . (7.5.1.2)
The AR(1) form of this model is applied to the data by considering 
<t> = 0.9, the same prior ( as used for the E.W.R. type model ) 
and by using variance learning (7.5.0.8). and u^ are found 
by defining >KB) = ( 1 -0.88B ). One step ahead forecasts are. 
obtained by using the recurrence relations (6.4.0.4) and are shown 
in Fig.4b. The A.S.L. value of the residuals incurred by this 
model is again evaluated and is found to be approximately equal to 2.61
Applying the test: of significance (7.2.3), this empirical value is 
found to be significantly different from 2 and lies in the critical 
region 2. Comparing with the theoretical values of A.S.L., the 
estimated value of <)> * 0.36 . In the light of this information
AR(1) form of the model (7.5.1.2) seems to be not fully capable 
of handling • the data under study.
Following S.I.P., the AR(1) type N.D.B.M. is rejected 
and we proceed further to AR(2) type N.D.B.M. by retaining <p as 
P i for AR(2) process and considering 4> = 0.5 ( A value slighLly 
higher than the value recommended by A.S.L. This value gives 
slightly better forecasts ). Zt series and ut vectors are derived 
by defining
*(B) = (1 - 0.88BX1 - 0.49B)
This AR(2) form of the model (7.5.1.2) is applied to the data 
using the prior, same as in AR(1) case. This time the model 
selected yielded forecasts with A.S.L. of the residuals not 
significantly different from 2. One step ahead forecasts obtained 
from this model are displayed in Fig. Ac.
After making sure that the residuals are free from the 
coloured noise, we find long term ( up to 20 steps ahead ) 
forecasts and the trends, following the Forecasting Schemata 2.
Fig.4d shows one step ahead trend values. This gives us 
an idea about the level underlying the stochastic phenomena 
of the availability of electricity in G.B.
The 20 steps ahead forecasts and the. trend are shown 
Fig.Ae and Fig.4f respectively. Long term forecasts seem to 
approach the actual trend values. This means that in the joint 
modelling scheme the low frequency is well protected from the 
high frequency in the long run.
One step ahead forecasts obtained by the AR(2) form 
of the N.D.B. Model are optimum in the Minimum Mean Square 
Error ( M.M.S.E.) sense. The Mean Square Error (M.S.E.) 
and Mean Average Deviation ( M.A.D. ) found in this case are 
less than 0.5% and 4.4% respectively.
Long term ( 20 steps ahead ) forecasts are found 
from the forecast function (6.4.1.2), with p = 2 and 
the trends are obtained from the forecast function (3.3.2.8), 
i .e.
Ft(k) = f Gk mt
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for all k 2  1 (7.5.1.3)
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A v a i l a b i l i t y  of Electricity in G.B. (1901-1980)
One Step ahead Full Forecasts
AR(1) G.E.W.R. type model
Dots: Observations
Line: Forecasts ( One year a head )
One Step ahead Fu]] Forecasts 
AR(2) G.E.W.R. type model
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One Step ahead Trend
5
4
3
2 y>*
1 y
0If> 0 / 1920 1940 1960 1980
-1 V•
Fig. 4d _ 2 YEARS
Dots: Observations
Line: Forecasts ( One year a head )
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Fig .4e
Fig.4f
20-Steps ahead Full Forecasts 
AR(2) G.E.W.R. type model
20-Steps ahead Trend
Dots: Observations
Line: Forecasts ( 20 years ahead )
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7.5.2 Case 2
A quarterly seasonal data series of unadjusted indices of 
the Chemical Industries of U.K., consisting of 123 observations from 
1952 to 1982, is analysed following the Stepwise Identification 
Procedure ( S.I.P. ) (7.2.4).
First an E.W.R. version of the Normal Discount Bayesian 
Model ( N.D.B.M. M7.5.0.1)
Zt = H t ! + «t •> «t - N < 0, V t )
(7.5.2.1)
is applied. Z and u are derived considering (7.5.0.6) with 
i|»(B) = 1,
i(< 3 (B) = S3(B) = ( 1 + r2B2 )( 1 + rB ), (7.5.2.2)
e = 0.98, r = 0.99 e'2 , f = (1 1) and G = diag.( 1, X )
where A = 0.993 is evaluated following the procedure explained 
earlier. The prior distribution of 6_, at time t = 0 , used is
1 -1 
-1 1
0
On line variance learning is used with prior
B = 0.99, Vn = 1 and N„ = 5 v 0 0
the same as is used in case 1. The variances estimated are used 
by the system after first 6 observations.
One step ahead forecasts and residuals are found by 
using the recurrence relations (6.4.0.4). The Average String Length 
(A.S.L. ) evaluated for the residuals is foundfabout 13. This value 
which is obviously quite significantly different from 2 lies 
in the critical region 2 ( C.R.2: region > 2.45 at a= 0.05 ) 
and suggests the presence of coloured noise in the residuals 
with an AR(1) coefficient of around = 0.9. In the light of this 
information the E.W.R. type, version of the model is rejected
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and we proceed to the G.E.W.R. version of (7.5.2.11 with
4\(B) = ( 1 -0.89B )( 1 + r2B2 )( 1 + rB )
(7.5.2.51
Zt and ut are derived using ^(B). Forecasts yielded by this 
model are again found unsatisfactory on the suggestion of A.S.L. 
found from the residuals incurred by this model. The A.S.L. 
found approximately equal to 5 significantly different from 
2 suggested to go ahead to AR(2) version of the N.D.B.M. This 
new version of the N.D.B.M. with
¥5(B) = ( 1 -0.39B )( 1  -0.49B )( 1 + r2B2 )( 1 + rB )
(7.5.2.41
is applied to the data. This time the model selected performed 
quite reasonably in general even due to very irregular behaviour 
after 1972. The A.S.L. value for the span 1952 to 1972 is 
found to be not significantly different from 2. The time span 
1973 to 1982 is not included for the evaluation of A.S.L. 
evaluated from the residuals incurred by the AR(2) version of 
the N.D.B.M. due to the very irregular behaviour of the stochastic 
phenomena. In fact, intervention analysis is required for this 
part of the data, which is not applied intentionally in order to 
investigate the over all performance of the model.
The one step ahead forecasts (regular line) plotted agai­
nst the log transformed data ( dots ) are displayed in Fig.5a. The 
one step ahead trend is shown in Fig.5b. Five years ahead 
( 20 steps ahead ) forecasts and trend are shown in figures 5c 
and 5d respectively. The long term forecasts and trend provide a 
reasonable outlook on the future of Chemical Industries in U.K., 
though seem to be slightly optimistic ( due to non intervention ). 
However, the long term forecasts are in line with the growth 
rate predicted by many economic forecasters.
The Mean Square Error and Mean Average Deviation found 
for the one step ahead forecast errors are less than 0.16 7» and
2.8 7. ( for whole data ) respectively.

The k-steps ahead forecasts are found 
function (6.4.1.2) by considering ^(B) (7.5.2. 
the model (7.5.2.1) and replacing p by C = 5.
The. trends ( short term and long term 
from the forecast function (7.5.1.3) defined in
from the forecast 
4) set up for
) are obtained 
case 1.
U.K. Chemical Industries Indices (1952-1982) 166
One Step ahead Fu]1 Forecasts
D o t s :  O b s e r v a t i o n s
Line: Forecasts ( One quarter ahead )
One Step ahead Trend
20 Steps ahead Full Forecasts 
AR(2) G.E.W.R. type model
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Fig. 5c 1952 1960 1968 1976 1984'
YEARS
Dots: Observations
Line: Forecasts ( Five years ahead )
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7.5.3 Case 3
An annual data set consisting of 82 observations of the 
population of U.S.A. from 1900 to 1981 is analysed by 
considering the set up of case 1. Most of the ingredients of 
case 1 such as
are used
f  = (1 l ) , G = d i a g . ( 1 , 0 . 983 )
e = 0 . 9 9
V
IIo2 5 and Vq = 1
h e r e .  The p r i o r d i s t r i b u t i o n o f ° t
5 . 8 y 1 -1e 0 -  N
( . J
»
- 1 1
.
6 = 0.96
considered is
The models ( from E.W.R. type to G.E.W.R. type ) are identified 
by the Stepwise Identification Procedure ( S.I.P. ) and applied 
to the data as in case 1. On line variance learning is used 
by the dynamic system after the first three observations.
First an E.W.R. type model D.E.W.R. (3.3.2)
Y = f e_ + 6. t ; 6 t v N( 0, Vt ) (7.5.3.1)
is applied using the above setting. One step ahead forecasts 
along with residuals are found. A.S.L.s 40 , evaluated from 
the residuals ( obviously significantly different from 2 ) 
suggested the. value of AR(1) coefficient around 0.9, on 
comparison with the theoretical values of A.S.L. given in 
Appendix A. On the bases of this information, it was decided to 
proceed to a G.E.W.R. type Normal Discount Bayesian Model 
(7.5.0.1)
Zt = ut 6 + 6t ; St * N( 0, Vt ) (7.5.3.2)
where Zt and u^ are derived defi 'ng 
ij)! (B) = ( 1 - 0.89B )•
This model yielded one step ahead forecasts with residuals
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having A.S.L. = 3, a value significantly different from 2. This 
value lies in the critical region 2 ( region >2.6 at a= 0.05 ).
Following S.I.P. AR(2) version of the model (7.5.3.2) 
is considered with
= ( 1 - 0.89B )( 1 - 0.493 )
This model yielded quite good forecasts ( Fig.5a ) with A.S.L. 
of residuals not significantly different from 2. The forecasts 
( one step ahead ) are optimum in the Minimum Mean Square Error 
Sense with Mean Square Error and Mean Average Deviation less 
than 0.02 % and 0.5 X respectively. After making sure that the 
residuals are free from the coloured noise, we find the long term 
( 20 steps ahead ) forecasts and the trend, which are shown in 
figures 6c and Sd respectively.
Figure 6b displays one step ahead trend or low frequency. 
Long term forecasts ( Fig. 6c ) closely resemble the long term 
trend which clearly shows that in the long run the trend or 
low frequency is well protected from the high frequency in our 
scheme of jointly modelling the. low and high frequency 
componenets, and the model identified by the S.I.P. is equiva­
lently good for short and long term forecasts, along with the 
trends.
The population of U.S.A. seems to be swinging around 
the trend. The demographic cycle formed is perhaps due to two 
world wars. After 2000 A.D., the demographic cycle seems to 
be repeating its cycle and crossing the long term trend, 
perhaps a signal for a third world war !.
The k-steps ahead forecasts and trends are found from 
the forecast functions as in case 1.

120 Steps ahead Full Forecasts
Dots: Observations
Line: Forecasts ( Twenty years ahead )
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7.5.4 Case. 4
wA quarterly seasonal datarconcerned with the disposable 
personal income in Austria, consisting of 104 realizations of 
a time series from 1954 to 1979 is analysed by considering a 
set up for the models similar to case 2.
First, as usual, an E.W.R. type model, i.e. an E.W.R. 
version of Normal Discount Bayesian Model ( N.D.B.M. M7.5.0.1)
Zt = ut 0 + 6t ; 61 v N( 0, Vt ) (7.5.4.1)
is applied with setting
f = (1 1) , G = diag.( 1, 0.994 ), 6 = 0.98,
r = 0.99 B
and prior distribution of £ as
f
/ 6 \ 1 -1
e. % n ( ;\-3 / -1 1
k
Zt_ and ut are derived by considering >KB) = S^CB) as defined 
in case 2.
On line variance learning is used with the usual prior 
Nq = 5 & Vq = 1 and the discount factor Bv = 0.99.
One step ahead forecasts along with the residuals or 
one step ahead forecast errors are obtained using the 
recurrence relations (6.4.0.4). An A.3.L. s 17 is found from 
the residuals, showing the inadequacy of the E.W.R.type 
model for the data being analysed. The A.S.L. value which is 
quite significantly different from 2 suggested the value of 
AR(1) coefficient ♦ around 0.9. Following the S.I.P. we 
decided to proceed to AR(1) version of the above model, similar 
to the model considered in case 2. In order to obtain ZL and 
ut, i|/(B) defined in case 2 is considered with $ = 0.9.
A IJ.D.B.M. with an AR(1) component applied to the data
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yielded one step ahead forecasts with residuals having an A.S.L. 
equal to 4.3,a value not significantly different from 2 at the 57„ 
level of significance and as usual lying in the critical region 
2 ( C.R.2: region > 2.51 at a = 0.05 ). In the light of this 
information and following S.I.P. , an AR(2) version of the 
model (7.5.4.1) is selected with ^5(B) as defined in case 2.
The AR(2) version of the model (7.5.4.1) yielded 
optimum forecasts in the Minimum Mean Square Error sense and 
A.S.L. not significantly different from 2. One step ahead 
forecasts found are with residuals forming a White Noise sequence, 
and having Mean Square Error and Mean Average Deviation less 
than 0.06 % and 1.6 7o respectively.
One step ahead forecasts along with the observations 
are displayed in Fig.7a. One step ahead trend is shown in 
Fig. 7b.
Long term forecasts ( 5 years or 20 steps ahead ) and 
long term trend is displayed in Figures 7c and 7d respectively.
k steps ahead forecasts and trends ( both short term 
and long term ) are obtained from the forecast functions 
considered in case 2.
Austrian Disposable Personal Income (1954-1979)
1 74
One Step ahead Full Forecasts 
AR ( 2 ) G.E.V.R. type model
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20 Steps ahead Full Forecasts
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7.6 Comment
The four cases of real life data sets studied clearly 
show the capability of G.E.W.R. methodology to handle stochastic 
phenomena driven by coloured noise processes, quite reasonably.
In all cases the E.W.R. type models, initially applied, are found 
inadequate to filter the coloured noise; whereas, the G.E.W.R. 
type models ultimately applied, gave us forecasts with one step 
ahead residuals or forecast errors forming a white noise process, 
i.e. having A.S.Ls. not significantly different from 2.
The Stepwise Identification Procedure (S.I.P.), in all 
cases, properly identified the models. It is, however, a matter 
of coincidence that in all cases the ultimate models identified 
are AR(2) G.E.W.R. type models with AR coefficients quite close 
to each other, even due to the fact that the data sets not only 
belong to different environments but also belong to different 
walks of life. In all cases, for the high frequency component 
or coloured noise the AR coefficients used are $: = 0.9 and 
<f>2 =0.5. The forecasts obtained by using these coefficients
in all cases are optimum in both the senses of Minimum Mean Square 
Error ( M.M.S.E.) and the whiteness of the residuals ( A.S.Ls, not 
significantly different from 2 ). The G.E.W.R. models with 
these coefficients, which proved to be quite suitable for all 
four data sets, may be suitable in many real life situations, but 
it is difficult to say or establish a rule that G.E.W.R. type 
models with such settings will in general be true for time series 
driven by coloured noise processes. In this direction, still lot 
of work is required to establish such a thing. In higher order 
coloured noise cases, it is hoped that the S.I.P. will help us 
to identify coloured noise present in time series and assist in 
selecting correct forecasting model.
The joint modelling scheme, introduced within the 
concept of G.E.W.R., behaved well as is clear from the short and 
long term forecasts in all cases. In the long run the low 
frequency is well protected from the high frequency.
In all cases the on-line variance learning system 
introduced improved the performance of the models quite 
significantly.
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CONCLUSION AND SUGGESTIONS FOR FURTHER RESEARCH
8.1 Conclusion and Remarks
A general development, of the theory of Generalised 
Exponentially Weighted Regression ( G.E.W.R. ) is presented 
along with practical implications.
The infrastructure required for the development of 
the theory is reviewed, discussed and developed further before 
concentrating on the main nucleus of the research. The work 
presented is confined to the. development of the. theory for the 
analysis and forecasting of discrete time oriented stochastic 
processes driven by ARMA type Coloured Noise processes.
Most of the work presented is relevant to the two 
joint papers, Harrison-Akram (1983) and Akram-Harrison (1983), 
except for some, new results developed during the gap between 
the. presentation of the second paper and the writing of the 
thesis.
A very detailed and technically concise theory of 
G.E.W.R., as remarked by Mckenzie (1983), has successfully been 
applied not only to the simulated data sets but also to the real 
life economic, social and industrial time series driven by the 
Coloured Noise processes. In order to demonstrate the capability 
and validity of the. theory, G.E.W.R. type Dynamic Linear Models 
are applied to simulated data sets after going through the 
Stepwise Identification Procedure (S.I.P. )(7.2.4) and G.E.W.R. 
type Normal Discount Bayesian Models for the. real life time, 
series. In the real life cases the actual variances were not known, 
so an on-line Bayesian learning procedure was used to estimate 
the variances. This learning system improved the performance, 
of the models quite significantly.
In all case studies ( simulation and real life ) a 
joint modelling scheme, i.e. jointly modelling the low, medium 
and high frequencies within the same, framework, is adopted. The 
models selected following the S.I.P. yielded not only optimum 
one step ahead forecasts in the minimum mean square error sense
8
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and the Whiteness of the residuals through the Average String 
Lengths ( A.S.L. ); but also gave us quite reasonable long term 
forecasts and trends. In all cases it is quite evident that 
in the. long run the low frequency is well protected from the 
high frequency.
The theorems along with the corollaries are presented 
in a fairly simple and straightforward manner. The theorem 
( T3 ) not only generalises the result of Mckenzie (1976) but 
also provide a simple , precise and general solution..
The recurrence relations (6.6) developed for the. 
transformation of a dynamic system in a canonical form to a 
dynamic system in a diagonal form ( and vice-versa ) have 
their own significance, .especial 1 y when we search for similar 
models,as the recurrence relations developed for the transform­
ation matrices are independent of matrix inversions.
It is well known that a linear filter is optimum if 
the system is asymptotically stable and the. system is 
asymptotically stable if all its weighting functions decay to 
zero as t-*-» . This highlights the significance of an exponential 
weighting system in linear filtration. The importance increases 
further when the whole set up is considered within a Bayesian 
framework and we introduce the coloured noise structure to deal 
with general situations. All these, are basic ingredients of 
the G.E.W.R. theory developed.
Various parsimonious Bayesian Dynamic Linear Models 
and Normal Discount Bayesian Models, introduced for the low 
and high frequency componenets of time series with or without 
seasonality and cyclical fluctuations are fairly straightforward 
and simple to use. The. models introduced provide robust 
forecasts.
A procedure to construct G.E.W.R. type Dynamic Linear 
Models of canonical form (6.5) is described, which helps us to 
formulate the models in terms of original series in place of 
the derived series Z^. For complex stochastic systems, a 
method to construct State Spece models (6.7) is given.
179
The introduction of this new forecasting methodology 
has not only opened doors to many new research projects in this 
area but has also provided stimulus to the general theory of the 
dicounted weighted models, such as the work of Ameen-Harrison 
(1983) .
8 - 2 Suggestions For Further Research
There is a tremendous scope for further research in 
this area, which may be highlighted as:
i) Variable Discount Factor
In the present development of the theory of G.E.W.R., 
the discount factor 8 considered is time invariant 
and only one discount factor is considered for the 
low and high frequency components . In order to 
advance this work , the present theory of G.E.W.R. may 
be developed further to accommodate different discount 
factors for low and high frequency components, either 
time invariant or time variant
ii) ARMA Coefficients
Coefficients for the ARMA type Coloured Noise process 
are assumed constant and identifiable by the procedures 
such as Autocorrelation Function, Partial Autocorrelation 
Function and Stepwise Identification Procedure (S.I.P.) 
based on Average String Lengths, etc. An on-line 
Bayesian learning procedure for the parameters could be 
developed on the principles of the variance learning 
procedure introduced.
iii) Limiting Values of Updating Vectors A
Dobbie's theorem (1963) for the limiting values of the
updating vectors is restricted to unequal roots 
of the transition matrices G of diagonal form. A general 
result can be developed for the dynamic systems in a 
canonical or any other form with transition 
G having some , or all, roots equal.
W Matrices
The W matrices considered in the case of Dynamic Linear 
Models are time invariant in nature. A dynamic time 
variant system may be developed to update matrices 
through some recurrence relations, with the arrival of 
new information from the environment.
Stepwise Identification Procedure( S.I.P. )
The Stepwise Identification Procedure based on Average 
String Lengths of AR(1) process can be developed 
further for general ARMA type processes by developing 
the probability distribution functions for the signs 
of the ARMA type Coloured Noise processes.
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4 0 3 0 0 4 7 0 . 7 9 9 4 6 6 0 0 4 5 7 . 3 5 3 :
4 0 4 0 0 5 1 4 . 9 3 3 4 6 7 0 0 5 9 2 . 7 2 3
4 0 5 0 0 5 1 6 . 3 2 5 4 6 8 0 0 5 1 0 . 7 0 2
4 0 6 0 0 3 6 5 . 6 5 0 4 6 9 0 0 6 1 1 . 8 4 2
4 0 7 0 0 4 5 0 . 9 3 4 4 7 0 0 0 5 1 3 . 9 7 2
4 0 8 0 0 6 0 7 . 0 9 2 4 7 1 0 0 3 8 3 . 9 7 1
4 0 9 0 0 4 0 1 . 9 4 7 4 7 2 0 0 4 3 6 . 1 5 0
4 1 0 0 0 4 6 4 . 6 7 8 4 7 3 0 0 3 8 4 . 1 6 4
4 1 1 0 0 4 6 9 . 8 9 2 4 7 4 0 0 5 5 0 . 7 1 4
4 1 2 0 0 3 2 3 . 5 3 2 4 7 5 0 0 4 7 5 . 9 6 8
4 1 3 0 0 4 11  . 5 1 0 4 7 6 0 0 5 0 0 . 7 1 1
4 1 4 0 0 5 8 2 . 5 6 7 4 7 7 0 0 6 6 9 . 1 3 9
4 1 5 0 0 5 0 9 . 3 1 7 4 7 8 0 0 5 0 2 . 4 9 3
4 1 6 0 0 4 4 2 . 2 2 8 4 7 9 0 0 5 4 9 . 4 7 9
4 1 7 0 0 4 1 8 . 8 4 4 4 8 0 0 0 6 2 8 . 8 0 9
4 1 8 0 0 3 6 4 . 3 4 6 4 8 1 0 0 5 0 6 . 7 3 2
4 1 9 0 0 5 1 0 . 4 6 2 4 8 2 0 0 6 9 6 . 8 9 2
4 2 0 0 0 4 8 5 . 6 8 9 4 8 3 0 0 5 6 2 . 9 7 3
4 2 1 0 0 5 0 9 . 0 5 6 4 8 4 0 0 5 2 3 . 9 6 3
4 2 2 0 0 5 7 8 . 7 5 5 4 8 5 0 0 6 7 5 . 2 6 1
4 2 3 0 0 4 9 1 . 2 2 0 4 8 6 0 0 6 7 2 . 0 1 3
4 2 4 0 0 5 8 5 . 7 5 8 4 8 7 0 0 5 1 4 . 2 4 8
4 2 5 0 0 4 6 8 . 4 5 0 4 8 8 0 0 4 8 9 . 6 0 3
4 2 6 0 0 4 7 9 . 6 5 8 4 8 9 0 0 4 8 3 . 6 7 9
4 2 7 0 0 5 7 9 . 6 1 4 4 9 0 0 0 6 6 2 . 7 4 1
4 2 8 0 0 6 3 7 . 3 5 8 4 9 1 0 0 6 0 2 . 2 9 7
4 2 9 0 0 4 3 3 . 4 6 6 4 9 2 0 0 6 1 4 . 1 9 3
4 3 0 0 0 4 0 5 . 2 0 7 4 9 3 0 0 5 0 3 . 5 0 1
4 3 1 0 0 7 4 7 . 6 4 6 4 9 4 0 0 5 2 9 . 0 9 3
4 3 2 0 0 6 5 4 . 5 0 2 4 9 5 0 0 4 7 7 . 7 5 9
4 3 3 0 0 6 6 6 . 4 6 3 4 9 6 0 0 4 8 2 . 0 5 5
4 3 4 0 0 5 1 9 . 1 6 1 4 9 7 0 0 7 4 1 . 7 4 4
4 3 5 0 0 5 5 7 , 6 8 7 4 9 8 0 0 5 1 7 . 0 8 1
4 3 6 0 0 5 1 4 . 2 7 0 4 9 9 0 0 5 3 0 . 5 6 9
4 3 7 0 0 4 8 2 . 7 5 2 5 0 0 0 0 5 3 2 . 9 4 3
4 3 8 0 0 5 1 3 . 1 4 9
APPENDIX Cl
AR(1) Coloured Noise generated with $=-0.9 from a
Random Noise of Mean zero Si Variance 10,000
6 1 0 0 4 7 0 . 3 0 3 1 2 4 0 0 *r 3 - t r ,  ~7 r , /
6 2 0 0 - 4 3 0 . 6 6 1 2 5 0 0 2 9 4 . 5 i  4 1 2 8 0 U — 3 7 1 fc 7
6 30'.: 5 2 6 . i 5 3 1 2 6 0 0 - 7 3 5  4 74 1 2 ?  0 C .7 1 2 . 4  54
i  0 0 3 2 . 3 3 . ' 6 4 0 0 - 5 1 0 . 0 3 12 7 0 0 8 . 3 0 4 6 1 9 0 0 0 - r  ' 4 . 0 3
2 0 0 3 7 . 6 8 4 6 5 0 0 4 9 5 . 9 3 0 1 2 3 0 0 - 2 3 »  . ••’ 2 1 9 1  OC 3 C 9 . 3 0 1
3 0 0 2 9 . 0 4 1 6 6 0 0 - 3 3 1 . 8 1 12 9 0 0 1 9 8 .. ¿ 6 3 , ; 1 9 2 0 C - 2 8 v . 0 3
4 0 0 -  5 >? . ¿  2 6 7 0  0 Ì S 0 . 6 5 1 !  3 0 0 0 -  ■: :■ S . 2 Z 1 ?  3 C 0 l 4 9 . 4 0 2
5 0  C 1 5 7 . 4 9 6 8 0 0 -  4 4 4 . 8  S 1 31 0 0 ■i 1 4 4 9  i  - , 1 9 4 0 0 - 1 1 2 . 2 7
¿ 0 0 -  2 0 0 . 2 6 9 0  0 3 8 2 . 1 6 0 1 3 2 0 0 - 3 2 3 . 0 2 3 1 9  5 0  C 1 7 6 . 3 4 1 .
7 0  0 1 5 9 . 6 5 7 0 0 0 - 2 7 9 . 8 7 1 3 3 0 0 1 9 8 . 5 6 6 1 1 9 6 0 0 —1 6 5 . 2 5
SCO --1 1 3 . 2 7 10  0 1 9 7 . 2 6 9 1 3 4  0 0 - 2 5 . 7 6 7 2 1 9 7 0 0 1 4 5 . 1 9 1
9 0 0 1 1 2 . 6 1 7 2 0 0 - 1 0 S . 2 1 1 3 5 0 0 2 4 . 1 0 2 1 1 1 9 8 0 0 - 1 0 2 . 7 5
1 0 0 0 - 1 ?  7 . 9 7 3 0  0 1 2 3 . 8 2 3 1 3 6 0 0 -  1 7 , 0 1 3 8 1 9  9 0 0 9 6 . 9 7 0 ?
1 1 0 0 2 0 6 , 6 . 9 7 4  0 0 - 2 0 0 . 0 2 1 3 7 0 0 - 3 3 . 6 0 3 4 2 0 0 0 0 - 1 1 8 . 0 7
1 2 0 0 --1 0 3 . 4 7 5 0 0 1 6 1 . 3 0 4 1 3 8 0 0 1 5 . 6 3 0 3 7 2 0 1 0 0 - 1 S . 3 0 6
1 3 0 0 2 3 3 . 5 4 7 6 0 0 - 1 0 0 . 9 6 1 3 9 0 0 - 3 1 9 . 1 4 9 2 0 2 0 0 - 1 0 . 0 8 9
14 0 0 - 2 1 7 . 1 7 7 0 0 1 41  . 3 2 8 1 4 0 0 0 1 4 3 . 0 8 3 4 2 0 3 0 0 - 3 8 . 7 0 9
1 5 0 0 1 7 0 . 4 3 7 2 0 0 - 1 2 7 . 2 1 1 4 1 0 0 - 1 1 6 . 1 0 1 2 0 4 0 0 9 4 . 0 9 9 3
1 6 0 0 - . 1 4 6 . 5 7 9 0 0 2 0 1  . 4 2 9 1 4 2 0 0 1 5 3 . 3 5 9 2 2 0 5 0 0 - 4 0 . 3 7 4
1 7 0 0 2 2 0 . 7 4 8 0 0 0 - 1 3 3 . 2 6 14 3 0 0 - 2 5 0 , 1 3 3 2 0 6 0 0 - 1 2 0 . 0 7
1 BOO - 2 7 4 . 1 2 1 0 0 - 2 9 . 2 7 9 14 4 0 0 1 4 9 . 3 5 4 3 2 0  7 0 0 1 3 4 . 9 7 1
1 9 0 0 3 0 6 . 4 1 3 2 0 0 9 4 . 3 2 9 1 1 4 5 0 0 - 6 4 . 6 6 3 6 2 0 8 0 0 - 2 2 4 . 5 7
2 0 0 0 - 2 6 9 . 2 2 3 0  0 - 1 1 2 . 1 0 14 6 0 0 - 7 4 . 1 5 1 6 2 0 9 0 0 1 9 4 . 8 5 3
2 1 0 0 2 5 3 . 9 9 3 4 0 0 1 0 1 . 6 7 3 1 4 7 0 0 1 6 4 . 3 3 8 0 2 1 0 0 0 - 2 3 4 . 3 1
2 2 0 0 - 2 9 4 . 0 3 5 0 0 - 5 1 . 3 5 5 14  2 0 0 - 2 1 1 . 2 2 1 2 1  1 0 0 2 9 7 . 1 2 5
2 3 0  0 3 6 0 . 0 7 8 6 0 0 1 0 1 . 2 1 5 14  9 0 0 1 8 4 . 4  5 0 6 2 1 2 0 0 - 1 8 8 . 8 0
2 4 0 0 —3 1 7 . 2 3 7 0 0 -  4 0 . 2 3 5 1 5 0 0 0 - 1 2 6 . 6 7 2 2 1 3 0 0 - 2 0 . 5 3 8
2 5 0 0 2 6 6 . 1 . 3 3 8 0 0 6 0 . 3 2 0 7 1 5 1 0 0 1 2 0 . 1 7 2 1 2 1 4  0 0 1 1 1  . 9 9 9
2 6 0 0 - 9 4 . 7 7 8 9 0 0 1 6 . 5 9 3 0 1 5 2 0 0 - 1 7 1 . 9 4 0 2 1 5 0 0 - 6 4 . 6 3 4
2 7 0 0 6 7 . 0 2 2 9 0 0 0 - 4 0 . 2 1 3 1 5 3 0 0 1 3 ? . 2 7 7 C 2 1 6 0 0 8 6 . 9 2 1 7
2 2 0 0 —1 6 . 9 5 9 1 0 0 4 3 . 2 4 6 4 1 5 4  0 0 - 1 1 2 . 6 9 9 2 1 7 0 0 - 1 2 6 . 9 0
2 9 0 0 4 0 . 6 1  3 9 2 0 0 - 1 7 . 0 4 6 1 5 5 0 0 9 8 . 8 1 8 2 w 2 1 8 0 0 1 1 5 . 2 1 8
2 0 0 0 - 1 6 . 4 2 9 3 0  0 8 3 . 1 4 0 9 1 5 6 0 0 - 7 1 . 1 6 6 6 2 1 9 0 0 - 2 3 6 . 4 9
3 1 0 0 4 1 . 4 3 0 9 4 0 0 - S 3 . 7 7 S 1 5 7 0 0 1 5 . 2 8 3 5 1 2 2 0  0 0 2 2 5 . 4 8 1
3 2 0 0 5 2 . 5 1 2 9 5 0  0 1 4 3 . 3 0 6 1 5 8 0 0 - 2 1 . 1 0 1 2 2 2 1 0 0 - 2  5 3 . 7 7
3 3 0  0 - 5 1 . 7 5 9 6  0 0 - 1 5 5 . 4 1 1 5 9 0 0 5 4 . 2 5 6 4 7 2 2 2 0 0 2 7 5 . 6 1 8
3 4 0 0 3 . 9 4 4 9 9 7 0 0 2 2 4 . 3 9 4 1 6 0 0 0 - 1 6 6 . 4 2 9 2 2 3 0 0 - 1 4 5 . 6 6
•3500 2 7 . 9 7 1 9 2 0 0 - 1 4 6 . 4 S 1 6 1 0 0 1 8 9 . 5 1 5 6 2 2 4  0 0 1 5 4 . 9 9 2
3 6 0 0 7 4 . 1 1 1 9 9 0 0 1 6 5 . 6 3 4 1 6 2 0 0 - 2 4 4 . 0 2 ? 2 2 5 0 0 - 1 6 3 . 1 7
3 7 0 0 - 1 6 2 . 4 1 0 0 0 0 - 5 5 . 5 3 3 1 6 3 0 0 2 2 4 . 1 2 7 1 2 2 6 0 0 1 0 3 . 6 6 2
3 2 0 0 1 2 1 . 9 0 1 0 1 0 0 2 1 . 9 3 7 6 1 6 4 0 0 - 1 6 6 . 0 1 7 2 2 7 0 0 - 5 2 . 5 3 2
3 9 0 0 - 7 6 . 4 3 1 0 2 0 0 - 6 3 . 5 4 6 1 6 5 0 0 1 7 7 . 6 3 4 0 2 2 8 0 0 - 4 7 . 5 2 5
4 0 0 0 - 2 2 . 9 S 1 0 3 0 0 1 6 1 . 5 6 8 1 6 6 0 0 - 1 2 1 . 9 5 1 2 2 9 0 0 1 2 8 . 1 7 3
4 1 0 0 9 6 . 5 1  1 1 0 4 0 0 - 2 2 0 . 6 9 1 6 7 0 0 8 7 . 8 2 2 7 7 2 3 0 0 0 - 5 4 . 9 1 0
4 2 0 0 - 2 0 . 2 4 1 0 5 0 0 2 0 8 . 9 5 7 1 6 8 0 0 - 3 3 . 5 0 8 5 2 2 1 0 0 - 1 1 0 . 4 5
4 3 0 0 9 1 . 0 7 5 1 0 6 0 0 - 2 1 3 . 7 4 1 6 9 0 0 - 1 5 . 7 3 6 3 2 3 2 0 0 3 3 2 . 2 0 1
4 4 0 0 - 1 6 9 . 6 1 0 7 0 0 3 0 3 . 7 1 C 1 7 0 0 0 - 7 9 . 4 9 7 0 2 3 3 0 0 - 3 4 3 . 5 7
4 5 0 0 1 9 0 . 2 1 1 0 3 0 0 - 2 5 0 . 4 4 1 7 1 0 0 3 4 . 9 1 0 5 6 2 3 4  0 0 3 1 9 . 4 1 9
4 6 0 0 - 2 5 4 . 0 1 0 9 0 0 2 9 8 . 9 5 2 1 7 2 0 0 6 3 . 4 7 6 0 1 2 3 5 0 0 - 2 7 4 . 0 2
4 7 0 0 2 6 0 . 1 1 1 1 0 0 0 - 3 3 1 .59 1 7 3 0 0 - 1 1 3 . 0 6 3 2 2 6 0 0 2 2 1 . 7 9 5
4 8 0 0 - 2 9 0 . 1 1 1 1 0 0 3 0 5 . 5 0 1 1 7 4 0 0 1 1 3 . 3 0 0 0 2 3 7 0 0 - 2 4 2 . 4 2
4 90  0 2 6 8 . 3 5 1 1 2 0 0 - 3 5 3 . 5 0 1 7 5 0 0 3 . 3 7 1 1 2 2 2 3 8 0 0 2 9 4 . 6 1 7
5 0 0 0 - 1 5 1 . 5 1 1 3 0 0 4 0 6 . 8 4 6 1 7 6 0 0 - 9 2 . 1 3 3 8 2 3 9 0 0 - 2 4 2 . 9 2
5 1 0 0 1 4 2 . 3 2 1 1 4 0 0 - 3 7 2 . 1 4 1 7 7 0 0 1 2 3 . 0 9 7 3 2 4 0 0 0 2 4 0 . 0 9 8
5 2 0 0 - 1 5 3 . 2 1 1 5 0 0 3 0 3 . 3 9 0 1 7 3 0 0 - 1 3 6 . 3 S 0 2 4 1  0 0 - 2 5 5 . 4 3
5 3 0 0 2 1 4 . 3 5 1 1 6 0 0 - 2 5 2 . 2 2 1 7 9 0 0 1 5 5 . 4 0 3 6 2 4 2 0 0 2 3 8 . 0 4 3
5 4 0 0 - 3 1  1 , 0 1 1 7 0 0 1 9 9 . 0 4 5 1 3 0 0 0 - 1 5 9 . 0 0 3 2 4 3 0 0 - 2 3 9 . 0 6
5 5 0 0 5 5 0 . 6  .1 1 1 2 0 0 - 2 3 7 . 0 2 1 8 1 0 0 1 4 7 . 5 6 7 9 2 4  4 0 0 3 4 3 . 9 4 3
5 6 0 0 - 5 1 4 . 3 1 1 9 0 0 1 4 9 . 1 0 3 1 2 2 0 0 -  6 6 • 7 61 3 2 » 5 0 0 - 3 5 6 . 3 3
5 7 0 0 4 2 6 . 3 0 1 2 0 0 0 -  8 a  . 6 2 0 1 2 3 0 0 1 4 9 . 5 4 7 9 2 4  6 0 0 3 2 1 . 7 6 1
5 8 0 0 - 3 9 0 . 4 1 2 1 0 0 7 6 . 5 4 2 0 1 8 4 0 0 - 3 5 3 . 4 9 6 2 4  7 0 0 - 3 3 7 . 3 1
5 9 0 0 5 2 6 . 7 1 1 2 2 0 0 - 1 4 4 . 7 4 1 3 5 0 0 4 2 2 . 1 3 5 2 2 4  8 0 0 3 3 0 . 6 5 7 Ì
6 0 0 0 - 5 1 8 . 1 1230 0 2 1 8 .S5S 1 8 6 0 0 l t V l o - 2 8 0 . «4
APPENDIX C2 187
2 5 0  C j 2 0 5 . 7 0 1 31 3 0  0 - 7 7 . 6 8 1 3 7 6 0 0 . 2  7 9 8 1 3 9 0  0 6 7 . 1 8 .
2 5 1 0 0 - 1 8 8 . 4 5 3 1 4  0 0 -74 . 5 5 8 3 7 7 0 0 -  1 31 . 7 6 1 4 0 v  0 - 4 1 .  ; ■
2 5 2  CO 1 2 6 .  532 3 1 5 0 0 - 6 . 1 2 1 8 3 7 8 0 0 1 - f; , >' 7 o 4 4 1 C 0 - 3 0 . 2 .
2 5 3 ) 0 - 6 6 . 5 6 0 3 1 6 0 0 - 7 0 . 2 4 6 3 7 9 0 0 - 1 3 4 . 5 9 4 4 2  0 0 6 . 1 4 1 .
2 5 4 0 0 1 5 9 , 4  0 :: 3 1 7 0 0 1 4 8 . 7 2 3 3 8 0 0 0 •* i 4 4 3 0 0 - 1 0 6 .
2 5 3  0 0 - 1 3 9 . ' <; 3 1 8 0 0 - 2 3 2 . ¿ 6 3 8 1 0 0 - 2 4  ! . 48 4 4 4 0 0 41 . 6w v
2 5 6  0 0 1 7 2 . 2  77 3 1 9 0 0 1 7 7 .9 7 7 3 8 2 0 0 3 2 0 , 6 9 2 4 4 5 0 0 - 5 0  ► 7.
2 5 7 0 0 - 4 0 . 4 3 1 3 2 0 0 0 - 1 4 6 . 5 1 3 8 3 0 0 - 3 0 7 . 9 8 4 4 6 0 0 1 0 1 . 2.
2 5 S 0 0 - 2 4 . 7 6 - 1 3 2 1 0  0 7 6 . 1 4 9 3 '384 CO 2 7 8 . 8 0 4 4 4 7 0  0 ... y v'i  ^C
2 5 9 0 0 1 1 4 . 9 1 7 3 2 2  0 0 - 5 . 0 8 7 6 2 8 5 0 0 - 1 7 7 . 6 5 4 4  8 0 0 1 8 8 . 8 .
2 ¿ 0  0 0 - 1 1 3 . 8 4 3 2 3 0 0 - 2 3 . 2 9 2 3 8 6 0 0 1 0 7 . 6 7 3 4 4 9 0 0 - 1 7 2 . 1 .
2 6 1 0 0 2 1 1 . 9 2 8 3 2 4 0 0 3 2 . 4 2 0 4 3 8 7 0 0 - 1 9 6 . 1 6 1 5 0 0 0 i s o . 9,:
2 6 2 0 0 - 1 9 8 . 1 0 3 2 5 0 0 1 . 9 9 9 3 0 3 8 8 0 0 2 2 9 . 9 4 8 4 5 1 0 0 - 2 1 8 . '
2 6 3 0 0 2 9 3 . 0 7 0 3 2 6 0 0 5 0 . 2 6 5 2 2 8 9 0 0 - 1 8 2 . 0 9 4 5 2 0 0 1 4  7 . 6 -
2 6 4  0 0 - 2 9 5 . 5 4 3 2 7 0 0 - 5 2 . 6 9 9 3 9 0 0 0 1 0 4 . 5 7 2 4 5 3 0 0 - 1 6 0 . Í
2 6 5 0 0 2 5 7 , 2 4 9 3 2 8 0 0 1 1 7 . 4 3 5 3 9 1 0 0 - 1 1 9 . 3 3 4 5 4  0 0 2 0 3 . 4 ‘
2 6 6 0 0 - 2 5 2 . 0 6 3 2 9 0 0 - 3 5 . 7 5 1 3 9 2 0 0 8 2 . 5 3 0 2 4 5 5 0 0 - 1 4  5 .  :.
2 6 7 0 0 3 1 8 . 0 0 7 3 3 0 0 0 4 1 . 1 5 3 2 3 9 3 0 0 - 7 9 . 9 9 3 4 5 6 0 0 1 5 3 . 5 :
2 6 8 0 0 - 3 6 9 . 4 6 3 3 1 0 0 - 3 7 . 5 3 8 3 9 4 0 0 1 2 9 . 1 9 9 4 5 7 0 0 - 1 3 1 . ?
2 6 9 0 0 3 7 5 . 0 9 8 3 3 2 0 0 5 1 . 2 9 0 9 3 9 5 0 0 - 1 2 1 . 7 0 4 5 8 0 0 1 * 5 . 2 - .
2 7 0 0 0 - 4 0 4 . 7 3 3 3 3 0 0 4 5 . 9 0 7 5 3 9 6 0 0 3 8 . 6 6 8 3 4 5 9 0 0 - 2 0 4 . i
2 7 1 0 0 3 5 0 . 4 8 0 3 2 4  0 0 - 1 1 6 . 5 8 3 9 7 0 0 - 2 6 . 8 9 4 4 6 0 0 0 1 7 4 . 0 :
2 7 2 0 0 - 3 5 4 . 9 0 3 3 5 0 0 7 4 , 8 2 4 2 3 9 8 0 0 1 2 2 . 7 5 9 4 6 1 0 0 - 1 4 1 . '
2 7 3 0 0 3 6 7 . 0 3 5 3 3 6 0 0 - 1 5 2 . 5 0 3 9 9 0 0 - 1 4 0 . 5 6 4 6 2 0 0 5 8 . 3  9?
2 7  4 0 0 - 3 3 8 . 3 7 3 3 7 0 0 1 5 8 . 5 1 1 4 0 0 0 0 1 5 8 . 7 2 2 4 6 3 0 0 7 . 7 3 4 2
2 7 3 0 0 3 5 5 . 2 9 7 3 3 8 0 0 - 1 7 4 . 3 4 4 0 1 0 0 - 9 5 . 2 1 4 4 6 4 0 0 6 . 6 1 1 1
2 7 6 0 0 - 2 5 5 . 2 3 3 3 9 0 0 9 7 . 7 7 2 0 4 0 2 0 0 4 1 . 4 4 5 0 4 6 5 0 0 - 4 2 . 6 1
2 7 7 0 0 1 9 2 . 9 4 9 3 4 0 0 0 - 1 7 5 . 0 7 4 0 3 0 0 - 4 6 . 4 1 9 .4 6 6 0 0 —1 5 . 8 4
2 7 S 0 0 - 7 6 . 5 2 2 3 4 1 0 0 2 8 6 . 8 6 6 4 0 4 0 0 5 1 . 7 0 5 9 4 6 7 0 0 6 2 . 1 2 ;
2 7 9 0 0 1 0 9 . 8 9 9 3 4 2 0 0 - 2 5 3 . 1 0 4 0 5 0 0 - 5 0 . 8 5 4 4 6 8 0 0 -  1 1 S . 2
2 8 0 0 0 - 1 8 8 . 2 9 3 4 3 0 0 2 1 0 . 1 2 2 4 0 6 0 0 - 4 3 . 9 2 8 4 6 9 0 0 1 5 8 . 2 ? ;
2 8 1 0 0 1 8 7 . 0 2 5 2 4 4  0 0 - 2 5 2 . 6 5 4 0 7 0 0 5 7 . 3 7 8 8 4 7 0 0 0 - 2 0 8 . 5
2 S 2 0 0 - 1 3 9 . 5 2 3 4 5 0  0 1 8 7 . 5 5 7 4 0 8 0 0 4 . 6 9 5 8 4 4 7 1 0 0 1 0 3 . 4 5
2 S 3 0 0 1 0 9 . 4 7 4 3 4 6 0 0 - 1 8 2 . 9 2 4 0 9 0 0 - 1 1 1 . 9 3 4 7 2 0 0 - 1 1 7 . 7
2 8 4  0 0 - 1 0 9 . 4 6 3 4 7 0 0 1 8 0 . 0 1 8 4 1 0 0 0 1 2 5 . 4 1 4 4 7 3 0 0 I S . 5 0 4
2 8 5 0 0 1 0 2 . 6 8 4 3 4 8 0 0 - 2 3 3 . 1 5 4 1 1 0 0 - 1 4 4 . 7 6 4 7 4  0 0 2 6 . 0 7 3
2 8 6 0  0 - 3 . 5 4 2 2 3 4 9 0 0 1 0 7 . 6 2 5 4 1 2 0 0 3 0 . 0 3 0 4 4 7 5 0 0 - 1 0 2 . 5
2 8 7 0 0 - 1 8 5 . 4 3 3 5 0 0 0 - 1 4 3 . 8 9 4 1 3 0 0 - 2 5 . 2 6 4 4 7 6 0 0 8 4 . 5 5 8
2 8 8 0 0 1 0 5 . 0 4 6 3 5 1 0 0 1 2 1 . 1 5 1 4 1 4 0 0 7 3 . 2 2 5 4 4 7 7 0 0 - 1 4 . 2 0
2 8 9 0 0 - 9 8 . 6 5 0 3 5 2 0 0 - 1 6 3 . 2 2 4 1 5 0 0 - 1 0 7 . 2 0 4 7 8 0 0 - 7 9 . 8 3
2 9 0 0 0 2 2 . 0 6 9 0 3 5 3 0 0 1 7 9 . 6 2 9 4 1 6 0 0 6 0 . 9 6 1 5 4 7 9 0 0 9 2 . 1 0 1
2 9 1 0 0 - 1 2 0 . 4 9 3 5 4 0 0 - 1 1 8 . 8 5 4 1 7 0 0 - 9 5 . 2 5 2 4 8 0 0 0 - 6 5 . 0 0
2 9 2 0 0 1 6 0 . 5 1 6 3 5 5 0 0 - 5 0 . 7 7 7 4 1 8 0 0 1 7 . 9 0 9 6 4 8 1 0 0 - 9 . S 3 9
2 9 3 0 0 - 2 3 9 . 2 5 3 5 6 0 0 1 1 6 . 8 0 S 4 1 9 0 0 2 1 . 8 3 7 0 4 8 2 0 0 1 0 6 . 2 0
2 9 4 0 0 1 2 7 . 2 6 8 3 5 7 0 0 - 1 1 8 . 0 7 4 2 0 0 0 - 6 1 . 1 2 0 4 8 3 0 0 - 1 7 1 . 7
2 9 5 0 0 - 7 7 . 5 2 0 3 5 8 0 0 1 3 6 . 3 3 3 4 2 1 0 0 6 0 . 1 3 0 4 4 8 4 0 0 1 4 1 . 2 8
2 9 6 0 0 1 1 0 . 2 4 8 3 5 9 0 0 - 1 5 2 . 0 3 4 2 2 0 0 - 2 8 . 3 4 2 4 8 5 0 0 — 6  6 . 6 6
2 9 7 0 0 - 5 5 . 5 2 0 3 6 0 0 0 9 6 . 8 5 9 3 4 2 3 0 0 - 2 0 . 3 0 7 4 8 6 0 0 6 5 . 0 0 7
2 9 8 0 0 1 0 1 . 5 1 8 3 6 1 0 0 - 6 9 . 5 7 5 4 2 4  0 0 6 9 . 4 9 1 8 4 8 7 0 0 - 1 2 6 . 9
2 9 9 0 0 - 8 4 . 6 9 6 3 6 2 0 0 5 1 . 5 6 9 9 4 2 5 0 0 - 1 3 4 . 0 0 4 8 8 0 0 8 4 . 9 9 9
2 0 0 0 0 1 6 . 8 1 7 3 3 6 3 0 0 - 7 3 . 1 3 1 4 2 6 0 0 1 2 0 . 2 8 6 4 8 9 0 0 - 1 1 9 . 9
3 0 1 0 0 - 2 7 . 2 6 3 3 6 4 0 0 1 1 6 . 7 6 4 4 2 7 0 0 - 7 7 . 2 5 5 4 9 0 0 0 1 7 6 . 7 4
3 0 2 0 0 7 3 . 9 0 6 2 3 6 5 0 0 - 2 1 0 . 9 1 4 2 8 0 0 1 0 5 . 7 8 3 4 9 1 0 0 “ 1 9 3 . 8
3 0 3 0 0 - 9 9 . 7 0 3 3 6 6 0 0 1 7 7 . 3 4 1 4 2 9 0 0 - 1 9 2 , 7 0 4 9 2 0 0 1 9 6 . 0 1
3 0  4 0 0 7 9 . 7 1 3 7 3 6 7 0 0 - 8 5 . 3 7 2 1 3 0 0 0 1 4 2 . 8 7 0 4 9 3 0 0 -  2  4 S  . 3
3 0 5 0 0 - 5 7 . 2 0 1 3 6 8 0 0 - 4 5 . 6 8 6 4 3 1 0 0 2 3 . 0 9 9 6 4 9 4 0 0 2 1 7 . 9 7
3 0 6 0 0 - 4 1 . 0 8 4 3 6 9 0 0 - 3 1 . 4 0 4 4 3 2 0 0 - 5 1 . 4 0 0 4 9 5 0 0 - 2 6 1 . 6
3 0 7 0 0 - 5 . 2 6 7 8 3 7 0 0 0 6 5 . 0 3 0 1 4 3 3 0 0 1 0 7 . 3 6 4 4 9 6 0 0 2 0 2 . ¿ 0
3 0 8 0 0 8 6 . 6 4 2 7 3 7 1 0 0 - 4 7 , 7 2 3 4 3 4 0 0 - 1 3 7 . 9 6 4 9 7 0 0 " 7 3 . 5 ?
3 0 9 0 0 -  1 S . \ • 3 6 3 7 2 0 0 8 1 . 6 3 c  C 4 3 5 0 0 1 7 3 . 3 4 4 4 9 8  0 0 - 6 . 2  9 1
2 1 0 0 0 2 7 4 . 0 1 7 3 7 3 0 0 - 6 2 . 3 4 5 4 3 6 0 0 - 1 9 1 . 5 2 4 9 9 0 0 5 9 . 0 5 4
3 1 1 0 0 - 2 0 5 . 6 0  
V I . S 5 0  7
3 7 4 0 0
VTSOO
4 1 . 0 3 6 3  
-  t o  ■
4 3 7 0 0 1 4 9 . 8 8 5 5 0 0  0 0 - 9 3 . 8 2 |
34 z o o
APPENDIX DI
Linear Growth + AR(1) Coloured Noise with <P =-0.9,
from a Random Noise with Mean zero & Variance 10,000
X [ A A; X, -r cr; ( o X% cr 1 2 4  0 0 - 4 5 . 7 1 5 i p y a A 7 5 9  * : .
6 2 0 0 - 3 5 5 . 7 5 « 2 5 0 0 fl 7 4 3 %\  6 1 8 8 0 0 - 7 3  * 9 34
6 3 0 0 7 f; - * t A A 1 Z- A  A A 1 3 . 3 4 5 9 1 3 9 0 0 x. r q _ 7 o o
.100 Ì  fi 5 * i £ f 6 4 0 0 - 3 6 3  * »Si 1 2 7 0 0 fi 3 r  7 4 1 • 9 0 0 0 - 7 5 .40  6
2 C 0 1 S 4 » 3 4 2 ¿ 5 0 0 9 7 fc p p “i 1 2 3 0 0 0 . 9 3 7 3 4 .1 9 1 0 0 6 0 2 . 8 3 1
3 0 0 1 9 1 . 4 9 5 6 6  0 0 -  4 2 1 . 4 5 1 2 9 0 0 4 2 2 . 0 1 5 1 9 2 0 0 -  1 * 4 S 7
4 0 0 2 8 . 1 5 2 9 6 7 0 0 X A A , , C X. C; 1 3 0 0 0 — 9 5 * 6  £:* 1 1 9 3 0 0 3 7 0  * 3 7 2
3 0  0 3 3 2 . 3 9 2 6 8 0 0 -- 7 0 1 * fi 6 1 3 1 0 0 5 9 8 . 0 3 6 1 9  A  0 0 I 9 9 * ? 4 3
¿ 0 0 - 1 3 3 . 2 9 6 9 0  0 5 4 0 «. 3 v*-» 1 3 2 0 0 - 1 1 4 . 6 7 1 9 5 0 0 5 2 4 . 7 6 7
7 0 0 2 5 3 . 1 1 9 7 0 0 0 - 6 4 . 8 4 5 1 3 3 0 0 3 7 2 . 6 6 6 1 9 6 0  0 1 2 9 * 0 3 9
s o o 7 . 2 7 3 4 6 “7 1 A A 7 7 7 6  9 1 7 4  0 0 3 1 4 . 7 0  7 1 9 7 0 0 4 4  2 . 5 0 5
9 0  0 2  2  7 S !3 c 7 "> Q  A 1 1 2 . 3 7 3 1 3 5 0 0 2 6 3 . 2 0 3 1 9  8 0 0 2 1 6 . 7 8 9
1 0 0 0 - 1 3 5 * 4 9 7 3 0 0 •7 7 .6 „ 9 5  X 1 3 6 0 0 2 2 5  * 6 3 5 1 9 9 0 0 4 0 1 * 7 5 4
1 1 0 0 3 4 3 . 2 4 A 7 4 0 0 - 8 0 . 8 2 6 1 3 7 0 0 1 7 3 . 8 6 6 2 0 0 0 0 1 6 3 . 8 9 1 J
1 2 0 0 ¿ 4 . 5 6 7 5 7 > A A 3 2 5 . 4 8 1 1 3 8 0 0 2 4 7 . 1 7 4 2 0 1 0 0 2 0 1 . 2 3 0
1 3 0 0 4 4  1 . 8 2 4 7 6 0 0 1 0 6 . 6 6 2 1 3 9 0 0 5 2 . 2 7 8 6 2 0 2 0 0 2 7 6 * 4 4 7
14  0 0 - 1 0 7 . 1 4 7 7 0 0 3 5 5 . 1 0 2 . 1 40 00 4 1 0 . 4 8 3 2 0 3 0 0 2 0 0 . 9 3 9
1 5 0 0 2 6 9 . 2 5 0 7 8 0 0 5 2 . 0 2 6 7 1 4 1 0 0 1 3 6 . - 7 1  0 2 0 4 0 0 4 2 8 . 2 6 2
1 6 0 0 - 2 5 . 1 9 7 7 9 0 0 4 4 0 . 7 3 1 . 1 42 00 4 3 1 . 6 4 3 2 0 5 0 0 7OX OT A
1 7 0 0 3 9 S . 4 4 5 8 0 0 0 8 1 . 2 8 6  7 1 4 3 0 0 - 7 9 . 4 5 6 2 0 6 0 0 8 2 .7 6 8 6
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Linear Growth + AR(1) Coloured Noise with <P =-0.9,from a Random Noise with Mean Zero Sc Variance 10,000
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APPENDIX_F1
Linear Growth + AR(1) Coloured Noise with * =0.5
from a Random Noise of Mean Zero Si Variance 10,000
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Linear Growth + AR(1) Coloured Noise with $=0.5
from a Random Noise of Mean Zero Si Variance 10,000
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Availability of Electricity ( G.B ) 1901-1980
Year Y
1901 0.294
1902 0.329
1903 0.364
1904 0.504
1905 0.649
1906 0.767
1907 1.0151908 1.1531909 1.337
1910 1.4261911 1.509
1912 1.684
1913 1.78
1914 2.189
1915 2.247
1916 2.629
1917 3.08
1918 3.502
1919 3.931
1920 4.065
1921 3.664
1922 4.376
1923 5.177
1924 5.899
1925 6.492
1926 6.788
1927 8.102
1928 8.979
1929 9.979
1930 10.475
1931 10.913
1932 11.701
1933 12.964
1934 14.769
1935 16.817
1936 19.404
1937 21.841
1938 23.338
1939 25.189
1940 27.327
Year Y
1941 31.011942 33.8411943 35.0961944 36.5851945 35.7061946 39.1781947 40.3691948 43.815
1949 46.241
1950 51.877
1951 56.658
1952 58.816
1953 61.9551954 68.921
1955 75.648
1956 82.1911957 85.999
1958 93.441
1959 100.572
1960 114.417
1961 122.823
1962 136.015
1963 147.1021964 154.534
1965 166.051
1966 171.9991967 177.309
1968 190.166
1969 202.593
1970 211.461
1971 218.053
1972 224.531
1973 239.651
1974 231.726
1975 232.431
1976 234.458
1977 241.174
1978 246.642
1979 258.045
1980 246.053
Unit:- 1000 GWH
Source:- Digest of Energy Statistics (1934-1982) 
Ministry of Power,U.K.
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U.K. Chemical Industries Indices (1952-1982)
Year 1 2 3 4
1952 28.60 27.90 26.50 28.501953 31.10 31.10 30.30 33.001954 34.20 35.00 33.30 35.001955 36.60 36.30 34.50 37.001956 39.30 39.80 36.90 37.801957 39.90 41.10 39.00 40.801958 42.40 42.10 39.30 42.701959 45.00 47.00 A4.20 47.701960 50.70 51.90 49.10 51.101961 53.40 52.90 48.80 51.201962 53.20 54.40 51.90 53.201963 55.30 58.50 55.70 58.301964 62.40 64.30 60.60 63.501965 67.90 69.40 64.40 66.201966 71.80 71.70 68.80 70.701967 75.30 76.30 71.00 74.10
1968 80.10 81.60 77.50 81.10
1969 84.90 86.70 82.80 85.20
1970 88.00 92.20 88.80 90.80
1971 92.60 93.00 87.40 94.10
1972 93.20 99.30 92.80 100.60
1973 106.70 107.20 105.50 109.70
1974 112.60 114.60 108.20 106.20
1975 103.20 99.70 94.60 102.40
1976 109.30 111.50 108.60 115.40
1977 118.70 115.80 109.30 112.80
1978 113.20 117.20 112.70 117.00
1979 115.90 121.90 114.50 117.40
1980 119.00 109.60 99.10 103.00
1981 104.90 106.60 104.10 106.60
1982 107.30 106.20 101.10 -
BASE:- 1975 = 100 
Source:- I.C.I ( U.K. )
APPENDIX I
Population of U.S.A ( 1900-1981 )
Year Y Year Y
1900 76.1 1941 133.91901 77.6 1942 135.41902 79.2 1943 137.31903 80.6 1944 138.91904 82.2 1945 140.5
1905 83.8 1946 141.91906 85.4 1947 144.7
1907 87.0 1948 147.2
1908 88.7 1949 149.8
1909 90.5 1950 152.3
1910 92.4 1951 154.9
1911 93.9 1952 157.6
1912 95.3 1953 160.2
1913 97.2 1954 163.0
1914 99.1 1955 165.9
1915 100.5 1956 168.9
1916 102.0 1957 172.0
1917 103.3 1958 174.9
1918 103.2 1959 177.8
1919 104.5 1960 180.7
1920 106.5 1961 183.7
1921 108.5 1962 186.6
1922 110.1 1963 189.2
1923 112.0 1964 191.9
1924 114.1 1965 194.3
1925 115.8 1966 196.6
1926 117.4 1967 198.7
1927 119.0 1968 200.7
1928 120.5 1969 202.7
1929 121.8 1970 205.1
1930 123.1 1971 207.7
1931 124.1 1972 209.9
1932 124.8 1973 211.9
1933 126.6 1974 213.9
1934 126.4 1975 216.0
1935 127.3 1976 218.0
1936 128.1 1977 220.2
1937 128.8 1978 222.6
1938 129.8 1979 225.1
1939 130.9 1980 227.7
1940 132.6 1981 229.8
Unit:- Millions
Source:- Statistical Abstracts of the United StatesC 1982 
U.S. Department of Commerce,
Bureau of the Census
APPENDIX J
Austrian Disposable Personal Income (1954-1979)
Year 1 2 3 4
1954 17.62 18.86 20.58 23.511955 19.31 21.42 23.93 26.911956 21.98 24.00 25.96 27.661957 23.34 25.80 27.23 29.871958 24.19 26.70 28.47 31.651959 25.41 27.94 29.61 32.981960 27.40 29.40 32.04 35.371961 29.52 31.51 33.94 38.061962 30.70 32.87 34.75 38.761963 31.22 35.12 36.44 41.441964 33.72 36.77 37.71 43.611965 34.96 38.47 39.15 45.051966 36.57 40.68 41.10 46.431967 37.88 41.79 42.36 47.74
1968 40.61 43.93 43.92 49.01
1969 42.08 46.31 45.94 51.38
1970 44.53 48.65 47.99 54.081971 48.25 52.21 51.51 58.11
1972 50.90 55.29 54.00 60.62
1973 53.14 58.74 57.69 65.01
1974 57.71 62.36 59.88 66.60
1975 57.78 63.93 61.07 68.43
1976 60.37 66.05 63.47 72.19
1977 64.69 69.50 64.46 73.80
1978 66.02 70.48 65.35 74.70
1979 68.33 72.94 67.74 77.31
Unit:- billions of Schillings
Source:- Austrian Institute of Economic Research,
Vienna Austria
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APPENDIX K
f Vectors and G Transition Matrices
The f^ vectors considered are (lxn) row vectors of some 
known functions of independent variables or constants. By 
definition the elements of these vectors are functions of time, 
generally described by constants, polynomials and trigonometric 
functions as in Brown (1962) .
Time series may be defined such that for some constant 
n square matrix G and integer k
where the eigenvalues of the matrix G determine the form of 
forecast function. It is then usual to adopt a moving parameter- 
isation as in Brown (1962), so that at time t given data
Dfc = yfc, yt-1,--- y^j^ the current value of _ft is always f^. For
simplicity we write f^ = £ .
For example, suppose at time t we have the linear growthIrepresentation with f = (1 t) and parameter vector e_ = (Bj 02) 
and local model
Yt+k -t+k - where+ t+k t+k
The interpretation is that 0i is the intercept at t = O and 
is the incremental growth per unit time. Then
white noise.
9 2
(1 t) = (1 0) Gfc
is satisfied for all integer t i 0 if and only if 
Hence for time t the local model can be written as
1
1
ft+k = f k G Gfc 0_ + t+k
= f k H + «t+k
where £ = G £ is the parameter vector at time t.
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