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Abstract
Ride-hailing demand prediction is an important prediction
task in traffic prediction. An accurate prediction model can
help the platform pre-allocate resources in advance to im-
prove vehicle utilization and reduce the wait-time. This task
is challenging due to the complicated spatial-temporal rela-
tionships among regions. Most existing methods mainly fo-
cus on Euclidean correlations among regions. Though there
are some methods that use Graph Convolutional Networks
(GCN) to capture the non-Euclidean pair-wise correlations,
they only rely on the static topological structure among re-
gions. Besides, they only consider fixed graph structures at
different time intervals. In this paper, we propose a novel deep
learning method called Spatial-Temporal Dynamic Graph At-
tention Network (STDGAT) to predict the taxi demand of
multiple connected regions in the near future. The method
uses Graph Attention Network (GAT), which achieves the
adaptive allocation of weights for other regions, to capture the
spatial information. Furthermore, we implement a Dynamic
Graph Attention mode to capture the different spatial rela-
tionships at different time intervals based on the actual com-
muting relationships. Extensive experiments are conducted
on a real-world large scale ride-hailing demand dataset, the
results demonstrate the superiority of our method over exist-
ing methods.
Introduction
With the rapid development of mobile internet and sharing
economy around the world, ride-hailing has become more
and more popular in recent years. Online taxicab request
platforms, such as Didi Chuxing, Uber, and Grab, have pro-
vided people with a convenient way of traveling.
However, these platforms still suffer from some inefficient
operations (Zhan, Qian, and Ukkusuri 2016), such as long
passenger waiting time (Zhang et al. 2017) and excessive
vacant trips (Yang et al. 2000), since the schedule and allo-
cation of cars vary a lot depending on specific user require-
ments. Therefore, an accurate ride-hailing demand predic-
tion method can help organize vehicle fleet, improve vehicle
utilization, reduce the wait-time, and mitigate traffic conges-
tion (Geng et al. 2019).
∗Corresponding author
Figure 1: An example of different regions. Region A, B and
C are business area, residential area and park respectively.
To tackle this problem, there have been several meth-
ods proposed in recent years focusing on similar predic-
tion tasks, including traffic volume, taxi pick-ups, and traf-
fic in/out flow volume prediction. Traditional methods ap-
plying statistical methods to solve the problem (Chiang,
Hoang, and Lim 2015; Moreira-Matias et al. 2013; Shekhar
and Williams 2007). Recently, deep learning methods have
widely used in this field. One of the first deep learning
methods in traffic prediction was introduced by Zhang et
al. (Zhang et al. 2016) who applied deep convolutional lay-
ers for prediction. After that, Wang et al. concatenated sev-
eral related factors as inputs to predict the gap between taxi
supply and demand via a non-linear MLP network (Wang et
al. 2017). Based on (Zhang et al. 2016), Zhang et al. (Zhang,
Zheng, and Qi 2017) further proposed a deep convolutional
network named ST-ResNet to predict in-out traffic flow
among different areas. However, both of them did not con-
sider the temporal information hidden in the sequential data
which is an important factor in transportation issues. Based
on that, Yao et al. (Yao et al. 2018) constructed a spatial-
temporal model to predict various taxi demands, and they
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further created a graph embedding module to pass infor-
mation among different regions. Though they capture the
topological information, it is hard to aggregate demand val-
ues from related regions through the region-wise relation-
ship. Besides, applying convolutional neural networks can
only model Euclidean correlations among different regions.
To capture the non-Euclidean pair-wise correlations, Yu et
al. (Yu, Yin, and Zhu 2018) applied GCN to model the spa-
tial relationships for traffic prediction. After that Geng et
al. (Geng et al. 2019) proposed a muti-GCN-based model
to forecast the ride-hailing demand. However, traditional
GCN-based methods only extract static spatial dependencies
for neighbor nodes, which resulted in a serious lack of dif-
ferent spatial correlations for different neighbor nodes.
Therefore, in this paper, we propose a novel deep learning
method, i.e., Spatial-Temporal Dynamic Graph Attention
Networks (STDGAT), which is constructed by a spatial and
a temporal module. In the spatial module of our STDGAT,
we use Graph Attention Network (GAT) (Velicˇkovic´ et al.
2018) to extract spatial information among different regions.
The GAT is an advanced graph neural network with attention
mechanisms (Vaswani et al. 2017), in which the nodes can
allocate weights for their neighbor adaptively. In this way,
the advantage of GAT can help capture the different spatial
correlations for different neighbor regions in every single
region. Besides, we consider that the connection of nodes
in the graph for the demand prediction task, should not be
based on the real geographical connection which is fixed in
all the time intervals. For example, as figure 1 shows, region
A andB are business area, residential area, and park respec-
tively. Region A may be affected by B in the daytime while
there may be not many correlations between regionA andB
in the evening.
To address this issue, we propose the time-specific
commuting-based graph attention mode, that is, for each
time interval, the edges between single nodes are based on
its actual commuting relationships. For example, in figure 1,
if there do not have any commuting from region B to C in
time interval t, the edge from node B to C is not existing
in time interval t. In this way, each node can perform ag-
gregation operations for the nodes that have actual commut-
ing relationships. Compared with previous methods, our net-
work can achieve much better performance with measure-
ments of accuracy in demand prediction tasks. For the tem-
poral module, we apply the LSTM (Hochreiter and Schmid-
huber 1997) to extract the temporal information among the
sequence output from the spatial module. In such a learning
framework, the model can capture the dynamic spatial cor-
relations and the temporal information among sequence for
prediction.
Our model is validated on a large-scale real-world ride-
hailing demand dataset from Didi Chuxing, a ride-hailing
platform in China. The dataset contains taxi orders of Didi
Chuxing in the city of Haikou in China from May 1st to Oc-
tober 31st with the total number of 12,185,427 orders, which
can be downloaded from the website of Didi Chuxing GAIA
Initiative1. We conduct extensive experiments on the dataset
1https://gaia.didichuxing.com
to demonstrate the superiority of our model over existing
methods.
In summary, we collect our contribution into the following
three folds:
• We propose a novel GAT-based deep learning model to
extract the non-Euclidean correlations among regions in
ride-hailing demand prediction. Based on attention mech-
anisms, our model achieves the goal of the dynamic adap-
tive weight allocation for neighbor regions in every single
region.
• We further propose a time-specific commuting-based
graph attention mode that allows the model to capture the
dynamic commuting-based region correlations in differ-
ent time intervals.
• We conducted extensive experiments on a large-scale
ride-hailing request dataset from Didi Chuxing. The re-
sult shows that our approach outperforms all other previ-
ous methods and several competitive baselines
Related Work
Traffic Prediction
Traffic prediction problems include many tasks, such as traf-
fic flow prediction, destination prediction, demand predic-
tion (our task), etc. The methods applied to these tasks are
kind of similar. Essentially, they predict the data on future
timestamps based on the historical one (Wang et al. 2017;
Yao et al. 2018; Zhang, Zheng, and Qi 2017; Zhang et al.
2016). Some traditional methods only rely on information
in time series and regress final predictions. For instance,
one of the most representative methods is Autoregressive
Integrated Moving Average (ARIMA) which is widely used
in traffic prediction problems (Moreira-Matias et al. 2013;
Shekhar and Williams 2007). It takes continuous tempo-
ral information as inputs and regresses desired results. Be-
sides, some other works included external context data, such
as weather conditions and event information, to further im-
prove the model’s performance (Pan, Demiryurek, and Sha-
habi 2012; Wu, Wang, and Li 2016). Recently, deep learning
methods have been widely used in traffic prediction. Zhang
et al. (Zhang et al. 2016) proposed a DNN-based model
for predicting crowd flow. After that, they further intro-
duced the residual connection originated from CNN-based
networks (He et al. 2016) for the same task (Zhang, Zheng,
and Qi 2017). To utilize context data, Wang et al. (Wang
et al. 2017) used a large number of multiple sources as in-
puts of their network to predict the gap between the supply
and demand of taxis in different sub-areas. Besides, some
other methods (Yu et al. 2017; Zhao et al. 2018) proposed to
use the recurrent neural network, like LSTM and BiLSM,
to encode temporal information. With the popularity of a
convolutional neural network (CNN), Yao et al. (Yao et al.
2018) jointly modeled spatial-temporal information in a sin-
gle network, and generated graph embedding additionally to
extract the constant feature for each region. Qiu et al. (Qiu
et al. 2019) proposed a contextualized spatial-temporal net-
work for taxi origin-destination demand prediction. Though
they achieved great success in some traffic prediction fields,
they neglect the modeling of non-Euclidean spatial correla-
tions among regions. To overcome this problem, Li et al. (Li
et al. 2018b) proposed a graph convolution-based recurrent
neural network for traffic forecasting. Besides, Yu et al. (Yu,
Yin, and Zhu 2018) proposed ST-GCN, which used graph
convolutional networks to extract the non-Euclidean corre-
lations among regions and 1-D convolution for temporal in-
formation modeling, for traffic prediction. After that, Geng
et al. (Geng et al. 2019) constructed muti-graphs, i.e., neigh-
borhood, functional similarity, and transportation connectiv-
ity, to model the non-Euclidean correlations among regions,
and they applied GCN and RNN to capture the spatial and
temporal features respectively.
However, all the previous methods we mentioned above
lack of modeling different spatial correlations for different
neighbor regions, and they ignored the importance of con-
structing region graphs dynamically based on real-time com-
muting relationships.
Deep Learning
Deep learning has been successfully used in a large number
of fields, especially Convolutional Neural Networks (CNN)
in the field of computer vision (Krizhevsky, Sutskever, and
Hinton 2012; Zhang, Zheng, and Qi 2017). The proposed
of Residual Network enables the neural networks to reach
an unprecedented depth (He et al. 2016). In recent years,
Recurrent Neural Networks (RNN) have achieved good re-
sults in sequence learning tasks (Sutskever, Vinyals, and
Le 2014). The incorporation of Long Short-Term Memory
(LSTM) overcome the shortage of traditional RNN that the
difficulty of learning long-term dependency (Hochreiter and
Bengio 2001; Zhang, Zheng, and Qi 2017). However, these
networks can only model for spatial or temporal features.
Xingjian et al. (SHI et al. 2015) propose a model named con-
volutional LSTM network which combines the characteris-
tics of CNN and LSTM to model for spatial-temporal fea-
tures. However, this model is difficult to model long-range
temporal dependencies and will become more difficult to
train as the network deepens (Zhang, Zheng, and Qi 2017).
Recently, Graph Neural Networks (GNN) have become
an important subfield of deep learning, which has been
widely used in many fields, such as social networks (Niepert,
Ahmed, and Kutzkov 2016), computer vision (Sun et al.
2019; Li et al. 2018a), and traffic prediction (Yu, Yin,
and Zhu 2018; Geng et al. 2019). Traditional Convolu-
tional Neural Networks (CNN) can only extract features
from standard grid data. However, many kinds of data can
not be represented in a grid-like structure (Velicˇkovic´ et
al. 2018). Therefore, GNNs were proposed to process such
kind of data. The earliest GNNs were introduced by Gori
et al. (Gori, Monfardini, and Scarselli 2005) and Scarselli
et al. (Scarselli et al. 2009) as a generalization of recursive
neural networks that can directly deal with a more general
class of graphs (Velicˇkovic´ et al. 2018). Recently, the Graph
Convolutional Networks (GCN) generalize the traditional
convolution to data of graph structures. Bruna et al. (Bruna
et al. 2014) proposed a general graph convolution frame-
work based on Graph Laplacian. And then, Defferrard et
al. (Defferrard, Bresson, and Vandergheynst 2016) proposed
a Chebyshev polynomial-based method to optimize the pro-
cessing of eigenvalue decomposition. Based on that, Kipf et
al. (Kipf and Welling 2017) simplified them by restricting
the filters to operate in a 1-step neighborhood around each
node. After that, GAT (Velicˇkovic´ et al. 2018) was proposed
to realize the adaptive allocation of neighbor weights based
on the attention mechanisms (Vaswani et al. 2017).
Preliminaries
Demand Prediction
In this section, we first fix some notations and then formulate
our demand prediction problem mathematically.
Following the definition of (Yao et al. 2018) and (Zhang,
Zheng, and Qi 2017), we denote R = {r1, r2, , rN} as the
set of all regions in which the number of orders needs to
be predicted, where N is the total number of regions. For
temporal information, suppose each day can be segmented
into H time intervals and there are D days in a dataset, we
define T = {t0, t1, , tH×D−1} as the set of whole time in-
tervals. Given the above definitions, we further formulate the
following conceptions.
Taxi order: A taxi order o can be defined as 〈o.r, o.t〉
that contains the region where people call for the taxi and the
corresponding start time interval. We represent it as 〈o.r, o.t〉
with a tuple structure where o is the region and t denotes the
interval.
Taxi demand: The demand in one region r and time in-
terval t is defined as the total taxi orders during that time
interval and location, which can be denoted as xtr. There-
fore, we set Xt ∈ NN as the demand of all regions in time
interval twith each element representing the demand of each
region, and N denotes the total number of regions.
Demand Prediction: The demand prediction problem
aims to predict the data in the future one time step or sev-
eral steps given the sequential data from the beginning to
the current. We denote it as
Xt+1 = F({Xt−L+1, , Xt−1, Xt}) (1)
where L is the length of the input sequence.
In this study, we define the network of regions as a di-
rected graph Gt = (V ,Et,At) in time interval t, where V
is the set of nodes each of which denotes a region, Et and
At represent the set of edges and the adjacency matrix of
the graph Gt respectively. As we mentioned above, the Et
and At are based on the real-time commuting relationships
among regions in time interval t. Therefore, the demand pre-
diction task in this work can be denoted as
Xt+1 = F({(Xt−L+1, Gt−L+1), , (Xt−1, Gt−1), (Xt, Gt)})
(2)
Graph Convolution Network
Graph Convolution Network (GCN) is defined over a graph
G = (V,E,A) instead of applying convolution operation
on regular grids, where V and E are the set of all nodes and
the set of edges in the graph G, and A ∈ R|V |×|V | denotes
the adjacency matrix of the graph G. GCN can overcome
the shortage of traditional CNN that the lack of processing
Figure 2: Graph attention layer (Velicˇkovic´ et al. 2018)
non-Euclidean structure data (Geng et al. 2019). Currently,
one of the most popular GCN approaches to applying con-
volution operation over graph is introduced by Defferrard et
al. (Defferrard, Bresson, and Vandergheynst 2016) based on
Chebyshev polynomials approximation, which is defined as:
x′ = σ
(
K−1∑
j=0
αjL
jx
)
(3)
where x is the input feature, (α0, α1, ..., αK−1) is learnable
coefficients, Lj presents the j-th power graph Laplacian ma-
trix, and σ(·) denotes the activation function. In the equa-
tion 3, the formulation of the graph Laplacian matrix can be
presented as
L = I −D−1/2AD−1/2 (4)
where I ∈ R|V |×|V | is the identity matrix andD denotes the
degree matrix of the graph.
Based on the above GCN theory, Kipf et al. (Kipf and
Welling 2017) stacked multiple localized graph convolu-
tional layers the first-order approximation of graph Lapla-
cian to define a layer-wise linear formulation (Yu, Yin, and
Zhu 2018). By this way, the formulation of the GCN layer
can be denoted as:
x′ = σ(WD˜−1/2A˜D˜−1/2x) (5)
where W is the trainable parameters of the layer. A˜ and D˜
are the renormalized matrix that A˜ = A + I and D˜ii =∑
j A˜ij . In this way, the GCN layer can reduce the learnable
parameters which is highly efficient for large-scale graphs,
since the order of the approximation is limited to one (Yu,
Yin, and Zhu 2018).
Graph Attention Layer
In this paper, we apply Graph Attention Network
(GAT) (Velicˇkovic´ et al. 2018) to learn the spatial de-
pendency among different regions. GAT is an advanced
Graph Convolution Network (GCN) with attention mecha-
nisms (Vaswani et al. 2017), which has been widely used in
computer vision (Long et al. 2017; Hu, Shen, and Sun 2018),
and natural language processing (Bahdanau, Cho, and Ben-
gio 2015; Cheng, Dong, and Lapata 2016; Lin et al. 2017).
The graph attention layer is the base component of GAT,
which is used to learn attention coefficients between nodes
pairs and update the hidden feature of each node.
Following (Velicˇkovic´ et al. 2018), we denote the feature
of node vi in layer l in time interval t as hti ∈ Rd(l), where
d(l) is the length of the feature of node vi in layer l. In the
first graph attention layer, hti is the demand value of region i
in time interval t. As figure 2 shows, the attention coefficient
of node vj to vi in time interval t can be presented as
etij = a(Wh
t
i,Wh
t
j) (6)
where W ∈ Rd(l+1)×d(l) is the learnable parameters of
layer l, and a(·) is the function that calculates the correla-
tion between node vi and vj . Note that, vtj ∈ N tvi , where
N tvi denotes the set of the neighbor nodes of vi in time in-
terval t. For a(·), we follow (Velicˇkovic´ et al. 2018), and
use a trainale feedforward neural network, parametrized by
a weight vector ~a ∈ R2d(l+1), which can denoted as
etij = LeakyReLU(~a
T [Whti||Whtj ]) (7)
where ·T and || denote the transposition and concatenation
operation respectively.
And then, we normalize the attention coefficient by a soft-
max function for easily comparable:
αtij = softmax(e
t
ij) =
exp(etij)∑
vk∈Ntvi
exp(etik)
(8)
After the computing of coefficients above, the new feature
vector of node vi can be computed according to the weighted
summation of attention mechanism:
hti
′
= σ
( ∑
vj∈Ntvi
αtijWh
t
j
)
(9)
where σ(·) is the activation function.
Note that, the parameters of the graph attention layer W
and ~a are shared among the input sequence.
Proposed Model
In this section, we provide the details of our proposed
Spatial-Temporal Dynamic Graph Attention Network for the
task of ride-hailing demand prediction by introducing our
spatial and temporal module separately. Figure 3 shows the
overview architecture of our model.
Figure 3: The Architecture of STDGAT. The spatial module uses a GAT Block to capture the spatial feature among stations. The
GAT Block consisted of graph attention layers. The temporal module applies an LSTM model to extract temporal information
among the input sequence.
Spatial Module
The spatial module of our model aims to extract the joint fea-
tures of all regions in each time interval. The spatial module
consisted of a GAT Block shared among the input sequence
and a flatten layer. The internal structure of the GAT Block
is shown in figure 4. For each graph attention layer in GAT
Block, we denote it as
Xtl+1 = fl(X
t
l ) (10)
whereXtl ∈ RN×d(l) is the input of the l-th layer of the GAT
Block in time interval t, and fl denotes the graph attention
operation of the l-th layer as we mentioned above. N and
d(l) present the total number of regions and length of the
feature of each node in layer l respectively.
After all the graph attention layers, the output of the GAT
Block can be presented as
Xt
′
= F(Xt) (11)
where Xt′ ∈ RN×d is the output spatial feature of GAT
Block in time interval t, and F(·) denotes the overview op-
eration of GAT Block, and d is the length of the feature of
each node after GAT Block.
After the graph attention operation, we apply a flatten
layer to transform Xt′ that outputs from GAT Block to a
feature vector θt ∈ RNd. The whole output St+1 ∈ RL×Nd
represents all the spatial features extracted from the input
demand sequence through the spatial module, which can be
denoted as
St+1 = [θ
n|n = t, t− 1, t− 2, , t− L+ 1] (12)
Temporal Module
Due to the demand data is a type of time series, we use
a temporal module to extract the temporal information of
the demand sequence. In the sequence learning tasks, Re-
current Neural Networks (RNN) have achieved good re-
sults(Sutskever, Vinyals, and Le 2014). The incorporation
of Long Short-Term Memory (LSTM) overcomes the short-
age of traditional recurrent networks that learning long-
term dependencies is difficult (Hochreiter and Bengio 2001).
Some previous traffic prediction works (Qiu et al. 2019;
Yao et al. 2018) have proved the great performance of LSTM
in processing traffic sequential data. Following them, we use
the LSTM network for the demand sequential data in our
temporal module.
Briefly speaking, LSTM maintains a memory cell ct to
accumulate the previous sequence information. Specifically,
at time t, given an input xt, the LSTM uses an input gate it
and a forget gate ft to update its memory cell ct, and uses an
output gate ot to control the hidden state ht. The formulation
is defined as follows:
it = σ(Wiixt + bii +Whiht−1 + bhi)
ft = σ(Wifxt + bif +Whfht−1 + bhf )
gt = tanh(Wigxt + big +Whght−1 + bhg)
ot = σ(Wioxt + bio +Whoht−1 + bho)
ct = ft ◦ ct−1 + it ◦ gt
ht = ot ◦ tanh(ct)
(13)
where ◦ denotes the Hadamard product, and σ represents
the sigmoid function. Wpq, bpq(p ∈ (i, h), q ∈ (i, f, g, o))
are the learnable parameters of the LSTM while ct−1 and
ht−1 are the memory cell state and the hidden state at time
Figure 4: Internal structure of GAT Block
t − 1. Please refer to (Hochreiter and Schmidhuber 1997;
Hochreiter and Bengio 2001) for more details.
In our model, the LSTM net takes St+1 as input, which is
the output of the spatial module. We use βt+1 ∈ Rk to rep-
resent the output of the LSTM net in our temporal module,
where k is the length of the output of the LSTM net.
Prediction Layer
After the above spatial and temporal module, we have cap-
tured the joint spatial-temporal feature of the input sequence.
And then, we apply a prediction layer to map the extracted
feature to a prediction demand vector. The prediction layer
in our model is a learnable fully connected layer with N
neurons, where N is the total number of regions. The for-
mulation of the prediction layer can be expressed as follow:
ˆXt+1 = f(WFCβ
t+1 + bFC) (14)
where ˆXt+1 ∈ RN present the demand prediction result,
βt+1 is the output from the temporal module,WFC and bFC
are the weights and biases of the prediction layer respec-
tively, and f(·) denotes the activation function.
Implementation Details
In the experiments, we set the length of the input sequence
L to 5, and the total number of regions in our experiments
is 121. In the spatial module, the number of graph attention
layers in GAT Block is set to 3, each of which has 32 hidden
units. In the temporal module, the LSTM net has 1 hidden
layer with 512 neurons. All the activation functions used in
graph attention layers are LeakyReLU , and that used in the
prediction layer is ReLU . We optimize our proposed model
via Adam (Kingma and Ba 2015) optimization by minimiz-
ing the Mean Squared Error (MSE) loss between the pre-
diction results and the ground truths. In the experiments we
conducted, the learning rate and the weight decay are set to
10−3 and 5e − 5 respectively. For the training data, 80% of
it is selected for training and the remaining 20% is chosen
as the validation set. We implement our network with Py-
torch (Paszke et al. 2019) and train it for 200 epochs on 2
NVIDIA 1080Ti GPUs.
Table 1: The description of the dataset
Dataset Didi Chuxing
Location Haikou
Time span 5/1/2017 10/31/2017
Time interval 1 hour
Available time interval 4,416
Total number of regions 121
Grid size 1km× 1km
Experiments
In this section, we compare our proposed STDGAT with
other existing methods for ride-hailing demand prediction.
Dataset
In this paper, we use the order dataset from Didi Chuxing,
which is one of the largest online ride-hailing companies
in China. The dataset contains taxi orders from May 1st to
Oct. 31st in the city of Haikou. There are 121 regions in
the dataset, and the size of each is about 1km × 1km. The
total number of orders and time intervals in the dataset are
12,185,427 and 4,416 respectively.
In our experiments, the data from 05/01/2017 to
09/30/2017 is used for training, and the remaining data
(from 10/01/2017 to 10/31/2017) is for testing. For the train-
ing data, we select 80% of it for training, and the remaining
20% is chosen as the validation set.
Loss Function
In this section, we describe the loss function we used in the
training step of our experiments.
We use Mean Square Error (MSE) Loss as the loss func-
tion, and train our model by minimizing it, which is defined
as:
L(Θ) = 1
z
∑
i
(yi − yˆi)2 (15)
where Θ are all the learnable parameters in our proposed
model, yˆi and yi denote the predicted value and ground truth
respectively, and z is the number of all predicted values.
Evaluation Metric
In our experiments, we adopt the Rooted Mean Square Er-
ror (RMSE), Mean Average Percentage Error (MAPE) and
Mean Absolute Error (MAE) as the metrics to evaluate the
performance of all methods, which are defined as follows:
RMSE =
√√√√1
z
z∑
i=1
(yi − yˆi)2 (16)
MAPE =
√√√√1
z
z∑
i=1
|yi − yˆi|
yi
(17)
MAE =
1
z
z∑
i=1
|yi − yˆi| (18)
where yˆi and yi denote the predicted value and ground truth
respectively, and z is the number of all predicted values.
Figure 5: Performance on Different Days
Baselines
We compared our proposed model with the following meth-
ods. We tune the parameters of all methods and report their
best performance.
• Historical average (HA): Historical average predicts the
future demand by averaging the historical demands at the
location given in the same relative time interval.
• Autoregressive integrated moving average (ARIMA):
Auto-Regression Integrated Moving Average (ARIMA) is
a well-known model used for time series prediction.
• Lasso regression (Lasso): Lasso regression is a linear re-
gression method with L1 regularization.
• Ridge regression (Ridge): Ridge regression is a linear
regression method with L2 regularization.
• XGBoost (Chen and Guestrin 2016): XGBoost is a pow-
erful boosting trees based method that is widely used in
many data mining tasks.
• Multiple layer perception (MLP): MLP is a neural net-
work consisted of four hidden fully connected layers with
128, 128, 64, 64 neurons respectively.
• DMVST-Net (Yao et al. 2018): DMVST-Net is a deep
learning model based on CNN and LSTM for taxi demand
prediction. It also contains graph embedding to capture
similar demand patterns among regions.
• STGCN (Yu, Yin, and Zhu 2018): STGCN is a GCN-
based model for traffic forecasting, which uses GCN to
extract spatial correlations and 1-d convolutional kernel
to model temporal dependencies.
• ST-MGCN (Geng et al. 2019): ST-MGCN is a novel deep
learning method for ride-hailing demand prediction. The
ST-MGCN uses neighborhood, functional similarity, and
transportation connectivity to construct multi-graphs to
extract spatial features among regions. And the Contex-
tual Gated Recurrent Neural Network (CGRNN) is pro-
posed to capture temporal dependencies.
Comparison with Baselines
Table 2 shows the testing results of our proposed model and
baselines on the dataset. Our proposed STDGAT achieves
the lowest RMSE (7.8811), the lowest MAPE (0.1744), and
the lowest MAE (4.0881) among all methods. More specif-
ically, we can see that the HA and ARIMA perform poorly,
which have MAPE of 0.4710 and 0.3769 respectively, as
they only rely on historical values for prediction without
the extraction of other related features. The linear regres-
sion methods, i.e. Lasso and Ridge, perform better than the
above two methods because they consider more context re-
lationships among sequence. However, the linear regression
methods do not extract more related features for prediction
too. The XGBoost and MLP further extract features from the
sequence, which improves their performance significantly.
The deep learning methods DMVST-Net, STGCN, and ST-
MGCN further consider the spatial and temporal depen-
dencies. Moreover, the STGCN and ST-MGCN model the
non-Euclidean correlations among regions which has been
proved to be reasonable and necessary. However, these three
methods fail to model different spatial correlations for dif-
ferent neighbor nodes and they did not consider the dynamic
spatial correlations in different time intervals. Our proposed
STDGAT further contributes the GAT-based methods to ex-
Table 2: Comparison with Different Baselines.
Method RMSE MAPE MAE
HA 24.1629 0.4710 13.5835
ARIMA 22.5440 0.3769 12.4762
Lasso 19.5851 0.3080 11.3082
Ridge 19.5968 0.3069 11.3178
XGBoost 11.3143 0.2572 6.5740
MLP 10.4753 0.2367 5.6806
DMVST-Net 8.8695 0.1914 4.5365
STGCN 8.6153 0.1909 4.5579
ST-MGCN 8.5190 0.1827 4.4022
STDGAT 7.8811 0.1744 4.0881
Table 3: The MAPE of Different Methods on Weekdays and
Weekends.
Method Weekdays Weekends
HA 0.4527 0.5132
ARIMA 0.3650 0.4044
Lasso 0.2854 0.3600
Ridge 0.2844 0.3586
XGBoost 0.2563 0.2593
MLP 0.2362 0.2381
DMVST-Net 0.1882 0.1987
STGCN 0.1894 0.1944
ST-MGCN 0.1815 0.1855
STDGAT 0.1728 0.1780
tract different spatial dependencies for different regions, and
the time-specific commuting-based graph attention mode in
our model achieves the dynamic extraction of region corre-
lations in different time intervals. In this way, our proposed
model performs better than these previous methods.
Performance on Different Days
In this section we compare the performance of different
methods on different days of the week. As figure 5 shows,
our proposed STDGAT consistently outperforms other com-
pared methods in all seven days, which has illustrated the
robust of our proposed STDGAT. Furthermore, we also
evaluate the performance of all the methods on weekdays
and weekends respectively. The results have been shown
in table 3, and from which we can see that our proposed
STDGAT still achieves the best performance on weekdays
and weekends.
Besides, we can see that the prediction results of all the
methods on weekends are worth than that on weekdays.
The reason for this phenomenon has been found by Yao et
al. (Yao et al. 2018) that the demand patterns of taxis on
weekends are less regular than that on weekdays. And from
these results, we can conclude that the regular demand pat-
terns are easier for models to learn.
Table 4: Comparison with Different Modules.
Method RMSE MAPE MAE
spatial module + prediction layer 9.6273 0.2143 5.2131
temporal module + prediction layer 9.3151 0.1946 4.5964
STDGAT 7.8811 0.1744 4.0881
Table 5: Comparison with Variants of Our Model.
Method RMSE MAPE MAE
STDGAT-fixed 7.9362 0.1761 4.1047
STDGAT 7.8811 0.1744 4.0881
Comparison with Variants of Our Model
Our model consists of three components (spatial module,
temporal module, and prediction layer). To explore the in-
fluence of different modules on the task, we divide them and
implement the following networks:
• spatial module + prediction layer: This network is the
combination of the spatial module and the prediction layer
of our complete model. This network only extracts spatial
features among all regions and uses the prediction layer
to output the result.
• temporal module + prediction layer: In this network, we
use the temporal module of our proposed model to capture
the temporal dependencies among the input sequence, and
the prediction layer is used to output the final result.
• STDGAT: Our proposed model, which models joint
spatial-temporal information, and uses the prediction
layer to map the extracted features to the prediction re-
sult.
Table 4 shows the results of testing for different modules.
We can see that the RMSE, MAPE, and MAE of the spatial
module + prediction layer are 9.6273, 0.2143, and 5.2131 re-
spectively, and the results of the temporal module + predic-
tion layer are 7.8811 (RMSE), 0.1744 (MAPE), and 4.0881
(MAE). The testing results of our complete model are bet-
ter than that of the separate module, which means modeling
joint spatial-temporal dependencies can perform better than
a separate one.
The above experiments show that our proposed model
achieves a good result in the demand prediction task. How-
ever, we have not proved the rationality of our proposed
time-specific commuting-based graph attention mode. To
evaluate our view, we construct the following variant of our
proposed model:
• STDGAT-fixed: This network is a variant of our proposed
model, which uses a fixed graph structure in different time
intervals based on the geographical neighborhood.
As shown in table 5, our proposed model outper-
forms the STDGAT-fixed, that means, our proposed time-
specific commuting-based graph attention mode has a bet-
ter performance than that of the traditional geographical
neighborhood-based graph representation learning on the
ride-hailing demand prediction task.
(a) (b)
Figure 6: (a) RMSE with respect to the length of the input sequence. (b) RMSE with respect to the number of graph attention
layers.
Influence of Sequence Length and Number of GAT
Layers
In this section, we explore the influence of the length of the
input sequence and the influence of the number of graph at-
tention layers.
Figure 6a shows the prediction results of different input
sequence length. We can see that our method achieves the
best performance when sequence length is set to 5. The pre-
diction error decreases with the increasing sequence length
from 1 to 4, which means temporal dependency plays an
important role in the task. However, as the length of the se-
quence increases to more than 4 hours, the performance of
our model slightly degrades and it has a fluctuation. One po-
tential reason is that with the length of the input sequence
growing, many more parameters need to be learned, which
makes the training harder.
In figure 6b, we show the performance of our model with
respect to the number of graph attention layers. We can see
that the prediction error decreases as the number of graph
attention layers growing from 0 to 5. That means, with the
number of graph attention layers rising, the performance of
our model becomes better. This due to the fact that the orig-
inal features are aggregated with their local correlations as
layers deepen, which makes deeper layers have larger recep-
tive fields. As we know, larger receptive fields can capture
more spatial correlations. Therefore, the model can learn
more spatial information as layers deepen to improve its per-
formance.
Conclusion and Future Work
In this paper, we propose a novel deep learning-based
method for ride-hailing demand prediction. Our model con-
siders the extraction of the joint spatial-temporal feature. Be-
sides, we apply the GAT to extract the non-Euclidean corre-
lations among regions, which achieves the goal of the dy-
namic adaptive weight allocation for neighbor regions in ev-
ery single region to model the different spatial correlations
for different neighbor regions. Furthermore, we propose a
time-specific commuting-based graph attention mode that
allows the model to capture the dynamic commuting-based
region correlations in different time intervals. We evaluate
our model on a large-scale ride-hailing dataset from Didi
Chuxing, and the results show that our model significantly
outperforms the competing baselines. In the future, we will
evaluate our proposed model on other spatial-temporal pre-
diction tasks. And we will consider some other features to
further improve the performance of our model, such as me-
teorology data, holiday data.
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