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Abstract. The aim of this paper is to define what we shall call open graphic
dynamics, their interactions and the dynamics produced by those interactions.
It prepares the study of open sub-categorical dynamics and open categorical
dynamics.
Keywords : Interaction. Dynamics. Graphic dynamics. Relations. Multiple bi-
nary relations. Connectivity structures.
Re´sume´. L’objet du pre´sent article est de poser les de´finitions relatives a` ce que
nous appellerons des dynamiques graphiques ouvertes, aux interactions entre ces
dynamiques et aux nouvelles dynamiques engendre´es par ces interactions, et cela
dans le but de constituer un socle pour l’e´tude ulte´rieure des dynamiques sous-
cate´goriques ouvertes et, parmi elles, des dynamiques cate´goriques ouvertes, et
de leurs interactions.
Mots cle´s : Interaction. Dynamiques. Dynamiques graphiques. Relations. Rela-
tions binaires multiples. Structures connectives.
Mathematics Subject Classification 2010 : 18A10. 37B55. 54H20.
Avertissement. Par rapport aux versions ante´rieures, cette troisie`me ver-
sion du texte pre´cise notamment la notion de dynamique ouverte graphique
engendre´e par une famille dynamique graphique en distinguant plusieurs types
d’engendrements.
Introduction
En de´finissant les dynamiques graphiques ouvertes, leurs interactions et les
nouvelles dynamiques engendre´es par ces interactions, nous souhaitons avec cet
article constituer un socle pour l’e´tude ulte´rieure de l’interaction entre dyna-
miques cate´goriques ouvertes, e´tude dont la principale difficulte´ vient de ce que,
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dans le cas ge´ne´ral, l’interaction de dynamiques cate´goriques ouvertes ne produit
pas une dynamique qui soit encore cate´gorique 1.
Du reste, s’agissant de´ja` des seules dynamiques graphiques, le pre´sent ar-
ticle vise seulement a` poser les de´finitions, et pratiquement aucun exemple ne
sera donne´ ici, re´servant pour un article ulte´rieure la pre´sentation d’un certains
nombre d’exemples et l’e´tude de situations inte´ressantes.
La section 1 donne les de´finitions pre´alables et les notations dont nous au-
rons besoin, portant respectivement sur les relations multiples, sur les relations
binaires multiples, les transitions et les graphes.
La section 2 de´finit les dynamiques graphiques ouvertes. La section 3 de´finit
les notions d’interaction et de famille dynamique, c’est-a`-dire de famille de dyna-
miques ouvertes synchronise´es en interaction. La section 4 de´finit enfin diverses
dynamiques graphiques ouvertes engendre´es par une famille dynamique.
Le texte se termine par une conclusion intitule´e ≪ Et maintenant ? ≫, les
re´fe´rences bibliographiques et une table des matie`res.
1 Notions pre´liminaires et notations employe´es
1.1 Relations multiples
Nous rappelons la de´finition des relations multiples, renvoyant a` [4] en par-
ticulier pour la de´finition du mono¨ıde commutatif qui y e´tait note´ (RE ,⋈,1)
mais que nous noterons dore´navant (R⊂E ,⊗,1), ainsi que pour la de´finition de
la structure connective d’une relation multiple que nous appliquerons aux rela-
tions binaires multiples dans la section 1.2).
1.1.1 De´finition des relations multiples
E´tant donne´e E = (Ei)i∈I une famille d’ensembles, nous de´signerons le pro-
duit ∏i∈I Ei par ΠI(E) ou ΠIE , voire simplement par ΠI s’il n’y a pas d’am-
bigu¨ıte´ sur le contexte.
Plus ge´ne´ralement, pour toute partie J ⊂ I, nous noterons
ΠJ(E) =∏
i∈J
Ei,
et, s’il n’y a pas d’ambigu¨ıte´ sur le contexte, nous e´crirons simplement ΠJ plutoˆt
que ΠJ(E) ou ΠJE .
De´finition 1. Une relation multiple R est la donne´e d’un triplet R = (I,E ,G)
constitue´
– d’un ensemble I, appele´ index, multiplicite´, arite´, ou encore domaine de
la relation R,
– d’une famille E = (Ei)i∈I d’ensembles indexe´e par I, famille appele´e contexte
de R, et telle que ΠIE ≠ ∅,
– d’une partie G ⊂ ΠIE , appele´e graphe de R.
1. Les difficulte´s rencontre´es tiennent essentiellement a` la composition des transitions en
tant qu’elles expriment des possibilite´s pour les dynamiques conside´re´es. A` ce sujet, voir notre
expose´ [5].
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Notation. Nous noterons RI la classe constitue´e de toutes les relations de
multiplicite´ I.
Exemple 1. En notant 2 un ensemble ordonne´ a` deux e´le´ments, la classe R2
s’identifie a` celle des relations binaires entre ensembles.
De´finition 2 (Relations multiples dans le contexte E). L’ensemble I et le
contexte E = (Ei)i∈I e´tant donne´s, nous noterons R⊂E l’ensemble des relations
multiples dans ce contexte E , c’est-a`-dire l’ensemble des relations multiples de
la forme (J,F ,H) avec J ⊂ I, F = E∣J = (Ej)j∈J et H ⊂ ΠJ = ΠJ(E) = ΠJ(F).
Ainsi, on a
R⊂E ⊂ ⋃
J⊂I
RJ .
Pour tout J ⊂ I, les J-relations dans E sont ordonne´es par l’inclusion de
leurs graphes. E´tant donne´es deux J-relations R et S, nous e´crirons R ⊂J S, ou
simplement R ⊂ S, pour exprimer le fait que GR ⊂ GS .
1.1.2 Exemples : relations nulles et relations triviales
La J-relation minimale dans E , note´e 0J , est celle de graphe vide :
0J = (J,E ,∅),
tandis que la J-relation maximale dans le meˆme contexte E , note´e 1J , est celle
de graphe total
1J = (J,E ,ΠJ(E)).
Les relations de la forme 0J seront dites nulles, celles de la forme 1J seront
dites triviales (ou totales).
Si l’ensemble J est fini, ou par exemple si l’axiome du choix s’applique, alors
ΠJ ≠ ∅, de sorte que 0J ≠ 1J . Ceci est vrai, bien que ce ne soit pas tre`s intuitif,
en particulier pour J = ∅, auquel cas le graphe de 0∅ est vide tandis que celui
de 1∅ est Π∅ = {●}. Cette dernie`re relation ≪ pleine... sur aucun ensemble ≫ est
l’e´le´ment neutre
1 = 1∅ = (∅,{●})
de la loi de composition binaire commutative ⊗ du mono¨ıde (R⊂E ,⊗,1) (voir
[4], section § 1.5.1.).
1.2 Relations binaires multiples de domaine I
1.2.1 De´finition
De´finition 3. Une relation binaire multiple C est un quadruplet (I,A,B,G)
ou`
– I est un ensemble, appele´ multiplicite´, domaine, arite´, uplicite´ ou encore
index de C,
– A = (Ai)i∈I est une famille d’ensembles indexe´e par I, appele´e contexte
d’entre´e de C,
– B = (Bi)i∈I est une famille indexe´e par I d’ensembles non vides, appele´e
contexte de sortie de C,
– G ⊂ ΠIE = ∏i∈I Ei est le graphe de C, ou` E = (Ei = Ai × Bi)i∈I est le
contexte de C, les contextes d’entre´e et de sortie e´tant tels que ΠIE ≠ ∅.
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Remarque 1. La donne´e du triplet (I,A,B) e´quivaut a` celle du contexte E ,
aussi le contexte de C pourra-t-il eˆtre de´signe´ aussi bien comme e´tant E , (A,B),
(I,A,B) ou encore (I,A,B,E).
Notations. Nous noterons
– BM la classe de toutes les relations binaires multiples,
– BMI la classe des relations binaires multiples de multiplicite´ I,
– BM(A,B), BME ou BM(I,A,B,E) la classe des relations binaires multiples
de contexte (I,A,B,E).
.
Remarque 2. L’hypothe`se ΠIE ≠ ∅ entraˆıne e´galement la non vacuite´ de ΠIA
et de ΠIB, ce qui entraˆıne a` son tour que, pour tout i ∈ I, Ai ≠ ∅ et Bi ≠ ∅.
Puisque nous admettons l’axiome du choix, on pourrait se contenter de ces
dernie`res hypothe`ses. Du reste, en pratique, les ensembles Ai et Bi auxquels on
fera appel seront tels que meˆme si l’on ne supposait pas l’axiome du choix on
aurait toujours
(∀i ∈ I,Ai ≠ ∅ ≠ Bi)⇒ ΠIA ≠ ∅ ≠ ΠIB.
1.2.2 Trois injections canoniques
Injection rd ∶ BMI ↪ R2I . Pour tout index I, nous noterons 2I l’ensemble
de´fini par
2I = I ⊔ I = I × {0,1}.
Pour toute relation binaire multiple C de contextes respectifs A = (Ai)i∈I et
B = (Bi)i∈I , posons
D = (Dk)k∈2I ,
ou`, pour tout i ∈ I, on prend D(i,0) = Ai et D(i,1) = Bi. Appelons en outre rdE
l’application de ΠIE dans Π2ID de´finie pour tout ((ai, bi))i∈I ∈ ΠIE par
rdE(((ai, bi))i∈I) = (dk)k∈2I ,
ou` pour tout i ∈ I on prend d(i,0) = ai et d(i,1) = bi.
On de´finit alors une injection canonique
rd ∶ BMI ↪R2I
en posant, pour toute relation binaire multiple C = (I,A,B,G) ∈ BMI ,
rd(C) = (2I,D, rdE (G)) ∈R2I ,
ou` rdE(G) = {rdE(u), u ∈ G}.
Injection rm ∶ BMI ↪ RI . On de´finit canoniquement une injection rm ∶
BMI ↪RI de la classe des relations binaires multiples de domaine I dans celle
des relations multiples e´galement de domaine I en posant
rm(I,A,B,G) = (I,E ,G),
ou`, comme dans la de´finition 3, on prend E = (Ai ×Bi)i∈I .
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Injection rb ∶ BMI ↪ R2. On de´finit canoniquement une injection rb ∶
BMI ↪ R2 de la classe des relations binaires multiples de domaine I dans
celle des relations binaires en de´finissant pour toute relation binaire multiple
C = (I,A,B,G) la relation binaire rb(C) par
– sa source : ΠIA,
– son but : ΠIB,
– son graphe : rbE(G),
ou` rbE(G) = {rbE(u), u ∈ G} est l’image de l’ensemble G par l’application rbE ∶
ΠIE → ΠIA ×ΠIB de´finie pour tout (ai, bi)i∈I ∈ ΠIE par
rbE((ai, bi)i∈I) = ((ai)i∈I , (bi)i∈I) ∈ ΠIA ×ΠIB.
Remarque 3. Pour expliciter une relation binaire multiple C, il est souvent
commode de donner le graphe rbE(G) de la relation binaire associe´, en donnant
pour toute famille a ∈ ΠIA l’ensemble des familles b ∈ ΠIB telles que (a, b) ∈
rbE(G), que l’on pourra noter rb(C)(a) :
∀a ∈ ΠIA, rb(C)(a) = {b ∈ ΠIB, (a, b) ∈ rbE(G)}.
Conforme´ment a` la remarque 5 faite plus loin page 6, l’image de la relation
binaire rb(C) est alors
Im(rb(C)) = ⋃
a∈ΠIA
rb(C)(a) = {b ∈ ΠIB,∃a ∈ ΠIA, (a, b) ∈ rbE(G),}
autrement dit, en de´signant selon un abus d’e´criture usuel le graphe d’une rela-
tion binaire par cette relation elle-meˆme,
Im(rb(C)) = {b ∈ ΠIB,∃a ∈ ΠIA, (a, b) ∈ rb(C)}.
Remarque 4. Pour toute relation binaire B ∶ A ↝ Λ, et pour tout µ ∈ Λ, nous
notons
B−1(µ) = {a ∈ A,B(a, µ)}.
En particulier, pour toute relation binaire multiple R ∈ BM(S,L) avec S =
(SAi)i∈I et L = (Li)i∈I , et pour tout µ ∈ ΠI(Li), l’expression rb(R)
−1(µ) de´signe
l’ensemble
rb(R)−1(µ) = {a ∈ ΠI(SAi), (a, µ) ∈ rb(R)}.
1.2.3 Structure connective d’une relation binaire multiple
La de´finition suivante fait appel a` la de´finition 17 page 15 de [4], c’est-a`-dire
a` la de´finition de la structure connective d’une relation multiple de domaine I.
De´finition 4. E´tant donne´ un ensemble I et une relation binaire multiple C de
domaine I, nous appellerons structure connective de C, et nous noterons KC , la
structure connective de la relation multiple rm(C).
Autrement dit, KC est l’ensemble des parties de I non scindables pour la
relation multiple rm(C), c’est-a`-dire l’ensemble des parties J de I qui n’ad-
mettent pas de bipartition J =K ∪L telles que R∣J = R∣K ⊗R∣L, ou` R = rm(C)
est la relation multiple de´finie par C.
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1.3 Transitions
Reprenant les notations de notre article [2] et de l’ouvrage [3] — ou` sont
introduites les dynamiques cate´goriques — nous noterons P(A) ou simplement
PA l’ensemble des parties de l’ensemble A. En outre, P de´signera la cate´gorie
– dont les objets sont les ensembles,
– telle que, pour tout couple d’ensembles (A,B), les fle`ches f de A vers B,
note´es f ∶ A↝ B et appele´es transitions de A vers B, sont les applications
de A vers PB,
– et telle que la compose´e de deux transitions f ∶ A↝ B et g ∶ B ↝ C, note´e
g ⊙ f , est donne´e pour tout a ∈ A par
g ⊙ f(a) = ⋃
b∈f(a)
g(b).
Remarque 5. La cate´gorie P est isomorphe a` la cate´gorie dite ≪ des relations ≫,
c’est-a`-dire celle dont les objets sont les ensembles et qui a pour fle`ches les
relations binaires entre eux. Elle admet l’ensemble vide pour objet terminal
(objet nul), et le produit carte´sien y co¨ıncide avec l’union disjointe. Remarquons
d’ailleurs que cette identification entre relation binaire de graphe f ⊂ A ×B et
transition f ∶ A ↝ B permet de de´finir l’image Imf d’une telle relation binaire
comme l’image de la transition, c’est-a`-dire
Imf = ⋃
a∈A
f(a) = {b ∈ B,∃a ∈ A, (a, b) ∈ f}.
De´finition 5 (Transitions (quasi-)de´terministes). Une transition f ∶ A↝ B est
dite quasi-de´terministe si pour tout a ∈ A, f(a) est soit vide, soit un singleton.
Dans ce cas, on identifiera f a` la fonction f ∶ A→ B dont le domaine de de´finition
est constitue´ des a ∈ A tels que f(a) ≠ ∅. En particulier, f est dite de´terministe
si
∀a ∈ A, card(f(a)) = 1,
et une telle transition s’identifie a` une application que l’on notera encore f ∶
A→ B.
Familles de transitions. Pour tout ensemble non vide M , nous de´signons
par P
M
Ð→ la cate´gorie dont les objets sont les meˆmes que ceux de P — autrement
dit les ensembles — et dont les fle`ches de A vers B sont les M -familles de
transitions de A vers B, la composition se faisant composante par composante.
Une famille indexe´e par M de transitions (fµ ∶ A ↝ B)µ∈M de meˆme source
A et meˆme but B sera e´galement de´signe´e par l’expression
f ∶ A↝↝M B,
ou plus simplement, s’il n’y a pas d’ambigu¨ıte´ sur les parame`tres,
f ∶ A↝↝ B.
La compose´e de deux telles familles f ∶ A↝↝ B et g ∶ B ↝↝ C sera donc la famille
g ⊙ f ∶ A↝↝ C
telle que, pour tout µ ∈M , on ait
(g ⊙ f)µ = gµ ⊙ fµ.
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1.4 Graphes
Les graphes dont il est question dans cet article sont des graphes oriente´s. Un
tel graphe G est de´fini par la donne´e d’une classe G˙ de sommets, d’une classe
Ð→
G d’areˆtes, et pour chaque areˆte a ∈
Ð→
G de la pre´cision de son sommet source
dom(a) et de son sommet but cod(a). Un morphisme de graphes α ∶ F → G
— que nous appellerons e´galement un ≪ foncteur de graphes ≫— est la donne´e
α = (α˙,Ð→α ) de deux applications, l’une α˙ ∶ F˙ → G˙ associant des sommets aux
sommets, l’autre Ð→α ∶
Ð→
F →
Ð→
G des areˆtes aux areˆtes, de fac¸on cohe´rente avec les
applications source et but au sens ou` pour toute areˆte ∀a ∈
Ð→
F , on a
dom(Ð→α (a)) = α˙(dom(a)) et cod(Ð→α (a)) = α˙(cod(a)).
Pour toute cate´gorie C, nous noterons Gr(C) le graphe associe´, dont les
sommets sont les objets de C et dont les areˆtes sont les fle`ches de C.
Par exemple, Gr(PMÐ→) de´signe le graphe dont les sommets sont les ensembles
et dont chaque areˆte est une famille indexe´e par M de transitions entre les
sommets de l’areˆte.
2 Dynamiques graphiques ouvertes
2.1 Dynamiques graphiques
Comme e´voque´ au de´but de la section 1.3, les de´finitions suivantes ge´ne´ralisent
— et affaiblissent, en les appuyant sur des graphes plutoˆt que sur des cate´gories
— celles relatives aux dynamiques cate´goriques, aux dynamorphismes, aux hor-
loges, etc. qui ont e´te´ donne´es dans [2] et [3].
2.1.1 Dynamiques, e´tats, de´terminisme
De´finition 6. [Dynamiques graphiques] E´tant donne´ G un graphe, une dyna-
mique graphique α sur G est un morphisme de graphes α ∶G → Gr(P) tel que
les images de deux sommets distincts soient deux ensembles disjoints
∀(S,T ) ∈ G˙2, S ≠ T ⇒ α(S) ∩ α(T ) = ∅.
Le graphe G sera appele´ le moteur de α.
Une dynamique α sur G est ainsi la donne´e de deux applications, que l’on
pourrait noter respectivement α˙ et Ð→α mais qu’en pratique on notera le plus
souvent toutes deux α, qui
– a` tout sommet S deG associe un ensemble α˙(S) que l’on notera e´galement
Sα et dont les e´le´ments seront appele´s les e´tats de type S,
– a` toute areˆte a ∈
Ð→
G de domaine S et de codomaine T associe une transition
Ð→α (a) = aα ∶ Sα ↝ Tα, autrement dit une application aα ∶ Sα → P(Tα).
Ensemble des e´tats. Note´ st(α), l’ensemble des e´tats de la dynamique α est
de´fini par l’union (disjointe)
st(α) = ⋃
S∈G˙
Sα.
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Pour tout e´tat s ∈ st(α), nous noterons typ(s) son type, autrement l’unique
sommet S ∈ G˙ tel que s ∈ Sα. Autrement dit, le type d’un e´tat de la dynamique
α est caracte´rise´ par la relation
s ∈ (typ(s))α.
Dynamiques de´terministes. La dynamique α est dite de´terministe (resp.
quasi-de´terministe) si pour toute areˆte a ∈
Ð→
G, la transition aα est de´terministe 2
(resp. quasi-de´terministes).
2.1.2 Dynamorphismes
La de´finition des morphismes entre dynamiques cate´goriques, appele´s dyna-
morphismes, telle que nous l’avons e´crite dans nos textes d’introduction aux
dynamiques cate´goriques 3 s’e´tend imme´diatement au cas des dynamiques gra-
phiques.
Ainsi, deux dynamiques α et β e´tant donne´es sur un meˆme graphe G, un
G-dynamorphisme δ ∶ α ↬ β est la donne´e, pour tout sommet S de G, d’une
transition δS ∶ Sα ↝ Sβ, autrement dit d’une application δS ∶ Sα → P(Sβ), telle
que pour toute areˆte e ∶ S → T de G, on a
δT ⊙ eα ⊂ eβ ⊙ δS ,
ou` ⊙ de´signe la compose´e des transitions.
Plus ge´ne´ralement, e´tant donne´es α une dynamique sur un graphe F et β une
dynamique sur un graphe G, un dynamorphisme (∆, δ) ∶ α↬ β est la donne´e
– d’un morphisme de graphes ∆ ∶ F →G,
– pour tout sommet S de F, d’une transition δS ∶ Sα ↝ (Sβ) telle que pour
toute areˆte e ∶ S → T de F, on a
δT ⊙ eα ⊂ (∆e)β ⊙ δS ,
ou` ⊙ de´signe la compose´e des relations.
2.1.3 Horloge, successions, re´alisations
De´finition 7. On appelle horloge sur le grapheG toute dynamique de´terministe
sur G. Les e´tats d’une horloge sont appele´s les instants (de cette horloge).
Ainsi, h e´tant une horloge sur G, tous les ensembles de la forme ah(t), avec
dom(a) = typ(t), sont des singletons.
Exemple 2. A` tout graphe G, on associe canoniquement une horloge, note´e ζG
et appele´e l’horloge essentielle de G, en posant
– pour tout S ∈ G˙, ζG(S) = {S},
– pour tout a ∈
Ð→
G, ζa est l’unique application du singleton {dom(a)} dans
le singleton {cod(a)}.
De´finition 8. Nous dirons qu’un instant t de h succe`de a` un instant s lorsqu’il
existe une areˆte a telle que ah(s) = t.
2. Voir section 1.3 la de´finition 5.
3. Voir la de´finition 46 dans [2] ou la de´finition 47 dans [3].
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Contrairement a` la relation de pre´-ordre associe´e a` une horloge de´finie sur
une cate´gorie 4, la relation binaire de succession de´finie sur les instants d’une
horloge graphique n’est en ge´ne´ral ni transitive, ni re´flexive (ni bien suˆr anti-
syme´trique, ni syme´trique). En particulier, ce n’est pas parce que t succe`de a` s
et s a` r que t succe`de a` r.
De´finition 9. [Re´alisation d’une dynamique pour une horloge] Une re´alisation
(ou une solution) de la dynamique α ∶ G → Gr(P) pour l’horloge h de meˆme
moteur G est un dynamorphisme quasi-de´terministe σ ∶ h↬ α.
Exemple 3. Pour toute dynamique graphique et pour toute horloge de meˆme
moteur, on peut toujours de´finir la re´alisation vide, qui a` tout instant associe
l’ensemble vide.
2.2 Dynamiques graphiques scande´es
2.2.1 De´finition
De´finition 10. Une dynamique graphique scande´e sur un graphe G est un
triplet (α,h, τ) avec
– α une dynamique sur G,
– h une horloge sur G,
– (τ ∶ α↬ h) un G-dynamorphisme de´terministe, appele´ scansion ou data-
tion de la dynamique scande´e (α,h, τ).
Puisqu’un dynamorphisme de´terministe δ ∶ α ↬ β s’identifie a` une applica-
tion st(α) → st(β), une datation τ ∶ α↬ h associe a` tout e´tat a ∈ Sα un instant
τ(a) = τS(a) ∈ Sh, cela pour tout type de temporalite´ S ∈ G˙. L’instant τ(a) sera
appele´ la date de a (pour la datation τ).
On dira parfois d’une telle datation τ qu’elle est de´finie sur la dynamique α.
La dynamique scande´e (α,h, τ) sera le plus souvent de´signe´e par sa datation, et
l’on parlera ainsi de la dynamique scande´e τ ∶ α↬ h. S’il n’y a pas d’ambigu¨ıte´,
on pourra aussi parfois la de´signer simplement par α.
Exemple 4. A` toute dynamique graphique α sur un grapheG on associe canoni-
quement une dynamique scande´e par l’horloge essentielle ζG deG, en munissant
α de la datation τα ∶ α↬ ζG de´finie par
∀S ∈ G˙,∀s ∈ Sα, τα(s) = {S}.
On appellera τα ∶ α↬ ζG la dynamique essentiellement scande´e canoniquement
associe´e a` α.
2.2.2 Dynamorphismes scande´s
Nous donnons la de´finition suivante sans justification ni exemple, a` titre indi-
catif. En particulier, nous n’expliquerons pas ici la condition de synchronisation
entre horloge, d’allure un peu e´nigmatique — pourquoi une inclusion dans ce
sens et non dans l’autre, et pourquoi pas une e´galite´ ? — nous contentant d’in-
diquer qu’elle se justifie par la notion de re´alisation d’une dynamique scande´e
lorsqu’une telle re´alisation n’est pas de´finie a` tout instant (voir la remarque 7
page 13).
4. Voir [2], proposition 23.
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De´finition 11 (Dynamorphismes scande´s). On appelle dynamorphisme scande´,
ou simplement dynamorphisme, d’une F-dynamique scande´e ρ ∶ α↬ h vers une
G-dynamique scande´e τ ∶ β ↬ k la donne´e d’un triplet (∆, δ, d) tel que
1. (∆, δ) est un dynamorphisme de α vers β,
2. (∆, d) est un dynamorphisme de h vers k,
3. pour tout S ∈ F˙, la condition suivante de synchronisation entre ρ et τ est
satisfaite :
τ∆S ⊙ δS ⊂ dS ⊙ ρS .
∆ sera appele´ la partie fonctorielle du dynamorphisme scande´ (∆, δ, d), δ sa
partie transitionnelle, et d sa partie horloge.
En prenant pour fle`ches les dynamorphismes scande´s, on constitue la cate´gorie
des dynamiques graphiques scande´es, que nous noterons DyGraM.
2.3 Multidynamiques graphiques
2.3.1 De´finitions
De´finition 12. Une G-multi-dynamique α consiste en la donne´e d’un ensemble
non vide M , appele´ ensemble des parame`tres 5 de la multi-dynamique, et d’un
morphisme de graphes α ∶GÐ→ Gr(PMÐ→).
Autrement dit, une multi-dynamique sur le graphe G peut eˆtre vue comme
une famille α = (αµ ∶G→ Gr(P))µ∈M de G-dynamiques, ou` M est un ensemble
non vide, telle que pour tout type de temporalite´ T ∈ G˙ il existe un ensemble
Tα tel que ∀µ ∈M,Tαµ = Tα.
Pour toute areˆte (e ∶ S → T ) ∈
Ð→
G et tout parame`tre µ ∈ M , on notera
indiffe´remment eαµ ou eαµ la transition de parame`tre µ associe´e par α a` e .
On peut en particulier voir eα = (eαµ)µ∈M comme une famille indexe´e par M
de transitions (eαµ ∶ S
α ↝ Tα)µ∈M . Conforme´ment aux notations introduites en
section 1.3, nous de´signerons e´galement eα par la notation
eα ∶ Sα ↝↝M T
α,
ou plus simplement, s’il n’y pas d’ambigu¨ıte´ sur les parame`tres, par
eα ∶ Sα ↝↝ Tα.
Les deux expressions (eαµ ∶ S
α ↝ Tα)µ∈M et eα ∶ Sα ↝↝M Tα signifierons donc
toutes deux la meˆme chose, a` savoir que eα est une famille indexe´e par M de
transitions de Sα vers Tα.
Par opposition aux multi-dynamiques, les dynamiques graphiques donne´es
par la de´finition 6 et qui s’identifient aux multi-dynamiques ayant un singleton
pour ensemble de parame`tres, seront parfois appele´es des mono-dynamiques.
A noter que l’ensemble st(α) des e´tats d’une multi-dynamique est de´finie
par la meˆme formule que pour une mono-dynamique, a` savoir :
st(α) = ⋃
S∈G˙
Sα
5. Il aurait sans doute e´te´ plus juste de parler de l’ensemble des valeurs du parame`tre de
α, ce parame`tre e´tant l’ensemble M lui-meˆme. Nous ne ferons pas cette nuance.
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2.3.2 Multi-dynamorphismes
La cate´gorie des multi-dynamiques a pour objets toutes les multi-dynamiques
α ∶GÐ→ Gr(PMÐ→), ou` G de´crit la classe des graphes et M celle des ensembles,
et pour fle`ches les multi-dynamorphismes de´finis de la fac¸on suivante.
De´finition 13. [Multi-dynamorphismes] E´tant donne´es α ∶ F Ð→ Gr(PLÐ→) et
β ∶ G Ð→ Gr(PMÐ→) deux multi-dynamiques, un dynamorphisme (θ,∆, δ) de α
vers β consiste en la donne´e
– d’une application θ ∶ L→M ,
– d’un morphisme de graphes ∆ ∶ F →G,
– d’une transition δ ∶ st(α)↝ st(β),
telles que, pour tout λ ∈ L, (∆, δ) de´finit un dynamorphisme de αλ vers βθ(λ).
Autrement dit, pour tout λ ∈ L, tous S et T dans F˙ et tout (e ∶ S → T ) ∈
Ð→
F ,
δT ⊙ eαλ ⊂ (∆e)
β
θ(λ)
⊙ δS .
2.3.3 Quotient parame´trique
De´finition 14. E´tant donne´e α ∶ G Ð→ Gr(PMÐ→) une multi-dynamique de
moteur G et d’ensemble de parame`tres M , et ∼ une relation d’e´quivalence sur
M , on appelle quotient de α par ∼ et l’on note α/∼ la multi-dynamique β sur le
meˆme moteur G et d’ensemble de parame`tres M̃ =M/∼ de´finie par
– pour tout sommet S de G, on a Sβ = Sα,
– pour toute areˆte (e ∶ S → T ) ∈
Ð→
G, pour toute classe λ ∈ M̃ et tout e´tat
a ∈ Sβ , on a
e
β
λ
(a) = ⋃
µ∈λ
eαµ(a).
2.4 Dynamiques graphiques ouvertes
2.4.1 De´finition
De´finition 15. On appelle dynamique ouverte (sur G) toute multi-dynamique
scande´e (sur G), autrement dit toute multi-dynamique sur G munie d’une hor-
loge et d’une datation. Plus pre´cise´ment, une dynamique ouverte
τ ∶ α = (αµ)µ∈M ↬ h
sur G, de parame`tres M et d’horloge h est constitue´e
– d’une G-multi-dynamique (αµ)µ∈M de parame`tres M ,
– d’une horloge h,
– et d’une application τ ∶ st(α) → st(h)
telles que pour tout µ ∈M , τ ∶ αµ ↬ h soit une dynamique scande´e.
Comme pour les mono-dynamiques scande´es, le second membre de l’inclusion
τT ⊙ eαµ ⊂ e
h ⊙ τS
e´tant toujours un singleton, le seul cas ou` elle est stricte est celui ou` on l’applique
a` un e´tat a ∈ Sα tel que eαµ(a) = ∅. Par conse´quent, pour tout µ ∈ M , toute
areˆte (e ∶ S → T ) ∈
Ð→
G, tout e´tat a ∈ Sα et tout e´tat b ∈ eαµ(a), on a
τT (b) = eh(τS(a)).
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2.4.2 Dynamorphismes de dynamiques ouvertes
On constitue la cate´gorie des dynamiques ouvertes en prenant pour fle`ches
les multi-dynamorphismes scande´s ainsi de´finis :
De´finition 16 (Multi-dynamorphismes scande´s). On appelle dynamorphisme
ouvert ou multi-dynamorphisme scande´, ou plus simplement dynamorphisme,
d’une dynamique ouverte A = (ρ ∶ (α ∶ F Ð→ Gr(PLÐ→)) ↬ h) vers une autre,
B = (τ ∶ (β ∶GÐ→ Gr(PMÐ→)) ↬ k), la donne´e d’un quadruplet (θ,∆, δ, d) tel
que
1. (θ,∆, δ) est un multi-dynamorphisme de α vers β,
2. (∆, d) est un dynamorphisme de h vers k,
3. pour tout S ∈ F˙, la condition suivante de synchronisation entre ρ et τ est
satisfaite :
τ∆S ⊙ δS ⊂ dS ⊙ ρS .
E´tant donne´ un dynamorphisme (θ,∆, δ, d) ∶ A↬ B, on appelle
– θ sa partie parame´trique,
– ∆ sa partie fonctorielle,
– δ sa partie transitionnelle,
– et d sa partie horloge.
Les mono-dynamiques pouvant eˆtre conside´re´es comme des multi-dynamiques
particulie`res et toute dynamique pouvant eˆtre canoniquement scande´e 6, on
ve´rifie imme´diatement que la de´finition 16 ci-dessus ge´ne´ralise toutes les de´finitions
de dynamorphismes donne´es pre´ce´demment.
2.4.3 Quotient parame´trique d’une dynamique ouverte
Exactement comme pour les multi-dynamiques (de´finition 14), on ainsi de´finit
le quotient parame´trique d’une dynamique graphique ouverte :
De´finition 17. E´tant donne´e τ ∶ (α ∶ G Ð→ Gr(PMÐ→)) ↬ h) une dynamique
ouverte de moteur G, d’horloge h, de datation τ , d’ensemble de parame`tres M
et de multi-dynamique α, et ∼ une relation d’e´quivalence sur M , on appelle
quotient de α par ∼ et l’on note α/∼ la dynamique ouverte de meˆme moteur,
de meˆme horloge, de meˆme datation, d’ensemble de parame`tres M̃ = M/∼ et
de multi-dynamique la multi-dynamique α/∼ telle qu’elle a e´te´ donne´e par la
de´finition 14 page 11.
2.5 Re´alisations
Dans la pre´sente section 2.5, la notion de re´alisation est e´largie au cas des
multi-dynamiques, des dynamiques scande´es et des dynamiques graphiques ou-
vertes.
6. Voir l’exemple 4.
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2.5.1 Re´alisations d’une dynamique graphique sur une horloge
Pour toute G-dynamique α ∶ G → Gr(P) et toute G-horloge h, on no-
tera S(h,α) l’ensemble des h-re´alisations de α, c’est-a`-dire, rappelons-le (voir la
de´finition 9), l’ensemble des dynamorphismes quasi-de´terministes de h dans α.
Remarque 6. En pratique, plutoˆt que comme un dynamorphisme, nous conside´rerons
en ge´ne´ral une h-re´alisation a de α comme une fonction a ∶ st(h) ⊃ df(a)⇢ st(α),
et nous adopterons les conventions suivantes :
– on ne notera pas diffe´remment la transition a et la fonction a, de sorte en
particulier que si t ∉ df(a) on s’autorisera a` e´crire 7 a(t) = ∅,
– aussi, lorsque t ∉ df(a), l’expression eα(a(t)) de´signera, pour tout e ∈
Ð→
G,
l’ensemble vide,
– enfin, pour tout couple (t1, t2) ∈ st(h)2 et tout e ∈
Ð→
G, la validite´ de l’ex-
pression
a(t2) ∈ eα(a(t1))
sera e´tendue au cas ou` t2 ∉ df(a), y compris lorsque t1 n’est pas non plus
dans df(a).
2.5.2 Re´alisation des dynamiques graphiques scande´es
La notion de re´alisation d’une dynamique scande´e A = (τ ∶ α↬ h) s’impose
tre`s naturellement : il s’agit de toute h-re´alisation a de α telle que τ ⊙ a ⊂ 1h.
Autrement dit, pour tout t ∈ st(h) tel que a(t) ≠ ∅, on doit avoir τ(a(t)) = {t}.
Remarquons que cette notion peut eˆtre exprime´e directement en termes de
dynamorphisme scande´. Pour cela, de´finissons l’horloge auto-scande´e associe´e a`
une G-horloge h comme e´tant la dynamique scande´e [h] = (idh ∶ h↬ h), ou` idh
de´signe le dynamorphisme identite´ de l’horloge h, autrement dit la datation sur
h de´finie pour tout S ∈ G˙ par (idh)S = idSh .
De´finition 18. On appelle re´alisation d’une G-dynamique scande´e A = (τ ∶
α↬ h) tout dynamorphisme scande´ quasi-de´terministe
(idG,a, idh) ∶ [h]↬ (τ ∶ α↬ h).
On note SA l’ensemble des re´alisations de A.
Ve´rifions que la de´finition 18 co¨ıncide bien avec la notion attendue, selon la-
quelle a ∶ h↬ α est un dynamorphisme quasi-de´terministe tel que pour tout S ∈
G˙, τS⊙aS ⊂ idSh . Or, cette dernie`re relation est pre´cise´ment la condition sur les
datations que doit satisfaire le triplet (idG,a, idh) pour eˆtre un dynamorphisme
scande´, les autres conditions e´tant trivialement satisfaites. Re´ciproquement,
si (idG,a, idh) est un dynamorphisme scande´ de [h] = (idh ∶ h ↬ h) vers(τ ∶ α ↬ h) tel que a soit quasi-de´terministe, la condition sur les datations
entraˆıne que a est une re´alisation de (τ ∶ α↬ h).
Remarque 7. Notons que lorsque la partie transitionnelle a de la re´alisation
conside´re´e n’est pas comple`te 8, l’inclusion exige´e sur les datations par la de´finition
11 des dynamorphismes scande´s peut eˆtre stricte, puisqu’il existe dans ce cas un
instant t ∈ Sh tel que a(t) = ∅, de sorte que τS ⊙ aS(t) = ∅ ⫋ {t} = idh ⊙ idh(t).
7. Ce qui ne sera pas une source de confusion tant que l’on ne conside´rera pas l’ensemble
vide comme un e´le´ment de l’ensemble des e´tats de la dynamique α.
8. C’est-a`-dire lorsque la solution n’est pas de´finie a` tout instant.
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Remarque 8. Une telle re´alisation (idG,a, idh) e´tant entie`rement de´termine´e
par sa partie transitionnelle a, on parlera simplement de la re´alisation a. En
outre, on identifiera le plus souvent a avec la fonction a = ∣a∣ : une re´alisation
d’une dynamique scande´e sera alors une fonction a admettant un domaine de
de´finition df(a) ⊂ st(h), et l’on adoptera les conventions de la remarque 6 page
13.
Remarque 9. Contrairement a` celles des dynamiques autonomes, les re´alisations
des dynamiques scande´es sont, du fait de la relation τ(a(t)) = t, ne´cessairement
injectives.
2.5.3 h-re´alisations d’une multi-dynamique
De´finition 19. E´tant donne´e une G-horloge h, une h-re´alisation d’une G-
multi-dynamique α ∶ G Ð→ Gr(PLÐ→) est un G-multi-dynamorphisme quasi-
de´terministe de h dans α.
Autrement dit, l’horloge h e´tant comprise comme multi-dynamique a` un seul
parame`tre, une telle re´alisation consiste en le choix d’une valeur du parame`tre
λ ∈ L et en un G-dynamorphisme quasi-de´terministe a de h dans αλ. Autrement
dit, une h-re´alisation de α est un couple (λ,a). Nous appellerons a la partie
externe de la re´alisation (λ,a). Par abus de langage, nous dirons souvent ≪ la
re´alisation a ≫ au lieu de ≪ la partie externe a d’une re´alisation≫ : cela ne preˆtera
jamais a` confusion pour la bonne raison que, sauf mention du contraire, nous
ne nous inte´resserons qu’aux parties externes des re´alisations.
Comme d’habitude, plutoˆt que comme un dynamorphisme, nous conside´rerons
en ge´ne´ral une re´alisation a comme une fonction a ∶ st(h) ⊃ df(a) ⇢ st(α), et
nous utiliserons les conventions indique´es dans la remarque 6 page 13.
Notant
S(h,α)
l’ensemble des h-re´alisations de la G-multi-dynamique α = (αλ)λ∈L, on a donc
S(h,α) = ⋃
λ∈L
S(h,αλ).
Proposition 1. Une fonction a ∶ st(h) ⇢ st(α) est une h-re´alisation de la
multi-dynamique α si et seulement s’il existe λ ∈ L tel que, pour tout h-instant
t ∈ st(h) et tout e ∈ Ð→G tel que dom(e) = typ(t), on ait
t′ ∈ df(a)Ô⇒ (t ∈ df(a) eta(t′) ∈ eαλ(a(t))),
ou` on a pose´ t′ = eh(t).
preuve. Si a est une h-re´alisation de α, on a de fac¸on imme´diate la condition
annonce´e par de´finition d’un dynamorphisme quasi-de´terministe et en particu-
lier du fait que si t ∉ df(a), alors t′ ∉ df(a), autrement dit {a(t′)} = ∅, puisque{a(t′)} ⊂ eαλ({a(t)}) = ∅.
Re´ciproquement, supposons qu’il existe λ ∈ L tel que la condition donne´e
soit satisfaite par la fonction a. La famille de transitions (aT = {a∣T })T ∈G˙ — ou`
a∣T de´signe la restriction de la fonction a a` l’ensemble T
h et ou` {a∣T } de´signe la
transition associe´e — ve´rifie alors, pour tout e ∶ S → T et tout t ∈ Sh :
– si t′ ∉ df(a) et t ∉ df(a), aT (t′) = ∅ ⊂ ∅ = eαλ(a(t)),
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– si t′ ∉ df(a) et t ∈ df(a), alors aT (t′) = ∅ ⊂ eαλ(a(t)),
– si t′ ∈ df(a), alors t ∈ df(a) et aT (t′) = {a(t′)} ⊂ eαλ(a(t)),
ou` t′ de´signe toujours eh(t). Ainsi, on a bien, dans tous les cas, aT ⊙ eh ⊂
eαλ ⊙ aS , de sorte que a est un G-dynamorphisme quasi-de´terministe de h dans
αλ, autrement a est une h-re´alisation de α.
◻
2.5.4 Re´alisation des dynamiques ouvertes
De´finition 20. Soit A = (τ ∶ (αλ)λ∈L ↬ h) une G-dynamique ouverte, au-
trement dit une G-multi-dynamique scande´e. On appelle re´alisation de A tout
G-multi-dynamorphisme h-scande´ quasi-de´terministe de [h] = (idh ∶ h ↬ h)
dans τ ∶ α↬ h.
De´finition 21. E´tant donne´ λ ∈ L, on appelle re´alisation de parame`tre λ ∈ L
de A toute re´alisation de la mono-dynamique scande´e (τ ∶ αλ ↬ h).
Autrement dit, une re´alisation de A est une re´alisation (λ,a) de la multi-
dynamique (αλ)λ∈L sur l’horloge h qui respecte la datation, i.e. telle que
τ(a(t)) = t.
Conforme´ment aux de´finitions relatives aux re´alisations d’une multi-dynamique
graphique, nous dirons que a est la partie externe de la re´alisation (λ,a).
Ainsi, la partie externe d’une re´alisation de A est une re´alisation de pa-
rame`tre λ de A, pour une certaine valeur du parame`tre λ ∈ L. Nous noterons
S(A,λ) l’ensemble des re´alisations de parame`tre λ de A, et SA l’ensemble des
parties externes des re´alisations de A, de sorte que
SA = ⋃
λ∈L
S(A,λ).
En pratique, comme indique´ en section 2.5.3, nous commettrons souvent
l’abus de langage consistant a` dire ≪ la re´alisation a ≫ de A au lieu de ≪ la
partie externe a d’une re´alisation de A ≫.
Remarque 10. Bien entendu, le contenu de la remarque 8 page 14 concernant
les dynamiques scande´es s’applique e´galement aux re´alisations des dynamiques
ouvertes, et donc en particulier les conventions de la remarque 1.3 page 6. De
meˆme la notion de re´alisation passant par un e´tat pre´cise´e dans la section 2.5.5
s’applique-t-elle e´galement aux re´alisations des dynamiques ouvertes.
2.5.5 Re´alisations passant par un e´tat
Nous dirons qu’une re´alisation a d’une multi-dynamique graphique α pour
une horloge h passe par un e´tat a ∈ st(α) s’il existe un instant t ∈ st(h) tel que
a(t) = a.
Dans le cas des dynamiques scande´es, en particulier dans le cas des dyna-
miques ouvertes, la pre´cision de l’instant t est inutile puisqu’il doit ne´cessairement
eˆtre donne´ par la datation. D’ou` la de´finition suivante :
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De´finition 22. E´tant donne´e A = (τ ∶ (αλ)λ∈L ↬ h) une dynamique ouverte sur
le graphe G, nous dirons qu’une re´alisation a de A passe par un e´tat a ∈ st(α),
et nous e´crirons
a ⊳ a,
si et seulement si a(τ(a)) = a.
Dans le cas ou` a et b sont deux e´tats de la dynamique ouverte A tels que
τ(b) succe`de 9 a` τ(a), nous e´crirons
a ⊳ a, b
pour exprimer que a passe par a puis qu’elle passe par b.
3 Interactions et familles dynamiques
Nous de´finissons ici les familles dynamiques, c’est-a`-dire les familles de dyna-
miques graphiques ouvertes en interaction graˆce a` une relation liant les membres
de la famille, membres parmi lesquels une sorte de chef d’orchestre est charge´
de donne´ une temporalite´ commune de re´fe´rence de fac¸on a` ce qu’une nouvelle
dynamique graphique ouverte soit produite par la famille qui se trouvera ainsi
a` son tour en situation de nouer des relations productives avec d’autres dyna-
miques ouvertes.
Comme nous avons commence´ a` le faire dans les sections pre´ce´dentes, nous
utiliserons les lettres A, B, etc., pour de´signer des dynamiques ouvertes :
A = (τ ∶ (α ∶GÐ→ Gr(PLÐ→))↬ h),
B = (ρ ∶ (β ∶ FÐ→ Gr(PMÐ→))↬ k), etc.
Ici, A est par exemple une G-dynamique ouverte, d’ensemble de parame`tres
L, de´finie par la famille de G-dynamiques (αλ ∶ G → Gr(P))λ∈L, d’horloge
h et scande´e par le G-dynamorphisme de´terministe τ ∶ α ↬ h. S’il n’y a pas
d’ambigu¨ıte´ sur le graphe G, on pourra e´crire de fac¸on plus concise
A = (τ ∶ (αλ)λ∈L ↬ h).
De meˆme, une famille indexe´e par un ensemble I de dynamiques graphiques
ouvertes pourra-t-elle eˆtre de´signe´e par (Ai)i∈I avec
Ai = (τi ∶ (αi ∶Gi Ð→ Gr(PLiÐ→))↬ hi).
Conforme´ment aux notations de la section 2.5.4, SAi de´signera alors, pour
tout i ∈ I, l’ensemble des parties externes des re´alisations de la dynamique
ouverte Ai.
Dans les de´finitions suivantes, on suppose que les Ai suivent les notations
ci-dessus.
9. Voir la de´finition 8.
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De´finition 23. [Interaction] E´tant donne´s I un ensemble non vide et (Ai)i∈I
une famille indexe´e par I de dynamiques ouvertes avec
Ai = (τi ∶ (αi ∶Gi Ð→ Gr(PLiÐ→))↬ hi),
on appelle relation binaire multiple ≪ re´alisations/parame`tres ≫ pour cette fa-
mille toute relation binaire multiple R ∈ BM(S,L) non vide avec en entre´e S et
en sortie L respectivement donne´es par
S = (SAi)i∈I et L = (Li)i∈I .
En outre, une telle relation binaire multiple ≪ re´alisations/parame`tres ≫ R pour
la famille (Ai)i∈I est dite cohe´rente si pour tout (ai, λi)i∈I ∈ R, on a
ai ∈ S(Ai,λi).
Une relation binaire multiple ≪ re´alisations/parame`tres≫ cohe´rente pour une fa-
mille de dynamiques graphiques ouvertes sera e´galement appele´e une interaction
pour cette famille.
De´finition 24. [Familles dynamiques] On appelle famille dynamique (au sens
graphique) la donne´e (I, i0, (Ai)i∈I ,R, (∆i, δi)i≠i0)
– d’un ensemble I non vide, appele´ index de la famille,
– d’un e´le´ment i0 ∈ I, appele´ indice synchronisateur de la famille,
– d’une famille indexe´e par I de dynamiques ouvertes (Ai)i∈I appele´es com-
posantes de la famille dynamique,
– d’une interaction 10 R ∈ BM(S,L) pour la famille (Ai)i∈I ,
– d’une famille ((∆i, δi) ∶ hi0 ↬ hi)i∈I∖{i0}
de dynamorphismes de´terministes, appele´s synchronisations.
De´finition 25. La structure connective d’une famille dynamique est la struc-
ture connective de sa relation binaire multiple. L’ordre connectif d’une famille
dynamique est l’ordre connectif 11 de sa structure connective.
4 Dynamiques ouvertes engendre´es par une fa-
mille dynamique
A` toute famille dynamique graphique F , nous allons associer plusieurs dy-
namiques graphiques ouvertes que l’on conside´rera comme produites par cette
famille, les diffe´rences entre elles portant uniquement sur leurs parame´trisations.
De´finie en section 4.1, la premie`re de ces dynamiques, appele´e la dynamique
primo-engendre´e par la famille dynamique conside´re´e, est celle pour laquelle
la parame´trisation la plus large possible est utilise´e. Les trois autres dyna-
miques que nous conside´rerons — la dynamique fonctionnellement engendre´e
10. Voir ci-dessus la de´finition 23.
11. Sur la notion d’ordre connectif, voir par exemple, dans le cas fini, la de´finition 16 de [1],
et dans le cas ge´ne´ral, la section § 1.11 de [2] et [3].
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(section 4.2.3), la dynamique souplement engendre´e (section 4.2.4) et la dyna-
mique mono-engendre´e (section 4.2.5) — s’exprimeront comme quotients pa-
rame´triques de la dynamique primo-engendre´e.
Rappelons que, conforme´ment aux remarques 3 et 5, l’image Im(rb(R)) de
la relation binaire rb(R) associe´e a` une relation binaire multiple R ∈ BM(S,L)
avec S = (SAi)i∈I et L = (Li)i∈I est de´finie par
Im(rb(R)) = {(λi)i∈I ∈ ΠI(Li),∃(ai)i∈I ∈ ΠI(SAi), (ai, λi)i∈I ∈ R}.
Rappelons e´galement 12 que pour toute relation binaire B ∶A ↝ Λ, et pour tout
µ ∈ Λ, nous notons
B−1(µ) = {a ∈ A,B(a, µ)}.
En particulier, pour toute relation binaire multiple R ∈ BM(S,L) avec S =(SAi)i∈I et L = (Li)i∈I , et pour tout µ ∈ ΠI(Li), l’expression rb(R)−1(µ) de´signe
l’ensemble
rb(R)−1(µ) = {a ∈ ΠI(SAi), (a, µ) ∈ rb(R)}.
Rappelons enfin qu’une expression de la forme
a▷ a, b
se lit ≪ a passe par a puis par b ≫, et que la signification en est donne´e en
section 2.5.5. Ces rappels faits, nous pouvons maintenant poser la de´finition de
la dynamique ouverte produite par une famille dynamique.
4.1 Dynamique [F]p, primo-engendre´e par F
De´finition 26. E´tant donne´e F = (I,0, (Ai)i∈I ,R, (∆i, δi)i≠i0) une famille dy-
namique d’indice synchronisateur note´ 0 et ayant pour composantes les dyna-
miques ouvertes Ai = (τi ∶ (αi ∶Gi Ð→ Gr(PLiÐ→)) ↬ hi), on appelle dynamique
primo-engendre´e par F , la dynamique ouverte note´e [F]p de´finie par
[F]p = (ρ ∶ (β ∶ FÐ→ Gr(PMÐ→))↬ k)
avec : F =G0, k = h0, M = Im(rb(R)), β est la multi-dynamique graphique sur
F d’ensemble de parame`tres M de´finie pour tout sommet S ∈ F˙ par 13
Sβ = {(ai)i∈I ∈ Sα0 ×∏
i≠0
(∆iS)αi ,∀i ≠ 0, τi(∆iS)(ai) = δi(τ0(S)(a0))},
et pour toute areˆte (e ∶ S → T ) ∈ Ð→F , tout parame`tre µ ∈ M et tout e´tat
a = (ai)i∈I ∈ Sβ par
eβµ(a) = {b ∈ T β, τ0(T )(b0) = eh0(τ0(S)(a0)) et∃(ai)i∈I ∈ rb(R)−1(µ),∀i ∈ I,ai▷ai, bi}
et, enfin, ρ est la datation de´finie pour tout a = (ai)i∈I ∈ Sβ par ρ(S)(a) =
τ0(S)(a0).
12. Voir la remarque 4 page 5.
13. Dans le produit carte´sien e´crit ci-dessous, Sα0×∏i≠0(∆iS)
αi , l’ordre des termes ne joue
aucun roˆle (l’ensemble I n’e´tant pas a priori lui-meˆme ordonne´) et nous aurions pu aussi bien
e´crire ∏i≠0(∆iS)
αi × Sα0 pour de´signer le meˆme ensemble, a` savoir l’ensemble des familles
d’e´le´ments (ai)i∈I indexe´es par I et prenant leurs valeurs dans les ensembles indique´s.
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4.2 Trois quotients parame´triques de [F]p
Comme indique´ au de´but de cette section 4, nous allons associer trois autres
dynamiques graphiques a` la famille dynamique F , obtenues comme quotients
parame´trique de [F]p. La raison en est que l’ensemble M des parame`tres de[F]p est en ge´ne´ral ≪ trop gros ≫ en ce sens que bien souvent le choix d’une
valeur quelconque dans M ne sera pas compatible avec le libre fonctionnement
de la dynamique engendre´e et, de ce fait, pourrait sembler peu naturel.
Chacune des trois dynamiques de´finies ci-apre`s — la dynamique fonction-
nellement engendre´e [F]f (section 4.2.3), la dynamique souplement engendre´e[F]s (section 4.2.4) et la dynamique mono-engendre´e [F]m (section 4.2.5) —
sont des quotients parame´triques 14 de la dynamique primo-engendre´e [F]p par
une certaine relation d’e´quivalence sur l’ensemble M des parame`tres de celle-ci,
le principe de construction de cette relation d’e´quivalence e´tant le meˆme dans
les trois cas, a` savoir qu’elle re´sulte du choix de ce que nous appellerons une
famille de tas parame´triques.
4.2.1 Tas parame´triques et e´quivalence sur M
Pour chaque i ∈ I, ayant fixe´ une certaine partie Ni ⊂ Li appele´e le tas
d’indice i, partie intuitivement destine´e a` rassembler les valeurs du parame`tre 15
de la dynamique Ai dont on conside`re qu’il appartient au libre fonctionnement
de la dynamique engendre´e que de les de´terminer, et ayant ainsi constitue´ une
famille N = (Ni)i∈I de tas parame´triques, on conside`re sur M ⊂ ΠIL la relation
d’e´quivalence ∼N de´finie, pour tout couple ((λi)i∈I , (λ′i)i∈I) ∈M2, par
(λi)i∈I ∼N (λ′i)i∈I
⇔
∀i ∈ I, (λi = λ′i)ou (λi ∈ Ni ∋ λ′i).
La dynamique engendre´e par F au sens des tas parame´triques N est alors 16
[F]N = [F]p/ ∼N .
4.2.2 Familles R-compatibles
Pour pre´ciser la manie`re dont les tas parame´triques sont de´finis dans les
constructions des sections suivantes, nous aurons besoin de faire appel a` la
notion de famille compatible pour la relation binaire multiple R. A` une telle
relation R ∈ BM(S,L) nous avons associe´ en section 1.2.2 une relation multiple
rd(R) d’index 2I = I ⊔ I = I × {0,1}. Pour toute partie W ⊂ 2I et toute famille(rw)w∈W d’e´le´ments pris respectivement — selon que w est de la forme (i,0)
ou (i,1) — dans les ensembles constituant la famille S ou ceux de la famille
L, nous dirons que cette famille (rw)w∈W est R-compatible (ou compatible avec
R) si elle est la restriction a` W d’une famille appartenant au graphe de rd(R).
Autrement dit, prenant S = (SAi)i∈I , L = (Li)i∈I , posant E = (S,L), notant 17
ΠWE = ∏
(i,0)∈W
SAi × ∏
(i,1)∈W
Li
14. Voir la section 2.4.3.
15. Voir la note 5.
16. Voir la section 2.4.3.
17. Sans tenir compte de l’ordre des facteurs.
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et appelant ΛW la restriction
ΛW ∶ Π2IE → ΠW E
de´finie par
ΛW ((rj)j∈2I) = (rw)w∈W ,
on a (rw)w∈W ∈ ΠW E estR−compatible
⇔
(rw)w∈W ∈ ΛW (rd(R)),
ou` rd(R) ⊂ Π2IE de´signe le graphe de la relation multiple rd(R).
Par exemple, un parame`tre lk ∈ Lk sera dit R-compatible s’il existe µ ∈M ,
ou` M est l’ensemble de parame`tres donne´ par la de´finition 26 ci-dessus, tel que
lk = µk.
De plus, e´tant donne´s X ⊂ 2I, Y ⊂ 2I et deux familles q = (qx)x∈X ∈ ΠXE et
r = (ry)y∈Y ∈ ΠY E compatibles entre elles au sens ou` pour tout z ∈ X ∩ Y on a
qz = rz — ce qui est le cas notamment si X ∩ Y = ∅ — nous noterons q + r la
famille q+ r = s = (sz)z∈X∪Y telle que, pour tout z ∈X ∪Y , on a z ∈X ⇒ sz = qz
et z ∈ Y ⇒ sz = rz . Bien entendu 18, q + r = r + q. Nous utiliserons en particulier
cette notation avec des familles de la forme
(aj)j∈J⊂I ∈ ΠJ(S),
sans les re´-e´crire comme il le faudrait en toute rigueur sous la forme
(aj)(j,0)∈J×{0}⊂2I ∈ ΠJ×{0}E ,
de meˆme qu’avec des familles de la forme
(lk)k∈K⊂I ∈ ΠK(L)
comprises implicitement comme de´signant
(lk)(k,1)∈K×{1}⊂2I ∈ ΠK×{1}E .
Par exemple, dire que l’on a l = (li)i∈I ∈M , ce qui revient a` dire que la famille
l = (li)i∈I est R-compatible, e´quivaut encore a`
∃a ∈ ΠI(S), l + a ∈ rd(R).
4.2.3 Dynamique [F]f fonctionnellement engendre´e par F
Pour tout k ∈ I, on de´finit le tas fonctionnel N fk ⊂ Lk de la fac¸on suivante :
un e´le´ment lk ∈ Lk ve´rfie lk ∈ N fk si et seulement si lk est R-compatible
19 et si
l’implication suivante est satisfaite
∀a ∈ Πi≠kSAi ,∀λk ∈ Lk,
a + lk est R-compatible
a + λk est R-compatible
}⇒ lk = λk.
18. Conforme´ment aux notes 13 et 17. Voir aussi la proposition 1 de l’article [4].
19. Logiquement, la condition ≪ lk est R-compatible ≫ ne change rien, puisqu’au bout du
compte la relation d’e´quivalence de´finie par les tas le sera sur l’ensemble M , mais c’est sans
doute plus clair de se limiter aux lk effectivement concerne´s.
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Intuitivement, on place dans le tas N fk les parame`tres de la dynamique gra-
phique ouverte Ak dont la valeur est de´termine´e via l’interaction R par les
re´alisations des autres dynamiques en jeu.
La famille N f = (N fk)k∈I des tas parame´triques fonctionnels e´tant ainsi
de´finie, on applique le proce´de´ de´crit dans la section 4.2.1, obtenant ainsi une
relation d’e´quivalence ∼f sur M , et on appelle dynamique ouverte graphique
fonctionnellement engendre´e par la famille dynamique graphique F , et l’on note[F]f , la dynamique graphique ouverte
[F]f = [F]p/ ∼f ,
d’ensemble de parame`tres M/ ∼f .
4.2.4 Dynamique [F]s souplement engendre´e par F
Pour tout k ∈ I, on de´finit le tas fonctionnel N sk ⊂ Lk comme l’ensemble des
e´le´ments bloque´s de Lk, un e´le´ment de Lk e´tant dit bloque´ (pour l’interaction
R) s’il n’est pas libre, tandis qu’un e´le´ment λk ∈ Lk est dit libre ou souple s’il
est R-compatible 20 et si quel que soit ak ∈ SAk , quel que soit µ ∈ Πj≠kLj et quel
que soit b ∈ Πj≠kSAj on a l’implication
λk + ak + µ est R-compatible
µ + b est R-compatible }⇒ λk + µ + ak + b estR−compatible.
La famille N s = (N sk)k∈I constitue´e des tas de parame`tres bloque´s e´tant
ainsi de´finie, on applique le proce´de´ de´crit dans la section 4.2.1, obtenant ainsi
une relation d’e´quivalence ∼s sur M , et on appelle dynamique ouverte graphique
souplement engendre´e par la famille dynamique graphique F , et l’on note [F]s,
la dynamique graphique ouverte
[F]s = [F]p/ ∼s,
d’ensemble de parame`tres M/ ∼s.
Intuitivement, sont mis dans les tas de parame`tres bloque´s ceux dont le
choix par un agent exte´rieur a` la famille dynamique conside´re´e pourrait eˆtre
en retour remis en cause par ce que nous pourrions appeler le libre fonctionne-
ment de cette famille, repre´sente´ ici par ak, µ ∈ Πj≠kLj et b. Cette formalisation
s’e´clairera, nous l’espe´rons, sur des exemples 21 qui seront donne´s dans des ar-
ticles ulte´rieurs.
4.2.5 Dynamique [F]m mono-engendre´e par F
On prend pour relation d’e´quivalence sur M la relation d’e´quivalence maxi-
male ∼m, de sorte que M/ ∼m est re´duit a` un point, et on appelle mono-
dynamique graphique engendre´e par la famille dynamique graphique F , ou encore
20. La remarque de la note 19 ci-dessus s’applique encore ici, et s’appliquerait aussi bien
aux e´le´ments bloque´s.
21. En l’occurrence, nous aurons notamment e´te´ guide´ par l’examen de ce qui doit eˆtre
conside´re´ comme libre parame`tre ou non dans le cas d’un ressort soumis a` diffe´rents jeux de
contraintes tels que la connaissance du comportement du ressort permette de savoir a` quel
jeu de contrainte il est soumis...
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dynamique graphique mono-engendre´e par la famille dynamique graphique F , et
l’on note [F]m, la dynamique graphique scande´e
[F]m = [F]p/ ∼m,
qui ne de´pend d’aucun parame`tre. Bien entendu, cette mono-dynamique scande´e
peut toujours eˆtre vue comme une dynamique ouverte, l’ensemble des valeurs
prises par le parame`tre 22 se re´duisant a` un singleton. Cette construction revient
a` prendre pour tas parame´triques d’indice k l’ensemble Lk lui-meˆme ou, de fac¸on
e´quivalente 23, l’ensemble des valeurs de Lk qui sont R-compatibles.
5 Et maintenant ?
Comme annonce´ en introduction, seules les de´finitions ont e´te´ ≪ parachute´es≫
dans le pre´sent article, et pour en illustrer la signification de nombreux exemples
de dynamiques graphiques ouvertes devront eˆtre pre´sente´s ulte´rieurement. Par
ailleurs, l’e´tude de la signification et des relations logiques entre les diffe´rents
types d’engendrement dynamique pre´sente´s en section 4 reste a` ce stade tre`s
largement a` explorer. Quoi qu’il en soit, les dynamiques conside´re´es ici auraient
pu aussi bien eˆtre qualifie´es de ≪ pre´-dynamiques ≫, dans la mesure ou` la res-
triction a` des moteurs graphiques signifie que l’aspect proprement dynamique
des choses, fonde´ sur l’enchaˆınement des e´coulements temporels, n’est pas en-
core envisage´ a` ce stade. Me´taphoriquement, nous pourrions dire que si les
dynamiques sont vues comme les ricochets d’une pierre plate lance´e sur un plan
d’eau, les dynamiques graphiques ne s’inte´ressent qu’a` un seul rebond : les choses
re´ellement inte´ressantes ne commencent qu’avec le de´sir de produire le meilleur
enchaˆınement possible de rebonds... Aussi, les notions ici de´finies sont-elles en
fait destine´es a` servir de socle aux notions de dynamique cate´gorique ouverte, de
famille dynamique (au sens des dynamiques cate´goriques) et de dynamique ou-
verte produite par une telle famille. Ce socle aura e´te´ rendu ne´cessaire par le type
de proble`mes de recollement e´voque´ dans la confe´rence [5], qui conduit en effet a`
ce qu’en ge´ne´ral la dynamique ouverte produite par une famille de dynamiques
cate´goriques en interaction ne soit pas elle-meˆme cate´gorique. Par contre, sur la
base des de´finitions pose´es dans la pre´sente note, nous sommes assure´s que la
dynamique ainsi produite est au moins une dynamique graphique ouverte. Nous
verrons dans l’article suivant 24 qu’il est possible d’e´largir le socle des dyna-
miques graphiques a` ce que nous appellerons les dynamiques sous-cate´goriques,
une famille de dynamiques sous-cate´goriques ouvertes en interaction produisant
(au sens de l’un des types d’engendrement de´ja` conside´re´ ci-dessus) une dyna-
mique ouverte encore sous-cate´gorique. Par conse´quent si, comme annonce´ dans
l’introduction du pre´sent article, les dynamiques cate´goriques ouvertes, qui y se-
ront de´finies au passage, engendrent par leurs interactions des dynamiques qui ne
sont plus ne´cessairement cate´goriques, du moins seront-elles sous-cate´goriques.
22. Sur notre usage du mot parame`tre, voir la note 5.
23. Comme indique´ dans la note 19.
24. ≪ Dynamiques sous-cate´goriques ouvertes en interaction (de´finitions et the´ore`me de sta-
bilite´) ≫, [6].
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