Abstract-Ill-posed inverse problem is commonly existed in signal processing such as image reconstruction from projection, parameter estimation on electromagnetic field, and path optimization in IP network. Usually, the solution of an inverse problem is unstable, not unique or does not exit. Traditional approach to solve this problem is to estimate the solution by optimizing a regularized objective function. In some cases, recovery of visual features is most emphasized in that solution; thereof the distribution of residual errors has distinct influence on the quality of solution.
I. INTRODUCTION
Forward problem and inverse problem are two kinds of common questions in signal processing. Here, X(t) is input signal, Y(t) is output signal, T(t) is transfer function, and N(t) is noise. The forward problem can be described as how to estimate the output of Y(t) while X(t) and T(t) are given. Contrarily, the inverse problem can be described as one of the two questions:
1. How to estimate the input of X(t), while Y(t) and T(t) are obtained ? 2. How to estimate the T(X), while X(t) and Y(t) are obtained ?
Image reconstruction from projections in X-CT is the situation as question 2. In most cases, ill-posedness exists inherently in the estimate process of inverse problem, and affects seriously the existence, stability and accuracy of the solution with susceptibility to the errors in measurement data and errors in the numerical discretization [1] [2] . In 1923, Hadamard postulated that in order to be well-posed a problem should have three properties [3] : (1) Existence of a solution; (2) Uniqueness of the solution; and (3) Continuous dependence of the solution on the data. Correspondingly, ill-posed inverse problem refers to this situation that its solution does not exist or it is not unique or not stable under perturbations on data. The ill-posed inverse problem of image reconstruction mainly reflects in the following three aspects:
(a) The non-uniqueness of the solution to the image reconstruction on finite observational data;
(b) The non-continuous and unbounded characteristics of the reconstruction inverse operators; (c) The existence of the solution influenced by the errors and the noises in observation data.
Traditional approach to solve this problem is to estimate the solution by optimizing a regularized objective function [4] . In some cases, recovery of visual features is very important in that process [5] . For example, the requirement which image reconstruction differs from other inverse problems is that the former emphasizes not only the solution accuracy, but also its fidelity based on various visual features. Commonly used regularized approaches, such as the famous Tikhonov regularized approach [6] , adopt only different single summed error function as the objective function. Those approaches do not consider the quality in visual cognition and its psychological effects due to specific distribution of those errors. The effects of error distribution on image are illustrated in Fig.2 .
In Fig.2 , the image (a) is a Shepp-Logan test phantom [7] , image (b) and image (c) are reconstructed images by Tikhonov regularized approach and with the same sum of squared error. Obviously, image (b) and image (c) are very different in visual quality due to their different distribution of errors. In clinic diagnosis, this difference in visual features may imply some pathologic characteristics and lead to a wrong prejudication [2] .
During the past decades, researches on image reconstruction have shown that more precise and perfect reconstructed images than normal are available with the help of multi-criterion optimization approach or some exactly valid prior knowledge about the searched-for solution [8] - [10] . However, the further mechanism and its theoretical base about ill-posed inverse problem with visual feature's recovery are still to be deeply explored.
Therefore, this paper is aimed to address the ill-posed inverse problem with the case of image reconstruction from projections and discusses its fidelity based on various visual features in the estimated solution. Multicriterion Optimization Approach, a new approach to solve the ill-posed inverse problems with good recovery of visual features, is presented with its theory basis and the experiment results. The solution stability and accuracy are analyzed using singular value decomposition (SVD), and main factors affecting the reconstruction quality are also discussed.
II. IMAGE RECONSTRUCTION FROM PROJECTIONS AND ITS ILL-POSEDNESS

A. Mathematical Problem
The mathematical problem of image reconstruction from projections can be demonstrated as in Fig.3 . While X-rays pass through the body section, their energy will be attenuated by body tissues and form a set of projections. That projections are usually normalized as a set of observational data which are regarded as the output signal Y(t) while given the input signal X(t)=1. The The reconstruction process of the X-ray's CT image can be expressed by the following Radon inverse transform [11] : 
B. Ill-posedness
The problems of the ill-posedness of image reconstruction mainly reflect in the following three aspects: 
III. MULTI-CRITERION OPTIMIZATION APPROACH
A..Discretized Model
The discretized model to the image reconstruction can be expressed as following:
N is the noise vector ( MN × 1). Here, A is a large sparse matrix, and it is also severely ill-posed. Affected by S N , X usually can not obtain a precise solution. So we use the optimization approach to solve the problem. The common criterion functions are: the squared difference function between the original projected data and the reconstructed image's re-projected data, the cross-entropy function between the original projected data and the reconstructed image's reprojected data, the entropy, the peak value, the local homogeneity, the energy, and the smoothness of the reconstructed image, etc. In these criterion functions, the squared difference function and the cross-entropy function show the approaching extent between the reconstructed image and original real image in the projection space, and the other criterion function show other properties of the image to be reconstructed. Each single criterion can only emphasizes some certain properties, and when the original image or noise varies, we can not ensure the solution converged in high precision.
Here is the multi-criterion optimization model of the image reconstruction: Many researches and experiences show that choosing a proper multi-criterion optimization model and solution method, we can obtain much better reconstruction image than the normal single criterion approach. Furthermore, the reconstruction process has better stability. In most cases, we can get the stable result only through three to five iterations, and then we can obtain the satisfying accuracy.
B. Stability and Accuracy
For the sake of convenience, we use the optimization model in formula (7), we choose the following function as the criterion function and the feasible domain: 
D Q Q
makes the revised singular value spectra get larger in the range, the revised effect of the spectra distribution in the low side is more obvious than that in the high side; on the other side, I makes the singular value get the same raise in all the range (here we suppose the singular value vector remain the same after the revision) . The variable ratio in the high side is much large than that in the low side.
In order to do the further research on the relation between the singular value spectra of T and the coefficient 1 γ and 2 γ , we let 1 γ = 0, 0.5, 1, 1.5, 2 ( 2 γ =0) and 2 γ = 0, 0.5, 1, 1.5, 2 ( 1 γ =0), then we can get the altering of singular value spectra of T in Fig.7 . Through the analysis of Fig.7 , we know that the singular value spectra of T is sensitive to the altering of 1 γ , it will cause the spectra distribution increase obviously in large range. Relatively, the effect to spectra distribution of 2 γ is much weaker. It only makes the whole singular value spectra translate as the size of 2 γ .
Furthermore, the effect of the spectra distribution by 1 γ in the low side is more obvious than that in the high side, on the other side, 2 γ does the opposition, what it does to the revised effect in high side is out of reach of 1 γ .
In formula (13), when T has large singular value spectra, the sensitivity of all the noise and data processing bias in the process of the reconstruction is relatively lower, and has better stability. On the other side, if the singular value spectra of T is much different from that of A A T , also the noise and data processing bias is small, it will cause larger static reconstruction error. Hence, the singular value of T should be adjusted as the particular reconstruction object and the relative character of the noise. Only by this way, we can split the difference between the stability and the reconstruction accuracy. Simply adjusting the revision matrix D T D Q Q and I can not get the ideal effect. We should adjust several revised matrixes, give them the proper weight, and then we can solve the problem [10] . This is the excellence of the multi-criterion optimization approach.
C. Results and Discussion
Due to ill-posedness of the image reconstruction, the solution in accurate meaning does not always exist or are not stable. We propose a Miller-Tikhonov restoration method where an a priori model of the solution is included. In sharp contrast with the classical method, this approach incorporates local information. We show that the optimal model can be directly calculated from the data or a priori given and adjusted by minimizing the reconstruction error. This function is the squared difference between the acquired image and a blurred estimate of the original object regularized by a Tikhonov energy bound. We often use the following quality criterion function: The cross-entropy between the original projected data and the reconstructed image's reprojected data; the entropy, the peak value characteristic and the smoothness of the reconstructed image. These single criterion functions emphasize only one aspect during the process of image reconstruction, and their spectra of the inverse operator's singular value decomposition lack agile adjusting instrument, unable to obtain the satisfying reconstruction result when the reconstructed object varies.
In this example, we use the linear weighted sums approach in the process of solution. We establish the following sup-criterion functions:
The minimum difference criterion solution: The designed test image is shown as Table. 1. The gray degree value of the 4 centre pixels are all 50, the surrounding value is increased by degrees from 12 to 50, and the other are all 10. The test image is displayed as Image (a) in Fig.4 . Image (a) ~ image (c) in Fig.8 is the reconstruction images of the test image in Fig.4 , which use the minimal second derivative criterion, the minimal square norm criterion and the multi-criterion optimization approach consists of the above single criterion functions.
Each single criterion can only emphasizes some certain properties, and when the original image or noise varies, we can not ensure the solution converged in high precision. The reconstructed image obtained by multicriterion optimization approach has the best recovery with visual features. The square errors between the images in Fig.8 and the test image in Fig.4 are 64.590, 336.514 and 51.607. In many practical applications, the accuracy of multi-criterion regularization approach is much higher than that of the normal single criterion approach, and the reconstruction process has better stability, through two or three iterations we can obtain the satisfying accuracy. This approach has been successfully applied in CT, NMR, ECG and atmospheric turbulence image reconstruction.
IV. CONCLUSION
Due to the severe ill-posedness in the solution process of inverse image reconstruction problem, we must use certain additional criterion and constraint to obtain the stable and credible estimating solution of the reconstruction image. We can use several criterion functions which have different singular value spectra to obtain the solution, and then give the matrices the proper weight according to the character of noise, and then we can make the adjusted singular value spectra the ideal status. Thus, we get the reconstruction image in high accuracy.
The reasonable application of previous knowledge has significant meaning for avoiding multiform solution and obtaining reconstruction image which has high accuracy and recovery with visual features. From the various solutions for reconstruction image in Fig.2 , we see that if we have no previous knowledge, we can not confirm correct reconstruction image. The exhibiting form of experiment knowledge is various, besides entropy, Bayesian prior distribution and boundary gray scale, the novel prior knowledge such as reconstruction object's geometry figure, model restrict and gauss cross-zero point is fetched in gradually [12] .
Multi-criterion optimization approach provide flexible adjusting mechanism for seeking the optimal reconstruction image in the feasible fields (different criterion functions have different adjusting mechanism). In the process of multi-criterion optimization, the choice of criterion function and the constraint modality, the confirming of the weighted coefficients and the utilization of the prior knowledge all have the key effects in the control of the reconstruction quality. The way to select weighted coefficients is not ideal at present, so the self-adaptive multi-criterion optimization approach will be a valuable direction for further research.
