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TYPE II EXTINCTION PROFILE OF MAXIMAL SOLUTIONS
TO THE RICCI FLOW IN R2
PANAGIOTA DASKALOPOULOS∗ AND NATASA SESUM
Abstract. We consider the initial value problem ut = ∆log u, u(x, 0) =
u0(x) ≥ 0 in R2, corresponding to the Ricci flow, namely conformal evolution
of the metric u (dx2
1
+ dx2
2
) by Ricci curvature. It is well known that the
maximal (complete) solution u vanishes identically after time T = 1
4pi
∫
R2
u0.
Assuming that u0 is compactly supported we describe precisely the Type II
vanishing behavior of u at time T : we show the existence of an inner region
with exponentially fast vanishing profile, which is, up to proper scaling, a
soliton cigar solution, and the existence of an outer region of persistence of a
logarithmic cusp. This is the only Type II singularity which has been shown to
exist, so far, in the Ricci Flow in any dimension. It recovers rigorously formal
asymptotics derived by J.R. King [28].
1. Introduction
We consider the Cauchy problem
(1.1)


ut = ∆ log u in R
2 × (0, T )
u(x, 0) = u0(x) x ∈ R2,
for the logarithmic fast diffusion equation in R2, with T > 0 and initial data u0
non-negative, bounded and compactly supported.
It has been observed by S. Angenent and L. Wu [30, 31] that equation (1.1)
represents the evolution of the conformally equivalent metric gij = u dxi dxj under
the Ricci Flow
(1.2)
∂gij
∂t
= −2Rij
which evolves gij by its Ricci curvature. The equivalence easily follows from
the observation that the conformal metric gij = u Iij has scalar curvature R =
−(∆ log u)/u and in two dimensions Rij = 12 Rgij .
∗ : Partially supported by the NSF grants DMS-01-02252, DMS-03-54639 and the EPSRC in
the UK.
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Equation (1.1) arises also in physical applications, as a model for long Van-der-
Wals interactions in thin films of a fluid spreading on a solid surface, if certain
nonlinear fourth order effects are neglected, see [10, 5, 6].
It is shown in [11] that given an initial data u0 ≥ 0 with
∫
R2
u0 dx < ∞ and a
constant γ ≥ 2, there exists a solution uγ of (1.1) with
(1.3)
∫
R2
uλ(x, t) dx =
∫
R2
u0 dx− 2piγ t.
The solution uγ exists up to the exact time T = Tγ , which is determined in terms
of the initial area and γ by Tγ =
1
2pi γ
∫
R
u0 dx.
We restrict our attention to maximal solutions u of (1.1), corresponding to the
value γ = 2 in (1.3), which vanish at time
(1.4) T =
1
4pi
∫
R2
u0(x) dx.
It is shown in [11] and [29] that if u0 is compactly supported, then the maximal
solution u which extincts at time T satisfies the asymptotic behavior
(1.5) u(x, t) =
2t
|x|2 log2 |x| (1 + o(1)) , as |x| → ∞, 0 ≤ t < T.
This bound, of course, deteriorates as t → T . Geometrically (1.5) corresponds to
the condition that the conformal metric is complete. The manifold can be visualized
as a surface of finite area with an unbounded cusp.
J.R. King [28] has formally analyzed the extinction behavior of maximal solutions
u of (1.1), as t→ T−. His analysis, for radially symmetric and compactly supported
initial data, suggests the existence of two regions of different behavior: in the outer
region (T − t) log r > T the ”logarithmic cusp” exact solution 2t /|x|2 log2 |x| of
equation ut = ∆ log u persists. However, in the inner region (T − t) log r ≤ T the
solution vanishes exponentially fast and approaches, after an appropriate change of
variables, one of the soliton solutions U of equation Uτ = ∆ logU on −∞ < τ <∞
given by U(x, τ) = 1/(λ|x|2 + e4λτ ), with τ = 1/(T − t) and λ = T/2.
This behavior was established rigorously in the radially symmetric case by the
first author and M. del Pino in [12]. The precise asymptotics of the Ricci flow
neckpinch in the compact case, on Sn, has been established by Knopf and Angenent
in [2].
Our goal in this paper is to remove the assumption of radial symmetry and
establish the vanishing behavior of maximal solutions of (1.1) for any non-negative
compactly supported initial data.
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To state the inner region behavior in a precise manner, we perform the change
of variables
(1.6) u¯(x, τ) = τ2 u(x, t), τ =
1
T − t
and
(1.7) u˜(y, τ) = α(τ) u¯(α(τ)1/2y, τ),
with
(1.8) α(τ) = [u¯(0, τ)]−1 = [(T − t)−2u(0, t)]−1
so that u˜(0, τ) = 1.
A direct computation shows that the rescaled solution u˜ satisfies the equation
(1.9) u˜τ = ∆ log u˜+
α′(τ)
2α(τ)
∇(y · u˜) + 2u˜
τ
.
Then, following result holds:
Theorem 1.1. (Inner behavior) Assume that the initial data u0 is non-negative,
bounded and compactly supported. Then,
(1.10) lim
τ→∞
α′(τ)
2α(τ)
= T
and the rescaled solution u˜ defined by (1.6) - (1.8) converges, uniformly on compact
subsets of R2, to the solution
U(x) =
1
T
2 |y|2 + 1
of the steady state equation
∆ logU + T · ∇(y · U) = 0.
Since for any maximal solution T = (1/4pi)
∫
R2
u0(x) dx, this theorem shows, in
particular, that the limit of the rescaled solution is uniquely determined by the area
of the initial data. The uniqueness of the limit has not previously shown in [12]
even under the assumption of radial symmetry.
To describe the vanishing behavior of u in the outer region we first perform the
cylindrical change of variables
(1.11) v(ζ, θ, t) = r2 u(r, θ, t), ζ = log r
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with (r, θ) denoting the polar coordinates. Equation ut = ∆ log u in cylindrical
coordinates takes the form
(1.12) vt = ∆c log v
with ∆c denoting the Laplacian in cylindrical coordinates defined as
∆c log v = (log v)ζζ + (log v)θθ.
We then perform a further scaling setting
(1.13) v˜(ξ, θ, τ) = τ2 v(τξ, θ, t), τ =
1
T − t .
A direct computation shows that v˜ satisfies the equation
(1.14) τ v˜τ =
1
τ
(log v˜)ξξ + τ (log v˜)θθ + ξ v˜ξ + 2v˜.
The extinction behavior of u (or equivalently of v) in the outer region ξ ≥ T , is
described in the following result.
Theorem 1.2. (Outer behavior). Assume that the initial data u0 is non-negative,
bounded and compactly supported. Then, the rescaled solution v˜ defined by (1.13)
converges, as τ →∞, to the θ−independent steady state solution V (ξ) of equation
(1.14) given by
(1.15) V (ξ) =


2T
ξ2 , ξ > T
0, ξ < T.
Moreover, the convergence is uniform on the set (−∞, ξ−]× [0, 2pi], for any −∞ <
ξ− < T , and on compact subsets of (T,+∞)× [0, 2pi].
Under the assumption of radial symmetry this result follows from the work of
the first author and del Pino [12].
The proof of Theorems 1.1 and 1.2 rely on sharp estimates on the geometric width
W and on the maximum curvature Rmax of maximal solutions near their extinction
time T derived in [13] by the first author and R. Hamilton. In particular, it is found
in [13] that the maximum curvature is proportional to 1/(T − t)2, which does not
go along with the natural scaling of the problem which would entail blow-up of
order 1/(T − t). One says that the vanishing behavior is of type II. The proof also
makes an extensive use of the Harnack estimate on the curvature R = −∆ log u/u
shown by Hamilton and Yau in [18]. Although the result in [18] is shown only for
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a compact surface evolving by the Ricci flow, we shall observe in section 2 that the
result remains valid in our case as well. Finally, let us remark that the proof of the
inner-region behavior is based on the classification of eternal complete solutions of
the 2-dimensional Ricci flow, recently shown by the authors in [14].
2. Preliminaries
In this section we will collect some preliminary results which will be used through-
out the rest of the paper. For the convenience of the reader, we start with a brief
description of the geometric estimates in [13] on which the proofs of Theorems 1.1
and 1.2 rely upon.
2.1. Geometric Estimates. In [13] the first author and R. Hamilton estab-
lished upper and lower bounds on the geometric width W (t) of the maximal solu-
tion u of (1.1) and on the maximum curvature Rmax(t) = maxx∈R2 R(x, t), with
R = −(∆ log u)/u.
Let F : R2 → [0,∞) denote a proper function F , such that F−1(a) is compact
for every a ∈ [0,∞). The width of F is defined to be the supremum of the lengths
of the level curves of F , namely w(F ) = supc L{F = c}. The width w of the metric
g, as introduced in [13], is defined to be the infimum
w(g) = inf
F
w(F ).
The estimates in [13] depend on the time to collapse T − t. However, they do
not scale in the usual way. More precisely:
Theorem 2.1 (Daskalopoulos and Hamilton [13]). There exist positive constants
c and C for which
(2.1) c (T − t) ≤W (t) ≤ C (T − t)
and
(2.2)
c
(T − t)2 ≤ Rmax(t) ≤
C
(T − t)2
for all 0 < t < T .
2.2. The Hamilton-Yau Harnack estimate. In [18] Hamilton and Yau estab-
lished a Harnack estimate on the curvature R of a compact surface evolving by
the Ricci flow, in the case where the curvature R changes sign. Since the proof in
[18] uses only local quantities, the result and its proof can be carried over to the
complete, non-compact case.
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Theorem 2.2 (Hamilton and Yau [18]). For any constants E and L we can find
positive constants A,B,C,D such that for any complete solution to the Ricci flow
on R2 which at the initial time t = 0 satisfies
(2.3) R ≥ 1− E
and
1
R+ E
∂R
∂t
− |∇R|
2
(R+ E)2
≥ −L
then, for all t ≥ 0 we have
(2.4)
1
R+ E
∂R
∂t
− |∇R|
2
(R+ E)2
+ F (
|∇R|2
(R + E)2
, R+ E) ≥ 0
where
F (X,Y ) = A+
√
2B(X + Y ) + C +D log Y.
Integrating the above estimate along paths we obtain:
Proposition 2.3. Under the assumptions of Theorem 1.1, there exist uniform
constants E > 0 and C1, C2 > 0 so that for every x1, x2 ∈ R2 and T/2 < t1 < t2
we have
(2.5)
1√
R(x1, t1) + E
≥ 1√
R(x2, t2) + E
− C1(t2 − t1)− C2
dist2t1(x1, x2)
t2 − t1 .
Proof. By the Aronson-Benila´n inequality R ≥ −1/t ≥ −2/T = 1 − E for all
t ∈ [T/2, T ). Hence the estimate (2.4) and the lower curvature bound on R give
∂R
∂t
≥ |∇R|
2
R+ E
− (2A+
√
C)(R + E)−
√
2B|∇R|
−
√
2B(R+ E)
√
R+ E −D log(R + E)(R + E)
≥ |∇R|
2
R+ E
−A1(R+ E)
√
R+ E − 1
4
|∇R|2
R+ E
(2.6)
=
3
4
|∇R|2
R+ E
−A1(R + E)
√
R + E.
Take any two points x1, x2 ∈ R2 and T/2 ≤ t1 ≤ t2 < T and let γ be a curve
connecting x1 and x2, such that γ(t1) = x1 and γ(t2) = x2. Since
d
dt
R(γ(t), t) =
∂R
∂t
+ 〈∇R, γ˙〉
using also (2.6) we find
d
dt
R(γ(t), t) ≥ 3
4
|∇R|2
R+ E
−A1(R + E)
√
R + E − C|γ˙|2(R + E)− 1
4
|∇R|2
R+ E
≥ −A3(R+ E)3/2(1 + |γ˙|2).
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Integrating the previous equation along the path γ, gives
1√
R(x1, t1) + E
≥ 1√
R(x2, t2) + E
− C(t2 − t1)−
∫ t2
t1
|γ˙|2g(t)dt.
Due to the bound R ≥ 1− E we have for t ≥ s
|γ˙|2g(t) ≤ (1− E) est|γ˙|2g(s)
and if we choose the curve γ to be the minimal geodesic with respect to metric
g(t1) connecting x1 and x2 we obtain
1√
R(x1, t1) + E
≥ 1√
R(x2, t2) + E
− C1(t2 − t1)− C2
dist2t1(x1, x2)
t2 − t1
as desired. 
2.3. Monotonicity of Solutions. Our solution u(x, t) to (1.1) has compactly sup-
ported initial data. The classical argument based on reflection, due to Alexandrov
and Serrin, proves that such solutions enjoy the following monotonicity in the radial
direction:
Lemma 2.4. Under the assumptions of Therorem 1.1, if suppu0(·) ⊂ Bρ(0), then
(2.7) u(x, t) ≥ u(y, t),
for all t ∈ (0, T ) and every pair of points x, y ∈ R2 such that |y| ≥ |x|+ ρ.
The proof of Lemma 2.4 is the same as the proof of Proposition 2.1 in [4]. For
the reader’s convenience we will briefly sketch it.
Sketch of the proof. Assume that ρ = 1. By the comparison principle for maximal
solutions it easily follows that if K = suppu(·, 0) and K ⊂ {x ∈ R2 : x2 > 0}, then
u(x1, x2, t) ≥ u(x1,−x2, t) for x1 ∈ R+ and t ∈ [0, T ). Fix x0 ∈ B1 and x1 ∈ ∂B1+δ
for δ > 0. Let Π be a hyperplane of points in R2 which are equidistant from x0 and
x1. Then, it easily follows
dist(Π, {0}) ≥ 1
which implies x0 and suppu(·, 0) are in the same half-space with respect to Π. Since
x1 is the reflection of x0 in Π, it follows u(x0, t) ≥ u(x1, t). We can now let δ → 0
to get the claim. 
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Notice that due to (1.5), for every t ∈ (0, T ) we can define xt to be such that
u(xt, t) = maxR2 u(·, t). An easy consequence of Lemma 2.4 is the following result
about {xt}t∈(0,T ).
Corollary 2.5. For every t ∈ (0, T ), xt ∈ B2ρ(0).
3. Inner Region Convergence
This section is devoted to the proof of the inner region convergence, Theorem
1.1 stated in the Introduction. We assume, throughout this section, that u is a
smooth, maximal solution of (1.1) with compactly supported initial data u0 and u
a maximal solution that vanishes at time
T =
1
4pi
∫
R2
u0 dx.
3.1. Scaling and convergence. We introduce a new scaling on the solution u
namely
(3.1) u¯(x, τ) = τ2 u(x, t), τ =
1
T − t , τ ∈ (1/T,∞).
Then u¯ satisfies the equation
(3.2) u¯τ = ∆ log u¯+
2u¯
τ
, on 1/T ≤ τ <∞.
Notice that under this transformation, R¯ := −∆ log u¯/u¯ satisfies the estimate
(3.3) R¯max(τ) ≤ C
for some constant C < ∞. This is a direct consequence of Theorem 2.1, since
R¯max(τ) = (T − t)2Rmax(t).
For an increasing sequence τk →∞ we set
(3.4) u¯k(y, τ) = αk u¯(α
1/2
k y, τ + τk), (y, τ) ∈ R2 × (−τk + 1/T,∞)
where
αk = [u¯(0, τk)]
−1
so that u¯k(0, 0) = 1, for all k. Then, u¯k satisfies the equation
(3.5) u¯τ = ∆ log u¯+
2u¯
τ + τk
.
Let
R¯k := −∆ log u¯k
u¯k
.
TYPE II EXTINCTION PROFILE OF MAXIMAL SOLUTIONS TO THE RICCI FLOW IN R2 9
Then, by (3.3), we have
(3.6) max
y∈R2
R¯k(y, τ) ≤ C, −τk + 1/T < τ < +∞.
We will also derive a global bound from bellow on R¯k. The Aronson-Benila´n in-
equality ut ≤ u/t, on 0 ≤ t < T , gives the bound R(x, t) ≥ −1/t on 0 ≤ t < T .
In particular, R(x, t) ≥ −C on T/2 ≤ t < T , which in the new time variable
τ = 1/(T − t) implies the bound
R¯(x, τ) ≥ − C
τ2
, 2/T < τ <∞.
Hence
R¯k(y, τ) ≥ − C
(τ + τk)2
, −τk + 2/T < τ < +∞.
Combining the above inequalities we get
(3.7) − C
(τ + τk)2
≤ R¯k(y, τ) ≤ C, ∀(y, τ) ∈ R2 × (−τk + 2/T,+∞).
Based on the above estimates we will now show the following convergence result.
Lemma 3.1. For each sequence τk → ∞, there exists a subsequence τkl of τk, for
which the rescaled solution u¯τkl defined by (3.4) converges, uniformly on compact
subsets of R2 × R, to an eternal solution U of equation Uτ = ∆ logU on R2 × R
with uniformly bounded curvature and uniformly bounded width. Moreover, the
convergence is in C∞(K), for any K ⊂ R2 × R compact.
Proof. Denote by xk = xtk the maximum point of u(·, tk). First, instead of rescaling
our solution by αk we can rescale it by βk = [u¯(xk, τk)]
−1, that is, consider
u˜k(y, τ) = βku¯(β
1/2
k y, τ + τk), τ ∈ (−τk + 1/T,∞).
For yk = β
−1/2
k xk we have u˜k(yk, 0) = 1 and u˜k(·, 0) ≤ 1 since xk is the maximum
point of u(·, tk). Notice that |yk| ≤ 2ρβ−1/2k , because xk ∈ B2ρ, by Corollary 2.5.
Since u˜k satisfies (3.5), standard arguments imply that u˜k is uniformly bounded
from above and below away from zero on any compact subset of R2×R. In partic-
ular, there are uniform constants C1 > 0 and C2 <∞ so that
(3.8) C1 ≤ αk
βk
≤ C2.
Let K ⊂ R2 be a compact set. By (3.8), for every compact set K there is a compact
set K ′ so that for all y ∈ K we have y (αkβk )1/2 ∈ K ′, for all k. Also, by the previous
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estimates we have
C1(K
′) ≤ u¯(β
1/2
k z, τk + τ)
u¯(xk, τk)
= u˜k(z, τ) ≤ C2(K ′)
for all z ∈ K ′ and τ belonging to a compact subset of (−∞,∞). Therefore, using
(3.8) and remembering that αk = [u¯(0, τk)]
−1 we find
u¯k(y, τ) =
u¯(α
1/2
k y, τ + τk)
u¯(0, τk)
≤ 1
C1
u¯(β
1/2
k [(
αk
βk
)1/2y], τk + τ)
u¯(xk, τk)
≤ C2(K
′)
C1
= C2(K).
Similarly,
C1(K) =
C1(K
′)
C2
≤ u¯(α
1/2
k y, τk + τ)
u¯(0, τk)
= u¯k(y, τk)
for y ∈ K and τ belonging to a compact set. Hence, by the classical regularity
theory the sequence {u¯k} is equicontinuous on compact subsets of R2 × R. It
follows that there exists a subsequence τkl of τk such that u¯kl → U on compact
subsets of R2 × R, where U is an eternal solution of equation
(3.9) Uτ = ∆ logU, on R
2 × R
with infinite area
∫
R2
U(y, τ) dy = ∞ (since ∫
R2
u¯k(y, τ) = 2(τ + τk)). In addition
the classical regularity theory of quasilinear parabolic equations implies that {ukl}
can be chosen so that ukl → U in C∞(K), for any compact set K ⊂ R2 × R, with
U(0, 0) = 1.
It then follows that R¯kl → R¯ := −(∆ logU)/U . Taking the limit kl → ∞ on
both sides of (3.7) we obtain the bounds
(3.10) 0 ≤ R¯ ≤ C, on R2 × R.
Finally, to show that U has uniformly bounded width, we take the limit kl →∞ in
(2.1). 
As direct consequence of Lemma 3.1 and the classification result of eternal so-
lutions to the complete Ricci flow on R2, recently showed in [14], we obtain the
following convergence result.
Theorem 3.2. For each sequence τk →∞, there exists a subsequence τkl of τk and
numbers λ, λ¯ > 0 for which the rescaled solution u¯τkl defined by (3.4) converges,
uniformly on compact subsets of R2×R, to the soliton solution U of the Ricci Flow
given by
(3.11) U(y, τ) =
1
λ |y|2 + e4λ¯τ .
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Moreover, the convergence is in C∞(K), for any K ⊂ R2 × R, compact.
Proof. ¿From Lemma 3.1, u¯τkl → U , where U is an eternal solution of Ut = ∆ logU ,
on R2 × R, with uniformly bounded width, such that sup
R2
R(·, t) ≤ C(t) <∞ for
every t ∈ (−∞,∞). The main result in [14] shows that the limiting solution U is a
soliton of the form U(x, τ) = 2β (|x−x0|2+δ e2βt) , with β > 0, δ > 0, which under the
condition U(0, 0) = 1 takes the form U(x, τ) = 1
λ|x−x0|2+e4λ¯τ
, with λ, λ¯ > 0.
It remains to show that the limit U(·, τ) is rotationally symmetric around the
origin, that is, x0 = 0. This will follow from Lemma 2.4 and Lemma 3.1. Notice
that limk→∞ αk = ∞. Since u¯k(·, τk) converges uniformly on compact subsets of
R
2 × R to a cigar soliton U(y, 0), we have that
u¯(0, τk) = τ
2
ku(0, tk) ≈
1
λ|x0|2 + e4λ¯τk
≤ e−4λ¯τk → 0,
as k → ∞ and therefore limk→∞ αk = ∞. Lets us express u¯ = u¯(r, θ, τ) in polar
coordinates. For every r > 0 there is k0 so that α
1/2
k r > 1 for k ≥ k0. By Lemma
2.4
min
θ
u¯(α
1/2
k r, θ, τk) ≥ maxθ u¯(α
1/2
k r + 1, θ, τk)
= max
θ
u¯(α
1/2
k (r + α
−1/2
k ), θ, τk)
which implies
min
θ
u¯k(r, θ, 0) ≥ max
θ
u¯k(r + α
−1/2
k , θ, 0).
Let k →∞ to obtain
min
θ
U(r, θ, 0) ≥ max
θ
U(r, θ, 0)
which yields the limit U(r, θ, 0) is radially symmetric with respect to the origin and
therefore x0 = 0, implying that U is of the form (3.11). 
3.2. Further behavior. We will now use the geometric properties of the rescaled
solutions and their limit, to further analyze their vanishing behavior. Our analysis
will be similar to that in [12], applicable to the nonradial case as well. However, the
uniqueness of the limit along sequences τk → ∞ which will be shown in Theorem
3.9, is an improvement of the results in [12], even in the radial case.
We begin by observing that rescaling back in the original (x, t) variables, Theo-
rem 3.2 gives the following asymptotic behavior of the maximal solution u of (1.1).
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Lemma 3.3. Assuming that along a sequence tk → T , the sequence u¯k defined
by (3.4) with τk = (T − tk)−1 converges to the soliton solution Uλ, on compact
subsets of R2 × R, then along the sequence tk the solution u(x, t) of (1.1) satisfies
the asymptotics
(3.12) u(x, tk) ≈ (T − tk)
2
λ |x|2 + αk , on |x| ≤ α
1/2
k M
for all M > 0. In addition, the curvature R(0, tk) = −∆ log u(0, tk)/u(0, tk) satis-
fies
(3.13) lim
tk→T
(T − tk)2R(0, tk) = 4λ.
The proof of Lemma above is the same as the proof of Lemma 3.3 in [12]. The
following Lemma provides a sharp bound from below on the maximum curvature
4λ of the limiting solitons.
Lemma 3.4. Under the assumptions of Theorem 1.1 the constant λ in each limiting
solution (3.11) satisfies
λ ≥ T
2
.
Proof. We are going to use the estimate proven in Section 2 of [13]. It is shown
there that if at time t the solution u of (1.1) satisfies the scalar curvature bound
R(t) ≥ −2 k(t), then the width W (t) of the metric u(t) (dx21 + dx22) (c.f. in Section
2.1 for the definition) satisfies the bound
W (t) ≤
√
k(t)A(t) = 4pi
√
k(t) (T − t).
Here A(t) = 4pi(T − t) denotes the area of the plane with respect to the conformal
metric u(t) (dx21 + dx
2
2). Introducing polar coordinates (r, θ), let
U¯(r, t) = max
θ
u(r, θ, t) and U(r, t) = min
θ
u(r, θ, t).
Then
U(r, t) ≤ u(r, θ, t) ≤ U¯(r, t)
implying the bound
(3.14) W (U(t)) ≤W (t) ≤ 4pi
√
k(t) (T − t).
Observe next that the Aronson-Benila´n inequality on u implies the bound R(x, t) ≥
−1/t. Hence we can take k(t) = 12t in (3.14). Observing that for the radially
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symmetric solution U the width W (U) = maxr≥0 2pir
√
U(r, t), we conclude the
pointwise estimate
(3.15) 2pir
√
U(r, t) ≤ 4pi(T − t)√
2t
, r ≥ 0, 0 < t < T.
By Lemma (2.4),
(3.16) r
√
u(r + ρ, θ, t) ≤ r
√
U(r, t), for r > 0.
For a sequence tk → T , let αk = [u¯(0, τk)]−1, τk = 1/(T − tk), as before. Using
(3.12), (3.15) and (3.16) we find
r(T − tk)√
λ(r + ρ)2 + αk
≤ 2(T − tk)√
2tk
, r ≤Mα1/2k ,
for any positive number M . Hence, when r = M α
1/2
k we obtain the estimate
M α
1/2
k√
λ(M + ρα
−1/2
k )
2 αk + αk
≤ 2√
2 tk
or
M√
λ (M + ρα
−1/2
k )
2 + 1
≤ 2√
2tk
.
Letting tk → T and taking squares on both sides, we obtain
1
λ+ 1/M2
≤ 2
T
.
Since M > 0 is an arbitrary number, we finally conclude λ ≥ T/2, as desired. 
We will next provide a bound on the behavior of α(τ) = τ2 u¯(0, τ), as τ → ∞.
In particular, we will prove (1.10). We begin by a simple consequence of Lemma
3.4.
Lemma 3.5. Under the assumptions of Theorem 3.2 we have
(3.17) lim inf
τ→∞
α′(τ)
α(τ)
≥ 4λ0
with λ0 = T/2.
The proof of Lemma 3.5 is the same as the proof of Lemma 3.5 in [12].
Corollary 3.6. Under the hypotheses of Theorem 3.2, we have
(3.18) α(τ) ≥ e2Tτ+o(τ), as τ →∞.
The next Proposition will be crucial in establishing the outer region behavior of
u.
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Proposition 3.7. Under the hypotheses of Theorem 1.1, we have
(3.19) lim
τ→∞
logα(τ)
τ
= 2T.
Proof. See Proposition 3.7 in [12]. 
A consequence of Lemma 3.3 and Proposition 3.7 is the following result, which
will be used in the next section.
Corollary 3.8. Under the assumptions of Lemma 3.1 the rescaled solution v˜ defined
by (1.13) satisfies
lim
τ→∞
v˜(ξ, θ, τ) = 0, uniformly on (ξ, θ) ∈ (−∞, ξ−]× [0, 2pi]
for all ξ− < T .
So far we have showed that λ¯ = limτ→∞
logα(τ)
τ = T/2 and that λ ≥ T/2. In the
next theorem we will show that actually λ = T/2. Theorem 3.9 is an improvement
of the results in [12], since it leads to the uniqueness of a cigar soliton limit.
Theorem 3.9. limτ→∞ R¯(0, τ) = 2T .
We will first prove the following lemma.
Lemma 3.10. For every β > 1 and for every sequence τi →∞ there is a sequence
si ∈ (τi, βτi) such that limi→∞ R¯(0, si) = 2T .
Proof. By definition
(logα(τ))τ = R¯(0, τ)− 2
τ
.
Therefore
logα(βτi)− logα(τi) = (R¯(0, si)− 2
si
)(β − 1)τi.
Since logα(τ) = 2Tτ + o(τ), by Proposition 3.7, we conclude
(R¯(0, si)− 2
si
)(β − 1) = (2Tβτi + o(βτi))− (2Tτi + o(τi))
τi
which yields
R¯(0, si) = 2T +
2
si
+
o(βτi) + o(τi)
τi
readily implying the Lemma. 
TYPE II EXTINCTION PROFILE OF MAXIMAL SOLUTIONS TO THE RICCI FLOW IN R215
Proof of Theorem 3.9. By Lemma 3.4, we have λ ≥ T/2. Assume there is a se-
quence τi →∞ such that limi→∞ R¯(0, τi) = 4λ, where 4λ = 2T + δ for some δ > 0.
We know that R¯(0, τ) ≤ C˜ for a uniform constant C˜. Choose β > 1 so that the
following two conditions hold
(3.20)
1
β
√
2C˜
> C(β − 1)
and
(3.21) 2T +
δ
2
> 2T
(
β
1− C(β − 1)
√
2T
)2
for some uniform constant C to be chosen later. Notice that both (3.20) and
(3.21) are possible by choosing β > 1suffciently close to 1. By Lemma 3.10 find
a sequence si ∈ (τi, βτi) so that limi→∞ R¯(0, si) = 2T . Let T/2 < t < T . Then
R(x, t) ≥ − 2T = 1−E. Hamilton-Yau Harnack estimate (2.5), applied to ti (where
τi =
1
T−ti
) and t¯i > ti (where
1
T−t¯i
= βτi for β > 1), yields
1√
R¯(0, τi) +
E
τ2
i
≥ τi
si
√
R¯(0, si) +
E
s2
i
− C si − τi
si
.
Notice that due to our choice of β in (3.20) we have
τi
si
√
R¯(0, si) +
E
s2
i
≥ τi
si
√
2C˜
≥ 1
β
√
2C˜
≥ C(β − 1) ≥ C si − τi
si
.
Therefore √
R¯(0, τi) +
E
τ2i
≤ 1τi
si
√
R¯(0,si)+
E
s2
i
− C si−τisi
=
si
√
R¯(0, si) +
E
s2
i
τi − C(si − τi)
√
R¯(0, si) +
E
s2
i
.
Denote by A =
√
R¯(0, si) +
E
s2
i
. Since the function f(x) = Axτi−CA(x−τi) , for x ∈
[τi, βτi] is increasing, we conclude√
R¯(0, τi) +
E
τ2i
≤
βτi
√
R¯(0, si) +
E
s2
i
τi − C(βτi − τi)
√
R¯(0, si) +
E
s2
i
(3.22)
=
β
√
R¯(0, si) +
E
s2
i
1− C(β − 1)
√
R¯(0, si) +
E
s2
i
.(3.23)
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Letting i→∞ in (3.22) we get
√
4λ ≤ β
√
2T
1− C(β − 1)√2T
which implies
2T + δ = 2T
(
β
1− C(β − 1)
√
2T
)2
contradicting our choice of β in (3.21). 
3.3. Proof of Theorem 1.1. We finish this section with the proof of Theorem 1.1
which easily follows from the results in Sections 3.1 and 3.2. Take any sequence
τk →∞. Observe that by Theorem 3.9
(3.24) lim
k→∞
α′(τk)
α(τk)
= 2T.
By the definitions of u˜ and u¯k ((1.7) and (3.4) respectively) we have u˜(y, τk) =
u¯k(y, 0). By Theorem 3.2, we have u¯k → U T
2
and therefore
u˜(y, τk)→ U T
2
(y, 0) =
1
T
2 |y|2 + 1
.
The limit U T
2
does not depend on the sequence tk → T and the proof of Theorem
1.1 is now complete. 
4. Outer Region Asymptotic Behavior
We assume, throughout this section, that u is a positive, smooth, maximal solu-
tion of (1.1) satisfying the assumptions of Theorem 1.2 which vanishes at time
T =
1
4pi
∫
R2
u0 dx.
As in Introduction we consider the solution v(ζ, θ, t) = r2 u(r, θ, t), ζ = log r, of the
equation (1.12) in cylindrical coordinates. We next set
(4.1) v¯(ζ, θ, τ) = τ2 v(ζ, θ, t), τ =
1
T − t .
and
(4.2) v˜(ξ, τ) = v¯(τξ, τ).
The function v˜ satisfies the equation
(4.3) τ v˜τ =
1
τ
(log v˜)ξξ + τ(log v˜)θθ + ξ v˜ξ + 2v˜.
Note that the curvature R = −∆c log v/v, is given in terms of v˜ by
(4.4) R(τξ, θ, t) = − (log v˜)ξξ(ξ, θ, t) + τ
2(log v˜)θθ(ξ, θ, t)
v˜
.
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Moreover, the area of v˜ is constant, in particular
(4.5)
∫ ∞
−∞
∫ 2pi
0
v˜(ξ, θ, τ) dθ dξ = 4pi, ∀τ.
We shall show that, v˜(·, τ) converges, as τ →∞, to a θ-independent steady state
of equation (4.3), namely to a solution of the linear first order equation
(4.6) ξ Vξ + 2V = 0.
The area condition (4.5) shall imply that
(4.7)
∫ ∞
−∞
V (ξ) dξ = 2.
Positive solutions of equation (4.6) are of the form
(4.8) V (ξ) =
η
ξ2
where η > 0 is any constant. These solutions become singular at ξ = 0 and in
particular are non-integrable at ξ = 0, so that they do not satisfy the area condition
(4.7). However, it follows from Corollary 3.8 that V must vanish in the interior
region ξ < T . We will show that while v˜(ξ, θ, τ) → 0, as τ → ∞ on (−∞, T ), we
have v˜(ξ, θ, τ) ≥ c > 0, for ξ > T and that actually v˜(ξ, θ, τ)→ 2T/ξ2, on (T,∞),
as stated in Theorem 1.2.
The rest of the section is devoted to the proof of Theorem 1.2. We begin by
showing the following properties of the rescaled solution v˜.
Lemma 4.1. The rescaled solution v˜ given by (4.1) - (4.2) has the following prop-
erties:
i. v˜(·, τ) ≤ C, for a constant C independent of τ .
ii. For any ξ− < T , v˜(·, τ)→ 0, as τ →∞, uniformly on (−∞, ξ−]× [0, 2pi].
iii. Let ξ(τ) = (logα(τ))/2τ , with α(τ) = [τ2 u(0, t)]−1. Then, there exists τ0 > 0
and a constant η > 0, independent of τ , such that
(4.9) v˜(ξ, θ, τ) ≥ η
ξ2
, on ξ ≥ ξ(τ), τ ≥ τ0.
In addition
(4.10) ξ(τ) = T + o(1), as τ →∞.
iv. v˜(ξ, θ, τ) also satisfies the upper bound
v˜(ξ, θ, τ) ≤ C
ξ2
, on ξ > 0, τ ≥ τ0
for some constants C > 0 and τ0 > 0.
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Proof. (i) One can easily show using the maximum principle that v(ζ, θ, t) ≤ C/s2,
for s0 sufficiently large, with C independent of t. This implies the bound v˜(ξ, θ, τ) ≤
C/ξ2, for ξ τ > s0. On the other hand, by Corollary 3.8, we have v˜(ξ, θ, τ) ≤ C, on
ξ < ξ− < T , with C independent of τ . Combining the above, the desired estimate
follows.
(ii) This is shown in Corollary 3.8.
(iii) We have shown in the previous section that the rescaled solution u¯(x, τ) =
τ2 u(x, t), τ = 1/(T − t), defined by (3.1) satisfies the asymptotics u¯(x, τ) ≈
1/(T2 |x|2 + α(τ)), when |x| ≤
√
α(τ). Hence
v˜(ξ(τ), θ, τ) = v¯(ξ(τ) τ, θ, τ) ≈ e
2ξ(τ)τ
λ e2ξ(τ)τ + α(τ)
≈ 1
T
2 + 1
if ξ(τ) = logα(τ)2τ .
Observe next that (4.10) readily follows from Proposition 3.7. Hence, it remains
to show v˜ ≥ η/ξ2, for ξ ∈ [ξ(τ),∞), τ0 ≤ τ < ∞. To this end, we will compare
v˜ with the subsolution Vη(ξ, θ) = η/ξ
2 of equation (4.3). According to our claim
above, there exists a constant η > 0, so that
Vη(ξ(τ), θ) =
η
ξ(τ)2
≤ v˜(ξ(τ), θ, τ).
Moreover, by the growth condition (1.5), we can make
v˜(ξ, θ, τ0) >
η
ξ2
, on ξ ≥ ξ(τ0)
by choosing τ0 > 0 and η sufficiently small. By the comparison principle, (4.9)
follows.
(iv) Since u0 is compactly supported and bounded, it follows that u0(r) ≤ 2A/(r2 log2 r),
on r > 1 for some A > 0. Since 2(t+A)/(r2 log2 r) is an exact solution of equation
(1.1), it follows by the comparison principle on that u(r, t) ≤ 2(t+ A)/(r2 log2 r),
for r > 1, which readily implies the desired bound on v˜, with C = 2(A+ T ).

Lemma 4.2. For any compact set K ⊂ (T,∞), there is a constant C(K) for which
(4.11) max
ξ∈K
∣∣∣∣
∫ 2pi
0
(log v˜)ξ(ξ, θ, τ) dθ
∣∣∣∣ ≤ C(K), ∀τ ≥ 2/T.
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Proof. We integrate (4.4) in θ variable and use the bounds R ≥ −1/t ≥ −2/T , for
t ≥ T/2, and v˜(τξ, t) ≤ C shown in Lemma 4.1, to get∫ 2pi
0
(log v˜)ξξ(ξ, θ, τ) dθ ≤ C
for all τ = 1/(T − t) ≥ 2/T . We can now proceed as in the proof of Lemma 4.2 in
[12] to show (4.11). 
To simplify the notation, we set
Rc(ζ, θ, t) = R(r, θ, t), r = log ζ.
Lemma 4.3. For any compact set K ⊂ (T,∞), there is a constant C(K) such that
for any ξ0 ∈ K and γ > 0
min
[ξ0,ξ0+γ
log τ
τ
]×[0,2pi]
Rc(ξτ, θ, t) ≤ C(K) τ
γ log τ
.
Proof. Assume that for some K and γ, min[ξ0,ξ0+γ log ττ ]×[0,2pi]
Rc(ξτ, θ, t) ≥ Mτγ log τ ,
for M large. Then, it follows from (4.4) and the bound v˜ ≤ C shown in Lemma
4.1, that for every ξ ∈ [ξ0, ξ0 + γ log ττ ] we have∫ 2pi
0
(log v˜)ξξ(ξ, θ, τ) dθ = −
∫ 2pi
0
Rc(ξτ, θ, t)) v˜(τξ, θ, t) dθ
≤ −C
ξ2
min
[ξ0,ξ0+γ
log τ
τ
]×[0,2pi]
Rc(ξτ, θ, t)
≤ −C1(K) Mτ
γ log τ
which combined with Lemma 4.2 implies
−C(K) ≤
∫ 2pi
0
(log v˜)ξ(ξ, θ, τ) dθ
≤
∫ 2pi
0
(log v˜)ξ(ξ0, θ, τ) dθ − C1(K) γ log τ
τ
Mτ
γ log τ
=
∫ 2pi
0
(log v˜)ξ(ξ0, θ, τ) dθ − C1(K)M ≤ C(K)− C1(K)M
impossible if M is chosen sufficiently large. 
Proposition 4.4. For every K ⊂ (T,∞) compact, there is a constant C(K) de-
pending only on K, such that for any ξ0 ∈ K
max
[ξ0,ξ0+
log τ
τ
]×[0,2pi]
Rc(ξτ, θ, t) ≤ C(K) τ
log τ
.
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Proof. Let ξ1 ∈ K, θ ∈ [0, 2pi] and τ1 be arbitrary. Choose ξ2 such that T < ξ2 <
minK and τ2 such that ξ1τ1 = ξ2τ2. Since ξ2 < ξ1, then τ2 > τ1. Set ti = T − 1/τi,
i = 1, 2. We next define the set Aξ2 = {ξ : ξ2 ≤ ξ ≤ ξ2 + γ log τ2τ2 }. Let ξ0 ∈ Aξ2
and θ2 ∈ [0, 2pi] be such that
Rc(ξ0τ2, θ2, t2) = min
(ξ,θ)∈Aξ2×[0,2pi]
Rc(ξτ2, θ, t2)
and set x1 = (e
ξ1τ1 , θ1) and x2 = (e
ξ0τ2 , θ2). Since ξ1τ1 = ξ2τ2 ≤ ξ0τ2, then
|x1| ≤ |x2|. Denoting by distt1(x1, x2) the distance with respect to the metric
gt1 = u(·, t1) (dx2 + dy2), we have:
Claim 4.5. For any 0 < γ < 1, there is a constant C = C(K, γ) so that
distt1(x1, x2) ≤
C(K, γ)
τ1−γ1
.
Proof of Claim. We have seen in the proof of Lemma 4.1 that u(x, t) ≤ C
|x|2 log2 |x|
,
for all |x| ≥ 1 and all t ∈ [0, T ). If σ is a euclidean geodesic with respect to
gt1 = u(·, t1) (dx2 + dy2), connecting x1 and x2, this implies
distt1(x1, x2) ≤
∫
σ
√
u(·, t1) dσ
≤ C |e
ξ1τ1 − eξ0τ2 |
eξ1τ1ξ1τ1
≤ C e
ξ2τ2+γ log τ2 − eξ1τ1
eξ1τ1ξ1τ1
≤ C
ξ1τ1
(eγ log τ2 − 1) = C ξ
γ−1
1
ξγ2 τ
1−γ
1
− C
ξ1τ1
≤ C ξ
γ−1
1
ξγ2 τ
1−γ
1
≤ A(K, γ)
τ1−γ1
.(4.12)

To finish the proof of the Proposition, we first apply the Harnack estimate (2.5)
to obtain the inequality
1√
Rc(ξ1τ1, θ1, t1) + E
≥ 1√
Rc(ξ0τ2, θ2, t2) + E
− C (t2 − t1)− C
dist2t1(x1, x2)
t2 − t1 .
By Lemma 4.3, using also that ξ1τ1 = ξ2τ2 (since τ2 > τ1, we have ξ1 > ξ2), we get
1√
Rc(ξ1τ1, θ1, t1) + E
≥ C(K, γ)
√
log τ2√
τ2
− C (ξ1 − ξ2)
ξ2τ2
− C(K, γ)
τ1−2γ1
τ2
(τ2 − τ1)
=
C(K, γ)
√
log τ2√
τ2
− C1(K, γ)
τ2
− C2(K, γ)
τ1−2γ1
.
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In the last inequality we used that
τ2
(τ2 − τ1) =
1
(1 − τ1/τ2) =
1
(1− ξ2/ξ1) =
ξ1
(ξ1 − ξ2)
and that (ξ1 − ξ2)/ξ2 and ξ1/(ξ1 − ξ2) depend only on the set K.
Take γ = 14 . Using that τ2/τ1 = ξ1/ξ2 depends only on K, we conclude the
inequalities
1√
Rc(ξ1τ1, θ1, t1) + E
≥ C˜(K)
√
log τ2√
τ2
≥ C˜1(K)
√
log τ1√
τ1
(4.13)
for τ1 sufficiently large, depending only on K. Estimate (4.13) yields the bound
Rc(ξ1τ1, θ1, t1) ≤ C(K) τ1
log τ1
finishing the proof of the Proposition. 
Corollary 4.6. Under the assumptions of Theorem 1.2, we have
lim
τ→∞
1
τ
∫ 2pi
0
(log v˜)ξξ(ξ, θ, τ) dθ = 0
uniformly on compact subsets of (T,∞).
Proof. We begin by integrating (4.4) in θ which gives∫ 2pi
0
(log v˜)ξξ(ξ, θ, τ) dθ = −
∫ 2pi
0
Rc(ξτ, θ, t) v˜(ξ, θ, τ) dθ, τ =
1
T − t .
Let K ⊂ (T,∞) compact. By the Aronson-Benila´n inequality and Proposition 4.4
−1
t
≤ Rc(ξ τ, θ, t) ≤ C(K) τ
log τ
.
Since v˜ ≤ C (by Lemma 4.1), we conclude
(4.14)
∣∣∣∣1τ
∫ 2pi
0
(log v˜)ξξ(ξ, θ, τ) dθ
∣∣∣∣ ≤ C(K)log τ
from which the lemma directly follows. 
We next introduce the new time variable
s = log τ = − log(T − t), s ≥ − logT.
To simplify the notation we still call v˜(ξ, θ, s) the solution v˜ in the new time scale.
Then, it is easy to compute that v˜(ξ, θ, s) satisfies the equation
(4.15) v˜s = e
−s (log v˜)ξξ + e
s(log v˜)θθ + ξ v˜ξ + 2 v˜.
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For an increasing sequence of times sk →∞, we let
v˜k(ξ, s) = v˜(ξ, s+ sk), − logT − sk < s <∞.
Each v˜k satisfies the equation
(4.16) (v˜k)s = e
−(s+sk)(log v˜k)ξξ + e
s+sk(log v˜k)θθ + ξ (v˜k)ξ + 2v˜k
and the area condition
(4.17)
∫ ∞
−∞
∫ 2pi
0
v˜k(ξ, θ, s) dθ dξ = 2.
Defining the functions
Wk(η, s) =
∫ ∞
η
∫ 2pi
0
v˜k(ξ, η, s) dθ dξ, η ∈ (T,∞), − logT − sk < s <∞
we have:
Lemma 4.7. Passing to a subsequence, {Wk} converges uniformly on compact
subsets of η ∈ (T,∞) to the time-independent steady state 2T/η. In addition,
for any p ≥ 1 and ξ0 ∈ (T,∞), the solution v˜k(ξ, θ, s) of (4.16) converges in
Lp([ξ0,∞)× [0, 2pi]) norm to 2T/ξ2.
Proof. We first integrate (4.16) in θ and ξ ∈ [η,∞), for η ∈ (T,∞), to find that
each Wk satisfies the equation
(Wk)s = −
∫ ∞
η
∫ 2pi
0
(log v˜k)ξξ
τk(s)
dθ dξ +
∫ ∞
η
∫ 2pi
0
ξ (v˜k)ξ dθ dξ + 2Wk
with τk(s) = e
−(s+sk). Integrating by parts the second term yields∫ ∞
η
∫ 2pi
0
ξ (v˜k)ξ dθ dξ = −Wk(η, s)− η
∫ 2pi
0
v˜k(η, θ, s) dθ +
∫ 2pi
0
lim
ξ→∞
ξv˜k(ξ, θ, s) dθ
= −Wk(η, s)− η
∫ 2pi
0
v˜k(η, θ, s) dθ
since due to our estimates on v˜ in Lemma 4.1, we have limξ→∞ ξv˜k(ξ, θ, s) = 0,
uniformly in k and θ. We conclude that
(Wk)s = −
∫ ∞
η
∫ 2pi
0
(log v˜k)ξξ
τk(s)
dθ dξ +Wk + η (Wk)η.
Let K ⊂ (T,∞) compact. Then, by (4.14)∣∣∣∣
∫ ∞
η
∫ 2pi
0
(log v˜k)ξξ
τk(s)
dθ dξ
∣∣∣∣ ≤ C(K)s+ sk .
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Also, by Lemma 4.1 and Proposition 4.4, there exists a constant C = C(K) for
which the bounds
(4.18) |Wk(η, s)| ≤ C, |(Wk)s(η, s)| ≤ C, |(Wk)η(η, s)| ≤ C
hold, for s ≥ − logT . Hence, passing to a subsequence, Wk(η, s) converges uni-
formly on compact subsets of (T,∞)× R to a solution W of the equation
Ws = ηWη +W = (ηW )η on (T,∞)× R
with
lim
η→T
W (η, s) = 2, s ∈ R
and
lim
η→∞
W (η, s) = 0, s ∈ R.
As in [12], one can show that W is completely determined by its boundary values
at T , and it is is the steady state
W (η, s) =
2T
η
, η > T, s ∈ R.
To show the Lp convergence, we first notice that by the comparison principle
v(ζ, t) ≤ 2T
(ζ − ζ0)2 , ζ ≥ ζ0, 0 < t < T
for ζ0 = log ρ, with ρ denoting the radius of the support of u0. This yields the
bound
v˜k(ξ, θ, s) ≤ 2T
(ξ − ζ0/τk(s))2 , ξ ≥ T.
By the triangle inequality we have∫ ∞
η
∫ 2pi
0
|2T
ξ2
− v˜k| dθ dξ ≤
∫ ∞
η
∫ 2pi
0
(
2T
(ξ − ζ0/τk(s))2 − v˜k
)
dθ dξ
+
∫ ∞
η
∫ 2pi
0
(
2T
(ξ − ζ0/τk(s))2 −
2T
ξ2
)
dθ dξ
where the second integral converges to zero, as k → ∞, by the first part of the
Lemma. It is easy to see that the third integral converges as well. This gives us
the desired L1 convergence, which immediately implies the Lp convergence, since
|v˜k(ξ, θ, s) − 2T/ξ2| is uniformly bounded on [ξ0,∞) × [0, 2pi], for ξ0 ≥ T and
s ≥ − logT . 
Remark 4.8. The Lp convergence in the previous Lemma, implies that there is
a subsequence kl so that v˜kl(ξ, θ, s) → 2T/ξ2 pointwise, almost everywhere on
(T,∞)× [0, 2pi].
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Set τk(s) = e
s+sk . Since
(log v˜)ξξ(ξ, θ, τ)
τ
+ τ (log v˜)θθ(ξ, θ, τ) = −τ Rc(ξ τ, θ, τ) v˜(ξ, θ, t),
we can rewrite (4.16) as
(4.19) (v˜k)s = − Rc
τk(s)
v˜k + ξ (v˜k)ξ + 2 v˜k.
We divide the equation by v˜k and integrate it in θ. Denoting by Zk(ξ, s) =∫ 2pi
0
log v˜k(ξ, θ, s)dθ we get
(Zk)s = −
∫ 2pi
0
Rc
τk(s)
dθ + ξ(Zk)ξ + 4pi.
Notice that by Proposition (4.4), we have
(4.20) | Rc
τk(s)
| ≤ 1
log τk(s)
and that by Lemma 4.2
|(Zk)ξ(ξ, s)| =
∣∣∣∣
∫ 2pi
0
(log v˜k)ξ(ξ, θ, s) dθ
∣∣∣∣ ≤ C(K)
for ξ ∈ K, a compact subset of (T,∞) and s ≥ −sk − logT . This also implies the
bound
|(Zk)s(ξ, s)| ≤ C(K).
Lemma 4.9. Passing to a subsequence, Z˜k(ξ, s) converges uniformly on compact
subsets of (T,∞)× R to a solution Z of the equation
(4.21) Zs = ξ Zξ + 4 pi on (T,∞)× R.
Proof. Let E ⊂ (T,∞)×R compact. Then according to the previous estimates, the
sequence Z˜k is equicontinuous on E, hence passing to a subsequence it converges to
a function Z. In addition, the estimate (4.20) readily implies that Z is a solution
of the first order equation (4.21). 
Lemma 4.10. The function Z is given by
(4.22) Z(ξ, s) = 2pi log
2T
ξ2
, (ξ, s) ∈ (T,∞)× R.
Proof. Since
∫ 2pi
0
log v˜k(ξ, θ, s) dθ → Z(ξ, s), uniformly in ξ on compact subsets of
(T,∞), then for any A > 0 we have∫ η+A
η
∫ 2pi
0
log v˜k(ξ, θ, s) dθ dξ →
∫ η+A
η
Z(ξ, s) dξ.
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By Remark 4.8 and the dominated convergence theorem it follows that for every
A > 0 we have ∫ η+A
η
2pi log
2T
ξ2
dξ =
∫ η+A
η
Z(ξ, s) dξ
implying that Z is given by (4.22).

We are finally in position to conclude the proof of Theorem 1.2.
Proof of Theorem 1.2. We begin by observing that by Lemma 4.1
v˜k(ξ, θ, τ)→ 0, as τ →∞
uniformly on (−∞, ξ−]× [0, 2pi], for any −∞ < ξ− < T .
To show the convergence on the outer region, observe that by Lemma 4.9 and
Lemma 4.10
(4.23)
∫ 2pi
0
log v˜k(ξ, θ, s) dθ → 2pi log 2T
ξ2
uniformly on compact subsets of (T,∞)× (−∞,∞). Set
vk(ξ, s) = min
θ∈[0,2pi]
v˜k(ξ, θ, s) and vk(ξ, s) = max
θ∈[0,2pi]
v˜k(ξ, θ, s).
Let us recall that u0 ⊂ Bρ(0). By the monotonicity property of the solutions shown
in Lemma 2.4, we have
2pi log vk(ξ, s) ≤
∫ 2pi
0
log v˜k(ξ, θ, s) dθ ≤ 2pi log vk(ξ, s)
≤ 2pi log e
2ξτk(s)
(eξτk(s) − 1)2 + 2pi log vk(ξ +
log(1− ρ e−ξτk(s))
τk(s)
, s)
≤ 2pi log e
2ξτk(s)
(eξτk(s) − ρ)2 +
∫ 2pi
0
log v˜k(ξ +
log(1− ρ e−ξτk(s))
τk(s)
, θ, s) dθ.(4.24)
Combining (4.23) and (4.24) yields that
2pi log vk(ξ, s)→ 2pi log 2T
ξ2
and 2pi log vk(ξ, s)→ 2pi log
2T
ξ2
uniformly on compact subsets of (T,∞)× R. Since
vk(ξ, s) ≤ v˜k(ξ, θ, s) ≤ v¯k(ξ, s)
the above readily implies that v˜k(ξ, θ, s)→ 2T/ξ2 uniformly on compact subsets of
(T,∞)× [0, 2pi]× (−∞,∞). Since the limit is independent of the sequence sk →∞,
we conclude that
v˜(ξ, θ, τ)→ 2T
ξ2
, as τ →∞
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uniformly on compact subsets of (T,∞)×[0, 2pi], which finishes the proof of Theorem
1.2. 
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