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Abstract
Partially Ordered Symbolic Automata (POSAs) are used as the semantical foundation of visual
formalisms like the scenario based language of Live Sequence Charts (LSCs). To check whether a
model satisﬁes an LSC requirement, the LSC’s POSA can be composed in parallel to the model
as an observer automaton or it can be translated to a CTL or LTL formula. Thus by the well-
known complexity properties of CTL and LTL model-checking, the size of an LSC’s POSA directly
contributes to the runtime of the model-checking task. The size grows with the concurrency allowed
by the LSC, e.g. when the observation order of LSC elements is relaxed by enclosing the elements
in a coregion. We investigate decomposition properties of POSAs with deterministic states, i.e.
states with disjointly annotated outgoing transitions. We devise a procedure to decompose a POSA
with deterministic states into a set of POSAs whose intersection language is equal to the language
of the original POSA. When decomposing at dominating states, the obtained POSAs are strictly
smaller. As the majority of states in POSAs obtained for LSCs are deterministic and dominating,
model-checking of LSCs can eﬀectively be distributed.
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1 Introduction
Functional requirements on a modular system under design comprise require-
ments on the single modules, the intra-object behaviour, as well as on the
communication between the modules, the inter-object behaviour.
The Live Sequence Chart (LSC) language is a visual formalism for scenar-
ios, i.e. sequences of inter-object communication [4,9,7]. It is a conservative
extension of the well-known Message Sequence Chart (MSC) language [8] but
of signiﬁcantly enhanced expressive power, basically by providing modalities
for the whole chart, for elements like messages and conditions, and for loca-
tions in the chart. For brevity, we don’t discuss the LSC language and its
intuition in detail but now only brieﬂy recall the modalities and will elaborate
on the examples used throughout the paper. For a more thorough introduction
the reader is referred to the literature [4,9,7].
The mode of a chart is one of existential and universal and allows the
speciﬁer to distinguish examples from protocols. An example is satisﬁed by a
system if there is a system run adhering to the scenario (default interpretation
of MSCs), a protocol is satisﬁed if each run of the system adheres to the
scenario. The mode of a location, i.e. a graphical position where an LSC
element is connected to an instance line, is hot or cold. The former requires
progress, the latter does not. The mode of an LSC element, e.g. a condition or
message, is mandatory or possible. If a mandatory condition is violated, then
the run does not satisfy the LSC. If a possible condition is violated, then the
scenario is immediately exited and the run is considered to satisfy the LSC.
Just like for MSCs, the observation order of LSC elements is determined
by their relative order per instance line. Elements on diﬀerent instance lines
are unordered unless they are synchronised. Synchronising elements are in-
stantaneous messages and conditions, whose locations have to be observed
simultaneously, and asynchronous messages, whose reception has to be ob-
served strictly after its sending. But the order of observations can not only
be restricted but also explicitly relaxed by enclosing multiple elements into a
coregion, graphically indicated by a dotted line in parallel to the instance line.
For example consider the LSC body 5 shown in Fig. 1(a). The sendings and
receptions of the instantaneous messages a1 and a2 are enclosed in a coregion
as indicated by the dotted lines, hence they may occur in any order or even
simultaneously. As message ‘b’ is not enclosed in a coregion, it is supposed to
be observed strictly after both a1 and a2. In other words, the LSC shown in
Fig. 1(a) requires module Inst2 to reply with a ‘b’ after a1 and a2 have been
5 an LSC comprises an LSC body, a name, a chart mode, an activation condition, and an
activation mode (cf. Sec. 4 for an introduction of the two latter concepts)
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Inst1 Inst2
a1
a2
b
(a) Two messages coregion.
q0 a1, a2
q1a2 q2 a1
q3 b
q4 true
a1, a2
a1, a2
a1, a2
a1, a2 a1, a2
b
(b) Symbolic Automaton of Fig. 1(a).
Inst1 Inst2
a1
a2
a3
b
(c) Three messages coregion.
q0 a1, a2, a3
q1a2, a3 q2 a1, a3 q3 a1, a2
q4a3 q5 a1 q6 a2
q7 b
q8 true
a1, a2, a3
a1, a2, a3
a1, a2, a3
a1, a2, a3
a1, a2, a3
a1, a2, a3
a1, a2, a3
a2, a3
a2, a3
a2, a3
a1, a3
a1, a3
a1, a3
a1, a2
a1, a2
a1, a2
a3
a1 a2
b
(d) Symbolic Automaton of Fig. 1(c).
Fig. 1. Concurrent LSC examples. A comma (‘,’) in the transition annotation reads as a
conjunction and an overline as a negation. Each message name refers to both sending and reception
of the message since the examples use only instantaneous messages. For example, the transition
from q0 to q1 in Fig. 1(b) can only be taken if message a1 is sent and received while a2 is neither
sent nor received.
received in any order.
The semantics of LSCs [9] is explained in terms of Symbolic Automata, a
variant of Bu¨chi Automata where transitions are annotated by boolean expres-
sions instead of by elements of an alphabet. The Symbolic Automata obtained
for LSCs are actually Partially Ordered Symbolic Automata (POSA) where
the only cycles in the automaton are self-loops [12]. Fig. 1(b) shows the POSA
for the LSC in Fig. 1(a) as deﬁned by [9]. Each automaton state corresponds
directly to a partial observation or cut of the LSC. For example, state q1 cor-
responds to the cut where message a1 has been observed but a2 not yet. The
only legal continuation is to ﬁrst observe a2 and then ‘b’.
The instance lines in Fig. 1(a) being solid (not dashed) indicates that all
locations have mode hot and thus progress is enforced. Consequently there is
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only a single accepting state in the POSA in Fig. 1(b). Recall that a Bu¨chi
automaton accepts a word if the word can trigger a sequence of transitions
s.t. an accepting state is visited inﬁnitely often.
Fig. 1(c) shows basically the same LSC as Fig. 1(a) but adds a third
message a3 to be sent from module Inst1 to Inst2 before Inst2 replies with a
‘b’ message. It is not very surprising that the corresponding POSA shown in
Fig. 1(d) explodes, both in number of states and in number of transitions,
since it now encodes all interleavings of three messages.
Although being synthetic examples, the LSCs shown in Fig. 1 are not
pathological since it is common practice to leave the particular order of ac-
tions open in the requirements, in particular in higher level speciﬁcations and
in earlier stages of the development of requirements. Note that coregions are
particularly well-suited to demonstrate the impact of concurrency in an LSC
to the POSA in small examples like in Fig. 1, but in practice the far more
frequently occurring source for unrestricted orders is that elements in unre-
lated parts of an LSC are not synchronised by synchronising elements. If the
modules referred to in the speciﬁcation are supposed to run concurrently on
diﬀerent resources, the interleaving is inherently unrestricted which has to be
reﬂected in the requirements speciﬁcation.
For model-checking LSCs against system models there are two approaches
in use. Firstly, the POSA can be transformed into an observer automaton that
is parallel composed to the model [6]. For example in case of universal LSCs,
the model satisﬁes the LSC if the parallel composition satisﬁes globally that
ﬁnally an accepting state is reached. Secondly, the POSA can be translated
into a CTL formula [12,10] and directly be checked, a subset of LSCs can be
translated to an LTL formula [10].
As the size of the model in terms of states and transitions and the size of
the speciﬁcation contribute at least linearly to the worst-case time complexity
of CTL and LTL model-checking, model-checking of LSCs faces an explosion
problem on the side of the speciﬁcation in the presence of massive concurrency
in the LSC. When using the observer automaton, the checked formula is con-
stant but the size of the parallel composition of model and POSA in terms of
states and transitions depends linearly on the size of the POSA.
In the course of this paper we discuss an approach to this explosion prob-
lem by distributed model-checking. We observe that in the particular POSAs
constructed for LSCs many nodes can syntactically be identiﬁed to be deter-
ministic, i.e. that the annotations of outgoing transitions are disjoint. Addi-
tionally, some of their successor nodes are dominated, i.e. each path to these
nodes goes through their dominating node. We show that the POSA then can
be split into (strictly smaller) POSAs whose intersection language is equal
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to the original POSA’s language. Model-checking the smaller POSAs can be
performed distributedly, yielding a speedup of the model-checking process and
rendering some too resource-intensive tasks feasible.
1.1 Related Work
The employability of decomposition of the negative claim automaton, i.e. the
negation of the property automaton, in order to obtain a distributed LTL
model-checking procedure has been studied by [2,1]. They exploit strongly
connected components in the negative claim automaton to obtain a better
distribution of the state space in their distributed LTL model-checking algo-
rithm. Our approach is diﬀerent in that we don’t devise a new model-checking
algorithm but exploit properties of the automata used in LSC model-checking
to decompose only the property. Thereby, LSC model-checking can be dis-
tributed using any model-checker and does not suﬀer from the communication
overhead needed for synchronisation in [2,1]. Note that [1] independently ob-
served that their approach is well applicable to formulae that are a chain of
right-nested “Until” operators without noticing that this is exactly the struc-
ture of CSCTL [12] formulae into which POSAs can be translated.
This paper owes much to the work of Schlo¨r [11] who studied POSAs as the
basis of Symbolic Timing Diagrams, another visual formalism. He devised a
translation of POSAs to LTL and obtained a lemma by which the formula of a
deterministic POSA can be translated into a large conjunction with disjunctive
terms indicating that another part of the formula is “in charge”. Our approach
follows this same idea but applies it already on the level of the automaton.
The objective of partial order reduction is to remove some concurrency
from a model that is invisible for a particular speciﬁcation. In contrast, our
approach targets the speciﬁcation, where all concurrency has to be preseved.
1.2 Structure
The rest of the paper is structured as follows. In Sec. 2 we introduce POSAs
over signatures. Sec. 3, the main contribution of the paper, gives a decom-
position procedure for deterministic and dominating POSA states with out-
degree larger than 1 that yields strictly smaller automata whose intersection
(or union) language is equal to the original automaton’s language. Sec. 4
motivates how these results can be applied to obtain distributed LSC model-
checking and why they are expected to apply to typical LSCs. Sec. 5 provides
empirical results from an evaluation of our approach and Sec. 6 concludes.
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2 Symbolic Automata
A Symbolic Automaton [9] is basically a Bu¨chi Automaton accepting inﬁnite
words, namely those who have a run visiting an accepting state inﬁnitely often.
The diﬀerence is that the transitions of a Symbolic Automaton are labelled
by expressions over a signature, not only by elements of an alphabet as in
the general case of Bu¨chi automata. A transition in the Symbolic Automaton
can be taken if an interpretation of the predicates in the signature (together
with a ﬁxed valuation of the variables) satisﬁes the labelling expression of
the transition. Thus, the words accepted by a Symbolic Automaton over a
signature are sequences of interpretations of the predicates in the signature.
2.1 Preliminaries
Firstly, we introduce the (standard) notions of signature, structure, and valu-
ation. The boolean expressions that can be used in an LSC and as transition
annotations in Symbolic Automata are deﬁned over such a signature.
Deﬁnition 2.1 A signature S = (V,P ) comprises a set of variables V and
a set P of predicates. A tuple M = (U , I), where U is a non-empty set of
concrete values, called the universe, and I is an interpretation of the predicate
symbols in P is called a structure of S. The set of all interpretations of the
predicates P over U is denoted by IntU(S). A function σ that maps variables
to universe values, i.e. σ : V → U , is called valuation of V in U . The set of all
valuations of variables V over U is denoted by ValU(S). ♦
Deﬁnition 2.2 Let S = (V,P ) be a signature. The boolean expressions over
S, denoted by ExprS , are deﬁned by the grammar
ψ ::= true | p0 | p(x1, . . . , xn) | ¬ψ1 | ψ1 ∧ ψ2
where p0 ∈ P is a 0-ary predicate, p ∈ P of positive arity, and x1, . . . , xn ∈ V
variables. We shall use the abbreviations false, ∨, →, and ↔. ♦
The structure M is said to satisfy an expression ψ ∈ ExprS under a val-
uation σ ∈ ValU(S) iﬀ M, σ |= ψ. The “|=” relation is deﬁned inductively
over the structure of the formula as usual. A boolean expression ψ ∈ ExprS is
called tautology, denoted by |= ψ, iﬀ M, σ |= ψ for each structure M = (U , I)
of S and each valuation σ ∈ ValU(S).
The system models under consideration can readily be abstracted to a set
of system runs, i.e. to sequences of predicate interpretations. Note that it is in
our case not suﬃcient to use sequences of atomic propositions as a core LSC
may use speciﬁcation variables and predicates of positive arity.
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Deﬁnition 2.3 Let S be a signature and U a universe. An inﬁnite sequence
ι = ι0 ι1 ι2 . . . with ιi ∈ IntU(S) for i ∈  0 of interpretations of the predicates
of S is called interpretation sequence of S over U . The set of all interpretation
sequences of S over U is denoted by
−→
IntU(S).
We denote by ι(i) the i-th interpretation ιi of ι and by ι/i the suﬃx
ι(i) ι(i + 1) . . . of ι starting at the i-th interpretation. ♦
2.2 (Partially Ordered) Symbolic Automata
This section introduces the syntax and semantics of Symbolic Automata. A
Symbolic Automaton is deﬁned over a signature. Its accepted language is a
set of sequences of interpretations as deﬁned above.
Deﬁnition 2.4 Let S be a signature. A Symbolic Automaton over S is a
tuple A = (Q, qs,, F ) where Q is a ﬁnite set of states, qs ∈ Q is the initial
state, ⊆ Q × ExprS × Q is the transition relation, and F ⊆ Q is the set of
accepting states. ♦
For a Symbolic Automaton A = (Q, qs,, F ) over a signature S, we deﬁne
the binary relations →, →ˆ ⊆ Q×Q as
→:= {(q, q′) ∈ Q×Q | ∃ψ ∈ ExprS : (q, ψ, q
′) ∈}, →ˆ :=→ \{(q, q) | q ∈ Q}.
The state- and transition-size of A is |A|Q := |Q| and |A| := |  |, resp.,
and the indegree and outdegree of a state q ∈ Q is indeg(q) := |{(q′, q) ∈ →ˆ}|
and outdeg(q) := |{(q, q′) ∈ →ˆ}|.
An interpretation sequence ι is accepted by a Symbolic Automaton if it
has an accepting run in the automaton, i.e. a sequence of states starting at the
initial state where the predicate interpretation at each position of ι satisﬁes
the corresponding transition annotation in the automaton.
Deﬁnition 2.5 Let A = (Q, qs,, F ) be a Symbolic Automaton over a sig-
nature S and U a universe. Let ι = ι0 ι1 ι2 . . . ∈
−→
IntU(S) be an interpretation
sequence of S over U and σ ∈ ValU(S) a valuation.
An inﬁnite sequence π = q0 q1 q2 . . ., where qi ∈ Q for i ∈  0, is called a run
of A over ι under σ iﬀ q0 = qs and ∀ i ∈  0 ∃ (qi, ψ, qi+1) ∈: (U , ιi), σ |= ψ.
We use Πισ(A) to denote the set of runs of A over ι under σ.
By inf(π) ⊆ Q we denote the set of states that occur inﬁnitely often in π,
i.e. inf(π) := {q ∈ Q | q = qi for inﬁnitely many i ≥ 0}. A run π ∈ Π
ι
σ(A)
with inf(π) ∩ F = ∅ is called accepting.
The language accepted by a Symbolic Automaton A over S under σ is
deﬁned as Lσ(A) := { ι ∈
−→
IntU(P ) | ∃π ∈ Π
ι
σ(A) : π is accepting}. ♦
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Deﬁnition 2.6 A Symbolic Automaton A = (Q, qs,, F ) over a signature
S is called Partially Ordered Symbolic Automaton (POSA) iﬀ the reﬂexive,
transitive closure of → is antisymmetric, i.e. if →∗ is a partial order on Q. ♦
As already pointed out in the introduction, the Symbolic Automata ob-
tained for LSCs comprise at most self-loops but no cycles where diﬀerent states
are involved, thus are POSAs.
3 POSA Decomposition
In this section, we investigate the decomposition properties of (Partially Or-
dered) Symbolic Automata. We give a constructive deﬁnition that yields a
proper decomposition at deterministic states and we identify the dominance
property as a suﬃcient criterion for obtaining strictly state-smaller automata.
Deﬁnition 3.1 Let A = (Q, qs,, F ) be a Symbolic Automaton over signa-
ture S. A state q ∈ Q is called deterministic iﬀ ∀ (q, ψ1, q
′), (q, ψ2, q
′′) ∈:
q′ = q′′ =⇒ |= ¬(ψ1 ∧ ψ2). A state q ∈ Q is called reaching-deterministic iﬀ
all states q′ ∈ Q with (q′, q) ∈→∗ are deterministic. ♦
For distributed model-checking, two kinds of decomposition properties are
of interest. Corresponding to the chart mode existential, one wants to check
for a given system, i.e. a set of interpretation sequences, whether at least one
interpretation sequence is accepted by the automaton. In this case, the union
of the languages of the automata in the decomposition should be equal to the
original language. Then the query can be distributed since there is an accept-
ing run of the original automaton if one automaton from the decomposition
accepts an interpretation sequence. Corresponding to the chart mode univer-
sal, one wants to check whether the whole set of interpretation sequences is in
the language. If the intersection language of the automata in the decomposi-
tion is equal to the original language, then we can distributedly check whether
all automata in the decomposition accept all interpretation sequences.
Deﬁnition 3.2 Let A be a Symbolic Automaton over a signature S. The set
{A1, . . . ,AN}, N > 0, of Symbolic Automata over S is called
(i) an A-decomposition of A iﬀ L(A) =
⋂
1≤i≤N L(Ai) and
(ii) an E-decomposition of A iﬀ L(A) =
⋃
1≤i≤N L(Ai). ♦
The following deﬁnition constructs the universal q-decomposition at a
reaching-deterministic state q. In each automaton in the decomposition, all
but one outgoing transitions of q are removed and a new transition is added
that is labelled with the disjunction of the removed transition expressions and
leads to an accepting sink state. See Fig. 2 for a small example.
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qs
q
q0 q1
q2 q3
ψ
ψ2 ψ0
ψ1
ψ2 ψ3
true
(a) A
qs
q q1sink
q0
q2
ψ
ψ2 ψ0
ψ2
ψ1
true true
true
(b) A1
qs
q q2sink
q1
q2 q3
ψ
ψ2 ψ1
ψ3
ψ0
truetrue
true
(c) A2
Fig. 2. Universal q-decomposition of A into {A1,A2}
The following lemma establishes the desired property that a universal q-
decomposition is an A-decomposition.
The procedure is inspired by a lemma of Schlo¨r [11] which turns a disjunc-
tion
∨
i ψi of disjoint expressions into an equivalent conjunction
∧
i(ψi ∨ φi)
where φi is the disjunction of all expressions ψj with j = i (see below).
Deﬁnition 3.3 Let A = (Q, qs,, F ) be a POSA over signature S and q ∈ Q
a reaching-deterministic state with 1 < outdeg(q) =: N .
Let O = {(q, ψ1, qˆ1), . . ., (q, ψN , qˆN) | (q, qˆi) ∈ →ˆ, 1 ≤ i ≤ N} ⊆ be the set
of outgoing transitions of q, and O := \O. We deﬁne →O analogously to
the deﬁnition of → for .
The set {A1, . . . ,AN} of Symbolic Automata Ai = (Qi, qs,i, Fi) with
Qi :={q
′ ∈ Q | (qs, q
′) ∈→∗O ∨ (qˆi, q
′) ∈→∗O} ∪ {q
i
sink}
i:={(q
′, ψ, q′′) ∈O | q
′, q′′ ∈ Qi} ∪ {(q, ψi, qˆi),(q, φi, q
i
sink),(q
i
sink, true, q
i
sink)}
Fi :={q
i
sink} ∪ (F ∩Qi)
where qisink ∈ Q are fresh automaton states and φi :=
∨
j=1...N, j =i ψj , is called
the universal q-decomposition of A. ♦
Lemma 3.4 (POSA Decomposition) Let A = (Q, qs,, F ) be a POSA
over signature S and q ∈ Q a reaching-deterministic state with 1<outdeg(q) =:
N . The universal q-decomposition {A1, . . . ,AN} is an A-decomposition of A.
Proof. “
⋂
1≤i≤N Lσ(Ai) ⊆ Lσ(A)”: Let ι ∈
⋂
1≤i≤N Lσ(Ai), i.e. there exist
N accepting runs πi = q
i
0 q
i
1 . . . ∈ Π
ι
σ(Ai) for all 1 ≤ i ≤ N . We distinguish
two cases. Firstly, there is a run πi that visits q and leaves it again, and
secondly the converse, that each run πi never visits q or never leaves it.
Case 1: ∃ i ∈ {1, . . . , N} : πi = q
i
0 q
i
1 . . . q
i
k−1 q
i
k . . . ∈ Π
ι
σ(Ai), q
i
k−1 = q, q
i
k = q.
The POSA property ensures that qil = q for all l ≥ k. As q is reaching-de-
terministic, we have that qil = q
j
l for all 0 ≤ l < k and 1 ≤ j ≤ N . As
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q is deterministic, there exists i ∈ {1, . . . , N} such that qik = q
i
sink, i.e. an
automaton Ai with q
i
k ∈ Q. As in case 1, we have by i \{(q
′, ψ, qisink) | q
′ ∈
Q} ⊆ that πi ∈ Π
ι
σ(A), thus ι ∈ Lσ(A).
Case 2: for all 1 ≤ i ≤ N and for all k ∈  0, q
i
k = q =⇒ q
i
k+1 = q.
As qisink is only reachable by leaving q, this implies q
i
sink = q
i
k for all k ∈  0,
thus we have by i \{(q
′, ψ, qisink) | q
′ ∈ Qi} ⊆ that πi ∈ Π
ι
σ(A) for all
1 ≤ i ≤ N , thus ι ∈ Lσ(A).
“Lσ(A) ⊆
⋂
1≤i≤N Lσ(Ai)”: Let ι ∈ Lσ(A), i.e. there exist an accepting run
π = q0 q1 . . . ∈ Π
ι
σ(A). We distinguish the same two cases as above.
Case 1: for all k ∈  0, qk = q =⇒ qk+1 = q.
Then π ∈ Πισ(Ai) for all 1 ≤ i ≤ N by construction ofAi, i.e. ι ∈
⋂
1≤i≤N L(Ai).
Case 2: π = q0 q1 . . . qk−1 qk . . . ∈ Π
ι
σ(A), qk−1 = q, qk = q.
The POSA property ensures that ql = q for all l ≥ k. As q is reaching-
deterministic, we can construct N sequences qi0 q
i
1 . . . q
i
k−1 with q
i
l ∈ Qi and
qil = ql for all 0 ≤ l < k and 1 ≤ i ≤ N . Since (q, qk) ∈ →ˆ, there exists
i ∈ {1, . . . , N} s.t. qk = qˆi and (U , ι(k)), σ |= ψi. Thus the automaton Ai
accepts the run just as A does. Regarding Aj, 1 ≤ j = i ≤ N , we have
(U , ι(k)), σ |= φj by construction of φj . As reaching q
j
sink has the eﬀect that
every interpretation sequence suﬃx is accepted due to the self-loop, we can
conclude that π ∈ Πισ(Aj) for all Aj. Thus ι ∈
⋂
1≤i≤N L(Ai). 
The universal q-decomposition of a Symbolic Automaton as deﬁned in 3.3
yields outdeg(q) many automata, each of them comprising at most one state
and one transition more than A, i.e. |Ai|Q ≤ |A|Q + 1 and |Ai| ≤ |A|+ 1.
The decomposed automata are strictly state-smaller if q and its successors
qˆi dominate their reachable states and there is at least one reachable state
below one of the successors qˆi. A state q dominates a state q
′, written q  q′,
if all runs from the initial state qs to q
′ visit q. Intuitively, the q-decomposition
procedure then eliminates complete subtrees of the original automaton in each
decomposed automaton.
Lemma 3.5 (Dominant POSA Decomposition) Let A = (Q, qs,, F )
be a POSA over signature S. Let q ∈ Q and O ⊆ as in Def. 3.3. The
universal q-decomposition {A1, . . . ,AN} yields strictly state-smaller and at
most as transition-large automata, i.e. |Ai|Q < |A|Q and |Ai| ≤ |A| for all
1 ≤ i ≤ N , if ∀ qˆ ∈ {qˆi, . . . , qˆN} : q  qˆ ∧ (∃ q
′ ∈ Q : (qˆ, q′) ∈ →ˆ ∧ qˆ  q′).
Proof. By construction, each Qi doesn’t contain qˆj, j = i, if it is dominated
by q. Also it doesn’t contain the states dominated by qˆj, j = i, i.e. at least
two states from Q are not in Qi. Adding the sink state to Qi yields the desired
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property. With the same argument, at least two transitions from  are not in
i. Adding the two transitions into the sink state concludes the proof. 
By skipping the addition of the designated sink state in Def. 3.3, we obtain
the existential q-decomposition. This has the eﬀect that for a given sequence
ι all automata in the decomposition who do not have a matching outgoing
transition of q get stuck and do not accept ι. We state omitting the proof that
this yields an E-decomposition. Regarding the size, we have a result similar
to Lemma 3.5.
Note that the same decomposition procedure can be applied to completely
deterministic, not necessarily partially ordered, Symbolic Automata. We only
study the POSA case as the Symbolic Automata obtained for LSCs are POSAs
but may exhibit non-determinism.
4 Distributed LSC Model-checking
The semantics of core LSCs is explained in terms of Symbolic Automata in [9].
There is an unwinding procedure which translates each LSC body L into a
Symbolic Automaton AL. The semantics of the full LSC, i.e. with activation
condition, quantiﬁcation (one of universal or existential), and activation mode
(one of initial or invariant 6 ) is then deﬁned using AL as follows.
Deﬁnition 4.1 Let L be a core LSC over signature S with activation condi-
tion ac ∈ ExprS , activation mode am ∈ {initial, invariant}, and quantiﬁcation
quant ∈ {existential, universal}. Let U be a universe and AL the Symbolic
Automaton constructed according to [9]. A set of interpretation sequences
I ⊆
−→
IntU(S) is said to satisfy the LSC L, denoted I |=LSC L, iﬀ
∃ ι ∈ I ∃σ ∈ ValU(S) : am = initial ∧ ((U , ι(0)), σ |= ac ∧ ι/0 ∈ Lσ(AL))
∨am = invariant ∧ (∃ k ∈  0 : (U , ι(k)), σ |= ac ∧ ι/k ∈ Lσ(AL))
if quant = existential and, if quant = universal,
∀ ι ∈ I ∀σ ∈ ValU(S) : am = initial ∧ ((U , ι(0)), σ |= ac =⇒ ι/0 ∈ Lσ(AL))
∨am = invariant ∧ (∀ k ∈  0 : (U , ι(k)), σ |= ac =⇒ ι/k ∈ Lσ(AL)) .
The accepted language of L is L(L) := {I ⊆
−→
IntU(P ) | I |=LSC L}. ♦
In [12] we have established that the Symbolic Automata obtained for LSCs
are actually POSAs. According to Sec. 3, the prerequisite for decomposition
6 The third mode, iterative, lies out of the scope of this paper.
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αStep
L
(α, Scl1)
Step
L
(α,Scln)
αﬁn
. . .
. . .
HoldL(α)
TransL(α, Scl1) TransL(α, Scln)
ExitL(α)
true
(a) Outgoing transitions.
α0
α⊥
αﬁn
. . .
...
. . .
TransL(α0, { 
⊥
L})
ExitL(α0)
ExitL(α⊥)
true
(b) Structure of AL .
Fig. 3. The LSC body automaton
is the presence of deterministic states. To see that most states in an LSC’s
POSA are deterministic consider Fig. 3(a) and 3(b). The former shows the
general form of a state corresponding to a cut α (cf. Sec. 1 for a brief intro-
duction of cuts). There is always a self-loop annotated with HoldL(α), the
hold condition of the cut. It is the negation of the annotations of all other
outgoing transitions.
Secondly, there is always a transition to the ﬁnal node annotated with
ExitL(α), the exit condition. The annotation comprises the expressions from
cold conditions and cold local invariants active at α and the negation of mes-
sage predicates from the other outgoing transitions. If no legal exit is possible
at a particular cut, the annotation is ‘false’ and the transition is omitted in
visual representations of the automaton.
Thirdly, there are regular transitions which advance the cut by all com-
binations of enabled simclasses, denoted by Scl1, . . . , Scln in Fig. 3(a), where
a simclass is a set of elements that have to be observed simultaneously. A
simclass is enabled by a cut if its elements are located directly below the cut.
Each regular transition annotation explicitly names the combination of
messages it applies to. Consider for example the POSA in Fig. 1(b) on page 3.
The regular transitions starting at q0 name explicitly to which combination
of a1 and a2 they apply, referencing a1, a2 both positively and negated. Con-
sequently, if all enabled simclasses comprise at least one message s.t. the ex-
pressions characterising the relevant sends and receives are disjoint, then the
transitions annotations are disjoint, too. Whether send or receive expressions
are disjoint can easily be decided since they are, by deﬁnition [12], simple pred-
icates without logical connectives. Note that this directly provides a suﬃcient
criterion for determinism that can easily be evaluated within the unwinding
algorithm [9] that translates an LSC body into the POSA.
Non-deterministic states are, for example, introduced if so called ﬂoating
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conditions are used, i.e. conditions that are not co-located with messages. A
q-decomposition can only be performed until the unwinding algorithm encoun-
ters for the ﬁrst time a non-deterministic state. All predecessors of this state
are reaching-deterministic, all successor states are not. In practice, LSCs are
typically deterministic to a large amount and hence are decomposable (cf. [5];
Klose [9] explicitly recommends not to use LSCs with ﬂoating conditions in
practice since their meaning is highly counter-intuitive).
Additionally we can see that a majority of states have dominated successor
states. They correspond to locations within the LSC where the partial order is
not relaxed by e.g. coregions. Elements at these locations have to be observed
before any subsequent elements are enabled, and the corresponding POSA
reﬂects this order in terms of dominating states.
Now let L be a universal LSC, AL = (Q, qs,, F ) its POSA, and Qdec ⊆ Q
a set of states annotated to be reaching-deterministic and of out-degree greater
than one. Each {A1, . . . ,AN} obtained by applying q-decomposition to states
q ∈ Qdec is an A-decomposition by Lemma 3.4. Formally, the distribution of
model-checking L is justiﬁed as follows:
I |=LSC L
⇐⇒ ∀ ι ∈ I, σ ∈ ValU(S), k ∈  0 : (U , ι(k)), σ |= ac =⇒ ι/k ∈ Lσ(AL)
⇐⇒ ∀ ι ∈ I, σ ∈ ValU(S), k ∈  0 : (U , ι(k)), σ |= ac =⇒
∧
1≤i≤N
ι/k ∈ Lσ(Ai)
⇐⇒
∧
1≤i≤N
∀ ι ∈ I, σ ∈ ValU(S), k ∈  0 : (U , ι(k)), σ |= ac =⇒ ι/k ∈ Lσ(Ai)
The last formula corresponds to N independent model-checking tasks. For
existential LSCs, applying existential q-decomposition yields an E-decompo-
sition and a disjunction of independent (existential) model-checking tasks.
As we can apply q-decomposition to any state q ∈ Qdec, we maximally
obtain a decomposition comprising as many smaller POSAs as there are out-
going transitions on all states in Qdec; in case Qdec = Q, the maximal number
corresponds to the number of pathes permitted by the scenario. For practi-
cal distributed model-checking with a given number of N processing nodes
(CPUs) one will try to either obtain N POSAs of roughly the same size by
choosing the decomposition states accordingly or at least distribute the ob-
tained POSAs to the nodes such that the workload for each node is similar.
There are two ways for model-checking LSCs (cf. Sec.1). Firstly, the paral-
lel composition of the system and an observer automaton corresponding to the
POSA can be checked for globally ﬁnally reaching an accepting state. Since
the model-checking time is (worst-case) linear in the number of states and
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the number of transitions in the ﬁnally checked transition system, in our case
the parallel composition of model and observer, we expect a corresponding
eﬀect of decomposition. Namely, if the POSA is split into strictly smaller au-
tomata, checking the parallel composition of the model and one of the smaller
automata at a time should be faster. There is no expected speedup in the pure
model-checking time if the automaton encodes a safety property. That is, in
the special case where the automaton doesn’t make use of Bu¨chi acceptance
because a dedicated state can be identiﬁed that is entered iﬀ the speciﬁcation
is violated. Then reachability of this violation state can principally be anno-
tated to the original transition system whose size remains unchanged. But
decomposition of the automaton should aﬀect the timed needed to establish
the annotation.
Secondly, a normalised POSA, i.e. a POSA with at most one transition
between two states, can be translated into a CTL formula 7 following the
recursive deﬁnition φq = ψ(q, q) U
∨
q→ˆq′ ψ(q, q
′)∧Xφq′ from [12] where ψ(q, q
′)
is the annotation of the transition from q to q′ and ‘U’ denotes CTL’s weak
until or until operator depending on whether the node q is accepting or not.
In case of LSCs, ψ(q, q) is a hold condition, and ψ(q, q′) is an exit condition
or a transition condition as introduced above.
Without a proof we note that the size of the formula φqs for a given AL,
i.e. the number of nodes in the parse tree not counting leaf nodes (transition
annotations), computes as
|φqs| =
∑
q∈Q in-pathes(q) · 3 · outdeg(q) +
∑
q→q′ in-pathes(q)
where in-pathes(q) is the number of pathes from qs to q (with in-pathes(qs) =
1). Intuitively, the ﬁrst sum accounts for the temporal and logical operators
at each state q and the second sum counts the transition annotations. The
annotation of a transition t ∈ occurs as many times as there are pathes
to the source state of t. Note that the size of the formula depends directly
on the number of transitions in a POSA, but the number of in-pathes is
of course determined by the combination of states and transitions. For dis-
tributed model-checking we generate the (smaller) formulae of the POSAs in
the decomposition and check them independently.
In both cases, the sum of all runtimes will typically be larger than the
runtime of direct, sequential model-checking, provided direct model-checking
is possible within the given resources. The runtime of parallel model-checking
including the generation of the decomposition can be expected to be smaller
since except for the initial distribution of the tasks and the ﬁnal collection
7 the CTL formula of a universal LSC lies in the intersection of CTL and LTL [10]
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LSC original distance 1 distance 2
a3w 409/27/98 (7) 107/20/64 (49) 43/15/47
CTL 202.9s 67.0s 31.5s
198.7s 62.4s 27.0s
obs 27.0s 25.8s 26.4s
21.6s 21.4s 22.0s
a4nw 5,625/31/130 (15) 989/25/99 (65) 245/22/92
CTL 7528.2s 1625.8s 448.6s
7524.1s 1621.4s 444.1s
obs 13.7s 12.5s 27.6s
7.8s 7.4s 23.4s
a4 7.39·106/146/1023 (15) 1.34·106/121/815 -
obs 210.2s 130.0s -
50.9s 46.4s -
Fig. 4. Experiments. The ﬁrst column denotes the checked LSC. ‘a3w’ is an LSC with two pairs
of three concurrent synchronous messages, ‘a4nw’ has two pairs and ‘a4’ has three pairs of four
concurrent synchronous messages. For all rows, the third column refers to the original POSA and
the second and third row to the results of the q-decomposition applied to all nodes with distance
1 and 2 from the initial node.
In the LSC name’s row, the third column gives the number of pathes in the scenario and the
numbers of states and transitions in the original POSA, separated by slashes (‘/’). The fourth
and last columns give the numbers of pathes, states, and transitions in the largest POSA from the
decomposition. The number in parentheses is the size of the decomposition, i.e. the number of
obtained smaller POSAs.
The ‘CTL’ and ‘obs’ rows give the runtime of a complete model-checking procedure including all
pre- and post-processing. In the fourth and last columns this is the time for the largest POSA.
The rows directly below give model-checking time only.
The ‘CTL’ rows refer to the formula-based and the ‘obs’ rows to the observer-based approach. For
‘a4’ there is no ‘CTL’ row since the formula-based approach does not terminate within 3 hours.
Distance 2 has not been performed since the naive decomposition yields over 200 POSAs.
of the results, there is no communication overhead. The generation of the
decomposition itself is an easy syntactical task.
We conjecture that LSCs with pre-charts [9] can be decomposed because
by deﬁnition each path of the pre-chart implies the main-chart thus it can be
veriﬁed by checking that each decomposition of the pre-chart implies the main-
chart. In contrast, assumption LSCs [9] can generally not be decomposed,
since all pathes of an assumption are signiﬁcant at once.
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5 Empirical Evaluation
In order to obtain experimental results we have prototypically implemented
the algorithm from Def. 3.3. The decomposition nodes are heuristically chosen
by the distance from the initial node, i.e. we currently don’t try to balance
the POSA sizes. The numbers shown in Fig. 4 have been obtained using the
LSC veriﬁcation toolchain of [9] that employs the VIS [3] as model-checking
engine. As the model to be checked, we chose an existing model of reasonable
complexity and added speciﬁc behaviour s.t. the checked LSCs are satisﬁed.
The same model has been used for all runs. The three LSCs referred to in
Fig. 4 are of moderate concurrency, specifying systems of three or four modules
communicating concurrently using 12 messages in the largest LSC ‘a4’.
For small decompositions, the measurements for the formula-based way
support the expected linear inﬂuence of the POSA (and thus formula) size to
the runtime. For example, for ‘a3w’, checking the complete POSA takes 202.9s
while checking a POSA of roughly 1/4 the size takes 67.0s. Since there are
three large and four small POSAs, the whole decomposition could be checked
using 4 processing nodes within 67.0s, thus it is worthwhile to devise more
sophisticated heuristics that would, in the optimal case, yield 4 POSAs of
similar size for this example.
It is not completely understood why the expected eﬀect is hardly visible
for the observer based way. For example, in the last row the model-checking
time only goes down from about 50s to about 46s from the original to the
split automaton, although the smaller automaton is clearly smaller. The used
LSCs have a completely deterministic automaton, but they are clearly not
of the special kind discussed in Sec. 4, i.e. they don’t reduce to a safety
property. Experience shows that the observer way is not generally faster than
the formula way; it is to be investigated whether it is generally better suited
for the kind of LSCs considered in the experiments. To this end, it has to
be taken into account that the runtime of highly optimising model-checkers
like the VIS [3] we used is very discontinuous, that is, minimal changes to the
model or the automaton cause the underlying BDDs to be diﬀerently ordered
and to vary widely in size. And the size of a BDD is only a weak indication
for the expected model-checking time.
6 Conclusion and Further Work
We have devised and evaluated an eﬀective procedure for distributed LSC
model-checking based on a decomposition of the POSAs that provide the se-
mantical foundation of LSCs. The POSAs in the decomposition can still be
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checked by the formula and the observer based approach employing standard
model-checking engines. Further work comprises the development of better
heuristics to obtain decompositions of similarly sized POSAs and an investi-
gation of the deviating times for the formula and observer way.
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