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Community detection is one of the fundamental problems of net-
work analysis, for which a number of methods have been proposed.
Most model-based or criteria-based methods have to solve an opti-
mization problem over a discrete set of labels to find communities,
which is computationally infeasible. Some fast spectral algorithms
have been proposed for specific methods or models, but only on a
case-by-case basis. Here we propose a general approach for maximiz-
ing a function of a network adjacency matrix over discrete labels by
projecting the set of labels onto a subspace approximating the leading
eigenvectors of the expected adjacency matrix. This projection onto
a low-dimensional space makes the feasible set of labels much smaller
and the optimization problem much easier. We prove a general result
about this method and show how to apply it to several previously
proposed community detection criteria, establishing its consistency
for label estimation in each case and demonstrating the fundamen-
tal connection between spectral properties of the network and var-
ious model-based approaches to community detection. Simulations
and applications to real-world data are included to demonstrate our
method performs well for multiple problems over a wide range of
parameters.
1. Introduction. Networks are studied in a wide range of fields, in-
cluding social psychology, sociology, physics, computer science, probability,
and statistics. One of the fundamental problems in network analysis, and one
of the most studied, is detecting network community structure. Community
detection is the problem of inferring the latent label vector c ∈ {1, . . . ,K}n
for the n nodes from the observed n × n adjacency matrix A, specified by
Aij = 1 if there is an edge from i to j, and Aij = 0 otherwise. While the
problem of choosing the number of communities K is important, in this pa-
per we assume K is given, as does most of the existing literature. We focus
on the undirected network case, where the matrix A is symmetric. Roughly
speaking, the large recent literature on community detection in this scenario
has followed one of two tracks: fitting probabilistic models for the adjacency
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matrix A, or optimizing global criteria derived from other considerations
over label assignments c, often via spectral approximations.
One of the simplest and most popular probabilistic models for fitting
community structure is the stochastic block model (SBM) [17]. Under the
SBM, the label vector c is assumed to be drawn from a multinomial distribu-
tion with parameter pi = {pi1, . . . , piK}, where 0 ≤ pik ≤ 1 and
∑K
k=1 pik = 1.
Edges are then formed independently between every pair of nodes (i, j) with
probability Pcicj , and the K × K matrix P = [Pkl] controls the probabil-
ity of edges within and between communities. Thus the labels are the only
node information affecting edges between nodes, and all the nodes within
the same community are stochastically equivalent to each other. This rules
out the commonly encountered “hub” nodes, which are nodes of unusually
high degrees that are connected to many members of their own community,
or simply to many nodes across the network. To address this limitation, a re-
laxation that allows for arbitrary expected node degrees within communities
was proposed by [20]: the degree-corrected stochastic block model (DCSBM)
has P (Aij = 1) = θiθjPcicj , where θi’s are “degree parameters” satisfying
some identifiability constraints. In the “null” case of K = 1, both the block
model and the degree corrected block model correspond to well-studied ran-
dom graph models, the Erdo¨s-Re´nyi graph [10] and the configuration model
[8], respectively. Many other network models have been proposed to capture
the community structure, for example, the latent space model [16] and the
latent position cluster model [15]. There has also been work on extensions of
the SBM which allow nodes to belong to more than one community [2, 4, 44].
For a more complete review of network models, see [13].
Fitting models such as the stochastic block model typically involves max-
imizing a likelihood function over all possible label assignments, which is
in principle NP-hard. MCMC-type and variational methods have been pro-
posed, see for example [41, 35, 25], as well as maximizing profile likelihoods
by some type of greedy label-switching algorithms. The profile likelihood
was derived for the SBM by [6] and for the DCSBM by [20], but the label-
switching greedy search algorithms only scale up to a few thousand nodes.
[3] proposed a much faster pseudo-likelihood algorithm for fitting both these
models, which is based on compressing A into block sums and modeling them
as a Poisson mixture. Another fast algorithm for the block model based on
belief propagation has been proposed by [9]. Both these algorithms rely
heavily on the particular form of the SBM likelihood and are not easily
generalizable.
The SBM likelihood is just one example of a function that can be opti-
mized over all possible node labels in order to perform community detection.
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Many other functions have been proposed for this purpose, often not tied
to a generative network model. One of the best-known such functions is
modularity [33, 31]. The key idea of modularity is to compare the observed
network to a null model that has no community structure. To define this,
let e be an n-dimensional label vector, nk(e) =
∑n
i=1 I{ei = k} the number
of nodes in community k,
(1) Okl(e) =
n∑
i,j=1
AijI{ei = k, ej = l}
the number of edges between communities k and l, k 6= l, and Ok =
∑K
l=1Okl
the sum of node degrees in community k. Let di =
∑n
j=1Aij be the degree
of node i, and m =
∑n
i=1 di be (twice) the total number of edges in the
graph. The Newman-Girvan modularity is derived by comparing the ob-
served number of edges within communities to the number that would be
expected under the Chung-Lu model [8] for the entire graph, and can be
written in the form
(2) QNG(e) =
1
2m
∑
k
(Okk − O
2
k
m
)
The quantities Okl and Ok turn out to be the key component of many com-
munity detection criteria. The profile likelihoods of the SBM and DCSBM
discussed above can be expressed as
QBM (e) =
K∑
k,l=1
Okl log
Okl
nknl
,(3)
QDC(e) =
K∑
k,l=1
Okl log
Okl
OkOl
.(4)
Another example is the extraction criterion [45] to extract one commu-
nity at a time, allowing for arbitrary structure in the remainder of the net-
work. The main idea is to recognize that some nodes may not belong to
any community, and the strength of a community should depend on ties
between its members and ties to the outside world, but not on ties between
non-members. This criterion is therefore not symmetric with respect to com-
munities, unlike the criteria previously discussed, and has the form (using
slightly different notation due to lack of symmetry),
(5) QEX(V ) = |V ||V c|
(
O(V )
|V |2 −
B(V )
|V ||V c|
)
,
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where V is the set of nodes in the community to be extracted, V c is the com-
plement of V , O(V ) =
∑
i,j∈V Aij , B(V ) =
∑
i∈V,j∈V c Aij . The only known
method for optimizing this criterion is through greedy label switching, such
as the tabu search algorithm [12].
For all these methods, finding the exact solution requires optimizing a
function of the adjacency matrix A over all Kn possible label vectors, which
is an infeasible optimization problem. In another line of work, spectral de-
compositions have been used in various ways to obtain approximate solutions
that are much faster to compute. One such algorithm is spectral clustering
(see, for example, [34]), a generic clustering method which became popular
for community detection. In this context, the method has been analyzed by
[39, 7, 38, 22], among others, while [18] proposed a spectral method specif-
ically for the DCSBM. In spectral clustering, typically one first computes
the normalized Laplacian matrix L = D−1/2AD−1/2, where D is a diagonal
matrix with diagonal entries being node degrees di, though other normaliza-
tions and no normalization at all are also possible (see [40] for an analysis of
why normalization is beneficial). Then the K eigenvectors of the Laplacian
corresponding to the first K largest eigenvalues are computed, and their
rows clustered using K-means into K clusters corresponding to different la-
bels. It has been shown that spectral clustering performs better with further
regularization, namely if a small constant is added either to D [7, 37] or to
A [3, 19, 21].
The contribution of our paper is a new general method of optimizing
a general function f(A, e) (satisfying some conditions) over labels e. We
start by projecting the entire feasible set of labels onto a low-dimensional
subspace spanned by vectors approximating the leading eigenvectors of EA.
Projecting the feasible set of labels onto a low-dimensional space reduces the
number of possible solutions (extreme points) from exponential to polyno-
mial, and in particular from O(2n) to O(n) for the case of two communities,
thus making the optimization problem much easier. This approach is dis-
tinct from spectral clustering since one can specify any objective function f
to be optimized (as long as it satisfies some fairly general conditions), and
thus applicable to a wide range of network problems. It is also distinct from
initializing a search for the maximum of a general function with the spectral
clustering solution, since even with a good initializion the feasible space
We show how our method can be applied to maximize the likelihoods of
the stochastic block model and its degree-corrected version, Newman-Girvan
modularity, and community extraction, which all solve different network
problems. While spectral approximations to some specific criteria that can
otherwise be only maximized by a search over labels have been obtained on a
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case-by-case basis [31, 38, 32], ours is, to the best of our knowledge, the first
general method that would apply to any function of the adjacency matrix.
In this paper, we mainly focus on the case of two communities (K = 2).
For methods that are run recursively, such as modularity and community
extraction, this is not a restriction. For the stochastic block model, the
case K = 2 is of special interest and has received a lot of attention in the
probability literature (see [29] for recent advances). An extension to the
general case of K > 2 is briefly discussed in Section 2.3.
The rest of the paper is organized as follows. In Section 2, we set up
notation and describe our general approach to solving a class of optimiza-
tion problems over label assignments via projection onto a low-dimensional
subspace. In Section 3, we show how the general method can be applied to
several community detection criteria. Section 4 compares numerical perfor-
mance of different methods. The proofs are given in the Appendix.
2. A general method for optimization via low-rank approxima-
tion. To start with, consider the problem of detection K = 2 communities.
Many community detection methods rely on maximizing an objective func-
tion f(A, e) ≡ fA(e) over the set of node labels e, which can take values in,
say, {−1, 1}. Since A can be thought of as a noisy realization of E[A], the
“ideal” solution corresponds to maximizing fE[A](e) instead of maximizing
fA(e). For a natural class of functions f described below, fE[A](e) is essen-
tially a function over the set of projections of labels e onto the subspace
spanned by eigenvectors of E[A] and possibly some other constant vectors.
In many cases E[A] is a low-rank matrix, which makes fE[A](e) a function
of only a few variables. It is then much easier to investigate the behavior of
fE[A](e), which typically achieves its maximum on the set of extreme points
of the convex hull generated by the projection of the label set e. Further,
most of the 2n possible label assignments e become interior points after
the projection, and in fact the number of extreme points is at most poly-
nomial in n (see Remark 2.2 below); in particular, when projecting onto a
two-dimensional subspace, the number of extreme points is of order O(n).
Therefore, we can find the maximum simply by performing an exhaustive
search over the labels corresponding to the extreme points. Section 3.5 pro-
vides an alternative method to the exhaustive search, which is faster but
approximate.
In reality, we do not know E[A], so we need to approximate its columns
space using the data A instead. Let UA be an m× n matrix computed from
A such that the row space of UA approximates the column space of E[A] (the
choice of m × n rather than n × m is for notational convenience that will
6 LE ET AL.
become apparent below). Existing work on spectral clustering gives us mul-
tiple option for how to compute this matrix, e.g., using the eigenvectors of
A itself, of its Laplacian, or of their various regularizations – see Section 2.1
for further discussion of this issue. The algoritm works as follows:
1. Compute the approximation UA from A.
2. Find the labels e associated with the extreme points of the projection
UA[−1, 1]n.
3. Find the maximum of fA(e) by performing an exhaustive search over
the set of labels found in step 2.
Note that the first step of replacing eigenvectors of E[A] with certain vec-
tors computed from A is very similar to spectral clustering. Like in spectral
clustering, the output of the algorithm does not change if we replace UA
with UAR for any orthogonal matrix R. However, this is where the similar-
ity ends, because instead of following the dimension reduction by an ad-hoc
clustering algorithm like K-means, we maximize the original objective func-
tion. The problem is made feasible by reducing the set of labels over which
to maximize, to a particular subset found by taking into account the specific
behavior of fE[A](e) and fA(e).
While our goal in the context of community detection is to compare fA(e)
to fE[A](e), the results and the algorithm in this section apply in a general
settingwhere A may be any deterministic symmetric matrix. To emphasize
this generality, we write all the results in this section for a generic matrix A
and a generic low-rank matrix B, even though we will later apply them to
the adjacency matrix A and B = E[A].
Let A and B be n × n symmetric matrices with entries bounded by an
absolute constant, and assume B has rank m  n. Assume that fA(e) has
the general form
(6) fA(e) =
κ∑
j=1
gj(hA,j(e)),
where gj are scalar functions on R and hA,j(e) are quadratic forms of A and
e, namely
(7) hA,j(e) = (e+ sj1)
TA(e+ sj2).
Here κ is a fixed number, sj1 and sj2 are constant vectors in {−1, 1}n. Note
that by (10), the number of edges between communities has the form (7),
and by (11), the log-likelihood of the degree-corrected block model QDC is
a special case of (6) with gj(x) = ±x log x, x > 0. We similarly define fB
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and hB,j , by replacing A with B in (6) and (7). By allowing e to take values
on the cube [−1, 1]n, we can treat h and f as functions over [−1, 1]n.
Let UB be the m×n matrix whose rows are the m leading eigenvectors of
B. For any e ∈ [−1, 1]n, UAe and UBe are the coordinates of the projections
of e onto the row spaces of UA and UB, respectively. Since hB,j are quadratic
forms of B and e and B is of rank m, hB,j ’s depend on e through UBe only,
and therefore fB also depends on e only through UBe. In a slight abuse
of notation, we also use hB,j and fB to denote the corresponding induced
functions on UB[−1, 1]n.
Let EA and EB denote the subsets of labels e ∈ {−1, 1}n corresponding to
the sets of extreme points of UA[−1, 1]n and UB[−1, 1]n, respectively. The
output of our algorithm is
(8) e∗ = argmax
{
fA(e), e ∈ EA
}
.
Our goal is to get a bound on the difference between the maxima of fA
and fB that can be expressed through some measure of difference between A
and B themselves. In order to do this, we make the following assumptions.
(1) Functions gj are continuously differentiable and there exists M1 > 0
such that |g′j(t)| ≤M1 log(t+ 2) for t ≥ 0.
(2) Function fB is convex on UB[−1, 1]n.
Assumption (1) essentially means that Lipschitz constants of gj do not grow
faster than log(t+2). The convexity of fB in assumption (2) ensures that fB
achieves its maximum on UBEB. In some cases (see Section 3), the convexity
of fB can be replaced with a weaker condition, namely the convexity along
a certain direction.
Let c ∈ {−1, 1}n be the maximizer of fB over the set of label vectors
{−1, 1}n. As a function on UB[−1, 1]n, fB achieves its maximum at UB(c),
which is an extreme point of UB[−1, 1]n by assumption (2). Lemma 2.1
provides a upper bound for fA(c)− fA(e∗).
Throughout the paper, we write ‖ ·‖ for the l2 norm (i.e., Euclidean norm
on vectors and the spectral norm on matrices), and ‖ · ‖F for the Frobenius
norm on matrices. Note that for label vectors e, c ∈ {−1, 1}n, ‖e − c‖2 is
four times the number of nodes on which e and c differ.
Lemma 2.1. If assumptions (1) and (2) hold then there exists a constant
M2 > 0 such that
(9) fT (c)− fT (e∗) ≤M2n log(n)
(‖B‖ · ‖UA − UB‖+ ‖A−B‖),
where T is either A or B.
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The proof of Lemma 2.1 is given in Appendix A. To get a bound on
‖c− e∗‖, we need further assumptions on B and fB.
(3) There exists M3 > 0 such that for any e ∈ {−1, 1}n,
‖c− e‖2 ≤M3
√
n‖UB(c)− UB(e)‖.
(4) There exists M4 > 0 such that for any x ∈ UB[−1, 1]n
fB(UB(c))− fB(x)
‖UB(c)− x‖ ≥
max fB −min fB
M4
√
n
.
Assumption (3) rules out the existence of multiple label vectors with the
same projection UB(c). Assumption (4) implies that the slope of the line
connecting two points on the graph of fB at UB(c) and at any x ∈ UB[−1, 1]n
is bounded from below. Thus, if fB(x) is close to fB(UB(c)) then x is also
close to UB(c). These assumptions are satisfied for all functions considered
in Section 3.
Theorem 2.2. If assumptions (1)–(4) hold, then there exists a constant
M5 such that
1
n
‖e∗ − c‖2 ≤ M5n log n
(‖B‖ · ‖UA − UB‖+ ‖A−B‖)
max fB −min fB .
Theorem 2.2 follows directly from Lemma 2.1 and Assumptions (3) and
(4). When A is a random matrix, B = E[A], and UA contains the lead-
ing eigenvectors of A, a standard bound on ‖A − B‖ can be applied (see
Lemma B.2), which in turn yields a bound on ‖UA−UB‖ by the Davis-Kahan
Theorem. Under certain conditions, the upper bound in Theorem 2.2 is of
order o(n) (see Section 3), which shows consistency of e∗ as an estimator of
c (i.e., the fraction of mislabeled nodes goes to 0 as n→∞).
2.1. The choice of low rank approximation. An important step of our
method is replacing the “population” space UB with the “data” approxima-
tion UA. As a motivating example, consider the case of the SBM, with A the
network adjacency matrix and B = E[A]. When the network is relatively
dense, eigenvectors of A are good estimates of the eigenvectors of B = E[A]
(see [36] and [22] for recent improved error bounds). Thus, UA can just be
taken to be the leading eigenvectors of A. However, when the network is
sparse, this is not necessarily the best choice, since the leading eigenvectors
of A tend to localize around high degree nodes, while leading eigenvectors
of the Laplacian of A tend to localize around small connected components
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[27, 7, 37, 21]. This can be avoided by regularizing the Laplacian in some
form; we follow the algorithm of [3]; see also [19, 21] for theoretical analysis.
This works for both dense and sparse networks.
The regularization works as follows. We first add a small constant τ to
each entry of A, and then approximate UB through the Laplacian of A+τ11
T
as follows. Let Dτ be the diagonal matrix whose diagonal entries are sums
of entries of columns of A+ τ11T , Lτ = D
−1/2
τ (A+ τ11T )D
−1/2
τ , and ui be
leading eigenvectors of Lτ , 1 ≤ i ≤ K. Since A+τ11T = D1/2τ LτD1/2τ , we set
the appoximation UA the be the basis of the span of {D1/2ui : 1 ≤ i ≤ K}.
Following [3], we set τ = ε(λn/n), where λn is the node expected degree
of the network and ε ∈ (0, 1) is a constant which has little impact on the
performance [3].
2.2. Computational complexity. Since we propose an exhaustive search
over the projected set of extreme points, the computational feasibility of this
is a concern. A projection of the unit cube UA[−1, 1]n is the Minkowski sum
of n segments in Rm, which, by [14], implies that it has O(nm−1) vertices
of UA[−1, 1]n and they can be found in O(nm) arithmetic operations. When
m = 2, which is the primary focus of our paper, there exists an algorithm
that can find the vertices of UA[−1, 1]n in O(n log n) arithmetic operations
[14]. Informally, the algorithm first sorts the angles between the x-axis and
column vectors of UA and −UA. It then starts at a vertex of UA[−1, 1]n
with the smallest y-coordinate, and based on the order of the angles, finds
neighbor vertices of UA[−1, 1]n in a counter-clockwise order. If the angles are
distinct (which occurs with high probability), moving from one vertex to the
next causes exactly one entry of the corresponding label vector to change
the sign, and therefore the values of hA,j(e) in (7) can be updated efficiently.
In particular, if A is the adjacency matrix of a network with average degree
λn, then on avarage, each update takes O(λn) arithmetic operations, and
given UA, it only takes O(nλn log n) arithmetic operations to find e
∗ in (8).
Thus the computational complexity of this search for two communities is
not at all prohibitive – compare to the computational complexity of finding
UA itself, which is at least O(nλn log n) for m = 2.
2.3. Extension to more than two communities. Let K be the number
of communities and S be an n × K label matrix: for 1 ≤ i ≤ n, if node
i belongs to community k then Sik = 1 and Sil = 0 for all l 6= k. The
numbers of edges between communities defined by (1) are entries of STAS.
Let B =
∑K
i=1 ρiu¯iu¯
T
i define the eigendecomposition of B. The population
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version of STAS is
STBS = ST
 K∑
j=1
ρj u¯j u¯
T
j
S = K∑
j=1
ρj
(
ST u¯j
) (
ST u¯j
)T
.
Let UB be the K × n matrix whose rows are u¯Tj . Then STBS is a function
of UBS. We approximate UB by UA described in Section 2.1. Let S˜ be the
the first K − 1 columns of S. Note that the rows of S sum to one, therefore
UAS can be recovered from UAS˜. Now relax the entries of S˜ to take values
in [0, 1], with the row sums of at most one. For 1 ≤ i ≤ n and 1 ≤ j ≤ K−1,
denote by Vij the K × (K − 1) matrix such that the j-th column of Vij is
the i-th column of UA and all other columns are zero. Then
UAS˜ =
n∑
i=1
K−1∑
j=1
S˜ijVij .
Since
∑K−1
j=1 S˜ij ≤ 1,
∑K−1
j=1 S˜ijVij is a convex set in RK×(K−1), isomorphic
to a K − 1 simplex. Thus, UAS˜ is a Minkowski sum of n convex sets in
RK×(K−1). Similar to the case K = 2, we can first find the set of label
matrices S˜ corresponding to the extreme points of UAS˜ and then perform
the exhaustive search over that set.
A bound on the number of vertices of UAS˜ and a polynomial algorithm to
find them are derived by [14]. If d = K(K−1), then the number of vertices of
UAS˜ is at most O
(
n(d−1)K2(d−1)
)
, and they can be found in O
(
ndK(2d−1)
)
arithmetic operations. presents An implementation of the reverse-search al-
gorithm of [11] for computing the Minkowski sum of polytopes was presented
in [42] , who showed that the algorithm can be parallelized efficiently. We
do not pursue these improvements here, since our main focus in this paper
is the case K = 2.
3. Applications to community detection. Here we apply the gen-
eral results from Section 2 to a network adjacency matrix A, B = E[A], and
functions corresponding to several popular community detection criteria.
Our goal is to show that our maximization method gets an estimate close to
the true label vector c, which is the maximizer of the corresponding function
with B = E[A] plugged in for A. We focus on the case of two communities
and use m = 2 for the low rank approximation.
Recall the quantities O11, O22, and O12 defined in (1), which are used by
all the criteria we consider. They are quadratic forms of A and e and can be
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written as
O11(e) =
1
4
(1+ e)TA(1+ e), O22(e) =
1
4
(1− e)TA(1− e),(10)
O12(e) =
1
4
(1+ e)TA(1− e),
where 1 is the all-ones vector.
3.1. Maximizing the likelihood of the degree-corrected stochastic block model.
When a network has two communities, (4) takes the form
QDC(e) = O11 logO11 +O22 logO22 + 2O12 logO12(11)
− 2O1 logO1 − 2O2 logO2.
Thus, QDC has the form defined by (6).
For simplicity, instead of drawing c from a multinomial distribution with
parameter pi = (pi1, pi2), we fix the true label vector by assigning the first
n¯1 = npi1 nodes to community 1 and the remaining n¯2 = npi2 nodes to
community 2. Let r be the out-in probability ratio, and
(12) P = λn
(
1 r
r ω
)
be the probability matrix. We assume that the node degree parameters θi
are an i.i.d. sample from a distribution with E[θi] = 1 and 1/ξ ≤ θi ≤ ξ for
some constant ξ ≥ 1. The adjacency matrix A is symmetric and for i > j has
independent entries generated by Aij = Bernoulli(θiθjPcicj ). Throughout
the paper, we let λn depend on n, and fix r, ω, pi, and ξ. Since λn and the
network expected node degree are of the same order, in a slight abuse of
notation, we also denote by λn the network expected node degree.
Theorem 3.1 establishes consistency of our method in this setting.
Theorem 3.1. Let A be the adjacency matrix generated from the DCSBM
with λn growing at least as log
2 n as n→∞. Let UA be an approximation of
UE[A], and e
∗ the label vector defined by (8) with fA = QDC . Then for any
δ ∈ (0, 1), there exists a constant M = M(r, ω, pi, ξ, δ) > 0 such that with
probability at least 1− δ, we have
1
n
‖c− e∗‖2 ≤M log n
(
λ−1/2n + ‖UA − UE[A]‖
)
.
In particular, if UA is a matrix whose row vectors are leading eignvectors of
A, then the fraction of mis-clustered nodes is bounded by M log n/
√
λn.
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Note that assumption (2) is difficult to check for QDC but a weaker ver-
sion, namely convexity along a certain direction, is sufficient for proving
Theorem 3.1. The proof of Theorem 3.1 consists of checking assumptions
(1), (3), (4), and a weaker version of assumption (2). For details, see Ap-
pendix C.1.
3.2. Maximizing the likelihood of the stochastic block model. While the
regular SBM is a special case of DCSBM when θi = 1 for all i, its likeli-
hood is different and thus maximizing it gives a different solution. With two
communities, (3) admits the form
QBM (e) = QDC(e) + 2O1 log
O1
n1
+ 2O2 log
O2
n2
,
where n1 = n1(e) and n2 = n2(e) are the numbers of nodes in two commu-
nities and can be written as
(13) n1 =
1
2
(1+ e)T1 =
1
2
(n+ eT1), n2 =
1
2
(1− e)T1 = 1
2
(n− eT1).
Theorem 3.2. Let A be the adjacency matrix generated from the SBM
with λn growing at least as log
2 n as n→∞. Let UA be an approximation of
UE[A], and e
∗ the label vector defined by (8) with fA = QBM . Then for any
δ ∈ (0, 1), there exists a constant M = M(r, ω, pi, ξ, δ) > 0 such that with
probability at least 1− n−δ, we have
1
n
‖c− e∗‖2 ≤M log n
(
λ−1/2n + ‖UA − UE[A]‖
)
.
In particular, if UA is a matrix whose row vectors are leading eignvectors of
A, then the fraction of mis-clustered nodes is bounded by M log n/
√
λn.
Note that QBM does not have the exact form of (6) but a small mod-
ification shows that Lemma 2.1 still holds for QBM . Also, assumption (2)
is difficult to check for QBM but again a weaker condition of convexity
along a certain direction is sufficient for proving Theorem 3.2. The proof
of Theorem 3.2 consists of showing the analog of Lemma 2.1, checking as-
sumptions (3), (4), and a weaker version of assumption (2). For details, see
Appendix C.2.
3.3. Maximizing the Newman–Girvan modularity. When a network has
two communities, up to a constant factor the modularity (2) takes the form
QNG(e) = O11 +O22 − O
2
1 +O
2
2
O1 +O2
=
2O1O2
O1 +O2
− 2O12.
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Again, QNG does not have the exact form (6), but with a small modification,
the argument used for proving Lemma 2.1 and Theorem 2.2 still holds for
QNG under the regular SBM.
Theorem 3.3. Let A be the adjacency matrix generated from the SBM
with λn growing at least as log n as n→∞. Let UA be an approximation of
UE[A], and e
∗ the label vector defined by (8) with fA = QNG. Then for any
δ ∈ (0, 1), there exists a constant M = M(r, ω, pi, ξ, δ) > 0 such that with
probability at least 1− n−δ, we have
1
n
‖c− e∗‖2 ≤M
(
λ−1/2n + ‖UA − UE[A]‖
)
.
In particular, if UA is a matrix whose row vectors are leading eignvectors of
A, then the fraction of mis-clustered nodes is bounded by M/
√
λn.
It is easy to see that QNG is Lipschitz with respect to O1, O2, and O12,
which is stronger than assumption (1) and ensures the proof of Lemma 2.1
goes through. The proof of Theorem 3.3 consists of checking assumptions (2),
(3), (4), and the Lipschitz condition for QNG. For details, see Appendix C.3.
3.4. Maximizing the community extraction criterion. Identifying the com-
munity V to be extracted with a label vector e, the criterion (5) can be
written as
QEX(e) =
n2
n1
O11 −O12,
where n1, n2 are defined by (13). Once again QEX does not have the ex-
act form (6), but with small modifications of the proof, Lemma 2.1 and
Theorem 2.2 still hold for QEX .
Theorem 3.4. Let A be the adjacency matrix generated from the SBM
with the probability matrix (12), ω = r, and λn growing at least as log n
as n → ∞. Let UA be an approximation of UE[A], and e∗ the label vector
defined by (8) with fA = QEX . Then for any δ ∈ (0, 1), there exists a
constant M = M(r, ω, pi, ξ, δ) > 0 such that with probability at least 1−n−δ,
we have
1
n
‖c− e∗‖2 ≤M
(
λ−1/2n + ‖UA − UE[A]‖
)
.
In particular, if UA is a matrix whose row vectors are leading eignvectors of
A, then the fraction of mis-clustered nodes is bounded by M/
√
λn.
The proof of Theorem 3.4 consists of verifying a version of Lemma 2.1
and assumptions (2), (3), and (4), and is included in Appendix C.4.
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3.5. An alternative to exhaustive search. While the projected feasible
space is much smaller than the original space, we may still want to avoid
the exhaustive search for e∗ in (8). The geometry of the projection of the
cube can be used to derive an approximation to e∗ that can be computed
without a search.
−20 −15 −10 −5 0 5 10 15 20
−20
−15
−10
−5
0
5
10
15
20
n1 = n2 = 150
λ = 15, r = 0.2
Fig 1. The projection of the cube [−1, 1]n onto two-dimensional subspace. Blue corresponds
to the projection onto eigenvectors of A, and red onto the eigenvectors of E[A]. The red
contour is the boundary of UE[A][−1, 1]n; the blue dots are the extreme points of UA[−1, 1]n.
Circles (at the corners) are ± projections of the true label vector; squares are ± projections
of the vector of all 1s.
Recall that UE[A] is an 2× n matrix whose rows are the leading eigenvec-
tors of E[A], and UA approximates UE[A]. For SBM, it is easy to see that
UE[A][−1, 1]n, the projection of the unit cube onto the two leading eigen-
vectors of UE[A], is a parallelogram with vertices {±UE[A]1,±UE[A]c}, where
1 ∈ Rn is a vector of all 1s (see Lemma C.1 in the supplement). We can
then expect the projection UA[−1, 1]n to look somewhat similar – see the
illustration in Figure 1. Note that ±UE[A]c are the farthest points from the
line connecting the other two vertices, UE[A]1 and −UE[A]1. Motivated by
this observation, we can estimate c by
cˆ = arg max
{
〈UAe, (UA1)⊥〉 : e ∈ {−1, 1}n
}
(14)
= sign(uT1 1u2 − uT2 1u1),
where UA = (u1, u2)
T and (UA1)
⊥ is the unit vector perpendicular to UA1.
Note that cˆ depends on UA only, not on the objective function, a prop-
erty it shares with spectral clustering. However, cˆ provides a deterministic
estimate of the labels based on a geometric property of UA, while spec-
tral clustering uses K-means, which is iterative and typically depends on
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a random initialization. Using this geometric approximation allows us to
avoid both the exhaustive search and the iterations and initialization of
K-means, although it may not always be as accurate as the search. When
the community detection problem is relatively easy, we expect the geomet-
ric approximation to perform well, but when the problem becomes harder,
the exhaustive search should provide better results. This intuition is con-
firmed by simulations in Section 4. Theorem 3.5 shows that cˆ is a consistent
estimator. The proof is given in Appendix B.
Theorem 3.5. Let A be an adjacency matrix generated from the SBM
with λn growing at least as log n as n → ∞. Let UA be an approximation
to UE[A]. Then for any δ ∈ (0, 1) there exists M = M(r, ω, pi, ξ, δ) > 0 such
that with probability at least 1− n−δ, we have
1
n
‖cˆ− c‖2 ≤M‖UA − UE[A]‖2.
In particular, if UA is a matrix whose row vectors are leading eignvectors of
A, then the fraction of mis-clustered nodes is bounded by M/λn.
3.6. Theoretical comparisons. There are several results on the consis-
tency of recovering the true label vector under both the SBM and the
DCSBM. The balanced planted partition model G(n, an ,
b
n), which is the
simplest special case of the SBM, has received much attention recently, es-
pecially in the probability literature. This model assumes that there are two
communities with n/2 nodes each, and edges are formed within communi-
ties and between communities with probabilities a/n and b/n, respectively.
When (a − b)2 ≤ 2(a + b), no method can find the communities [28]. Al-
gorithms based on non-backtracking random walks that can recover the
community structure better than random guessing if (a − b)2 > 2(a + b)
have been proposed in [30, 26] Moreover, if (a− b)2/(a+ b)→∞ as n→∞
then the fraction of mis-clustered nodes goes to zero with high probability.
Under the model G(n, an ,
b
n), our theoretical results require that a+ b grows
at least as log n. This matches the requirements on the expected degree λn
needed for consistency in [6] for the SBM and in [46] for the DCSBM.
When the expected node degree λn is of order log n, spectral clustering
using eigenvectors of the adjacency matrix can correctly recover the com-
munities, with fraction of mis-clustered nodes up to O(1/ log n) [22]. In this
regime, our method for maximizing the Newman-Girvan and the commu-
nity extraction criteria mis-clusters at most O(1/
√
λn) fraction of the nodes.
For maximizing the likelihoods of the SBM and DCSBM, we require that
λn is of order log
2 n, and the fraction of mis-clustered nodes is bounded by
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O(log n/
√
λn). For Newman-Girvan modularity as well as the SBM likeli-
hood, [6] proved strong consistency (perfect recovery with high probabil-
ity) under the SBM when λn grows faster than log n. However, they used
a label-switching algorithm for finding the maximizer, which is computa-
tionally infeasible for larger networks. A much faster algorithm based on
pseudo-likelihood was proposed by [3], who assumed that the initial esti-
mate of the labels (obtained in practice by regularized spectral clustering)
has a certain correlation with the truth, and showed that the fraction of
mis-clustered nodes for their method is O(1/λn). Recently, [21] analyzed
regularized spectral clustering in the sparse regime when λn = O(1), and
showed that with high probability, the fraction of mis-clustered nodes is
O(log6 λn/λn). In summary, our assumptions required for consistency are
similar to others in the literature even though the approximation method is
fairly general.
4. Numerical comparisons. Here we briefly compare the empirical
performance of our extreme point projection method to several other meth-
ods for community detection, both general (spectral clustering) and those
designed specifically for optimizing a particular community detection cri-
terion, using both simulated networks and two real network datasets, the
political blogs and the dolphins data described in in Section 4.5. Our goal
in this comparison is to show that our general method does as well as the
algorithms tailored to a particular criterion, and thus we are not trading off
accuracy for generality.
For the four criteria discussed in Section 3, we compare our method of
maximizing the relevant criterion by exhaustive search over the extreme
points of the projection (EP, for extreme points), the approximate version
based on the geometry of the feasible set described in Section 3.5 (AEP,
for approximate extreme points), and regularized spectral clustering (SCR)
proposed by [3], which are all general methods. We also include one method
specific to the criterion in each comparison. For the SBM, we compare to
the unconditional pseudo-likelihood (UPL) and for the DCSBM, to the con-
ditional pseudo-likelihood (CPL), two fast and accurate methods developed
specifically for these models by [3]. For the Newman-Girvan modularity, we
compare to the spectral algorithm of [31], which uses the leading eigenvector
of the modularity matrix (see details in Section 4.3). Finally, for community
extraction we compare to the algorithm proposed in the original paper [45]
based on greedy label switching, as there are no faster algorithms available.
The simulated networks are generated using the parametrization of [3],
as follows. Throughout this section, the number of nodes in the network
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is fixed at n = 300, the number of communities K = 2, and the true label
vector c is fixed. The number of replications for each setting is 100. First, the
node degree parameters θi are drawn independently from the distribution
P(Θ = 0.2) = γ, and P(Θ = 1) = 1 − γ. Setting γ = 0 gives the standard
SBM, and γ > 0 gives the DCSBM, with 1−γ the fraction of hub nodes. The
matrix of edge probabilities P is controlled by two parameters: the out-in
probability ratio r, which determines how likely edges are formed within and
between communities, and the weight vector w = (w1, w2), which determines
the relative node degrees within communities. Let
P0 =
[
w1 r
r w2
]
.
The difficulty of the problem is largely controlled by r and the overall ex-
pected network degree λ. Thus we rescale P0 to control the expected degree,
setting
P =
λP 0
(n− 1)(piTP 0pi)(E[Θ])2 ,
where pi = n−1(n1, n2), and nk is the number of nodes in community k.
Finally, edges Aij are drawn independently from a Bernoulli distribution
with P(Aij = 1) = θiθjPcicj .
As discussed in Section 2.1, a good approximation to the eigenvectors
of E[A] is provided by the eigenvectors of the regularized Laplacian. SCR
uses these eigenvectors u1, u2 as input to K-means (computed here with
the kmeans function in Matlab with 40 random initial starting points). EP
and AEP use {D1/2u1, D1/2u2} to compute the matrix UA (see Section 2.1).
To find extreme points and corresponding label vectors in the second step
of EP, we use the algorithm of [14]. For m = 2, it essentially consists of
sorting the angles of between the column vectors of UA and the x-axis. In
case of multiple maximizers, we break the tie by choosing the label vector
whose projection is the farthest from the line connecting the projections
of ±1 (following the geometric idea of Section 3.5). For CPL and UPL,
following [3], we initialize with the output of SCR and set the number of
outer iterations to 20.
We measure the accuracy of all methods via the normalized mutual in-
formation (NMI) between the label vector c and its estimate e. NMI takes
values between 0 (random guessing) and 1 (perfect match), and is defined
by [43] as NMI(c, e) = −∑i,j Rij log RijRi+R+j (∑ij Rij logRij)−1, where R
is the confusion matrix between c and e, which represents a bivariate prob-
ability distribution, and its row and column sums Ri+ and R+j are the
corresponding marginals.
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Fig 2. The degree-corrected stochastic block model. Top row: boxplots of NMI between true
and estimated labels. Bottom row: average NMI against the out-in probability ratio r. In
all plots, n1 = n2 = 150, λ = 15, and γ = 0.5.
4.1. The degree-corrected stochastic block model. Figure 2 shows the per-
formance of the four methods for fitting the DCSBM under different param-
eter settings. We use the notation EP[DC] to emphasize that EP here is used
to maximize the log-likelihood of DCSBM. In this case, all methods perform
similarly, with EP performing the best when community-level degree weights
are different (w = (1, 3)), but just slightly worse than CPL when w = (1, 1).
The AEP is always somewhat worse than the exact version, especially when
w = (1, 3), but overall their results are comparable.
4.2. The stochastic block model. Figure 3 shows the performance of the
four methods for fitting the regular SBM (γ = 0). Over all, four methods
provide quite similar results, as we would hope good fitting methods will.
The performance of the appoximate method AEP is very similar to that of
EP, and the model-specific UPL marginally outperforms the three general
methods.
4.3. Newman–Girvan modularity. The modularity function QˆNG can be
approximately maximized via a fast spectral algotithm when partitioning
into two communities [31]. Let B = A − P where Pij = didj/m, and write
QˆNG(e) =
1
2me
TBe. The approximate solution (LES, for leading eigenvector
signs) assigns node labels according to the signs of the corresponding entries
of the leading eigenvector of B. For a fair comparison to other methods
relying on eigenvectors, we also use the regularized A + τ11T instead of A
OPTIMIZATION VIA LOW-RANK APPROXIMATION 19
0 0.1 0.2 0.3 0.4
0.4
0.6
0.8
1
N
M
I
r
 
 
w = (1, 1)
0 0.1 0.2 0.3 0.4
0.4
0.6
0.8
1
N
M
I
r
 
 
w = (1, 3)
0.4
0.6
0.8
1
SCR AEP EP[BM] UPL
N
M
I
w = (1, 1), r = 0.3
0.4
0.6
0.8
1
SCR AEP EP[BM] UPL
N
M
I
w = (1, 3), r = 0.3
SCR
AEP
EP[BM]
UPL
SCR
AEP
EP[BM]
UPL
Fig 3. The stochastic block model. Top row: boxplots of NMI between true and estimated
labels. Bottom row: average NMI against the out-in probability ratio r. In all plots, n1 =
n2 = 150, λ = 15, and γ = 0.
here, since empirically we found that it slightly improves the performance of
LES. Figure 4 shows the performance of AEP, EP[NG], and LES, when the
data are generated from a regular block model (γ = 0). The two extreme
point methods EP[NG] and AEP both do slightly better than LES, especially
for the unbalanced case of w = (1, 3), and there is essentially no difference
between EP[NG] and AEP here.
4.4. Community extraction criterion. Following the original extraction
paper of [45], we generate a community with background from the regular
block model with K = 2, n1 = 60, n2 = 240, and the probability matrix
proportional to
P0 =
(
0.4 0.1
0.1 0.1
)
.
Thus, nodes within the first community are tightly connected, while the rest
of the nodes have equally weak links with all other nodes and represent the
background. We consider four values for the average expected node degree,
15, 20, 25, and 30. Figure 5 shows that EP[EX] performs better than SCR
and AEP, but somewhat worse than the greedy label-switching tabu search
used in the original paper for maximizing the community extraction criterion
(TS). However, the tabu search is very computationally intensive and only
feasible up to perhaps a thousand nodes, so for larger networks it is not an
option at all, and no other method has been previously proposed for this
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Fig 4. Newman-Girvan modularity. Top row: boxplots of NMI between true and estimated
labels. Bottom row: average NMI against the out-in probability ratio r. In all plots, n1 =
n2 = 150, λ = 15, and γ = 0.
problem. The AEP method, which does not agree with AE as well as in the
other cases, probably suffers from the inherent assymetry of the extraction
problem.
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Fig 5. Community extraction. The boxplots of NMI between true and estimated labels. In
all plots, n1 = 60, n2 = 240, and γ = 0.
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4.5. Real-world network data. The first network we test our methods on,
assembled by [1], consists of blogs about US politics and hyperlinks between
blogs. Each blog has been manually labeled as either liberal or conservative,
which we use as the ground truth. Following [20], and [46], we ignore direc-
tions of the hyperlinks and only examine the largest connected component
of this network, which has 1222 nodes and 16,714 edges, with the average
degree of approximately 27. Table 1 and Figure 6 show the performance of
different methods. While AEP, EP[DC], and CPL give reasonable results,
SCR, UPL, and EP[BM] clearly miscluster the nodes. This is consistent with
previous analyses which showed that the degree correction has to be used
for this network to achieve the correct partition, because of the presense of
hub nodes.
Table 1
The NMI between true and estimated labels for real-world networks.
Method SCR AEP EP[BM] EP[DC] UPL CPL
Blogs 0.290 0.674 0.278 0.731 0.001 0.725
Dolphins 0.889 0.814 0.889 0.889 0.889 0.889
The second network we study represents social ties between 62 bottlenose
dolphins living in Doubtful Sound, New Zealand [24, 23]. At some point
during the study, one well-connected dolphin (SN100) left the group, and
the group split into two separate parts, which we use as the ground truth
in this example. Table 1 and Figure 7 show the performance of different
methods. In Figure 7, node shapes represent the actual split, while the colors
represent the estimated label. The star-shaped node is the dolphin SN100
that left the group. Excepting that dolphin, SCR, EP[BM], EP[DC], UPL,
and CPL all miscluster one node, while AEP misclusters two nodes. Since
this small network can be well modelled by the SBM, there is no difference
between DCSBM and SBM based methods, and all methods perform well.
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Fig 6. The network of political blogs. Node diameter is proportional to the logarithm of its
degree and the colors represent community labelss.
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APPENDIX A: PROOF OF RESULTS IN SECTION 2
The following Lemma bounds the Lipschitz constants of hB,j and fB on
UB[−1, 1]n.
Lemma A.1. Assume that Assumption (1) holds. For any j ≤ κ (see 6),
and x, y ∈ UB[−1, 1]n, we have∣∣hB,j(x)− hB,j(y)∣∣ ≤ 4√n‖B‖ · ‖x− y‖,∣∣fB(x)− fB(y)∣∣ ≤ M√n log(n)‖B‖ · ‖x− y‖,
where M is a constant independent of n.
Proof of Lemma A.1. Let e, s ∈ [−1, 1]n such that x = UBe, y = UBs
and denote L =
∣∣hB,j(x)− hB,j(y)∣∣. Then
L =
∣∣(e+ sj1)TB(e+ sj2)− (s+ sj1)TB(s+ sj2)∣∣
=
∣∣eTB(e− s) + (e− s)TBs+ (sj2 + sj1)TB(e− s)∣∣
≤ 4√n‖B(e− s)‖.
Let B =
∑m
i=1 ρiuiu
T
i be the eigendecomposition of B. Then
‖B(e− s)‖2 =
∥∥∥ m∑
i=1
ρiuiu
T
i (e− s)
∥∥∥2 = ∥∥∥ m∑
i=1
ρi(xi − yi)ui
∥∥∥2
=
m∑
i=1
ρ2i (xi − yi)2 ≤ ‖B‖2
m∑
i=1
(xi − yi)2 = ‖B‖2 · ‖x− y‖2.
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Therefore L ≤ 4√n‖B‖ · ‖x− y‖. Since hB,j are quadratic, they are of order
O(n2). Hence by Assumption (1), the Lipschitz constants of gj are of order
log(n). Therefore∣∣fB(x)− fB(y)∣∣ ≤ 4√n log(n)‖B‖ · ‖x− y‖,
which completes the proof.
In the following proofs we use M to denote a positive constant indepen-
dent of n the value of which may change from line to line.
Proof of Lemma 2.1. Since ‖e+ sj1‖ ≤ 2
√
n and ‖e+ sj2‖ ≤ 2
√
n,
|hA,j(e)− hB,j(e)| = |(e+ sj1)T (A−B)(e+ sj2)|
≤ 4n‖A−B‖.
Since hA,j and hB,j are of order O(n
2), g′j are bounded by log(n). Together
with assumption (1) it implies that there exists M > 0 such that
(15) |fA(e)− fB(e)| ≤Mn log(n)‖A−B‖.
Let eˆ = arg max{fB(e), e ∈ EA}. Then fA(e∗) ≥ fA(eˆ) and by (15) we get
fB(eˆ)− fB(e∗) ≤ fB(eˆ)− fA(eˆ) + fA(e∗)− fB(e∗)(16)
≤ Mn log(n)‖A−B‖.
Denote by conv(S) the convex hull of a set S. Then UAc ∈ conv(UAEA) and
therefore, there exists ηe ≥ 0,
∑
e∈EA ηe = 1 such that
UAc =
∑
e∈EA
ηeUA(e) = UA
( ∑
e∈EA
ηee
)
.
Hence
dist
(
UBc, conv(UBEA)
) ≤ ∥∥∥UBc− UB( ∑
e∈EA
ηee
)∥∥∥(17)
=
∥∥∥(UB − UA)c+ (UA − UB) ∑
e∈EA
ηee
∥∥∥
≤ 2√n ‖UA − UB‖.
Let y ∈ conv(UBEA) be the closest point from conv(UBEA) to UBc, i.e.
‖UBc− y‖ = dist
(
UBc, conv(UBEA)
)
.
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By 17 and Lemma A.1, we have
(18) fB(UBc)− fB(y) ≤Mn log(n)‖B‖ · ‖UA − UB‖.
The convexity of fB implies that fB(y) ≤ fB(UB eˆ), and in turn,
(19) fB(UBc)− fB(UB eˆ) ≤Mn log(n)‖B‖ · ‖UA − UB‖.
Note that fB(UBe) = fB(e) for every e ∈ [−1, 1]n. Adding (16) and (19), we
get (9) for T = B. The case T = A then follows from (15) because replacing
B with A induces an error which is not greater than the upper bound of (9)
for T = B.
APPENDIX B: PROOF OF THEOREM 6
We first present the closed form of eigenvalues and eigenvectors of E[A]
under the regular block models.
Lemma B.1. Under the SBM, the nonzero eigenvalues ρi and corre-
sponding eigenvectors u¯i of E[A] have the following form. For i = 1, 2,
ρi =
λn
2
[
(pi1 + pi2ω) + (−1)i−1
√
(pi1 + pi2ω)2 − 4pi1pi2(ω − r2)
]
,
u¯i =
1√
n(pi1r2i + pi2)
(ri, ri, ..., ri, 1, 1, ..., 1)
T , where
ri =
2pi2r
(pi2ω − pi1) + (−1)i
√
(pi1 + pi2ω)2 − 4pi1pi2(ω − r2)
.
The first n¯1 = npi1 entries of u¯i equal ri
(
n(pi1r
2
i + pi2)
)−1/2
and the last
n¯2 = npi2 entries of u¯i equal
(
n(pi1r
2
i + pi2)
)−1/2
.
Proof of Lemma B.1. Under the SBM E[A] is a two-by-two block ma-
trix with equal entries within each block. It is easy to verify directly that
E[A]u¯i = ρiu¯i for i = 1, 2.
Lemma B.2 bounds the difference between the eigenvalues and eigenvec-
tors of A and those of E[A] under the SBM. It also provides a way to simplify
the general upper bound of Theorem 2.2.
Lemma B.2. Under the SBM, let UA and UE[A] be 2×n matrices whose
rows are the leading eigenvectors of A and E[A], respectively. For any δ > 0,
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there exists a constant M = M(r, ω, pi, δ) > 0 such that if λn > M log(n)
then with probability at least 1− n−δ, we have
(20) ‖A− E[A]‖ ≤M
√
λn,
(21) ‖UA − UE[A]‖ ≤
M√
λn
.
Proof of Lemma B.2. Inequality (20) follows directly from Theorem
5.2 of [22] and the fact that the maximum of the expected node degrees is
of order λn. Inequality (21) is a consequence of (20) and the Davis-Kahan
theorem (see Theorem VII.3.2 of [5]) as follows. By Lemma B.1, the nonzero
eigenvalues ρ1 and ρ2 of A¯ are of order λn. Let
S =
[
ρ2 −M
√
λn, ρ1 +M
√
λn
]
.
Then ρ1, ρ2 ∈ S and the gap between S and zero is of order λn. Let P¯ be the
projector onto the subspace spanned by two leading eigenvectors of E[A].
Since λn grows faster than ‖A − E[A]‖ by 20, only two leading eigenvalues
of A belong to S. Let P be the projector onto the subspace spanned by two
leading eigenvectors of A. By the Davis-Kahan theorem,
‖UA − UE[A]‖ = ‖P¯ − P‖ ≤
2‖A− E[A]‖
λn
≤ 2M√
λn
,
which completes the proof.
Before proving Theorem 3.5 we need to establish the following lemma.
Lemma B.3. Let x, y, x¯, and y¯ be unit vectors in Rn such that 〈x, y〉 =
〈x¯, y¯〉 = 0. Let P and P¯ be the orthogonal projections on the subspaces
spanned by {x, y} and {x¯, y¯} respectively. If ‖P − P¯‖ ≤  then there exists
an orthogonal matrix K of size 2× 2 such that ||(x, y)K − (x¯, y¯)||F ≤ 9.
Proof of Lemma B.3. Let x0 = Px¯ and y0 = P y¯. Since ‖P − P¯‖ ≤ ,
it follows that ‖x¯− x0‖ ≤  and ‖y¯ − y0‖ ≤ . Let x⊥ = x0‖x0‖ , then
‖x¯− x⊥‖ ≤ ‖x¯− x0‖+ ‖x0 − x⊥‖ ≤ + |1− ‖x0‖| ≤ 2.
Also 〈x⊥, y0〉 = 〈x⊥, y0− y¯〉+ 〈x⊥− x¯, y¯〉 implies that |〈x⊥, y0〉| ≤ 3. Define
z = y0 − 〈y0, x⊥〉x⊥. Then 〈z, x⊥〉 = 0, ‖y¯ − z‖ ≤ ‖y¯ − y0‖+ ‖y0 − z‖ ≤ 4,
and |1− ‖z‖| = |‖y¯‖ − ‖z‖| ≤ 4. Let y⊥ = 1‖z‖z, then
‖y¯ − y⊥‖ ≤ ‖y¯ − z‖+ ‖z − y⊥‖ ≤ 4+ |1− ‖z‖| ≤ 8.
Therefore ‖(x¯, y¯)− (x⊥, y⊥)‖F ≤ 9. Finally, let K = (x, y)T (x⊥, y⊥).
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Proof of Theorem 3.5. Denote ε = ‖UA − UE[A]‖, U = (u1, u2)T =
UA, and U¯ = (u¯1, u¯2)
T = UE[A]. We first show that there exists a constant
M > 0 such that with probability at least 1− δ,
(22) min
∥∥∥(uT1 1u2 − uT2 1u1)± (u¯T1 1u¯2 − u¯T2 1u¯1)∥∥∥ ≤Mε√n.
Let R = ( 0 −11 0 ) be the pi/2-rotation on R2. Then
uT1 1u2 − uT2 1u1 = UTRU1, u¯T1 1u¯2 − u¯T2 1u¯1 = U¯TRU¯1.
By Lemma B.2 and Lemma B.3, there exists an orthogonal matrix K such
that if E = (E1, E2) = U
T − U¯TK then ||E||F ≤ 9ε. By replacing UT with
E + U¯TK, the left hand side of (22) becomes
min
∥∥∥(E + U¯TK)R (E + U¯TK)T 1± U¯TRU¯1∥∥∥ .
Note that KTRK = R if K is a rotation, and KTRK = −R if K is a
reflection. Therefore, it is enough to show that∥∥U¯TKRET1+ ERKT U¯1+ ERET1∥∥ ≤M√n.
Note that |ETi 1| ≤
√
n‖Ei‖ ≤ 9ε
√
n and ‖E‖F ≤ 9ε ≤ 18, so
‖ERET1‖ = ‖ET2 1E1 − ET1 1E2‖ ≤ 182ε
√
n.
From Lemma B.1 we see that U¯1 =
√
n(s1, s2)
T for some s1 and s2 not
depending on n. It follows that
‖ERKT U¯1‖ = √n‖(E2 − E1)KT (s1, s2)T ‖ ≤Mε
√
n
for some M > 0. Analogously,
‖U¯TKRET1‖ = ‖U¯TK(−ET2 1, ET1 1)T ‖ ≤Mε
√
n,
and (22) follows. By Lemma B.1, we have
U¯TRU¯1 = α(pi2, pi2, ..., pi2,−pi1, ...,−pi1)T ,
where α does not depend on n; the first n1 entries of U¯
TRU¯1 equal αpi2
and the last n2 entries of U¯
TRU¯1 equal αpi1. For simplicity, assume that in
(22) the minimum is when the sign is negative (because cˆ is unique up to a
factor of −1). If node i is mis-clustered by cˆ then
|(UTRU1)i − (U¯TRU¯1)i| ≥ min
i
|(U¯TRU¯1)i| =: η.
Let k be the number of mis-clustered nodes, then by (22), η
√
k ≤ Mε√n.
Therefore the fraction of mis-clustered nodes, k/n, is of order ε2. If UA is
formed by the leading eigenvectors of A, then it remains to use inequality
(21) of Lemma B.2.
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APPENDIX C: PROOF OF RESULTS IN SECTION 3
Let us first describe the projection of the cube under regular block models,
which will be used to replace Assumption (2). See Figure 1 for an illustration.
Lemma C.1. Consider the regular block models and let R = UE[A][−1, 1]n.
Then R is a parallelogram; the vertices of R are {±UE[A](c),±UE[A](1)},
where c is a true label vector. The angle between two adjacent sides of R
does not depend on n.
Proof of Lemma C.1. Eigenvectors of E[A] are computed in Lemma B.1.
Let
x =
(
r1
(
n(pi1r
2
1 + pi2)
)−1/2
, r2
(
n(pi1r
2
2 + pi2)
)−1/2)T
,
y =
((
n(pi1r
2
1 + pi2)
)−1/2
,
(
n(pi1r
2
2 + pi2)
)−1/2)T
.
Then R = {(1 + · · ·+ n¯1)x+ (n¯1+1 + · · ·+ n)y, i ∈ [−1, 1]}, and it is
easy to see that R is a parallelogram. Vertices of R correspond to the cases
when 1 = · · · = n¯1 = ±1 and n¯1+1 = · · · = n = ±1. The angle between
two adjacent sides of R equals the angle between √nx and √ny, which does
not depend on n.
C.1. Proof of results in Section 3.1. Under degree-corrected block
models, let us denote by A¯ the conditional expectation of A given the degree
parameters θ = (θ1, ..., θn)
T . Note that if θi ≡ 1 then A¯ = EA. Since A¯
depends on θ, its eigenvalues and eigenvectors may not have a closed form.
Nevertheless, we can approximate them using ρi and u¯i from Lemma B.1.
To do so, we need the following lemma.
Lemma C.2. Let M = ρ1x1x
T
1 + ρ2x2x
T
2 , where x1, x2 ∈ Rn, ‖x1‖ =
‖x2‖ = 1, ρ1 6= 0, and ρ2 6= 0. If c = 〈x1, x2〉 then the eigenvalues zi and
corresponding eigenvectors yi of M have the following form. For i = 1, 2,
zi =
1
2
[
(ρ1 + ρ2) + (−1)i−1
√
(ρ2 − ρ1)2 + 4ρ1ρ2c2
]
,
yi = (cρ1)x1 + (zi − ρ1)x2.
If ρ1 and ρ2 are fixed, ρ1 ≥ ρ2, and c = o(1) as n → ∞ then eigenvalues
and eigenvectors of M have the form
z1 = ρ1 +O(c
2), z2 = ρ2 +O(c
2),
y1 = x1 +O(c)x2, y2 = x2 +O(c)x1.
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Proof of Lemma C.2. It is easy to verify that Myi = ziyi for i = 1, 2.
The asymptotic formulas of zi and yi then follow directly from the forms of
zi and yi.
The next lemma shows the approximation of eigenvalues and eigenvectors
of A¯.
Lemma C.3. Consider the degree-corrected block models (described in
Section 3.1) and let Dθ = diag(θ). Denote by A¯ the conditional expectation
of A given θ. Then for any δ ∈ (0, 1), with probability at least 1 − δ, the
nonzero eigenvalues ρθi and corresponding eigenvectors u¯
θ
i of A¯ have the
following form. For i = 1, 2,
ρθi = ρi‖Dθu¯i‖2 (1 +O(1/n)) ,
u¯θ1 =
u˜θ1
‖u˜θ1‖
, where u˜θ1 =
Dθu¯1
‖Dθu¯1‖ +O
(
n−1/2
) Dθu¯2
‖Dθu¯2‖ ,
u¯θ2 =
u˜θ2
‖u˜θ2‖
, where u˜θ2 =
Dθu¯2
‖Dθu¯2‖ +O
(
n−1/2
) Dθu¯1
‖Dθu¯1‖ ,
where ρi, u¯i, and ri are defined in Lemma B.1.
Proof of Lemma C.3. Let M = ρ1u¯1u¯
T
1 + ρ2u¯2u¯
T
2 be the expectation
of the adjacency matrix in the regular block model setting. In the degree-
corrected block model setting, given θ, we have
E[A] = DθMDθ = ρ1Dθu¯1(Dθu¯1)T + ρ2Dθu¯2(Dθu¯2)T
= ρ1‖Dθu¯1‖2 Dθu¯1‖Dθu¯1‖
(Dθu¯1)
T
‖Dθu¯1‖ + ρ2‖Dθu¯2‖
2 Dθu¯2
‖Dθu¯2‖
(Dθu¯2)
T
‖Dθu¯2‖ .
We are now in the setting of Lemma C.2 with
c =
(‖Dθu¯1‖‖Dθu¯2‖)−1〈Dθu¯1, Dθu¯2〉
= cθ
[
pi1
√
(pi1r21 + pi2)(pi1r
2
2 + pi2)‖Dθu¯1‖‖Dθu¯2‖
]−1
,
where cθ =
1
n
[
pi1(θ
2
n¯1+1 + · · ·+ θ2n)− pi2(θ21 + · · ·+ θ2n¯1)
]
.
Note that the two sums in the formula of cθ have the same expectation. It
remains to apply Hoeffding’s inequality to each sum.
Since we do not have closed-form formulas for eigenvectors of A¯, we can
not describe UA¯[−1, 1]n explicitly. Lemma C.4 provides an approximation of
UA¯[−1, 1]n. It will be used to replace Assumption (2).
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Lemma C.4. Consider the setting of Lemma C.3 and let Rθ = UA¯[−1, 1]n
and
(23) Rˆθ = conv {±UA¯(c),±UA¯(1)} .
Then Rˆθ is a parallelogram and the angle between two adjacent sides is
bounded away from zero and pi; Rθ is well approximated by Rˆθ in the sense
that
dist
(
Rθ, Rˆθ
)
= sup
x∈Rθ
inf
y∈Rˆθ
‖x− y‖ = O(1)
as n→∞.
Proof of Lemma C.4. Let vi = ‖Dθu¯i‖−1Dθu¯i, i = 1, 2, V = (v1, v2)T ,
andRV = V [−1, 1]n. Following the same argument in the proof of Lemma C.1,
it is easy to show that RV is a parallelogram with vertices {±V c,±V 1}. By
Lemma C.3, ‖vi − u¯θi ‖ = O(n−1/2), which in turn implies dist
(Rθ,RV ) =
O(1). The distance between two parallelograms RV and Rˆθ is bounded by
the maximum of the distances between corresponding vertices, which is also
of order O(1) because ‖vi − u¯θi ‖ = O(n−1/2). Finally by triangle inequality
dist
(
Rˆθ,Rθ
)
≤ dist
(
Rˆθ,RV
)
+ dist
(
RV ,Rθ
)
= O(1).
The angle between two adjacent sides of RV equals the angle between
√
nx
and
√
ny, where x and y are defined in the proof of Lemma C.1, which
does not depend on n. Since dist(Rˆθ,RV ) = O(1), the angle between two
adjacent sides of Rˆθ is bounded from zero and pi.
Before showing properties of the profile log-likelihood, let us introduce
some new notations. Let O¯11, O¯12, O¯22, and Q¯DC be the population version
of O11, O12, O22, and QDC , when A is replaced with A¯. We also use Q¯BM ,
Q¯NG, and Q¯EX to denote the population version of QBM , QNG, and QEX
respectively. The following discussion is about Q¯DC , but it can be carried
out for Q¯BM , Q¯NG, and Q¯EX with obvious modifications and the help of
Lemma C.6.
Note that O¯11, O¯12, and O¯22 are quadratic forms of e and A¯, therefore
Q¯DC depends on e through UA¯e, where UA¯ is the 2×n matrix whose rows are
eigenvectors of A¯. With a little abuse of notation, we also use O¯ij , i, j = 1, 2,
and Q¯DC to denote the induced functions on UA¯[−1, 1]n. Thus, for example
if x ∈ UA¯[−1, 1]n then Q¯DC(x) = Q¯DC(UA¯e) for any e ∈ [−1, 1]n such that
x = UA¯e.
OPTIMIZATION VIA LOW-RANK APPROXIMATION 33
To simplify Q¯DC , let ρ
θ
1 and ρ
θ
2 be eigenvalues of A¯ as in Lemma C.3 and
let
t = (t1, t2)
T = UA¯1, µ = (ρ
θ
1t1, ρ
θ
2t2)
T .
We parameterize x ∈ UA¯[−1, 1]n by x = αt + βv, where v = (v1, v2)T
is a unit vector perpendicular to µ. If we denote a = 14(ρ
θ
1t
2
1 + ρ
θ
2t
2
2) and
b = 14(ρ
θ
1v
2
1 + ρ
θ
2v
2
2), then
O¯11 = (α+ 1)
2a+ β2b, O¯22 = (α− 1)2a+ β2b, O¯12 = (1− α2)a− β2b,
O¯1 = O¯11 + O¯12 = 2(1 + α)a, O¯2 = O¯22 + O¯12 = 2(1− α)a.
Note that O¯11O¯22 − O¯212 = 4β2ab > 0 since ρθ1 and ρθ2 are positive by
Lemma C.3. With a little abuse of notation, we also use Q¯DC(α, β) to denote
the value of Q¯DC in the (α, β) coordinates described above. We now show
some properties of Q¯DC .
Lemma C.5. Consider Q¯ = Q¯DC on Rˆθ defined by (23). Then
(a) Q¯(α, 0) is a constant.
(b) ∂
2Q¯
∂β2
≥ 0, ∂Q¯∂β > 0 if β > 0 and ∂Q¯∂β < 0 if β < 0. Thus, Q¯ achieves
minimum when β = 0 and maximum on the boundary of Rˆθ.
(c) Q¯ is convex on the boundary of Rˆθ. Thus, Q¯ achieves maximum at
±UA¯(c).
(d) For any x ∈ UA¯[−1, 1]n, if Q¯(UA¯(c))− Q¯(x) ≤  then
‖UA¯(c)− x‖ ≤ 4
√
n
(
Q¯(UA¯(c))−minRˆθ Q¯
)−1
.
(e) For any δ ∈ (0, 1), maxRˆθ Q¯−minRˆθ Q¯ is of order nλn with probability
at leat 1− δ.
Parts (a) and (b) are used to prove part (c), which together with Lemma C.4
will be used to replace Assumption (2). Parts (d) verifies Assumption (4),
and part (e) provides a way to simplify the upper bound in part (d).
Proof of Lemma C.5. Note that because Rˆθ ⊂ Rθ, O¯11, O¯12, and O¯22
are nonnegative on Rˆθ. Also, if we multiply O¯11, O¯12, and O¯22 by a con-
stant η > 0 then the resulting function has the form ηQ¯ + C, where C is
a constant not depending on (α, β), and therefore the behavior of Q¯ that
we are interested in does not change. In this proof we use η = 1/a. Since Q¯
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is symmetric with respect to β, after multiplying by 1/a, we replace β2b/a
with β and only consider β ≥ 0. Thus, we may assume that
O¯11 = (α+ 1)
2 + β, O¯22 = (α− 1)2 + β, O¯12 = (1− α2)− β,(24)
O¯1 = O¯11 + O¯12 = 2(1 + α), O¯2 = O¯22 + O¯12 = 2(1− α).
(a) With (24) and β = 0, it is straightforward to verify that Q(α, 0) does
not depend on α.
(b) Simple calculation shows that
∂Q¯
∂β
= log
O¯11O¯22
O¯212
≥ 0, ∂
2Q¯
∂β2
=
1
O¯11
+
1
O¯22
+
2
O¯12
≥ 0.
(c) We show that Q¯ is convex on the boundary line connecting UA¯(1)
and UA¯(c). Let (α0, β0)
T be the coordinates of UA¯(c), where β0 > 0 and
α0 ∈ (−1, 1). We parameterize the segment connecting UA¯(c) and UA¯(1) by{(
α,
β0(1− α)
1− α0
)T
, α ∈ [α0, 1]
}
.(25)
With this parametrization, O¯11, O¯12, and O¯22 have the forms
O¯11 = (α+ 1)
2 + ρ(α− 1)2, O¯22 = (α− 1)2 + ρ(α− 1)2
O¯12 = (1− α2)− ρ(α− 1)2, ρ = β
2
0
(1− α0)2 .
Simple calculation shows that
1
2
d2Q¯
dα2
= (ρ+ 1) log
(ρ+ 1)O¯11
[α+ 1 + ρ(α− 1)]2
+
4ρ
[α+ 1][α+ 1 + ρ(α− 1)] −
8ρ
O¯11
.
Note that the value of the right-hand side at α = 1 is (ρ+1) log(ρ+1)−ρ ≥ 0
for any ρ ≥ 0. Therefore to show that d2Q¯
dα2
≥ 0, it is enough to show that
d2Q¯
dα2
is non-increasing. Simple calculation shows that
d3Q¯
dα3
= 16ρ2
[
(α− 1)2ρ+ α2 − 2α− 3]×
× [(3α+ 1)(α− 1)ρ+ 3(α+ 1)2]D−1,
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where D = O¯211(α+1)
2 [α+ 1 + ρ(α− 1)]2. Since ρ(1−α) ≤ (1+α) because
O¯12 ≥ 0, it follows that
(α− 1)2ρ+ α2 − 2α− 3 ≤ (1− α)(1 + α) + α2 − 2α− 3 = −2(α+ 1) ≤ 0.
Note that if (3α + 1)(α − 1) ≥ 0 then (3α + 1)(α − 1)ρ + 3(α + 1)2 ≥ 0.
Otherwise 3α+ 1 ≥ 0 and since ρ(α− 1) ≥ −(1 + α), it follows that
(3α+ 1)(α− 1)ρ+ 3(α+ 1)2 ≥ −(3α+ 1)(α+ 1) + 3(α+ 1)2 = 2(α+ 1) ≥ 0.
Thus d
3Q¯
dα3
≤ 0. We have shown that Q¯ is convex on the segment connecting
UA¯(c) and UA¯(1). The same argument applies for other sides of the boundary
of Rˆθ.
(d) Let (αx, βx) be the parameters of x, xˆ be the point with parameters
(αx, 0), and x
∗ be the point on the boundary of RˆU with parameters (αx, β∗x).
Without loss of generality we assume that x∗ is on the line connecting xc =
UA¯(c) and x1 = UA¯(1). Note that (a),(b), and (c) imply
Q¯(xc) ≥ Q¯(x∗) ≥ Q¯(x) ≥ Q¯(xˆ) = Q¯(x1).
Let ` = Q¯(xc)−minRˆθ Q¯. Since Q¯(αx, β) is convex in β (by (b)), we have
‖x∗ − x‖
‖x∗ − xˆ‖ ≤
Q¯(x∗)− Q¯(x)
Q¯(x∗)− Q¯(xˆ) ≤
Q¯(xc)− Q¯(x)
Q¯(xc)− Q¯(xˆ) ≤

`
.
Therefore ‖x∗ − x‖ ≤ `−1‖x∗ − xˆ‖ ≤ 2√n`−1. Since Q¯ is convex on the
boundary of Rˆθ, we have
‖xc − x∗‖
‖xc − x1‖ ≤
Q¯(xc)− Q¯(x∗)
Q¯(xc)− Q¯(x1) ≤
Q¯(xc)− Q¯(x)
Q¯(xc)− Q¯(x1) ≤

`
,
which in turn implies ‖xc − x∗‖ ≤ `−1‖xc − x1‖ ≤ 2
√
n`−1. Finally by
triangle inequality
‖xc − x‖ ≤ ‖xc − x∗‖+ ‖x∗ − x‖ ≤ 4
√
n`−1.
(e) Note that minRˆθ Q¯ = Q¯(α0, 0) = Q¯(0, 0). Also, to find Q¯(c)− Q¯(0) we
do not have to calculate O¯1 log O¯1 + O¯2 log O¯2 since along the line α = α0,
O¯1 and O¯2 do not change. Simple calculation with Hoeffding’s inequality
show that with probability at least 1− δ the following hold
O¯11(0) = O¯22(0) = O¯12(0) =
nλn
4
(
pi21 + ωpi
2
2 + 2pi1pi2r
)
+O(λn
√
n),
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O¯11(c) = nλnpi
2
1 + O¯(λn
√
n), O¯22(c) = nλnωpi
2
2 +O(λn
√
n),
O¯12(c) = nλnpi1pi2r +O(λn
√
n).
By the remark at the beginning of the proof of Lemma C.5, we can take
η = nλn, and therefore Q¯(UA¯(c))−minRˆθ Q¯ is of order nλn.
Proof of Theorem 3.1. Note that Q¯ = Q¯DC does not satisfy all As-
sumptions (1)–(4), therefore we can not apply Theorem 2.2 directly. Instead
we will follow the idea of the proof of Lemma 2.1.
We first show that Q¯ satisfies Assumption (1). For Q¯, the functions gj
in (6) has the form g(z) = z log(z). We can assume that z > 1 because
otherwise g(z) is bounded by a constant. Since g′(z) = 1 + log(z), g′(z) does
not grow faster than log(z), and therefore assumption (1) holds.
Note that by Lemma C.4, dist
(
Rˆ, Rˆθ
)
is bounded by a constant; by
Lemma A.1, the Lipschitz constant of Q¯ is of order O
(√
n log(n)‖A¯‖).
Therefore, to prove Lemma 2.1, and in turn Theorem 3.1, it is enough to
consider Q¯ on Rˆθ.
Note also that Q¯ may not be convex, therefore Assumption (2) may not
hold. But we now show that the convexity of Q¯ is not needed. In the proof
of Lemma 2.1, the convexity of fB is used only at one place to show that
(18) implies (19), or more specifically, that fB(y) ≤ fB(UB(eˆ)). Note that
by 17, ‖y − UA¯(c)‖ ≤ 2
√
n‖UA − UA¯‖. By Lemma C.5 part c, Q¯ achieves
maximum at UA¯(c), a vertex of Rˆθ; by Lemma C.4, the angle between two
adjacent sides of Rˆθ is bounded away from zero and pi. Thus, there exists
s ∈ EA such that ‖y − UA¯(s)‖ ≤M
√
n‖UA − UA¯‖. By Lemma A.1 we have
|Q¯(y)− Q¯(UA¯(s))| ≤Mn log(n)‖A¯‖ · ‖UA − UA¯‖.
Therefore in (18) we can replace y with UA¯(s), and (19) follows by definition
of eˆ.
We now check assumptions (3) and (4). To check the assumption (3), we
first assume that UA¯ = (Dθ(u¯1, u¯2))
T , where u¯1 and u¯2 are from Lemma B.1,
and Dθ = diag(θ). The first n¯1 = npi1 column vectors of (u¯1, u¯2)
T are equal
and we denote by ξ1. The last n¯2 = npi2 column vectors of (u¯1, u¯2)
T are also
equal and we denote by ξ2. Then
UA¯(c)− UA¯(e) =
n¯1∑
i=1
θi(1− ei)ξ1 +
n∑
i=n¯1+1
θi(−1− ei)ξ2
= k1
n¯1∑
i=1
θiξ1 − k2
n∑
i=n¯1+1
θiξ2,
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where k1 =
∑n¯1
i=1(1 − ei), k2 =
∑n
i=n¯1
(1 + ei), and ‖e − c‖2 = k1 + k2. By
Lemma B.1, entries of ξ1, ξ2 are of order 1/
√
n and the angle between ξ1, ξ2
does not depend on n, it follows that
√
n‖UA¯(c)−UA¯(e)‖ is of order k1 +k2.
By Lemma C.3, it is easy to see that the argument still holds for the actual
UA¯.
Assumption (4) follows directly from part (e) of Lemma C.5.
Combining Assumptions (3), (4), and Lemma 2.1, we see that Theo-
rem 2.2 holds. Note that the conclusion of Lemma B.2 still holds if we
replace E[A] with A¯, except the constant M now also depends on ξ, that
is M = M(r, ω, pi, δ) > 0. The upper bound in Theorem 2.2 is simplified
by Lemma B.2 and part d of Lemma C.5. The bound in Theorem 2.2 is
simplified by (20) of Lemma B.2 and part e of Lemma C.5:
‖e∗ − c‖2 ≤Mn log n
(
λ−1/2n + ‖UA − UE[A]‖
)
.
If UA is formed by eigenvectors of A then using (21) of Lemma B.2, we
obtain
‖e∗ − c‖2 ≤ Mn log n√
λn
.
The proof is complete.
C.2. Proof of results in Section 3.2. We follow the notation intro-
duced in the discussion before Lemma C.5. Lemma C.6 provides the form
of n1 and n2 as functions defined on the projection of the cube.
Lemma C.6. Consider the block models and let R = UE[A][−1, 1]n. In
the coordinate system xe = UE[A](e), the functions n1 and n2 defined by
(13) admit the forms
n1 =
√
n(
√
n+ ϑTx)/2, n2 =
√
n(
√
n− ϑTx)/2,
where ϑ is a vector with ‖ϑ‖ < M for some M > 0 not depending on n. In
the coordinate system (α, β), n1 and n2 admit the forms
n1 =
√
n
2
[
(1 + α) + sβ
]
, n2 =
√
n
2
[
(1− α)− sβ],
where s is a constant.
Proof of Lemma C.6. Let U∗ = (UTE[A],
1√
n
1)T and RU∗ = U∗[−1, 1]n.
For each e ∈ [−1, 1]n, let z = 1√
n
1T e, so that U∗e = ( xz ). Then
n1 =
√
n(
√
n+ z)/2, n2 =
√
n(
√
n− z)/2.
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By Lemma C.1, the first n¯1 row vectors of UE[A] are equal, and the last n¯2
row vectors of UE[A] are also equal. Therefore U
∗ has rank two, and RU∗ is
contained in a hyperplane. It follows that z is a linear function of x, and in
turn, a linear function of (α, β).
In the coordinate system x, n1(0) = n/2 implies z(0) = 0; n1(1) = n
implies z(x1) =
√
n; n1(c) = n¯1 = npi1 implies z(xc) = (2pi1 − 1)
√
n. Since
‖x1‖ and ‖xc‖ are of order
√
n by Lemma B.1 and Lemma C.3, there exists
a constant M > 0 such that z = ϑTx for some vector ϑ with ‖ϑ‖ < M .
In the coordinate system (α, β), n1(0) = n2(0) = n/2 implies z(0) = 0;
n1(1) = n implies z(1, 0) =
√
n; n1(−1) = 0 implies z(−1, 0) = −
√
n.
Therefore along the line β = 0, z(α, 0) =
√
nα. For any fixed α, z is a linear
function of β with the same coefficient, so z(α, β) =
√
nα+ s
√
nβ for some
constant s.
Lemma C.7 show some properties of Q¯BM . Parts (b) gives a weaker ver-
sion of convexity of Q¯BM . Part (c) together with Lemma C.1 will be used
to replace Assumption (2). Part (d) verifies Assumption (4), and part (e)
simplifies the upper bound in part (d).
Lemma C.7. Consider Q¯ = Q¯BM on R = UE[A][−1, 1]n. Then
(a) Q¯(α, 0) is a constant.
(b) ∂
2Q¯
∂β2
≥ 0, ∂Q¯∂β > 0 if β > 0 and ∂Q¯∂β < 0 if β < 0. Thus, Q¯ achieves
minimum when β = 0 and maximum on the boundary of R.
(c) Q¯ is convex on the boundary of R. Thus, Q¯ archive maximum at ±UE[A]c.
(d) If Q¯(UE[A]c)− Q¯(x) ≤  then
‖UE[A]c− x‖ ≤ 4
√
n
(
Q¯(UE[A]c)−minR Q¯
)−1
.
(e) Q¯(UE[A](c))−minR Q¯ is of order nλn.
Proof of Lemma C.7. Let G = O¯1 log
O¯1
n1
+ O¯2 log
O¯2
n2
, then Q¯BM =
Q¯DCBM + 2G. By Lemma C.5, to show (a), (b), and (c), it is enough to
show that G satisfies those properties. Parts (d) and (e) follow from (a),
(b), and (c) by the same argument used to prove Lemma C.5. Note that if
we multiply O¯1 and O¯2 by a positive constant, or multiply n1 and n2 by a
positive constant, then the behavior of G does not change, since O¯1 + O¯2 is
a constant. Therefore by Lemma C.6 we may assume that
O¯1 = 2(1 + α), O¯2 = 2(1− α),
n1 = (1 + α) + sβ, n2 = (1− α)− sβ.
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(a) It is easy to see that G(α, 0) is a constant.
(b) Simple calculation shows that
∂G
∂β
=
4s2β
n1n2
,
∂2G
∂β2
=
4s2
(n1n2)2
(
1− α2 + s2β2) ,
and the statement follows.
(c) We show that G is convex on the segment connecting UE[A]c and
UE[A]1. With the parametrization (25), n1 and n2 have the form
n1 = (1 + α) + s(1− α), n2 = (1− α)− s(1− α),
for some constant s. Simple calculation shows that
d2G
dα2
=
4
O¯1
− 2(1− s)
n1
− 4s(1− s)
n21
.
Note that when α = 1, the right hand side equals s2 ≥ 0. Therefore, to show
that G is convex, it is enough to show that the second derivative of G is
non-increasing. The third derivative of G has the form
d3G
dα3
=
8s2
n31(1 + α)
2
[
(3α+ 1)s− 3α− 3].
Note that n1 ≥ 0 implies s ≥ −1+α1−α ; n2 ≥ 0 implies s ≤ 1. Consider function
h(s) = (3α+ 1)s− 3α− 3 on
[
1+α
1−α , 1
]
. Since
h
(
1 + α
1− α
)
=
−4(1 + α)
1− α ≤ 0, h(1) = −2 < 0,
h(s) ≤ 0 and G is convex.
Note that Q¯BM does not have the exact form of (6). A small modification
shows that Lemma 2.1 still holds for Q¯BM .
Lemma C.8. Let Q = QBM , Q¯ = Q¯BM , and UA be an approximation
of UE[A]. Under the assumptions of Theorem 3.2, there exists a constant
M = M(r, w, pi, δ) > 0 such that with probability at least 1− n−δ, we have
Q¯(xc)− Q¯(xe∗) ≤Mn log n
(√
λn + λn‖UA − UE[A]‖
)
.
In particular, if UA is the matrix whose row vectors are leading eigenvectors
of A, then
Q¯(xc)− Q¯(xe∗) ≤Mn log n
√
λn.
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Proof of Lemma C.8. Let Gi = Oi log ni and G¯i = O¯i log ni for i =
1, 2. Also, let G = QDCBM and G¯ = Q¯DCBM . Then
Q = G+G1 +G2, Q¯ = G¯+ G¯1 + G¯2.
In the proof of Theorem 3.1 we have shown that G satisfies Assumption (1).
Therefore inequality (15) in the proof of Lemma 2.1 also holds for G:
(26) |G(e)− G¯(e)| ≤Mn log n‖A− EA‖.
The same type of inequality holds for Gi as well. Indeed, since ‖1 + e‖2 =
2(1+ e)T1 = 4n1, we have
|Gi(e)− G¯i(e)| = | log n1||(1 + e)T (A− E[A])1|(27)
≤ 2n log(n)‖A− E[A]‖.
From (26) and (27) we obtain
(28) |Q(e)− Q¯(e)| ≤Mn log n‖A− EA‖.
Let eˆ = arg max{Q¯(e), e ∈ EA}. Using (28) and definition of e∗, we have
Q¯(eˆ)− Q¯(e∗) ≤ Q¯(eˆ)−Q(eˆ) +Q(e∗)− G¯(e∗)(29)
≤ Mn log(n)‖A− E[A]‖.
Let y ∈ conv(UE[A]EA) such that ‖UE[A](c)−y‖ = dist
(
UE[A](c), conv(UE[A]EA)
)
.
Using the same argument as in the proof of Lemma 2.1, we obtain
(30) ‖UE[A](c)− y‖ ≤ 2
√
n ‖UA − UE[A]‖,
and there exists a constant M > 0 such that∣∣O¯1(y)− O¯1(UE[A](c))∣∣ ≤ Mn‖E[A]‖.‖UA − UE[A]‖
≤ Mnλn‖UA − UE[A]‖.
By Lemma C.1, the angle between two adjacent sides of R does not depend
on n. Therefore (30) implies that there exists s ∈ EA such that
(31) ‖UE[A](c)− UE[A](s)‖ ≤M
√
n‖UA − UE[A]‖.
Denote xe = UE[A](e) for e ∈ [−1, 1]n. By Lemma A.1 the Lipchitz constant
of G¯ on UE[A][−1, 1]n is of order
√
n‖E[A]‖ log n ≤ √nλn log n. Therefore
from (31) we have
(32) G¯(xc)− G¯(xs) ≤Mnλn log n‖UA − UE[A]‖.
OPTIMIZATION VIA LOW-RANK APPROXIMATION 41
We will show that the same inequality holds for G¯i, and thus also for Q¯. By
triangle inequality we have
(33) G¯i(xc)− G¯i(xs) ≤ |O¯i(xs)− O¯i(xc)|| log ni(xc)|+ O¯i(xs)
∣∣∣∣log ni(xs)ni(xc)
∣∣∣∣ .
To bound the first term on the right-hand side of (33), we note that by
Lemma A.1, the Lipchitz constant of O¯i is of order
√
n‖E[A]‖ ≤ λn
√
n.
Using (31) we obtain
|O¯i(xs)− O¯i(xc)|| log ni(xc)| ≤ |O¯i(xs)− O¯i(xc)| log n(34)
≤ Mnλn log n‖UA − UE[A]‖.
We now bound the second term on the right-hand side of (33). By Lemma C.6,
there exist M ′ > 0 not depending on n and a vector ϑ such that ‖ϑ‖ ≤M ′
and
|ni(xc)− ni(xs)| = |ϑT (xc − xs)|/2 ≤M ′‖xc − xs‖(35)
≤ M ′√n‖UA − UE[A]‖.
Note that ni(xc) = n¯i = npi1 and |ni(xc) − ni(xs)| = o(n) by (35). Using
(35) and the inequality log(1 + t) ≤ 2|t| for |t| ≤ 1/2, we have∣∣∣∣log ni(xs)ni(xc)
∣∣∣∣ = ∣∣∣∣log(1 + ni(xs)− ni(xc)ni(xc)
)∣∣∣∣(36)
≤ 2M
′√n‖UA − UE[A]‖
ni(xc)
.
By definition, O¯i(xs) is at most O(nλn). Therefore from (36) we obtain
(37) |O¯i(xs)| ·
∣∣∣∣log ni(xs)ni(xc)
∣∣∣∣ ≤Mλn√n‖UA − UE[A]‖.
Using (32), (33), (34), (37), and the fact that Q¯(xs) ≤ Q¯(xeˆ), we get
Q¯(xc)− Q¯(xeˆ) ≤ Q¯(xc)− Q¯(xs) ≤Mnλn log n‖UA − UE[A]‖.(38)
Finally, from (29), inequality (20) of Lemma B.2, and (38), we obtain
Q¯(xc)− Q¯(xe∗) ≤Mn log n
(√
λn + λn‖UA − UE[A]‖
)
.
If UA is formed by eigenvectors of A then it remains to use inequality (21)
of Lemma B.2. The proof is complete.
Proof of Theorem 3.2. The proof is similar to that of Theorem 3.1,
with the help of Lemma C.7 and Lemma C.8.
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C.3. Proof of results in Section 3.3. We follow the notation intro-
duced in the discussion before Lemma C.5.
Proof of Theorem 3.3. Note that Q¯ = Q¯NG does not have the exact
form of (6). We first show that Q¯ is Lipschitz with respect to O¯1, O¯2, and
O¯12, which is stronger than assumption (1) and ensures that the argument
in the proof of Lemma 2.1 is still valid.
To see that Q¯ is Lipschitz, consider the function h(x, y) = xyx+y , x ≥ 0, y ≥
0. The gradient of h has the form ∇h(x, y) =
(
y2
(x+y)2
, x
2
(x+y)2
)
. It is easy to
see that ∇h(x, y) is bounded by √2. Therefore h is Lipschitz, and so is Q¯.
Simple calculation shows that Q¯ = 2bβ2. Therefore Q¯ is convex, and by
Lemma C.1, it achieves maximum at the projection of the true label vector.
Thus, assumption (2) holds. Assumption (3) follows from Lemma B.1 by the
same argument used in the proof of Theorem 3.1. Assumption (4) follows
from the convexity of Q¯ and the argument used in the proof of part (e)
of Lemma C.5. Note that Q¯(0) = 0 and Q¯(c) is of order nλn, therefore
Theorem 3.3 follows from Theorem 2.2.
C.4. Proof of results in Section 3.4. We follow the notation intro-
duced in the discussion before Lemma C.5. We first show some properties
of Q¯EX . Parts (b) and (c) verify Assumption (2), and part (d) verifies As-
sumption (4).
Lemma C.9. Let Q¯ = Q¯EX . Then
(a) Q¯(α, 0) = 0.
(b) Q¯ is convex.
(c) If pi21 > rpi
2
2 then the maximum value of Q¯ is nλnpi1pi2(1 − r) and it is
achieved at xc = UE[A](c); if pi
2
1 ≤ rpi22 then the maximum value of Q¯
is nλnpi1pi2r(
pi22
pi21
− 1) and it is achieved at x−c = −UE[A](c).
(d) Let xmax be the maximizer of Q¯. If Q¯(xmax)− Q¯(x) ≤  = o(nλn) then
‖xmax − x‖ ≤ 2
√
n(Q¯(xmax))
−1.
Proof of Lemma C.9. Note that multiplying O¯11, O¯12 by a positive
constant, or multiplying n1 and n2 by a constant does not change the be-
havior of Q¯. Therefore by Lemma C.6 we may assume that
O¯11 = (1 + α)
2 + bβ2, O¯12 = (1− α2)− bβ2,
n1 = 1 + α+ sβ, n2 = 1− α− sβ.
(a) It is straightforward that Q¯(α, 0) = 0.
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(b) Let z = sβ, r = s2/b > 0, and h(α, z) = z
2−r(1+α)z
z+1+α , then Q¯ =
2
rh(α, z).
Simple calculation shows that the Hessian of h has the form
∇h = 2(r + 1)
(z + 1 + α)3
(
(1 + α)2 −z(1 + α)
−z(1 + α) z2
)
,
which implies that h and Q¯ are convex.
(c) Since R = UE[A][−1, 1]n is a parallelogram by Lemma C.1 and Q¯ is
convex by part (b), it reaches maximum at one of the vertices of R. The
claim then follows from a simple calculation.
(d) Note that |Q¯(xc) − Q¯(x−c)| = |pi2pi1nλn(pi21 − rpi22)| is of order nλn,
therefore if Q¯(xmax)−Q¯(x) ≤  = o(nλn) then xmax and x belong to the same
part of R divided by the line β = 0. In other words, if xˆ is the intersection
of the line going through x and xmax and the line β = 0, then x belongs to
the segment connecting xmax and xˆ. By convexity of Q¯ and the fact that
Q¯(xˆ) = 0 from part (a) and part (b), we get
‖xmax − x‖
‖xmax − xˆ‖ ≤
Q¯(xmax)− Q¯(x)
Q¯(xmax)− Q¯(xˆ) ≤

Q¯(xmax)
.
It remains to bound ‖xmax − xˆ‖ by 2
√
n.
Note that Q¯EX does not have the exact form of (6). The following Lemma
shows that the argument used in the proof of Lemma 2.1 holds for Q¯EX .
Lemma C.10. Let Q¯ = Q¯EX and assume that the assumption of The-
orem 3.4 holds. Let UA be an approximation of UE[A]. Then there exists a
constant M = M(r, pi, δ) > 0 such that with probability at least 1− n−δ, we
have
(39) Q¯(c)− Q¯(e∗) ≤Mnλn
(
λ−1/2n + ‖UA − UE[A]‖
)
.
In particular, if UA is a matrix whose row vectors are eigenvectors of A,
then
Q¯(c)− Q¯(e∗) ≤Mn
√
λn.
Proof of Lemma C.10. Note that ‖1+ e‖2 = 2(1+ e)T1 = 4n1. Using
inequality (20) of Lemma B.2, we have∣∣∣∣n2n1O11 − n2n1 O¯11
∣∣∣∣ = ∣∣∣∣n2n1 (1+ e)T (A− E[A])(1+ e)
∣∣∣∣
≤ n2
n1
‖1+ e‖2‖A− E[A]‖
≤ Mn2
√
λn ≤Mn
√
λn,
|O12 − O¯12| ≤ Mn
√
λn.
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Therefore
|Q(e)− Q¯(e)| ≤Mn
√
λn.
Let eˆ = arg max{Q¯(e), e ∈ EA}. Then Q(e∗) ≥ Q(eˆ) and hence
Q¯(eˆ)− Q¯(e∗) ≤ Q¯(eˆ)−Q(eˆ) +Q(e∗)− Q¯(e∗)(40)
≤ Mn
√
λn.
Let y ∈ conv(UE[A]EA) such that ‖UE[A](c)−y‖ = dist
(
UE[A](c), conv(UE[A]EA)
)
.
By the same argument as in the proof of Lemma 2.1, we have
(41) ‖UE[A](c)− y‖ ≤ 2
√
n ‖UA − UE[A]‖.
From Lemma A.1, the Lipchitz constant of O¯i is of order
√
n‖E[A]‖ ≤ √nλn.
Using (41), we get∣∣O¯1i(y)− O¯1i(UE[A](c))∣∣ ≤ Mnλn‖UA − UE[A]‖.(42)
Denote xe = UE[A](e) for e ∈ [−1, 1]n. By Lemma C.6, there exist M ′ > 0
not depending on n and a vector ϑ such that ‖ϑ‖ ≤M ′ and for i = 1, 2,
|ni(xc)− ni(y)| = |ϑT (xc − y)|/2 ≤M ′‖xc − y‖(43)
≤ M ′√n‖UA − UE[A]‖, by (41).
Note that ni(xc) = n¯i = piin and |ni(xc)− ni(y)| = o(n) by (43). Therefore
from (43) we obtain∣∣∣∣ n¯2n¯1 − n2(y)n1(y)
∣∣∣∣ ≤Mn−1/2‖UA − UE[A]‖.
Together with (42) and the fact that O¯11(y) ≤ nλn, we get
|Q¯(xc)− Q¯(y)| ≤ n¯2
n¯1
|O¯11(xc)− O¯11(y)|+
∣∣∣∣ n¯2n¯1 − n2(y)n1(y)
∣∣∣∣ O¯11(y)
+ |O¯12(y)− O¯12(xc)|
≤ Mnλn‖UA − UE[A]‖.
The convexity of Q¯ by Lemma C.9 then imply
(44) Q¯(xc)− Q¯(xeˆ) ≤Mnλn‖UA − UE[A]‖.
Finally, adding (40) and (44) we get (39). If UA is formed by eigenvectors
of A, then it remains to use inequality (21) of Lemma B.2. The proof is
complete.
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Proof of Theorem 3.4. The proof is similar to that of Theorem 3.1,
with the help of Lemma B.1, Lemma C.9, and Lemma C.10.
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