Abstract. We explore injective morphisms from complex projective varieties X to projective spaces P s of small dimension. Based on connectedness theorems, we prove that the ambient dimension s needs to be at least 2 dim X for all injections given by a linear subsystem of a strict power of a line bundle. Using this, we give an example where the smallest ambient dimension cannot be attained from any embedding X ֒→ P n by linear projections. Our focus then lies on X = P n1 × . . . × P nr , in which case there is a close connection to secant loci of Segre-Veronese varieties and the rank 2 geometry of partially symmetric tensors, as well as on X = P(q 0 , . . . , q n ), which is linked to separating invariants for representations of finite cyclic groups. We showcase three techniques for constructing injections X → P 2 dim X in specific cases.
Introduction
In Differential Geometry, the Whitney embedding theorem asserts that every n-dimensional real smooth manifold admits a smooth embedding into R 2n . The analogous question in Algebraic Geometry whether every n-dimensional complex projective variety admits a closed embedding into 2n-dimensional complex projective space P 2n has a negative answer. However, when we relax the requirement on the morphism to P 2n from being a closed embedding to being injective (on the level of points), this is an open problem: Question 1.1. Does every n-dimensional connected complex projective variety X admit an injective morphism X inj − − → P 2n ?
Among other results, we show in this article:
◮ Question 1.1 can in general not be improved upon: For every n ≥ 3, there exist connected n-dimensional projective varieties that cannot be injectively mapped to P 2n−1 . See Example 3.7 and Example 3.13.
◮ Question 1.1 has an affirmative answer for X = P 1 ×P 1 ×P n and for weighted projective spaces of the form X = P(1, q 1 , . . . , q n ) with lcm{q i , q j } = lcm{q 1 , . . . , q n } for all i = j. We provide injections into small ambient spaces in Corollary 4.11 and Theorem 4.5. In general, we define the injection dimension γ(X) ∈ N of a complex projective variety X to be the smallest dimension of a projective space to which there exists an injective morphism from X. In a more refined setting, it is desirable to study the injection dimension γ(X, L ) with respect to a fixed line bundle L on X, where we restrict to injective morphisms X inj − − → P s given by a linear subsystem of |L |. Already in the case of curves, the study of injection dimensions is interesting and largely open. Restricting to very ample line bundles, injections to P 2 are given by cuspidal projections of embeddings of the curve. Very recent progress in this area has been made by [BV18] , especially in the context of space curves lying on irreducible quadrics. More classical work dates back to [Pie81] , where it was proved that general canonical curves of genus 4 do not admit cuspidal projections. In particular, this gives examples of curves C with γ(C, ω C ) = 3 > 2 dim C, showing that refining Question 1.1 to injection dimensions with respect to all very ample line bundles cannot have an affirmative answer in general.
On the other hand, for all complex projective varieties X, a classical projection argument shows that γ(X, L ) ≤ 2 dim X + 1 for all line bundles L giving rise to injections. With techniques inspired by work on separating invariants [DJ15; DJ16; Rei18], we prove that there is very little room for improvement for line bundles admitting a root of some order. This theorem vastly generalizes previous work in [DJ16, §5] , whose arguments amount to proving the above result for the special case X = P n 1 ×. . .×P nr and L = O(1, . . . , 1).
Theorem 1.2 (Theorem 3.6). Let X be a complex projective variety and let L be a line bundle on X. Then γ(X,
L
1
We also refer to [DJ16, §6] for results on injective morphisms preserving toric structures from a viewpoint of separating invariants for representations of tori.
In the setting of normal varieties with singularities, we provide an extension of Theorem 1.2 by giving a similar bound when the assumption of divisibility in the Picard group is replaced by divisibility in the class group, see Theorem 3.8. Applied to weighted projective spaces, this gives rise to the following result: Theorem 1.3 (Corollary 3.9 and Theorem 4.5). Consider a weighted projective space X = P(q 0 , . . . , q n ) with gcd(q 0 , . . . , q i , . . . , q n ) = 1 for all i, and let ℓ ≥ 2 be minimal such that lcm(q i 1 , . . . , q i ℓ ) = lcm(q 0 , . . . , q n ) for all i 1 , . . . , i ℓ distinct. Let L be the ample line bundle generating Pic(X). Then
For ℓ ∈ {2, 3} and q 0 = 1, equality holds.
This generalizes the classification of injection dimensions for (non-weighted) projective spaces carried out in [DJ15] and has analogues in the theory of separating invariants for actions of finite cyclic groups [Duf08; DJ15] . From Theorem 1.3, we deduce that for the weighted projective space P(1, 6, 10, 15), the smallest injection dimension cannot be attained via linear projections starting from any embedding as a subvariety of projective space, see Example 3.10.
We then focus on products of projective spaces: X = P n 1 × . . . × P nr . In [DJ16] , techniques from local cohomology were employed to bound their injection dimensions as follows:
γ(P n 1 × . . . × P nr ) ≥ 2( r i=1 n i ) − 2 min{n 1 , . . . , n r } + 1. We give a geometric argument for the following improved bound: Theorem 1.4 (Corollary 3.5). For all n 1 , . . . , n r ≥ 1, we have
. . , n r }. Moreover, we develop techniques for producing explicit injective morphisms into twicedimensional projective spaces, see Proposition 4.2, Proposition 4.3, Theorem 4.6 and Corollary 4.11. The following summarizes the current knowledge on small injection dimensions for products of projective spaces: 
Secant avoidance and separating invariants
In this section, we start out by establishing basic notions and gathering general observations on injective morphisms from arbitrary projective varieties to projective spaces and their relation to secant loci. We then highlight close interactions between injection dimensions and the theory of separating invariants. Finally, we relate the case of products of projective spaces to the identifiability of decomposable partially symmetric tensors under linear quotient operations.
General observations
First, we fix some conventions for the entire article: Throughout, we work over the base field C and consider complex varieties, not assumed to be irreducible in general. For a finite-dimensional vector space V , we denote by C[V * ] := Sym • V * the graded ring of polynomial functions on V and by P(V ) := Proj C[V * ] the projective space parameterizing one-dimensional subspaces of V . For v ∈ V \ {0}, the corresponding point in P(V ) is denoted [v] . The term subvariety (or subscheme, point etc.) refers to a closed subvariety (subscheme, point etc.), unless mentioned otherwise.
We recall that a choice of global sections f 0 , . . . , f s ∈ H 0 (X, L ) of a line bundle L on a variety X determines a rational map to a projective space X P s . In a coordinate-free manner, it is the composition of the natural evaluation ϕ L :
is a well-defined rational map, which we denote by ϕ V . In particular, ϕ L = ϕ H 0 (X,L ) in our notations.
Definition 2.1 (Injection dimension)
. Let X be a projective variety and L a line bundle on X. The injection dimension of X with respect to L , denoted γ(X, L ), is defined as the smallest dimension of a projective space into which X can be injected by global sections of L . Formally,
We define the injection dimension of X as
Except for the case of projective spaces, the injection dimension is strictly larger than the dimension of the variety, as we note as an easy consequence of Zariski's Main Theorem:
Lemma 2.2. Let X be a projective variety not isomorphic to a projective space. Then
Proof. Let n := dim X and assume that there is an injective morphism ϕ : X inj − − → P n . Since ϕ is proper and finite, the restriction of ϕ to any n-dimensional irreducible component of X has an n-dimensional image and is therefore surjective. By injectivity of ϕ, X must be irreducible and ϕ : X → P n is bijective. Being a finite surjective morphism of degree 1, the morphism ϕ is birational. Then normality of projective space implies that ϕ is an isomorphism by Zariski's Main Theorem (as e.g. in [Vak17, Exercise 29.6 .D]).
Remark 2.3. More generally, the proof of Lemma 2.2 shows that the image of an injection ϕ : X inj − − → P n is a normal variety if and only if X is normal and ϕ is an isomorphism.
If L is a very ample line bundle, i.e., if
L is a globally generated ample line bundle, since L is the pullback of O P(H 0 (X,L ) * ) (1) under the injective (hence finite) morphism ϕ L . Therefore, we have the implications (2.1) L very ample ⇒ γ(X, L ) < ∞ ⇒ L ample and globally generated.
Note that the argument for the second implication also shows that non-projective complete varieties cannot be injected to projective spaces due to the lack of ample line bundles. In other words, a complete variety admits an injective morphism to a projective space if and only if it admits an embedding into a projective space.
The reverse implications of Equation (2.1) are not true, as the following examples show.
Example 2.4. Consider the weighted projective space X = P(1, 6, 10, 15). The morphism ] is defined by global sections of L = O(30) and it is injective, as we will confirm in Theorem 4.5 below. Hence, γ(X, L ) = 4. On the other hand, we observe that L is not very ample: The polarized toric variety (P(1, 6, 10, 15), L ) corresponds to the lattice polytope P := conv(0, 5e 1 , 3e 2 , 2e 3 ) ⊆ R 3 . The semigroup S := N(P ∩ Z 3 − 5e 1 ) is not saturated in Z 3 , because
By [CLS11, Proposition 6.1.10], this shows that L is not very ample. In fact, we discuss in Example 3.10 that γ(X, L ⊗k ) ≥ 6 for all k ≥ 2, highlighting that to attain the smallest possible injection dimension, one cannot restrict to very ample line bundles only.
Example 2.5. Let X be an elliptic curve and p ∈ X.
The non-injectivity of this morphism implies γ(X, L ) = ∞. On the other hand, L is globally generated and ample.
Injection dimensions are closely tied to the behaviour of secant loci, as we point out next. In fact, this is an instance of the relation between higher secant loci of varieties and the study of k-regular maps, see e.g. [BJJM19] . In that context, injective maps to low-dimensional ambient spaces appear under the name "2-regular maps" and are an important first case of interest.
where p, q ⊆ P(V ) denotes the linear subspace spanned by the points p and q. Its closure in P(V ) is the secant variety of Y ⊆ P m and is denoted σ 2 (Y ).
Injection dimensions have a straightforward reinterpretation in terms of the smallest codimension of a linear space avoiding a secant locus, based on the following classical observation:
Lemma 2.7. Let W ⊆ V be finite-dimensional vector spaces, let Y ⊆ P(V ) be a subvariety and consider the linear space L := P(W ). The rational map π :
the projection from L) restricts to an injective morphism π|
In particular, π is well-defined and injective on Y if and only if P(W ) ∩ σ 
is the rational map ϕ V and, by Lemma 2.7, it is an injective morphism on Y if and only if W ∩ σ In particular, this gives the following folklore result which -contrary to the study of closed embeddings -does not require smoothness of the variety. 
, and in particular it avoids the secant locus of Y . The bound then follows from Proposition 2.8.
A brave generalization of Question 1.1 would be to ask whether γ(X, L ) ≤ 2 dim X holds for every very ample line bundle L . This is not the case: As shown in [Pie81] , a general canonical curve X ⊆ P 3 of genus 4 does not admit a cuspidal projection to P 2 . By Lemma 2.7, this means that γ(X, ω X ) = 3 > 2 dim X. On the other hand, it is conjectured in [DJ16, Conjecture 4.9] that for products of projective spaces, one does have
A very simple case illustrating Proposition 2.8 is the following example.
Example 2.10. Let X = P 1 × P 1 × P 1 and consider the very ample line bundle L = O(1, 1, 1), corresponding to the Segre embedding
Here, the secant variety of ϕ(X) fills the entire 7-dimensional ambient space, but the secant locus σ
by Proposition 2.8 and an injection P 1 × P 1 × P 1 inj − − → P 6 is obtained by projecting from the point p. Explicitly,
In fact, one can check that P 7 \ σ • 2 (ϕ(X)) does not contain any line, so by Proposition 2.8 there cannot exist an injection of P 1 × P 1 × P 1 into P 5 given by multilinear forms, showing γ(P 1 ×P 1 ×P 1 , O(1, 1, 1)) = 6. We generalize this example in Corollary 4.11, constructing an injective morphism
By Proposition 2.8, the injection dimension γ(X, L ) is determined by the largestdimensional linear space avoiding the secant locus of ϕ L (X). A natural question is whether "largest-dimensional" can be replaced by "maximal with respect to inclusion": Question 2.11. Let X be a projective variety, L a line bundle on X and
This question was raised in [DJ16] and it was observed that a positive answer to it would show γ(X, L ) ≤ 2 dim X whenever X is smooth and L is a line bundle with σ
. However, the following example gives a negative answer to Question 2.11. 
describing a rational quintic space curve C ⊆ P 3 . One can algorithmically confirm that every point in P 3 lies on a secant line of C, i.e., σ
• 2 (C) = P 3 . By Lemma 2.7, this implies that for any W V , the projection P(V * ) P(W * ) cannot be injective on C, hence ϕ W is not injective. Geometrically, this means that C does not admit a cuspidal projection. On the other hand, γ(P 1 , O P 1 (5)) = 2 because of the injective morphism
Throughout, the following elementary connection between injections in projective and affine settings will repeatedly come up: Lemma 2.13. Let S = d≥0 S d be a finitely generated graded algebra over S 0 = C and let V ⊆ S 1 be a subspace. The 
where the vertical morphisms are geometric quotients for the C * -actions induced by the gradings of S and Sym
is an injective morphism if and only if ϕ V is injective.
Graded separating invariants
Classical Invariant Theory revolves around the problem of describing generators (and their relations) of invariant rings for group actions on vector spaces or, more generally, on varieties. However, generating sets of invariant rings tend to be very large (possibly infinite) and hard to explicitly construct. The study of rational invariants, i.e., generators for quotient fields of invariant rings, is often simpler to carry out [CS07; HK07], but in some applications describing only the generic behavior of the group action can be insufficient. An intermediate approach between these two extremes is the more recent field of study of separating invariants [DK15, §2.4], [Kem09] , which maintain the full geometric information about orbit separation while remedying many of the complications of complete generating sets of invariants [Dom07; DKW08; NS09]. Separating invariants are of major importance for applications, as for example in the recent work [CCH19] , see [DK15, §5] for an overview of possible application.
Here, we highlight the close connection between separating invariants and injection dimensions of projective varieties. We focus on the most classical situation: separating invariants for linear actions of reductive algebraic groups on finite-dimensional vector spaces.
Definition 2.14. A separating set of invariants for a finite-dimensional representation V of a group G is a set of invariant polynomials
G such that for all points v, w ∈ V the following equivalence holds:
Equivalently, in the case of a reductive algebraic group G, a finite set of invariants
This means that in the affine setting, there is an immediate translation between injective morphism to affine spaces and separating sets of invariants, whenever the coordinate ring of an affine variety has a description as an invariant ring -the difference being rather a change of language.
In this article, we look at the projective setting: We study injective morphism from projective varieties to projective spaces. Here, the corresponding translation to the world of separating invariants is more subtle and we dedicate the remainder of this section to carefully working it out in detail.
Often, small separating sets of invariants are obtained in two steps: (1) identify a large separating set, (2) form a smaller separating set by taking suitable linear combinations. This is closely related to injections of projective varieties in the situation that the separating set in (1) consists of homogeneous polynomials satisfying homogeneous relations.
Definition 2.15. Let V be a finite-dimensional representation of a group G. We call a finite separating set of invariants
G is a homogeneous polynomial and its ideal of relations
is homogeneous.
Equivalently, a finite separating set F = {f 1 , . . . , f s } of homogeneous polynomials is graded if and only if the separating algebra S := C[F ] can be given a grading S = d≥0 S d with F ⊆ S 1 . We want to emphasize that this grading, induced by the homomorphism 
G is a separating set if and only if a basis of F is.
Example 2.16. The action of Z 6 = {ξ ∈ C * | ξ 6 = 1} on V = C 4 given by
gives an invariant ring C[V * ] Z 6 generated by the 7 invariant homogeneous polynomials
Their ideal of relations is homogeneous, generated by four quadratic binomials, so F is a graded separating set of invariants. Note that there are two different gradings on 
G be a graded separating set with ideal of relations
In particular, a lower bound for the size of a separating set obtained by linear combinations
Proof. Replacing F with a linearly independent subset, we reduce to the case that F is a basis for
and note that E is a separating set if and only if ψ is injective on the set-theoretic image of the quotient morphism V → V / /G. For reductive groups, the latter quotient morphism is surjective, so E is separating if and only if ψ is injective.
Since F is a separating set, this means in particular that Spec 
Then the above ϕ E is the morphism of affine cones over the rational map
. By Lemma 2.13, injectivity of ϕ E is equivalent to ϕ E being an injective morphism. To sum up, a linearly independent set E ⊆ F is separating if and only if
is an injective morphism, proving the claim.
A classical fact about separating invariants [Duf08, Proposition 5.1.1] is that there always exists a separating set of size 2 dim C[V * ] G + 1. Note that in the presence of a graded separating set F , this bound can be improved by one, combining Proposition 2.17 and Corollary 2.9. An example of a representation not admitting a graded separating set is 
As before, we remark that the grading of S = C[V * ] G in Proposition 2.18 need not agree with the grading induced from the polynomial ring C[V * ]. Moreover, note that Proposition 2.18 does not assume S 1 to be spanned by homogeneous polynomials with respect to the C[V * ]-grading (in which case Proposition 2.18 is a consequence of Proposition 2.17).
Proof of Proposition 2.18. Since G is reductive, the invariant ring
G is a finitely generated C-algebra and, in particular, S 1 is a finite-dimensional vector space. Moreover, the reductivity of G implies that a subset F ⊆ S 1 is separating if and only if the morphism ϕ F : Spec S → F * is injective. By Lemma 2.13, this is equivalent to ϕ F : Proj S P( F * ) being an injective morphism. By assumption, this is the case for the separating set F = S 1 , so in particular the rational map ϕ S 1 : Proj S P(S * 1 ) is a morphism. This means that the vanishing set of the homogeneous ideal (S 1 ) ⊆ S in Proj S is empty, hence the coherent sheaf O Proj S (1) is a line bundle. Its global sections are
G is a normal ring, see [DK15, Proposition 2.4.4]. In particular, every rational map from Proj S to a projective space given by a linear subsystem of |O(1)| is of the form ϕ F for some F ⊆ S 1 . Then the previous observation proves the claim.
Remark 2.19. Proposition 2.18 and its proof generalize verbatim to the setting that the finite-dimensional representation V of G is replaced by the action of a reductive algebraic group G on a normal irreducible affine variety X = Spec R, with the obvious generalization of Definition 2.14 to this case, as in [DK15, Definition 2.4.1].
Proposition 2.17 and Proposition 2.18 show that graded separating sets have an interpretation as injective morphisms of projective varieties to projective spaces by subsystems of a fixed line bundle. Conversely, one can often interpret injections of a given projective variety as separating sets with respect to a suitable invariant ring. We highlight this in the setting of normal toric varieties:
Theorem 2.20. Let L be an ample line bundle on a normal projective toric variety X.
There is a finite-dimensional representation V of a diagonalizable group G and a grading
Proof. Let X = X Σ be the normal toric variety associated to a fan of rational polyhedral cones Σ. Its Cox ring Cox(X Σ ) is the polynomial ring C[x ρ | ρ ∈ Σ(1)] and it is graded by the class group Cl(X), which is a finitely generated abelian group, see 
Since Cl(X) is a finitely generated abelian group, G 0 is a diagonalizable group (i.e., the product of a torus and a finite abelian group).
Consider the subgroup G := {ξ ∈ G 0 | ξ(α) = 1}, which is again diagonalizable. Then a homogeneous element f ∈ Cox(X Σ ) β is invariant under the action of G if and only if ξ(β) = 1 for all ξ ∈ G. By [Spr98, Exercise 3.2.10.(4)], this is only the case when β lies in the subgroup of Cl(X) generated by α. This means
where the last equality follows from the fact that
Then the claim follows from Proposition 2.18,
Example 2.21. We exemplify Theorem 2.20 in the case of a weighted projective space X = P(q 0 , . . . , q n ). Its Cox ring is the polynomial ring C[x 0 , . . . , x n ] as a Z-graded ring with deg(x i ) = q i . This grading corresponds to the action of
which is the invariant ring for the action of the subgroup
such that the polynomials in F are homogeneous of (q 0 , . . . , q n )-weighted degree k.
Segre-Veronese varieties and partially symmetric tensors
A major source of examples in the constructive parts of this article are products of projective spaces. Every ample line bundle on X = P n 1 × . . . × P nr is very ample, so (2.1) makes clear which line bundles give rise to injections:
Then the closed embedding ϕ L :
) consists of partially symmetric tensors up to scaling, and the subvariety Y consists of the decomposable (or rank 1 ) partially symmetric tensors. Its secant locus σ
) is the set of partially symmetric tensors (up to scaling) of rank at most 2. We refer the reader to [MS19, §9] for a brief introduction to varieties of tensors, their ranks and secant loci. For in-depth background on the theory of (partially symmetric) tensors and their importance in applications, see [Lan12] . In this language, Proposition 2.8 gives the following reinterpretation of γ(
Corollary 2.22.
subspace not containing any non-zero partially symmetric tensor of rank ≤ 2 .
In other words, the search for a low-dimensional injection of
such that decomposable partially symmetric tensors stay identifiable under the quotient Sym
/L (in the sense that any decomposable tensors can be uniquely reconstructed from its image under the quotient operation).
By Theorem 2.20, this question also has a formulation in terms of separating invariants. We work this out carefully here, since an incorrect description in the literature gave rise to wrong lower bounds on injection dimensions [DJ16] . We comment on this unfortunate flaw in the literature and its correction at the beginning of Section 3.
The Cox ring of
equipped with a Z r -grading given by deg x ij = e i ∈ Z r . This grading corresponds to the action of 
Its invariant ring is generated by all monomials of multidegree (d 1 , . . . , d r ) . A separating set of invariants consisting of s linear combinations of these corresponds to an injection of
Obstructions to low-dimensional injections
In this section, we provide lower bounds on injection dimensions due to topological obstructions: The first approach (Proposition 3.3) exploits that in projective spaces any two subvarieties of complementary dimension must intersect, while this is not necessarily the case for arbitrary projective varieties -this discrepancy leads to lower bounds on injection dimensions, irrespective of the choice of a line bundle. We use this simple argument to improve previously known lower bounds on γ(P n 1 × . . . × P nr ). Secondly, a more sophisticated argument based on (dis-)connectedness properties for orbits of linear spaces under a finite group action bounds injection dimensions for line bundles which admit a root of some order (Theorem 3.6) or are divisible in the class group (Theorem 3.8). We apply this to construct n-dimensional irreducible varieties of injection dimension ≥ 2n and comment on injection dimensions of weighted projective spaces.
Previous work from the perspective of separating invariants [Duf08] , [DJ15] established that γ(P n , O(d)) = 2n for all d ≥ 2, whereas of course γ(P n , O(1)) = n. There, the (slightly stronger) question of injecting the affine cones over Veronese varieties into affine spaces is studied with techniques from local cohomology in order to obtain lower bounds.
With a similar approach, the article [DJ16] claims to prove for products of projective spaces P n 1 ×. 
. Theorem 3.6 and Theorem 3.8 generalize these results from (products of) projective spaces to arbitrary projective varieties.
Existence of fibrations
We start out with an elementary observation giving lower bounds on injection dimensions:
Lemma 3.1. Let X be a projective variety and let Y, Z ⊆ X be disjoint closed subsets.
Proof. For any injection ϕ :
But two subvarieties of P s can only be disjoint if their dimensions sum to at most s − 1, hence s ≥ dim Y + dim Z + 1.
Example 3.2. Let L ⊆ P
n be a linear subspace of codimension 2 and consider the blowup of P n along L. Then the strict transforms of two distinct hyperplanes containing L are disjoint effective divisors on Bl L P n . Hence, γ(Bl L P n ) ≥ 2n − 1 by Lemma 3.1.
A particular consequence of Lemma 3.1 is that the existence of fibrations X → S is an obstruction to low-dimensional injections of X: Proposition 3.3. Let X → S be a surjective morphism of irreducible projective varieties
Proof. We can find disjoint irreducible subvarieties
Example 3.4. An n-dimensional projective bundle over a curve has injection dimension at least 2n − 1.
In [DJ16, Proposition 5.6], the following general bound for injection dimensions of products of projective spaces was derived with techniques from local cohomology:
n i − 2 min{n 1 , . . . , n r } + 1.
Our basic geometric observations improve this bound as follows:
Corollary 3.5. For all n 1 , . . . , n r ≥ 1, we have
Proof. This follows from applying Proposition 3.3 to the projections P n 1 ×. . .×P nr → P n i for i = 1, . . . , r.
Divisibility in the Picard/class group
Our main lower bound for injection dimension with respect to fixed line bundles follows. It is inspired by and vastly generalizes previous work for (products of) projective spaces in [DJ15; DJ16].
Theorem 3.6. Let X be a projective variety and let L be a line bundle on
Proof. By restricting to a top-dimensional component, we may assume that X is irreducible. Fix k ≥ 2. We may assume that γ(X, L ⊗k ) < ∞, since the claim is otherwise trivial. Then L is ample by (2.1), so by [Laz04, Example 1.2.22], its section ring
is a finitely generated graded algebra over R 0 = H 0 (X, O X ) = C, and we have Proj R ∼ = X. The C-algebra S := R ⊗ C R is then also finitely generated, and it inherits a grading S = d≥0 S d with graded pieces
The Veronese subalgebra R (k) := d≥0 R kd is the section ring of the line bundle L ⊗k and we have Proj R (k) ∼ = Proj R ∼ = X. Note that R (k) is the invariant ring under the degree-preserving action of the cyclic group Z k = {ξ ∈ C * | ξ k = 1} on R given by
is an injective morphism. We aim to show that dim P(V * ) ≥ 2 dim X. We consider the following commutative diagram:
Injectivity of ϕ V means that the preimage of the diagonal in P(V
On the level of affine cones, the morphismφ V : Spec R (k) → V * is injective by Lemma 2.13, so this equality lifts to
Under projectivization of V * × V * , the diagonal ∆ V * ×V * becomes a linear subspace L ⊆ P(V * × V * ) of dimension dim P(V * ). Then the previous equality of sets becomes
We claim that this is in fact a disjoint union, so that ψ −1 (L) has k ≥ 2 connected components. Then, by [Laz04, Theorem 3.3.3], this disconnectedness forces
Note that codim P(V * ×V * ) L = dim P(V * ) + 1. On the other hand,
where the last equality holds by injectivity of ϕ V . We conclude that P(
In particular, we have
For d ≫ 0, the line bundle L ⊗d is globally generated, so the vanishing locus of
We use Theorem 3.6 to give an example indicating that we cannot do better than what we ask for in Question 1.1, even as the dimension of the varieties increase:
Example 3.7. Let (X, L ) be the polarized normal toric variety of dimension n ≥ 3 corresponding to the full-dimensional lattice polytope P := conv(0, e 1 , . . . , e n−1 , e 1 + e 2 + . . . + e n−1 + ne n ) ⊆ R n .
Then Pic(X) ∼ = Z is generated by L , and the complete linear system |L | determines a non-injective finite morphism ϕ L : X → P n . In particular, γ(X, L ⊗k ) = ∞ for all k ≤ 1. For k ≥ 2, Theorem 3.6 shows that γ(X, L ⊗k ) ≥ 2 dim X. In particular, γ(X) ≥ 2 dim X, i.e., X cannot be injected to P s for s < 2 dim X. For smooth examples with the same property see Example 3.13.
In the case of normal varieties, Theorem 3.6 can be sharpened for singular situations, replacing the assumption on divisibility in the Picard group by divisibility in the class group. Then we obtain the following bound:
Theorem 3.8. Let X be a normal projective variety, let D be a Weil divisor on X, let k ≥ 2 and assume that kD is Cartier. Then Proof. We proceed as in the proof of Theorem 3.6, but replace the graded C-algebra
. As before, we only need to consider the case that X is irreducible and that γ(X, O X (kD)) < ∞ (in particular, D is ample).
Consider a non-zero subspace
With the same notations as in the previous proof, this injection gives rise to a morphism ψ :
In this setting, it remains no longer true that
where for each r ∈ N, we denote by d r the dimension of B r := r∤m Bs |mD| ⊆ X. Denoting δ := min{1 + d q | q prime power dividing k}, we then show that (3.2) implies that 
so we deduce that dim P(V * ) ≥ 2 dim X − δ. It remains to prove (3.2) and (3.3). For (3.2), we may restrict to the case ξ ′ = 1 and we denote r := ord(ξ).
Note that in Proj R ∼ = X, we have V (R m ) = Bs |mD|. Hence, the affine cone over
In order to show (3.3), let q = p ℓ be a prime power dividing k. Let ζ be a primitive k-th root of unity. For i ∈ {1, . . . , p} consider the set
Then we have the following equalities of sets:
Note that for i 1 = i 2 ∈ {1, . . . , p}, the order of ζ
This establishes (3.3) and concludes the proof.
Our situation in the proof of Theorem 3.8 is very close to the setting in [Rei18] , where small separating sets of invariants for finite group actions on affine varieties are investigated. In fact, we remark that Theorem 3.8 could also be obtained as a consequence of [Rei18, Theorem 4.5], if we additionally assumed that the section ring R = d≥0 H 0 (X, O X (dD)) is integrally closed. As an example, we apply Theorem 3.8 to weighted projective spaces. With the link between injection dimensions of weighted projective spaces and separating invariants of finite cyclic groups (see Example 2.21), the following bound on injection dimensions could also be proved on the basis of [DJ15, Theorem 3.4]. For the purpose of illustration, we choose to base our proof on Theorem 3.8.
Corollary 3.9. Consider a weighted projective space P(q 0 , . . . , q n ) that is well-formed, i.e., gcd(q 0 , . . . , q i , . . . , q n ) = 1 for all i. Let ℓ ≥ 2 be minimal such that
Let L be the ample line bundle generating the Picard group. Then Theorem 3.6 shows that γ(X, L ⊗k ) ≥ 2n for all k ≥ 2. We are therefore only concerned with establishing a lower bound for γ(X, L ) based on Theorem 3.8. We may assume that not all weights q i are equal to 1 (otherwise, X = P n and the claim γ(P n , O(1)) ≥ n is trivial). Then a ≥ 2 and, by minimality of ℓ, there exists a prime power p r dividing a and weights q i 1 , . . . , q i ℓ−1 not divisible by p r . Note that
We conclude with Theorem 3.8 that
Bs |mD| ≥ n + ℓ − 2. The case ℓ = 2 in Corollary 3.9 is the case of (non-weighted) projective spaces, for which explicit constructions in the context of separating invariants [Duf08, Proposition 5.2.2] show that the above bound is sharp. In the next case, ℓ = 3, we show in Theorem 4.5 that the bound in Corollary 3.9 remains sharp when one of the weights is 1. However, the next example shows that the latter assumption cannot be dropped.
Example 3.11. Corollary 3.9 shows that γ(P (2, 2, 3, 3) , O(6)) ≥ 4. We show that actually γ (P(2, 2, 3, 3) , O(6)) = 5 holds. Indeed, note that the global sections of O(6) are just Sym
, 3} denotes the d-th rational normal curve. The secant locus of the plane conic C 2 fills its ambient space, while the secant locus of the twisted cubic curve C 3 consists of all points that cannot be written as
by Proposition 2.8 and Remark 2.3, so π 1 (L) and hence L needs to be a point. In fact, L can be chosen to be the point
. By Proposition 2.8, this shows γ (P(2, 2, 3, 3) , O(6)) = 5.
Example 3.11 generalizes easily to show that an n-dimensional weighed projective space of the form P(2, . . . , 2, d, d) with n, d ≥ 3 and d odd cannot be injected to P 2n−2 , while the bound from Corollary 3.9 only established that injections to P 2n−3 are impossible. In fact, we always expect the following: We finish this section by applying our lower bounds on injection dimensions also to a non-toric example.
Example 3.13. Let n ≥ 3 and let q 0 , . . . , q n+1 ≥ 2 be pairwise relatively prime. Let X ⊆ P(q 0 , . . . , q n+1 ) be a general hypersurface of weighted degree d := q 0 q 1 · · · q n+1 . Then X is an n-dimensional connected smooth projective variety with γ(X) ≥ 2n. Indeed, [RS06, Theorem 1] implies that the restriction morphism of class groups Cl (P(q 0 , . . . , q n ) ) → Cl(X) is an isomorphism. Since P(q 0 , . . . , q n ) has only finitely many singular points, X is smooth, so we conclude that Pic(X) = Cl(X) is generated by the restriction of the reflexive sheaf O(1) on P(q 0 , . . . , q n+1 ) to X. On the other hand, by generality of X, the homomorphism
is surjective, so the line bundle O(1)| X has no global sections. In particular, it cannot give rise to injective morphisms. Every other line bundle is a power of O(1)| X , so Theorem 3.6 implies that γ(X) ≥ 2 dim X.
Explicit constructions of injections
In this section, we give three specific approaches for explicitly constructing injective morphisms X → P 2 dim X with a focus on products of projective spaces and weighted projective spaces.
Constructions from tangential varieties
The following approach is helpful for producing injections of P m × . . . × P m for m ≥ 1:
r ] is the Chow-Veronese variety of type (m, d). In the case m = 1, this is also called the coincident root locus of type d, and its understanding is of major interest from the viewpoint of practical applications, see for example [LS16] . We observe that injections of these varieties for suitable d give rise to injections of products of projective spaces: 
. As a simple consequence of Lemma 4.1, we construct two explicit injections from the cases in which this tangential variety has a secant variety of small dimension (as classified in [CGG02] and [AV18] ).
Proposition 4.2. The two morphisms
Proof. By Lemma 4.1, the morphism ψ 1,(1,2) : P Sym 1 C 2 × P Sym 1 C 2 → P Sym 3 C 2 is injective and its image is the tangential surface of the twisted cubic curve in P Sym 3 C 2 . Picking a basis {T 0 , T 1 } of C 2 , we consider the {T
1 } as a basis of Sym 3 C 2 . In these bases, the morphism ψ 1,(1,2) :
y 1 ] to the point whose coordinates are the coefficients in T 0 and T 1 of the expression (
2 . Explicitly, this is the injection written out above. Note that it is given by global sections of O (1, 2) .
Similarly, the morphism ψ 2,(1,2) injectively maps to the tangential variety of the Veronese surface and it is known that the secant variety of this tangential fourfold is of dimension 8 only, see [CGG02, Proposition 3.2]. By Lemma 2.7, a projection of the image of ψ 2,(1,2) from a general linear space of codimension 9 gives an injection P 2 × P 2 inj − − → P 8 given by global sections of O(1, 2).
Explicitly, with respect to a basis {T 0 , T 1 , T 2 } ⊆ C 3 and the corresponding basis
2 . The secant variety of its image in P Sym 3 C 3 does not fill the entire 9-dimensional projective space. Explicitly, one checks
does not lie on a secant line. In particular, the composition of ψ 2,(1,2) with the projection from p gives an injective morphism P 2 × P 2 inj − − → P 8 . This is the morphism written out above.
Another application of Lemma 4.1 is the following explicit construction:
Then the following morphism is injective:
In particular, γ(P
Proof. We use Lemma 4.1 and construct an injection of the tangential variety of the rational normal curve of degree d + 1: The morphism ψ 1,(1,d) :
is injective. Fixing a basis {T 0 , T 1 } ⊆ C 2 and the corresponding basis 
. . . : x a n−1
In particular, the injection dimensions for these weighted projective spaces are as follows:
Proof. Recall that for any r 0 , . . . , r m ∈ Z >0 and c ∈ Z >0 with (r 0 , c) = 1, there is an isomorphism
In particular, we may assume that gcd(q 1 , . . . , q n ) = 1, noting that the descriptions of ϕ 1 and ϕ k do not change under composition with the isomorphism (4.2).
The 
The restriction of ϕ 1 to the affine open D(x 0 ) can be checked to be injective by setting x 0 = 1. We have
, which is a closed embedding, since it is of triangular shape. Note that for points in ϕ(V (x 0 )) the first coordinate is zero, while for points in ϕ(D(x 0 )) it does not. Hence, the images of ϕ| V (x 0 ) and ϕ| D(x 0 ) do not intersect. We conclude that ϕ is injective.
For ϕ k with k ≥ 2, we also consider the affine open D(x 0 ) by setting x 0 = 1, giving
2 , . . .), which is of triangular shape and therefore a closed embedding. The first coordinate for points in ϕ k (V (x 0 )) vanishes, while this is not the case for points in ϕ k (D(x 0 )). Hence, with the above, is enough to show that the restriction of ϕ k to V (x 0 ) is injective. As above, using Equation (4.2), we have the isomorphism
Composing with this isomorphism, it only remains to show that
is injective. This was originally proved in [Duf08, Proposition 5.2.2]. It follows by induction on n as follows: The case n = 1 is trivial. Let n ≥ 2. The restriction of ψ to V (x 1 ) ∼ = P n−2 is injective by the induction hypothesis. The restriction of ψ to the affine open D(x 1 ) can be checked to be injective by setting x 1 = 1. We have
We employ a similar technique to construct an injective morphism
given by global sections of O(d, 1):
The following is an injective morphism:
Proof. The morphism ϕ : Note that the points in the image have the first n + 1 coordinates zero, hence the image
In particular, it is sufficient to show injectivity of the restriction of ϕ to D(x 0 ) × P n , for which we may simply set x 0 = 1. The first of the expressions f i = (x 0 T + x 1 S) d (y i T + y i+1 S) with a non-zero coefficient of T d+1 uniquely determines the minimal k such that y k = 0. Similarly, the last expression in which T S d appears with non-zero coefficient determines the maximal m with y m = 0. Hence, for a point in the image of
, the values k and m can be read off the zero-pattern of its coordinates. Note also that y 0 , . . . , y n are determined by the first n + 1 coordinates. Finally, x 1 can be reconstructed from the coordinates as
This shows that any point in the image of ϕ| x 0 =1 determines a unique preimage, proving injectivity.
Note that for n = 1, Theorem 4.6 gives another injection of P 1 × P 1 inj − − → P 4 via global sections of O(d, 1), structurally different from the one constructed before in Proposition 4.3.
Graph-theoretic constructions
In this section, we give a combinatorial construction of an injection P 1 × P 1 × P m ֒→ P 2m+4 by multilinear forms, showing that γ(P 1 × P 1 × P m , O(1, 1, 1)) ≤ 2m + 4. The complete linear system |O(1, 1, 1)| embeds P 1 × P 1 × P m by the Segre embedding
We denote its image by Y ⊆ P(C 2 ⊗ C 2 ⊗ C m+1 ). For any k ≥ 1, we denote the standard basis vectors of C k+1 by e 0 , e 1 , . . . , e k , and we write e * 0 , . . . , e * k ∈ (C k+1 ) * for the dual basis. Contrary to the approach in Section 4.1 and Section 4.2, here, we do not construct the injection by writing out explicit polynomials defining the morphism and proving injectivity by exploiting their structure. Instead, we explicitly describe a linear subspace L ⊆ P(C 2 ⊗ C 2 ⊗ C m+1 ) of codimension 2m + 3 not intersecting the secant locus σ
• 2 (Y ). Then, by Proposition 2.8, the projection of Y from L gives an injection to P 2m+4 . Necessarily, a codimension 2m + 3 linear space must intersect the (2m + 3)-dimensional secant variety σ 2 (Y ), and we need to ensure that this intersection does not meet the secant locus σ • 2 (Y ). In fact, we construct a linear subspace whose intersection with the secant variety is of much higher than expected dimension:
We recall that Y consists of the points corresponding to rank 1 tensors in C 2 ⊗C 2 ⊗C m+1 and σ
• 2 (Y ) is the set of rank ≤ 2 tensors. The closure of the latter is the secant variety σ 2 (Y ) parameterizing tensors of border rank at most 2. Then Theorem 4.7 states the existence of two disjoint large-dimensional linear subspaces consisting of border rank 2 tensors only, whose common span does not contain any rank 2 tensor.
In order to constructively prove Theorem 4.7, we first introduce combinatorial objects encoding in a useful way the tensor subspaces which we will consider.
Throughout, we fix m ∈ Z >0 . Let Γ be the directed graph with vertex set {0, 1, . . . , m} and edges E := E 1 ⊔ E 2 , where
and
See Figure 4 .1 for an illustration. Note that E 1 and E 2 each form a directed path in Γ. Consider the vector space C E = {w : E → C} of complex weight functions on the edges of Γ. For each vertex k ∈ {0, 1, . . . , m}, consider the linear map
extracting from a weight function the total weights of incoming and outgoing edges at vertex k from E 1 and E 2 , respectively. For every w ∈ C E , let Z w ⊆ C 4 denote the vector space spanned by Ψ 0 (w), . . . , Ψ m (w).
We now define the linear space L which we will check to satisfy the properties of Theorem 4.7: Let W 1 ⊆ C 2 ⊗ C 2 ⊗ C m+1 be the m-dimensional vector space with the 
) the corresponding linear subspaces L i := PW i and L := PW . We may identify elements of W with elements of C E under the linear isomorphism
This allows for a combinatorial reformulation of the condition that a tensor in W is of border rank ≤ 2:
Lemma 4.8. A tensor t ∈ W ⊆ C 2 ⊗ C 2 ⊗ C m+1 is of border rank 2 if and only if w := Φ −1 (t) ∈ C E satisfies dim Z w ≤ 2.
Proof. By [LM04, Theorem 5.1], a tensor t ∈ W ⊆ C 2 ⊗ C 2 ⊗ C m+1 is of border rank ≤ 2 if and only if the induced linear map
has image im ϕ t ⊆ C 2 ⊗ C 2 of dimension at most 2. Let w := Φ −1 (t) ∈ C E . Composing ϕ t with the isomorphism Proof. By induction on m. Assume that Z w is not contained in any coordinate hyperplane. Consider the special vertex k := ⌈m/2⌉ in Γ, which has no adjacent edges in E 2 .
First, we show that Ψ k (w) = 0: Along the directed path of edges from E 2 , let (i, j) is the first edge with non-zero weight. Then both the vertices i and k have no weight on incoming edges from E 2 , hence Ψ i (w) and Ψ k (w) lie in the coordinate hyperplane V (e * 2 ) ⊆ C 4 . Since dim Z w ≤ 2 and Z w ⊆ V (e * 2 ), the vectors Ψ i (w) and Ψ k (w) must be proportional. But Ψ i (w) / ∈ V (e * 3 ), while Ψ k (w) ∈ V (e * 3 ), so we conclude that Ψ k (w) = 0. Secondly, we may assume that the edge in E 2 between the vertices k − 1 and k + 1 has non-zero weight: Otherwise, we may delete this edge as well as the the vertex k and its incident edges to obtain a weighted graph which can be viewed as a subgraph of the graph Γ for the case m − 1. This case is covered by the induction hypothesis.
In particular, Ψ k−1 (w) = 0 and Ψ k+1 (w) = 0. One of the vertices k − 1 and k + 1 has no outgoing edge in E 1 , while the other has an outgoing edge in E 2 with non-zero weight. Hence, Ψ k−1 (w) and Ψ k+1 (w) are not proportional. Because of dim Z w ≤ 2, they must form a basis of Z w .
We now need to distinguish between even and odd m. Case 1: m is even. Then the last edge of the directed path formed by E 2 -edges is (k − 1, k + 1) ∈ E 2 . The vertex 0 has no incoming edge in E 1 , so Ψ 0 (w) ∈ V (e * 0 ). Since also Ψ k+1 (w) ∈ V (e * 0 ) and Z w ⊆ V (e * 0 ) and dim Z w = 2, the vector Ψ 0 (w) must be a multiple of Ψ k+1 (w) . But the vertex 0 has no incoming edge in E 2 , while the vertex k + 1 has an incoming edge in E 2 with non-zero weight, so in fact, we must have Ψ 0 (w) = 0.
If also Ψ m (w) = 0, then we may delete the vertices 0 and m and their incident edges to obtain the graph Γ for the case of replacing m by m − 2, so this case is already covered by the induction hypothesis. So, we may assume Ψ m (w) = 0.
Since the vertex m has no outgoing edge in E 1 , the vectors Ψ m (w) and Ψ k−1 (w) are both non-zero vectors in V (e * 1 ), so they must be proportional by dim Z w ≤ 2 and Z w ⊆ V (e * 1 ). Since Ψ 0 (w) = 0, we have Ψ m (w) ∈ V (e * 2 ), so we must also have Ψ k−1 (w) ∈ V (e * 2 ). This means that the edge (k + 2, k − 1) ∈ E 2 has weight zero.
This in turn implies Ψ k+2 (w) ∈ V (e * 3 ). In particular, Ψ k+2 (w) is proportional to Ψ k+1 (w). Then Ψ k+2 (w) ∈ V (e * 0 ), so the edge (k + 1, k + 2) ∈ E 1 has weight zero. But then both Ψ k−1 (w) and Ψ k+1 (w) lie in V (e * 1 ), contradicting Z w ⊆ V (e * 1 ), since they form a basis. This concludes Case 1.
Case 2: m is odd. Here, the last edge along the directed path of edges from E 2 is (k + 1, k − 1). We argue similar to Case 1: The vector Ψ m (w) is proportional to Ψ k−1 (w), since the vertex m has no outgoing edge in E 1 . The vertex 0 has no incoming edge in E 1 , so Ψ 0 (w) is proportional to Ψ k+1 (w).
If one of Ψ 0 (w) and Ψ n (w) is zero, then so is the other, because the edge in E 2 between them has weight zero, while the edge (k + 1, k − 1) does not. But this case is covered by the induction hypothesis, as previously in Case 1.
Hence, Ψ 0 (w) = 0 and Ψ m (w) = 0. The edge (m, 2) ∈ E 2 has weight zero, since Ψ m (w) is proportional to Ψ k−1 (w). But this implies that Ψ 1 (w) must be proportional to Ψ k+1 (w). Then the edge (0, 1) ∈ E 1 must have weight zero. But since Ψ 0 (w) is a non-zero multiple of Ψ k+1 (w), this implies that both Ψ k−1 (w) and Ψ k+1 (w) lie in V (e * 1 ), a contradiction. This concludes Case 2 and therefore the proof.
Proof of Theorem 4.7.
Combining the previous Lemmas, we have established the following: A tensor t ∈ W is of border rank ≤ 2 if and only if t ∈ W 1 or W 2 . In other words,
It only remains to show that L k ∩ σ
• 2 (X) = ∅ for k = 1, 2. For all λ i,j ∈ C, the vector (i,j)∈E 1 λ i,j u i,j ∈ W 1 is the tangent vector to the Segre variety at the point e 0 ⊗ e 0 ⊗ ( (i,j)∈E 1 λ i,j e i ) in the direction e 1 ⊗ e 1 ⊗ ( (i,j)∈E 1 λ i,j e j ). Such a tangent vector is of rank 3 unless (i,j)∈E 1 λ i,j e i is proportional to (i,j)∈E 1 λ i,j e j , which is the case if and only if λ i,j = 0 for all (i, j) ∈ E 1 . Hence L 1 ∩ σ • 2 (X) = ∅. The same argument proves the claim for L 2 .
We gave a geometric construction of an injection P 1 × P 1 × P m inj − − → P 2m+4 . Choosing appropriate bases, we arrive at the following explicit description:
Corollary 4.11. The following morphism is injective: In particular, γ(P 1 × P 1 × P m , O(1, 1, 1)) ≤ 2(m + 2).
