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Abstract:
Tensor network is an attractive approach to field theory with negative sign problem.
The complex φ4 theory at finite density is a test bed for numerical algorithms to verify
their effectiveness. The model shows a characteristic feature called the Silver Blaze phe-
nomenon associated with the sign problem in the large volume limit at low temperature.
We analyze the four-dimensional model employing the anisotropic tensor renormalization
group algorithm. We find a clear signal of the Silver Blaze phenomenon on a large vol-
ume of V = 10244, which implies that the tensor network approach is effective even for
four-dimensional field theory beyond two dimensions.
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1 Introduction
The tensor renormalization group (TRG), which was originally proposed by Levin and
Nave to study two-dimensional (2d) classical spin models [1]1, is a deterministic method
to evaluate the partition function. This method has several superior features over the
Monte Carlo method. It does not suffer from the sign problem and its computational cost
depends on the system size only logarithmically. In addition, the partition function or
the path-integral itself can be directly evaluated and Grassmann variables are also directly
manipulated. In past several years these features have been confirmed by exploratory
numerical studies of the 2d quantum field theories [5–18]. A next research direction could
be an application of the TRG method to the 4d quantum field theories following the first
study of a 4d spin model [19, 20].
In this paper we choose the 4d complex φ4 theory at finite chemical potential, which is
a typical system with the sign problem. This model has a characteristic feature called the
Silver Blaze phenomenon, which has been studied by various methods intended to overcome
or tame the sign problem, such as the complex Langevin approach [21], the thimble method
[22–24], and the worldline representation [25, 26]. Since the 2d case was investigated using
the TRG method [17], we already have a knowledge of how to treat the complex scalar
field effectively with it. The most important change from the 2d case to the 4d one is a
choice of the algorithm. The original TRG algorithm proposed by Levin and Nave, which
was employed in the 2d case [17], is not applicable to higher dimensional (≥ 3d) models.
Although this defect was overcome by the higher order TRG (HOTRG) algorithm [2], its
computational cost is O(D4d−1) with D the bond dimension of the tensors, which is rather
expensive for higher dimensional models. Recently, a new algorithm called Anisotropic
TRG (ATRG) was proposed to reduce the computational cost to be O(D2d+1) [3]. The
1In this paper the TRG method or the TRG approach refers to not only the original numerical algorithm
proposed by Levin and Nave but also its improved versions [2–4].
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effectiveness of this algorithm is already tested using the 4d Ising model [20]. We employ
the ATRG algorithm to investigate the 4d complex φ4 theory at finite chemical potential.
This paper is organized as follows. In Sec. 2 we explain the details of the computational
method for the 4d complex φ4 theory at finite chemical potential with the ATRG algorithm.
Numerical results including the Silver Blaze phenomenon are presented in Sec. 3. Section 4
is devoted to summary and outlook.
2 Method
2.1 Tensor network representation
The complex scalar field theory at finite chemical potential in 4d euclidean space is given
by
S =
∫
d4x
{|∂νφ|2 +m2|φ|2 + λ|φ|4 + µ(∂4φ∗φ− φ∗∂4φ)} (x) (2.1)
with the complex scalar field φ(x), the bare mass m, the quartic coupling constant λ > 0
and the chemical potential µ. This model has a global U(1) symmetry φ→ eiθφ , which is
broken for large µ.
The lattice theory is defined in an ordinary manner. The lattice scalar field φn lives
on a site n of a lattice Γ = {(n1, n2, n3, n4) |nν = 1, 2, . . . , Nν} with the lattice volume
V = N1×N2×N3×N4. The lattice spacing a is set to a = 1 without loss of generality. We
choose the periodic boundary condition for the scalar field: φn+Nν νˆ = φn for ν = 1, 2, 3, 4
with νˆ is the unit vector of the ν-direction. See the 2d case [17] for the other notations.
Then the corresponding 4d lattice action is given by
S[φ] =
∑
n∈Γ
{
(8 +m2)|φn|2 + λ|φn|4 −
4∑
ν=1
(
eµδν4φ∗nφn+νˆ + e
−µδν4φnφ∗n+νˆ
)}
. (2.2)
Note that m and µ in the lattice action are dimensionless ones measured in the lattice unit
and Eq. (2.1) is reproduced by taking a naive continuum limit of Eq. (2.2). The partition
function is defined by
Z =
∫
Dφ e−S[φ] (2.3)
with the path integral measure
∫ Dφ = ∏n∈Γ ∫∞−∞ dRe(φn)dIm(φn).
We employ the polar coordinate φn = rne
ipisn (rn ≥ 0 and sn ∈ [−1, 1)) to express the
partition function Z as a tensor network. The action and integral measure are written in
S[r, s] =
∑
n∈Γ
{
(8 +m2)r2n + λr
4
n − 2
4∑
ν=1
rnrn+νˆ cos
(
pi(sn+νˆ − sn)− iµδν4
)}
(2.4)
and ∫
Dφ ≡
∏
n∈Γ
∫ ∞
0
drnrn
∫ 1
−1
pidsn. (2.5)
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The continuous variables rn and sn are discretized by the K1-point Gauss-Laguerre and K2-
point Gauss-Legendre quadrature rule, respectively: rα and wα with α = 1, . . . ,K1 denote
the αth node and weight in the former quadrature and sβ and uβ with β = 1, . . . ,K2 are
the βth node and its weight in the latter one. The partition function is thus discretized as
Z(K1,K2) =
∑
{α,β}
e−S[r,s]
∏
n∈Γ
(wαne
rαn rαn)(piuβn) (2.6)
with
∑
{α,β} ≡
∏
n∈Γ
∑K1
αn=1
∑K2
βn=1
.
Introducing square matrices
M
[ν]
αβ,α′β′ =
4
√
pi 8
√
rαrα′wαwα′uβuβ′ exp
(
rα + rα′
8
)
· exp
[(
1 +
m2
8
)(
r2α + r
2
α′
)
+
λ
8
(
r4α + r
4
α′
)− 2rαrβ cos(pi(sβ − sβ′)− iµδν4)] (2.7)
leads to
Z(K1,K2) =
∑
{α,β}
∏
n∈Γ
4∏
ν=1
M
[ν]
αnβn,αn+νˆβn+νˆ
. (2.8)
Note that M [ν] is the (K1K2)× (K1K2) matrix which represents a forward hopping term
of the ν-direction.
The singular value decomposition (SVD) is applied to each matrix M :
M
[ν]
αβ,α′β′ =
K1K2∑
k=1
U
[ν]
αβ,kσ
[ν]
k V
[ν]†
α′β′,k (2.9)
where σ
[ν]
k is the kth singular value sorted in the descending order, and U
[ν] and V [ν] are
the unitary matrices composed of the singular vectors. Thus, the partition function is
represented by a tensor network as
Z(K1,K2) =
∑
x,y,z,t
∏
n∈Γ
Txnynzntnxn−1ˆyn−2ˆzn−3ˆtn−4ˆ (2.10)
where
Ti1i2i3i4j1j2j3j4 =
K1∑
α=1
K2∑
β=1
4∏
ν=1
√
σ
[ν]
iν
σ
[ν]
jν
U
[ν]
αβ,iν
V
[ν]†
αβ,jν
. (2.11)
Here tensor indices xn, yn, zn, tn, (ik, jk) run from 1 to K1K2 and the summation
∑
x,y,z,t
is taken for all possible values.
In actual numerical computations, we use a truncated form of Eq. (2.9) up to D
(≤ K1K2) to reduce the computational cost. This change is simply understood by re-
defining
∑
x,y,z,t as
∑
x,y,z,t ≡
∏
n∈Γ
∑D
xn=1
∑D
yn=1
∑D
zn=1
∑D
tn=1
. The partition function
is approximately given with three parameters D and K1,K2. We check the K1,K2 and D
dependences of the results in the next section.
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The expectation value of a local operator is also expressed as a tensor network which
is not homogeneous. For instance, the network for 〈|φ|2〉 has an impurity tensor which
corresponds to the operator insertion in the whole network. For the particle number density,
two impurity tensors are needed as the number operator has a hopping term.
2.2 ATRG
The implementation details of the ATRG algorithm is already explained in Ref. [20]. Here
we comment on two points. Firstly, as the partial SVD required in the ATRG, we employ
the randomized SVD (RSVD) algorithm, whose accuracy is controlled by the over sampling
parameter p and the RSVD iteration number q. With the choice of p ≥ 4D and q ≥ 2D,
we have confirmed that the numerical results obtained by the ATRG do not depend on
these parameters2. Secondly, we have slightly modified the original algorithm of ATRG [3];
we avoid taking the square root for the singular values obtained by the RSVD. We have
checked the improvement of the accuracy with this modification, benchmarking with the
two-dimensional Ising model.
3 Numerical results
The complex φ4 theory at finite density is expected to show the Silver Blaze phenomenon
where bulk observables are independent of µ up to some critical point µc in the thermody-
namic limit at zero temperature. Since this phenomenon is related to the complex phase
of the action, we examine the µ dependence of a few observables to test the TRG method.
We choose m = 0.1 and λ = 1 for the lattice complex φ4 theory of Eq. (2.2). These
parameters are the same as employed in the 2d case of Ref. [17]. The partition function of
Eq. (2.10) is evaluated using the ATRG algorithm on a periodic lattice with the volume
V = L4 (L = 2m,m ∈ Z). In the previous section we have introduced two algorithmic
parameters. One is the bond dimension of the tensors D, which is fixed by keeping the
largest D components with the SVD throughout the ATRG algorithm. The other is the
polynomial order in the Gauss quadrature method to discretize the complex scalar fields.
We set K = K1 = K2 for simplicity.
Fig. 1 shows the K dependence of the thermodynamic potential density −Ω = 1V lnZ
with D = 45 on V = 10244 choosing µ = 0.6 near the critical chemical potential. We
observe a good convergence behavior for K. Fig. 2 plots the D dependence of the ther-
modynamic potential density with K = 64, which seems to be converging around D ' 40.
In the following, numerical results are presented for D = 45 and K = 64 which are large
enough in this study.
We first define a phase quenched partition function as
Zpq =
∫
Dφ e−Re(S), (3.1)
dropping the imaginary part of e−S = e−Re(S)eiθ with e−Re(S) > 0. The expectation value
of an operator O in the phase quenched theory is expressed as 〈O〉pq, which is related to
2For the study of these RSVD parameters in the 4d ATRG, see also Ref. [27].
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Figure 1. K dependence of thermodynamic potential density with m2 = 0.01, λ = 1, µ = 0.6 and
D = 45 on V = 10244.
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Figure 2. D dependence of thermodynamic potential density with m2 = 0.01, λ = 1, µ = 0.6 and
K = 64 on V = 10244.
〈O〉 as
〈O〉 = 〈Oe
iθ〉pq
〈eiθ〉pq . (3.2)
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In case that the phase factor oscillates frequently in the large µ region it is difficult for
the Monte Carlo method to evaluate the ratio because of the vanishing contributions from
both the numerator and the denominator. This is the so-called sign problem.
In Fig. 3, we plot the average phase factor 〈eiθ〉pq = Z/Zpq as a function of µ varying
the lattice volume V . This quantity measures how severe the sign problem is for given
parameters of µ and V . We observe that 〈eiθ〉pq becomes close to zero as either of the
volume or the chemical potential increases. On the largest volume of V = 10244, which
is essentially regarded as the thermodynamic limit at zero temperature, the average phase
factor quickly falls off from one at µ = 0 to zero for µ & 0.05, where a naive Monte Carlo
method does not work.
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Figure 3. Average phase factor as a function of µ with m2 = 0.01, λ = 1, K = 64, D = 45. The
lattice volume V is varied from 44 to 10244.
In Fig. 4, the µ dependence of the particle number density
〈n〉 = 1
V
∂ lnZ
∂µ
(3.3)
is plotted. We evaluate this quantity by the ATRG algorithm with impurity tensors [15].
On the larger volume the Silver Blaze phenomenon becomes manifest: the particle number
density stays around zero up to µ ≈ 0.65 and starts to show the rapid increase at µ ≈ 0.65
. Fig. 5 compares 〈n〉 and 〈n〉pq as a function of µ on the lattice of V = 10244. The
latter shows the monotonic increase once the finite chemical potential is turned on. It is
confirmed that the Silver Blaze phenomenon is attributed to the imaginary part of the
action.
Fig. 6 plots 〈|φ|2〉 as a function of µ with the same parameter set of (m,λ,K,D, V ) as in
Fig. 4, which is also evaluated with the impurity tensor method. The µ dependence of 〈|φ|2〉
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Figure 4. Particle number density as a function of µ with the lattice volume varied from 24 to
10244. The other parameters, m, λ, K and D, are the same as those in Fig. 3.
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Figure 5. Comparison of 〈n〉 and 〈n〉pq with m2 = 0.01, λ = 1, K = 64 and D = 45 on V = 10244.
is quite similar to that of 〈n〉 in Fig. 4: 〈|φ|2〉 seems independent of µ up to µ ≈ 0.65 and
shows the rapid increase beyond it. The value of the critical chemical potential µc should be
compared with a mean field estimate, which is given by 4 sinh2(µMFc /2) = m
2+4λ〈|φ|2〉 [28].
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Using the measured value of 〈|φ|2〉 ≈ 0.125 over 0 ≤ µ ≤ 0.65 in Fig. 6 we obtain µMFc ≈
0.70.
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Figure 6. 〈|φ|2〉 as a function of µ with the same parameter set of (m,λ,K,D, V ) as in Fig. 4.
4 Summary and outlook
We have applied the ATRG algorithm to study the 4d complex φ4 theory at finite density.
This is the first attempt to analyze a 4d quantum field theory with the TRG approach.
The Silver Blaze phenomenon is clearly observed for the particle number density and 〈|φ|2〉
on the extremely large lattice of V = 10244 which is essentially in the thermodynamic limit
at zero temperature. This successful study encourages us to extend the analysis to other
4d quantum field theories.
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