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Abstract—This paper develops and analyzes an online dis-
tributed proximal-gradient method (DPGM) for time-varying
composite convex optimization problems. Each node of the
network features a local cost that includes a smooth strongly
convex function and a non-smooth convex function, both changing
over time. By coordinating through a connected communication
network, the nodes collaboratively track the trajectory of the
minimizers without exchanging their local cost functions. The
DPGM is implemented in an online and “inexact” fashion. The
term online refers to a setting where only a limited number of
steps are implemented before the function changes; the algorithm
is inexact in the sense that: (i) it may rely on approximate
first-order information of the smooth component of the cost;
(ii) the proximal operator may be computed only up to a certain
precision; and, (iii) variables may be affected by communication
noise or quantization errors. It is shown that the tracking
error of the online inexact DPGM is upper-bounded by a
convergent linear system; in particular, the iterates generated
by the algorithm converge R-linearly to a neighborhood of the
optimal solution trajectory. Asymptotic results for the tracking
error are also presented where the roles of the individual sources
of inexactness and the solution dynamics are emphasized.
Index Terms—Online optimization, proximal gradient method,
distributed optimization, inexact algorithms, linear convergence.
I. INTRODUCTION AND MOTIVATION
This paper considers a network of N agents collaboratively
solving a time-varying optimization problem of the form:
x∗(tk) := arg min
x∈Rn
N∑
i=1
(fi(x; tk) + gi(x; tk)) (1)
where fi is a smooth, strongly convex function, gi is a convex
non-smooth functions, and {tk}k∈N is a time index. Prob-
lem (1) is prevalent in learning and data processing problems
over networks [1]–[5]; temporal variations of the cost capture
streams of data/measurements, with a new datum arriving
at each interval Ts := tk+1 − tk, or time-varying problem
parameters. Problem (1) can also model a number of data-
driven control tasks, including measurement-based algorithms
for network optimization [6], [7], predictive control [8], and
design of optimal controllers for distributed systems [9]; in this
case, measurements are gathered from the physical system at
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Fig. 1. A qualitative illustration of the distributed, inexact and time-varying
framework considered in the paper. Each node is observing time-varying data
(e.g. measurements with a sensor) which imply that the problem is time-
varying. Moreover, communication errors and the limited resources available
at each node introduce inexactness in the algorithm’s updates.
every interval Ts and changes in the control objectives lead to
a time-varying problem formulation.
The goal of this paper is to develop a distributed algorithm
that allows the nodes to collaboratively track the optimal
trajectory {x∗(tk)} of the sequence of composite problems (1).
Due to the dynamic nature of problem (1), the proposed
distributed proximal gradient method (DPGM) will be charac-
terized by the application of a limited number of algorithmic
steps to each problem, giving rise to an online (or catching-
up [10]) implementation of the algorithm.
The paper further studies DPGM in an inexact scenario,
characterized by the following nonidealities: (e1) approximate
evaluation of the gradient of fi; (e2) approximate proxi-
mal evaluation; and, (e3) state noise. Approximate gradient
information naturally captures the case where, for exam-
ple, bandit or zeroth order methods are utilized to estimate
∇xfi(x; tk) [11], [12]. An approximate proximal evaluation
may emerge when the proximal operator can be performed
only up to a given precision [13]–[15]. This may be due
to nodes with limited processing power or energy-related
concerns. Finally, errors in the states (that is, variables) may be
due to communications or transmissions of quantized vectors,
see e.g. [16]–[19]. Errors in the gradient and variables also
capture measurement-based algorithms [6], [7]. The overall
setting is stylized in Figure 1.
Although the DPGM is implemented in an online and
inexact fashion, the paper shows that the tracking error is
upper-bounded by a convergent linear system; in particular,
the iterates generated by the algorithm converge R-linearly to
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2a neighborhood of the optimal solution trajectory {x∗(tk)}.
Asymptotic results for the tracking error are also presented,
where the roles of the individual sources of inexactness and
of a problem relaxation (utilized to facilitate the development
of a distributed algorithm) are emphasized. Numerical results
compare the DPGM with PG-EXTRA [20] and NIDS [21];
interestingly, it is shown that DPGM performs the worst for
time-invariant problems and with exact updates, but becomes
a very competitive algorithm in the time-varying and inexact
cases, outperforming the other two algorithms in different
scenarios.
Prior literature in the context of online distributed al-
gorithms includes, e.g., [4], [22]–[25]. Both [22] and [23]
consider an online sub-gradient framework (with [22] focusing
on weighted dual averaging), and perform a dynamic regret
analysis. The former can handle time-varying graphs, while
the latter can be implemented on a directed graph. The recent
paper [26] proposes an online version of DGD [27] alongside
an online gradient tracking scheme. These works do not
address composite costs and involve exact updates. In [24]
and [4], two (exact) distributed online algorithms are proposed
to solve smooth optimization problems, under the assumption
that there exists a linear model for the optimal trajectory. In
this paper, no model for the optimal trajectory is postulated.
For smooth cost functions, decentralized online (and exact)
prediction-correction schemes were developed in [1], an online
exact saddle-point algorithm was developed in [25] for a
consensus problem, and a distributed primal-dual algorithm
with a star communication topology was developed in [7].
Different PGM-based algorithms have been proposed to
solve distributed, composite problems in static optimization,
for example [20], [21], [28]–[30]. The approaches of [28],
[29] require an inertial scheme and a diminishing step-size to
guarantee exact convergence, respectively, while the methods
proposed in [20], [21], [30] are based on gradient tracking
schemes, which lead to exact convergence with a fixed step-
size. The recent papers [31], [32] propose two different unified
frameworks for distributed PGMs based on gradient tracking
schemes. Interestingly, linear convergence for this class of
algorithms can be guaranteed in the static and exact scenario
only provided that the non-smooth part of the cost be common
to all nodes. An asynchronous version of DPGM (as well as an
asynchronous PG-EXTRA [20]) was investigated in [33]. An
alternative asynchronous algorithm, developed using Lagrange
duality theory, was proposed in [34]. It is worth mentioning
that alternatives to the proximal gradient method have also
been proposed for time-invariant problems. These includes the
primal-dual method in [35], the proximal alternating method of
multipliers (ADMM) [36], and the inertial forward-backward
splitting [37] for master-slave architectures.
To the best of the authors’ knowledge, the only online
distributed proximal gradient method that can handle time-
varying costs has been proposed in [38]. The DP-OGD al-
gorithm of [38] can be applied to B-connected graphs, but
requires that the non-smooth part of the costs be common to
all nodes. An interesting feature of DP-OGD in [38] is that
it alternates consensus steps (i.e. rounds of communications)
with proximal gradient steps. The algorithm guarantees a sub-
linear dynamic regret, provided that the number of commu-
nication rounds and the step-size be chosen in a coordinated
fashion.
Finally, inexact proximal gradient methods for static and
centralized optimization have been studied in [2], [15], and
see also [13], [14] for a discussion of possible inexactness
models for the proximal evaluation.
To summarize, the paper offers the following contributions:
• A DPGM is proposed and analyzed, and it is shown that
the tracking error is upper-bounded by a convergent linear
system; its R-linear convergence to a neighborhood of the
optimal solution is characterized in a static and inexact
scenario.
• The linear convergence of the online inexact DPGM is
characterized when applied to the time-varying prob-
lem (1), and asymptotic error bounds are also provided.
• Under additional assumptions, the convergence results are
sharpened by characterizing the difference between the
solution to (1) and the solution computed by DPGM.
Paper organization. Section II introduces the inexact DPGM in
a time-invariant scenario. Section III then presents an online
version of the inexact DPGM, and studies its convergence.
Section IV provides simulations results, and Section V con-
cludes the paper.
Notation. For a given vector x ∈ Rn, ‖x‖ is the Euclidean
norm and x> denotes transposition. ⊗ denotes the Kronecker
product. Given a symmetric matrix M , λmin(M) denotes the
minimum eigenvalue of M ; if, additionally, M is stable, then
ρ(M) ∈ (0, 1) denotes the absolute value of the larges singular
value strictly smaller than one. With ∂f(x) is denoted the
subdifferential of a convex function f and by ∇˜f(x) ∈ ∂f(x)
a subgradient. The proximal operator proxαg : Rn → Rn of a
convex closed and proper function g : Rn → R is defined as:
proxαg(y) := arg min
x
{
g(x) +
1
2α
‖x− y‖2
}
(2)
with α > 0. The vectors of all ones and zeros are denoted by 1
and 0, respectively. The notation [v]i selects the i-th element
of vector v. In the following, local variables will be denoted
by normal case letters, and global variables by boldface letters.
A sequence {β`}`∈N is said to be R-linearly convergent if
there exists C > 0 and λ ∈ (0, 1) such that β` ≤ Cλ` for any
` ∈ N.
II. INEXACT COMPOSITE OPTIMIZATION
This section introduces the proposed inexact DPGM for
static problems, that is, for which the cost function in (1)
does not change during the execution of the algorithm. The
analytical results derived for this time-invariant setting will be
subsequently expanded in Section III for online implementa-
tions of DPGM.
A. DPGM for time-invariant problems
This first section defines the exact DPGM algorithm for
static problems, and discusses its structure. The following
sections will introduce inexactness in the algorithmic steps,
and study the convergence of the resulting method.
3Let the network be represented by a graph G = (V, E),
where V is the set of nodes, with N := |V|, and E is the set
of edges. The links (i, j) ∈ E are undirected; let Ni denote
the set of neighbors of node i. Assuming that the graph G
is connected, problem (1) can be equivalently written in the
following form:
min
{xi∈Rn}Ni=1
N∑
i=1
(fi(xi) + gi(xi)) (3a)
s.t. xi = xj ∀(i, j) ∈ E (3b)
where xi ∈ Rn is a local variable – or state – available at
node i ∈ V , and where the time index tk is dropped for
simplicity of exposition (the time index will be re-introduced
in Section III). As usual [39], constraint (3b) along with
the connectedness of the graph G ensure that problems (1)
and (3) are equivalent. Hereafter, let x∗ = 1N ⊗ x∗, with
x∗ := arg minx∈Rn
∑N
i=1 (fi(x) + gi(x)), and let x :=
[x>1 , . . . , x
>
N ]
> be a vector stacking all the local variables.
The following standard assumptions are made regarding the
communication graph G as well as the problem (3).
Assumption 1. The graph G is undirected and connected;
that is, there exists a path connecting every pair of nodes.
Moreover, let W be a consensus matrix associated to the
adjacency matrix of G, and assume that W is symmetric and
doubly stochastic.
Assumption 2. The composite local costs fi(x) + gi(x), i =
1, . . . , N , have the following properties:
• The function fi : Rn → R, i = 1, . . . , N , is Lfi -smooth
and mfi -strongly convex;
• The function gi : Rn → R, i = 1, . . . , N , is closed,
convex and proper; it is also Lgi -Lipschitz continuous,
but possibly non-smooth. The proximal of gi can be
efficiently computed, e.g. in closed form.
In the following, define Lf := maxi Lfi , mf := minimfi ,
and Lg := maxi Lgi . As discussed shortly, smoothness and
strong convexity of the costs fi, i = 1, . . . , N , allow one to
derive linear convergence results; on the other hand, Lipschitz
continuity of gi guarantees the boundedness of the subgradi-
ents of the non-smooth part. Regarding Assumption 1, recall
that if the entry (i, j) of W is non-zero, then node j can
communicate with node i.
The DPGM aims to identify the solution of (3) by sequen-
tially performing the following steps:
y`+1 = Wx` − α∇f(x`) (4a)
x`+1 = proxαg(y
`+1) (4b)
where f(x) =
∑N
i=1 fi(xi), g(x) =
∑N
i=1 gi(xi), W :=
W⊗In, ` ∈ N is the iteration index and α > 0 is the step size.
The implementation of algorithm (4) is naturally distributed;
in fact:
• In ∇f(x`) = [∇f1(x`1)> · · · ∇fN (x`N )>]> the i-th
component can be computed by node i using only local
information;
• The i-th element of the vector Wx` represents a convex
combination of the states x`i and {x`j}j∈Ni , and therefore
can be computed by node i after receiving the local states
of its neighbors;
• proxαg(y
`+1) decouples into the N parallel problems
x`+1i = arg minxi
{
gi(xi) +
1
2α‖xi − y`+1i ‖2
}
, i =
1, . . . , N , that can be solved locally at each node.
Similarly to DGD [27], it is important to notice that algo-
rithm (4) can identify a solution of (3) only up to a precision
error, since it actually solves a relaxed version of (3). To see
this, define the function
ϕα(x) :=
1
2
x>(I −W )x+ αf(x) (5)
which relaxes the consensus constraints (3b) using the
quadratic function (1/2)x>(I −W )x; with this definition in
place, the algorithm (4) can then be interpreted as the proximal
gradient method applied to the unconstrained problem
x˜ := arg min
x∈RnN
{ϕα(x) + αg(x)} (6)
with unitary step-size (this discussion is similar to the one in
[27], where a gradient method is utilized for smooth convex
programs). Consequently, at convergence, the local variables
may not necessarily be identical because x˜ does not belong
to the consensus subspace span{1}.
Section II-C will analyze the convergence of (4) to a
neighborhood x∗. To this end, the following properties for
the function ϕα are highlighted.
Lemma 1 (Relaxed problem). The function ϕα : RnN → R
is Lϕ-smooth and mϕ-strongly convex, with
Lϕ = 1− λmin(W ) + αLf and mϕ = αmf .
Proof. See Appendix A.
To guarantee the convergence of the algorithm to x˜, the
following condition on the step-size must be imposed
α ∈
(
0,
1 + λmin(W )
Lf
)
(7)
which readily follows from the condition 1 ≤ 2/Lϕ. If α
satisfies (7), then the algorithm converges Q-linearly to the
solution of the regularized problem (6); that is, [40]∥∥x`+1 − x˜∥∥ ≤ ζϕ ∥∥x` − x˜∥∥ (8)
where ζϕ := max {|1− Lϕ|, |1−mϕ|} ∈ (0, 1). Obviously,∥∥x` − x˜∥∥→ 0 as `→ +∞.
B. Inexact algorithm
As discussed in Section I, the nodes in the network may ap-
ply an inexact version of algorithm (4) because of underlying
computational bottlenecks, communication errors, and finite
precision/quantization. In particular, this section introduces
into DPGM the following nonidealities: (e1) approximate
gradient evaluation; (e2) approximate proximal evaluation;
and, (e3) state noise.
Let xˆ` := x` + e`s, where e
`
s models communications and
quantization errors, and let ∇ˆf(x`) := ∇f(x`) + e`g be an
4estimate of the gradient ∇f(x`). Thus, an inexact DPGM
amounts to:
y`+1 = Wxˆ` − α∇ˆf(x`) (9a)
x`+1 ≈ proxαg(y`+1) (9b)
where the notation x ≈ proxαg(y) indicates that the proxi-
mal operator is performed up to a given precision1, namely∥∥x`+1 − proxαg(y`+1)∥∥ ≤ e`p.
To tackle the analysis of (9), the following update is
considered first:
y`+1 = Wx` − α∇f(x`) (10a)
x`+1 = proxαg(y
`+1) + e` (10b)
where e` represent the additive error at iteration ` ∈ N.
The error e` can implicitly model the contributions from
an inaccurate gradient and state information as an inexact
proximal operator, as explained in [14]. In the following,
convergence results will be derived based on (10), while
section III-D will provide detailed error bounds that emphasize
the role of the various sources of inaccuracy.
The convergence of the inexact DPGM (10) is analyzed un-
der two different settings: norm-bounded errors and stochastic
errors, which are characterized by the following Assumptions.
Assumption 3 (Norm-bounded error). There exists η > 0 such
that, for any ` ∈ N, the additive error satisfies ∥∥e`∥∥ ≤ η.
Assumption 4 (Stochastic error). The error e` is the realiza-
tion of a multi-variate random variable with bounded mean µ
and bounded covariance matrix Σ; that is [µ]i < +∞ and
[Σ]ij < +∞ for any i, j.
Assumption 3 considers only sources of inexactness whose
norm is bounded. This is the case for deterministic errors (as
in, for example, [13], [14]) or random vectors that have finite
support (e.g. uniform random vectors). On the other hand,
Assumption 4 considers stochastic errors where the norm of
the error is bounded in mean, without imposing boundedness
for each realization (e.g. a normal random vector). Indeed,
under Assumption 4 the following Lemma holds.
Lemma 2 (Expectation of inexactness’ norm). Let e be a
random vector with finite mean µ and finite covariance matrix
Σ. Then, one has that
E [‖e‖] ≤ η :=
√
tr(Σ) + ‖µ‖2 < +∞. (11)
Proof. See Appendix A.
C. Convergence analysis
The result of this section establishes the convergence of the
inexact DPGM to a neighborhood of the optimal solution x∗
of problem (3). The size of the neighborhood will be shown
to depend both on the inexactness introduced by update (4)
and the structure of the approximate problem (6).
1Different models for the inexact proximal evaluation are discussed in [13]–
[15].
In the following, the average of the local variables {x`i}Ni=1
at iteration ` is denoted by x¯` := (1/N)
∑N
i=1 x
`
i , and let
x¯` := 1N ⊗ x¯`. (12)
For future developments, notice that x¯` can also be written as
x¯` = 1N (1N1
>
N ⊗ In)x`. The following convergence result is
related to the evolution of the error vector
d` :=
[ ∥∥x¯` − x∗∥∥ ,∥∥x` − x¯`∥∥ ,∥∥x` − x˜∥∥ ]>, (13)
where, in particular,
∥∥x` − x¯`∥∥ is the distance between the
vector collecting the local variables and the respective average,
and
∥∥x¯` − x∗∥∥ the distance between x¯` and the optimal
solution.
Proposition 1 (Time-invariant convergence). Let the step size
α verify
0 < α < min
{
1 + λmin(W )
Lf
,
2
Lf +mf
}
(14)
then algorithm (10) converges R-linearly to a neighborhood
of the optimal solution x∗.
In particular, the dynamics of the error
∥∥x`+1 − x∗∥∥ can
be modeled as the output of the following linear system
d`+1 ≤ Ad` + b+ 13
∥∥e`∥∥ (15)∥∥x`+1 − x∗∥∥ ≤ [1 1 0] d`+1, (16)
where
A :=
c αLf 00 ρ(W ) αLf
0 0 ζϕ
 , b :=
 2αLg2αLg + ‖(I −W )x˜‖
0

with c :=
√
1− 2αmfLf/(mf + Lf ) ∈ (0, 1), and the
inequality holds entry-wise.
Finally, under Assumption 3, the evolution of the error is
characterized by d`+1 ≤ Ad` + b′, where b′ := b+ η13, while
under Assumption 4 the same holds in mean.
Convergence to a neighborhood of x∗ follows by noticing
that all the eigenvalues of the matrix A are strictly inside the
unitary circle; that is, the sequence of errors is upper-bounded
by a convergent linear system with a fixed input.
The proof of Proposition 1 is reported in Appendix B,
alongside some auxiliary Lemmas. Section III will present
asymptotic error bounds for the online and inexact scenario,
which can be particularized to the time-invariant case analyzed
in this section.
Remark 1. If the error source is removed from DPGM, then
Proposition 1 proves convergence of the exact DPGM of (4).
Moreover, by choosing gi(·) = 0 and Lg = 0 in the proof
of Proposition 1 yields an alternative convergence analysis
for the distributed gradient method x`+1 = Wx`−α∇f(x`)
(DGD) studied in, e.g., [27], as well as for its inexact variant,
which, to the best of the authors’ knowledge, is a novel result.
Therefore, the results presented in the following section
can also be leveraged to prove convergence of an online
implementation of DGD.
5D. Convergence with twice differentiability
The results in this section present an alternative convergence
analysis that can be carried out under the following further
assumption.
Assumption 5. The smooth local costs fi, i = 1, . . . , N , are
twice continuously differentiable.
Proposition 2 (Bound to ‖x˜− x∗‖). Suppose that Assump-
tion 5 holds. Then, ‖x˜− x∗‖ can be bounded as:
‖x˜− x∗‖ ≤
√
α
mf
(‖∇f(x∗)‖+ Lg) . (17)
Using Proposition 2 the convergence of DPGM can be
characterized with the following result.
Proposition 3 (Convergence with twice differentiability). Sup-
pose that Assumption 5 holds, and let the step size α verify (7),
that is:
α ∈
(
0,
1 + λmin(W )
Lf
)
.
Then the sequence {x`}`∈N generated by algorithm (10)
satisfies the following bound:∥∥x`+1 − x∗∥∥ ≤ ζ`+1ϕ ∥∥x0 − x∗∥∥+ (18)
+
1− ζ`+2ϕ
1− ζϕ
(√
α
mf
(‖∇f(x∗)‖+ Lg)
)
+
∑`
h=0
ζ`−hϕ
∥∥eh∥∥ .
Remark 2. We note that Proposition 3 requires the step-
size to satisfy (7), whereas Proposition 1 requires that α
satisfy the (possibly more stringent) condition (14). Indeed,
if 2/(Lf +mf ) < (1 + λmin(W ))/Lf then the values that α
can take in Proposition 1 are less than those that it can take
in Proposition 3.
III. ONLINE COMPOSITE OPTIMIZATION
A. Time-varying problem formulation and algorithm
The paper now turns the attention to the time-varying
problem (1); similarly to (3), consider then the following
equivalent time-varying formulation:
x∗(tk) := arg min
x∈RnN
N∑
i=1
(fi(xi; tk) + gi(xi; tk)) (19a)
s.t. xi = xj ∀(i, j) ∈ E . (19b)
and recall that {tk}k∈N, tk+1 − tk = Ts, with Ts coinciding
with the inter-arrival time of data (in problems with data
streams) [2], [3] and/or an interval over witch all the local
functions do not change [4]. Regarding (19), the following
assumption is made.
Assumption 6. The sequence of problems (19) is defined over
a fixed graph G that satisfies Assumption 1. Moreover, at each
time {tk}k∈N the local costs fi(x; tk) and gi(x; tk) satisfy
Assumption 2.
Assume that, because of underlying communication and
computation bottlenecks, a limited number of iterations and
communication rounds can be performed over an interval
Ts; hence, each problem can be solved only approximately
(representing an additional source of inexactness for the
proposed algorithm). Denote as Mo > 0 the number of
algorithmic steps. The online inexact DPGM is then described
by Algorithm 1.
Algorithm 1 Online inexact DPGM
Input: xi(t0), i = 1, 2, . . . , N , α, consensus matrix W .
1: for k = 1, 2, . . ., each node do
// Observe new problem
2: Observe gi(·; tk)
3: Observe fi(·; tk) if available
// Apply solver
4: Set x0i = xi(tk−1)
5: for ` = 0, 1, . . . ,Mo − 1 each agent i do
// Communication
6: Transmit x`i to neighbors Ni
7: Receive xˆ`j from neighbors Ni
// Proximal gradient step
8: Compute ∇ˆfi(x`i ; tk), or ∇fi(x`i ; tk) if available
9: Compute the steps:
y`+1i =
∑
j∈Ni
wij xˆ
`
j + wiix
`
i − α∇ˆfi(x`i ; tk)
x`+1i ≈ proxαgi(·;tk)(y`+1i )
10: end for
11: set xi(tk) = xMoi
12: end for
Notice that in Algorithm 1 a second set of local states,
xi(tk), i = 1, . . . , N , was introduced. These represent the
approximate solution computed by each node after applying
Mo steps of the inexact DPGM to the cost observed at time
tk. Further, Algorithm 1 is general enough to cover the cases
where the functional form of fi(·; tk) can be observed, or when
only ∇ˆfi(x`i) is available. Moreover, the approximate solution
to the problem at time tk−1 is used to warm-start2 the DPGM
applied to problem at time tk.
The sequence {x∗(tk)}k∈N represents the unique optimal
trajectory of (19). The key question posed here pertains to
the ability of the online inexact DPGM to track {x∗(tk)}k∈N,
which will be the focus of the following two sections. Notice
that, although in Algorithm 1 the different sources of inexact-
ness are spelled out, the following analysis considers a generic
additive error, as in (10); different sources of inexactness will
be investigated in Section III-D.
The proofs of the results presented in this section are
available in Appendix D.
B. Convergence analysis
The temporal variability of the problem (19) could be
measured based on “how fast” x∗(tk) varies [2], [3]; more pre-
cisely, since x∗(tk) is finite and unique (by Assumption 2), a
pertinent measure can be ‖x∗(tk+1)− x∗(tk)‖. Accordingly,
the following assumption is introduced.
2That is, the initial condition for DPGM at time tk is chosen equal to the
output of DPGM applied to the previous problem at time tk−1.
6Assumption 7. Assume that there exists a non-negative scalar
σ < +∞ such that, at any time tk, k ∈ N, one has that
‖x∗(tk+1)− x∗(tk)‖ ≤ σ (20a)
‖x˜(tk+1)− x˜(tk)‖ ≤ σ, (20b)
where x˜(tk) := arg minx∈RnN {ϕα(x; tk) + αg(x; tk)} and
ϕα(x; tk) := (1/2)x
>(I −W )x + αf(x; tk) are the time-
varying counterparts of (5)–(6).
Although each problem observed at time tk is solved only
approximately (because of the limited number of steps – Mo
– applied within an interval [tk, tk+1)) and using inexact steps
for the DPGM, the following proposition will show that the
sequence of the errors
d(tk) := [ ‖x¯(tk)− x∗(tk)‖ ,
‖x(tk)− x¯(tk)‖ , ‖x(tk)− x˜(tk)‖]>
does not grow unbounded. Given the approximate solution
of (19) and the possibly inexact steps of the DPGM, the
convergence of Algorithm 1 can be guaranteed only within
a neighborhood of the optimal trajectory.
Proposition 4 (Time-varying convergence). Let Assump-
tions 6, 7 hold, and suppose that the step size α satisfies (14).
Then, Algorithm 1 converges R-linearly to a neighborhood of
the optimal solution.
In particular, the distance from the optimal trajectory –
‖x(tk)− x∗(tk)‖ – can be bounded using the following
convergent linear system:
d(tk+1) ≤ AMod(tk) + b′′
‖x(tk+1)− x∗(tk+1)‖ ≤
[
1 1 0
]
d(tk+1)
(21)
where
b′′ :=
Mo−1∑
`=0
AMo−`−1
( 2αLg2αLg + σ′
0
+ ∥∥e`∥∥13)+AMo
σ0
σ

and σ′ := supk∈N ‖(I −W )x˜(tk)‖.
The following Corollary provides an upper bound to the
asymptotic error of Algorithm 1.
Corollary 1 (Asymptotic error bound). Let Assumptions 6, 7
hold, suppose that the step size α satisfies (14), and let
δ := max {c, ρ(W ), ζϕ} ∈ (0, 1).
The asymptotic error of Algorithm 1 under Assumption 3
can be bounded as:
lim sup
k→∞
‖x(tk)− x∗(tk)‖ ≤
1
1− δMo
[
σδMo +
1− δMo+1
1− δ
(
4αLg + σ
′ + 2η
)]
;
(22)
while, under Assumption 4 the same bound holds in mean.
The form of the bound (22) is similar to the ones in existing
works for centralized, exact, and online methods; see, e.g., [2],
[3], [7]. However, in the setting of this paper, the bound (22)
includes the additional term ‖(I −W )x˜(tk)‖ that is due to
the relaxation (6); indeed, since x˜ /∈ span{1}, the term
‖(I −W )x˜(tk)‖ is always positive. The bound also shows
the effect of the errors in the algorithm.
The results presented in this section can be particularized
– by setting Mo = 1 – to yield convergence guarantees in
the widely studied “online learning” scenario, see [41] and
references therein.
Remark 3. One can upper bound the asymptotic error in
the time-invariant scenario of Section II using Corollary 1.
The bounds can be derived simply using Mo → +∞ in
Corollary 1.
Remark 4. Suppose that the non-smooth local costs gi are
constant over time, and that C0 := supt∈R+
∥∥ d
dt∇f(x; t)
∥∥ <
+∞. Then, by [42] the distance between consecutive optimal
solutions can be characterized as
‖x∗(tk+1)− x∗(tk)‖ ≤ C0Ts/mf .
Moreover, since ddt∇ϕα(x; t) = α ddt∇f(x; t), it also follows
that
‖x˜(tk+1)− x˜(tk)‖ ≤ αC0Ts/mϕ = C0Ts/mf ,
and substituting σ = C0Ts/mf in Proposition 4 and Corol-
lary 1, makes explicit the dependence of the asymptotic error
on how frequently a new problem is observed.
C. Convergence with twice differentiability
This section presents an alternative convergence result for
the online, inexact scenario, that holds under the assumption
of twice differentiable costs (cf. Assumption 5).
Proposition 5 (TV convergence with twice differentiability).
Let Assumptions 5, 6, 7 hold, and suppose that the step-size
α satisfies (7). Then, Algorithm 1 converges R-linearly to a
neighborhood of the optimal trajectory, and it satisfied the
following bound:
‖x(tk)− x∗(tk)‖ ≤ ζMoϕ ‖x(tk−1)− x∗(tk−1)‖+
+
1− ζMo+1ϕ
1− ζϕ
(
σ +
√
α
mf
(‖∇f(x∗(tk); tk)‖+ Lg)
)
+
+
Mo∑
`=0
ζMo−`ϕ
∥∥e`∥∥ . (23)
Finally, the following Corollary presents an upper bound to
the asymptotic error.
Corollary 2. Let Assumptions 5, 6, 7 hold, and suppose
that the step-size α satisfies (7). The asymptotic error of
Algorithm 1 under Assumption 3 can be bounded as:
lim sup
k→∞
‖x(tk)− x∗(tk)‖ ≤
1
1− ζMoϕ
[
σ +
1− ζMo+1ϕ
1− ζϕ
(√
ασ′′ + η
)]
;
where
σ′′ =
1√
mf
(
sup
h∈N
‖∇f(x∗(th); th)‖+ Lg
)
.
Under Assumption 4, the asymptotic error has the same
structure but holds in mean.
7D. Accounting for different sources of inexactness
Propositions 1 and 4, as well as Corollary 1, hold for
general additive errors, as in (10). In this section, a bound is
provided where the individual contributions of the errors due to
an approximate gradient evaluation, an approximate proximal
evaluation, and state errors are emphasized. This bound may
suggest how to allocate computational resources to strike a
balance between performance and precision in the gradient
and proximal computation, as well as in the accuracy of the
communications.
Accordingly, let e`g, e
`
p and e
`
s be the errors affecting the
gradient, proximal, and states at iteration `, respectively. The
inexact DPGM applied to the problem observed at time tk can
therefore be analyzed by rewriting (9) as:
y`+1 = W
(
x` + e`s
)− α (∇f(x`; tk) + e`g) (24a)
x`+1 = proxαg(·;tk)(y
`+1) + e`p, (24b)
and the following Corollary holds.
Corollary 3 (Sources of inexactness). Let the step size α ver-
ify (14), and suppose that eg, es and ep satisfy Assumption 3
with ηg, ηs and ηp, respectively. Then the asymptotic error of
the inexact DPGM of (24) can be upper bounded as:
lim sup
k→∞
‖x(tk)− x∗(tk)‖ ≤ 1
1− δMo
[
σδMo+
+
1− δMo+1
1− δ
(
4αLg + σ
′ + 2 (ηs + αηg + ηp)
)]
;
if instead the errors eg, es and ep satisfy Assumption 4, the
bound has the same structure but holds in mean.
Relative to Corollary 1, the result of Corollary 3 high-
lights the contributions of individual errors on the asymptotic
bounds. Depending on the specific tools utilized to estimate
the gradient, and depending on specific choices on the compu-
tation of the proximal operator, the bounds can be further tai-
lored to specific applications. As an example, expressions for
ηg and E
[∥∥e`g∥∥] are available from zeroth-order methods [11],
[12] or for measurement-based methods [7]. Possible models
for e`p are discussed in, e.g., [13]–[15].
IV. NUMERICAL RESULTS
This section presents and discusses numerical results ob-
tained simulating the proposed algorithm and other PGM-
based distributed methods in different scenarios, both time-
invariant and time-varying.
A. Simulation setup
The simulations are performed for a random graph with
N = 25 nodes and ∼ 160 edges, with vectors of dimension
n = 5. The consensus matrix W is built using the Metropolis-
Hastings rule. The nodes are tasked with solving, in a dis-
tributed fashion, a sparse linear regression problem; that is, fi
and gi are:
fi(xi; tk) =
1
2
‖Ai,kxi − bi,k‖2 and gi(xi; tk) = λ1 ‖xi‖1 .
Let bi,k = Ai,ky(tk) + ei,k be the noisy measurements of the
sparse signal y(tk) performed by the i-th node, with ei,k ∈
N (0, 10−3). The signal has bn/2c non-zero components, and
λ1 is set to λ1 = 0.01. Different regression matrices Ai,k are
randomly generated at each sampling time tk, with condition
number of ∼ 100.
In the time-varying case, the signal has sinusoidal com-
ponents with different phases uniformly drawn from [0, pi],
angular frequency 0.5, and the sampling time is Ts = 0.01.
The results presented are averaged over 100 Monte Carlo
iterations. As a performance metric, the cumulative tracking
error is utilized, which is defined in the time-invariant (TI)
and time-varying (TV) case, respectively, as:
E`TI :=
1
`
∑`
h=0
∥∥xh − x∗∥∥ , EkTV := 1k
k∑
h=0
‖x(th)− x∗(th)‖ .
In the following, both time-invariant and time-varying
sparse linear regression problems are considered. The nodes
exhibit errors caused by additive Gaussian noise on the states,
with variance σ2s .
The step-sizes of the algorithms implemented in the follow-
ing numerical results are chosen as a fraction of the maximum
theoretical step-size, hereafter denoted α¯3. In the comparisons
between different algorithms, the step-sizes are hand-tuned so
as to achieve the best performance.
B. Time-invariant problem
As discussed in Section I, different proximal gradient
method-based distributed algorithms have been proposed in
the literature for static problems. The first set of results
provides a comparison of the proposed DPGM with PG-
EXTRA [20] and NIDS [21]. Figure 2 illustrates the tracking
error {∥∥x` − x∗∥∥}`∈N of each algorithm in both the exact and
inexact scenarios.
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Fig. 2. Comparison in terms of tracking error of DPGM (proposed in this
paper), PG-EXTRA [20], and NIDS [21] for a time-invariant sparse linear
regression problem, without and with state errors.
Without state errors (left plot), both PG-EXTRA and NIDS
converge exactly, with a tracking error that is linearly decreas-
ing. On the other hand, DPGM converges to a neighborhood
3Note that in the case of NIDS, each node has a different upper bound, but
the fraction is the same throughout the network.
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Fig. 3. Cumulative tracking error of DPGM for different state noise variances
and step-sizes.
of the optimal solution, as shown by the tracking error
that reaches a steady-state value after a linear convergence
transient.
Interestingly, in the presence of errors in the algorithmic
updates (right plot), one can notice that (i) NIDS diverges4;
(ii) DPGM – as proved in Section II-B – and PG-EXTRA
converge to a neighborhood of the optimal solution, with the
latter achieving a worse steady-state error.
PG-EXTRA does not perform well in the inexact scenario
because the updates of PG-EXTRA employ a gradient tracking
scheme [20], and depend on the variables transmitted at times
` and ` − 1. This implies that each update of PG-EXTRA is
affected by two approximate gradients and two sources of state
errors, rather than a single one (as in the DPGM).
Figure 3 illustrates the cumulative error incurred by the
DPGM for different values of the noise variance and different
values of α.
Recall that by Lemma 2, if es ∼ N (0, σ2s InN ) then
E [‖es‖] ≤
√
nNσs. Consequently, as shown in Figure 3, the
cumulative tracking error of the DPGM increases with the
increasing of the noise variance.
Moreover, an interesting result can be observed when the
step size varies. Indeed, the figure shows that for small
values of σ2s , smaller values of the step size lead to smaller
cumulative errors. However, above a certain threshold, the
curves transition to a regime in which larger values of α lead
to better performances. The cause of this behavior may be
explained as follows. Specializing Corollary 1 to the time-
invariant scenario, i.e. taking Mo → +∞, it holds
lim sup
`→∞
E
[∥∥x` − x∗∥∥] ≤ 1
1− δ
(
4αLg + σ
′ + 2E
[∥∥e`s∥∥] ).
(25)
It can be seen that in the right-hand side of (25) the term σ′ is
constant, while 4αLg and 2E
[∥∥e`s∥∥] vary as α and σ2s change,
respectively. Additionally, the whole expression is weighted by
1/(1 − δ), which decreases as the step-size increases. Thus,
when the noise variance σ2s is very small, the dominant term is
4On a related note, (the smooth version of) NIDS was shown in [43,
section V.B] to lack robustness to time-varying graphs.
4αLg , which implies that smaller values of the step-size lead
to smaller errors. Increasing σ2s however makes 2E
[∥∥e`s∥∥] the
dominant term, and therefore a smaller 1/(1− δ) weight, that
is, a larger step-size, improves the performances.
C. Time-varying problem
This section considers the time-varying, inexact DPGM for
the sparse linear regression problem described above.
A first result is presented in Figure 4, which illustrates the
cumulative tracking error attained by DPGM, PG-EXTRA,
and NIDS for different values of Mo; that is, by varying the
number of steps of the algorithm within each interval Ts.
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Fig. 4. Comparison in terms of cumulative tracking error of DPGM (proposed
in this paper), PG-EXTRA [20], and NIDS [21] for a time-varying sparse
linear regression problem, without and with state errors.
It can be noticed that, in the case of exact algorithmic steps
(left plot), PG-EXTRA and NIDS have better performances the
larger Mo is, since they converge exactly. On the other hand,
when inexactness is introduced and Mo > 1, PG-EXTRA
attains worse errors than DPGM, while NIDS diverges. Indeed,
comparing the left plot in Figure 2 and the right plot in Fig-
ure 4, it is interesting to see that DPGM performs the worst for
time-invariant problems and with exact updates, but becomes
the best algorithm in the time-varying and inexact cases when
Mo > 1. Interestingly, when Mo = 1, NIDS outperforms
DPGM, while PG-EXTRA has the same performance since in
this case it reduces to DPGM.
Notice that in [26] a similar behavior has been observed for
smooth, online optimization (with exact algorithmic updates):
under the right conditions, inexactly converging primal meth-
ods (like DPGM) can outperform exactly converging gradient
tracking schemes (as PG-EXTRA and NIDS).
Another interesting observation is that the cumulative error
of the proposed DPGM – as well as PG-EXTRA in the
inexact case (right plot) – decreases only up to a threshold
value of Mo, and afterwards exhibits a plateau. The following
observation explains this behavior. By Corollary 1, one has
9that
lim sup
k→∞
E [‖x(tk)− x∗(tk)‖] ≤ σδ
Mo
1− δMo +
+
1
1− δ
1− δMo+1
1− δMo
(
4αLg + σ
′ + 2E
[∥∥e`s∥∥] )
' σδ
Mo
1− δMo +
1
1− δ
(
4αLg + σ
′ + 2E
[∥∥e`s∥∥] ). (26)
The right-hand-side of (26) is therefore the sum of two terms,
σδMo
1−δMo , which decreases as Mo increases, and
1
1−δ
(
4αLg +
σ′ + 2E
[∥∥e`s∥∥] ), which is constant even if the number of
steps Mo varies. Therefore, when the second term becomes
dominant over the first one, the cumulative error plateaus.
Finally, Figure 5 depicts the cumulative tracking error of
the proposed DPGM for different choices of Mo and α.
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Fig. 5. Cumulative tracking error of DPGM for different number of solver
steps Mo and different choices of step-size.
The cumulative tracking error of DPGM plateaus after a
threshold value of Mo. Moreover, the larger the step-size, the
smaller the error, since the right-hand side of (26) is weighted
by 1/(1− δ).
D. The effect of graph topology and costs diversity
The results of this section explore the effect of (i) different
network topologies, and (ii) diverse local costs, on the perfor-
mance of DPGM and PG-EXTRA.
The effect of different graph topologies on the cumulative
tracking error is reported in Table I. The results were derived
in the simulation setup described in section IV-A with the
difference that n = 1 and the local matrices Ai are time-
invariant. As one can observe, more connected graphs yield
smaller cumulative tracking errors. Moreover, DPGM outper-
forms PG-EXTRA except for the case of a star topology.
TABLE I
CUMULATIVE TRACKING ERROR FOR DIFFERENT GRAPH TOPOLOGIES.
topology DPGM PG-EXTRA
star 3.602× 10−3 2.799× 10−3
circle 1.555× 10−3 1.756× 10−3
circulant (5) 7.281× 10−4 1.335× 10−3
circulant (10) 5.736× 10−4 1.164× 10−3
complete 5.526× 10−4 1.107× 10−3
The second set of simulations were designed to evaluate
the effect of local costs diversity on the tracking error5. In
particular, the setup of section IV-A was modified to use a
complete network topology with N = 5 and n = 1, and time-
invariant Ai. The diversity of the local costs is simulated by
adding an offset to the signal that each node observes. Node 1
always observes the actual signal y(tk), while the other nodes
observe y(tk)+oi with o2 = o, o3 = −o, o4 = 2o, o5 = −2o,
and o ∈ {0, 5, 10, 15, 20, 25, 30}.
TABLE II
CUMULATIVE TRACKING ERROR FOR DIFFERENT COSTS.
offset o DPGM PG-EXTRA
0 5.076× 10−4 5.646× 10−4
5 3.163× 10−2 1.392× 10−2
10 6.325× 10−2 2.775× 10−2
15 9.479× 10−2 4.160× 10−2
20 1.264× 10−1 5.548× 10−2
25 1.580× 10−1 6.931× 10−2
30 1.896× 10−1 8.320× 10−2
Table II reports the results of these simulations. Notice
that both DPGM and PG-EXTRA incur in higher cumulative
tracking errors the more diverse the local costs are. However,
DPGM is more sensitive to the costs diversity, being outper-
formed by PG-EXTRA in almost all scenarios.
V. CONCLUSIONS
This paper developed an online DPGM for time-varying
composite convex optimization problems. The algorithmic
steps of the online DPGM may be “inexact” to account for ap-
proximate first-order information of the smooth component of
the cost, computationally-heavy proximal operators, and com-
munication noise or quantization errors. The paper provided
convergence results for the DPGM in both the time-invariant
and time-varying case, and analyzed the effect of errors,
temporal variability of the solution, and problem realization on
the tracking capability of the DPGM. R-linear convergence to
a neighborhood of the optimal solution trajectory was shown.
Numerical results compared the DPGM with PG-EXTRA and
NIDS, and showed that, in a time-varying and inexact scenario,
DPGM often outperforms these two algorithms.
APPENDIX A
PROOFS OF LEMMAS IN SECTION II
A. Proof of Lemma 1
The result can be obtained starting as follows
‖∇ϕα(x)−∇ϕα(y)‖ ≤ ‖I −W ‖ ‖x− y‖+ αLf ‖x− y‖
≤ (1− λmin(W ) + αLf ) ‖x− y‖
where the triangle inequality were used to derive the first
inequality, and the smoothness of f for the second.
The strong convexity follows from the strong convexity of
f and the fact that I −W is positive semidefinite.
5The effect of data variance among the nodes was studied and quantified
in [44] for a decentralized gradient.
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B. Proof of Lemma 2
By definition of covariance matrix it holds that
tr(Σ) = E
[
‖e‖2
]
− 2E [〈e,µ〉] + ‖µ‖2
= E
[
‖e‖2
]
− ‖µ‖2 (27)
where the fact E [〈e,µ〉] = ‖µ‖2 – consequence of the
linearity of the expected value – was used for the second
equality. Rearranging (27) yields
E
[
‖e‖2
]
= tr(Σ) + ‖µ‖2 < +∞. (28)
Moreover, since
√· is a concave function, the Jensen inequality
holds and one has:
E [‖e‖] = E
[√
‖e‖2
]
≤
√
E
[
‖e‖2
]
. (29)
Combining (28) and (29) proves the Lemma.
APPENDIX B
PROOF OF PROPOSITION 1
The proof of Proposition 1 relies on the following Lemmas,
which are stated and proved for the exact DPGM of (4).
Building on these auxiliary results, one can then prove the
convergence of the inexact DPGM as well.
A. Auxiliary results
Lemma 3 (Implicit update). Algorithm (4) can be character-
ized by the following implicit update
x`+1 = Wx` − α
(
∇f(x`) + ∇˜g(x`+1)
)
(30)
where ∇˜g(x`+1) ∈ ∂g(x`+1) is a subgradient of g.
Proof. By the definition of proximal operator, it holds that
x`+1 = proxαg(y
`+1) if and only if y`+1 − x`+1 ∈
α∂g(x`+1), which implies that there exists a subgradient
∇˜g(x`+1) ∈ ∂g(x`+1) such that y`+1 = x`+1 +α∇˜g(x`+1),
and (30) follows.
Lemma 4 (Bounded subgradients). The norm of the subgra-
dient ∇f(x`) + ∇˜g(x`+1) in (30) can be bounded as:∥∥∥∇f(x`) + ∇˜g(x`+1)∥∥∥ ≤ Lf ∥∥x` − x˜∥∥+ (31)
+ 2Lg +
1
α
‖(I −W )x˜‖ .
Proof. By the optimality condition for the regularized prob-
lem (6) it holds that ∇f(x˜) + ∇˜g(x˜) + (1/α)(I −W )x˜ = 0
for any subgradient ∇˜g(x˜) ∈ ∂g(x˜). Therefore the following
chain of inequalities holds:∥∥∥∇f(x`) + ∇˜g(x`+1)∥∥∥
=
∥∥∇f(x`) + ∇˜g(x`+1)−∇f(x˜)− ∇˜g(x˜)+ (32)
− (1/α)(I −W )x˜∥∥
≤ ∥∥∇f(x`)−∇f(x˜)∥∥+ ∥∥∥∇˜g(x`+1)∥∥∥+
+
∥∥∥∇˜g(x˜)∥∥∥+ (1/α) ‖(I −W )x˜‖
≤ Lf
∥∥x` − x˜∥∥+ 2Lg + (1/α) ‖(I −W )x˜‖ (33)
where the triangle inequality was applied for the first inequal-
ity, and Lipschitz continuity of the gradient of f and of g for
the second inequality.
Lemma 5 (Bounded distance from average). Let the average
of the nodes’ states be defined as in (12) at any step ` ∈ N.
Then, the distance between the states and the average can be
upper bounded as:∥∥x`+1 − x¯`+1∥∥ ≤ ρ(W )∥∥x` − x¯`∥∥+ (34)
+
∥∥∥α(∇f(x`) + ∇˜g(x`+1))∥∥∥
where ρ(W ) ∈ (0, 1) is the absolute value of the larges
singular value strictly smaller than one.
Proof. For simplicity, denote E := (1N1>N ⊗ In)/N . Us-
ing (30), one can write the update for the distance from the
average as:
x`+1 − x¯`+1 = Wx` −EWx`+ (35)
− α(InN −E)
(
∇f(x`) + ∇˜g(x`+1)
)
.
One can observe the following two facts:
1) matrix InN − E =: Π{1}⊥ is the projection onto the
space orthogonal to the consensus space span{1}, and
thus it verifies (x` − x¯`) ⊥ 1nN , ∀` ∈ N;
2) given that W and E commute (due to the double
stochasticity of W ), then it holds
Wx` −EWx` = W (InN −E)x` = W (x` − x¯`).
Using fact 2) into (35) one can rewrite it as
x`+1 − x¯`+1 = W (x` − x¯`)+ (36)
− α(InN −E)
(
∇f(x`) + ∇˜g(x`+1)
)
.
Moreover, by fact 1. it holds that x` − x¯` will always be
perpendicular to the consensus space span{1}, and so one
can write (36) as:
x`+1 − x¯`+1 = Π{1}⊥W (x` − x¯`)+ (37)
− α(InN −E)
(
∇f(x`) + ∇˜g(x`+1)
)
.
Taking the norm on both sides, and using the triangle
inequality, one obtains∥∥x`+1 − x¯`+1∥∥ ≤ ∥∥Π{1}⊥W∥∥∥∥x` − x¯`∥∥
+ ‖InN −E‖
∥∥∥α(∇f(x`) + ∇˜g(x`+1))∥∥∥
≤ ρ(W )∥∥x` − x¯`∥∥+ ∥∥∥α(∇f(x`) + ∇˜g(x`+1))∥∥∥
where the fact that ‖InN −E‖ = 1 was used.
Lemma 6 (Bounded distance from solution). Assume that the
step size α satisfies (14). Then, the average has a bounded
distance from the solution x∗ to the original problem (3); in
particular,∥∥x¯`+1 − x∗∥∥ ≤ c∥∥x¯` − x∗∥∥+ αLf ∥∥x` − x¯`∥∥+ 2αLg.
(38)
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Proof. For simplicity of exposition, consider the “scalar”
average x¯`+1, characterized by the update
x¯`+1 = x¯` − α1
>
N ⊗ In
N
(
∇f(x`) + ∇˜g(x`+1)
)
(39)
where column stochasticity of W was used.
By the optimality condition of problem (3), it holds that (1>N⊗
In/N)
(
∇f(x∗) + ∇˜g(x∗)
)
= 0, and thus this term can be
added to the right-hand side of (39). Moreover, adding x∗ on
both sides, taking the norm and using the triangle inequality
yields:∥∥x¯`+1 − x∗∥∥
≤
∥∥∥∥x¯` − x∗ − α1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥+
+ α
∥∥∥∥1>N ⊗ InN (∇f(x`)−∇f(x¯`))
∥∥∥∥+
+ α
∥∥∥∥1>N ⊗ InN ∇˜g(x`+1)
∥∥∥∥+ α ∥∥∥∥1>N ⊗ InN ∇˜g(x∗)
∥∥∥∥ .
(40)
The second through fourth terms on the right-hand side
of (40) can be bound using the Lipschitz continuity of ∇f
and g. Indeed:∥∥∥∥1>N ⊗ InN (∇f(x`)−∇f(x¯`))
∥∥∥∥
≤
∥∥∥∥1>N ⊗ InN
∥∥∥∥∥∥∇f(x`)−∇f(x¯`)∥∥ ≤ Lf√N ∥∥x` − x¯`∥∥
and, for any x:∥∥∥∥1>N ⊗ InN ∇˜g(x)
∥∥∥∥ ≤ ∥∥∥∥1>N ⊗ InN
∥∥∥∥∥∥∥∇˜g(x)∥∥∥ ≤ Lg√N .
The square of the first term on the right-hand side (40) is
now analyzed. By the definition of norm square it holds that∥∥∥∥x¯` − x∗ − α1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2 =
=
∥∥x¯` − x∗∥∥2 + α2 ∥∥∥∥1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2 +
− 2α〈x¯` − x∗, 1
>
N ⊗ In
N
(∇f(x¯`)−∇f(x∗))〉
and an upper bound the inner product is needed. By the fact
that
∑
i fi/N is mf -strongly convex and Lf -smooth, using
[45, Theorem 2.1.12] one can derive
〈x¯` − x∗, 1
>
N ⊗ In
N
(∇f(x¯`)−∇f(x∗))〉 ≥
≥ mfLf
mf + Lf
∥∥x¯` − x∗∥∥2 +
+
1
mf + Lf
∥∥∥∥1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2 .
Thus,∥∥∥∥x¯` − x∗ − α1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2 ≤
≤
(
1− 2α mfLf
mf + Lf
)∥∥x¯` − x∗∥∥2 +
+ α
(
α− 2
mf + Lf
)∥∥∥∥1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2 .
Notice that if α < 2/(mf + Lf ) then the second term on the
right-hand side is negative. Moreover, it holds that
0 <
(
1− 2α mfLf
mf + Lf
)
< 1 ⇔ 0 < α < 1
2
mf + Lf
mfLf
.
However, 2/(mf +Lf ) < (1/2)(mf +Lf )/(mfLf ), and thus
only ensuring (14).
As a consequence, it follows that∥∥∥∥x¯` − x∗ − α1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥2
≤
(
1− 2α mfLf
mf + Lf
)∥∥x¯` − x∗∥∥2
and taking the square root and using the definition of c, one
can write:∥∥∥∥x¯` − x∗ − α1>N ⊗ InN (∇f(x¯`)−∇f(x∗))
∥∥∥∥ ≤ c∥∥x¯` − x∗∥∥ .
Substituting these results back into (40) then yields:∥∥x¯`+1 − x∗∥∥ ≤ c∥∥x¯` − x∗∥∥+ α Lf√
N
∥∥x` − x¯`∥∥+ 2α Lg√
N
and, by the fact that
∥∥x¯`+1 − x∗∥∥ = √N ∥∥x¯`+1 − x∗∥∥,
inequality (38) follows.
B. Convergence analysis
Exploiting Lemmas 3–6, the proof of Proposition 1 is
presented next.
Proof of Proposition 1. Using Lemma 4 into the result of
Lemma 5 yields the inequality:∥∥x`+1 − x¯`+1∥∥ ≤ ρ(W )∥∥x` − x¯`∥∥+ (41)
+ αLf
∥∥x` − x˜∥∥+ 2αLg + ‖(I −W )x˜‖ .
Moreover, using the linear convergence of the proximal gra-
dient method for strongly convex composite optimization, it
follows that (8) holds.
Using Lemma 6 and the inequalities (41) and (8), one can
then write d`+1 ≤ Ad` + b, with A and b defined as in (15).
Notice that A is an upper triangular matrix with elements on
the diagonal c, ρ(W ), ζϕ ∈ (0, 1); thus, d` is upper-bounded
by the state of an asymptotically stable system with a constant
input. Finally, using the triangle inequality, one has that:∥∥x`+1 − x∗∥∥ ≤ ∥∥x¯`+1 − x∗∥∥+ ∥∥x`+1 − x¯`+1∥∥
=
[
1 1 0
]
d`+1,
which means that
∥∥x`+1 − x∗∥∥ is the output of a stable system
with a fixed input.
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Consider now the inexact update (10), which differs from
the DPGM of (4) for the fact that there is an additive error at
the proximal update. The implicit update in Lemma 3 therefore
becomes, in the inexact case:
x`+1 = Wx` − α
(
∇f(x`) + ∇˜g(x`+1 − e`)
)
+ e`. (42)
Clearly, (30) and (42) differ for the error term e`, and for the
fact that the subgradient is evaluated at x`+1−e` in the latter.
Evaluating the subgradient at x`+1 − e` does not affect the
results of Lemmas 4, 5 and 6, since
∥∥∥∇˜g(x`+1 − e`)∥∥∥ ≤ Lg .
Using the triangle inequality, one can see that the inexact-
ness introduces the additional term
∥∥e`∥∥ in (8), (34) and (38),
which yields (15). The result then follows by applying As-
sumption 3 to the modified error evolution, or Assumption 4
to the expected error evolution.
APPENDIX C
PROOFS OF SECTION II-D
A. Proof of Proposition 2
The following analysis extends to the composite optimiza-
tion scenario the technique introduced in [46] to bound the
distance ‖x˜− x∗‖ for a distributed gradient method.
If the local costs fi are twice differentiable, then for any
x,y ∈ RnN it holds [46]
∇f(y) = ∇f(x) +
[∫ 1
0
∇2f (x+ t(y − x)) dt
]
︸ ︷︷ ︸
=:H(x,y)
(y − x)
(43)
where mfInN  H(x,y)  LfInN . Moreover, one can
observe that the solution x˜ is a fixed point of the proximal
gradient applied to (6), and thus verifies
y˜ = Wx˜− α∇f(x˜)
x˜ = proxαg(y˜).
(44)
Using (43) and the definition of proximal one can
rewrite (44) as:
x˜ = Wx˜− αH(x∗, x˜)(x˜− x∗)− α
(
∇f(x∗) + ∇˜g(x˜)
)
,
(45)
where ∇˜g(x˜) ∈ ∂g(x˜). Subtracting x∗(= Wx∗) from both
sides of (45) and solving for x˜− x∗ then yields
x˜−x∗ = −α [InN −W + αH(x∗, x˜)]−1
(
∇f(x∗) + ∇˜g(x˜)
)
,
and taking the norm and using the triangle inequality one gets
‖x˜− x∗‖ ≤ α
∥∥∥[InN −W + αH(x∗, x˜)]−1∥∥∥×
×
(
‖∇f(x∗)‖+
∥∥∥∇˜g(x˜)∥∥∥) . (46)
Observe now that the eigenvalues of I −W lie in [0, 2)
and those of H(x∗, x˜) lie in α[mf , Lf ]; this implies that the
eigenvalues of InN −W +αH(x∗, x˜) lie in [αmf , 2+αLf ),
and as a consequence
∥∥∥[InN −W + αH(x∗, x˜)]−1∥∥∥ ≤√
1/(αmf ). Using this fact and the fact that subgradients of
g are bounded into (46) yields the thesis.
B. Proof of Proposition 3
By the triangle inequality it holds∥∥x`+1 − x∗∥∥ ≤ ∥∥x`+1 − x˜∥∥+ ‖x˜− x∗‖+ ∥∥e`∥∥
≤ ζϕ
∥∥x` − x˜∥∥+ ‖x˜− x∗‖+ ∥∥e`∥∥ (47)
where (8) was used to derive the second inequality. Notice
that (8) is verified if α satisfies (7).
Recursively applying (47) then yields∥∥x`+1 − x∗∥∥ ≤ ζ`+1ϕ ∥∥x0 − x˜∥∥+ ‖x˜− x∗‖ 1− ζ`+1ϕ1− ζϕ +
+
∑`
h=0
ζ`−hϕ
∥∥eh∥∥ .
Finally, the thesis can be derived using the fact that∥∥x0 − x˜∥∥ ≤ ∥∥x0 − x∗∥∥ + ‖x˜− x∗‖ and the bound for
‖x˜− x∗‖ stated in Proposition 2.
APPENDIX D
PROOFS OF SECTION III
A. Proof of Proposition 4
Consider the inexact DPGM applied to the problem ob-
served at time tk+1. Under Assumption 6, by Proposition 1
one has that after Mo steps of (10) the error is characterized
by
d(tk+1) ≤ AMod0 +
Mo−1∑
`=0
AMo−`−1
 2αLg2αLg + σ′
0

+
Mo−1∑
`=0
AMo−`−1
∥∥e`∥∥13
‖x(tk+1)− x∗(tk+1)‖ ≤
[
1 1 0
]
d(tk+1),
where the bound ‖(I −W )x˜(tk+1)‖ ≤ σ′ was used. By the
warm-starting of Algorithm 1, one has that:
d0 =
‖x¯(tk)− x∗(tk+1)‖‖x(tk)− x¯(tk)‖
‖x(tk)− x˜(tk+1)‖
 ,
and using the triangle inequality and (20), it is possible to get
d0 ≤
‖x¯(tk)− x∗(tk)‖‖x(tk)− x¯(tk)‖
‖x(tk)− x˜(tk)‖
+
‖x∗(tk+1)− x∗(tk)‖0
‖x˜(tk+1)− x˜(tk)‖

≤ d(tk) + σ[1, 0, 1]>. 
B. Proof of Corollary 1
Suppose that Assumption 3 holds; the same derivation can
be applied under Assumption 4 for the mean error.
By definition, the diagonal elements of A are upper bounded
by δ, thus the error (21) can be upper bounded as
d(tk+1) ≤ δMod(tk) +
k∑
`=0
δMo(k−`)b′′. (48)
Then, iterating (48) and taking the limit for k →∞ yields
lim sup
k→∞
d(tk) ≤ 1
1− δMo b
′′
13
which implies the desired result using the fact that
‖x(tk+1)− x∗(tk+1)‖ ≤
[
1 1 0
]
d(tk+1) and the defini-
tion of b′′.
C. Proof of Proposition 5
By the result of Proposition 3, it holds that, for DPGM
applied to the problem at time tk:
‖x(tk)− x∗(tk)‖ ≤ ζMoϕ ‖x(tk−1)− x∗(tk−1)‖+
+
1− ζMo+1ϕ
1− ζϕ
(
σ +
√
α
mf
(‖∇f(x∗(tk); tk)‖+ Lg)
)
+
+
Mo∑
`=0
ζMo−`ϕ
∥∥e`∥∥ .
Using the triangle inequality and Assumption 7, it further
holds
‖x(tk−1)− x∗(tk)‖ ≤ ‖x(tk−1)− x∗(tk−1)‖+ σ
and the thesis follows.
D. Proof of Corollary 2
This is a straightforward consequence of Proposition 5
combined with either Assumption 3 or Assumption 4.
E. Proof of Corollary 3
Notice that (24b) can be rewritten as
x`+1 = proxαg(·;tk)
(
Wx` − α∇f(x`; tk)
)
+
+
[
proxαg(·;tk)(y
`+1) + e`p+
− proxαg(·;tk)
(
Wx` − α∇f(x`; tk)
) ]
=: proxαg(·;tk)
(
Wx` − α∇f(x`; tk)
)
+ e`
which conforms to the inexact DPGM of (10). Moreover, one
can rewrite the implicit update (30) as
x`+1 = Wx` − α
(
∇f(x`; tk) + ∇˜g(x`+1 − e`p; tk)
)
+(
We`s − αe`g + e`p
)
. (49)
where the contribution of the different sources of error can be
analyzed separately.
Finally, the error norm can be bounded as∥∥We`s − αe`g + e`p∥∥ ≤ ∥∥We`s∥∥+ α ∥∥e`g∥∥+ ∥∥e`p∥∥ ,
and the results follow from Corollary 1.
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