Multicellular animals, or Metazoa, appear in the fossil records between 575 and 509 million years ago (MYA). At odds with paleontological evidence, molecular estimates of basal metazoan divergences have been consistently older than 700 MYA. However, those date estimates were based on the molecular clock hypothesis, which is almost always violated.
Prior model of speciation
The Bayes approach also requires modeling speciation events to specify the prior distribution of divergence times. This distribution was specified by a generalized birth-death process allowing for species sampling (Yang and Rannala 1997) . The birth-death process tends to generate trees with long internal branches. Taking incomplete species sampling into account generates more realistic trees (Yang and Rannala 1997) . To avoid overparameterization, the time for the root is fixed at 1 (Rannala 2002; Aris-Brosou and Yang 2002) , so that divergence times at other internal nodes are relative to that at the root.
Hyperparameters of the model of speciation were integrated out: birth and death rates follow uniform prior distributions on (0, 15) and (0, 5), respectively. The sampling fraction ρ follows a uniform prior distribution on (0, .001) unless otherwise stated. After running the MCMC, a calibration date was used to rescale the relative divergence times into absolute divergence times measured in MYA.
Approximation of the posterior distribution
For each gene, the marginal posterior distributions p(T | X) and p(R | X) were approximated using an MCMC algorithm based on the Metropolis-Hastings sampler. The algorithm was described in Aris-Brosou and Yang (2002) and is similar to that of Thorne, Kishino, and Painter (1998) . Let θ be the parameters of the model (divergence times, branchspecific rates, all the hyperparameters of the prior distributions for rates and times, κ and α).
At each step of the Markov chain, a new state θ * is proposed, differing from the current state θ by the update of one single parameter. We used normal proposal densities centered on the current parameter values. The proposed state is then accepted with probability min{1, p(θ * | X) / p(θ | X)}. For the data sets analyzed in table 1, the 50,000 first steps of the chain were discarded (burn-in) and each chain was then sampled every 500 steps until 10,000 samples were collected. Convergence was checked by running four additional shorter chains.
For the five runs, we analyzed time-series outputs for each parameter and checked consistency of the estimates across the different runs. Inferences were based on the median of the marginal distributions of parameters drawn from the longest run. The computation involved was intensive and took several months of time on a 30-processor Pentium III Beowulf cluster. The computer program implementing the models described is available at http://statgen.ncsu.edu/stephane/. A simlation study is conducted to examine the performance of the method; see Results section below.
DNA sequences
We analyzed eleven nuclear genes and eleven mitochondrial genes, with an average number of 26 taxa and 1,388 nucleotides per gene (table 1) . Nucleotide sequences were obtained from Genbank for eleven nuclear genes (18S rRNA, actin, α-tubulin, β-tubulin, . These genes were chosen because (i) they are represented extensively across the Metazoa, (ii) they cover both protostome-deuterostome and echinoderm-chordate splits and (iii) at least one fossil calibration point at an age at least 300 MYA is available. Alignments were performed with ClustalW 1.8 (Thompson, Higgins, and Gibson 1994) and adjusted manually. For protein coding genes, all three codon positions were included in the analyses, with among-site rate variation accounted for using a discrete gamma model with eight rate classes (Yang 1994) .
was checked by time series plots for divergence times sampled from the posterior distribution. The results are presented in figure 2.
Topology 1 conforms to a perfect molecular clock, and both the Bayesian clock model and the EXP model of rate change performed well. Topology 2 also conforms to the clock but the shape of the tree reflected in the relative divergence times is very different from that expected under the birth-death process model with species sampling. For this tree, the Bayes analysis assuming the clock performed well, but the exponential model of rate change tended to overestimate divergence times and underestimate substitution rates for terminal branches ( fig. 2H ). In topology 3, the molecular clock is violated, with a terminal branch having a rate twice as high as all other branches. When the clock was incorrectly assumed ( fig. 2F ), divergence dates t 13 and t 15 are seriously overestimated. Note that in the true tree topology, there are only two distinct divergence dates (that is, t 14 = t 15 , and the four most recent nodes have the same age). In contrast, the exponential model of rate change performed much better. The four recent nodes had dates all close to the truth, while t 14 and t 15 were similar as well although slighted biased upwards ( fig. 2I ). Note that posterior distributions under the EXP model are wider than under the clock model for all three trees, because the rate-change model involves more parameters and incorporates more variability in the data.
Divergence dates under the Bayesian molecular clock
The molecular clock hypothesis is tested using two approaches: the LRT and the posterior Bayes factor (PBF). For every gene studied, the clock hypothesis was strongly rejected by the LRT (P < 0.001 for all the genes) and the PBF (table 1) . Date estimates of the PD divergence under the clock are above 700 MYA for most genes (table 1) , with a median
(1 st -3 rd quartiles) of 1090 MYA (1411-841), i.e. before the Vendian ( fig. 3A) . These results are in agreement with previous molecular studies (Wray, Levinton, and Shapiro 1996; Feng, Cho, and Doolittle 1997; Gu 1998; Wang, Kumar, and Hedges 1999 Effect of the prior assumptions on date estimates
Before drawing a conclusion, we examine the effects of several factors. First, we assess the influence of the prior by running the MCMC with no data, that is, by fixing f(X|T, R) = 1 in the MCMC, so that the Markov chain converges to the prior distribution. For instance, with 36 species and the four calibration points used for the mitochondrial genes, prior divergence times under the clock and under models of rate change were very similar, with to the estimates under models of rate change. The results suggest that the prior for divergence times may have some influence on date estimates under models of rate change. This appears to be the same pattern as seen in the simulation study ( fig. 2H ).
Second, the exponential model used is crude and unrealistic, while the OrnsteinUhlenbeck process is more complex. Table 1 shows that the latter model fitted the data better than the former for most genes (median log{PBF OE } = 16). Both models clearly outperformed the clock model (e.g., log{PBF OC } >> 10, table 1), and more importantly, gave consistent estimates of divergence dates for the PD and the EC splits (table 1; fig. 3 , B and C). Therefore, our date estimates for these two splits appear robust to the specification of the model of rate change, and may not be improved by more complex models.
Third, the sampling fraction in the birth-death process with species sampling is known to affect the shape of the tree and thus may influence divergence date estimation. Our analysis (table 1, fig. 3 ) assumes that the sampling fraction has a uniform prior distribution U(0, ρ up )
with the upper bound ρ up = .001. Larger ρ up values did not greatly affect estimates under the clock, but gave older estimates under models of rate change: if we assume that ρ up = .5, the PD split was estimated at ~791 ± 246 MYA. However, such a large ρ up was strongly rejected by the posterior Bayes factor (log PBF .001/.5 = 24.11). On the other hand, assuming a ρ up smaller than that used in table 1 (.0001) gave an estimate of ~561 ± 144 MYA for the PD split, which was favored by the Bayes factor (log PBF .001/.0001 = −6.27). We note that this latter estimate is very close to the one found for a sampling fraction an order of magnitude larger (ρ up = .001). Thus the date estimates are stable over a reasonable range of ρ up values.
Lastly, we did not account for uncertainty in the tree topology, while controversy exists concerning the metazoan phylogeny (Knoll and Carroll 1999) . We note however that plausible topologies gave similar speciation date estimates in previous studies (Yoder and Yang 2000) .
Episodic Molecular Evolution
It is of interest to examine whether the Cambrian explosion, as recorded by the fossils, has been preceded by a burst of molecular evolution, as suggested recently (Bromham and Hendy 2000) . Figure 4 summarizes the estimates of relative rates against time from the exponential model of rate change. We define elevated relative rates as those greater than the 95 th percentile of the distribution of relative rates over branches and over the sampled genes (rightmost panel of fig. 4 We note that estimation of ancient divergence dates when the molecular clock is violated is problematic and our date estimates should be confirmed by analyzing more genes. In particular, our approach of averaging over calibration points and over multiple genes is inferior to a simultaneous analysis of multiple genes under the constraints of multiple fossil calibrations (Thorne, Kishino, and Painter 1998; Thorne and Kishino 2002 
