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Introduccio´n
1.1 A´mbito de la Tesis
Se define la “Bu´squeda de Conocimiento” como el proceso de identificar
esquemas en un conjunto de datos que sean va´lidos, novedosos, potencial-
mente u´tiles y comprensibles. Esta definicio´n extiende el concepto de miner´ıa
de datos para incorporar las fases de seleccio´n, preproceso, miner´ıa propia-
mente dicha, interpretacio´n y evaluacio´n. Dado el crecimiento en el volumen
de datos que las aplicaciones modernas deben procesar, se realiza mucha
investigacio´n en la forma en que pueden escalar los algoritmos de miner´ıa,
as´ı como el proceso complementario de seleccio´n de datos relevantes entre
los datos disponibles.
En nuestro trabajo nos centraremos en tareas de clasificacio´n. Un clasi-
ficador es cualquier sistema capaz de predecir la clase que debe asignarse a
un conjunto de datos agrupados, que denominamos “patro´n”. Cada patro´n
esta´ definido por los valores de sus “atributos”. El proceso por el que un
clasificador es capaz de predecir dicha clase puede basarse en informacio´n
que se le proporciona a priori (reglas introducidas por un experto) pero, en
el campo de la Inteligencia Artificial, se suele enfocar la investigacio´n hacia
sistemas que son capaces de aprender la relacio´n entre atributos y clases por
s´ı solos.
Para hacer referencia a un ejemplo sencillo, los datos de la historia cl´ıni-
ca de un paciente podr´ıan constituir un patro´n; los atributos del mismo in-
cluir´ıan informacio´n identificada por etiquetas (sexo, nacionalidad), o bien
por datos nume´ricos (edad, peso, valores de indicadores de pruebas me´dicas).
En este ejemplo, el diagno´stico del paciente en relacio´n con una enfermedad
podr´ıa abstraerse como un problema de clasificacio´n: la clase ser´ıa binaria
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si padece la enfermedad (s´ı o no). Otros problemas que se podr´ıan definir
son su grado de propensio´n a una dolencia espec´ıfica. En cualquier caso, la
“clase” que el sistema predice suele definirse como un elemento dentro de
un conjunto de etiquetas predefinido.
Cuando el clasificador dispone de un conjunto de patrones modelo, para
los cuales conoce la clase asociada, se pueden aplicar modelos de “aprendiza-
je inductivo supervisado”. En estos, el conjunto de datos conocido (patrones
de aprendizaje) se analiza para generar un modelo de clasificacio´n. Reali-
zada esta tarea, el clasificador debe ser capaz de generalizar la informacio´n
disponible para predecir la clase que corresponde a cualquier otro patro´n de
datos que se le presente. La razo´n por la que el clasificador puede realizar
esta prediccio´n es por la correcta representacio´n de las correlaciones que
existen entre los atributos y la clase asociada a cada patro´n.
Un tipo concreto de clasificador es el que se basa en la regla del vecino
ma´s pro´ximo. Este clasificador se considera de tipo “perezoso” (o “vago”),
porque los datos de entrada no se preprocesan de ninguna forma. Todos
los patrones conocidos por el clasificador se retienen; cuando el clasificador
debe predecir la clase que se debe asociar a un patro´n desconocido, simple-
mente se le asigna la clase del patro´n conocido ma´s cercano. Dicha cercan´ıa
esta´ definida en te´rminos de una funcio´n de proximidad (normalmente, una
funcio´n distancia) que debe definirse previamente.
Una forma simple de representacio´n de un clasificador de este tipo con-
siste en suponer un problema en el que existen dos atributos nume´ricos.
En este caso, el espacio de atributos sera´ una seccio´n del plano. Sobre es-
te espacio puede utilizarse simplemente la distancia Eucl´ıdea para medir la
proximidad entre los patrones. Se observa que cada patro´n conocido define
a su alrededor una regio´n en la que es el responsable de atribuir el valor
de la clase; la unio´n de dichas regiones constituye la teselacio´n de Voronoi
de espacio de atributos. En el caso de que la distancia sea la Eucl´ıdea, las
regiones de Voronoi tienen bordes rectos.
El ca´lculo de distancias entre patrones es un proceso costoso; por ello,
en estos casos se procuran utilizar me´todos de seleccio´n de datos para re-
ducir el coste computacional del proceso de clasificacio´n. Una vez realizada
la seleccio´n de datos, el clasificador retiene una cantidad de informacio´n
mucho menor y por consiguiente el proceso de clasificacio´n se acelera. La in-
formacio´n que se retiene es un conjunto de “prototipos”. Hay varias formas
de generar estos conjuntos de protototipos: algunos sistemas se limitan a
escoger como prototipos algunos de los patrones (Seleccio´n de Prototipos);
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otros, escogen los prototipos sin necesidad de que coincidan con los patrones
conocidos (Reemplazo de Prototipos).
Ambos problemas se pueden abordar mediante algoritmos de bu´squeda
metaheur´ıstica, como los Algoritmos Evolutivos o los llamados Algoritmos
de Inteligencia de Enjambre. La ventaja de una aproximacio´n de este tipo
es que el algoritmo se comporta de forma robusta y eficiente en un conjunto
amplio de dominios. Uno de estos u´ltimos algoritmos se denomina Optimi-
zacio´n mediante Enjambre de Part´ıculas (Particle Swarm Optimization o
PSO). El algoritmo PSO es muy utilizado para la resolucio´n de problemas
de optimizacio´n, y se ha popularizado gracias a su rapidez de convergencia
y la simplicidad de su implementacio´n. Sin embargo, au´n no se utiliza de
forma sistema´tica en problemas de clasificacio´n.
La tesis se enmarca en el a´mbito de la clasificacio´n mediante vecino
ma´s pro´ximo utilizando Enjambres de Part´ıculas. Para ello se propondra´ un
enfoque nuevo para PSO que permite abordar de forma pra´ctica el problema
de reemplazo de prototipos para clasificacio´n. Denominaremos a este nuevo
algoritmo Enjambre de Prototipos. Esta aportacio´n puede generalizarse a
otros campos de aplicacio´n que resulten dif´ıciles de abordar mediante el
algoritmo PSO convencional. En este sentido abre un campo de aplicacio´n
novedoso para la comunidad de investigacio´n en Inteligencia de Enjambre.
1.2 Objetivos de la Tesis
Se podr´ıa utilizar directamente el algoritmo PSO en problemas de clasi-
ficacio´n. Para ello, habr´ıa que transformar primero el problema de clasifica-
cio´n en un problema de optimizacio´n, mediante una codificacio´n adecuada
de las soluciones en las part´ıculas del enjambre. Sin embargo, esta forma de
resolver el problema tiene inconvenientes importantes:
La dimensio´n del espacio de bu´squeda crece de forma proporcional al
nu´mero de prototipos que se desea obtener.
En PSO la dimensio´n de las part´ıculas es fija e igual para todas ellas,
de forma que se carece de flexibilidad para que el algoritmo escoja por
s´ı solo los valores ma´s adecuados para el problema de clasificacio´n que
se desea resolver.
Existe un problema de simetr´ıas en la codificacio´n: una part´ıcula re-
presentar´ıa un conjunto de prototipos en un orden determinado; sin
3
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embargo todas las permutaciones de dicho orden corresponden real-
mente con una u´nica solucio´n al problema. Es conocido que este tipo
de situaciones perjudican el rendimiento de cualquier metaheur´ıstica
de bu´squeda.
En consecuencia, los objetivos para la presente Tesis Doctoral se pueden
contemplar desde dos puntos de vista:
Extensio´n del campo de aplicacio´n del paradigma de PSO a los
problemas de clasificacio´n, de forma que se eviten los problemas de
falta de escalabilidad, flexibilidad y simetr´ıas en la codificacio´n antes
mencionados.
Obtencio´n de un algoritmo competitivo en el problema de reem-
plazo de prototipos. La calidad de dicho algoritmo se medira´ en te´rmi-
nos de:
• Un buen resultado en te´rminos de capacidad de generalizacio´n,
es decir, la aplicacio´n del algoritmo a patrones no conocidos (pre-
diccio´n). Esta medida es el objetivo ba´sico de todo sistema de
clasificacio´n
• Un conjunto reducido de prototipos en la solucio´n. De este modo,
la prediccio´n podra´ hacerse con un coste computacional mı´nimo.
• Coste computacional del entrenamiento asumible. El ca´lculo de
distancias a prototipos es un proceso computacionalmente inten-
sivo, y un sistema de tipo inductivo tiene que realizar este proceso
de forma repetida, durante un nu´mero de iteraciones y para una
poblacio´n de individuos. Por lo tanto, debe prestarse atencio´n a
este aspecto.
• Aplicabilidad a conjuntos diversos de datos, incluidos conjuntos
de datos con patrones ruidosos.
1.3 Evaluacio´n de la Tesis
En los cap´ıtulos correspondientes de este trabajo se realiza una evalua-
cio´n experimental del algoritmo propuesto. Para realizarla, se han seleccio-
nado los siguientes elementos:
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Un conjunto de algoritmos representativos del estado del arte en pro-
blemas de clasificacio´n
Una implementacio´n propia de un sistema de reemplazo de prototipos
basado en PSO esta´ndar; haremos en este caso un e´nfasis especial
en las diferencias entre el algoritmo que proponemos y este enfoque
convencional.
Un conjunto de dominios con datos generados de forma artificial, que
usaremos para verificar que el comportamiento del algoritmo corres-
ponde con sus objetivos de disen˜o.
Un conjunto de dominios (conjuntos de patrones), extra´ıdos de colec-
ciones de datos utilizadas comu´nmente en la literatura para la evalua-
cio´n y caracterizacio´n de algoritmos de clasificacio´n
Un elemento importante en la evaluacio´n de un nuevo algoritmo es la
caracterizacio´n del mismo en funcio´n del tipo de problemas para los que es
adecuado. Se extraera´n conclusiones a este respecto a partir de la experi-
mentacio´n realizada.
Las condiciones del ana´lisis experimental realizado se detallan en ma´s
profundidad en el Cap´ıtulo 4.
1.4 Esquema del Documento
El documento esta´ estructurado como detallamos a continuacio´n.
En el Cap´ıtulo 2 muestra el estado del Arte relevante para la fundamen-
tacio´n y desarrollo del algoritmo. Se hara´ especial e´nfasis en dos campos
concretos: clasificacio´n mediante vecino ma´s pro´ximo, y optimizacio´n me-
diante enjambre de part´ıculas (PSO). Se tratara´n con ma´s profundidad los
aspectos y aplicaciones que consideramos de ma´s relevancia para la justifi-
cacio´n y comprensio´n de la aportacio´n realizada.
En el Cap´ıtulo 3 se describe, por una parte, el algoritmo de clasifica-
cio´n basado en PSO esta´ndar que utilizamos como una de las referencias
de comparacio´n. A continuacio´n se describe nuestra propuesta, el algorit-
mo PSC; en dicha descripcio´n se hace referencia a las modificaciones que
realizamos sobre la codificacio´n y ecuaciones del apartado anterior. En este
mismo cap´ıtulo se describen las variantes del algoritmo, que son objeto ma´s
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adelante de estudios experimentales en cap´ıtulos independientes. Dichas va-
riantes se introdujeron para abordar aspectos espec´ıficos hallados o ideados
con posterioridad a la experimentacio´n de las versiones iniciales de PSC.
En el Cap´ıtulo 4 se detalla la metodolog´ıa con la que se ha realizado la
experimentacio´n, los algoritmos y dominios a los que se refieren los resultados
de la misma, y se especifica el me´todo de obtencio´n de resultados as´ı como
los para´metros del test de significacio´n estad´ıstica utilizado en las tablas
comparativas.
Los tres cap´ıtulos siguientes recogen los estudios experimentales: en el
Cap´ıtulo 5 se detalla la experimentacio´n realizada con el algoritmo PSC y
la versio´n con poblacio´n adaptativa (APSC); el Cap´ıtulo 6 realiza un estudio
de tolerancia al ruido de APSC; y el Cap´ıtulo 7 describe la experimentacio´n
realizada con la variante de PSC y APSC con optimizacio´n de la medida de
proximidad.
Por u´ltimo, el Cap´ıtulo 8 expone nuestras conclusiones sobre el estudio
realizado, y las propuestas de desarrollo del mismo en futuras l´ıneas de
trabajo.
En los Ape´ndices hemos recogido algunas tablas que pueden servir como
referencia adicional, y que preferimos no incorporar al texto principal por
claridad y legibilidad del mismo.
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2
Estado del Arte
Hemos dividido el Estado del Arte relevante para nuestro trabajo en dos
grandes secciones.
La primera se centra en el problema de Clasificacio´n. En primer lugar
se realiza una introduccio´n general al problema, que incluye una breve ta-
xonomı´a de las distintas familias y paradigmas de clasificacio´n. En segundo
lugar, nos centramos en los Clasificadores por vecino ma´s pro´ximo, y ma´s
espec´ıficamente los Clasificadores por Reemplazo de Prototipos, familia a la
que pertenece el algoritmo que proponemos en este trabajo.
La segunda se centra en el algoritmo de Optimizacio´n mediante Enjam-
bre de Part´ıculas (PSO). Describe los principios de dicho algoritmo, as´ı como
algunas de sus variantes ma´s importantes, y termina analizando algunas de
las aplicaciones del mismo, especialmente las que abordan problemas de cla-
sificacio´n.
2.1 Me´todos de Clasificacio´n
2.1.1. Consideraciones generales
Un clasificador es un sistema capaz de asociar una etiqueta de “clase” a
un conjunto de datos que denominamos “patro´n”. La informacio´n que permi-
te atribuir una misma clase a varios patrones procede de las relaciones entre
los datos que lo componen, denominados “atributos”. Los atributos de los
patrones pueden tomar la forma de etiquetas, valores binarios o nume´ricos.
Las relaciones o reglas que permiten asociar la clase al patro´n pueden
obtenerse mediante sistemas de aprendizaje automa´tico. Se dice que se trata
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de “aprendizaje supervisado” cuando existe una serie de datos de ejemplo o
“patrones de entrenamiento” (E), etiquetados con la clase a la que pertenece,
que puede proporcionarse al clasificador para que disponga de informacio´n en
los que basar la forma en que realizara´ la prediccio´n a patrones desconocidos
o “patrones de validacio´n” (V ).
Una segunda forma de interpretar un clasificador supone que, en el pro-
ceso de ana´lisis de la informacio´n disponible, se genera un “‘conocimiento”
sobre un problema determinado. Este conocimiento se genera mediante abs-
traccio´n, reconociendo en los patrones ciertas regularidades o correlaciones
que permiten expresar la relacio´n entre atributos y clases.
No todas las aplicaciones de clasificacio´n hacen accesible dicho conoci-
miento a un observador externo: algunas funcionan como “cajas negras”
en las que no resulta posible realizar este tipo de aprovechamiento. Algu-
nos ejemplos de clasificadores de este tipo son las redes de neuronas ar-
tificiales o las ma´quinas de soporte vectorial (Support Vector Machines o
SVM, [Boser et al., 1992]).
En contraste con los anteriores, muchos clasificadores permiten expresar
el proceso de clasificacio´n mediante reglas que se pueden describir en te´rmi-
nos de lo´gica formal de un tipo u otro. Algunas alternativas que permitir´ıan
agrupar los clasificadores por el “lenguaje” en el que se expresan ser´ıan:
Reglas basadas en predicados, que toman la fo´rmula de cla´usulas de
lo´gica de primer orden sobre los valores de los atributos de los patrones.
Puede tratarse de reglas conjuntivas simples (“Si Atributo1 = valor1
entonces Clase = Ci” o pueden usarse reglas de asociacio´n que esta-
blecen relaciones entre los atributos (“Si Atributo1 < Atributo2 enton-
ces Clase = Ci”). Entre ellos podemos citar RIPPER [Cohen, 1995],
PRISM [Cendrowska, 1987], PART [Frank and Witten, 1998],
C4.5 [Quinlan, 1993] o GAssist [Bacardit and Garrell, 2007].
Reglas basadas en prototipos, que toman a forma de cla´usulas de
lo´gica sobre la similitud, expresada en te´rminos de una funcio´n de
proximidad δ (puede o no ser una distancia matema´tica) , entre los
atributos de los patrones y los de un conjunto de ejemplos cuya cla-
se conocemos y que sirve de referencia. Suelen denominarse tambie´n
“Clasificadores por Similitud”. En particular pertenecen a esta cla-
se los clasificadores que usan la regla del prototipo ma´s pro´ximo:
“Si pi = argminP (δ(Patronj , pk ∈ P )), entoncesClase(Patronj) =
Clase(pi)”. Entre ellos podemos citar IBK [Aha et al., 1991], o tam-
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bie´n K* [Cleary and Trigg, 1995]. Tambie´n podr´ıamos incluir en es-
ta categor´ıa ciertos clasificadores basados en redes de neuronas co-
mo Learning Vector Quantization (LVQ, [Kohonen, 1995]) o Redes de
Neuronas de Funcio´n de Base Radial (RBFNN, [Powell, 1987]).
Reglas basadas en lo´gica borrosa, ana´logas a las primeras, pero ex-
presadas en cla´usulas que analizan la pertenencia de los atributos a
conjuntos borrosos cuyas reglas de inferencia proceden del campo de
la Lo´gica Borrosa. Son comunes en este campo las aproximaciones de
tipo evolutivo, , como la propuesta en [Ishibuchi et al., 1999], donde
se evolucionan conjuntos individuales de reglas o [Shi et al., 1999], en
el que se codifica todo un sistema de clasificacio´n borroso mediante un
algoritmo gene´tico.
Distintos tipos de regla pueden expresar relaciones de distinta com-
plejidad entre los atributos. Sobre un “espacio de atributos” definido por
el nu´mero de atributos, los patrones de la misma clase formar´ıan regio-
nes cuya separacio´n imaginaria vendr´ıa dada por la “frontera de decisio´n”.
En [Duch and Grudzinski, 2001] se analizan los distintos tipos de reglas en
funcio´n del tipo de frontera de decisio´n que son capaces de generar. En fun-
cio´n del tipo de frontera (por ejemplo, si son lineales), se pueden definir
clases de equivalencia entre los tipos de regla.
La forma de evaluar la utilidad de un sistema de clasificacio´n es mu´ltiple:
Medidas cuantitativas sobre la prediccio´n que realiza el clasificador.
Podemos distinguir su capacidad de representacio´n, o co´mo las re-
glas generadas reproducen con exactitud la informacio´n disponible pa-
ra el entrenamiento; y generalizacio´n, o co´mo las reglas generadas
predicen la clase de patrones nuevos.
Comprensibilidad de las reglas, o si se puede extraer conocimiento
u´til de las mismas. Para evaluar la comprensibilidad, puede medirse
el nu´mero de reglas, de tests sobre los atributos o de prototipos en el
clasificador. Al estar relacionado con la representacio´n del clasificador,
estas medidas tendra´n ma´s utilidad al comparar entre s´ı clasificado-
res basados en la misma representacio´n (reglas, prototipos, redes de
neuronas, etc.).
Intere´s para el usuario. La evaluacio´n del intere´s del usuario requiere
mayor informacio´n sobre la aplicacio´n o el usuario concreto, y por lo
tanto no suele analizarse de forma general.
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Para realizar medidas nume´ricas de la capacidad de representacio´n
y de generalizacio´n se suele utilizar como referencia un sistema de cla-
sificacio´n con dos clases. Suele denominarse a las clases P (Positiva) y N
(Negativa). En dicho clasificador se puede calcular la denominada “matriz
de confusio´n” (Tabla 2.1), que se usa para comparar el nu´mero de patrones
que el clasificador predice para cada una de las clases, con el valor espera-
do (real). En la tabla, los “True Positives” (TP) y “True Negatives” (TN)
son patrones correctamente clasificados, mientras que los “False Positives”
(FP) y “False Negatives” (FN) son patrones clasificados como de la clase
incorrecta.
Tabla 2.1 Matriz de confusio´n para dos clases, P y N.
Clase Esperada
P N
Clase Predicha P True Positive (TP) False Positive (FP)
N False Negative (FN) True Negative (TN)
Existen varias formas de combinar los te´rminos anteriores para evaluar
la calidad de un clasificador. La ma´s inmediata es utilizar la tasa de e´xito
en clasificacio´n (o accuracy, Ecuacio´n 2.1). Esta medida suele ser la que se
usa para evaluar un sistema de clasificacio´n completo.
Tasa de E´xito =
TP + TN
TP + TN + FP + FN



2.1
Cuando se evalu´a una regla o un clasificador parcial, no suele hacerse
en funcio´n de la tasa de e´xito, que es una medida global, sino que suelen
usarse expresiones que hacen referencia al conjunto de patrones que la regla
clasifica. La notacio´n t´ıpica asume reglas que clasifican patrones dentro de
la clase P , de ah´ı que las expresiones hagan referencia a esta clase:
Una posibilidad es utilizar la medida de Precisio´n (precision), dada
por la Ecuacio´n 2.2. Esta medida es interesante porque so´lo tiene en
cuenta los patrones clasificados de una clase, lo cual puede ser una
medida adecuada de calidad por clase.
Precisio´n =
TP
TP + FP



2.2
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Como medida complementaria a la precisio´n se puede usar la Sensi-
bilidad (sensitivity o recall, Ecuacio´n 2.3). Es una forma de evaluar
la “cobertura” del clasificador; el nombre alude a que se calcula en
que´ medida la regla es suficientemente “sensible” para detectar los
patrones de la clase P .
Sensibilidad =
TP
TP + FN



2.3
Una tercera medida que se usa habitualmente se denomina Especifici-
dad (specificity, Ecuacio´n 2.4). Se trata de un ana´logo a la precisio´n,
pero tomando en cuenta los patrones de la clase N .
Especificidad =
TN
TN + FP



2.4
El problema de medir la calidad de una regla que forma parte de un
clasificador, en lugar de un clasificador completo, puede expresarse como
encontrar un compromiso entre precisio´n y sensibilidad, ya que ambos ob-
jetivos suelen estar en conflicto. Por ejemplo, en un caso trivial en que hay
tantas reglas como patrones, y cada regla asigna exactamente la clase es-
perada a su patro´n, la precisio´n es siempre ma´xima (1.0); sin embargo, la
sensibilidad de cada una de estas reglas es mı´nima. En el extremo contrario,
se puede definir una regla que asigna una de las clases a todos los patrones
conocidos; al hacer esto, la sensibilidad para los patrones de dicha clase es
ma´xima, pero la precisio´n es mı´nima, puesto que clasifica el resto de los
patrones como falsos positivos.
La forma convencional de abordar este problema es agregar ambas me-
didas en una u´nica funcio´n, utilizando a veces pesos para ponderar cada uno
de los dos factores que compiten. Esta aproximacio´n es la que se utiliza en
la mayor´ıa de los trabajos en la literatura.
Recientemente, se esta´ comenzando a utilizar te´cnicas multiobjetivo en
clasificacio´n. El principio consiste en no agregar los objetivos, sino buscar
soluciones de compromiso. Para comparar la calidad de dos reglas, hay que
comparar sus resultados en todos los objetivos que se persiguen de forma
independiente, y establecer reglas (por ejemplo, el concepto de dominancia)
que determinen un orden parcial entre las calidades de las reglas.
Un enfoque multiobjetivo que se menciona en la literatura de clasificacio´n
es el ana´lisis mediante tablas ROC. Una tabla ROC es un diagrama en dos
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dimensiones en el que se representa en el eje Y la tasa de verdaderos positivos
(Ecuacion 2.5) y en el eje X la tasa de falsos negativos (Ecuacion 2.6). Un
clasificador corresponde con un punto de dicho diagrama, siendo preferible
la zona pro´xima al punto (0,1). Realmente constituyen representaciones de
un espacio de dos objetivos en el que Tasatp debe ser maximizado y Tasafp
minimizado.
Tasatp =
TP
TP + FN



2.5
Tasafp =
FP
TN + FP



2.6
Puede consultarse un estudio detallado de las caracter´ısticas, ventajas y
formas de uso de estas tablas en [Fawcett, 2004].
Tambie´n esta´ atrayendo un intere´s creciente la utilizacio´n de te´cnicas
multiobjetivo para agregar las medidas de evaluacio´n del clasificador an-
teriormente citadas. Es decir, se consideran objetivos del aprendizaje, de
forma independiente, la tasa de e´xito de clasificacio´n, complejidad de la so-
lucio´n, coste computacional, y otras espec´ıficas del algoritmo que se use para
la clasificacio´n. En buena medida el e´xito del campo procede del desarrollo
reciente de algoritmos evolutivos de optimizacio´n multiobjetivo. Puede con-
sultarse [Jin, 2006] y [Jin, 2007] para una revisio´n del estado del arte en
este campo.
2.1.2. Clasificacio´n mediante vecino ma´s pro´ximo
Los Clasificadores por Vecino ma´s Pro´ximo (Nearest Neighbor Classi-
fiers) [Cover and Hart, 1967] se definen como aquellos que,a partir de un
conjunto P de patrones etiquetados, que puede ser o no el conjunto com-
pleto de datos de entrenamiento disponible (E), asignan a cada patro´n o
instancia no etiquetada, vi ∈ V , la etiqueta del patro´n o patrones de P ma´s
“pro´ximos” a vi. Si se utiliza so´lo el patro´n ma´s pro´ximo de P , hablamos
del clasificador 1-NN, y si se usan los K patrones ma´s pro´ximos, clasificador
por K vecinos (K-NN).
La forma de determinar la proximidad entre patrones es un para´metro
del clasificador, si bien se suele entender que se utiliza la distancia Eucl´ıdea
sobre el espacio definido por los atributos de los patrones. Habitualmente
12
2.1. ME´TODOS DE CLASIFICACIO´N
se considera que dicho espacio es continuo (ℜd), siendo d el nu´mero de
atributos; sin embargo esta definicio´n es extensible a atributos discretos
(etiquetados): en este caso, o bien se transforma el atributo en una dimensio´n
ma´s, o bien se extiende la definicio´n de proximidad de manera que incluya
alguna medida de la similitud entre los valores discretos.
El conjunto P puede coincidir, en el caso ma´s simple, con el conjunto de
patrones disponibles para entrenar el clasificador (E); en otros, el conjun-
to P es de cardinalidad ma´s reducida, y sus elementos suelen denominarse
“prototipos” o “vectores”. En estos u´ltimos casos el clasificador puede deno-
minarse Clasificador mediante Prototipo ma´s Pro´ximo (Nearest Prototype
Classifier).
Geome´tricamente, estos clasificadores realizan una particio´n del espacio
definido por los atributos del problema en regiones, cada una de las cuales
recibe una de las etiquetas de clase. Los l´ımites entre dichas regiones se
denominan “fronteras de decisio´n”.
En [Devroye et al., 1996] puede consultarse el ana´lisis estad´ıstico del cla-
sificador con K vecinos. Su fortaleza consiste en la prueba de convergencia
del error de clasificacio´n en condiciones l´ımite: se demuestra que, cuando el
nu´mero de patrones disponible converge a infinito, el algoritmo 1-NN con-
verge a un error no peor que el doble del error bayesiano, que se considera
el l´ımite inferior alcanzable. Igualmente, cuando se utilizan K vecinos, se
aproxima al error bayesiano, para cierto valor de K que crece en funcio´n del
nu´mero de patrones disponible.
El ana´lisis estad´ıstico de estos clasificadores considera que permiten es-
timar la probabilidad de que un patro´n v pertenezca a una clase C dada
(p(C|x)). Se determina que dicha probabilidad es proporcional al nu´mero de
patrones de la clase C entre los K vecinos ma´s pro´ximos. En consecuencia, la
regla de decisio´n debe asignar al patro´n x la clase ma´s numerosa entre dichos
K vecinos. Puede consultarse la relacio´n de este clasificador con me´todos de
clasificacio´n cla´sicos en [D.Michie and D.J.Spiegelhalter, 1994].
El concepto de proximidad o similitud requiere de la definicio´n de una
medida sobre el espacio de atributos de los patrones. Es habitual el uso de la
distancia Eucl´ıdea, pero tambie´n hay otras opciones [Atkeson et al., 1997],
como la distancia Eucl´ıdea ponderada, distancia de Minkowski, simple o pon-
derada, distancia de Manhattan, distancia de Camberra, etc. La seleccio´n de
la medida de proximidad apropiada para un problema puede ser determinan-
te para que el clasificador obtenga buenos resultados. En el Apartado 2.1.6
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introduciremos algunos trabajos que extienden el uso del clasificador me-
diante vecino ma´s pro´ximo usando medidas de proximidad distintas de la
distancia Eucl´ıdea.
Si no se especifica, se entiende que se considera so´lo el patro´n ma´s pro´xi-
mo dentro de P para determinar la clase. Sin embargo, hay ocasiones en
las que el uso de un solo vecino para la clasificacio´n no es la mejor opcio´n.
El resultado de la utilizacio´n de un vecino con distancia Eucl´ıdea da lugar
a fronteras de decisio´n polie´dricas a igual distancia entre los patrones ma´s
pro´ximos a ambos lados de la frontera. Se pueden generar fronteras de deci-
sio´n ma´s complejas, bien variando la medida de proximidad empleada, bien
utilizando K vecinos. Existen varios me´todos de K vecinos, entre los cuales
podemos citar:
K-NN puro (K-NN por votacio´n, o Voting K-NN). Es el algoritmo
NN que utiliza la clase ma´s frecuente dentro de los K vecinos para
determinar la clase del patro´n que se quiere etiquetar. De este modo,
las fronteras se suavizan, pues un patro´n que se encuentre rodeado de
patrones de otra clase tendera´ a ser ignorado en la clasificacio´n. Este
mecanismo ayuda a hacer al clasificador menos sensible al ruido de
clase.
K-NN ponderado (Weighted kNN). El criterio de K vecinos por vo-
tacio´n no tiene en cuenta si dichos K vecinos esta´n o no pro´ximos,
en te´rminos absolutos, al patro´n que se quiere clasificar. Puede darse
el caso de que un patro´n influya en regiones remotas del espacio. Pa-
ra evitar este efecto, este algoritmo modifica la la regla de K vecinos
asignando a cada uno de dichos patrones un peso que depende de la
distancia entre el prototipo considerado y el prototipo ma´s pro´ximo al
patro´n. De este modo, se corrige el efecto de los patrones ma´s alejados.
K* (KSTAR) [Cleary and Trigg, 1995], es un me´todo en el que se apli-
ca una medida de similitud distinta de la Eucl´ıdea, que en la pra´ctica
pondera la influencia de los vecinos en funcio´n de su proximidad al
patro´n que se quiere clasificar; el algoritmo permite ajustar mediante
un para´metro (blending parameter) el nu´mero K de vecinos que se
toman en cuenta al hacer la clasificacio´n.
Los algoritmos basados en vecino ma´s pro´ximo tienen la caracter´ıstica
de que no construyen un modelo que resuma la informacio´n de partida. El
hecho de prescindir de este modelo tiene dos consecuencias negativas:
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Desde el punto de vista del rendimiento, la tarea de clasificar un
patro´n supone un proceso costoso, puesto que obliga a calcular la
distancia a todos los patrones conocidos. A pesar de que existen pro-
cedimientos que evitan realizar la comparacio´n completa de distan-
cias [Arya and Mount, 1993], sigue siendo un factor de ineficiencia.
Por otro lado, no se puede considerar que estos me´todos realicen ningu-
na tarea de extraccio´n de conocimiento. Es decir, no se genera ninguna
abstraccio´n que caracterice el problema o permita inferir su estructura
o propiedades.
Especialmente el primer problema condujo al desarrollo de una serie de
me´todos que pretenden reducir el conjunto de patrones conocido, conservan-
do u´nicamente aquellos elementos que son relevantes para la clasificacio´n.
Existen numerosos me´todos de este tipo, que podemos agrupar en los
dos grupos siguientes, en la que seguimos la denominacio´n que se utiliza
en [Kuncheva and Bezdek, 1998]: me´todos de seleccio´n de instancias o pro-
totipos (“Instance Selection” o “Prototype Selection”) y me´todos de reem-
plazo de prototipos (“Prototype Replacement”).
2.1.3. Algoritmos de Seleccio´n de Prototipos
La primera de estas te´cnicas lo constituir´ıan los tambie´n llamados me´to-
dos de seleccio´n de prototipos o instancias (Prototype Selection o Instance
Selection). Estos procesan el conjunto de datos relativamente extenso, ya eti-
quetados (conjunto de entrenamiento E), y retienen del mismo los datos que
resultan ma´s significativos (conjunto de prototipos P ). Hay muchos estudios
comparativos de los diferentes me´todos, como [Brighton and Mellish, 2002]
o [Wilson and Martinez, 2000].
El conjunto P resultante puede evaluarse en funcio´n de que conserve
algunas de las propiedades siguientes, que se definen en funcio´n del conjunto
de entrenamiento E:
Training Set Consistency (TSC); es decir, la medida en que el conjunto
de prototipos clasifica con exactitud el conjunto de entrenamiento.
Decision-Boundary Consistency (DBC); es decir, en que´ medida el
conjunto de prototipos reproduce con exactitud la forma de la frontera
de decisio´n que genera el conjunto de entrenamiento.
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Minimal Set, (MS); en que´ medida el nu´mero de prototipos en el con-
junto P es mı´nimo.
Las propiedades anteriores so´lo tienen en cuenta la capacidad de repre-
sentacio´n del conjunto P respecto del conjunto original de datos disponibles
E.
Debe considerarse sin embargo que los criterios anteriores no son los u´ni-
cos que son de intere´s cuando el conjunto P se va a utilizar como clasificador.
Los dos criterios siguientes pueden en algunos casos entrar en competencia
con la capacidad de representacio´n:
Capacidad de Generalizacio´n; P sera´ ma´s adecuado en la medida en
que sea capaz de proporcionar una clasificacio´n correcta para un con-
junto de datos no etiquetados V . Un conjunto de prototipos que repre-
senta con exactitud el conjunto de entrenamiento puede no presentar
una buena capacidad de generalizacio´n al clasificar patrones que no
estaban presentes en E. Este efecto se denomina “sobreentrenamien-
to”.
Tolerancia al ruido; medida de la forma en que la presencia de datos
ruidosos en el conjunto E no genera errores en la clasificacio´n del
conjunto V . Igualmente, un conjunto de prototipos que representa con
exactitud el conjunto E, representa igualmente todo error que hubiera
en e´l. En ese caso, los errores se reproducen al evaluar los patrones de
validacio´n.
Los distintos me´todos de seleccio´n de prototipos se pueden agrupar para
su estudio en tres clases, en funcio´n del mecanismo por el que se llega a P :
me´todos cla´sicos, geome´tricos y evolutivos. A continuacio´n describimos los
ma´s conocidos.
Me´todos cla´sicos de seleccio´n de prototipos
Consisten en la seleccio´n de un subconjunto de patrones de entrenamien-
to en funcio´n de diversas heur´ısticas. Muchos comparten la caracter´ıstica de
ser secuenciales (van evaluando los patrones iniciales uno a uno para rete-
nerlos o descartarlos) y dependientes del orden de evaluacio´n.
Segu´n la forma en que se realiza el proceso de seleccio´n, e´stos me´todos
se pueden agrupar en varias familias:
16
2.1. ME´TODOS DE CLASIFICACIO´N
Los que se basan en un muestreo aleatorio de los patrones conocidos
como Rmhc [Skalak, 1994].
Los que se basan en la retirada sucesiva y ordenada de patrones del con-
junto de entrenamiento, como Drop1, Drop2 o Drop3. Puede consultar-
se una descripcio´n de estos algoritmos en [Wilson and Martinez, 1997].
Los que realizan esta operacio´n en funcio´n de la propia regla de ve-
cindad, entre ellos: Condensed Nearest Neighbor (CNN, [Hart, 1968]),
Edited Nearest Neighbor (ENN, [Wilson and Martinez, 2000]), Redu-
ced Nearest Neighbor (RNN, [Gates, 1972]) y los llamados Instance
Based Learning Algorithms (IB1, IB2, IB3, IB4-5) [Aha et al., 1991]
y [Aha, 1992].
Me´todos geome´tricos de seleccio´n de prototipos
Existen me´todos que buscan una aproximacio´n ma´s sistema´tica al pro-
blema, a trave´s del uso de aproximaciones geome´tricas como las descritas
en [Godfried T. Toussaint and Poulsen, 1984]. Estas te´cnicas consisten en
generar grafos que establecen una relacio´n de vecindad basada en la distan-
cia entre los patrones. Una vez generado uno de estos grafos, el conjunto de
prototipos se obtiene a partir del conjunto original eliminando todos aquellos
patrones cuyos vecinos sobre el grafo son todos de su misma clase.
El diagrama de Voronoi se define como la particio´n del plano que se
genera al aplicar directamente la regla del vecino ma´s pro´ximo. Cada
punto pertenece a la regio´n de Voronoi del patro´n ma´s pro´ximo, y
las fronteras son los puntos que esta´n a igual distancia de dos o ma´s
patrones.
Se puede realizar seleccio´n de prototipos utilizando un diagrama de
Voronoi generado por un conjunto de patrones E, de la siguiente forma:
1. Se traza el diagrama de Voronoi para E. Sobre este diagrama, se
denominan “vecinos” de un patro´n a los patrones que comparten
un segmento de frontera.
2. Se recorren todos los patrones y se marcan aquellos que tienen
vecinos de clases distintas a la propia.
3. Se descartan todos los patrones no marcados, es decir, aquellos
cuyos vecinos son todos de su misma clase.
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4. El resultado Pv es el conjunto de prototipos.
El conjunto Pv conserva las propiedades TSC y BSC mencionadas
anteriormente; sin embargo el conjunto final no es mı´nimo. Sobre la
construccio´n del grafo de Voronoi existen numerosas referencias; las
ma´s detalladas son [Klein, 1989] [Aurenhammer, 1991]. El inconve-
niente de este me´todo es que la construccio´n del diagrama de Voronoi
es de un orden de complejidad elevado, y se hace impracticable en
dimensiones altas.
Existe otro me´todo basado en un grafo similar, que se denomina grafo
de Gabriel [Gabriel and Sokal, 1969]. Se construye uniendo entre s´ı los
patrones de E que son “vecinos de Gabriel”. El grafo de Gabriel no
requiere la construccio´n del diagrama de Voronoi, y existen algorit-
mos que permiten construirlo de forma ma´s eficiente que el diagra-
ma de Voronoi en dimensiones elevadas. En [Matula and Sokal, 1980]
se describen con ma´s profundidad las caracter´ısticas y algoritmos de
construccio´n de este grafo.
La relacio´n de vecindad de Gabriel se determina construyendo una es-
fera cuyo dia´metro es la recta que une los dos patrones; si dicha esfera
no contiene ningu´n otro patrones de E, los dos patrones considerados
son vecinos. Sobre este grafo de vecindad, el mismo algoritmo que se
utiliza sobre el de Voronoi construye un conjunto Pg que es un subcon-
junto de Pv . A pesar de no conservar TSC ni BDC, los resultados en
clasificacio´n no son en la pra´ctica muy diferentes, puesto que funda-
mentalmente se producen en las zonas “externas” al conjunto original
de patrones E.
En [Godfried T. Toussaint and Poulsen, 1984] se propone un tercer me´to-
do basado en otro grafo de vecindad (Relative Neighborhood), que, mediante
el algoritmo anterior, produce como resultado un conjunto P subconjunto
de Pg.
En l´ıneas generales, los me´todos geome´tricos tienen un alto coste com-
putacional que los hace poco viables en problemas de clasificacio´n en los que
la dimensio´n del espacio en el que se definen los patrones, y el nu´mero de
patrones de E, son elevados.
En la Figura 2.1 se muestra la forma en que los me´todos anteriores
(el de Voronoi y el de Gabriel) realizan la seleccio´n de prototipos sobre un
mismo conjunto de patrones inicial (representado en la primera figura). En
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la segunda figura se han trazado las regiones de Voronoi que corresponden
a todos los patrones, y se han marcado con un c´ırculo los patrones cuyos
vecinos son de clase distinta. Se eliminara´n el resto, como los que aparecen
en la regio´n sombreada, puesto que todos sus vecinos son de su misma clase,
es decir, no forman parte de la frontera. En la tercera figura se muestra
co´mo quedar´ıa el conjunto de prototipos final P . Se puede constatar que la
frontera de decisio´n permanece invariada. En la cuarta figura, se muestra el
grafo de vecindad de Gabriel, y los patrones que se seleccionar´ıan mediante
dicho grafo. En lugar de los nueve patrones que quedaban con el me´todo de
Voronoi, este otro me´todo dejar´ıa u´nicamente seis patrones (marcados con
c´ırculos), a costa de que no se conserve ya la misma frontera de decisio´n.
Figura 2.1 Seleccio´n de prototipos mediante me´todos gra´ficos: arriba a la izquierda,
conjunto completo T ;arriba a la derecha, me´todo de Voronoi: se eliminan los patrones que
no esta´n marcados con un c´ırculo; abajo a la izquierda, conjunto P de prototipos y regiones
resultado del me´todo anterior, se conserva la frontera; abajo a la derecha, grafo de Gabriel
y patrones (en c´ırculo) que se conservan como prototipos. No´tese que en este u´ltimo
caso, se eliminan de P varios patrones con lo que la frontera de decisio´n resultante var´ıa
ligeramente (todas las figuras reproducidas de [Godfried T. Toussaint and Poulsen, 1984])
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Me´todos evolutivos de seleccio´n de prototipos
Existen tambie´n numerosos trabajos que utilizan algoritmos evolutivos
para seleccionar el conjunto de instancias [Bezdek and Kuncheva, 2000].
Para realizar una aplicacio´n de estos algoritmos, es vital determinar una
funcio´n de evaluacio´n (fitness) que evalu´a las propiedades que se consideren
relevantes para la aplicacio´n. Por ejemplo, puede considerarse u´nicamente el
error de clasificacio´n, o puede incluirse como criterio el taman˜o del conjunto
P resultante. El problema se abordar habitualmente mediante algoritmos
de optimizacio´n convencionales (es decir, con una sola funcio´n objetivo),
combinando si es necesario los diversos objetivos en la funcio´n de fitness.
En ([Cano et al., 2003]) se analizan cuatro tipos de algoritmos evolu-
tivos: el GA convencional (Generational Genetic Algorithm o GGA), Sta-
tionary Genetic Algorithm (SGA, actualiza so´lo un par de individuos por
generacio´n), CHC Adaptive Search [Eshelman, 1990], y PBIL [Baluja, 1994].
Los resultados se comparan con las te´cnicas cla´sicas cuando se evalu´a tanto
el porcentaje de e´xito como el porcentaje de reduccio´n. Se utiliza una codi-
ficacio´n binaria, en la que se marcan las instancias que deben formar parte
del conjunto P . En consecuencia, a medida que crece |E|, es decir, el nu´mero
de patrones del conjunto de entrenamiento, crece el espacio de bu´squeda de
los algoritmos evolutivos, que tienen dificultades de convergencia en algunos
dominios. Sin embargo, los resultados son competitivos con los algoritmos
cla´sicos.
Se han desarrollado tambie´n algoritmos evolutivos que usan operadores
espec´ıficos para mejorar la capacidad de bu´squeda; entre ellos se encuentra
el propuesto en [Gil-Pita and Yao, 2008].
Existen tambie´n trabajos en los que se aplican te´cnicas de clasificacio´n
multiobjetivo que toman en cuenta los distintos criterios de evaluacio´n del
clasificador de forma independiente. Un ejemplo es [Chen et al., 2005], en
el que se utiliza un algoritmo gene´tico multiobjetivo para minimizar tres
objetivos: el error de clasificacio´n, el nu´mero de atributos seleccionados, y
el nu´mero de prototipos usados por el clasificador.
2.1.4. Algoritmos de Reemplazo de Prototipos
Los me´todos de reemplazo de prototipos realizan el ana´logo de un proceso
de abstraccio´n en el que, a partir del conjunto de datos original, se calcula un
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conjunto de ejemplos de referencia que contiene las caracter´ısticas esenciales
de aquellos a los que representa. En este contexto, un prototipo no tiene
por que´ coincidir exactamente con ningu´n ejemplo de los disponibles en el
conjunto original.
Estos me´todos se denominan me´todos de reemplazo, puesto que se sus-
tituye la informacio´n inicial (conjunto de entrenamiento) por otra diferente.
Algunos de estos me´todos se analizan en [Kuncheva and Bezdek, 1998], con
el fin de proporcionar un marco conceptual u´nico para su estudio.
La forma de llegar al conjunto P de prototipos es variada y suele incluir
al menos un para´metro, el nu´mero de prototipos (|P |).
Entre estos me´todos encontramos aquellos que se denominan como me´to-
dos de Cuantizacio´n de Vectores (Vector Quantization). Entre ellos, los ba-
sados en el modelo de aprendizaje competitivo (Competitive Learning) co-
mo Learning Vector Quantization (LVQ, [Kohonen, 1995]) y otros derivados
como Generalized LVQ (GLVQ, [Sato and Yamada, 1995]), o las Adaptive
Quadratic Neural Networks (DR, [Lim et al., 1991]).
En l´ıneas generales estos algoritmos operan modificando un conjunto de
prototipos inicial actualizando la posicio´n de los mismos al ir presentando
uno a uno los patrones conocidos. Para mantener los prototipos dispersos,
la regla de actualizacio´n da preferencia al prototipo “ganador” definido e´ste
como el ma´s similar (el ma´s pro´ximo) al patro´n analizado. En LVQ, el al-
goritmo modifica la posicio´n de un solo prototipo cada vez, mientras que
en GLVQ o DR se pueden actualizar simulta´neamente todos los prototipos.
En estos dos algoritmos (GLVQ y DR) se especifica la funcio´n de coste que
el algoritmo pretende optimizar; ello permite probar la convergencia de los
algoritmos, a diferencia de lo que ocurre con los algoritmos LVQ ba´sicos. Se
puede consultar la discusio´n sobre este aspecto en [Sato and Yamada, 1995].
El grado de actualizacio´n suele depender de un para´metro adaptativo o ta-
sa de aprendizaje, cuyo valor puede evolucionar en funcio´n del estado del
algoritmo.
Existen diversas variantes de LVQ, que introducen conceptos adicionales
con el fin de mejorar algunas de sus caracter´ısticas. Entre ellas podemos
citar:
LVQ1 Algoritmo ba´sico, se mueve un prototipo en cada iteracio´n.
OLVQ1 (Optimised LVQ1); como LVQ1, pero cada prototipo tiene su
propia tasa de aprendizaje.
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LVQ2.1; se seleccionan los dos prototipos ma´s cercanos y se actualiza
su posicio´n so´lo si uno es de la clase del patro´n y el otro no; adema´s
se requiere que la distancia entre ambos este´ dentro de una ventana
predefinida.
LVQ3; similar a LVQ2.1 pero actualiza tambie´n los prototipos si son
de la clase correcta.
OLVQ3 (Optimised LVQ3); como LVQ3 pero cada prototipo tiene su
propia tasa. de aprendizaje, como en OLVQ1.
Las distintas variantes introducen diferencias en la forma de posicionar
los prototipos. Por ejemplo, LVQ2.1 intenta moverlos hacia la frontera de de-
cisio´n; si bien de este modo alcanza mejor resultado que LVQ1, el algoritmo
resultante es muy sensible al ruido. El autor propone utilizar varias pasadas
del algoritmo , comenzando por LVQ1 y refinando el resultado mediante
alguna de las versiones posteriores (Multi-pass LVQ).
Tambie´n pueden plantearse algoritmos que ajustan el nu´mero de proto-
tipos de forma adaptativa, durante la ejecucio´n del algoritmo de reemplazo.
Por ejemplo, OSLVQ [Cagnoni and Valli, 1994] incluye dos procesos com-
plementarios: el GP (Growing Process) introduce prototipos en zonas donde
se producen clasificaciones incorrectas; y el PP (Pruning Process) elimina
prototipos que se evalu´an como superfluos o redundantes. El algoritmo fun-
ciona como un LVQ esta´ndar que se interrumpe en ciertos momentos para
realizar esta “reconfiguracio´n” de la red y proseguir. El algoritmo requiere
sin embargo fijar valores para ciertos umbrales que condicionan los procesos
de GP y PP.
Dentro de la familia de algoritmos de reemplazo de prototipos, procede
mediante agregacio´n de los patrones del conjunto de entrenamiento. As´ı ope-
ra el algoritmo propuesto por Chang (CA [Chang, 1974]). Se parte de un
conjunto de prototipos igual al conjunto de entrenamiento, y se intenta agre-
gar un par de prototipos de la misma clase, reemplaza´ndolos por un punto
intermedio, calculado como la media ponderada de ambos. Si el resultado
de la agregacio´n mantiene el error de clasificacio´n, se da la fusio´n por rea-
lizada. Durante el proceso, cuando dos prototipos se fusionan, su peso se
calcula como la suma de los pesos de sus padres, de modo que a medida que
los prototipos se “concentran”, sus posiciones se ven menos modificadas al
agregarse a otros. Mediante la regla de agregacio´n, el algoritmo CA tiende
a producir prototipos situados cerca de los centroides de los agrupamientos
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de patrones. En [Kuncheva and Bezdek, 1998] se propone una modificacio´n
sobre este algoritmo (MCA), que segu´n los autores permite clasificar correc-
tamente prototipos lejanos al centroide del agrupamiento. En este grupo
podr´ıamos tambie´n incluir algoritmos basados en me´todos de clustering,
como k-medias (original de 1956 pero publicado en [Lloyd, 1982]).
Desde el punto de vista de los algoritmos evolutivos, no existen tantas
aplicaciones como en el campo de los me´todos de seleccio´n de prototipos.
Como ejemplo mencionamos el Evolutionary Nearest Prototype Classifier
(ENPC, [Ferna´ndez and Isasi, 2004]). En dicho trabajo se propone un algo-
ritmo que encuentra un conjunto de prototipos mediante la aplicacio´n de
operadores espec´ıficos a una poblacio´n de posibles soluciones que comienza
a partir de un solo prototipo. La ventaja de este me´todo es que no requiere
ningu´n para´metro, y en especial no necesita una estimacio´n del nu´mero de
prototipos |P | adecuado. El enfoque en este caso no es el de un algoritmo
gene´tico cla´sico; el algoritmo se inspira en una meta´fora biolo´gica en la que
los individuos de la poblacio´n compiten por los recursos (patrones).
2.1.5. Algoritmos de clasificacio´n que utilizan prototipos
Dentro de los algoritmos de clasificacio´n o aprendizaje automa´tico, hay
algunos que utilizan, bien de forma impl´ıcita o expl´ıcita, un concepto si-
milar al de prototipo, si bien no realizan la clasificacio´n mediante la re-
gla del vecino ma´s pro´ximo. Los que tienen un desarrollo ma´s significati-
vo son las Redes de Base Radial (RBFNN, [Powell, 1987]) y las Ma´quinas
de Soporte Vectorial (Support Vector Machines, SVM [Boser et al., 1992],
[Cortes and Vapnik, 1995]).
El campo de las SVM tiene un desarrollo muy importante tanto en aplica-
ciones de clasificacio´n como de regresio´n. El principio de las SVM consiste en
proyectar el espacio de los patrones en un espacio de mayor dimensio´n, donde
se puede realizar una separacio´n de los patrones de clases diferentes mediante
superficies que se encuentran a ma´xima distancia de los patrones de las cla-
ses que separan. El concepto inicial de las SVM como clasificadores mediante
hiperplanos es anterior al modelo actual en el que la separacio´n se hace no
lineal mediante funciones de kernel. Se puede consultar [Meyer et al., 2003]
para una comparacio´n con otros me´todos de clasificacio´n.
Se pueden interpretar las SVM como clasificadores basados en prototi-
pos. Por ejemplo, en [Blachnik and Duch, 2008] se describe dicha interpreta-
cio´n y co´mo se pueden usar te´cnicas de seleccio´n de prototipos para reducir
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el nu´mero de vectores de soporte de la solucio´n.
Igualmente se puede considerar que las RBFNN utilizan un mecanismo
de prototipos subyacente cuando se utilizan en aplicaciones de clasificacio´n.
En una RBFNN cada neurona oculta tiene una posicio´n (centro) y una
desviacio´n. Para determinar el nivel de salida de la neurona m cuando se
le presenta el patro´n k, la funcio´n de activacio´n utiliza la distancia entre
el centro de la neurona cm y la posicio´n (en el espacio de atributos) del
patro´n. El nivel de salida viene dado por la Ecuacio´n 2.7, en la que δm es la
desviacio´n de la neurona m.
φm(xk) = e
−
‖cm−xk‖
2
2·δ2m



2.7
Suele hacerse corresponder el nu´mero de neuronas ocultas con el nu´mero
de clusters detectados en los patrones de entrenamiento, y la posicio´n del
centro con la posicio´n del centroide del cluster, determinada con cualquier
algoritmo de clustering, t´ıpicamente k-medias.
2.1.6. Clasificacio´n con variacio´n de la medida de proximidad
En los algoritmos que usan regla de clasificacio´n por vecino ma´s pro´ximo,
la medida de proximidad utilizada afecta de forma importante al resultado
del clasificador. El caso ma´s ba´sico utiliza la distancia Eucl´ıdea, tal y como
se define en la Ecuacio´n 2.8. Se asume que los atributos constituyen un
espacio F , en el que la funcio´n de proximidad se aplica a un par de vectores:
el patro´n x y un punto de “consulta” q. Al usar prototipos, utilizar´ıamos
cada uno de los prototipos como consulta. El ı´ndice f se usa para identificar
la coordenada de cada vector correspondiente a un atributo.
d(x,p) = (
∑
f∈F
|xf − qf |
2)
1
2



2.8
Expresio´n generalizada de la medida de proximidad
En [Wettschereck et al., 1997] se analiza la posibilidad de utilizar me-
didas diferentes de proximidad al clasificador K-NN de forma sistema´tica,
utilizando para ello una expresio´n gene´rica de la funcio´n de proximidad que
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incluye la Eucl´ıdea y otras medidas segu´n la forma en que se escojan los
para´metros (Ecuacio´n 2.9).
d(x,q) = (
∑
f∈F
w(f) · δ(xf , qf )
r)
1
r



2.9
En esta expresio´n aparece un exponente r , que toma el valor 2 en la
distancia Eucl´ıdea; una funcio´n de ponderacio´n w(f) que devuelve un valor
real o binario que se aplica para cada sumando de la expresio´n, que toma el
valor 1 en las distancias no ponderadas; y una diferencia δ entre el valor del
atributo f del patro´n (xf ) y la consulta (qf ), que en la distancia Eucl´ıdea
era el valor absoluto de la diferencia aritme´tica entre ambos valores.
La expresio´n generalizada permite tratar tambie´n el caso de valores de
atributos discretos. Para ello se puede definir el valor de la funcio´n δ cuando
opera sobre valores discretos de la siguiente manera: toma el valor 0 cuando
los patrones tienen el mismo valor para el atributo, y 1 en caso contrario
(medida City-Block).
Al considerar distintas posibilidades para la expresio´n anterior, aparecen
variantes de de la familia de los clasificadores con la regla del vecino ma´s
pro´ximo:
Si la funcio´n w(f) toma la forma de una matriz unidad, el exponente
r = 2 y la funcio´n δ es el valor absoluto de la diferencia entre las
coordenadas de los dos vectores, la expresio´n 2.9 se reduce a la de la
distancia Eucl´ıdea 2.8.
Si se var´ıa respecto al caso la funcio´n w(f) para que sea una matriz dia-
gonal, la expresio´n resultante es equivalente a una distancia Eucl´ıdea
con ponderacio´n de atributos. Es decir, cada atributo tiene asociado
un factor de ponderacio´n (peso) por el que se multiplica antes de usarlo
en el ca´lculo de la distancia.
Si la funcio´n w(f) no corresponde a una matriz diagonal, estaremos
utilizando una medida de proximidad ponderada. La expresio´n gene-
ral puede entonces reescribirse como en la Ecuacio´n 2.10. En dicha
expresio´n, M es una matriz cuadrada de coeficientes reales, de dimen-
sio´n d× d, siendo d la dimensio´n del espacio F .
dM (x,q) =
√
(x− q)T ·MT ·M · (x− q)



2.10
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Si se var´ıa el exponente r, manteniendo la funcio´n δ(), se obtiene una
distancia Ponderada de Minkowsky, con el exponente considerado.
Si la funcio´n w(f) es binaria, estamos en el caso de un me´todo con
seleccio´n de atributos; es decir, es un clasificador en el que so´lo algunos
de los mismos son relevantes.
Si la funcio´n w(f) no depende de x o q, la medida de proximidad
es global (ide´ntica para todos los puntos del espacio de atributos);
tambie´n se pueden definir medidas locales , cuando dependen de la
consulta (q) o del patro´n (x) considerado. En este caso conviene sus-
tituir la expresio´n de w(f) por w(f,x) o w(f,q) para hacer expl´ıcita
esta dependencia.
De hecho, la expresio´n 2.9 no es la u´nica forma de expresar la similitud
entre patrones del espacio de atributos, pudiendo tomar formas matema´ticas
ma´s complejas. Igualmente existen otras medidas que se pueden aplicar para
estimar la similitud entre atributos nominales, ma´s complejas que la medida
City-Block.
En [Atkeson et al., 1997] se realiza un extenso ana´lisis de diversas me-
didas de proximidad no Eucl´ıdeas que el autor aplica con posterioridad a
algoritmos de regresio´n.
Representacio´n gra´fica de las medidas de proximidad
La Figura 2.2) muestra co´mo la introduccio´n de la matrizM en la Ecua-
cio´n 2.10 transforma la superficie de igual valor de dicha funcio´n, aplicando
escalado y rotacio´n. En el plano, la circunferencia pasa a ser una elipse orien-
tada segu´n los ejes, al usar una matriz M diagonal, o inclinada respecto a
los mismos, al usar una matriz no diagonal.
La distancia de Minkowski (o norma Lr) se define mediante la Ecua-
cio´n 2.11, en la que la funcio´n de ponderacio´n es constante w(f) = 1.0, y
que depende del para´metro r. Tambie´n se pueden utilizar pesos en dicha
distancia, dando lugar a la norma Lr ponderada.
Lr(x,q) = (
∑
i
|(xi − qi)|
r)
1
r



2.11
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Figura 2.2 Trazado de las superficies de equidistancia, a la izquierda distancia Eucl´ıdea
con matriz de ponderacio´n diagonal, a la derecha distancia Eucl´ıdea Ponderada (figura
reproducida de [Atkeson et al., 1997])
Sobre el plano, las superficies equivalentes a la circunferencia, en la dis-
tancia de Minkowsky, corresponden con curvas como las mostradas en la
Figura 2.3.
Figura 2.3 Trazado de las superficies de equidistancia, con la distancia de Min-
kowsky, para los exponentes r = 0.5,1,2 y 7 (del interior al exterior)(figura reproducida
de [Duch and Grudzinski, 2001])
Con la introduccio´n de distancias ponderadas, las fronteras de las regio-
nes de Voronoi pueden ser curvas. En la Figura 2.4 se muestran ejemplos de
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teselaciones de Voronoi para un mismo conjunto de prototipos de dos clases,
al utilizar la distancia Eucl´ıdea (a), al usar una matriz M de proximidad
diagonal pero no unidad ([0.25, 0.0, 0.0, 0.8]) para el patro´n central (b) , y
al variar las medidas de proximidad para todos los patrones (c y d). Se ob-
serva la curvatura que se introduce en (b) en los puntos pro´ximos al patro´n
central. En c) y d) puede observarse co´mo la medida de proximidad pierde
su cara´cter intuitivo.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
"voronoi_euclidean_plot.txt" using 1:2:(color1d($3))
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
"voronoi_almosteuc_plot.txt" using 1:2:(color1d($3))
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
"voronoi_diag_plot.txt" using 1:2:(color1d($3))
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
"voronoi_triang_plot.txt" using 1:2:(color1d($3))
Figura 2.4 Trazado de las regiones de Voronoi correspondientes a siete prototipos (c´ırcu-
los) para distintos ejemplos de funcio´n de proximidad: a) distancia Eucl´ıdea ; b) Prototipo
central con matriz [0.25,0.0,0.0,0.8]; c) y d) todos los patrones con matriz no unitaria
Utilizacio´n de medidas de proximidad no eucl´ıdeas en clasificacio´n
Existen numerosos trabajos en los que se analiza el efecto de diferentes
medidas de proximidad.
La variacio´n de la medida de proximidad puede ser de utilidad en clasi-
ficadores basados en seleccio´n o reemplazo de prototipos, as´ı como en otros
clasificadores en los que se utiliza este concepto internamente aunque la regla
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de clasificacio´n no sea la del vecino ma´s pro´ximo.
En los algoritmos 1-NN o K-NN esta´ndar la medida de proximidad puede
considerarse un para´metro del algoritmo. En algunos algoritmos este enfoque
esta´ impl´ıcito, como en el caso de KSTAR [Cleary and Trigg, 1995], si bien
en este algoritmo en la medida de distancia se pondera la contribucio´n de
cada prototipo a la clasificacio´n de cada patro´n (ver 2.1.2).
Existen trabajos en los que se aborda la determinacio´n de la mejor me-
dida de proximidad como un problema de optimizacio´n; dado el conjunto
de datos, se busca la medida que mejor permite clasificarlo. En estos casos,
se deben codificar los para´metros de una medida de proximidad como un
individuo a optimizar. En caso de abordarse con un algoritmo evolutivo, la
funcio´n de fitness consistira´ en la aplicacio´n de un algoritmo de clasificacio´n
que utilice dicha medida de proximidad.
Por ejemplo, en [Valls et al., 2005] y [Valls et al., 2007] se aborda este
problema, con la intencio´n de utilizar una medida de proximidad distinta de
la Eucl´ıdea en la expresio´n que se utiliza en la funcio´n de activacio´n de una
Red de Base Radial (Ecuacio´n 2.7).
Se compara la mejora obtenida por una medida con matriz diagonal y
con una matriz sime´trica no diagonal. Los coeficientes de la matriz MT ·
M (Ecuacio´n 2.10) se hacen evolucionar mediante un algoritmo gene´tico
convencional, de manera que optimicen el error de clasificacio´n.
La restriccio´n sobre el tipo de matriz que se evoluciona se impone en la
codificacio´n de la solucio´n en el algoritmo gene´tico, ya que so´lo se utilizan los
coeficientes necesarios de la matriz. La funcio´n de proximidad as´ı obtenida se
aplica de forma global a todas las neuronas de la red. Los autores determinan
que la mejora es significativa tanto en el caso de matriz diagonal como en el
de matriz sime´trica, con mejores resultados de la segunda para algunos de
los dominios considerados.
Otros trabajos se diferencian del anterior en el sentido de que la medi-
da de proximidad se va calculando durante el entrenamiento del clasifica-
dor “subyacente”. En estos trabajos la caracter´ıstica de mayor intere´s es el
cara´cter adaptativo y dina´mico de la funcio´n de proximidad calculada.
En [Cost and Salzberg, 1993] se introduce una medida de distancia
para atributos discretos en un clasificador por vecino ma´s pro´ximo
convencional. Los valores nume´ricos para la distancia entre dichos atri-
butos var´ıan conforme el algoritmo evoluciona. Adema´s, el algoritmo
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calcula un vector de pesos para los atributos. Ello permite mejorar el
rendimiento de los algoritmos ba´sicos de vecino ma´s pro´ximo, as´ı como
el de clasificadores basados en otros principios, en algunos dominios.
En [Gagnec and Parizeau, 2007] se aborda este problema introducien-
do varias propuestas de intere´s. Se proponen inicialmente dos algo-
ritmos independientes: un algoritmo multiobjetivo para seleccio´n de
prototipos, y un segundo algoritmo basado en Programacio´n Gene´tica
(GP, [Koza, 1992]) para calcular una medida de proximidad o´ptima
dado un conjunto de prototipos.
A continuacio´n, se proponen dos enfoques coevolutivos, en el que am-
bos algoritmos se ejecutan en paralelo:
• El primer algoritmo es de tipo cooperativo: la poblacio´n determi-
nada por cada uno de los algoritmos propuestos inicialmente se
utiliza en el ca´lculo de fitness del otro. Una “especie” esta´ forma-
da por prototipos, y la otra por medidas de proximidad. En este
caso ambas especies se benefician del crecimiento de la otra.
• La segunda propuesta incluye una tercera “especie” que compite
con las anteriores. En este caso, el objetivo de dicha especie con-
siste en seleccionar los patrones ma´s dif´ıciles de clasificar por el
resto del algoritmo, estableciendo as´ı una presio´n evolutiva adi-
cional sobre las poblaciones iniciales.
En [Fernandez and Isasi, 2008] se an˜ade al ca´lculo adaptativo de la
mejor proximidad el hecho de que e´sta se calcula de forma local.
El trabajo plantea mejorar el algoritmo de clasificacio´n Evolutionary
Nearest Prototype Classifier (ENPC [Ferna´ndez and Isasi, 2004]), uti-
lizando una distancia en la que w(f,q) es un vector de pesos para los
atributos que var´ıa para cada prototipo q generado por el clasificador.
La forma de ca´lculo del vector de pesos de cada prototipo es la si-
guiente: se calcula en cada iteracio´n de manera que las componentes
del “vector de distorsio´n” de cada prototipo sean iguales. Este vector
se crea como la diferencia media contribuida por cada patro´n asigna-
do a un prototipo dado. Una de las conclusiones del trabajo es que la
inclusio´n de la ponderacio´n local reduce dra´sticamente el nu´mero de
prototipos generado por el algoritmo a la vez que reduce el error de
clasificacio´n.
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2.2 Enjambre de Part´ıculas (PSO)
2.2.1. Fundamentos del algoritmo PSO
El algoritmo de Optimizacio´n mediante Enjambre de Part´ıculas (Particle
Swarm Optimization o PSO, [Kennedy and Eberhart, 1995]) es un algoritmo
bioinspirado, que se basa en una analog´ıa con el comportamiento social de
ciertas especies. Se reconocen dos influencias ba´sicas de inspiracio´n en PSO:
El movimiento de bandadas de aves, en las que cada individuo se des-
plaza mediante reglas simples de ajuste de su velocidad en funcio´n
de las observaciones que realiza sobre los individuos pro´ximos en la
bandada.
Un modelo social, en el que cada part´ıcula representa una creencia, y
las influencias entre individuos, la aproximacio´n de unos individuos a
otros por difusio´n de dichas creencias.
En l´ıneas generales, el algoritmo busca encontrar el o´ptimo global de
una funcio´n (funcio´n de fitness) mediante el movimiento de un conjunto de
“part´ıculas” (enjambre) en un espacio definido por el nu´mero de para´metros
de la funcio´n. Cada part´ıcula es una posible solucio´n, es decir, un conjunto de
para´metros, que se “evalu´a” calculando el valor de fitness que les correspon-
der´ıa. En dicho movimiento, las part´ıculas utilizan informacio´n histo´rica (el
resultado de su exploracio´n pasada), as´ı como informacio´n sobre sus vecinos
(otras part´ıculas del enjambre).
Por otro lado, para completar la especificacio´n del algoritmo, hay que
definir ciertos para´metros del algoritmo (criterio de parada, tipo de vecin-
dario, valores de algunas constantes, forma de inicializacio´n). El enjambre
comienza disperso por el espacio de bu´squeda, pero con el tiempo las part´ıcu-
las convergen hacia una zona reducida del espacio en la que intensifican la
bu´squeda de la solucio´n.
Cada part´ıcula se caracteriza por un vector de posicio´n xi, un vector de
velocidad vi, y una memoria que contiene el vector con la mejor posicio´n de
la part´ıcula hasta el momento pi. El vector de posicio´n codifica una solucio´n
al problema de optimizacio´n, de modo que cada coordenada corresponde al
valor de uno de los para´metros de la funcio´n que se desea optimizar.
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En cada iteracio´n, la velocidad de cada part´ıcula se actualiza utilizando
la Ecuacio´n 2.12. Dicha ecuacio´n esta´ escrita en forma escalar, de modo que,
para cada vector considerado, se calcula la actualizacio´n en cada dimensio´n
d de forma independiente. Puesto que los vectores var´ıan en cada iteracio´n,
se utiliza el super´ındice t para indicar la iteracio´n a la que se refiere una
variable. Los te´rminos c1 y c2 son para´metros fijos del algoritmo, y ψ1 y ψ2
son factores aleatorios entre 0 y 1, que se calculan de forma independiente
en cada iteracio´n y para cada dimensio´n. Por u´ltimo, pg corresponde con la
mejor posicio´n del mejor vecino de la part´ıcula. Existen varias posibilidades
para la definicio´n del vecindario de una part´ıcula, que describimos en el
Apartado 2.2.1.
vt+1id = v
t
id + c1 · ψ1 · (p
t
id − x
t
id) + c2 · ψ2 · (p
t
gd − x
t
id)



2.12
Cuando la velocidad de todas las part´ıculas se ha actualizado, esta se
suma vectorialmente con la posicio´n actual de la part´ıcula para moverla a
su posicio´n para la siguiente iteracio´n, segu´n la Ecuacio´n 2.13.
xt+1id = x
t
id + v
t+1
id



2.13
En la Ecuacio´n 2.12 se suelen distinguir tres te´rminos, que se suelen
denominar haciendo referencia a la analog´ıa social del algoritmo:
Inercia (vtid), que representa la tendencia de un individuo a seguir
explorando en la misma direccio´n.
Cognitivo o individual, (c1 ·ψ1 ·(p
t
id−x
t
id)), que representa la tendencia
a permanecer pro´ximo a posiciones (o creencias) que le dieron buen
resultado en el pasado.
Social, (c2 ·ψ2 · (p
t
gd− x
t
id)), que representa la influencia que ejercen el
resto de los individuo o la imitacio´n del mejor individuo conocido.
Definicio´n del vecindario
PSO modela la cooperacio´n entre individuos mediante la definicio´n de un
vecindario para cada part´ıcula, de modo que en cada iteracio´n se selecciona
un candidato de dicho vecindario para guiar la bu´squeda de la part´ıcula
(te´rmino social de la Ecuacio´n 2.12).
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Segu´n los autores, el algoritmo se disen˜o´ inicialmente con un vecindario
dina´mico, dada la analog´ıa con la bandada de aves. Sin embargo, pronto
se determino´ que, para los problemas de optimizacio´n considerados, era su-
ficiente y ma´s eficiente que el vecindario de cada part´ıcula se definiera de
forma esta´tica: es decir, cada part´ıcula tiene unos vecinos definidos a priori.
En ello se aproxima a los algoritmos gene´ticos celulares, auto´matas celulares,
y varios modelos de computacio´n neuronal.
En [Kennedy and Mendes, 2002], los autores definen y analizan distin-
tos tipos de vecindario esta´tico. La estructura de las relaciones entre las
part´ıculas se denomina “topolog´ıa” del vecindario. En algunas topolog´ıas
(por ejemplo, la topolog´ıa en “anillo”), es preciso adema´s definir la cardina-
lidad del conjunto de vecinos (los dos vecinos ma´s pro´ximos, los tres vecinos,
etc.).
En l´ıneas generales, las topolog´ıas ma´s interconectadas distribuyen la in-
formacio´n de la mejor solucio´n del enjambre con mayor rapidez; ello produce
una convergencia ma´s ra´pida. Por otro lado, si esta velocidad es demasiado
ra´pida, se incrementa la probabilidad de que no se explore completamente
el espacio de bu´squeda; en ese caso se puede producir la convergencia a un
o´ptimo local en lugar de al o´ptimo global (convergencia prematura).
La topolog´ıa Global Best (gbest) consiste en considerar que todas las
part´ıculas esta´n interconectadas, de manera que la part´ıcula que interviene
en la Ecuacio´n 2.17 es la part´ıcula con mejor fitness del enjambre. Si dicha
part´ıcula esta´ pro´xima, en la inicializacio´n, a un o´ptimo local, sera´ dif´ıcil
que el enjambre escape al mismo. Por lo tanto, la topolog´ıa gbest es la de
ma´xima interconexio´n.
La investigacio´n realizada en este campo confirma que la topolog´ıa que
gbest so´lo resulta adecuada en casos de problemas de optimizacio´n unimo-
dales, es decir, cuando no existe riesgo de convergencia prematura, ya que
so´lo existe un o´ptimo y es global.
En el extremo opuesto (baja interconexio´n), se define la topolog´ıa Local
Best (“lbest”), con una cardinalidad que suele ser reducida con respecto al
nu´mero de part´ıculas del enjambre. En muchos casos el nu´mero de vecinos
se mantiene en 3 o 5, incluyendo a la part´ıcula en cuestio´n (que ser´ıa vecina
de s´ı misma). Habitualmente se imaginan las part´ıculas unidas en un anillo,
y simplemente cada part´ıcula es vecina de las dos adyacentes (una a cada
lado del anillo), o de las cuatro adyacentes (dos a cada lado).
En la Figura 2.5 se representan las dos topolog´ıas mencionadas. En el
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trabajo referenciado ( [Kennedy and Mendes, 2002]) se analizan de forma
emp´ırica otros posibles modelos, que sin embargo no han alcanzado una
difusio´n importante en la comunidad de PSO.
Figura 2.5 Topolog´ıa de vecindario en PSO de tipo gbest (izquierda) y lbest (derecha),
con las part´ıculas representadas en un espacio de dos dimensiones (figura reproducida
de [Kennedy and Mendes, 2002])
Existen tambie´n versiones de PSO con vecindarios dina´micos, en las
que las relaciones entre las part´ıculas evolucionan con el tiempo; si bien el
uso de vecindarios dina´micos tiene un mayor coste computacional, puede ser
interesante para ciertos tipos de problema.
Un trabajos en el que se estudia la posibilidad de un vecindario dina´mico
es [Suganthan, 1999]. Se propone un enjambre tal que el vecindario de cada
part´ıcula empieza siendo local (de hecho empieza restringido a la propia
part´ıcula) y crece gradualmente, incluyendo ma´s vecinos, hasta que incluye
todo el enjambre en las fases finales de la evolucio´n del mismo. Es decir,
evoluciona desde la topolog´ıa lbest hasta la topolog´ıa gbest. De este modo,
el autor indica que, en fases iniciales de la evolucio´n, en enjambre tiende a
realizar bu´squeda local simulta´nea en torno a las posiciones de las part´ıculas,
que estara´n separadas en el espacio. En fases finales, el enjambre ha tenido ya
oportunidad de localizar el o´ptimo global, y las part´ıculas esta´n pro´ximas
entre s´ı; en esta fase final se puede utilizar la topolog´ıa gbest evitando el
riesgo de convergencia prematura que se ha descrito con anterioridad.
Entre los vecindarios dina´micos, una modalidad que es de utilidad en
ciertos problemas son los vecindarios topolo´gicos; es decir, calculados en
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funcio´n de la posicio´n de las part´ıculas sobre el espacio de bu´squeda. Este
concepto se utiliza t´ıpicamente en aplicaciones de optimizacio´n sobre fun-
ciones multimodales. Un ejemplo podr´ıa ser el propuesto en [Brits, 2002].
Al utilizar so´lo las part´ıculas pro´ximas para dirigir la bu´squeda, el enjam-
bre puede converger de forma independiente a varios o´ptimos, si estos se
encuentran separados de forma que las part´ıculas que esta´n en el entorno de
o´ptimos distintos no ejercen influencia entre s´ı. En el Apartado 2.2.7 hace-
mos referencia a otros ejemplos de enjambres para optimizacio´n multimodal.
Por u´ltimo, existen aplicaciones de PSO en las que el concepto de vecin-
dario se define de forma ma´s compleja. Un caso importante son los algoritmos
PSO para optimizacio´n multiobjetivo. En estos, el propo´sito del enjambre
consiste en optimizar varias funciones de fitness simulta´neamente; por lo tan-
to, en general no es posible utilizar un criterio algebraico para determinar
cua´l es la mejor solucio´n entre un conjunto de vecinos, sino que puede haber
varias part´ıculas que representen compromisos igualmente buenos entre los
diversos objetivos (Conjunto de Pareto).
De manera ma´s formal, en PSO multiobjetivo con n objetivos, la defini-
cio´n del vecindario se determina de forma dina´mica considerando la posicio´n
de las part´ıculas en el espacio ℜn formado por sus valores de fitness. Cada
part´ıcula tiene un valor de fitness para cada objetivo (fit1, f it2 · · · fitn), y
este conjunto puede interpretarse como un vector f en ℜn.
Algunos ejemplos de aplicacio´n de PSO a problemas multiobjetivo, y la
determinacio´n del vecindario que llevan impl´ıcita, son los siguientes:
En [Hu and Eberhart, 2002] se propone un algoritmo para optimiza-
cio´n multiobjetivo para dos funciones objetivo. El vecindario esta´ defi-
nido por las part´ıculas de fitness ma´s pro´ximo a la que se desea mover,
para una de dichas funciones; y la seleccio´n del mejor vecino se hace
atendiendo al valor de la segunda funcio´n de fitness. Es decir, una fun-
cio´n de fitness determina la topolog´ıa, y la otra el vecino considerado
para la atraccio´n.
En Multiobjective PSO (MOPSO, [Coello et al., 2004]), el vecindario
de una part´ıcula se determina en funcio´n el conjunto de soluciones
ya obtenidas por otras part´ıculas en ℜn. Al seleccionar un vecindario,
se escoge un conjunto de part´ıculas cuyos vectores f esta´n en una
regio´n de ℜn espec´ıfica: regiones del frente de Pareto en las que se
han encontrado pocas soluciones. Entre dichas part´ıculas “l´ıderes” se
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selecciona aleatoriamente la que atrae a la part´ıcula que se estaba
considerando.
2.2.2. Modificaciones al algoritmo original PSO
Durante la primera de´cada de la utilizacio´n del algoritmo PSO, apare-
cieron numerosos trabajos que, partiendo del enjambre original, propon´ıan
modificaciones con el fin de mejorar sus caracter´ısticas, normalmente de for-
ma emp´ırica. Asimismo aparecieron algunos trabajos que realizaron ana´lisis
teo´ricos de las ecuaciones del enjambre, con el fin de comprender mejor el
mecanismo de su funcionamiento: la estabilidad, convergencia, estudio de
trayectorias e influencia de los para´metros.
Algunos de los problemas de las primeras versiones de PSO se deb´ıan a
su sensibilidad a la eleccio´n de los para´metros. Los valores escogidos no so´lo
condicionaban la posibilidad de encontrar el o´ptimo global de la funcio´n de
fitness; se descubrio´ adema´s el feno´meno de “explosio´n del enjambre”. E´ste
consiste en que, con ciertos valores de los para´metros, las velocidades de
las part´ıculas (vi) tienden a crecer hasta valores elevados, dispersando el
enjambre de forma que la distancia entre part´ıculas era cada vez mayor.
Con el fin de estudiar la convergencia del algoritmo, y limitar la explosio´n
del enjambre, se estudiaron varios mecanismos:
Limitacio´n de velocidad. Consiste simplemente en fijar un l´ımite su-
perior al valor absoluto de las componentes de velocidad. Es decir,
se fijaba un para´metro Vmax y se impon´ıa la condicio´n de limitacio´n
siguiente: |vt+1i | = minimo(|v
t+1
i |, Vmax). Este mecanismo tiene el pro-
blema de que el para´metro Vmax depende del taman˜o del espacio de
bu´squeda (Xmax), ya que en espacios de bu´squeda grandes, velocida-
des pequen˜as supondr´ıan que el enjambre no recorrer´ıa todo el espacio
o necesitar´ıa un nu´mero de iteraciones elevado para hacerlo. En los
trabajos iniciales se sol´ıa proponer el valor Vmax = Xmax.
En [Shi and Eberhart, 1998] se introdujo un para´metro o factor de
inercia, w (ver Ecuacio´n 2.14). Se argumenta que el te´rmino de iner-
cia de la ecuacio´n es importante para que el enjambre pueda realizar
bu´squedas globales, ma´s alla´ de las fronteras del espacio definido por
las posiciones de las part´ıculas iniciales. Ello se justifica por el hecho
de que, con los para´metros inicialmente propuesto (c1 = c2 = 2.0), en
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media el enjambre tiende a realizar una contraccio´n hacia las mejores
posiciones “interiores”.
Los autores proponen incluir un para´metro expl´ıcito con el objetivo
de permitir calibrar el equilibrio entre exploracio´n y explotacio´n, al
an˜adir la posibilidad de variar el valor de dicho para´metro en funcio´n
de la iteracio´n o estado del algoritmo. En su ana´lisis concluyen que,
cuando el valor de w es pequen˜o, el enjambre tiene a comportarse como
un algoritmo que realiza bu´squedas local, y depende con ma´s fuerza
de la inicializacio´n. Cuando w crece, pasa a realizar una bu´squeda ma´s
global, pero encuentra el o´ptimo con ma´s dificultad y mayor nu´mero
de iteraciones. Mediante el estudio experimental realizado, se propone
un valor de compromiso 0.9 < w < 1.2.
vt+1id = w · v
t
id + c1 · ψ1 · (p
t
id − x
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En el trabajo citado, se propone tambie´n el uso de un valor de w decre-
ciente con el tiempo. Con posterioridad, esta propuesta se analizo´ de
forma detallada en [Shi and Eberhart, 1999]. Aunque en este estudio
el factor de inercia decreciente parece mejorar el comportamiento del
enjambre, en [Zheng et al., 2003] se muestra un estudio en el que PSO
tiene mejores resultados cuando se utiliza un valor de w que crece con
el tiempo en lugar de decrecer. Por lo tanto, el comportamiento resulta
ser dependiente de los problemas considerados.
En [Clerc, 1999] se propone una alternativa a la inclusio´n del factor de
inercia, que se estudia con ma´s detalle en [Clerc and Kennedy, 2002].
En este trabajo se realizo´ un estudio teo´rico de la dina´mica del enjam-
bre y se observo´ que se pod´ıa garantizar la convergencia del algoritmo
en ciertas condiciones mediante la inclusio´n de para´metros adiciona-
les llamados “para´metros de constriccio´n” (constriction parameters).
Estos resultados se obtienen mediante el ana´lisis de versiones simplifi-
cadas del enjambre, y espec´ıficamente versiones en las que se eliminan
los factores aleatorios. Con posterioridad se confirman estas propie-
dades emp´ıricamente usando la versio´n completa del enjambre. Los
para´metros de constriccio´n son una alternativa al mecanismo de iner-
cia y de limitacio´n de velocidad.
En [Eberhart and Shi, 2000] se comparo´ la versio´n de PSO con cons-
triccio´n con la versio´n con inercia. La conclusio´n es que el me´todo
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con constriccio´n es un caso particular del me´todo con inercia, ya que
se pueden calcular unos para´metros en funcio´n de otros. Sin embargo
el me´todo con constriccio´n sigue requiriendo el uso de la limitacio´n
Vmax = Xmax.
En [Trelea, 2003] se realiza un ana´lisis de la convergencia y un estudio de
las trayectorias de las part´ıculas en funcio´n de los valores de los para´metros.
Tambie´n se analizan aspectos como el taman˜o de la poblacio´n En el trabajo
se confirman los valores que se recomendaban para los para´metros en estu-
dios anteriores. Por otro lado, se afirma que las conclusiones obtenidas por
el enjambre con factores aleatorios son similares a las obtenidas sin ellos,
pero la inclusio´n de los mismos hace ma´s lenta la convergencia e incrementa
por lo tanto la exploracio´n del espacio de bu´squeda, previniendo as´ı algunas
situaciones de convergencia prematura.
2.2.3. Ana´lisis teo´rico de PSO
PSO es un algoritmo de optimizacio´n basado en poblacio´n, pero no un
algoritmo evolutivo, de cuyo marco conceptual faltar´ıa un proceso de se-
leccio´n entre las soluciones. Sin embargo, s´ı existe una relacio´n entre las
ecuaciones de PSO y algunos operadores de sobrecruzamiento en algoritmos
evolutivos (Evolutionary Algorithms, EA [Baeck et al., 2000]) tambie´n usa-
dos para optimizacio´n nume´rica. El estudio de esta relacio´n es interesante
porque permite analizar las caracter´ısticas de PSO utilizando terminolog´ıa
de dicho campo (algoritmos evolutivos).
Para visualizar esta relacio´n, considerar´ıamos una meta-poblacio´n com-
puesta por los individuos en sus posiciones actuales, as´ı como la memoria
de todos ellos (las mejores posiciones anteriores). En te´rminos de EA, por
cada individuo en la poblacio´n “actual”, se genera un ”hijo” en la pobla-
cio´n de la iteracio´n siguiente, producto de un operador de sobrecruzamiento
que incluye tres padres, los tres vectores xi, pi, y pg. El nuevo individuo
generado reemplaza al padre, manteniendo siempre el mejor de ambos en la
“memoria” de la part´ıcula como padre para siguientes generaciones.
El te´rmino de inercia (la influencia de vti sobre la velocidad en el instante
siguiente) corresponde con un factor de “momento” que se encuentra tam-
bie´n en algunos algoritmos evolutivos, y que tiende a suavizar las oscilaciones
en los movimientos de los individuos.
El concepto de vecindario, cuando e´ste es de tipo lbest y esta´tico, existe
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tambie´n en los llamados algoritmos gene´ticos celulares.
En cualquier metaheur´ıstica de bu´squeda, evolutiva o no, cabe identifi-
car los elementos que generan nuevas soluciones distintas de las encontradas
hasta el momento (diversificacio´n o exploracio´n del espacio de soluciones),
as´ı como los que esta´n encaminados a la mejora de las soluciones ya en-
contradas (explotacio´n o intensificacio´n). En PSO se puede entender que el
te´rmino cognitivo o individual fomenta la explotacio´n en torno a una buena
solucio´n potencial, y el te´rmino social fomenta la exploracio´n. En este sen-
tido, en ocasiones se ha mencionado la necesidad de incluir en PSO algu´n
elemento que mantenga la diversidad de la poblacio´n de forma expl´ıcita. Si-
guiendo la terminolog´ıa de PSO, se ha introducido el te´rmino de turbulencia
como en [Fieldsend and Singh, 2002] o, con terminolog´ıa ma´s habitual de
algoritmos evolutivos, la inclusio´n de una operacio´n de mutacio´n como en
[Esquivel and Coello, 2003] o [Zhang et al., 2005].
Existen varios trabajos en los que se analiza la trayectoria de las part´ıcu-
las en PSO. Para estos estudios suele considerarse un enjambre simplificado,
compuesto por una sola part´ıcula, y en los que el componente aleatorio se
sustituye por un factor constante.
El primer estudio se realizo´ en [Ozcan and Mohan, 1999], sobre las
ecuaciones ba´sicas de PSO, y se describe el movimiento de la part´ıcula.
En este trabajo se visualiza el movimiento de la part´ıcula como un
muestreo sobre una onda sinusoidal aleatoria.
En [Clerc and Kennedy, 2002] (ya citado), el ana´lisis de lugar a la in-
troduccio´n de te´rminos de constriccio´n y condiciones de convergencia.
En [Trelea, 2003] se define el “enjambre determinista” con las Ecua-
ciones 2.15 y 2.16; el estudio considera por lo tanto la inclusio´n del
factor de inercia (a). En la Figura 2.6 se reproducen algunas de las
formas de trayectoria que se obtienen, en funcio´n de los valores de a,b,
para ,c = 1 y d = 1. Se observa que, en todos los casos, la part´ıcula se
aproxima a la mejor posicio´n, situada en la posicio´n y = 0, pero puede
hacerlo de forma suave, o con una oscilacio´n amortiguada de diversas
caracter´ısticas, en funcio´n de los valores de dichos para´metros.
En [van den Bergh and Engelbrecht, 2006] se realiza el ana´lisis inclu-
yendo el factor de inercia y se introducen los efectos de los te´rminos
aleatorios. Se determina que e´stos introducen perturbaciones sobre el
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comportamiento estudiado, que en general tienden a incluir cierta di-
versidad incluso en condiciones en las que el enjambre esta´ pro´ximo a
la convergencia.
vt+1i = a · v
t
i + b · (p
t
id − x
t
id)



2.15
xt+1i = c · x
t
i + d · v
t+1
i



2.16
Figura 2.6 Representacio´n de la trayectoria de una part´ıcula aislada en un espacio
unidimensional, para diferentes valores de los para´metros de PSO (figura reproducida
de [Trelea, 2003])
Los ana´lisis de trayectorias, como hemos visto, suelen ignorar la alea-
toriedad del algoritmo PSO. Sin embargo, es posible abordar el estudio
teo´rico de PSO considerando esta aleatoriedad, como en [Clerc, 2006] y
[Jiang et al., 2007]. En ambos ana´lisis se considera un enjambre en fase de
“estancamiento’ (stagnation), definida por que las part´ıculas se comportan
de forma independiente. Es decir, no se encuentran nuevos valores que mo-
difiquen los puntos hacia los que las part´ıculas son atra´ıdas.
En [Poli and Broomhead, 2007] y [Poli, 2008b] se realiza un estudio de
PSO utilizando Ana´lisis de Momentos, en condiciones similares a los anterio-
res trabajos. Los autores caracterizan la distribucio´n estad´ıstica del muestreo
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que hace PSO de su espacio de bu´squeda. Este tipo de estudio se realiza con
el propo´sito de permitir ana´lisis posteriores que permitir´ıan caracterizar de
forma sistema´tica, no emp´ırica, el tipo de problemas cuyas caracter´ısticas
los hacen adecuados para su resolucio´n mediante PSO.
2.2.4. Versio´n esta´ndar de PSO
Con el fin de reunificar las propuestas tanto de ecuaciones de movimiento
como de valores para los para´metros de PSO, en [Bratton and Kennedy, 2007]
se pretende definir lo que deber´ıa considerarse una versio´n de referencia de
PSO o “PSO esta´ndar”. Constituye un compendio de las mejores pra´cticas y
propuestas para evaluar las futuras modificaciones del algoritmo que se pro-
pongan. Los autores del trabajo proponen usar dicho documento como base
de comparacio´n o evaluacio´n para toda propuesta de modificacio´n posterior
y para las implementaciones de software de referencia.
Se ha adoptado una de las propuestas de [Clerc and Kennedy, 2002] co-
mo expresio´n esta´ndar para PSO. Se introduce el para´metro χ o factor de
constriccio´n, de la forma que se indica en la Ecuacio´n 2.17.
vt+1id = χ · (v
t
id + c1 · ψ1 · (p
t
id − x
t
id) + c2 · ψ2 · (p
t
gd − x
t
id))



2.17
El para´metro χ se deriva del resto de los para´metros mediante la Ecua-
cio´n 2.18, en la que ψ = c1 + c2.
vt+1id =
2
2− ψ −
√
ψ2 − 4ψ



2.18
Con esta expresio´n, con ψ < 4, el comportamiento del enjambre se con-
sidera que realiza una espiral hacia y alrededor de la mejor solucio´n, sin ga-
rant´ıa de convergencia, mientras que con ψ > 4 la convergencia ser´ıa ra´pida
y garantizada. Por simplicidad, se escoge un valor c1 = c2 y ψ = 4.1, lo cual
da lugar a los para´metros recomendados para el enjambre PSO esta´ndar:
χ = 0.72984, c1 = c2 = 2.05.
Se analiza tambie´n el nu´mero de part´ıculas recomendable, y se propone
que e´ste var´ıe entre 20 y 50 en funcio´n del tiempo de ejecucio´n o coste
computacional deseado.
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En cuanto a la topolog´ıa del vecindario, se admite que, en la pra´ctica, la
topolog´ıa lbest obtiene mejores resultados que gbest al evaluar el enjambre
sobre problemas de cierta complejidad. La topolog´ıa gbest se preferira´ u´nica-
mente en caso de que el factor ma´s importante de evaluacio´n sea la velocidad
de convergencia o el nu´mero de evaluaciones frente al riesgo de convergencia
prematura.
En el enjambre PSO esta´ndar se introduce un criterio de implementa-
cio´n de restricciones. Se recomienda que el enjambre no evalu´e la funcio´n
de fitness cuando la posicio´n viola alguna restriccio´n. De este modo, di-
cha posicio´n nunca actualizara´ la mejor posicio´n de la part´ıcula. Con dicha
modificacio´n, los te´rminos sociales de la ecuacio´n de movimiento tendera´n
a hacer regresar a las part´ıculas que violan las restricciones al espacio de
soluciones va´lidas.
2.2.5. PSO Binario
En [Kennedy and Eberhart, 1997], los autores de PSO proponen una ver-
sio´n binaria del enjambre de part´ıculas, con el objetivo de extender el campo
de aplicacio´n del algoritmo a problemas de optimizacio´n combinatoria. La
modificacio´n propuesta afecta a la codificacio´n de las part´ıculas, de modo
que las coordenadas del vector de posicio´n x pueden tomar u´nicamente los
valores 0 o 1, y a la fo´rmula de actualizacio´n del mismo, que ya no es la suma
vectorial con el vector de velocidad. En su lugar, se utiliza la Ecuacio´n 2.19,
en la que la posicio´n se determina a partir de una distribucio´n aleatoria de
tipo sigmoidal, que depende de la velocidad. Para calcular la posicio´n, pri-
mero se genera otro valor aleatorio, ψ3 en el intervalo [0, 1), que se compara
con la funcio´n sigmoidal. Esta distribucio´n esta´ generada de forma que, a
medida que la velocidad crece, la probabilidad de que la posicio´n sea un 1
crece tambie´n.
xt+1id =
{
1 si ψ3 <
1
1+e
−vt+1
id
0 en caso contrario



2.19
El enfoque anterior ha sido aplicado con e´xito en algunos problemas
de optimizacio´n, pero en l´ıneas generales no ha sido un a´rea en la que
el Enjambre de Part´ıculas se haya desarrollado demasiado, probablemen-
te por falta de competitividad con algoritmos evolutivos de otras familias.
Recientemente existen diversos trabajos de aplicacio´n en Seleccio´n de Atri-
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butos para problemas de clasificacio´n (ver Apartado 2.2.7). Existen apli-
caciones de este algoritmo esta´ndar en la resolucio´n del problema del via-
jante (Travelling Salesman Problem) [Zhi et al., 2004], Flow Shop Schedu-
ling [Yuan and Zhao, 2007], y otros problemas cla´sicos.
La falta de consenso sobre la adecuacio´n de la versio´n original de PSO
binario para la resolucio´n de problemas de optimizacio´n combinatoria ha
dado lugar a numerosas propuestas alternativas; sin embargo, ninguna de
ellas haya alcanzado por el momento un grado de consenso significativo y
un nu´mero de aplicaciones suficiente como para reemplazar a la propuesta
inicial:
En [Shen et al., 2004] se propone el Modified Binary PSO (MBPSO).
La modificacio´n consiste en utilizar una estrategia diferente para la
actualizacio´n de la posicio´n de la part´ıcula. Primero, se constrin˜e la
velocidad al intervalo [0, 1). Se divide dicho intervalo en tres segmen-
tos, utilizando un nuevo para´metro umbral, α. Por u´ltimo, segu´n el
segmento al que pertenezca la componente de velocidad analizada, la
posicio´n toma el valor anterior xt, el de la mejor posicio´n pasada pti,
o el del mejor vecino ptg. Se puede interpretar como una forma de
sobrecruzamiento aleatorio entre los tres vectores considerados.
En [Clerc, 2005] se propone un enfoque gene´rico para disen˜o de enjam-
bres PSO con codificacio´n binaria, que no introduce la distribucio´n de
la posicio´n en funcio´n de la velocidad, sino que define los operadores
de la expresio´n de PSO esta´ndar de forma que operen en espacios de
coordenadas binarias. As´ı, un enjambre binario queda definido cuando
se especifican los operadores siguientes:
• “Modificar vector”, que se aplica a los vectores vti, p
t
i − x
t
i y
pti − x
t
i.
• “Combinar tres vectores”, que se aplica a los vectores modificados
anteriores
• “Combinar dos vectores”, que se aplica al resultado anterior y la
posicio´n de la part´ıcula x.
En l´ıneas generales, la propuesta de Clerc consiste en catalogar las dis-
tintas familias de PSO binario pero no propone un algoritmo espec´ıfi-
co, dejando a trabajos posteriores la evaluacio´n de una combinacio´n
de operadores que genere un algoritmo competitivo.
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Otro enfoque diferente es el propuesto en [Zhen et al., 2008]; en este
trabajo se critica la falta de exploracio´n local de MBPSO y se propone
el PSO-based Probability Binary Optimizer, en el que se mantiene un
vector x de nu´meros reales que se hacen corresponder con la probabi-
lidad de que el valor de la solucio´n, para dicha dimensio´n, sea 1. Al
evaluar una part´ıcula, dichos valores de probabilidad se utilizan para
determinar el valor (0 o 1) que corresponde a la dimensio´n correspon-
diente.
2.2.6. PSO Discreto
En los trabajos originales de PSO no se preve´ una versio´n discreta del
algoritmo ma´s alla´ de la versio´n binaria ya comentada. Sin embargo, aunque
un algoritmo de optimizacio´n combinatoria se puede expresar mediante una
codificacio´n binaria, existe tambie´n la posibilidad de definir un enjambre de
part´ıculas cuyas posiciones y velocidades esta´n definidas sobre un espacio de
atributos discreto. Entendemos como tal espacio aque´l en el que el valor de
cada atributo tiene un valor entre un conjunto de valores disponibles, que
pueden codificarse con un conjunto de ı´ndices o de etiquetas.
La aproximacio´n ma´s sencilla consiste utilizar velocidades continuas y
posiciones discretas. Debe definirse algu´n me´todo para transformar el espa-
cio continuo de las velocidades sobre el espacio discreto de las posiciones. La
ecuacio´n de velocidad permanece como en PSO continuo, y el mapeo toma
diversas formas segu´n la aplicacio´n considerada. Este tipo de enjambres dis-
cretos son ana´logos al enjambre PSO binario original (ver Apartado 2.2.5).
En [Tasgetiren et al., 2004] se propone una regla gene´rica, llamada Sma-
llest Position Value (SPV) para transformar un espacio continuo en discreto.
Sin embargo estas transformaciones tienen el problema de que secciones en-
teras del espacio de velocidades continuo representan la misma solucio´n en
el espacio de posiciones discreto.
Por el contrario, en [Clerc, 2000] se presenta la primera aproximacio´n
gene´rica a un enjambre PSO discreto, como una generalizacio´n del algo-
ritmo PSO mediante la redefinicio´n de los operadores necesarios para las
ecuaciones del algoritmo. Las ecuaciones de velocidad y posicio´n seguir´ıan
siendo las de PSO continuo, pero usar´ıan los nuevos operadores. Para que las
part´ıculas se muevan en un espacio discreto es preciso definir los siguientes
objetos y operadores:
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Posicio´n (x,pi,pg).
Velocidad (v).
Diferencia entre dos posiciones, que debe generar una velocidad (x ⊖
x
′
→ v).
Producto escalar, produce una velocidad (k · v→ v
′
).
Adicio´n de velocidades, produce una velocidad (v1 ⊕ v2 → v3).
Movimiento, combina una posicio´n y una velocidad para producir otra
posicio´n (x⊙ v→ x
′
).
El inconveniente de este enfoque es que es so´lo una generalizacio´n que de-
be ser adaptada a cada aplicacio´n concreta, y por lo tanto da lugar a familias
diferentes de PSO discretos segu´n la codificacio´n y problema considerado.
Como ejemplos, en [Clerc, 2000] se propone una versio´n para el problema del
viajante (TSP), y en [Rameshkumar et al., 2005] una aplicacio´n al problema
de Flow Shop Scheduling.
El enfoque gene´rico anterior puede aplicarse para definir enjambres PSO
discretos con posiciones y velocidades discretas. La nueva posicio´n se calcu-
la a partir de los elementos que intervienen en 2.12, pero interpretando las
operaciones aritme´ticas como combinacio´n sucesiva de sobrecruzamientos.
El tipo de sobrecruzamiento depende del trabajo que se considere: pue-
de ser aleatorio o por corte. La posicio´n final es el resultado de combinar
los tres elementos (posicio´n anterior, mejor posicio´n anterior y mejor po-
sicio´n del vecino como en el PSO original. Este enfoque se ha utilizado
en [Pan et al., 2008] y [Zhang et al., 2008] para en problemas de Flow Shop
Scheduling.
2.2.7. Aplicaciones del algoritmo PSO
El algoritmo PSO se ha empleado con e´xito en numerosos problemas
de optimizacio´n nume´rica. Se trata de una te´cnica de convergencia ra´pida e
implementacio´n simple, que obtiene resultados muy competitivos en muchos
contextos, por lo que su difusio´n ha sido muy importante y los trabajos de
aplicacio´n numerosos en el campo de la optimizacio´n tradicional (con un so´lo
objetivo) (ver [Hu et al., 2004]); tambie´n en el campo de la optimizacio´n
multiobjetivo [Hu and Eberhart, 2002] o [Zhang et al., 2003], optimizacio´n
dina´mica [Blackwell and Bentley, 2002] o [Blackwell, 2007].
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Por otro lado, PSO tuvo en sus inicios un desarrollo importante como
me´todo de entrenamiento de redes de neuronas, en diversas aplicaciones
[Eberhart and Shi, 1998], [Zhang and Shao, 2000].
Se ha realizado un ana´lisis de publicaciones [Poli, 2008a] utilizando una
base de datos de referencias, en el que pueden consultarse el nu´mero de
trabajos en cada campo y su relacio´n en forma de mapa conceptual.
Por su especial relevancia para nuestro trabajo, analizaremos en ma´s
detalle dos a´reas de aplicacio´n:
Las aplicaciones que se han realizado en clasificacio´n. Resultan ma´s
relevantes aquellas en las que el enjambre es el encargado de generar
las reglas o prototipos con los que se realiza la clasificacio´n; incluimos
tambie´n referencias sobre utilizacio´n de PSO como optimizador para
los para´metros de clasificadores basados en otros algoritmos.
Las aplicaciones realizadas en Optimizacio´n Multimodal, ya que intro-
ducen el concepto de convergencia simulta´nea a varios o´ptimos. Este
mecanismo es importante en algoritmo que proponemos ma´s adelante
(Cap´ıtulo 3, y por lo tanto resulta de intere´s analizar los mecanismos
que se han propuesto para resolver este problema.
Clasificacio´n mediante Enjambre de Part´ıculas
Existen diversos trabajos en los que se utiliza PSO para generar reglas de
clasificacio´n, de los diversos tipos identificados en el Apartado 2.1.1: reglas
basadas en predicados, reglas borrosas, o clasificadores por proximidad. A
continuacio´n comentamos los trabajos ma´s relevantes realizados en dichos
campos.
Uno de los primeros trabajos fue propuesto en [Sousa et al., 2004], donde
se utiliza PSO para obtener reglas de clasificacio´n definidas mediante inter-
valos para problemas con dos clases. En este trabajo, cada part´ıcula codifica
un intervalo para cada uno de los para´metros del problema de clasificacio´n.
Se reserva asimismo un intervalo de “indiferencia”, que representa la situa-
cio´n en la que cualquier valor del atributo es va´lido. Cuando los valores de
los para´metros de un patro´n “caen” dentro de los intervalos definidos por la
part´ıcula, la regla le asigna la clase predominante en el conjunto de datos.
El proceso de clasificacio´n es iterativo, es decir, se deja evolucionar el al-
goritmo hasta que se extrae una regla de induccio´n; los patrones del conjunto
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de entrenamiento que son clasificados por esta regla se retiran, y el proceso
vuelve a comenzar sobre el conjunto de datos de entrenamiento restante.
La funcio´n de fitness de una part´ıcula es la calidad (Q1i ) de la regla, de-
finida segu´n la Ecuacio´n 2.20 (Sensitividad × Especificidad). Los resultados
se comparan con un sistema de extraccio´n de reglas basado en un algoritmo
gene´tico y con el algoritmo C4.5.
Q1i =
TP
TP + FN
×
TN
TN + FP



2.20
Con una forma de codificacio´n similar al trabajo anterior, existe un tra-
bajo [Holden and Freitas, 2007] en el que se propone una versio´n h´ıbrida
de PSO y colonia de hormigas (Ant Colony Optimizacion, ACO). En dicho
trabajo, PSO se usa para seleccionar reglas de induccio´n basadas en inter-
valos para los atributos nume´ricos del problema, y ACO para los atributos
discretos. PSO tambie´n se usa, de forma simulta´nea, para determinar los
para´metros nume´ricos del algoritmo ACO.
En este caso se experimentan diversas medidas de calidad de las reglas;
resulta interesante que la funcio´n de fitness depende de la clase de la regla:
Para la clase mayoritaria, los autores usan la funcio´n de calidad Q1i
(Ecuacio´n 2.20) para predecir la clase mayoritaria
Para las dema´s clases, se utiliza una medida diferente, basada en la
Sensitividad × Precisio´n (Ecuacio´n 2.21); luego modifican esta u´ltima
para utilizar exclusivamente el valor de precisio´n corregida (Ecuacio´n
2.22). En esta segunda versio´n, se usa el valor k (nu´mero de clases) para
modificar el valor habitual de la medida de precisio´n (TP/(TP+FP )).
De este modo se pretende, de forma simulta´nea, considerar soluciones
precisas y “simples”. Determinan que la mejor opcio´n para los proble-
mas que consideran es aquella que usa la precisio´n corregida (Ecua-
cio´n 2.22).
Q3ai =
TP
TP + FN
×
TP
TP + FP



2.21
Q3bi = 1 +
TP
1 + k + TP + FP



2.22
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En trabajos ma´s recientes como [Wang et al., 2006] y [Wang et al., 2007],
se utiliza una aproximacio´n similar. La funcio´n de fitness de nuevo esta´ ba-
sada en la calidad Q1i (Ecuacio´n 2.20), aunque se an˜ade un te´rmino que
mide la comprensibilidad de la regla, es decir, se priman reglas que realizan
el menor nu´mero de comparaciones posible.
Tambie´n se puede utilizar PSO para optimizar un modelo de deduccio´n
borroso [Esmin, 2007]. Primero, se define una codificacio´n que permita re-
presentar el clasificador completo en una part´ıcula; en el caso de un sistema
basado en reglas borrosas, esta representacio´n incluye la definicio´n de las
funciones de pertenencia necesarias y las reglas del clasificador expresadas
en funcio´n de los te´rminos borrosos definidos para cada atributo. En este
trabajo, el modelo esta´ constituido por m entradas y una salida, la funcio´n
de pertenencia de cada entrada incluye tres te´rminos borrosos triangulares,
y cada part´ıcula codifica un conjunto completo de reglas (todas las combi-
naciones posibles de los te´rminos borrosos). En este caso, la posicio´n de la
part´ıcula contiene los valores de:
1. Los l´ımites de los te´rminos triangulares en cada funcio´n de pertenencia
(entradas y salida)
2. La salida que corresponde a cada posible regla
Para evaluar el clasificador se utiliza la funcio´n de error cuadra´tico medio
entre el valor predicho y el esperado.
Resulta de intere´s la propuesta de [de Almeida and Pozo, 2007]. En es-
te caso, el problema planteado consiste en generar reglas de induccio´n para
problemas con atributos discretos. La forma de realizarlo consiste en utilizar
un algoritmo PSO multiobjetivo, de forma que, para cada regla, represen-
tada por una part´ıcula, se evalu´a simulta´neamente un par de criterios. Se
experimenta con distinto par de objetivos: precisio´n sobre ejemplos posi-
tivos y negativos en un caso, y sensitividad y especificidad en otro. Las
part´ıculas evolucionan de forma que se obtiene un conjunto de reglas que
representan las mejores soluciones de compromiso entre los dos objetivos
considerados. Los resultados son dif´ıciles de evaluar, pues los autores trans-
forman los conjuntos de datos que usan para reducirlos a dos clases. Las
aportaciones fundamentales del trabajo son el uso de un enfoque Michigan
(una regla por part´ıcula) y el criterio de evaluacio´n multiobjetivo de las
reglas. Tambie´n en [Ishida et al., 2008] se utiliza un enfoque multiobjetivo
en clasificacio´n mediante reglas, usando para evolucionar las soluciones el
algoritmo MOPSO( [Coello et al., 2004]).
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Existen otros trabajos que no usan reglas de induccio´n, sino reglas de
proximidad. Como se trata en el Apartado 2.1.2, los clasificadores por proxi-
midad obtienen buenos resultados en numerosos dominios, especialmente en
casos en los que el conocimiento sobre la estructura de los datos es limitado.
Estos clasificadores esta´n ma´s pro´ximos a la estrategia de clasificacio´n que
utilizaremos el algoritmo PSC que proponemos ma´s adelante, ya que todos
ellos son aplicaciones de clasificacio´n por vecino ma´s pro´ximo con reemplazo
de prototipos.
En [Falco et al., 2006] se utiliza PSO para localizar un centroide por
cada clase de un problema de clasificacio´n. En este caso, cada part´ıcu-
la contiene tantos centroides como clases. Como medida de fitness, se
usa la Ecuacio´n 2.23. En e´sta se divide el conjunto de entrenamiento
E en tantos subconjuntos Ei atendiendo a la clase de los patrones;
luego, para cada clase i, se suman las distancias desde cada patro´n
de entrenamiento de dicha clase (pk) hasta el centroide que le corres-
ponde (centroidei). El total se divide por el nu´mero de patrones del
conjunto de entrenamiento que son de dicha clase (|Ei|). Esta medida
de calidad es interesante porque no calcula directamente la calidad
de la clasificacio´n. El clasificador resultante esta´ limitado a un solo
centroide por clase.
En [Iswandy and Koenig, 2008] se utiliza PSO para refinar un conjun-
to de prototipos para su uso como clasificador por vecino ma´s pro´ximo.
En este caso el conjunto se genera mediante algoritmos diferentes, y
PSO so´lo se utiliza a modo de optimizacio´n sobre la solucio´n de los
algoritmos anteriores. Cada part´ıcula codifica el conjunto completo de
prototipos.
En [Nanni and Lumini, 2009] se codifica un conjunto fijo de prototipos
con una aproximacio´n convencional, similar a la que utilizamos en este
trabajo como medida de comparacio´n (Apartado 3.2). Los autores de-
terminan que el algoritmo PSO por s´ı solo no resulta competitivo, pero
en algunos dominios puede mejorarse el resultado entrenando secuen-
cialmente un conjunto de clasificadores independientes y empleando
luego este conjunto mediante un sistema de votacio´n.
Q2i =
1
|Ei|
×
∑
pk∈Ei
d(centroidei,pk)



2.23
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Existe otro trabajo que resulta interesante para nuestra aproximacio´n,
dado que la codificacio´n del problema resulta muy similar. Se trata de la pro-
puesta de [O’Neill and Brabazon, 2008], que combina conceptos extra´ıdos de
PSO con Self-Organizing Maps (SOM, [Kohonen, 1995]). El resultado se de-
nomina Self Organizing Swarm (SOS). Si bien la aplicacio´n resultante es
una aplicacio´n de agrupamiento (clustering), citamos este trabajo porque la
codificacio´n de un prototipo (neurona) por cada part´ıcula, y su movimiento
siguiendo ecuaciones de PSO, se aproxima al trabajo realizado por nosotros.
En SOS, las part´ıculas se organizan topolo´gicamente en una matriz rec-
tangular que determina la relacio´n de vecindad entre ellas. El algoritmo pro-
cede de forma incremental, como en SOM. As´ı, se considera secuencialmente
el conjunto de patrones de entrenamiento; para cada patro´n, se determina
una part´ıcula “ganadora” como la part´ıcula ma´s pro´xima al mismo; final-
mente, la part´ıcula ganadora actualiza su posicio´n utilizando la posicio´n del
patro´n como gu´ıa y una versio´n de las ecuaciones de PSO (Ecuacio´n 2.14).
Adema´s, cuando se desplaza una part´ıcula, se influye tambie´n en la posicio´n
de las part´ıculas vecinas.
En conjunto, se trata de un SOM en el que las reglas de posicionamien-
to de las neuronas de la capa de mapeo utilizan los conceptos de inercia y
memoria de PSO. Sin embargo, a diferencia de lo que ocurre en PSO, la in-
teraccio´n se produce entre part´ıculas y patrones, y se mueve so´lo la part´ıcula
que resulta ser ma´s pro´xima al patro´n que se considera en cada momento.
Existen otros trabajos de aplicacio´n de PSO al problema de clustering,
que aportan ideas que son de intere´s para el desarrollo de clasificadores.
En [Omran et al., 2006] se utiliza el enjambre PSO binario en combinacio´n
con un algoritmo de clustering para determinar el nu´mero o´ptimo de clusters.
Enjambres de part´ıculas para optimizacio´n de clasificadores
Existen otros trabajos en los que PSO se utiliza en combinacio´n con
otros clasificadores, de modo que contribuye ma´s o menos estrechamente a
la mejora de los mismos. En este caso PSO no se usa para encontrar las
reglas del clasificador. Describimos a continuacio´n algunos ejemplos.
Ya en los primeros trabajos con PSO se propone e´ste co´mo te´cnica de
entrenamiento de redes de neuronas [Kennedy et al., 2001]. En este sentido
cabe proponer una red de neuronas para clasificacio´n que usa PSO para
determinar bien los pesos de las conexiones, bien la arquitectura de la red,
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bien la combinacio´n de ambas. En [Settles and Rylander, 2002] se utiliza
el enjambre para optimizar u´nicamente los pesos de una red que se utili-
za en clasificacio´n. Se propone una versio´n multienjambre en la que varios
enjambres cooperan en la resolucio´n, para mejorar los resultados iniciales.
Una forma de optimizar el resultado de un clasificador consiste en pro-
cesar previamente los datos disponibles, seleccionando por ejemplo los atri-
butos relevantes para la tarea de clasificacio´n (Feature Selection). Un pre-
proceso de este tipo es especialmente u´til cuando el clasificador que se va a
utilizar es un clasificador por vecino ma´s pro´ximo, que es sensible por tanto
a la dimensionalidad del espacio de atributos. Se suele codificar la solucio´n
al problema como una cadena binaria, que contiene un valor 1 en la posicio´n
de los atributos que se consideran relevante.
Existen varios trabajos que realizan esta seleccio´n de atributos mediante
un PSO binario. Es una aplicacio´n normal del algoritmo descrito en el Apar-
tado 2.2.5, pero el fitness de la part´ıcula se calcula mediante la aplicacio´n
de otro clasificador “subyacente” (no basado en PSO), que considera u´nica-
mente los atributos seleccionados por la part´ıcula. Algunos de los trabajos
en este campo son los siguientes:
En [Liu et al., 2006], PSO se usa para determinar el conjunto de atri-
butos y los centros y nu´mero de neuronas ocultas de una Red de Base
Radial (RBFNN) utilizada en clasificacio´n.
En [Correa et al., 2006] se propone una versio´n espec´ıfica de PSO dis-
creto para seleccio´n de atributos, en la que las part´ıculas codifican
combinaciones de ı´ndices de atributos sin repeticio´n; se utiliza un cla-
sificador bayesiano para determinar la clasificacio´n o´ptima.
En [Marinakis et al., 2008], se utiliza la versio´n binaria de PSO tal y
como se introdujo en [Kennedy and Eberhart, 1997] para seleccio´n de
atributos, combinado con un clasificador K-NN para clasificacio´n.
En [Chuang et al., 2008] se propone una nueva versio´n binaria de PSO
denominada Improved Binary PSO, (IBPSO), en la que la mejor posi-
cio´n del enjambre se reinicializa si no var´ıa en un determinado nu´mero
de iteraciones. Se aplica este algoritmo para seleccio´n de atributos y
clasificacio´n posterior mediante la regla 1-NN.
En [Melgani and Bazi, 2008] o [Huang and Dun, 2008], se usa un
PSO convencional para optimizar simulta´neamente el conjunto de atri-
butos y los para´metros de una ma´quina de soporte vectorial (SVM).
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Enjambres de Part´ıculas para optimizacio´n multimodal
Las funciones multimodales se definen como aquellas que tienen ma´s de
un o´ptimo local, pudiendo adema´s tener uno o varios o´ptimos globales.
Si so´lo hay un o´ptimo global, el problema consiste u´nicamente en evitar
la convergencia prematura a un o´ptimo local; ello se puede lograr mediante
la introduccio´n de mecanismos de diversificacio´n.
Una de las primeras aplicaciones de PSO a este tipo de problemas
multimodales se encuentra en [Kennedy and Spears, 1998]. Para los
algoritmos gene´ticos tradicionales (GA), este tipo de problemas puede
ser dif´ıcil debido a que las operaciones de sobrecruzamiento pueden
resultar destructivas cuando se producen entre individuos pro´ximos
a o´ptimos distintos. En este trabajo, se compara PSO con un GA
convencional (con mutacio´n, sobrecruzamiento y seleccio´n); y tambie´n
con dos versiones simplificadas, una que no tiene mutacio´n y otra que
no incorpora sobrecruzamiento, por si e´ste fuera destructivo. En todos
los casos, el PSO resulta ser competitivo con los GA.
En [Esquivel and Coello, 2003] se usa un algoritmo PSO h´ıbrido que
incluye un operador de mutacio´n propuesto por Michalewicz en 1996;
esta modificacio´n mejora el rendimiento de PSO comparado con la
versio´n cla´sica. Tanto la versio´n cla´sica como la mejorada resultan
competitivas al comparar con otras te´cnicas.
Un segundo caso, que resulta de ma´s intere´s, es aquel en que hay ma´s
de un o´ptimo global. Este caso requiere incorporar mecanismos espec´ıficos
para conseguir que un algoritmo encuentre dichos o´ptimos globales, ya que
en un problema de estas caracter´ısticas, el enjambre PSO esta´ndar se com-
portara´ de una de las siguientes formas [Parsopoulos and Vrahatis, 2001,
Parsopoulos and Vrahatis, 2002]:
Encontrara´ un so´lo o´ptimo
Las part´ıculas se movera´n entre varios o´ptimos sin establecerse en
ninguno de ellos.
Existen dos procedimientos para eliminar estos inconvenientes:
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El primero consiste en transformar la funcio´n de fitness cuando se
localiza un o´ptimo (posiblemente local). Ello se hace mediante una
transformacio´n de “aplanado” que hace desaparecer el o´ptimo, de mo-
do que el enjambre pueda continuar localizando el resto. La solucio´n es
la secuencia de o´ptimos encontrados. Las funciones de transformacio´n
pueden ser de diversos tipos (“function deflation”, “function strech-
ting)” [Parsopoulos and Vrahatis, 2001].
El segundo resulta ma´s relevante para nuestro estudio, pues consiste
en intentar encontrar todos los o´ptimos simulta´neamente; para ello
es preciso realizar una particio´n del enjambre, de modo que algunas
de las part´ıculas se centren en unas a´reas del espacio de bu´squeda, y
otras en a´reas distintas. Las te´cnicas utilizadas suelen conocerse con
el nombre de “te´cnicas de nichos” (niching). Existen algunos ejemplos
de uso de estas te´cnicas en PSO:
• En algunos trabajos se ha desarrollado el llamado Niching PSO
[Brits et al., 2002], [Nickabadi et al., 2008]. En este, se divide el
enjambre en “subenjambres” , que siguen a part´ıculas l´ıder di-
ferentes; de este modo, buscan posiciones o´ptimas en torno a
punto distintos. Igual que se produce la divisio´n del enjambre,
existe la posibilidad de fusio´n de subenjambres cuando se detec-
ta que esta´n realizando bu´squedas en torno al mismo objetivo.
Los procesos de divisio´n y fusio´n se realizan de forma dina´mica,
en funcio´n de medidas que se realizan durante la iteracio´n del
algoritmo.
• En [Passaro and Starita, 2008] se aplican te´cnicas de clustering
para determinar expl´ıcitamente los vecindarios; ello se basa en
la premisa de que, antes de que las part´ıculas del PSO conver-
jan por la influencia del o´ptimo global, se agrupara´n en torno a
regiones donde es probable que existan o´ptimos locales. Para ha-
llarlos, se combina un PSO esta´ndar con un vecindario dina´mico
determinado por un algoritmo esta´ndar de clustering.
• En [Li, 2004] aparece el concepto de divisio´n en “especies”. Cada
especie utiliza un l´ıder diferente, y cada l´ıder intenta dirigir la
bu´squeda en torno a un punto del espacio distinto. En cada ite-
racio´n del algoritmo, se recalcula la divisio´n en especies, as´ı como
la seleccio´n de la part´ıcula l´ıder para cada una de las especies.
De forma ma´s gene´rica, observamos por lo tanto que, para que un en-
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jambre pueda localizar varios objetivos simulta´neamente, debe utilizarse una
relacio´n de vecindario entre part´ıculas tal que el enjambre aparezca dividido,
comporta´ndose como si hubiera varios “subenjambres”.
Por otra parte, a falta de informacio´n previa sobre la localizacio´n de los
o´ptimos de la funcio´n de fitness, dicha particio´n debe ajustarse de forma
dina´mica, bien en funcio´n de alguna condicio´n impuesta sobre las part´ıculas
que forman una clase, bien simplemente recalcula´ndola iteracio´n a iteracio´n.
Ello obviamente an˜ade un coste computacional al algoritmo PSO esta´ndar.
En tercer lugar, la forma de repartir el espacio obedece a criterios de
localidad; especialmente al concebir la idea de “subenjambres”, se usa una
medida del “taman˜o” de cada subenjambre para determinar si se debe pro-
ducir divisio´n o fusio´n.
Estos tres conceptos son de aplicacio´n al algoritmo que proponemos,
puesto que comparte el objetivo comu´n de encontrar buenas posiciones si-
multa´neamente en regiones dispersas del espacio de bu´squeda.
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Clasificador mediante Enjambre de
Prototipos
En este cap´ıtulo abordamos la justificacio´n y definicio´n del Clasificador
mediante Enjambre de Prototipos (Prototype Swarm Classifier, o PSC).
Para ello, partiremos del algoritmo PSO ya conocido, y describiremos un
posible me´todo de resolucio´n de problemas de reemplazo de prototipos para
clasificacio´n. Consideramos que esta forma de resolucio´n directa, basada en
un “enfoque de Pittsburgh”, tiene serios inconvenientes incluso en problemas
de clasificacio´n sencillos.
A partir de las desventajas de dicha aproximacio´n, describiremos el al-
goritmo PSC como el resultado de aplicar a PSO un nuevo enfoque en la
codificacio´n, que requiere una completa redefinicio´n de algunos de los con-
ceptos de PSO.
En la descripcio´n de estos algoritmos incluimos los aspectos de codifica-
cio´n, ecuaciones y secuencia detallada de los mismos, en pseudoco´digo.
An˜adimos al final de este cap´ıtulo la descripcio´n detallada de una serie de
mejoras y variantes del algoritmo, que se proponen con el fin de mejorar sus
caracter´ısticas y que son objeto de experimentacio´n en cap´ıtulos posteriores.
3.1 Principios Generales
El problema de reemplazo de prototipos consiste, como se ha descrito con
anterioridad, en encontrar la posicio´n o´ptima de un conjunto de prototipos,
a partir de un conjunto de patrones de entrenamiento conocidos, de modo
que se maximice la tasa de e´xito de clasificacio´n cuando se utiliza la regla
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del vecino ma´s pro´ximo para asignar clases a patrones desconocidos.
Cabe pensar en una aplicacio´n directa del algoritmo PSO esta´ndar a la
clasificacio´n mediante prototipo ma´s pro´ximo; bastar´ıa codificar la posicio´n
de los prototipos en la part´ıcula secuencialmente, incluir la clase a la que
corresponde el prototipo, y transformar el problema en un problema de
optimizacio´n de la funcio´n “error de clasificacio´n”.
En ese caso, cada part´ıcula representar´ıa una solucio´n completa, es de-
cir, un conjunto de prototipos. La dimensio´n de la part´ıcula ser´ıa igual al
nu´mero ma´ximo de prototipos multiplicado por el nu´mero de atributos en
los patrones. Esta aproximacio´n, llamada tambie´n enfoque de Pittsburgh,
se describe en detalle en el Apartado 3.2.
Sin embargo, dicha aproximacio´n tiene ciertos inconvenientes:
En primer lugar, la dimensio´n de la part´ıcula. Si se desea codificar un
conjunto de prototipos (y no so´lo uno) en una part´ıcula, el espacio de
bu´squeda crece de forma proporcional al nu´mero de prototipos que se
desea utilizar en el clasificador.
En segundo lugar, la determinacio´n del nu´mero de prototipos que se
codifican en una part´ıcula debe hacerse a priori, puesto que determina
la dimensio´n de la misma. No es posible tampoco alterar el nu´me-
ro de prototipos durante la ejecucio´n del algoritmo, de modo que el
algoritmo no puede determinar este para´metro de forma adaptativa.
Este enfoque se probara´ mediante una experimentacio´n preliminar que
sirva como referencia para el desarrollo de un tipo de enjambre ma´s adecuado
para la resolucio´n del problema.
El objetivo es por lo tanto en encontrar un enfoque diferente, que permita
utilizar conceptos de la metaheur´ıstica PSO pero ofreciendo caracter´ısticas
competitivas con otros algoritmos. Este nuevo enfoque lo denominamos Cla-
sificacio´n mediante Enjambre de Prototipos (CEP o en su traduccio´n inglesa,
PSC). Esta alternativa se describe en profundidad en el Apartado 3.3.
El PSC se fundamenta en utilizar una representacio´n en la que coincide
el espacio de bu´squeda del algoritmo con el espacio de para´metros de la
soluciones. Ello significa que cada solucio´n del algoritmo corresponde exac-
tamente con un prototipo de la solucio´n.
Esta aproximacio´n a la codificacio´n de las soluciones es la que se conoce
como “Enfoque de Michigan” [Holland, 1976] en el contexto de los sistemas
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de clasificacio´n basados en algoritmos gene´ticos. Esta forma de representa-
cio´n da lugar a la familia de te´cnicas que se suele denominar Learning Clas-
sifier Systems (LCS), de los cuales el ma´s conocido es XCS [Wilson, 1995].
El principio de todos ellos es la evolucio´n de microclasificadores que con-
tribuyen de forma cooperativa al resultado global del clasificador. La fa-
milia LCS de clasificadores incluye numerosas variantes, basadas en gene-
ral en aprendizaje por refuerzo. Se puede consultar una revisio´n del es-
tado del arte en este campo en [Bernado´-Mansilla and Garrell-Guiu, 2003]
y [Sigaud and Wilson, 2007].
En el caso de PSC, las ventajas fundamentales del enfoque de Michigan,
respecto del enfoque descrito con anterioridad son:
La dimensio´n de la part´ıcula es igual al nu´mero de atributos de los
patrones, y no depende del nu´mero de prototipos de la solucio´n.
Se puede variar el nu´mero de prototipos de la solucio´n simplemente
variando la poblacio´n del enjambre: an˜adir o eliminar part´ıculas.
Por otro lado, aparecen ciertas desventajas comunes a cualquier algorit-
mo de enfoque Michigan que hay que tener en cuenta [Wilson, 1995]:
La funcio´n que determina la adecuacio´n de un individuo depende de la
composicio´n del resto de la poblacio´n; esto diferencia de forma funda-
mental el proceso de optimizacio´n, ya que, desde el punto de vista de
cada individuo, la funcio´n a optimizar es dina´mica (cambia a medida
que cambia el resto de la poblacio´n).
El concepto de convergencia del algoritmo cambia; no consiste en que
todos los individuos se aproximen entre s´ı, sino que la poblacio´n del
algoritmo debe permanecer diversa. Requiere por lo tanto mecanismos
de diversificacio´n.
La solucio´n del problema es una parte del conjunto de individuos. Esto
quiere decir que, para evaluar el e´xito del algoritmo, es preciso realizar
un proceso de seleccio´n entre los individuos para extraer aquellos que
deben formar parte de la solucio´n.
En la definicio´n del algoritmo PSC se cuidara´ que el posicionamiento de
los prototipos atienda al criterio de preservacio´n de la frontera, a diferen-
cia de la mayor parte de los algoritmos de clasificacio´n por prototipo ma´s
pro´ximo, que intentan localizar puntos pro´ximos a los centros de los clusters.
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Las modificaciones fundamentales que se introducen en el nuevo algorit-
mo, respecto al algoritmo PSO de partida, son los siguientes:
1. Las part´ıculas utilizan una funcio´n de evaluacio´n local para medir su
e´xito . Esta funcio´n de fitness local depende en cada momento de la
posicio´n del resto de las part´ıculas, dado que el movimiento de una
part´ıcula vecino puede variar de forma importante los patrones que se
incluyen en la regio´n de Voronoi de la part´ıcula considerada.
2. Las part´ıculas influyen en su vecindario local, entendido e´ste como
las part´ıculas ma´s pro´ximas dentro del espacio de bu´squeda. Junto
con la funcio´n de fitness usada, el vecindario local genera los nichos
necesarios para que la bu´squeda se realice en torno a varios o´ptimos
simulta´neamente.
3. Las part´ıculas interaccionan tanto mediante cooperacio´n como me-
diante competicio´n; la cooperacio´n se modela como fuerza atractiva y
la competicio´n como fuerza repulsiva. La fuerza repulsiva actu´a como
mecanismo de diversificacio´n.
A diferencia del algoritmo PSO, el enjambre de prototipos no tiene por
que´ ser homoge´neo: las part´ıculas tienen atributos, entre ellos la clase que
asignan. Incluso esta individualizacio´n de cada uno de los prototipos nos
ha permitido estudiar ciertas variantes de intere´s: la posibilidad de aplicar
distintas medidas de proximidad local o la de adaptar el movimiento de cada
prototipo en funcio´n de su importancia para la solucio´n.
Con el fin de comparar ambas aproximaciones, hemos realizado experi-
mentos con dos implementaciones particulares de las mismas, que describi-
mos en las secciones siguientes.
3.2 Resolucio´n mediante un Enjambre de Pittsburgh
Esta aproximacio´n consiste en la resolucio´n del problema de obtencio´n
de prototipos mediante el algoritmo PSO esta´ndar. Para ello, se codifica
un conjunto de prototipos en cada part´ıcula. El problema de clasificacio´n
se transforma en un problema de optimizacio´n al utilizar como medida de
fitness el error de clasificacio´n del conjunto de prototipos sobre el conjunto
de entrenamiento.
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3.2.1. Codificacio´n de la solucio´n
Como se ha indicado, el algoritmo PSO utiliza una poblacio´n de part´ıcu-
las, cada una de las cuales codifica una solucio´n completa de un problema
de optimizacio´n. En nuestro caso una part´ıcula codifica un conjunto de pro-
totipos. Cada prototipo es un punto del espacio definido por los atributos
del problema de clasificacio´n.
Cada prototipo debe tener asociada, adema´s, la clase predicha por el
mismo. Existen varias formas de atribuir un valor de clase a un prototipo:
Asociar una clase a cada prototipo, que var´ıa con el tiempo de forma
evolutiva, como si fuera un atributo ma´s de cada uno de los prototipos
codificados en la part´ıcula (clase dina´mica).
Asociar a cada prototipo la clase correspondiente a la mayor´ıa de los
patrones que existan en su regio´n de Voronoi asociada (clase por vo-
tacio´n).
Asociar de manera esta´tica una clase a cada prototipo, de forma que
no var´ıa durante la ejecucio´n del algoritmo (clase esta´tica). En este
caso no es preciso utilizar ninguna codificacio´n para las clases, puesto
que la posicio´n dentro de la part´ıcula puede usarse para determinar la
clase del prototipo.
En nuestra implementacio´n descartamos la posibilidad de usar clases
dina´micas ya que se utiliza la versio´n continua de PSO, que no admite atri-
butos discretos. Por otro lado, se experimento´ con un sistema de clase por
votacio´n, pero se observo´ que ten´ıa dificultades para generar prototipos para
clases con pocos patrones: al realizar la votacio´n, dichas clases se descartan
en beneficio de las clases ma´s numerosas. Por dicho motivo utilizamos final-
mente clases esta´ticas.
En una codificacio´n de tipo Pittsburgh, es preciso definir el nu´mero de
prototipos que se codifica en cada part´ıcula. Si las clases son esta´ticas, en
lugar del nu´mero total de prototipos podemos hablar del nu´mero de proto-
tipos por clase. El caso ma´s sencillo ser´ıa el utilizado en [Falco et al., 2006],
ya comentado.
A diferencia del caso anterior, en nuestra implementacio´n permitimos un
nu´mero n de prototipos por cada clase. Si el nu´mero de clases es k, cada
part´ıcula codifica n · k prototipos. La estructura de la part´ıcula resultante
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es la de la Tabla 3.1. En dicha representacio´n, asumimos que cada prototipo
esta´ definido por d atributos nume´ricos (del atributo 1 al atributo d). Nu-
meramos las clases de la part´ıcula con los ı´ndices 1 a k. El primer prototipo
corresponde a la clase 1, el segundo a la clase 2, etc. hasta k, y la secuencia
se repite en total n veces.
Es destacable que el nu´mero ma´ximo de prototipos en la solucio´n (n · k)
determina la dimensio´n de la part´ıcula, y por lo tanto la dimensio´n del
espacio de bu´squeda del algoritmo.
La dimensio´n total de la posicio´n de la part´ıcula es por lo tanto n · d · k.
Tabla 3.1 Codificacio´n de un conjunto de prototipos en una part´ıcula, para un enjambre
tipo Pittsburgh. d: Nu´mero de atributos ; k: Nu´mero de clases; n: Nu´mero de prototipos
por clase.
Prototipo 1 . . . Prototipo k . . . Prototipo n · k
Posicio´n x1,1 x1,2 . . .x1,d xk,1 xk,2 . . .xk,d xn·k,1 xn·k,2 . . .xn·k,d
Clase 1 . . . k . . . k
Planteado en estos te´rminos, el algoritmo PSO esta´ndar puede ejecu-
tarse para encontrar la part´ıcula que optimice la funcio´n de fitness que se
defina. Al usar como funcio´n de fitness la tasa de e´xito de clasificacio´n, la
solucio´n del algoritmo aproxima una solucio´n del problema de reemplazo de
prototipos que definimos inicialmente.
3.2.2. Pseudoco´digo de PSO con aproximacio´n de Pittsburgh
Describiremos el algoritmo de clasificacio´n con PSO de Pittsburgh usan-
do los s´ımbolos utilizados en la Tabla 3.1 y en las Ecuaciones 2.17 y 2.13.
Es conveniente resaltar que, con la definicio´n que hacemos del fitness de
las part´ıculas, nuestro algoritmo es un algoritmo de maximizacio´n. Por lo
dema´s, se trata del algoritmo esta´ndar PSO, particularizado con la notacio´n
que usamos en este documento.
Una part´ıcula (Pobi) se define como un conjunto de vectores y un valor
de fitness, tal y como se muestra en la Ecuacio´n 3.1. Los vectores tienen la
misma dimensio´n, n · d · k segu´n la notacio´n de la Tabla 3.1.
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Pobi = {xi,vi,pi,MejorF itnessPi}



3.1
El algoritmo comienza inicializando una poblacio´n de part´ıculas (Pob).
El taman˜o de dicha poblacio´n es un para´metro del algoritmo. La posicio´n
(xi) comienza como un vector aleatorio dentro de los l´ımites del espacio de
atributos; igualmente la velocidad (vi) se inicializa de forma aleatoria. Cada
part´ıcula incluye el valor de fitness de la mejor posicio´n obtenida hasta el
momento (MejorF itnessPi), que empieza con valor 0.
Se inicializa una variable para todo el enjambre que guardara´ el mejor
fitness (MejorF itnessEnjambre) y la solucio´n provisional es un part´ıcula
que queda vac´ıa (MejorParticula). Dicha solucio´n provisional se actuali-
zara´ a partir de la primera iteracio´n del algoritmo.
Adema´s, debe definirse el vecindario de cada part´ıcula (V ecindarioi),
para el que hemos escogido una topolog´ıa en anillo: la part´ıcula 2 es vecina
de la 1 y la 3, la part´ıcula 3, vecina de la 2 y la 4, y as´ı sucesivamente.
A continuacio´n, se itera el algoritmo hasta que se alcance la condicio´n
de parada (tasa de e´xito del 100%) o se alcance un nu´mero de iteraciones
ma´ximo (MaxIter). En cada iteracio´n, se realiza la siguiente secuencia de
operaciones para cada part´ıcula:
1. Clasifica el conjunto de entrenamiento E con los prototipos de la
part´ıcula.
2. Calcula el Fitness de la part´ıcula como el e´xito de clasificacio´n obte-
nido.
3. En caso necesario, actualiza las variables que guardan la mejor posicio´n
de la part´ıcula hasta el momento (pi) y su fitness (MejorF itnessPi).
4. En caso necesario, actualiza las variables que guardan la mejor part´ıcu-
la obtenida hasta el momento (MejorParticula) y su valor de fitness
correspondiente (MejorF itnessEnjambre).
5. Calcula cua´l es el “mejor vecino” (pgi) de la part´ıcula, cuya posicio´n
forma parte de las expresiones de movimiento del enjambre.
6. Actualiza la velocidad de la part´ıcula (vi) segu´n la fo´rmula de PSO.
Una vez calculada la velocidad para cada part´ıcula, actualiza la posicio´n
de todas las part´ıculas para la iteracio´n siguiente y se repite el ciclo.
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Al finalizar el algoritmo, se utiliza la mejor solucio´n encontrada, alma-
cenada como la posicio´n de la MejorParticula, para clasificar el conjunto
de validacio´n V . La tasa de e´xito en este conjunto mide el resultado del
algoritmo.
La secuencia de este algoritmo se describe de forma esquema´tica en el
Algoritmo 1.
3.2.3. Funcio´n de fitness en la aproximacio´n de Pittsburgh
La funcio´n de fitness que se usa para evaluar una part´ıcula es simplemen-
te el porcentaje de e´xito de clasificacio´n, calculado segu´n la Ecuacio´n 3.2,
donde |G| es el nu´mero de patrones bien clasificados y |E| el nu´mero total
de patrones de entrenamiento.
Fitness =
|G|
|E|
· 100



3.2
Para calcular la tasa de e´xito final del algoritmo, se utiliza la misma
expresio´n pero sobre la clasificacio´n que realizan los prototipos de la mejor
part´ıcula sobre un conjunto de validacio´n V , como muestra la Ecuacio´n 3.3.
Resultado =
|G|
|V |
· 100



3.3
3.2.4. Ecuaciones de movimiento
Utilizamos en este caso el algoritmo PSO esta´ndar tal y como se define
en [Bratton and Kennedy, 2007]. En dicho trabajo se resumen las que se
consideran mejores pra´cticas en la optimizacio´n mediante PSO, en cuanto
la eleccio´n de los valores de los para´metros y topolog´ıa de vecindad.
El movimiento de la part´ıcula viene determinado por las Ecuaciones 2.17
y 2.13. El vecindario que utilizamos es lbest esta´tico con tres vecinos. Los
para´metros restantes se detallan en el apartado de experimentacio´n.
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Algoritmo 1 Algoritmo de clasificacio´n mediante PSO de Pittsburgh
1: E ← Patrones entrenamiento
2: V ← Patrones validacio´n
3: Inicializa enjambre vac´ıo (Pob = ∅)
4: MejorF itnessEnjambre← 0
5: Iter ← 0
6: for i = 0 to |Pob| do
7: Inicializa la posicio´n de la part´ıcula i (xi ← Vector Aleatorio).
8: Inicializa la velocidad de la part´ıcula i (vi ← Vector Aleatorio).
9: Inicializa el mejor fitness de la part´ıcula (MejorF itnessPi ← 0).
10: end for
11: while MejorF itnessEnjambre < 100% y Iter < MaxIter do
12: for Pobi ∈ Pob do
13: Clasifica E con los prototipos codificados en Pobi
14: Fitnessi ← Tasa de e´xito sobre E (ver 3.2.3)
15: if Fitnessi > MejorF itnessPi then
16: MejorF itnessPi ← Fitnessi
17: pi ← xi
18: if Fitnessi > MejorF itnessEnjambre then
19: MejorF itnessEnjambre← Fitnessi
20: MejorParticula← Pobi
21: end if
22: end if
23: pgi ← xj , siendo la part´ıcula j ∈ V ecindarioi la de mejor
MejorF itnessPj .
24: Actualiza la velocidad de la part´ıcula vi usando la Ecuacio´n 2.17.
25: end for
26: for Pobi ∈ Pob do
27: Actualiza la posicio´n de la part´ıcula Pobi (xi) usando la Ecua-
cio´n 2.13.
28: end for
29: Iter ← Iter + 1
30: end while
31: Solucio´n ←MejorParticula
32: Clasifica V con los prototipos codificados en Solucio´n.
33: Evalu´a la tasa de e´xito sobre V
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3.3 Resolucio´n mediante Enjambre de Prototipos
Describimos a continuacio´n el algoritmo que denominamos Enjambre de
Prototipos, resultado de aplicar un enfoque de Michigan en la codificacio´n
de las soluciones del problema ya descrito. La caracter´ıstica de un enfoque
de Michigan es que cada individuo de la poblacio´n representa so´lo una parte
de la solucio´n del problema. Cuando hablamos de enjambres, esto quiere
decir que cada part´ıcula representa un solo prototipo.
Esta codificacio´n implica que las reglas de movimiento del enjambre de-
ben modificarse de modo que no tiendan a encontrar una u´nica “mejor po-
sicio´n”, que corresponder´ıa con la mejor posicio´n posible para ubicar dicho
prototipo. En este caso, las part´ıculas deben moverse de manera que per-
manezcan dispersas por el espacio de bu´squeda, localizando cada una un
buen lugar para situar un prototipo. Como se ha indicado, ello supone que
la funcio´n de fitness sea local, es decir, tenga en cuenta so´lo la idoneidad de
la part´ıcula en su entorno pro´ximo.
Con respecto a la clase, se plantean las mismas posibilidades que en
el caso anterior: asignacio´n dina´mica, por votacio´n, o esta´tica. En nuestro
caso, hemos seleccionado tambie´n la opcio´n de “clase esta´tica”: es decir, cada
prototipo tiene asignada una clase fija. La clase se implementa mediante un
atributo adicional de la part´ıcula.
La funcio´n de evaluacio´n local tiene diversos o´ptimos; el algoritmo debe
ser capaz de identificar todos ellos de forma simulta´nea, asociando un pro-
totipo a cada uno. En este sentido, la versio´n de Michigan del algoritmo se
comporta como un optimizador multimodal.
Sin embargo, no es posible utilizar un mecanismo multimodal cla´sico
porque, al utilizar la regla del vecino ma´s pro´ximo, la funcio´n de fitness local
se hace dina´mica: en cada iteracio´n, para una misma part´ıcula, el valor de
su funcio´n de fitness var´ıa en funcio´n de las posiciones que hayan tomado las
part´ıculas restantes del enjambre. La intromisio´n de una part´ıcula de una
clase distinta puede variar dra´sticamente el valor de la funcio´n de fitness
local en un punto.
Estas consideraciones llevan al disen˜o del algoritmo, que detallamos a
continuacio´n a partir del pseudoco´digo, y luego precisando en apartados
independientes los te´rminos introducidos en e´ste.
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Tabla 3.2 Codificacio´n de un conjunto de prototipos en un Enjambre de Part´ıculas de
tipo Michigan (PSC)
Posicio´n Clase
Part´ıcula 1 x1,1 x1,2 ... x1,d 1
Part´ıcula 2 x2,1 x2,2 ... x2,d 2
... ... ...
Part´ıcula k xn,1 xn,2 ... xn,d k
Part´ıcula k + 1 xn+1,1 xn+1,2 ... xn+1,d 1
... ... ...
Part´ıcula 2 · k xn+k,1 xn+k,2 ... xn+k,d k
... ... ...
Part´ıcula n · k xn·k,1 xn·k,2 ... xn·k,d k
3.3.1. Codificacio´n de la solucio´n
Dado que la part´ıcula contiene un solo prototipo, la codificacio´n es direc-
ta: la part´ıcula tiene d coordenadas, cada una correspondiente a un atributo
del problema.
Si se desea representar una solucio´n con n prototipos de cada una de las
k clases del problema, el enjambre debe contener al menos n · k part´ıculas.
Es decir, la inclusio´n o eliminacio´n de prototipos no var´ıa la dimensio´n del
espacio de bu´squeda como ocurre en el enjambre con enfoque de Pittsburgh,
sino el taman˜o del enjambre.
En la Tabla 3.2 se representa dicho enjambre. Si se comparan con la
codificacio´n del enjambre de Pittsburgh (Tabla 3.1), se observa que la es-
tructura de la posicio´n de una sola part´ıcula en el de Pittsburgh es ana´loga
a la del enjambre completo en el Enjambre de Prototipos.
3.3.2. Pseudoco´digo del Clasificador mediante Enjambre de
Prototipos
Describiremos este algoritmo usando los s´ımbolos utilizados en la Ta-
bla 3.2 y en las Ecuaciones 3.11 y 2.13.
Las part´ıculas siguen teniendo los mismos atributos relativos al fitness
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(MejorF itnessLocali) y se an˜ade un atributo de clase (Clasei), como se
muestra en la Ecuacio´n 3.4. La dimensio´n de todos los vectores es d.
Pobi = {xi,vi,pi,MejorF itnessLocali, Clasei}



3.4
La fase de inicializacio´n es similar a la especificada en el Algoritmo 1. El
taman˜o de la poblacio´n (Pob) sigue siendo un para´metro, que debe escogerse
teniendo en cuenta el nu´mero ma´ximo de prototipos que puede haber en
la solucio´n (n · k). La clase de la part´ıcula se asigna en esta fase; en los
experimentos realizados se usa el mismo nu´mero de part´ıculas para cada
clase, si bien esta forma de inicializacio´n puede modificarse con facilidad.
La mejor solucio´n hasta el momento es un enjambre (MejorEnjambre)
y su evaluacio´n se guarda en MejorEvalEnjambre. Se inicializan estos
valores con los que corresponden al enjambre inicial.
A continuacio´n, se itera el algoritmo hasta que se alcance la condicio´n
de parada (tasa de e´xito del 100%) o se alcance un nu´mero de iteraciones
ma´ximo (MaxIter). En cada iteracio´n, se realiza la siguiente secuencia de
operaciones:
1. En la versio´n con poblacio´n adaptativa, se generan part´ıculas
nuevas.
2. Para cada part´ıcula,
a) Calcula los vecindarios cooperativo (Ai) y competitivo (Ri) de la
part´ıcula
b) Calcula el Fitness de la part´ıcula (FitnessLocali).
c) En caso necesario, actualiza las variables que guardan la me-
jor posicio´n de la part´ıcula hasta el momento (pi) y su fitness
(MejorF itnessLocali).
d) Calcula el factor Sfi, que depende del FitnessLocali de la part´ıcu-
la.
e) Calcula cua´les son las posiciones de los vecinos cooperativo (ai)
y competitivo (ri) de la part´ıcula; estas posiciones forman parte
de las expresiones de movimiento de PSC.
f ) Actualiza la velocidad de la part´ıcula (vi) segu´n la fo´rmula de
PSC descrita ma´s adelante.
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3. Una vez calculada la velocidad para cada part´ıcula, actualiza la posi-
cio´n de todas las part´ıculas (xi).
4. A continuacio´n, evalu´a la tasa de e´xito del nuevo enjambre sobre el con-
junto E de entrenamiento, y, en caso necesario, actualiza las variables
que guardan el mejor enjambre hasta el momento (MejorEnjambre)
y su evaluacio´n (MejorEvalEnjambre). A partir de aqu´ı, se repite el
ciclo para la iteracio´n siguiente.
Al finalizar el algoritmo, se poda la mejor solucio´n encontrada, almace-
nada como MejorEnjambre, mediante un algoritmo espec´ıfico que retira
las part´ıculas del enjambre que perjudican la tasa de e´xito. A continuacio´n,
la solucio´n podada resultante se usa para clasificar el conjunto de validacio´n
V . La tasa de e´xito en este conjunto mide el resultado del algoritmo.
El Algoritmo 2 muestra de forma esquema´tica esta secuencia. Los apar-
tados referenciados describen co´mo se calcula cada uno de los te´rminos es-
pecificados en el mismo.
3.3.3. Fitness Local
En el Enjambre de Prototipos, cada part´ıcula es un clasificador local,
que debe evaluarse en funcio´n de su eficacia en su entorno pro´ximo.
Como se ha visto al tratar el estado del arte (Apartado 2.1.1), existen
diversas opciones para medir la calidad de un clasificador. En l´ıneas gene-
rales, la mejor opcio´n de calidad conjuga dos criterios: ma´xima precisio´n y
ma´xima recuperacio´n. Un clasificador (en nuestro caso una part´ıcula) pue-
de ser de buena calidad bien por no cometer errores, bien por realizar una
clasificacio´n correcta de un gran nu´mero de patrones.
En PSC agregamos ambos criterios en una funcio´n de fitness local de
tipo jera´rquico, que definimos a continuacio´n.
Implementacio´n en PSC
En el caso de PSC, tiene sentido definir como entorno local de una
part´ıcula el formado por su regio´n de Voronoi del prototipo al que corres-
ponde; es decir, la regio´n del espacio donde esta´n contenidos los patrones a
los que dicho prototipo asigna su clase.
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Algoritmo 2 Algoritmo de clasificacio´n PSC
1: E ← Patrones entrenamiento , V ← Patrones validacio´n
2: Inicializa enjambre vac´ıo (Pob = ∅)
3: Iter ← 0
4: for i = 0 to |Pob| do
5: Inicializa xi y vi de forma aleatoria.
6: Inicializa el mejor fitness de la part´ıcula (MejorF itnessLocali ← 0).
7: Inicializa la clase de la part´ıcula (Clasei ← i mod k).
8: end for
9: MejorEnjambre← Pob
10: Clasifica E con las posiciones de las part´ıculas como prototipos.
11: MejorEvalEnjambre← Tasa de e´xito sobre E
12: while MejorEvalEnjambre < 100% y Iter < MaxIter do
13: (APSC so´lo) Reproduccio´n de part´ıculas (ver 3.4.1).
14: for Pobi ∈ Pob do
15: Calcula vecindarios cooperativo Ai y competitivo Ri (ver 3.3.5).
16: Calcula FitnessLocali (ver 3.3.3).
17: if FitnessLocali > MejorF itnessLocali then
18: MejorF itnessLocali ← FitnessLocali
19: pi ← xi
20: end if
21: Calcula Sfi segu´n se describe en el Apartado 3.3.6)
22: ai ← xj Pobj ∈ Ai ma´s pro´xima a Pobi.
23: ri ← xk Pobk ∈ Ri ma´s pro´xima a Pobi.
24: Actualiza velocidad vi segu´n la Ecuacio´n 3.11.
25: end for
26: for Pobi ∈ Pob do
27: Actualiza la posicio´n xi segu´n la Ecuacio´n 2.13.
28: end for
29: Clasifica E con las nuevas posiciones de las part´ıculas como prototipos.
30: EvalEnjambre← Tasa de e´xito sobre E
31: if EvalEnjambre > MejorEvalEnjambre then
32: MejorEvalEnjambre← EvalEnjambre
33: MejorEnjambre← Pob
34: end if
35: Iter ← Iter + 1
36: end while
37: Solucio´n ← Poda(MejorEnjambre) (ver 3.4.2)
38: Clasifica V con las posiciones de las part´ıculas de la Solucio´n como
prototipos.
39: Evalu´a la tasa de e´xito sobre V .
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Para las expresiones de la funcio´n de fitness, denominaremos Gi al con-
junto de patrones correctamente clasificados por la part´ıcula i (la clase de la
part´ıcula es igual que la clase deseada del patro´n) y Bi al conjunto de patro-
nes incorrectamente clasificados. Por u´ltimo, Pi sera´ el conjunto de patrones
de entrenamiento que son de la misma clase que el prototipo i. Definimos
asimismo gi = |Gi| y bi = |Bi|
Los dos objetivos en la evaluacio´n de una part´ıcula pueden evaluarse con
las siguientes expresiones:
Una posibilidad es usar directamente la medida de precisio´n en la
clasificacio´n (Ecuacio´n 3.5). Con ello se gu´ıa la bu´squeda de manera
que las regiones de Voronoi contengan so´lo patrones de la misma clase
que el prototipo.
Precisioni =
|Gi|
|Gi|+ |Bi|



3.5
Si se desea una medida estrechamente relacionada con la precisio´n,
pero que var´ıe entre −1.0 y 1.0, se podr´ıa usar la Ecuacio´n 3.6.
Precision
′
i =
|Gi| − |Bi|
|Gi|+ |Bi|
= 2 · Pr − 1.0



3.6
Ambas funciones tienen una ventaja de cara a los principios que de-
seamos para el algoritmo, que es que cada prototipo puede evaluarse
en funcio´n de informacio´n local.
Un problema de usar simplemente la precisio´n como funcio´n de fitness
es que todos los prototipos que so´lo clasifican patrones de su clase
tendr´ıan igual valor de fitness (1.0). Parece preferible poder distinguir
mediante su fitness los prototipos que clasifican correctamente muchos
patrones de los que clasifican pocos. Para ello se puede usar una medida
de recuperacio´n (recall) (Ecuacio´n 3.7).
Recuperacioni =
|Gi|
|Pi|



3.7
En PSC es preciso combinar estos dos objetivos en una funcio´n de Fit-
ness Local que permita evaluar cada part´ıcula. Esta combinacio´n podr´ıa
realizarse de diversas maneras, pero hemos optado por crear una funcio´n de
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fitness jerarquizada, de modo que las part´ıculas con precisio´n 1.0 se orde-
nan entre s´ı con un criterio de recuperacio´n, pero manteniendo su valor de
fitness siempre superior al de las part´ıculas cuya precisio´n es inferior a 1.0.
La funcio´n jerarquizada viene dada por la Ecuacio´n 3.8.
LocalFitnessi =


gi
|Pi|
+ 2.0 si Gi 6= ∅
y Bi = ∅
gi−bi
gi+bi
+ 1.0 si Bi 6= ∅
0 si Gi = Bi = ∅



3.8
La funcio´n as´ı definida es siempre positiva y tiene dos tramos distintos:
los valores entre 0.0 y 2.0 identifican part´ıculas que tienen algu´n patro´n mal
clasificado en su regio´n de Voronoi y se ordenan por precisio´n; y los valores
entre 2.0 y 3.0 son part´ıculas que so´lo tienen patrones bien clasificados y se
ordenan por recuperacio´n. La funcio´n de fitness local se representa de forma
gra´fica en la Figura 3.1.
Hemos de observar que esta funcio´n no se utiliza para evaluar el enjambre
completo; para ello se usa simplemente la tasa de e´xito global (Ecuacio´n 3.2),
una vez clasificados los patrones con la solucio´n que devuelve el algoritmo.
Correccio´n mediante factores de distancia
Podemos observar que la Ecuacio´n 3.8 no toma en consideracio´n la dis-
tancia de la part´ıcula a los patrones que clasifica. Al depender u´nicamente
del nu´mero de patrones de cada clase que hay dentro de la regio´n de Vo-
ronoi de la part´ıcula, el paisaje de fitness presenta numerosas planicies. La
evaluacio´n de la part´ıcula var´ıa so´lo cuando la part´ıcula se mueve de forma
que se aproxima o aleja de otra part´ıcula vecina lo bastante como para que
un patro´n cambie de regio´n.
Por ello, se ha corregido la funcio´n anterior introduciendo una medida
de distancia entre la part´ıcula y los patrones que clasifica. Esto se hace
modificando la definicio´n de los factores gi y bi, que pasa a ser la que se
indica en las Ecuaciones 3.9 y 3.10. En e´stas, el valor d(xi,p) es la distancia
Eucl´ıdea entre la posicio´n de la part´ıcula i y el patro´n p.
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Figura 3.1 Funcio´n de Fitness Local. Gra´ficas variando el nu´mero de patrones co-
rrectamente clasificados, para distinto nu´mero de patrones incorrectamente clasificados
(B = {0, 1, 5, 10}). Para el caso de B = 0 se toma como nu´mero total de patrones |Pi| = 10.
gi =
∑
p∈Gi
1
d(xi,p) + 1.0



3.9
bi =
∑
p∈Bi
1
d(xi,p) + 1.0



3.10
Al usar estos factores modificados, ambos se hacen de mayor valor en la
medida en que los patrones a los que se refieren esta´n ma´s pro´ximos a la
part´ıcula. Un patro´n situado en la posicio´n de la part´ıcula contribuye con
una unidad a la suma a la que corresponda (gi o bi); a medida que se aleja,
la contribucio´n a dicha suma disminuye.
En consecuencia, si comparamos con la versio´n anterior de la definicio´n
de los factores gi y bi, las part´ıculas que esta´n lejanas de sus patrones bien
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clasificados y cercanas a sus patrones mal clasificados ven reducido su fitness.
Ello permite generar un paisaje de fitness ma´s rugoso que es ma´s favorable
para la bu´squeda.
3.3.4. Ecuaciones de movimiento
La actualizacio´n de la velocidad de la part´ıcula es el corazo´n de todo algo-
ritmo de enjambre de part´ıculas. En PSC, dicha funcio´n es sustancialmente
diferente a la del algoritmo esta´ndar, y viene dada por la Ecuacio´n 3.11.
La ecuacio´n expresa el valor para la iteracio´n t+1 de la componente de
velocidad de la part´ıcula i para la dimensio´n d; se marca este hecho mediante
los super´ındices y sub´ındices correspondientes. Algunos de los te´rminos de
dicha ecuacio´n se han descrito ya en el Apartado 3.3.2, pero resumimos
aqu´ı los factores que intervienen por conveniencia.
Aparecen varios te´rminos que forman parte de vectores asociados a
la part´ıcula: la velocidad anterior (vtid), as´ı como su posicio´n anterior
(xtid), la mejor posicio´n anterior de la part´ıcula (p
t
id), y la del vecino
cooperativo (atid) y la del vecino competitivo (r
t
id).
Los te´rminos χ, w, y c3 son para´metros constantes e iguales para todas
las part´ıculas y dimensiones.
Los te´rminos ψ1, ψ2, ψ3, son factores aleatorios de una distribucio´n
uniforme entre 0 y 1, y proceden de los te´rminos ana´logos de la ecua-
cio´n del PSO esta´ndar.
El te´rmino Sfi es el factor social adaptativo, que definiremos ma´s
adelante
La funcio´n sign() devuelve en valor +1, 0 o −1 segu´n el argumento
sea de signo positivo, cero, o de signo negativo, respectivamente.
vt+1id = χ(w · v
t
id + ψ1 · (p
t
id − x
t
id)
+ Sfi · (ψ2 · sign(a
t
id − x
t
id) + c3 · ψ3 · sign(x
t
id − r
t
id)))



3.11
Los te´rminos llamados de “inercia” (w·vtid) e “individual” (ψ1 ·(p
t
id−x
t
id))
son exactamente iguales a los que se usan en el algoritmo PSO esta´ndar.
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Las diferencias con la ecuacio´n esta´ndar de PSO (Ecuacio´n 2.17) esta´n
en los te´rminos “sociales”, es decir, los que expresan la interaccio´n con las
dema´s part´ıculas: el te´rmino de atraccio´n (Sfi · ψ2 · sign(a
t
id − x
t
id)) y el de
repulsio´n (Sfi · ψ3 · sign(x
t
id − r
t
id)).
Una de las diferencias ba´sicas con PSO consiste en que se usa un
vecindario dina´mico y diferente segu´n la clase de la part´ıcula. La regla
de seleccio´n de vecino que influye en el movimiento de la part´ıcula es
local, de manera que so´lo influyan en la part´ıcula part´ıculas pro´ximas
en el espacio de bu´squeda.
El te´rmino de atraccio´n supone que la part´ıcula tienda a aproximarse a
su vecino cooperativo (ati). A diferencia de lo que ocurre en la ecuacio´n
del PSO esta´ndar, esta influencia no depende de la distancia a la que
ambas part´ıculas se encuentren (compa´rese con la Ecuacio´n 2.17). En
pruebas preliminares se verifico´ que de esta forma la atraccio´n es ma´s
gradual y el algoritmo obtiene mejor resultado.
El te´rmino de repulsio´n no existe en la versio´n esta´ndar de PSO. Es
ana´logo al te´rmino de atraccio´n, pero de signo distinto, de modo que
la part´ıcula tiende a alejarse de su vecino competitivo (rti).
Se introduce un coeficiente adaptativo (Sfi), que afecta a los te´rminos
sociales y que var´ıa con cada part´ıcula y su historia de bu´squeda;
de este modo se puede regular la sensibilidad de cada part´ıcula a la
influencia de sus vecinos.
De igual manera que en PSO, la posicio´n de la part´ıcula en cada iteracio´n
se calcula mediante la suma vectorial de la velocidad a la posicio´n anterior
(Ecuacio´n 3.12)
xt+1id = x
t
id + v
t+1
id



3.12
Los te´rminos sociales (atractivo y repulsivo) se han disen˜ado para pro-
ducir los siguientes comportamientos:
Atraccio´n: las part´ıculas so´lo se ven atra´ıdas por otras que clasifican
algunos patrones de forma incorrecta. Al atraer a su espacio part´ıculas
de las clases adecuadas, se espera que dichos patrones acaben siendo
clasificados de forma correcta.
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Repulsio´n: se produce entre part´ıculas de la misma clase, de forma que
evita que varias part´ıculas del mismo tipo se concentren en el centroide
de los patrones de su clase ma´s cercanos. En su lugar, algunas de las
part´ıculas tienden a moverse hacia los bordes de los agrupamientos
de part´ıculas de la misma clase. La posicio´n del centro del cluster se
ocupa si no hay part´ıculas competitivas en el entorno.
3.3.5. Vecindario
La caracter´ıstica esencial del enjambre de Michigan es la localidad de la
bu´squeda. Las part´ıculas no deben converger hacia una misma regio´n del
espacio. Ello se consigue definiendo la interaccio´n entre part´ıculas como una
interaccio´n local: es decir, so´lo pueden interactuar las part´ıculas que esta´n
pro´ximas en el espacio de bu´squeda. Esto requiere que el vecindario de la
part´ıcula se calcule de forma dina´mica, comparando su posicio´n con la de
todas las part´ıculas del enjambre en cada iteracio´n.
Adema´s, se ha definido un sesgo espec´ıfico en la bu´squeda de la posicio´n
de los prototipos: que e´stos deben situarse preferiblemente pro´ximos a la
frontera de las regiones de Voronoi de clases distintas. Esto puede realizarse
tambie´n mediante la definicio´n del vecindario.
Para conjugar ambos criterios, el proceso de seleccio´n de los vecindarios
y, con posterioridad, de los vecinos que intervienen en el movimiento de una
part´ıcula, se hace en dos fases:
Primero, se definen dos vecindarios diferentes para cada part´ıcula, el
competitivo, compuesto por las part´ıculas que clasifican los mismos patrones
y que deben tender a rechazarse; y el cooperativo, compuesto por las part´ıcu-
las que clasifican patrones de clase diferente, y que deben atraerse con el fin
de tender hacia la frontera entre regiones de Voronoi.
Para una part´ıcula de clase Ci, su vecindario “cooperativo” (Ai) esta´ com-
puesto por todas las part´ıculas de clase distinta que contienen algu´n
patro´n de clase igual a Ci en su regio´n de Voronoi (Ecuacio´n 3.13). En
esta expresio´n, Bj tiene el sentido definido ya en el Apartado 3.3.3;
corresponde por lo tanto al conjunto de patrones mal clasificados por
la part´ıcula j.
Ai = {j ∈ Pob , tal que Clasej 6= Clasei y Bj 6= ∅}



3.13
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Para una part´ıcula de clase Ci, su vecindario “competitivo” (Ri) esta´ com-
puesto por todas las part´ıculas de igual clase que contienen algu´n
patro´n de dicha clase en su regio´n de Voronoi (Ecuacio´n 3.14). En
esta expresio´n, Gj tiene el sentido definido ya en el Apartado 3.3.3;
corresponde por lo tanto al conjunto de patrones bien clasificados por
la part´ıcula j.
Ri = {j ∈ Pob , tal que Clasej = Clasei y Gj 6= ∅}



3.14
En la Figura 3.2 se muestra gra´ficamente un ejemplo en el que se indican
los vecindarios cooperativo y competitivo, as´ı como la fuerza de atraccio´n y
repulsio´n que aparece entre las part´ıculas.
Figura 3.2 Vecindario e influencias sociales en PSC. Los patrones se representan me-
diante c´ırculos y las clases mediante colores: “roja” o “verde”. En esta situacio´n: a) las
part´ıculas A y B se ven atra´ıdas hacia C porque en su regio´n de Voronoi hay patrones ver-
des; b) la part´ıcula C se ve atra´ıda hacia A porque en la regio´n de A hay patrones rojos; y
c) las part´ıculas A y B se ven repelidas la una de la otra porque ambas clasifican patrones
de clase “verde”. Debe asumirse que A, B y C esta´n alejadas del resto del enjambre y por
lo tanto no tienen influencia de otras part´ıculas.
Definidos los vecindarios, en cada instante t se seleccionan dentro de cada
uno las part´ıculas ma´s cercanas (segu´n la distancia Eucl´ıdea) a la part´ıcula
i. As´ı, la part´ıcula escogida para atraccio´n (ati) es la part´ıcula ma´s pro´xima
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a ella dentro de su vecindario cooperativo; y la part´ıcula para repulsio´n (rti)
es la part´ıcula ma´s pro´xima dentro de su vecindario competitivo.
De esta forma, al utilizar las part´ıculas ma´s pro´ximas se consigue que la
influencia sea local, y que las part´ıculas permanezcan distribuidas sobre el
espacio de bu´squeda.
Por otro lado, la fuerza de repulsio´n aleja las part´ıculas de igual clase en-
tre s´ı, y la de atraccio´n reduce la distancia entre part´ıculas de clase diferente.
Mediante estos efectos se pretende que las part´ıculas se situ´en pro´ximas a
los bordes de las regiones de clasificacio´n.
3.3.6. Factor Social Adaptativo
Los te´rminos sociales del algoritmo (atraccio´n y repulsio´n) se ven afecta-
dos en las ecuaciones de movimiento (Ecuacio´n 3.11) por un factor variable
(Sfi), asociado a la part´ıcula de ı´ndice i.
La razo´n de su inclusio´n es intentar graduar la amplitud del movimiento
de las part´ıculas en funcio´n de su relevancia para la solucio´n. Este factor se
calcula en cada iteracio´n del algoritmo.
Las part´ıculas se mueven constantemente hacia su vecino “cooperativo” y
se alejan de su vecino “competitivo”. Si embargo, las part´ıculas que ya esta´n
situadas de manera que representan una buena posicio´n para un prototipo,
deber´ıan ma´s bien moverse en el entorno de dicha posicio´n para mejorarla.
Es decir, para dichas part´ıculas, el te´rmino de memoria deber´ıa ser ma´s
relevante que los te´rminos sociales.
El factor Sfi se puede visualizar fa´cilmente como un “peso” que depen-
de inversamente del fitness de la part´ıcula. El valor de fitness que se debe
considerar es el mejor hasta el momento, ya que la posicio´n de la part´ıcu-
la oscila en torno al mismo. Lo calculamos utilizado la (Ecuacio´n 3.15). Se
puede observar que las part´ıculas que no clasifican ningu´n prototipo ignoran
este te´rmino (su valor es 1), mientras que su valor se reduce hasta 1/3 en el
caso de las mejores part´ıculas; es decir, los factores sociales no ven reducida
su influencia a cero en ningu´n caso.
Sfi =
1
(MejorF itnessLocali + 1.0)



3.15
Se realizo´ un conjunto de experimentos para ajustar este valor, cuyos
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resultados se muestran en el Apartado 5.1.1.
3.4 Variantes del Algoritmo PSC
En esta seccio´n detallaremos algunas variantes sobre el algoritmo PSC
anteriormente descrito.
La primera, PSC con Poblacio´n Adaptativa, pretende introducir un me-
canismo por el que el nu´mero de prototipos, as´ı como las clases de dichos
prototipos, se ajusten de forma automa´tica al problema de clasificacio´n que
el algoritmo aborda. Esto permite reducir la dependencia del algoritmo del
taman˜o de la poblacio´n inicial, lo cual consideramos que es una caracter´ısti-
ca deseable en algoritmos de reemplazo de prototipos. Este mecanismo se
ejecuta “en l´ınea” con la evolucio´n del algoritmo PSC descrita, incluyendo
una fase espec´ıfica que se ejecuta en cada iteracio´n del enjambre; en dicha
fase, la poblacio´n puede verse modificada mediante la insercio´n de nuevas
part´ıculas.
La segunda, PSC con Adaptacio´n de Medida de Proximidad pretende
mejorar el rendimiento del algoritmo, encontrando una medida de proximi-
dad entre prototipos y patrones que no sea la distancia Eucl´ıdea y que no sea
la misma medida para cada prototipo. Con ello el algoritmo deber´ıa ser ma´s
competitivo con algoritmos que utilizan seleccio´n de atributos, ponderacio´n
de atributos, o proyeccio´n del espacio de atributos. En esencia lo que se hace
es variar la forma de los bordes de las regiones de Voronoi de cada prototipo,
que dejan de ser lineales. Enfocamos esta variante como una optimizacio´n “a
posteriori”; es decir, se ejecuta un algoritmo a continuacio´n de la evolucio´n
de PSC, para mejorar sus resultados.
3.4.1. PSC con Poblacio´n Adaptativa
Uno de los problemas que se presenta al intentar utilizar un algoritmo co-
mo el PSO esta´ndar, es que no se puede cambiar la dimensio´n de la part´ıcula,
de modo que su capacidad de representacio´n (el nu´mero de prototipos que
puede codificarse en ella) esta´ limitada. Dicho nu´mero, adema´s, debe fijarse
a priori, como para´metro del algoritmo.
En el caso de PSC, sin embargo, es sencillo adecuar el nu´mero de prototi-
pos segu´n las necesidades del problema, incluso de forma adaptativa. Basta
con insertar ma´s part´ıculas en caso de que se considere que no son suficien-
77
Cap´ıtulo 3. Clasificador mediante Enjambre de Prototipos
tes, o eliminarlas si se considera que su presencia perjudica a la bu´squeda. El
criterio para realizar una u otra operacio´n puede depender del fitness local.
Debe tenerse precaucio´n para asegurar que la inclusio´n de un mecanismo
como el considerado (inclusio´n o borrado de part´ıculas) no perjudique en el
caso en que la poblacio´n inicial ya sea suficiente para representar la solucio´n.
De forma ideal, las part´ıculas so´lo deben introducirse cuando son necesarias,
dado que un mayor nu´mero de part´ıculas supone ma´s complejidad, y por lo
tanto degrada el rendimiento del algoritmo.
Las condiciones necesarias para el mecanismo de adaptacio´n de la po-
blacio´n son las siguientes:
El nu´mero de part´ıculas no debe crecer innecesariamente, perjudicando
el coste computacional de ejecutar el algoritmo.
El nu´mero de part´ıculas no debe decrecer demasiado, reduciendo la
diversidad de la poblacio´n.
La aparicio´n de nuevos para´metros (tasa de reproduccio´n o tasa de
muerte) debe estudiarse y proponer valores base.
A continuacio´n describimos la estrategia escogida para la reproduccio´n de
part´ıculas. Cada part´ıcula cuya regio´n de Voronoi contiene patrones de varias
clases tiene una probabilidad de generar part´ıculas adicionales para todas
las clases de dichos patrones. Estas part´ıculas se colocara´n en la posicio´n
de la part´ıcula “madre” con velocidades aleatorias para que colaboren en la
bu´squeda a partir de la siguiente iteracio´n.
So´lo se consideran “elegibles” para reproduccio´n las part´ıculas que
tienen algu´n patro´n de clase diferente en su regio´n de Voronoi (Bi 6= ∅).
Para cada una de dichas part´ıculas, se calcula la probabilidad de re-
produccio´n (Probrep) utilizando la Ecuacio´n 3.17. Hemos decidido dar
mayor probabilidad de reproduccio´n a las part´ıculas que tienen un
valor de fitness local elevado, es decir, aquellas en cuyas regiones de
Voronoi hay ba´sicamente patrones de su propia clase (Gi >> Bi).
Para ello se introduce el factor MejorF itnessLocali en la fo´rmula,
escalado al intervalo [0,1] mediante la Ecuacio´n 3.16. La expresio´n de
la probabilidad de reproduccio´n viene dada por la Ecuacio´n 3.17.
En esta expresio´n hemos introducido un para´metro (λr) para ajustar
el valor de esta probabilidad.
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Fnorm =
MejorF itnessLocali −Minfit
Maxfit −Minfit



3.16
Probrep = λr × F
t
norm



3.17
De forma complementaria, se realizo´ experimentacio´n para incluir un
mecanismo de borrado de part´ıculas. Inicialmente se definio´ un criterio que
pretend´ıa descartar aquellas part´ıculas cuyo fitness fuera especialmente bajo,
de forma probabil´ıstica y ana´loga al mecanismo de reproduccio´n. Sin em-
bargo, la experimentacio´n realizada llevo´ a determinar que este mecanismo
limitaba la diversidad del enjambre, que en general obten´ıa soluciones con
menos prototipos pero con peor resultado en clasificacio´n. Por este motivo,
dicho mecanismo no se ha incluido au´n en esta variante del algoritmo. La
definicio´n de un proceso de eliminacio´n de part´ıculas que no presente este
inconveniente ha quedado como desarrollo futuro para el algoritmo.
3.4.2. Algoritmo de Poda
Al final del proceso de evolucio´n del enjambre, la solucio´n obtenida
(MejorEnjambre) puede mejorarse mediante un proceso de poda.
El algoritmo procede ordenando la poblacio´n de la solucio´n que se le
proporciona por orden creciente de fitness. Se prueba a retirar una part´ıcula,
y se calcula de nuevo el porcentaje de e´xito en clasificacio´n sobre el conjunto
de entrenamiento E. Si dicho porcentaje mejora, se continu´a, para lo cual
hay que volver a calcular el fitness local de las part´ıculas, pues las regiones
de Voronoi habra´n cambiado; si no mejora, la part´ıcula se reinserta y se
continu´a igualmente con el proceso en el punto en el que se encuentra.
El algoritmo de poda se describe a continuacio´n de forma esquema´tica
(Algoritmo 3).
3.4.3. Algoritmo de optimizacio´n local de medida de proxi-
midad
La medida de proximidad que se utiliza en un algoritmo de clasificacio´n
por similitud puede determinar de manera importante el resultado del mis-
mo. Sin embargo, no es posible determinar a priori, en un caso general, la
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Algoritmo 3 Algoritmo de Poda de la solucio´n
1: Elimina las part´ıculas con MejorF itnessLocali = 0
2: Clasifica E con MejorEnjambre
3: Evalb ← Tasa de e´xito de clasificacio´n sobre E
4: for i = 0 to |MejorEnjambre| do
5: Retira la part´ıcula de menor fitness local de MejorEnjambre
6: Clasifica E con MejorEnjambre
7: Eval ← Tasa de e´xito de clasificacio´n sobre E
8: if Eval > Evalb then
9: Evalb ← Eval
10: Recalcula el Fitness local de las part´ıculas restantes de
MejorEnjambre
11: else
12: Inserta de nuevo la part´ıcula i en MejorEnjambre
13: end if
14: end for
15: Solucio´n ←MejorEnjambre
medida que resultar´ıa ma´s adecuada. El caso habitual es utilizar la distancia
Eucl´ıdea como se ha realizado hasta este momento.
Por otro lado, en l´ıneas generales no tiene por que´ existir una medida
o´ptima para todo el espacio de atributos, sino que cabe la posibilidad de
utilizar medidas diferentes en zonas distintas del mismo.
El propo´sito de esta seccio´n es proponer una variante de nuestro algo-
ritmo en la que cada prototipo utiliza una medida de proximidad diferente
y posiblemente distinta de la Eucl´ıdea. La expresio´n para dicha medida se
obtiene mediante el uso de un algoritmo evolutivo, de modo que se pueda
adaptar a un conjunto amplio de problemas.
Si nos referimos a la notacio´n que utilizamos en el Apartado 2.2.7, me-
diante esta variante pretendemos encontrar una funcio´n w(f,p) que mejore
el comportamiento del clasificador. La dependencia del prototipo considera-
do viene dada por la inclusio´n de la variable p en dicha expresio´n. En nuestro
caso, usaremos una expresio´n dada por la Ecuacio´n 3.18. Puesto que no se
imponen restricciones sobre la matriz M , esta medida de proximidad no
sera´ en general una distancia matema´tica.
Proxi(p,q) =
√
(p− q)T ·MTip ·Mip · (p− q)



3.18
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El problema viene definido por un conjunto de patrones de entrenamiento
(E) y un conjunto (P ) de prototipos a optimizar, que no var´ıan durante la
evolucio´n de este algoritmo. El conjunto P es la solucio´n que se obtiene
mediante el algoritmo PSC o APSC ejecutado previamente sobre el mismo
conjunto de patrones de entrenamiento E.
Cada individuo (Pobi) de la poblacio´n (Pob) codifica una matriz de pe-
sos completa para cada prototipo. Cada matriz esta´ compuesta por un con-
junto d×d de nu´meros reales, siendo d el nu´mero de atributos del problema.
Por lo tanto, la dimensio´n de cada individuo es d× d× |P | y el individuo i
completo vendr´ıa dado por el vector de matrices de la Ecuacio´n 3.19.
Pobi = (Mi1,Mi2, ...,Mi|P |)



3.19
Puesto que los para´metros de la expresio´n anterior son matrices de nu´me-
ros reales, hemos escogido un algoritmo de optimizacio´n continua. Se trata
de las Estrategias Evolutivas [Ba¨ck and Schwefel., 1992], [Ba¨ck et al., 1991]
con poblacio´n y elitismo. En la versio´n que utilizamos de Estrategia Evo-
lutiva, cada individuo incluye tambie´n un vector de varianzas, de la misma
longitud que el vector que contiene los elementos de las matrices.
El algoritmo comienza inicializando cada individuo de la poblacio´n con
un vector de matrices unidad. La varianza inicial para todos los elementos
del individuo es 1.0.
Para generar una nueva poblacio´n (Pob2), primero se escogen |Pob| pa-
dres. Entre dichos padres, siempre se inserta el mejor individuo de la po-
blacio´n anterior, para conservar la mejor solucio´n. Esta te´cnica de elitismo
garantiza que el algoritmo nunca empeora el resultado de partida. El resto
se escoge mediante un mecanismo de torneo.
A continuacio´n, cada padre genera un hijo mediante una funcio´n de
mutacio´n, y dicho hijo se agrega a la poblacio´n. En Estrategias Evolutivas,
se usa una funcio´n de mutacio´n gaussiana, en la que las varianzas de las
distribuciones correspondientes a cada posicio´n del individuo tambie´n se
mutan en cada iteracio´n. Tras la mutacio´n, la nueva poblacio´n tiene el doble
de individuos (los padres y los hijos). En la fase de seleccio´n se conserva so´lo
la mitad de estos.
Los nuevos individuos son evaluados y el mejor se retiene como solucio´n
temporal del algoritmo. Para la evaluacio´n, se asigna a cada individuo de
ı´ndice i su funcio´n de fitness de la siguiente forma:
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1. Se clasifica el conjunto de entrenamiento E con el individuo (i). Para
ello, se asigna a cada prototipo (p) de P la matriz del vector Pobi
que le corresponde (Mip). Para calcular la proximidad entre dicho
prototipo y un patro´n (q), se utiliza la Ecuacio´n 3.18. La matriz unidad
de la que se parte corresponde con la distancia Eucl´ıdea. Con esta
medida de proximidad, se utiliza la regla del vecino ma´s pro´ximo para
realizar la clasificacio´n.
2. Se utiliza como fitness del individuo el porcentaje de e´xito obtenido
en clasificacio´n, sobre el conjunto de entrenamiento.
La nueva poblacio´n pasa a reemplazar a la antigua, y el proceso continu´a
por un nu´mero Iteropt de iteraciones, al final de las cuales el mejor individuo
queda como solucio´n.
El proceso se describe de forma detallada en el Algoritmo 4.
Algoritmo 4 Algoritmo de Optimizacio´n de Medida de Proximidad
1: MejorEval ← Tasa de e´xito de clasificacio´n
2: for i = 1 to |Pob| do
3: Pobi ← Matriz unidad para todos los prototipos
4: end for
5: for i = 0 to Iteropt do
6: Pob20 ←MejorIndividuo (Elitismo)
7: for i = 1 to |Pob| do
8: Selecciona un elemento de Pob por torneo (Pobj)
9: Pob2i ← Pobj
10: end for
11: for i = 0 to |Pob2| do
12: Individuo←Muta(Pob2i )
13: Eval← Evalu´a Individuo (Tasa de e´xito de clasificacio´n)
14: if Eval > MejorEval then
15: MejorEval ← Eval
16: MejorIndividuo← Individuo
17: end if
18: Inserta Individuo en Pob2
19: end for
20: Pob← Pob2 (Reemplaza la poblacio´n)
21: end for
22: Solucio´n←MejorIndividuo
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Marco Experimental
En este cap´ıtulo detallamos el marco experimental en el cual realiza-
mos la experimentacio´n con los algoritmos que proponemos. Los apartados
siguientes detallan:
Los algoritmos utilizados como referencia para realizar comparaciones
y los paquetes de software que implementan dichos algoritmos.
Los conjuntos de datos utilizados en la experimentacio´n.
La metodolog´ıa de experimentacio´n y los para´metros utilizados.
Los resultados nume´ricos de los experimentos realizados con los algo-
ritmos de referencia.
4.1 Seleccio´n de Algoritmos de Referencia
Se ha pretendido utilizar un nu´mero elevado de algoritmos como base de
comparacio´n para los algoritmos que proponemos. De este modo, pretende-
mos tener una idea ma´s clara de las caracter´ısticas de nuestra propuesta.
Los algoritmos seleccionados para comparacio´n incluyen los siguientes:
Se utiliza como comparacio´n la implementacio´n del algoritmo de reem-
plazo de prototipos basado en PSO de estilo Pittsburgh que describi-
mos en el Apartado 3.2.
De la familia de clasificadores basados en vecino ma´s pro´ximo, se usan
1-NN, 3-NN y LVQ [Kohonen, 1995]. Se ha an˜adido el algoritmo ENPC
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(Evolutionary Nearest Prototype Classifier) [Ferna´ndez and Isasi, 2004],
que genera prototipos usando un algoritmo evolutivo con operadores
espec´ıficos, y la versio´n con ponderacio´n local de atributos que deno-
tamos como ENPCd [Fernandez and Isasi, 2008].
En cuanto a algoritmos de clasificacio´n basados en otros paradigmas, se
han seleccionado: C4.5 (a´rboles de clasificacio´n), PART (reglas), Naive
Bayes, SMO (una implementacio´n de ma´quinas de soporte vectorial),
Redes de Base Radial, GAssist-ADI [Bacardit and i Guiu, 2003] (evo-
lucio´n de reglas mediante algoritmos gene´ticos) y el algoritmo de clasi-
ficacio´n mediante generacio´n de reglas borrosas de Ishibuchi Learning
(Fuzzy Rule Based Classifier System, FRBCS [Ishibuchi et al., 1999]).
Las implementaciones de los algoritmos anteriores se han obtenido en
la herramienta WEKA (Waikato Environment for Knowledge Analysis -
Entorno para Ana´lisis del Conocimiento de la Universidad de Waikato)
[Witten and Frank, 2005] salvo para GAssist y FRBCS, para los que se ha
recurrido a la herramienta KEEL [Alcala-Ferna´ndez et al., 2008].
En los algoritmos ejecutados con el paquete Weka, se utilizan las im-
plementaciones que forman parte de dicho paquete, puesto que en algu´n
caso son una variante espec´ıfica del algoritmo. En particular, se usa IBK-1
e IBK-3 como implementacio´n del clasificador 1-NN y 3-NN respectivamen-
te; J48 corresponde con la implementacio´n de C4.5 en Weka; y SMO es la
implementacio´n correspondiente de un clasificador que utiliza una ma´quina
de soporte vectorial (SVM).
4.2 Seleccio´n de Problemas Artificiales
Se han utilizado algunos conjuntos de datos generados artificialmente
para comprobar el rendimiento del algoritmo y obtener una primera im-
presio´n del comportamiento del mismo al realizar ana´lisis de sus diversos
para´metros. Los dominios artificiales son bidimensionales, lo cual permite
su representacio´n gra´fica. Los datos que caracterizan dichos problemas se
muestran en la Tabla 4.1.
El problema Cluster consiste simplemente en un conjunto de cinco agru-
pamientos generados aleatoriamente y claramente separables. Este problema
so´lo se utiliza para obtener una representacio´n gra´fica del tipo de solucio-
nes que encuentra el algoritmo. El conjunto de patrones se muestra en la
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Tabla 4.1 Problemas artificiales utilizados en los experimentos
Nombre Instancias Atributos Clases Distribucio´n de clases
Clusters 80 2 2 40 / 40
Diagonal 2000 2 2 1000 / 1000
Figura 4.1, en la que se aprecian con claridad los agrupamientos.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Patrones
Figura 4.1 Patrones del problema “Cluster”; los patrones se agrupan en cinco clusters
de dos clases, representadas con dos tonos distintos.
El problema Diagonal es otro problema bidimensional que es muy simple
para un clasificador lineal. Se ha escogido porque la frontera de decisio´n
entre las clases es evidente. El procedimiento para generar los patrones es el
siguiente: se generan patrones aleatorios con coordenadas en [0,1], tales que
si x > y, la clase es 1; y si x ≤ y la clase es 0.
En este caso, se utiliza parte de los patrones como conjunto de entre-
namiento (un 25%) y el resto se reserva para validacio´n. El conjunto de
patrones que queda para entrenamiento se representa en la Figura 4.2, en el
que se puede observar que la diagonal del espacio de bu´squeda (el recta´ngulo
unidad) divide las regiones de cada clase.
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Patrones
Figura 4.2 Patrones de entrenamiento del problema “Diagonal”; los patrones se distri-
buyen en dos regiones, una a cada lado de la diagonal. Las dos clases se representan con
dos tonos distintos.
4.3 Seleccio´n de Problemas Reales
Se ha seleccionado un conjunto de dominios de clasificacio´n a partir de
la coleccio´n UCI [Asuncion and Newman, 2007] para evaluar los algoritmos
sobre datos reales.
Se presenta un resumen de las caracter´ısticas de estos dominios en la
Tabla 4.2.
Al escoger estos dominios se ha procurado que fuera un conjunto diverso
en cuanto al nu´mero de clases y atributos. Igualmente hay tanto dominios
con clases balanceadas como no balanceadas.
4.3.1. Condiciones de la experimentacio´n
Toda la experimentacio´n se realiza a partir de los conjuntos de datos
originales obtenidos en Internet, a los que se ha realizado un proceso de
escalado lineal atributo a atributo. El resultado es que los valores de cada
atributo se representan en el intervalo [0,1]. El escalado es diferente para
cada atributo de entrada.
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Tabla 4.2 Problemas reales utilizados en los experimentos
Problema Patrones Atributos Clases Distribucio´n de clases
Balance Scale 625 4 3 288 / 49 / 288
Bupa 345 6 2 200 / 145
Diabetes 768 8 2 500 / 268
Glass 214 9 6 70 / 76 / 17 / 13 / 9 / 29
Iris 150 4 3 50 / 50 / 50
Thyroid (new) 215 5 3 150 / 35 / 30
Wisconsin 699 9 2 458 / 241
La forma de realizar la experimentacio´n es ide´ntica en todos los casos.
Para cada caso de experimentacio´n, se ha probado el algoritmo 10 veces (10
experimentos); en cada uno de los experimentos, se ha dividido de forma
diferente el conjunto de datos en segmentos de 10, y se ha realizado una
ejecucio´n del algoritmo. Es decir, el proceso ha sido, para cada caso:
1. Aleatorizacio´n del orden de los patrones
2. Diez experimentos con el algoritmo; en cada uno:
a) Divisio´n en diez segmentos para validacio´n cruzada.
b) Diez ejecuciones del algoritmo con cada segmento como conjunto
de validacio´n V , y el resto como conjunto de entrenamiento E.
c) Generacio´n de resultados medios del experimento, como media
de las ejecuciones.
3. Obtencio´n de estad´ısticos de mejor y peor experimento
4. Obtencio´n de varianza entre experimentos
5. Obtencio´n de estad´ısticos medios para todo el caso
Para cada conjunto de 10 experimentos que componen un caso, se han
obtenido los estad´ısticos combinados (media, nu´mero de prototipos, nu´mero
de evaluaciones, etc.). En total estas medias recogen 100 ejecuciones del
algoritmo considerado (10 experimentos × 10 segmentos).
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Tabla 4.3 Para´metros usados en los experimentos: Pc , nu´mero de part´ıculas por clase;
χ factor de constriccio´n; w peso de inercia; c1, peso del te´rmino cognitivo; c2, peso del
te´rmino atractivo; c3, peso del te´rmino de repulsio´n; λr, tasa de reproduccio´n
Algoritmo Iteraciones Pc χ w c1 c2 c3 λr
Pitt. PSO 300 - 1.0 0.72984 2.05 2.05 - -
PSC (salvo Glass) 300 10 0.5 0.1 - - 0.25 -
APSC (salvo Glass) 300 10 0.5 0.1 - - 0.25 0.1
PSC (Glass) 500 20 0.15 0.1 - - 0.25 -
APSC (Glass) 500 20 0.15 0.1 - - 0.25 0.1
En algunas ocasiones se han proporcionado tambie´n los resultados del
mejor y peor de los 10 experimentos. En estas ocasiones, primero es preciso
obtener el resultado medio para cada experimento, calculando la media de
los diez segmentos que lo componen; luego, se proporciona el mejor y peor
resultado obtenido entre estas medias. Igualmente, cuando se proporciona
la desviacio´n t´ıpica del conjunto de experimentos, se trata de la desviacio´n
entre los valores obtenidos al agrupar todos los segmentos de cada experi-
mento.
Se han realizado tests de significacio´n estad´ıstica (prueba t de Student)
entre los resultados en porcentaje de e´xito sobre datos de validacio´n, com-
parando los algoritmos que proponemos en este trabajo entre s´ı y con los
algoritmos de referencia. Los resultados se muestran en las secciones co-
rrespondientes de los Cap´ıtulos 5, 6 y 7, indicando si la comparacio´n es
significativa, bien con un valor de certeza de un 95% (α = 0.05), o bien con
un valor del 99% (α = 0.01).
Tambie´n se proporcionan los resultados de dichos tests estad´ısticos en
funcio´n de cada dominio, en los Ape´ndices (ver Apartado 9.1).
4.3.2. Resultados de referencia
En los cap´ıtulos relativos a experimentacio´n (Cap´ıtulos 5, 6 y 7) se hace
referencia a los resultados de la experimentacio´n realizada con algoritmos
de referencia. Con el fin de no reiterar dichos resultados, se proporcionan
los resultados de dicha experimentacio´n en las Tablas 4.4 y 4.5.
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Los experimentos realizados con estos algoritmos utilizaron las herra-
mientas que hemos detallado en el Apartado 4.1. En todos los casos se han
realizado 10 experimentos de validacio´n cruzada con 10 segmentos, de la
forma indicada en el Apartado 4.3.1.
Tabla 4.4 Resultados de la experimentacio´n con algoritmos de referencia basados en el
vecino ma´s pro´ximo. En la parte superior, porcentaje de e´xito de clasificacio´n sobre datos
de validacio´n; en la parte inferior, desviacio´n t´ıpica (en porcentaje)
Pitts. IBK IBK LVQ ENPC ENPCd
Problema PSO (K=1) (K=3)
Balance Scale 62.79 82.42 80.26 85.10 82.66 87.00
Bupa 65.13 62.22 62.48 62.18 59.41 64.15
Diabetes 74.54 70.40 73.89 74.26 68.42 73.54
Glass 52.52 69.07 69.05 62.56 68.48 64.24
Iris 90.89 95.40 95.20 95.60 95.33 95.07
Thyroid 88.93 96.93 94.31 91.03 94.81 94.81
Wisconsin 94.43 95.37 96.54 95.88 96.86 96.20
Pitts. IBK IBK LVQ ENPC ENPCd
Problema PSO (K=1) (K=3)
Balance Scale 1.46 1.15 1.48 2.13 1.14 0.47
Bupa 1.32 1.15 1.48 2.13 1.40 2.83
Diabetes 1.50 0.56 0.56 0.86 1.14 0.76
Glass 2.45 1.47 1.13 1.74 0.95 2.54
Iris 1.70 0.38 0.53 1.05 0.44 0.72
Thyroid 2.34 0.57 0.70 1.35 0.69 0.76
Wisconsin 0.56 0.17 0.30 0.28 0.28 0.23
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Tabla 4.5 Resultados de la experimentacio´n con algoritmos de referencia no basados
en el vecino ma´s pro´ximo. En la parte superior, porcentaje de e´xito de clasificacio´n sobre
datos de validacio´n; en la parte inferior, desviacio´n t´ıpica (en porcentaje)
J48 PART Naive SMO RBFNN GAssist FRBCS
Problema Bayes (SVM)
Bal. Scale 77.82 83.17 90.53 87.62 86.25 81.81 78.22
Bupa 66.01 63.08 55.63 57.95 65.09 63.21 58.42
Diabetes 74.68 73.04 75.70 76.93 74.38 73.72 68.47
Glass 73.61 73.32 46.23 57.81 65.45 61.81 53.33
Iris 94.73 94.20 95.33 96.27 96.00 94.13 94.06
Thyroid 92.62 94.52 96.79 89.30 96.41 92.04 85.14
Wisconsin 94.59 94.61 96.07 96.74 96.08 96.03 95.40
J48 PART Naive SMO RBFNN GAssist FRBCS
Problema Bayes (SVM)
Bal. Scale 0.68 0.76 0.30 0.55 0.81 2.34 2.09
Bupa 1.71 2.31 0.92 0.25 2.13 6.07 2.11
Diabetes 1.45 1.07 0.28 0.26 0.53 3.53 1.82
Glass 1.87 1.59 1.19 0.83 2.28 8.29 7.69
Iris 0.80 0.63 0.63 0.47 0.44 3.48 5.76
Thyroid 0.99 0.97 0.27 0.50 0.51 4.33 6.28
Wisconsin 0.41 0.42 0.10 0.18 0.24 2.15 2.04
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Estudio Experimental de los Algoritmos
PSC y APSC
En este cap´ıtulo se muestran los resultados de la experimentacio´n reali-
zada con el algoritmo PSC y su versio´n con poblacio´n adaptativa, APSC.
En primer lugar, se utilizan algunos dominios cuyos datos se generan
de forma artificial. La ejecucio´n del algoritmo PSC sobre estos dominios
se utiliza para confirmar la forma de funcionamiento del algoritmo y obte-
ner una idea cualitativa de su evolucio´n y forma de posicionamiento de los
prototipos.
A continuacio´n, se utilizan algunos de los dominios reales para estimar
valores de los para´metros que puedan utilizarse de forma gene´rica en un
conjunto amplio de dominios. Este estudio permite tambie´n comprender la
influencia que dichos para´metros tienen sobre el rendimiento del algoritmo.
Se incluyen a continuacio´n los resultados de PSC al realizar la expe-
rimentacio´n disen˜ada sobre todos los dominios reales. Estos resultados se
comparan con los algoritmos de referencia (ver Apartado 4.1) y se propor-
cionan los resultados de dicha comparacio´n.
Por u´ltimo, se realiza la experimentacio´n correspondiente a la versio´n del
algoritmo con poblacio´n adaptativa (APSC), y se analizan dichos resultados
de la misma forma que se hizo para PSC.
El cap´ıtulo concluye con una discusio´n sobre los resultados de ambos
algoritmos en su comparacio´n entre s´ı y con los me´todos de clasificacio´n de
referencia.
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5.1 Algoritmo PSC
En esta seccio´n se detalla la experimentacio´n realizada para evaluar el
comportamiento del algoritmo PSC descrito en apartados anteriores. Se han
realizado algunas pruebas preliminares destinadas a:
Obtener valores adecuados para los para´metros del algoritmo.
Describir el comportamiento del mismo, de forma cualitativa, utilizan-
do para ello, sobre todo, los dominios artificiales, por ser bidimensio-
nales.
Evaluar cuantitativamente el resultado del algoritmo, realizando las
comparaciones estad´ısticas con otros algoritmos de clasificacio´n.
5.1.1. Estudio de para´metros
Al tratarse de un algoritmo nuevo, no se dispone a priori de informacio´n
sobre el efecto de los para´metros en el resultado del algoritmo. Con el fin de
tener alguna informacio´n sobre este particular, se han realizado una serie de
pruebas preliminares, de modo que se pueda fijar un conjunto de para´metros
que, en te´rminos generales, proporcionen unos resultados satisfactorios en
muchos dominios.
La experimentacio´n preliminar se realizo´ con el dominio artificial Diago-
nal y con algunos de los dominios UCI: Bupa, Diabetes, Thyroid y Wiscon-
sin.
De dicha experimentacio´n se extrajeron las conclusiones que referimos a
continuacio´n. Los para´metros hacen referencia a la Ecuacio´n 3.11:
El para´metro w (factor de inercia), controla la influencia de la veloci-
dad de la iteracio´n anterior. Funciona como un te´rmino de “momento”
que permite incrementar la exploracio´n en algunos casos. Se realizaron
experimentos con valores entre w = 0 y w = 1.4, y se llego´ a la conclu-
sio´n de que es preferible que se mantenga con un valor bajo. El motivo
es el cara´cter dina´mico de la funcio´n que se optimiza: en cada itera-
cio´n, al cambiar las posiciones de las part´ıculas, la funcio´n de fitness
local var´ıa. Por este motivo, las condiciones de la iteracio´n pasada no
deben influir en exceso en la iteracio´n actual. Para la experimentacio´n
posterior, se fijo´ su valor en w = 0.1.
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El para´metro c3 determina la importancia de la fuerza de repulsio´n con
respecto al resto de las influencias que se ejercen sobre el movimiento
de la part´ıcula. En la Ecuacio´n 3.11 los te´rminos cognitivo y atractivo
no tienen coeficiente. Con el fin de estimar el valor que debe utilizare
para este para´metro, se experimento´ con valores entre c3 = 0 y c3 =
2.0. Dicha experimentacio´n determino´ que la fuerza de repulsio´n debe
ser de menor grado que la fuerza de atraccio´n, ya que un exceso en
este te´rmino produce la acumulacio´n de las part´ıculas cerca de los
bordes del espacio de bu´squeda. Se ha fijado un valor recomendado de
c3 = 0.25, que funciona correctamente para los dominios considerados.
Se analizo´ tambie´n la variacio´n del resultado en funcio´n del nu´mero
de part´ıculas en la poblacio´n inicial. Para indicar este nu´mero usamos
el nu´mero de part´ıculas por clase (Pc). Se trata del mismo para´me-
tro que en la descripcio´n del algoritmo identifica´bamos como n (ver
Apartado 3.3.1). El valor de este para´metro puede imponer una cota
ma´xima al porcentaje de e´xito, puesto que un nu´mero insuficiente de
part´ıculas puede no ser capaz de clasificar correctamente los patrones
de un problema.
Los resultados de la experimentacio´n se muestran en la Tabla 5.1. Para
los dominios considerados, se estimo´ que Pc = 5 resultaba insuficiente,
mientras que al incrementar el nu´mero de part´ıculas se observa una
tendencia a mejorar el resultado. En la Figura 5.1 se muestra de forma
gra´fica el contenido de la tabla anterior, pero usando valores de tasa
de e´xito relativos al alcanzado para Pc = 5 (origen de coordenadas).
Se observa que en los dominios Diagonal, Diabetes y Thyroid, el por-
centaje de e´xito parece estancarse a partir de Pc = 20; mientras que
para Bupa y Thyroid no se observa dicho estancamiento.
Tabla 5.1 Experimentacio´n preliminar: E´xito en clasificacio´n (en%) al variar Pc
Pc Diagonal Diabetes Bupa Thyroid Wisconsin
5 94.60 73.45 62.89 93.33 95.80
10 96.14 74.14 63.29 94.03 96.46
20 96.88 74.68 64.28 93.63 96.37
40 97.31 74.67 65.63 95.31 96.80
En la Tabla 5.2 se observa que el nu´mero de prototipos en la solucio´n
crece al aumentar Pc. Tambie´n se observa que el nu´mero de prototi-
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Figura 5.1 Variacio´n del porcentaje de e´xito al variar el nu´mero de part´ıculas por clase
(Pc). En horizontal, valores de Pc; en vertical, variacio´n de la tasa de e´xito respecto del
caso inicial.
pos en la solucio´n es inferior al producto Pc ×K (siendo K el nu´mero
de clases); ello se debe a que hay part´ıculas que no se utilizan en la
clasificacio´n, al no ser las ma´s pro´ximas a ningu´n patro´n. En la Figu-
ra 5.2 se observa que, en todos los dominios, la tendencia es creciente.
Por otro lado, el crecimiento en Pc conlleva un crecimiento del coste
computacional y tiempo de ejecucio´n del algoritmo.
Al comparar con el estancamiento observado en tasa de e´xito, conclui-
mos que es conveniente mantener el valor de Pc reducido, pero que
dicho valor puede influir en el resultado de forma importante; el valor
de referencia que escogimos para todos los experimentos, salvo que se
indique otro valor, fue Pc = 10
Se estudio´ tambie´n el valor recomendable para el para´metro χ (cons-
triction factor). E´ste constituye un factor de “escala” que determina
el ma´ximo desplazamiento de una part´ıcula en una iteracio´n dada. Si
el valor de χ crece, la posicio´n de cada part´ıcula puede variar con brus-
quedad entre dos iteraciones; es decir, el movimiento es ma´s erra´tico. Si
se mantiene bajo, las part´ıculas pueden optimizar mejor en el entorno
local en el que se encuentran.
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Tabla 5.2 Nu´mero medio total de prototipos en la solucio´n (para todas las clases), al
variar el nu´mero de prototipos por clase inicial, Pc.
Pc Diagonal Diabetes Bupa Thyroid Wisconsin
5 8.55 6.39 6.48 7.74 6.03
10 17.39 10.47 10.89 11.37 11.12
20 33.45 17.10 17.44 16.73 21.54
40 57.67 29.50 29.08 22.08 40.63
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Figura 5.2 Variacio´n del nu´mero de prototipos en la solucio´n (Pc).
En la Tabla 5.3 se muestra la forma en que var´ıa el porcentaje de e´xito
con este para´metro, cuando se fija Pc = 10. El porcentaje decrece al
aumentar χ, siendo la variacio´n es ma´s importante en los dominios
Bupa y Thyroid. Como se muestra en la Figura 5.3, el porcentaje
decrece a partir del valor χ = 0.5. Este valor se fijo´ como referencia en
el resto de la experimentacio´n. En la experimentacio´n se detecto´ que,
en algunos dominios, es preferible usar un valor de χ ma´s reducido,
que produce un movimiento de las part´ıculas ma´s lento; por ello, para
el dominio Glass se utilizo´ un valor de χ = 0.15.
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Tabla 5.3 E´xito de clasificacio´n (en%), al variar el coeficiente χ
χ Diagonal Diabetes Bupa Thyroid Wisconsin
0.25 96.20 73.76 64.42 95.68 96.24
0.50 96.14 74.25 64.76 95.90 96.50
0.75 95.85 73.88 64.51 94.61 96.43
1.00 96.14 74.14 63.29 94.03 96.46
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Figura 5.3 Variacio´n del porcentaje de e´xito al variar el para´metro χ, relativa al resul-
tado obtenido con χ = 0.25 part´ıculas, en tanto por ciento.
5.1.2. Experimentacio´n con problemas artificiales
Resultados
En la Figura 5.4 representamos ejemplos de las soluciones obtenidas
para el problema “Cluster”. Los patrones son de dos clases (identificados
por el tono), clasificados por un enjambre con 16 part´ıculas. Los patrones
se muestran en trazo fino, y las part´ıculas esta´n coloreadas.
Se observa co´mo las reglas de atraccio´n y repulsio´n agrupan las part´ıcu-
las en torno a los diferentes clusters, pero tambie´n se muestra co´mo las
part´ıculas de la misma clase se mantienen separadas por efecto de la fuer-
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Figura 5.4 Ejemplo de solucio´n para el problema “Cluster”, antes y despue´s del algo-
ritmo de poda. Los patrones esta´n en trazo fino, las part´ıculas coloreadas. Se representan
las regiones de Voronoi con tonos claros.
za de repulsio´n. Una vez el enjambre llega a una configuracio´n de este tipo,
donde todas las part´ıculas clasifican patrones de la clase correcta, las fuerzas
de atraccio´n son nulas. Las fuerzas de repulsio´n no lo son, pero se compen-
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san por efecto del te´rmino de memoria de la ecuacio´n de velocidad. De ese
modo las part´ıculas pueden llegar a posiciones estables donde las fuerzas se
encuentran equilibradas.
En la Figura 5.4 se observa tambie´n que, al detener la ejecucio´n, puede
haber part´ıculas situadas en posiciones en las que no aportan nada a la
clasificacio´n, como la que se encuentra pro´xima a la posicio´n (0.8, 0.8) en
la figura de la superior. De hecho, un prototipo situado en dicha posicio´n
introduce una distorsio´n al usar el clasificador, pues asume que en dicha
zona debe asignarse su clase a patrones desconocidos. El algoritmo de poda
(Apartado 3.4.2) se encarga de eliminar dichas part´ıculas de la solucio´n,
como se muestra en la figura de la derecha, con las regiones trazadas una
vez retiradas las part´ıculas que no contribuyen a la clasificacio´n.
En la Figura 5.5 se muestra un ejemplo de evolucio´n del error de clasi-
ficacio´n sobre el conjunto de entrenamiento a lo largo de las iteraciones del
algoritmo, hasta la iteracio´n 200. En este caso, el error de clasificacio´n des-
ciende hasta cero a partir de la iteracio´n 150 y permanece en ese nivel. Con
anterioridad a ese punto, el error de clasificacio´n oscila. Ello es un reflejo
de las oscilaciones de las part´ıculas en torno a sus mejores posiciones, que
pueden cambiar la evaluacio´n del enjambre. La atraccio´n hacia las mejores
posiciones pasadas recupera la situacio´n ma´s favorable al cabo de algunas
iteraciones.
Tambie´n es posible observar que ya se encontro´ una solucio´n con error
nulo con anterioridad a la iteracio´n 50, pero el enjambre no quedo´ detenido
en este punto. Este hecho se debe a las componentes del movimiento que no
se anulan por el hecho de que el error de clasificacio´n global sea nulo. Este
comportamiento es posible en el dominio Cluster porque las clases esta´n
claramente separadas.
En la Figura 5.6 se muestra una de las soluciones para el problema “Dia-
gonal”. Se representa una solucio´n y los patrones de entrenamiento utiliza-
dos. Se puede observar co´mo las part´ıculas se desplazan hacia la diagonal
que es la frontera entre las clases. Al ver el movimiento de las part´ıculas
en secuencia, se observar´ıa co´mo, si dos part´ıculas de distinta clase quedan
agrupadas de modo que son su centro de atraccio´n rec´ıproco, oscilan a ambos
lados de la diagonal.
En la Tabla 5.4 se muestran los resultados obtenidos por PSC sobre los
dominios artificiales. La tabla incluye los valores medios (para 100 expe-
rimentos) de: porcentaje de e´xito en entrenamiento y validacio´n (so´lo pa-
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Figura 5.5 Ejemplo de evolucio´n del error de entrenamiento para el problema “Cluster”,
en funcio´n de la iteracio´n del algoritmo.
ra Diagonal), nu´mero de iteraciones realizadas hasta la mejor solucio´n, y
nu´mero de prototipos en la solucio´n podada. Adema´s, se incluye el porcen-
taje obtenido por el mejor experimento; este dato se refiere al conjunto de
entrenamiento en el caso de Cluster, y al de validacio´n en Diagonal.
En el dominio Cluster, se alcanza con facilidad el 100% de acierto en la
representacio´n del conjunto de datos (so´lo se usa entrenamiento). En Diago-
nal, el resultado es un poco peor, pero se debe a que la frontera teo´ricamente
diagonal se convierte en aserrada debido a la utilizacio´n de so´lo un pequen˜o
nu´mero de patrones en torno a dicha diagonal, como se aprecia en la Figu-
ra 5.6.
Discusio´n de los resultados
Los resultados obtenidos sobre los dominios artificiales permiten com-
probar algunas de las caracter´ısticas del funcionamiento del algoritmo PSC,
como son las siguientes:
Las part´ıculas localizan secciones diferentes del espacio de bu´squeda
y se agregan formando subenjambres segu´n la regio´n del espacio en la
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Figura 5.6 Ejemplo de solucio´n para el problema “Diagonal”, antes de la poda de la
solucio´n. Los patrones esta´n en trazo fino, las part´ıculas coloreadas. Se representan las
regiones de Voronoi con tonos claros.
que se encuentren localizadas. Ello permite identificar clusters cuando
estos se encuentran claramente separados.
Como se comprueba en el dominio Diagonal, las part´ıculas de clases
distintas se atraen hacia las fronteras de decisio´n. Se observa que las
part´ıculas se alinean siguiendo los datos de entrenamiento de que dis-
ponen, y reproducen la frontera con mayor precisio´n en los lugares
donde hay ma´s part´ıculas.
El movimiento de las part´ıculas puede hacerse ma´s lento con el tiem-
po; sin embargo, si una part´ıcula de una clase incorrecta “invade” el
espacio de otras el porcentaje de e´xito vuelve a oscilar, pero tiende a
retornar a la posicio´n anterior.
Un ejemplo de esta situacio´n lo podemos explicar sobre el problema
Diagonal. Dos part´ıculas de dos clases distintas, situadas a cada una
en su lado de la frontera, pueden ser las que ejercen atraccio´n entre
s´ı, por estar alejadas de otras part´ıculas. Si debido a dicha fuerza,
sus posiciones se intercambian, el enjambre pasa a tener un error de
clasificacio´n elevado. En esas condiciones, tanto el factor de memoria
(mejor posicio´n anterior) como el factor de atraccio´n se suman para
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Tabla 5.4 Resultados de PSC sobre los dominios artificiales, para χ = 0.5. Muestra
porcentajes de e´xito, nu´mero de evaluaciones hasta la mejor solucio´n, nu´mero de prototipos
y mejor experimento de los realizados.
Entrena- Validacio´n Evalua- Proto- Mejor Expe-
Problema miento ciones tipos rimento
Cluster 100 N/A 378 12.21 100
Diagonal 97.24 96.14± 1.21 3453 15.04 96.73
atraer a las part´ıculas hacia el lado correcto de la diagonal.
5.1.3. Experimentacio´n con dominios de UCI
Resultados
En l´ıneas generales el objetivo principal de la evaluacio´n del algoritmo
es obtener un buen resultado del clasificador en la clasificacio´n del conjunto
de validacio´n. Sin embargo, al ser un algoritmo nuevo, resulta tambie´n de
intere´s examinar los resultados del clasificador PSC sobre el conjunto de en-
trenamiento, para determinar en que´ medida se ajusta al mismo. Realizamos
esta comparacio´n en la Tabla 5.5. Las columnas de dicha tabla contienen la
informacio´n siguiente:
Se muestra el porcentaje de e´xito en entrenamiento y la desviacio´n
t´ıpica para los 10 experimentos completos (un total de 100 ejecucio-
nes).
El ı´ndice de representacio´n mide el porcentaje que se pierde (por ello
el signo negativo) al usar el conjunto de prototipos para clasificacio´n,
con respecto al 100% que corresponder´ıa al clasificador 1-NN que se
toma como referencia.
Se muestra tambie´n el nu´mero de prototipos en la solucio´n y el por-
centaje de reduccio´n respecto del nu´mero de patrones totales (|E|).
Mostramos igualmente el porcentaje de e´xito para el mejor y peor
resultado entre los 10 experimentos de validacio´n cruzada realizados.
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Observamos que se han obtenido porcentajes de reduccio´n en nu´mero de
prototipos muy importantes. Estos porcentajes se deben al nu´mero reducido
de part´ıculas con las que se inicializa del enjambre. Ello justifica la pe´rdida
de capacidad de representacio´n, sobre el algoritmo 1-NN con el conjunto de
entrenamiento completo.
Tabla 5.5 Resultados de PSC en entrenamiento. La desviacio´n y mejor y peor resul-
tado esta´n calculados sobre experimentos completos (10 segmentos). Todos los datos en
porcentaje, salvo el nu´mero de prototipos.
Tasa de Represen- Proto- Reduc- Peor Mejor
E´xito tacio´n tipos cio´n Result. Result.
Balance Scale 82.26 ±0.51 -17.74 12.90 97.71 81.60 83.01
Bupa 66.15 ±0.67 -33.85 11.75 96.22 64.83 66.92
Diabetes 74.44 ±0.27 -25.56 11.28 98.37 73.96 74.79
Glass 77.68 ±0.73 -22.32 47.52 75.38 76.45 78.92
Iris 97.30 ±0.56 -2.70 16.28 87.94 95.78 97.70
Thyroid 96.42 ±0.29 -3.58 16.33 91.58 95.89 96.85
Wisconsin 96.50 ±0.16 -3.50 11.99 98.09 96.27 96.80
En la Tabla 5.6, se muestra el porcentaje de e´xito obtenido por PSC
sobre datos de validacio´n. Se muestran tambie´n los resultados de la versio´n
de Pittsburgh de PSO y el resultado del test de significacio´n estad´ıstica. El
s´ımbolo “+” significa que PSC es mejor que Pittsburgh PSO en el dominio
indicado por la fila de la tabla, con un valor de certeza del 95% (α = 0.05).
Si el s´ımbolo aparece duplicado, la comparacio´n es va´lida con un valor de
certeza del 99% (α = 0.01). En negrita sobre fondo gris, los dominios en los
que un algoritmo iguala el mejor resultado; la u´ltima fila suma el nu´mero
de dominios en los que cada algoritmo obtuvo el mejor resultado.
Se observa que la versio´n de Pittsburgh so´lo obtiene un resultado compa-
rable a PSC para los dominios Bupa y Diabetes. En el resto de los dominios,
PSC es significativamente mejor, con diferencias muy notables en muchos
casos.
Otra caracter´ıstica que interesa comprobar es si el algoritmo es propen-
so al sobre ajuste. Dicha situacio´n ocurrir´ıa en caso de que PSC obtuviera
resultados ma´s pro´ximos al 100% sobre el conjunto de entrenamiento, que
probablemente redujeran su capacidad de generalizacio´n, es decir, su porcen-
taje de e´xito sobre validacio´n. Al comparar los porcentajes sobre validacio´n
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con los porcentajes de e´xito sobre entrenamiento (Tablas 5.5 y 5.6), se obser-
va que no se produce sobre ajuste, ya que los porcentajes en entrenamiento
y validacio´n son muy similares.
Tabla 5.6 Algoritmo PSC. E´xito en clasificacio´n en validacio´n y desviacio´n t´ıpica (en%)
y comparacio´n con Pittsburgh PSO. El mejor resultado se marca en negrita sobre gris; los
s´ımbolos indican el resultado del test de significacio´n (+ indica que PSC es significativa-
mente mejor).
Problema PSC Pitts. PSO
Balance Scale 82.59 ±0.96 62.79 (++)
Bupa 64.76 ±2.31 65.13 (=)
Diabetes 74.25 ±1.18 74.54 (=)
Glass 74.23 ±1.76 52.52 (++)
Iris 96.70 ±0.89 90.89 (++)
Thyroid 95.90 ±0.87 88.93 (++)
Wisconsin 96.50 ±0.26 94.43 (++)
Mejor 7 2
Comparacio´n con otros algoritmos
En esta seccio´n se muestran los resultados de los tests de significacio´n
estad´ıstica, realizados comparando el Algoritmo PSC con los algoritmos que
usamos como referencia.
En la Tabla 5.7 se muestra el resultado de la comparacio´n del porcentaje
de e´xito en validacio´n de PSC con el resto de los algoritmos usados como
referencia; en la parte superior, figuran los algoritmos que usan la regla del
vecino ma´s pro´ximo; en la parte inferior, se muestra el resto. La notacio´n es
la indicada en leyenda. Los porcentajes de e´xito de todos los algoritmos se
pueden consultar en las Tablas 4.4 4.5.
Con respecto a los algoritmos basados en el vecino ma´s pro´ximo, pode-
mos observar que los mejores resultados son de dos de los algoritmos de tipo
evolutivo: PSC y ENPCd. PSC esta´ entre el grupo del algoritmo mejor en
cinco del los dominios, mientras que ENPC lo esta´ en 4. Algunos resultados
de esta comparacio´n son los que discutimos a continuacio´n:
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Con respecto al algoritmo 1-NN ba´sico, PSC obtiene resultados igua-
les o mejores en todos los dominios, excepto Thyroid, en el que 1-NN
es el mejor de los algoritmos analizados. En te´rminos generales, a pe-
sar de que el algoritmo no representa con exactitud el conjunto de
entrenamiento, s´ı tiene mejores caracter´ısticas de generalizacio´n que
1-NN.
PSC es capaz de mejorar el resultado de 3-NN sin necesidad de usar
varios vecinos en su regla de decisio´n. La utilizacio´n del algoritmo
3-NN debe resultar ventajosa frente a 1-NN en casos en los que las
fronteras o´ptimas de decisio´n no sean lineales, o en dominios en los
que existan prototipos ruidosos, que generan clasificaciones incorrectas
en el caso de 1-NN; estos patrones incorrectos afectan al resultado
cuando se generaliza a prototipos desconocidos. Si embargo 3-NN no
tiene ventaja sobre PSC en estos dominios.
Observamos que LVQ no parece ser un buen algoritmo de seleccio´n
de prototipos en estos dominios. Si se consulta la Tabla 4.4, puede
verse que so´lo esta´ entre los mejores en el caso de Diabetes y Iris, y en
ninguno de los dos supera a PSC. Ello podr´ıa apuntar a la hipo´tesis
de que en estos casos, la mejor ubicacio´n de prototipos no corresponde
a la situacio´n de los centroides sino que la estrategia de PSC es ma´s
adecuada.
ENPC so´lo iguala el resultado de PSC en Balance-Scale y Wisconsin.
De los tests realizados entre algoritmos de referencia, se obtuvo que
ENPC so´lo obtiene un resultado igual al mejor algoritmo de los consi-
derados en este u´ltimo caso. No parece por lo tanto ser muy competi-
tivo en estos dominios, si bien es posible que se deba a la existencia de
problemas de sobreajuste. Se ha comprobado que el resultado en clasi-
ficacio´n sobre el conjunto entrenamiento es muy elevado, y el nu´mero
de prototipos generados se aproxima a los del conjunto original, en va-
rios dominios. Por lo tanto, conviene tener en cuenta este hecho para
utilizar una condicio´n de parada del algoritmo basada en el porcentaje
de e´xito sobre conjunto de validacio´n.
ENPCd resulta ser particularmente adecuado para el dominio Balance
Scale, en los que es que obtiene el mejor resultado entre los algoritmos
basado en el vecino ma´s pro´ximo. Obtiene resultados similares a los de
PSC en todos los dema´s dominios excepto en Glass. Al comparar con
la versio´n ENPC (sin ponderacio´n de atributos), observamos que la
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mejora considerablemente. Balance-Scale parece requerir un nu´mero
elevado de prototipos para su representacio´n. ENPC y ENPCd son
capaces de ajustar el nu´mero de prototipos en la solucio´n de forma
adecuada a este dominio, mientras que PSC queda limitado por la
inicializacio´n.
Tabla 5.7 Comparacio´n de PSC con algoritmos basados en el vecino ma´s pro´ximo (tabla
superior) y resto de algoritmos (tabla inferior). El mejor resultado se marca en negrita
sobre gris. Los s´ımbolos indican el resultado del test de significacio´n: “+” indica que PSC
es mejor que el algoritmo indicado en la columna con α = 0.05; “++” PSC es mejor con
α = 0.01; el signo negativo indica que el algoritmo de la columna es mejor que PSC.
PSC IB
K
-1
IB
K
-3
LV
Q
E
N
P
C
E
N
P
C
d
Balance Scale 82.59 = ++ – – = – –
Bupa 64.76 ++ + ++ ++ =
Diabetes 74.25 ++ = = ++ =
Glass 74.23 ++ ++ ++ ++ ++
Iris 96.70 + + = + +
Thyroid 95.90 – ++ ++ + =
Wisconsin 96.50 ++ = + = =
Mejor 5 1 2 2 1 4
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Bal. Scale 82.59 ++ = – – – – – – = ++
Bupa 64.76 = = ++ ++ = = ++
Diabetes 74.25 = + - – – = =
Glass 74.23 = = ++ ++ ++ ++ ++
Iris 96.70 ++ ++ + = = ++ ++
Thyroid 95.90 ++ + = ++ = ++ ++
Wisconsin 96.50 ++ ++ = = = = ++
Mejor 5 2 2 3 3 4 2 0
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Con respecto al los algoritmos no basados en la regla del vecino ma´s
pro´ximo, se observa que PSC y RBFNN son los algoritmos en ma´s ocasiones
igualan el resultado del mejor algoritmo. Por otro lado, en algunos dominios
PSC obtiene resultados peores que Naive Bayes, SMO y RBFNN. Por u´ltimo,
PSC es el mejor algoritmo en solitario para el dominio Glass. En conjunto
podemos afirmar que PSC es competitivo con el resto de los algoritmos en
estos dominios.
Segu´n los test realizados, Naive Bayes es el mejor algoritmo para Balance
Scale, con diferencia sobre el resto, seguido de SMO. En Balance Scale es
donde PSC obtiene resultados ma´s pobres, siendo tambie´n superado por las
Redes de Base Radial (RBFNN) y siendo igualado por PART. Como ya se
observo´ con anterioridad, estimamos que el nu´mero de part´ıculas con el que
se ha inicializado PSC en este dominio resulta insuficiente.
5.2 Algoritmo PSC con Poblacio´n Adaptativa (APSC)
En esta seccio´n se muestran los resultados de la experimentacio´n reali-
zada con el algoritmo APSC, que incorpora a PSC un mecanismo de adap-
tacio´n de la poblacio´n.
Como se indica en el Cap´ıtulo 3, APSC incluye un proceso que detecta
la conveniencia de introducir nuevas part´ıculas en el enjambre para colabo-
rar en la tarea de clasificacio´n. El objetivo de APSC es reducir o eliminar
la dependencia del para´metro de inicializacio´n |Pc|, es decir, el nu´mero de
part´ıculas por cada clase con el que se inicializa el enjambre.
El mecanismo de adaptacio´n se ha descrito en el Apartado 3.4.1, y re-
quiere la introduccio´n de un nuevo para´metro, la tasa de reproduccio´n, λr.
5.2.1. Resultados
En la Tabla 5.8, se muestra el porcentaje de e´xito obtenido por APSC
sobre datos de validacio´n. Se muestran tambie´n los resultados de PSC, as´ı co-
mo el resultado de los tests de significacio´n estad´ıstica en el que APSC se
compara con PSC en cada uno de los dominios.
El formato de la tabla es el ya utilizado, donde el s´ımbolo “+” significa
que APSC es mejor que PSC en el dominio indicado por la fila de la tabla,
con un valor de certeza del 95% (α = 0.05). Si el s´ımbolo aparece dupli-
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cado (“++”), la comparacio´n es va´lida con un valor de certeza del 99%
(α = 0.01). En negrita sobre fondo gris, se resaltan los dominios en los que
un algoritmo iguala el mejor resultado; la u´ltima fila suma el nu´mero de
dominios en los que cada algoritmo obtuvo el mejor resultado.
Se observa que, en cuatro de los dominios (Bupa, Iris, Thyroid y Wis-
consin), la diferencia entre APSC y PSC no es significativa. Sin embargo, en
tres de ellos (Diabetes, Balance Scale y Glass), la reproduccio´n de part´ıculas
mejora significativamente el resultado. Es interesante resaltar que APSC no
empeora nunca los resultados obtenidos por PSC en te´rminos de porcentaje
de e´xito sobre el conjunto de entrenamiento. La mejora es ma´s significativa
en el dominio Balance Scale, donde el resultado de PSC era inferior en la
comparacio´n con otros algoritmos (ver Tabla 5.7).
Tabla 5.8 Algoritmo APSC. E´xito en clasificacio´n en validacio´n y desviacio´n t´ıpica
(en%) y comparacio´n con PSC. El mejor resultado se marca en negrita sobre gris; los
s´ımbolos indican el resultado del test de significacio´n (+ indica que APSC es significati-
vamente mejor).
Problema APSC PSC
Balance Scale 85.64 ±1.01 82.59 (++)
Bupa 65.25 ±1.44 64.76 (=)
Diabetes 75.05 ±0.79 74.25 (+)
Glass 76.70 ±2.54 74.23 (+)
Iris 96.89 ±0.59 96.70 (=)
Thyroid 96.28 ±0.96 95.90 (=)
Wisconsin 96.51 ±0.59 96.50 (=)
Mejor 7 4
En la Tabla 5.9 mostramos el nu´mero de prototipos que se encuentran
en la solucio´n de los distintos algoritmos. Observamos que es en Balance
Scale y en Glass, seguido de Diabetes, donde se produce la mayor diferencia
entre PSC y APSC. Se trata de los tres dominios en los que se produce una
ganancia en porcentaje de e´xito. Los resultados indican que APSC puede
conseguir ganancia en resultado de la clasificacio´n incrementando el nu´mero
de prototipos, si bien esta ganancia no siempre se produce (Wisconsin).
El caso en el que el incremento es ma´s importante es Balance-Scale,
en que PSC no era un buen competidor con otros algoritmos, ni siquiera
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con aquellos basados en el vecino ma´s pro´ximo. Ello confirma la hipo´tesis
apuntada: la inicializacio´n de PSC con 10 part´ıculas por clase resultaba
insuficiente para Balance Scale, y APSC es capaz de ajustar el nu´mero de
prototipos de forma adecuada.
Con respecto al resto de los algoritmos que mencionamos en la Tabla 5.9,
se puede observar que las soluciones obtenidas por la versio´n de Pittsburgh
parecen estancarse en algunos casos, manteniendo un nu´mero de prototi-
pos medio inferior a los de PSC. En Balance Scale, a pesar de no conseguir
buenos resultados, la solucio´n de Pittsburgh PSO ten´ıa un nu´mero de pro-
totipos elevado, lo cual apunta tambie´n a que la inicializacio´n de PSC era
insuficiente para este dominio.
Tabla 5.9 Nu´mero medio de prototipos en la solucio´n , para Pittsburgh PSO, PSC y
APSC
Problem Pitts. PSO PSC APSC
Balance Scale 26.71 12.90 63.54
Bupa 8.48 11.75 15.04
Diabetes 13.00 11.28 18.49
Glass 11.40 47.92 55.01
Iris 9.82 16.28 17.65
Thyroid 7.19 16.33 19.66
Wisconsin 16.17 11.99 20.98
En la Tabla 5.10 se muestra el nu´mero medio de evaluaciones de la
funcio´n de distancia necesario para obtener el resultado de cada uno de
los algoritmos (Pittsburgh PSO, PSC y APSC). Son de destacar algunas
observaciones:
La versio´n de Pittsburgh siempre requiere un nu´mero de evaluaciones
de la funcio´n de distancia mucho mayor; ello ocurre tambie´n en los
casos en los que Pittsburgh PSO obtiene un resultado comparable al
de PSC (ver Tabla 5.6). Esta diferencia es consecuencia de la codifica-
cio´n de la solucio´n: en cada iteracio´n de Pittsburgh PSO se realizan,
para cada part´ıcula, tantas evaluaciones de distancia como para todo
el enjambre en PSC. Por lo tanto, en Pittsburgh PSO el nu´mero de
evaluaciones de distancia queda aproximadamente multiplicado por el
nu´mero de individuos de la poblacio´n.
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En el dominio Iris, el algoritmo de Pittsburgh se estanca en valores
bajos de porcentaje de e´xito en momentos iniciales de su ejecucio´n
(ver Tabla 5.6). El hecho de que esto ocurra en el dominio ma´s sen-
cillo indica que el algoritmo se beneficiar´ıa de algu´n mecanismo que
permitiera salir de situaciones de estancamiento.
De igual manera, en el dominio Glass, que es el ma´s complejo en te´rmi-
nos de nu´mero de atributos y clases, el algoritmo de Pittsburgh se
estanca en una fase inicial de su evolucio´n.
Se observa tambie´n que la inclusio´n del mecanismo de reproduccio´n de
part´ıculas en APSC lleva a un incremento en el coste computacional
del algoritmo en todos los casos respecto a PSC. Este nu´mero mayor
de evaluaciones se debe al incremento en el nu´mero de prototipos. Ello
se ve compensado por el hecho de que, en algunos casos, APSC obtiene
resulados significativamente mejores que PSC.
Tabla 5.10 Nu´mero de evaluaciones de distancia medios hasta la obtencio´n del mejor
resultado
Problema Pitts. PSO PSC APSC
Balance Scale 99252 5783 24985.71
Bupa 64180 2827 3667.48
Diabetes 64636 3304.4 4968.05
Glass 2982 31490 44109
Iris 3026 4995 5640.25
Thyroid 103170 4955 5985.18
Wisconsin 65596 3575.6 5806.96
Comparacio´n de APSC con otros algoritmos
En esta seccio´n se muestran los resultados de los tests de significacio´n
estad´ıstica, realizados comparando el Algoritmo APSC con los algoritmos
que usamos como referencia.
En la Tabla 5.11 se muestra el resultado de la comparacio´n del porcentaje
de e´xito en validacio´n de APSC con el resto de los algoritmos usados como
referencia; en la parte superior, figuran los algoritmos que usan la regla del
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vecino ma´s pro´ximo; en la parte inferior, se muestra el resto. La notacio´n es
la indicada en leyenda. Los porcentajes de e´xito de todos los algoritmos de
referencia se pueden consultar en las Tablas 4.4 4.5.
Con respecto a los algoritmos basados en el vecino ma´s pro´ximo, la
inclusio´n de APSC mejora los resultados de PSC, pasando a ser el algoritmo
que ma´s veces obtiene el mejor resultado entre los algoritmos de vecino ma´s
pro´ximo, con seis dominios sobre siete; en particular, al comparar con cada
uno de estos algoritmos, podemos apuntar las siguientes observaciones:
APSC pasa a igualar el resultado del mejor algoritmo (1-NN) en el
dominio New Thyroid, donde el resultado de PSC era antes inferior
al de 1-NN. En cuanto a la comparacio´n con 3-NN, APSC mejora el
resultado de e´ste en el dominio Diabetes (PSC so´lo lo igualaba), y
sigue sin presentar diferencia significativa en Wisconsin.
Se observa tambie´n que APSC mejora los resultados frente a LVQ, que
ya no lo supera en Balance Scale. En esta comparativa, LVQ pasa a
ser el mejor algoritmo so´lo en Diabetes.
Por u´ltimo, PSC obten´ıa igual resultado que ENPC en el dominio
Balance Scale y Wisconsin. APSC mejora el resultado obtenido en
Balance Scale frente a ENPC.
Con respecto a la versio´n optimizada, ENPCd, PSC era peor en Balan-
ce Scale y la diferencia no era significativa en Bupa, Diabetes, Thyroid
y Wisconsin. APSC no consigue alcanzar el resultado de ENPCd en
Balance Scale, pero s´ı obtiene mejor resultado en Diabetes y Thyroid,
y sigue siendo mejor en Glass e Iris. Por lo tanto, APSC pasa a ser un
buen competidor de ENPCd. ENPCd so´lo iguala en mejor resultado
en tres de los dominios considerados.
Al comparar con ENPC, APSC mejora sus resultados en todos los domi-
nios, excepto en Wisconsin, en el que los iguala. El efecto de la reproduccio´n
de part´ıculas permite por lo tanto competir de forma ventajosa con este
algoritmo evolutivo en estos dominios.
Con respecto a los algoritmos no basados en el vecino ma´s pro´ximo,
observamos que el resultado es similar al obtenido en PSC (ver Tabla 5.7),
si bien aparecen ma´s situaciones en las que APSC mejora a otros algoritmos,
o incrementa la significacio´n del resultado; es decir, se incrementa el nivel
de certeza del 95% al 99% (“+” pasa a “++”).
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5.3 Discusio´n de los Resultados
El algoritmo PSC permite obtener resultados comparables o mejores
en porcentaje de e´xito sobre el conjunto de validacio´n que el resto de los
algoritmos basados en la regla del vecino ma´s pro´ximo. Se puede consultar el
Apartado 9.1 y la Tabla 9.8 para obtener una visio´n global de la comparacio´n
entre los resultados de los diversos algoritmos.
Esta buena capacidad de generalizacio´n se combina con un elevado ı´ndice
de reduccio´n: el resultado retiene del orden de un 90% menos de informa-
cio´n que el conjunto de entrenamiento en todos los dominios; en el caso de
Glass la reduccio´n esta´ en el orden del 75%. El algoritmo PSC no tiende
al sobreentrenamiento, ya que los porcentajes de e´xito sobre el conjunto de
entrenamiento y el de validacio´n son similares 5.5.
S´ı se ha observado que el algoritmo puede no alcanzar un buen resultado
si se subestima el nu´mero de part´ıculas con el que se inicializa en enjambre,
que influye en el nu´mero de prototipos en la solucio´n.
Los resultados de la experimentacio´n realizada con APSC confirman los
resultados de PSC y an˜aden la posibilidad de que el algoritmo se adapte
en cierta medida a un desajuste entre el nu´mero y distribucio´n de prototi-
pos por clase realizado en la inicializacio´n y los requeridos por el problema
considerado.
La introduccio´n de APSC puede incrementar el nu´mero de prototipos
en la solucio´n sin mejorar la calidad del resultado, aumentando el coste
computacional. Es necesario, por lo tanto, encontrar un compromiso entre
el nu´mero de prototipos seleccionado en la inicializacio´n y el uso de APSC.
APSC y PSC parecen adecuados para los dominios Bupa, Glass, Iris y
Thyroid, en los que obtienen mejores resultados que los algoritmos de vecino
ma´s pro´ximo. En estos casos podemos suponer que la forma de disponer los
prototipos permite una mejor capacidad de generalizacio´n que la que ofrecen
algoritmos de vecino ma´s pro´ximo de otras caracter´ısticas (ver Tablas 5.7 y
5.11).
Por otro lado, APSC tiene ma´s dificultad para superar el resultado que
otros algoritmos en el dominio Wisconsin, que es el dominio con mayor
nu´mero de atributos. Ello confirmar´ıa la sensibilidad de APSC a la dimensio´n
del espacio de atributos.
Por u´ltimo, en Balance Scale el resultado no es totalmente satisfactorio,
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puesto que no se iguala el resultado de ENPCd y APSC queda bastante ale-
jado del resultado de Naive Bayes. Este dominio parece cumplir la condicio´n
de distribucio´n de probabilidad que permite que este clasificador destaque
notablemente frente al resto.
112
5.3. DISCUSIO´N DE LOS RESULTADOS
Tabla 5.11 Comparacio´n de APSC con algoritmos basados en el vecino ma´s pro´ximo
(tabla superior) y resto de algoritmos (tabla inferior). El mejor resultado se marca en
negrita sobre gris. Los s´ımbolos indican el resultado del test de significacio´n: “+” indica
que APSC es mejor que el algoritmo indicado en la columna con α = 0.05; “++” APSC
es mejor con α = 0.01; el signo negativo indica que el algoritmo de la columna es mejor
que APSC.
APSC IB
K
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C
E
N
P
C
d
Balance Scale 85.64 ++ ++ = ++ – –
Bupa 65.25 ++ ++ ++ ++ =
Diabetes 75.05 ++ + = ++ ++
Glass 76.70 ++ ++ ++ ++ ++
Iris 96.89 ++ ++ + ++ ++
Thyroid 96.28 = ++ ++ ++ +
Wisconsin 96.51 ++ = + = =
Mejor 6 1 1 1 1 3
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Bal. Scale 85.64 ++ ++ – – – – = ++ ++
Bupa 65.25 = = ++ ++ = + ++
Diabetes 75.05 = ++ = – – = ++ ++
Glass 76.70 ++ ++ ++ ++ ++ ++ ++
Iris 96.89 ++ ++ ++ = = ++ ++
Thyroid 96.28 ++ ++ = ++ = ++ ++
Wisconsin 96.51 ++ ++ = = = = ++
Mejor 5 1 1 3 3 4 1 0
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Estudio de Sensibilidad al Ruido de APSC
Al tratarse APSC de un algoritmo que utiliza la regla del vecino ma´s
pro´ximo, la presencia de ruido en los datos de entrenamiento puede afectar
negativamente al comportamiento de este algoritmo. Por este motivo, se
ha estimado conveniente realizar un breve estudio del comportamiento del
algoritmo APSC en presencia de ruido de clase.
Con este objetivo, se ha partido de los mismos dominios procedentes
de la coleccio´n UCI (ver Apartado 4.3), pero se han modificado variando
el valor de la clase esperada para el 10% de los patrones. Se ha repetido
la experimentacio´n anterior usando u´nicamente APSC, ya que su resultado
siempre mejora o iguala a PSC. Los resultados se han comparado con los
algoritmos utilizados en el Cap´ıtulo 5; se exceptu´a GAssist, que no ofrec´ıa
resultados competitivos con APSC.
La hipo´tesis que deseamos comprobar es si la forma de posicionar los
prototipos de APSC permite mejorar el comportamiento del algoritmo con
respecto al de otros algoritmos de la misma familia, en presencia de datos
de entrenamiento ruidosos. La utilizacio´n de prototipos puede mejorar el
comportamiento respecto al ruido cuando se compara con el algoritmo de
vecino ma´s pro´ximo (1-NN). El motivo es que la eleccio´n de un prototipo no
suele realizarse utilizando la informacio´n de un solo prototipo sino de varios,
de manera que un error en un patro´n de entrenamiento no supone un error
en el conjunto de prototipos generado.
6.1 Resultados
En la Tabla 6.1 se muestran los valores de e´xito en clasificacio´n obtenidos
por los algoritmos de referencia basados en vecino ma´s pro´ximo, para los
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conjuntos de datos con ruido; igualmente se muestran en la Tabla 6.2 los
resultados para el resto de los algoritmos. En ambas tablas se incluye la
desviacio´n t´ıpica del resultado.
Tabla 6.1 Resultados de la experimentacio´n con conjuntos de datos ruidosos, para los
algoritmos de referencia basados en el vecino ma´s pro´ximo. En la parte superior, porcentaje
de e´xito de clasificacio´n sobre datos de validacio´n; en la parte inferior, desviacio´n t´ıpica
(en porcentaje)
IBK.1 IBK-1 LVQ ENPC ENPCd
Balance Scale 69.22 71.88 76.69 57.93 79.56
Bupa 59.01 60.27 58.44 57.06 57.21
Diabetes 60.52 65.36 68.16 58.25 68.75
Glass 56.25 59.98 57.32 58.10 57.14
Iris 75.00 81.60 82.07 71.73 83.13
Thyroid 79.21 83.42 79.51 74.86 84.14
Wisconsin 79.67 85.19 85.26 85.54 85.01
IBK-1 IBK-3 LVQ ENPC ENPCd
Balance Scale 0.50 0.61 1.14 1.02 0.63
Bupa 0.87 1.80 2.89 1.59 3.82
Diabetes 0.55 0.76 0.88 0.86 0.44
Glass 1.35 0.65 3.75 1.66 1.37
Iris 1.45 0.78 1.46 1.67 1.26
Thyroid 0.87 0.68 1.28 1.65 0.71
Wisconsin 0.59 0.19 0.47 0.67 0.35
En la Tabla 6.3 se muestra el resultado de la comparacio´n del porcentaje
de e´xito en validacio´n de APSC con el resto de los algoritmos usados como
referencia; en la parte superior, figuran los algoritmos que usan la regla del
vecino ma´s pro´ximo; en la parte inferior, se muestra el resto. La notacio´n es
la indicada en leyenda. Los porcentajes de e´xito de todos los algoritmos de
referencia se pueden consultar en las Tablas 6.1 6.2.
En las Tablas 6.1 y 6.3 se observa que APSC y ENPCd son los mejores
algoritmos entre los basados en el vecino ma´s pro´ximo. Entre los restantes
algoritmos, so´lo LVQ obtiene un resultado igual para el dominio Diabetes.
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Tabla 6.2 Resultados de la experimentacio´n con conjuntos de datos ruidosos, para los
algoritmos de referencia no basados en el vecino ma´s pro´ximo. En la parte superior, por-
centaje de e´xito de clasificacio´n sobre datos de validacio´n; en la parte inferior, desviacio´n
t´ıpica (en porcentaje)
J48 PART Naive SMO RBFNN
Problema Bayes (SVM)
Bal. Scale 71.75 73.59 81.74 79.79 77.35
Bupa 61.83 61.46 55.09 57.30 60.31
Diabetes 67.00 67.72 69.94 72.15 68.57
Glass 63.60 61.51 44.56 48.90 56.21
Iris 80.67 79.27 83.13 85.27 82.87
Thyroid 85.46 85.55 85.61 78.07 86.21
Wisconsin 83.95 83.90 86.39 86.48 86.00
J48 PART Naive SMO RBFNN
Problema Bayes (SVM)
Bal. Scale 0.93 1.35 0.24 0.30 0.94
Bupa 2.08 1.48 0.77 0.86 2.00
Diabetes 1.53 1.19 0.49 0.24 0.83
Glass 1.56 2.51 1.67 1.19 2.69
Iris 1.54 1.42 0.55 0.39 1.16
Thyroid 1.40 1.46 0.29 0.46 0.63
Wisconsin 0.63 1.00 0.05 0.10 0.31
La inclusio´n de ruido hace a APSC ma´s competitivo en los dominios Ba-
lance Scale, Thyroid y Wisconsin. Este resultado se puede comparar con el
mostrado en el Cap´ıtulo 5, Tabla 5.11, donde se pod´ıa observar que, con
los conjuntos de datos originales, APSC empataba con otros algoritmos en
dichos dominios.
Con respecto a ENPCd, APSC mejora en la comparacio´n, al pasar a
obtener el mismo resultado en el dominio Balance Scale.
En suma, al incluir dominios con ruido APSC se ve especialmente bene-
ficiado al comparar con los algoritmos de vecino ma´s pro´ximo, que son los
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Tabla 6.3 Experimentacio´n en presencia de un 10% de ruido de clase. Comparacio´n
de APSC con algoritmos basados en el vecino ma´s pro´ximo (tabla superior) y resto de
algoritmos (tabla inferior). El mejor resultado se marca en negrita sobre gris. Los s´ımbo-
los indican el resultado del test de significacio´n: “+” indica que APSC es mejor que el
algoritmo indicado en la columna con α = 0.05; “++” APSC es mejor con α = 0.01; el
signo negativo indica que el algoritmo de la columna es mejor que APSC.
APSC IBK IBK LVQ ENPC ENPCd
Problema (K=1) (K=3)
Balance Scale 78.55 ++ ++ ++ ++ =
Bupa 62.61 ++ + ++ ++ ++
Diabetes 70.01 ++ ++ ++ ++ ++
Glass 71.66 ++ ++ ++ ++ ++
Iris 85.35 ++ ++ ++ ++ +
Thyroid 85.27 ++ + ++ ++ =
Wisconsin 86.25 ++ + + + =
Mejor 7 0 0 0 0 3
APSC J48 PART Naive SMO RBFNN
Problema Bayes (SVM)
Balance Scale 78.55 ++ ++ – – – +
Bupa 62.61 = = ++ ++ +
Diabetes 70.01 ++ ++ = – – +
Glass 71.66 ++ ++ ++ ++ ++
Iris 85.35 ++ ++ + = +
Thyroid 85.27 = = = ++ =
Wisconsin 86.25 ++ ++ = = =
Mejor 5 2 2 3 3 2
ma´s sensibles al ruido en l´ıneas generales.
Para los algoritmos no basados en el vecino ma´s pro´ximo, si comparamos
los resultados de la Tabla 6.3 con los resultados sin ruido (ver Cap´ıtulo 5,
Tabla 5.11) se observa que los algoritmos conservan su posicio´n relativa entre
s´ı en casi todos los casos. Podemos observar tambie´n que J48 y PART mejo-
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ran sus resultados en Thyroid, mientras que las RBFNN se ven perjudicadas,
pasando a ser menos competitivas en Bupa e Iris.
APSC pasa a mejorar a las RBFNN en Balance-Scale, Bupa, Diabetes
y Thyroid, dominios en los que previamente era peor o igual, lo cual indica
un mejor comportamiento ante el tipo de ruido introducido.
En la Tabla 6.4 se muestran los resultados de APSC y de los algoritmos
basados en el vecino ma´s pro´ximo. El dato que se muestra es la reduccio´n
del porcentaje de e´xito en clasificacio´n, sobre el conjunto de validacio´n.
La misma informacio´n se muestra de forma gra´fica en la Figura 6.1, en
la que mostramos en ordenadas la reduccio´n en porcentaje de e´xito, y en
abcisas los dominios sobre los que se ha realizado la experimentacio´n. En la
Tabla 6.5 y la Figura 6.2 se muestra, en el mismo formato, la informacio´n
correspondiente a los algoritmos no basados en el vecino ma´s pro´ximo.
En la Tabla 6.4 se observa que APSC tiene el mejor comportamiento
medio, seguido de LVQ y ENPCd. En media, la reduccio´n en APSC es de
un 7.52%, menor que el porcentaje de ruido introducido. Por el contrario,
se verifica que el algoritmo 1-NN (IBK-1) es muy sensible al ruido. Igual-
mente ENPC resulta muy sensible al ruido; con los datos detallados de la
experimentacio´n se ha verificado que esto es especialmente cierto en algunos
casos en los que el algoritmo tiende a sobre entrenar, lo cual lo aproxima al
comportamiento del algoritmo 1-NN.
En la Figura 6.1 se puede comprobar gra´ficamente co´mo el comporta-
miento de APSC es el mejor o muy pro´ximo al mejor en todos los dominios,
siendo ENPC y 1-NN los algoritmos que se ven siempre ma´s afectados por
el ruido, con excepcio´n del dominio Bupa, en el que los que se comportan
peor son LVQ y ENPCd.
En la Tabla 6.5 se observa que los algoritmos tienen un comportamiento
ma´s variable segu´n cada dominio, dadas sus distintas caracter´ısticas. En
cuanto a los comportamientos medios, tanto en te´rminos absolutos como
relativos los mejores algoritmos son APSC, Naive Bayes y SMO.
En la Figura 6.2 se observa que el mejor algoritmo var´ıa en cada dominio;
pero, con la excepcio´n de Thyroid y Bupa, APSC es el mejor o esta´ pro´ximo
al mejor en muchos casos.
Por su parte, a pesar de su buen comportamiento medio, Naive Bayes
tiene una importante variabilidad segu´n el dominio, resultando especialmen-
te sensible en el caso de Glass e Iris. SMO, sin embargo, parece ser bastante
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Tabla 6.4 Reduccio´n del porcentaje de e´xito en validacio´n cuando se introduce 10% de
ruido en las clases, para APSC y los algoritmos basados en el vecino ma´s pro´ximo
APSC IBK IBK LVQ ENPC ENPCd
Problema (K=1) (K=3)
Bal.Scale 7.09 13.20 8.38 8.41 24.73 7.44
Bupa 2.64 3.21 2.21 3.74 2.35 6.94
Diabetes 5.04 9.88 8.53 6.10 10.17 4.79
Glass 5.04 12.82 9.07 5.24 10.37 7.09
Iris 11.54 20.40 13.60 13.53 23.60 11.94
Thyroid 11.01 17.72 10.89 11.52 19.95 10.67
Wisconsin 10.26 15.70 11.35 10.62 11.32 11.19
Media 7.52 13.28 9.15 8.45 14.64 8.58
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Figura 6.1 Gra´fica de la influencia del ruido para los algoritmos basados en el vecino
ma´s cercano. En ordenadas, reduccio´n del porcentaje de e´xito en validacio´n; en abcisas,
dominios
homoge´neo en su buena tolerancia al ruido.
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DE RUIDO
Tabla 6.5 Reduccio´n del porcentaje de e´xito en validacio´n cuando se introduce 10% de
ruido en las clases, para APSC y los algoritmos no basados en el vecino ma´s pro´ximo
Problema APSC J48 PART N.Bayes SMO RBFNN
Bal.Scale 7.09 6.07 9.58 8.79 7.83 8.90
Bupa 2.64 4.18 1.62 0.54 0.65 4.78
Diabetes 5.04 7.48 6.46 5.75 4.48 5.80
Glass 5.04 10.19 12.28 2.69 8.20 9.24
Iris 11.54 14.06 14.93 12.20 11.00 13.13
Thyroid 11.01 6.60 8.37 11.14 11.67 10.20
Wisconsin 10.26 10.75 11.24 9.60 10.37 10.08
Media 7.51 8.48 9.21 7.24 7.74 8.88
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Figura 6.2 Gra´fica de la influencia del ruido para los algoritmos no basados en el vecino
ma´s cercano. En ordenadas, reduccio´n del porcentaje de e´xito en validacio´n; en abcisas,
dominios
6.2 Discusio´n sobre la Experimentacio´n en Presencia
de Ruido
Los algoritmos de tipo vecino ma´s pro´ximo son especialmente sensibles
al ruido en la clase porque cada patro´n mal clasificado afecta al resultado
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de la clasificacio´n en toda la regio´n de Voronoi que le corresponde.
En el caso de los algoritmos de reemplazo de prototipos, el patro´n “erro´neo”
puede condicionar la posicio´n de los prototipos, pero no la determina de
forma exclusiva, sino que depende de otros patrones del conjunto de entre-
namiento. De este modo, el efecto del ruido se ve reducido.
En LVQ, ENPC y ENPCd, que son algoritmos en los que los prototipos
se situ´an cerca del centro de los clusters de patrones, se verifica que el
porcentaje de variacio´n del resultado sigue el comportamiento esperado,
mejorando de forma importante el resultado de 1-NN (ver Tabla 6.1).
En el caso de APSC, su resultado tambie´n mejora notablemente los resul-
tados de 1-NN en validacio´n, siendo el mejor algoritmo de los basados en el
vecino ma´s pro´ximo, en te´rminos medios, junto con ENPCd (ver Tabla 6.3).
Los resultados confirman que los algoritmos de reemplazo de prototipos
basados en te´cnicas evolutivas (ENPC y APSC) tienen un buen compor-
tamiento en presencia de ruido. Adema´s, la forma en que APSC situ´a los
prototipos (cerca de las fronteras de decisio´n) no parece hacerlo ma´s sensi-
ble al ruido que ENPCd en estos dominios, pese a que este u´ltimo situ´a los
prototipos cerca de los centroides de los clusters.
Al comparar con otros algoritmos, basados en enfoques distintos, APSC
sigue teniendo unas caracter´ısticas de tolerancia al ruido comparables y re-
sulta por tanto competitivo en este aspecto (ver Tabla 6.3).
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PSC y APSC con Medida de Proximidad
Local
Los algoritmos PSC y APSC ofrecen buenos resultados como me´todos
de reemplazo de prototipos para clasificacio´n por vecino ma´s pro´ximo; sin
embargo, es posible completarlos con mecanismos que aborden algunos de los
inconvenientes compartidos por los clasificadores basados en este principio.
Como se ha mencionado en el Apartado 2.1.2, algunas de las circuns-
tancias que afectan al rendimiento de los clasificadores basados en el vecino
ma´s pro´ximo son:
Eleccio´n de la medida de proximidad. La distancia Eucl´ıdea es una
distancia geome´trica que puede o ajustarse a los requisitos del proble-
ma. La representacio´n de los atributos del problema como vectores de
ℜd puede no ser la que mejor refleja las semejanzas que determinan
la clasificacio´n, o que la frontera de decisio´n “o´ptima” no se pueda
representar mediante una superficie polie´drica. De igual manera, las
distintas escalas de valores o unidades en que se midan los atributos
requiere al menos considerar siempre algu´n mecanismo de escalado, lo
cual es ana´logo a utilizar una medida de distancia Eucl´ıdea con una
ponderacio´n diferente (un coeficiente) para cada atributo.
Todo clasificador K-NN es muy sensible a la presencia de atributos
irrelevantes; es decir, informacio´n que aparece en los datos pero que
no esta´ correlacionada con la clase de los patrones. La funcio´n de
distancia Eucl´ıdea incorpora los atributos independientemente de su
relevancia, y por lo tanto puede determinar que patrones que esta´n
“conceptualmente” pro´ximos este´n matema´ticamente lejanos al diferir
en el valor que dan a un atributo irrelevante.
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Al crecer el nu´mero de atributos, crece la dimensio´n del espacio de pa-
trones; se demuestra [Aha et al., 1991] que, a medida que crece dicho
espacio, el nu´mero de patrones que requiere el algoritmo 1-NN cre-
ce exponencialmente. De nuevo ello reduce el comportamiento de los
algoritmos K-NN en problemas con un nu´mero elevado de atributos.
Existen varias te´cnicas para abordar los problemas citados; la ma´s ba´sica
es procesar el conjunto de atributos para determinar la relevancia de los mis-
mo (Seleccio´n de Atributos) o incluso generar atributos nuevos garantizando
que sean relevantes. Tambie´n las te´cnicas de escalado de los atributos pue-
den contribuir a ello. Todo ello constituye el objeto de los filtros que pueden
utilizarse como paso previo e independiente al uso de cualquier clasificador.
De forma ma´s gene´rica, existe tambie´n la posibilidad de ajustar la medida
de proximidad al problema que se desea resolver. La medida seleccionada
puede o no tener las propiedades de una distancia matema´tica, y por ello
utilizaremos de forma gene´rica la palabra “proximidad” o “similitud” para
referirnos a ella.
Como se ha visto en el Apartado 2.1.6, la seleccio´n de una medida de
proximidad para un problema y un clasificador se puede abordar desde varias
perspectivas:
Seleccio´n de una distancia a priori mediante escalado o ana´lisis de los
datos, u optimizacio´n de la distancia de forma adaptativa durante la
ejecucio´n del clasificador
Me´todos exactos (medidas estad´ısticas) o uso de un algoritmo de bu´sque-
da (por ejemplo, evolutivo)
Uso de una distancia global (igual para todos el espacio ℜd) o local
(diferente segu´n la zona en la que se evalu´e)
Se ha decidido comprobar en que´ medida se pueden mejorar los resulta-
dos de PSC y APSC utilizando uno de estos enfoques, tal y como se describe
en el Apartado 3.4.3. El algoritmo se puede caracterizar como una optimi-
zacio´n “a posteriori” de la medida de proximidad local o´ptima para un con-
junto de prototipos que clasifican un problema dado. Es decir, se determinan
los prototipos qi ∈ P primero; luego, se determina una medida di para cada
prototipo, de forma que la distancia entre cada prototipo y cada patro´n xj se
calcula la medida particular del prototipo: Proximidad(xj ,qi) = di(xj ,qi).
124
7.1. RESULTADOS
Una vez calculada la proximidad, se determina cua´l es el prototipo ma´s
pro´ximo al patro´n y este es el que atribuye al patro´n la clase.
Para ello se ha realizado un conjunto de experimentos nuevos, sobre
los mismos conjuntos de datos utilizados en el Cap´ıtulo 5, tanto sobre el
algoritmo PSC como el APSC. El resultado sera´n dos nuevas variantes de
dichos algoritmos: PSC con optimizacio´n (PSCd) y APSC con optimizacio´n
(APSCd).
Los dominios y para´metros de los experimentos fueron los ya utilizados
en las pruebas anteriores para PSC y APSC (Cap´ıtulo 4) pero se realizo´ un
conjunto nuevo de experimentos. Los resultados presentados en esta seccio´n
corresponden a dicha serie nueva de experimentos, por lo que los datos que
se muestran para los algoritmos sin optimizacio´n no coinciden con exactitud
con la anterior serie, debido al cara´cter estoca´stico de los algoritmos y la va-
riacio´n de la semilla aleatoria utilizada. Se ha comprobado que las diferencias
entre los experimentos realizados para un mismo algoritmo, en el Apartado 5
y los realizados en los Apartados que siguen, no son significativas.
El algoritmo utilizado se describe en el Apartado 3.4.3. En todos los
experimentos se ejecutaron 50 iteraciones del algoritmo de optimizacio´n,
con una poblacio´n de 20 individuos, y un valor del para´metro η = 0.7. Este
para´metro es un para´metro esta´ndar de estrategias evolutivas, y corresponde
con la tasa de variacio´n de la varianza que se utiliza en la mutacio´n de los
individuos. El valor seleccionado para η esta´ dentro de los valores habituales
en estos algoritmos.
7.1 Resultados
En la Tabla 7.1 se muestra el porcentaje de e´xito en clasificacio´n, medido
sobre el conjunto de validacio´n, tanto para PSCd como para APSCd. Se
indica el porcentaje antes y despue´s del proceso de optimizacio´n, con el fin
de poder evaluar la mejora introducida por al algoritmos de optimizacio´n de
proximidad.
La mayor mejora se obtiene en los dominios Bupa y Diabetes tanto
para PSCd como APSCd. En PSCd tambie´n se obtiene una cierta mejora
en Balance Scale, y ninguna en Glass. En APSCd no se obtiene ninguna
mejora ni para Balance Scale ni para Glass.
El resultado de APSCd sigue siendo igual o mejor que el de PSCd, como
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Tabla 7.1 Resultados de PSCd y APSCd en validacio´n. Se muestra el resultado an-
tes y despue´s del proceso de optimizacio´n, y, entre pare´ntesis, la mejora (en porcentaje)
conseguida en la optimizacio´n de la medida de proximidad
PSC PSCd APSC APSCd
Bal. Scale 82.08 83.08 (+1.00) 85.44 85.43 (-0.01)
Bupa 64.50 67.67 (+3.18) 65.04 67.46 (+2.41)
Diabetes 74.43 76.11 (+1.68) 74.41 75.74 (+1.33)
Glass 74.23 74.23 ( 0.00) 76.70 76.61 (-0.10)
Iris 97.36 98.05 (+0.70) 96.52 97.45 (+0.93)
New Thyroid 96.58 97.29 (+0.71) 96.31 96.79 (+0.47)
Wisconsin 96.19 96.76 (+0.57) 96.60 96.95 (+0.36)
ocurr´ıa al comparar APSC con PSC (sin optimizacio´n). Se han realizado
comparaciones entre todos los algoritmos propuestos, y las tablas se incluyen
en el Apartado 9.1. La conclusio´n es que en caso de existir diferencias entre
PSCd y APSCd, en general no son estad´ısticamente significativas salvo en el
caso del dominio Balance Scale. Por lo tanto, la inclusio´n del algoritmo de
optimizacio´n tiende a igualar el resultado de PSC y APSC en los dominios
Bupa, Diabetes, Iris, New Thyroid y Wisconsin.
En la Tabla 7.2 se muestra el resultado de la comparacio´n del porcentaje
de e´xito en validacio´n de PSCd con el resto de los algoritmos usados como
referencia; en la parte superior, figuran los algoritmos que usan la regla del
vecino ma´s pro´ximo; en la parte inferior, se muestra el resto. La notacio´n
es la utilizada con anterioridad, y se indica en leyenda. Los porcentajes de
e´xito de todos los algoritmos se pueden consultar en las Tablas 4.4 4.5.
Al comparar PSCd con el resto de los algoritmos basados en el vecino
ma´s pro´ximo, los resultados muestran que mejora los resultados obtenidos
por PSC (ver Tabla 5.7). PSCd es el mejor algoritmo en solitario en Bupa,
Diabetes e Iris. En Thyroid iguala el mejor resultado (que era el de 1-NN
previamente), y en algunos otros casos se incrementa la significacio´n es-
tad´ıstica de la comparacio´n con otros algoritmos. Es significativo que se ha
mejorado la comparacio´n con el algoritmo ENPCd, que precisamente incluye
un mecanismo de adaptacio´n local de la medida de proximidad.
Consecuencia de lo anterior es que, en esta comparacio´n con los algorit-
mos basados en el vecino ma´s pro´ximo, PSCd es el mejor algoritmo en seis
126
7.1. RESULTADOS
de los siete problemas.
En la parte inferior de la Tabla 7.2 se pueden consultar los resultados
de los tests de significacio´n realizados entre el resultado de PSCd y el de los
algoritmos de referencia no basados en el vecino ma´s pro´ximo. Al comparar
dichos resultados con los obtenidos por PSC (ver Tabla 5.7) podemos ob-
servar que se mejoran los resultados, pasando a ser el mejor algoritmo en
solitario en Bupa e Iris. En particular el algoritmo mejora con respecto a
dos algoritmos: con respecto a RBFNN, mejora la significacio´n del resultado
al comparar con este algoritmo en Bupa, Diabetes, Iris y Wisconsin; con
respecto a GAssist, que consegu´ıa igualar el resultado de PSC en cuatro
de los dominios (Balance Scale, Bupa, Diabetes y Wisconsin), PSCd pasa a
obtener mejor resultado que GAssist en los siete dominios.
En esta comparacio´n PSCd pasa a ser el mejor algoritmo en seis de los
siete dominios analizados, siendo Naive Bayes y SMO los algoritmos que lo
seguir´ıan en esta medida.
De forma ana´loga a la anterior, en la Tabla 7.3 se muestra el resultado de
la comparacio´n del porcentaje de e´xito en validacio´n de APSCd con el resto
de los algoritmos; se utiliza el mismo formato y notacio´n que anteriormente,
de forma que los algoritmos que usan la regla del vecino ma´s pro´ximo figuran
en la parte superior, y el resto en la inferior. Los porcentajes de e´xito de
todos los algoritmos se pueden consultar en las Tablas 4.4 4.5.
Los resultados de los tests realizado entre APSCd y los algoritmos que
usan la regla del vecino ma´s pro´ximo, se pueden comparar con los realizados
con anterioridad entre APSC y dichos algoritmos, que se muestran en la
Tabla 5.11. Se puede observar que en Bupa y Diabetes APSCd pasa a ser
el mejor algoritmo en solitario, y de nuevo se observa que se incrementa
la diferencia en la comparacio´n con ENPCd, que pasa a ser competitivo
u´nicamente en Balance Scale. Se confirma por lo tanto que la optimizacio´n
de la medida de proximidad compensa en algunos dominios la ventaja que
obten´ıa ENPCd con respecto a APSC gracias a su mecanismo de adaptacio´n
local de distancia.
Igual que PSCd, APSCd es el mejor algoritmo en seis de los siete domi-
nios.
En la parte inferior de la Tabla 7.3 se pueden consular los resultados de
los tests estad´ısticos de comparacio´n de APSCd con algoritmos no basados
en el vecino ma´s pro´ximo. La comparacio´n con los resultados de APSC sin
optimizacio´n de distancias (ver Tabla 5.11)) ofrece resultados muy similares
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a los que se obtienen para PSCd: es decir, se pasa a ser el mejor algoritmo en
solitario en Iris, y se mejora la significacio´n de la comparacio´n con algunos
de los algoritmos considerados, especialmente RBFNN y GAssist.
7.2 Discusio´n de los Resultados de PSCd y APSCd
El algoritmo de optimizacio´n de la funcio´n de proximidad es so´lo una
de varias posibilidades que permitir´ıan aplicar una deformacio´n local a la
forma de la frontera de decisio´n que determina cada prototipo.
Se puede consultar el Apartado 9.1 y la Tabla 9.8 para obtener una visio´n
global de la comparacio´n entre los resultados de los diversos algoritmos.
En l´ıneas generales, podemos resumir las conclusiones obtenidas en el
apartado de experimentacio´n como sigue:
El algoritmo de optimizacio´n de la funcio´n de proximidad permite me-
jorar el resultado de PSC y APSC en los dominios sencillos, definidos
estos como los que requieren menos prototipos (Bupa, Diabetes, Iris,
Thyroid y Wisconsin).
Observamos que no hay mejor´ıa alguna en los dominios que requieren
muchos prototipos (Glass y Balance Scale con APSC). Nuestra hipo´te-
sis es que el algoritmo de optimizacio´n, tal y como esta´ planteado, tiene
dificultad para funcionar cuando crece la dimensio´n del problema. En
estos casos, la dimensio´n de la solucio´n es relativamente elevada. El ca-
so ma´s claro es Glass, que al tener 9 atributos, requiere 81 para´metros
por cada matrizM ; si consideramos que APSC conserva en la solucio´n
55 prototipos de media (Tabla 5.9), la dimensio´n del individuo para
estrategias evolutivas ser´ıa 4455. Se trata de un espacio de bu´squeda
demasiado grande para los para´metros utilizados, por lo que en estos
casos la optimizacio´n de la funcio´n de proximidad no aporta nada a la
solucio´n. En el caso de Balance Scale, es capaz de aportar una mejora
en PSC (del orden de 13 prototipos) pero no sobre APSC (que genera
del orden de 63 prototipos).
Se observa tambie´n que, en ocasiones, la inclusio´n de la optimizacio´n
de la funcio´n de proximidad permite mejorar el porcentaje de e´xito
incluso por encima de la introduccio´n de reproduccio´n de part´ıculas
(Bupa, Diabetes y Thyroid). Es decir, PSCd resulta mejor que APSC
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sin optimizacio´n. Es decir, una medida de proximidad adecuada permi-
te obtener buenos resultados sin incrementar el nu´mero de prototipos
(ver Apartado 9.1, Tablas 9.2, 9.3 y 9.6).
APSCd permite mejorar el resultado de APSC para algunos dominios
(Bupa, Iris y Wisconsin), permitiendo distanciarse del resto de los
algoritmos, especialmente RBFNN y SVM, que son los que compet´ıan
de forma ma´s directa con APSC (ver Apartado 9.1, Tablas 9.2, 9.5 y
9.7).
Se observo´ con anterioridad que APSC tiene dificultad para obtener
mejor resultado que otros algoritmos en el dominio Wisconsin, y se
achaco´ a la mayor dimensio´n del espacio de bu´squeda. Observamos
que la utilizacio´n de una medida de proximidad distinta de la distancia
Eucl´ıdea en APSCd mejora el comportamiento del algoritmo en este
dominio (ver Apartado 9.1, Tabla 9.7). La diferente ponderacio´n de los
atributos contribuye por lo tanto a reducir el efecto de la dimensio´n
en este dominio.
Podemos deducir que existe un cierto compromiso entre el beneficio de
realizar la optimizacio´n de una medida de proximidad local y el de activar la
generacio´n de prototipos en APSC; sin embargo, cuando APSC es necesario
para alcanzar resultados realmente competitivos (Balance Scale), el proceso
de optimizacio´n no es suficiente como alternativa.
Existen formas de evitar que el algoritmo de optimizacio´n sea efectivo en
casos en los que haya un nu´mero elevado de prototipos; para ello puede usar-
se un proceso evolutivo que optimice la matriz de la funcio´n de proximidad
so´lo para algunos prototipos. La caracterizacio´n de cua´les son susceptibles
de mejorar puede hacerse mediante una medida de sus caracter´ısticas de
clasificacio´n, o bien puede determinarse tambie´n por un me´todo evolutivo.
Cabe la posibilidad de disen˜ar un sistema coevolutivo que realice esta tarea,
como el modelo coevolutivo propuesto por [Gagnec and Parizeau, 2007].
En cuanto a la forma de ejecutar el algoritmo de optimizacio´n, se ha
optado por utilizarlo para refinar la solucio´n final. Planteamos inicialmente
la posibilidad de ejecutarlo durante la ejecucio´n del algoritmo (A)PSC; la
experimentacio´n preliminar realizada en este caso determino´ que, tal y como
esta´ definida, la optimizacio´n no mejoraba el comportamiento de APSC
sino que lo empeoraba. Se observaron los siguientes efectos al incluir la
optimizacio´n de proximidad en el curso de la ejecucio´n del algoritmo APSC:
129
Cap´ıtulo 7. PSC y APSC con Medida de Proximidad Local
En l´ıneas generales se detecto´ que dicha forma de ejecucio´n genera-
ba soluciones con un menor nu´mero de prototipos; es decir, cada vez
que se realizaba una fase de optimizacio´n de la funcio´n de proximidad,
algunos prototipos que formaban parte de la solucio´n quedaban descar-
tados. Esto llevaba al estancamiento del enjambre en peores soluciones
que las obtenidas por el algoritmo sin optimizacio´n de proximidad.
Por otro lado, el ca´lculo de la proximidad entre patrones y part´ıculas
con la medida optimizada es ma´s costoso que el ca´lculo con la distancia
Eucl´ıdea; ello incrementar´ıa notablemente el coste computacional de
una versio´n de PSC que usara la medida de proximidad durante toda
la ejecucio´n del algoritmo.
En tercer lugar, si la proximidad entre part´ıculas y prototipos no se mi-
de con la distancia Eucl´ıdea, cabr´ıa tambie´n analizar en que´ medida
deben resultar afectadas las relaciones de vecindad entre part´ıculas;
la distancia Eucl´ıdea se utiliza en otras partes del algoritmo, nota-
blemente en la seleccio´n de los vecinos que afectan el movimiento de
las part´ıculas. Deber´ıa usarse tambie´n una medida diferente para de-
terminar la part´ıcula “ma´s cercana” que ejerce influencia sobre una
part´ıcula dada.
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Tabla 7.2 Comparacio´n de PSCd con algoritmos basados en el vecino ma´s pro´ximo
(tabla superior) y resto de algoritmos (tabla inferior). El mejor resultado se marca en
negrita sobre gris. Los s´ımbolos indican el resultado del test de significacio´n: “+” indica
que PSC es mejor que el algoritmo indicado en la columna con α = 0.05; “++” PSC es
mejor con α = 0.01; el signo negativo indica que el algoritmo de la columna es mejor que
PSC.
PSCd IB
K
-1
IB
K
-3
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Q
E
N
P
C
E
N
P
C
d
Balance Scale 83.08 = ++ – – = – –
Bupa 67.67 ++ ++ ++ ++ ++
Diabetes 76.11 ++ ++ ++ ++ ++
Glass 74.23 ++ ++ ++ ++ ++
Iris 98.05 ++ ++ ++ ++ ++
Thyroid 97.29 = ++ ++ ++ ++
Wisconsin 96.76 ++ = ++ = +
Mejor 6 1 1 0 1 1
PSCd J
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S
Bal. Scale 83.08 ++ = – – – – – – +
Bupa 67.67 + ++ ++ ++ + ++
Diabetes 76.11 + ++ = = ++ ++ ++
Glass 74.23 = = ++ ++ ++ ++ ++
Iris 98.05 ++ ++ ++ ++ ++ ++ ++
Thyroid 97.29 ++ ++ = ++ = ++ ++
Wisconsin 96.76 ++ ++ ++ = ++ + ++
Mejor 6 1 1 3 2 1 0 0
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Tabla 7.3 Comparacio´n de APSCd con algoritmos basados en el vecino ma´s pro´ximo
(tabla superior) y resto de algoritmos (tabla inferior). El mejor resultado se marca en
negrita sobre gris. Los s´ımbolos indican el resultado del test de significacio´n: “+” indica
que PSC es mejor que el algoritmo indicado en la columna con α = 0.05; “++” PSC es
mejor con α = 0.01; el signo negativo indica que el algoritmo de la columna es mejor que
PSC.
APSCd IB
K
-1
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K
-3
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Q
E
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P
C
E
N
P
C
d
Balance Scale 85.43 ++ ++ = ++ – –
Bupa 67.46 ++ ++ ++ ++ ++
Diabetes 75.74 ++ ++ ++ ++ ++
Glass 76.61 ++ ++ ++ ++ ++
Iris 97.45 ++ ++ ++ ++ ++
Thyroid 96.79 = ++ ++ ++ ++
Wisconsin 96.95 ++ = ++ = ++
Mejor 6 1 1 0 1 1
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Bal. Scale 85.43 ++ ++ – – – – = ++ ++
Bupa 67.46 = + ++ ++ + ++ ++
Diabetes 75.74 = ++ = – + ++ ++
Glass 76.61 ++ ++ ++ ++ ++ ++ ++
Iris 97.45 ++ ++ ++ + ++ ++ ++
Thyroid 96.79 ++ ++ = ++ = ++ ++
Wisconsin 96.95 ++ ++ ++ = ++ ++ ++
Mejor 5 1 0 2 2 1 0 0
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Conclusiones y L´ıneas Futuras de
Investigacio´n
En este cap´ıtulo destacamos las conclusiones que se obtienen de la expe-
rimentacio´n realizada, as´ı como de la comparacio´n de las diversas variantes
del algoritmo entre s´ı y con otros algoritmos.
Tambie´n reflejamos las consecuencias que podemos extraer del trabajo
realizado en te´rminos generales. En algunas ocasiones nos referimos de forma
conjunta a las dos versiones PSC y APSC del algoritmo propuesto, para lo
cual utilizamos el te´rmino (A)PSC.
8.1 Conclusiones Teo´ricas
El Clasificador mediante Enjambre de Prototipos (A)PSC, representa
una nueva aproximacio´n para el problema de reemplazo de prototipos pa-
ra aplicaciones de clasificacio´n por prototipo ma´s pro´ximo. Se basa en un
principio de aprendizaje inductivo supervisado y se abordada con un algo-
ritmo de tipo metaheur´ıstico, basado en poblacio´n, y estoca´stico. El modelo
computacional en el que se inspiran es el del algoritmo de Optimizacio´n me-
diante Enjambre de Part´ıculas (PSO), si bien en nuestro caso la inspiracio´n
biolo´gica no ser´ıa tanto un modelo de bandada que busca un lugar o´ptimo
o una formacio´n ideal, sino un modelo de varias especies de individuos in-
dependientes que deben distribuirse para localizar y compartir los recursos
del entorno.
En algoritmos desarrollados en el campo de la reduccio´n de prototipos
(sea por seleccio´n o por reemplazo), es habitual centrar la medida de su
utilidad en la capacidad de representacio´n de un conjunto de patrones da-
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do. Corresponder´ıa en nuestro caso con la exactitud en la clasificacio´n del
conjunto de entrenamiento. Sin embargo, al orientar (A)PSC a la aplicacio´n
en el campo de la Clasificacio´n, hemos considerado que el criterio de evalua-
cio´n ma´s interesante lo constituye la capacidad de generalizacio´n, es decir,
la calidad de la prediccio´n que se realiza sobre patrones desconocidos.
Los algoritmos (A)PSC presentan algunas diferencias fundamentales con
la mayor´ıa de los algoritmos de reemplazo de prototipos ma´s habituales, que
detallamos a continuacio´n.
Por una parte, los algoritmos (A)PSC introducen un sesgo espec´ıfico en la
bu´squeda de dichos prototipos, ya que deliberadamente la enfocan hacia las
fronteras de decisio´n. Esta eleccio´n se considera que puede mejorar la calidad
del clasificador resultante en te´rminos de capacidad de generalizacio´n, ya que
los algoritmos que situ´an los prototipos en el centro de los agrupamientos
de patrones requieren mecanismos adicionales para representar fronteras de
decisio´n complejas.
Sabemos que existen me´todos anal´ıticos para determinar las fronteras de
decisio´n que corresponden a un conjunto de entrenamiento (ver 2.1.3). Sin
embargo, los algoritmos para dicho ca´lculo tienen una complejidad elevada,
que los hace impracticables en el caso de espacios de dimensio´n elevada. En el
contexto de la clasificacio´n, la dimensio´n del dominio (nu´mero de atributos)
hace inabordable el problema desde esta perspectiva, en una gran mayor´ıa
de las aplicaciones. Por este motivo resulta necesaria una aproximacio´n al
problema de tipo metaheur´ıstico.
En (A)PSC se parte de un modelo de enjambre de individuos (part´ıculas
que representan un prototipo cada una), y, de forma similar a la que ocurre
en un algoritmo evolutivo, se determina que las interacciones que dan lugar
al movimiento de los individuos se establecera´n u´nicamente entre dichos
individuos. La interaccio´n con el entorno (datos de entrenamiento) se realiza
u´nicamente a trave´s de la funcio´n de fitness que se pretende optimizar.
En ello se diferencia de me´todos de la familia de LVQ, que utilizan una
heur´ıstica de posicionamiento en la que intervienen tanto los prototipos como
los patrones. En estos me´todos existe una funcio´n impl´ıcita que la heur´ıstica
intenta optimizar, pero so´lo en algunos dicha funcio´n forma parte de la
definicio´n del algoritmo.
En el algoritmo (A)PSC, la calidad de los prototipos viene dada por
una funcio´n local que se puede variar: cabr´ıa usar una funcio´n que fijara
criterios de calidad diferentes , o incluso utilizar un enfoque multicriterio
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(optimizacio´n multiobjetivo).
En el estudio realizado con (A)PSC se ha definido una funcio´n de fit-
ness local jera´rquica, que proporciona buenos resultados en los problemas
analizados. Al ser local, se trata de una funcio´n multimodal, para la que
las part´ıculas buscan soluciones diferentes en las diversas regiones del espa-
cio. Para que dicha optimizacio´n local simulta´nea sea posible, las part´ıculas
esta´n conectadas entre s´ı mediante un vecindario dina´mico geogra´fico,
es decir, definido por su situacio´n en el espacio de bu´squeda, como se re-
quiere en las versiones multimodales de PSO. De esta forma, el enjambre se
divide y recombina en subenjambres, de forma dina´mica, en funcio´n de la
situacio´n de las part´ıculas del enjambre en cada iteracio´n del mismo.
Los Enjambres de Prototipos (A)PSC utilizan un codificacio´n de Michi-
gan (una part´ıcula codifica un solo prototipo) para representar las soluciones.
Ello tiene intere´s, respecto a aproximaciones tradicionales (Pittsburgh), ya
que reduce el espacio de bu´squeda. Sin embargo, tiene como consecuencia
que el valor de la funcio´n de fitness local de una part´ıcula cambia como
consecuencia de la posicio´n de las part´ıculas vecinas. Por lo tanto, el enjam-
bre busca optimizar una funcio´n multimodal dina´mica. En los casos de
estudio considerados, el conjunto de patrones que se utiliza para entrena-
miento no var´ıa con el tiempo; sin embargo, esta capacidad de optimizacio´n
dina´mica puede hacer al algoritmo aplicable en problemas de clasificacio´n
incremental, en los que el conjunto de patrones de entrenamiento var´ıa (nor-
malmente se incrementa) con el tiempo.
Por u´ltimo, se ha verificado la utilidad de an˜adir al sistema de reemplazo
de prototipos un mecanismo de adaptacio´n de la medida de proximidad. El
estudio realizado so´lo ha explorado una versio´n ba´sica de dicho mecanismo,
por lo que existe campo para mejoras futuras.
8.2 Conclusiones del Estudio Experimental
En este trabajo se han realizado estudios experimentales con las diferen-
tes variantes del algoritmo en un conjunto de dominios artificiales y reales.
Para todos los casos, se ha realizado una comparacio´n basada en tests de sig-
nificacio´n estad´ıstica que permiten evaluar la certeza en las comparaciones
de los resultados. Las conclusiones que detallamos a continuacio´n se basan
en dichas comparaciones y no en el estudio de casos aislados.
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8.2.1. Enfoque de Pittsburgh y Enfoque de Michigan
La primera comparacio´n que queremos realizar concierne a la utilizacio´n
de la versio´n de Pittsburgh. Si bien este enfoque se utiliza en otros traba-
jos [van der Merwe and Engelbrecht, 2003] [Falco et al., 2006], creemos que
dichos estudios se ven limitados por la creacio´n de un u´nico prototipo por
clase. En un algoritmo que intentara utilizar ma´s prototipos, la dimensio´n
del espacio de bu´squeda crecer´ıa y se har´ıan notorios los problemas de esca-
labilidad del enfoque de Pittsburgh.
Tambie´n es relevante el hecho de que la versio´n de Pittsburgh no permite
incorporar la adaptacio´n del nu´mero de part´ıculas (APSC) de forma natural,
puesto que en un algoritmo PSO esta´ndar la dimensio´n de la part´ıcula es
fija. Se ha comprobado que la estimacio´n inicial del nu´mero de prototipos del
problema es importante, y que la implementacio´n de un mecanismo simple
como el de APSC puede permitir al algoritmo corregir una estimacio´n inicial
equivocada.
El algoritmo PSC es capaz de generar conjuntos de prototipos bastante
reducidos que representan correctamente el dominio, en el sentido de que
obtiene porcentajes de e´xito similares o mejores a los que obtiene el algoritmo
ba´sico de vecino ma´s pro´ximo (1-NN). Ello se consigue adema´s con un coste
computacional reducido al compararlo con la versio´n de Pittsburgh, cuando
e´ste se mide en nu´mero de evaluaciones de la funcio´n de proximidad.
8.2.2. Efecto de la adaptacio´n de la poblacio´n
La versio´n de PSC con poblacio´n adaptativa (APSC) se ha introducido
con el fin de reducir la restriccio´n que supone la determinacio´n a priori del
nu´mero adecuado de prototipos conveniente para representar la solucio´n a
un problema dado. Ello se lleva cabo mediante el mecanismo de reproduccio´n
de part´ıculas propuesto en 3.4.1.
Segu´n los resultados obtenidos, este mecanismo nunca deteriora el com-
portamiento del algoritmo en te´rminos de porcentaje de e´xito, aunque s´ı en
te´rminos de coste computacional. Ahora bien, se ha demostrado que exis-
ten dominios para los que la reproduccio´n de part´ıculas es necesaria si se
estima de forma incorrecta la composicio´n de la poblacio´n inicial del enjam-
bre. En uno de los dominios (Balance Scale), el uso de APSC consigue que
el algoritmo sea competitivo, a pesar de no llegar a ser el mejor algoritmo
de los considerados. En otros dominios (Bupa, Diabetes, Glass, Iris y New
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Thyroid), APSC mejora PSC haciendo ma´s significativa la comparacio´n es-
tad´ıstica con el resultado de otros algoritmos.
Nuestra conclusio´n es que un mecanismo de reproduccio´n de part´ıculas
es de gran importancia para la versatilidad del algoritmo y su menor sensi-
bilidad al para´metro |Pc| (nu´mero de prototipos por clase). Sin este meca-
nismo, se comporta como un algoritmo de reemplazo cla´sico en el que debe
estimarse por anticipado, siendo sensible al mismo como se comprobo´ en el
Apartado 5.1.1.
Por otro lado, al realizar experimentacio´n no recogida en este trabajo,
referida al caso l´ımite (inicializacio´n con una part´ıcula), el algoritmo de
reproduccio´n genera una poblacio´n de part´ıculas insuficiente para ofrecer
un resultado tan competitivo. Creemos que la razo´n por la que no se llega
al mismo resultado es la necesidad de una inicializacio´n con un cierto grado
de diversidad. Dicha hipo´tesis deber´ıa ser confirmada en futuros estudios.
Por el momento, para obtener resultados satisfactorios es preciso realizar
una cierta estimacio´n inicial del nu´mero de part´ıculas/prototipos necesario
(|Pc|), y distribuir dicha poblacio´n inicial de forma aleatoria de forma que
se pueda cubrir una parte sustancial del espacio de bu´squeda.
8.2.3. Efecto de la optimizacio´n local de medida de proximi-
dad
La inclusio´n del algoritmo de optimizacio´n de la funcio´n de proximi-
dad debe considerarse de forma positiva en los casos en que el nu´mero de
prototipos de la solucio´n es suficientemente bajo. En e´stos, el proceso de op-
timizacio´n mejora el rendimiento de PSC y APSC al compararlo con otros
algoritmos.
Sin embargo, aparece la necesidad de un compromiso entre la utilizacio´n
de esta forma de optimizacio´n y la inclusio´n del mecanismo de reproduccio´n
de part´ıculas; a mayor nu´mero de prototipos en la solucio´n, peor funciona
el algoritmo de optimizacio´n.
El algoritmo de optimizacio´n de la funcio´n de proximidad propuesto
permite que mejore de forma importante la comparacio´n entre los algoritmos
PSC y APSC con algoritmos no basados en la regla del vecino ma´s pro´ximo.
Ello indica que este mecanismo permite reproducir caracter´ısticas de las
fronteras de decisio´n generadas por dichos algoritmos mediante la variacio´n
de la funcio´n de similitud que cada prototipo utiliza de forma local.
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Por otro lado, el coste computacional del enfoque utilizado no es des-
preciable, de forma que su inclusio´n deber´ıa considerarse en funcio´n de los
requisitos que puedan existir en este aspecto.
8.2.4. Caracter´ısticas de PSC y APSC comparados con otros
algoritmos
La experimentacio´n realizada ha permitido comparar (A)PSC con un
conjunto amplio de algoritmos, que utilizan diversos paradigmas de apren-
dizaje (ver Apartado 4.1).
Hemos observado que APSC es capaz de conservar y mejorar el resultado
de los algoritmos basados en el vecino ma´s pro´ximo en todos los dominios.
La excepcio´n es ENPCd, que puede dar mejores resultados en dominios que
requieren un nu´mero elevado de prototipos con respecto a los usados en la
inicializacio´n.
La ventaja de APSC con respecto a ENPCd en los dominios sencillos se
ve incrementada al an˜adir el mecanismo de optimizacio´n de la funcio´n de
proximidad (APSCd). Hemos de recordar que ENPCd utiliza un mecanismo
de ponderacio´n local de atributos para ajustar, en cada iteracio´n, la funcio´n
de distancia del prototipo a los patrones. En el caso de ENPCd el ca´lculo
de dicha funcio´n se realiza de forma anal´ıtica, no evolutiva. Ello permite
realizar dicho ajuste como parte de la evolucio´n del algoritmo, solucio´n que
por el momento hemos descartado para PSC.
Se ha observado tambie´n que APSC suele obtener resultados similares
a los que obtienen las RFBNN en los dominios considerados, si bien es
precisamente frente a RFBNN donde se obtiene mayor diferencia al incluir
la optimizacio´n de la funcio´n de proximidad en APSCd.
Por otra parte, el ana´lisis de tolerancia frente al ruido (ver Cap´ıtulo 6)
apunta a que (A)PSC tiene unas buenas caracter´ısticas en este sentido. Este
comportamiento es comu´n a los algoritmos de tipo evolutivo, ya que realizan
pocas suposiciones sobre la estructura de los datos que aprenden. En el caso
de (A)PSC, se ha verificado que el hecho de que no situ´e los prototipos en
el centro de los agrupamientos de patrones no resulta perjudicado frente a
algoritmos basados en la regla del vecino ma´s pro´ximo que s´ı lo hacen de
ese modo (como ENPC).
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8.2.5. Caracterizacio´n en funcio´n de los dominios
La caracterizacio´n de los problemas que resultan ma´s adecuados para
su resolucio´n mediante un algoritmo concreto es una labor compleja. Sin
embargo, la experimentacio´n realizada permite avanzar hipo´tesis que ayudan
a caracterizar (A)PSC en funcio´n de los dominios en los que su utilizacio´n
ser´ıa ma´s recomendable.
Por una parte, ofrece buenos resultados en los dominios Bupa, Iris y Thy-
roid. Estos son los que tienen el nu´mero ma´s reducido de atributos para un
nu´mero pequen˜o de clases. Por lo tanto, podemos suponer que el rendimien-
to de (A)PSC es mejor en dominios con menor nu´mero de atributos. Este
efecto es de esperar si consideramos que todos los algoritmos basados en la
regla del vecino ma´s pro´ximo son especialmente sensibles a la dimensio´n de
dicho espacio de atributos.
En segundo lugar, destacan los resultados en el dominio Glass. La di-
ferencia de este dominio con el resto es, por un lado, la existencia de un
nu´mero elevado de clases con una distribucio´n no equilibrada; y, por otro, el
nu´mero relativamente alto de atributos. Nuestra hipo´tesis es que estas carac-
ter´ısticas perjudican especialmente el comportamiento de otros algoritmos.
En algu´n caso, como es SMO, el algoritmo de referencia esta´ desarrollado
para problemas de dos clases y so´lo se extiende a multiclase mediante te´cni-
cas adicionales. Creemos que APSC resulta especialmente adecuado para
realizar la generacio´n simulta´nea de prototipos de varias clases.
Por u´ltimo, observamos que en los dominios Diabetes, Bupa y Wisconsin,
la utilizacio´n de la versio´n con optimizacio´n de la medida de proximidad en
APSCd mejora los resultados de APSC. Por lo tanto, podemos suponer que
en estos dominios la distancia Eucl´ıdea, aplicada sobre todos los atributos,
no es la medida o´ptima de proximidad. En el caso del dominio Wiscon-
sin, tambie´n la optimizacio´n de la medida de proximidad resulta u´til para
distanciar (A)PSCd de los algoritmos de referencia.
8.3 Aportacio´n a PSO
El esquema ba´sico de algoritmo de PSO con enfoque de Michigan puede
aplicarse en campos diferentes de la resolucio´n de problemas de clasificacio´n.
En te´rminos generales, podemos sugerir la aplicacio´n de la perspectiva de
Michigan para todo problema en el que la codificacio´n de los individuos
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debiera considerar la misma solucio´n a todas las permutaciones de una serie
de soluciones parciales.
En este sentido, cabr´ıa pensar en el desarrollo de una generalizacio´n del
Enjambre de Prototipos a un marco de Enjambre de Part´ıculas Generalizado
para resolucio´n de problemas de estas caracter´ısticas.
Algunos ejemplos de aplicacio´n que podr´ıan especificarse en te´rminos de
enjambres con enfoque Michigan son los siguientes:
Clasificacio´n mediante reglas de induccio´n para dominios con atributos
discretos. En este caso, cada part´ıcula representar´ıa una regla de induc-
cio´n. Ser´ıa interesante comparar el comportamiento de un Enjambre de
Part´ıculas estilo Michigan para codificar reglas con el comportamiento
de los Learning Classifier Systems (ver [Sigaud and Wilson, 2007]).
Para abordar este problema convendr´ıa desarrollar una versio´n dis-
creta de APSC; una posibilidad ser´ıa definir una codificacio´n en la
que la posicio´n de la part´ıcula estuviera constituida por un conjun-
to de longitud variable de cla´usulas (predicados), que constituyeran
la parte izquierda de una regla. El vecindario puede determinarse en
funcio´n de las superposiciones entre las diversas reglas, en te´rminos
del nu´mero de patrones clasificados por cada una. Sin llegar a este
extremo de desarrollo, se han realizado trabajos preliminares en este
sentido, utilizando una versio´n binaria del Enjambre de Prototipos,
en [Cervantes et al., 2005a] y [Cervantes et al., 2005b].
Resolucio´n del problema de bu´squeda de Co´digos de Correccio´n de
Errores (Error-Correcting Codes); para ello cada part´ıcula represen-
tar´ıa un co´digo y habr´ıa de definir un Enjambre Binario capaz de situar
las part´ıculas de forma que representasen cadenas de bits con ma´xima
dispersio´n en el espacio disponible.
Resolucio´n del problema Radio Network Design (RND). El problema
consiste en la distribucio´n de un conjunto de emisores de ciertas ca-
racter´ısticas de cobertura, de forma que atienda las necesidades de
comunicacio´n sobre una superficie dada. El problema es bidimensional
por naturaleza, pero de tipo combinatorio y no continuo, puesto que el
conjunto de localizaciones posibles para las antenas (edificios, puntos
elevados, etc.) es limitado. Por otro lado, la complejidad del mismo
puede incrementarse desde la consideracio´n de un conjunto de emiso-
res ide´nticos y de caracter´ısticas homoge´neas, hasta un problema en
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que cada emisor tiene caracter´ısticas y costes diferentes. Cada part´ıcu-
la del enjambre representar´ıa en este caso un emisor, y el espacio de
su movimiento ser´ıa discreto.
Resolucio´n de problemas de optimizacio´n multiobjetivo. Los algorit-
mos PSO para optimizacio´n multiobjetivo ya aplican un enfoque Mi-
chigan, en el sentido de que cada solucio´n encontrada es simplemente
un punto del frente de Pareto, mientras que la solucio´n al problema es
un conjunto de soluciones. Cada part´ıcula en estos algoritmos repre-
senta una sola solucio´n. El valor de fitness de cada part´ıcula depende
ba´sicamente de si se trata o no de una solucio´n no dominada.
La aportacio´n de PSC consistir´ıa en definir de forma expl´ıcita el ve-
cindario y la funcio´n local que se optimiza, que en general no depende
so´lo de la posicio´n, sino de la posicio´n del resto de las part´ıculas que
forman parte del enjambre. En el caso de las soluciones no dominadas,
puede existir un criterio de evaluacio´n que dependa de su situacio´n en
una regio´n ma´s o menos poblada del frente de Pareto; en el caso de
las part´ıculas cuya posicio´n es dominada por otras, cabr´ıa pensar que
se desea optimizar su proximidad al punto ma´s pro´ximo conocido del
frente de Pareto.
8.4 L´ıneas de Trabajo Futuras
En el Apartado 8.3 proponemos algunos trabajos encaminados a gene-
ralizar los principios que se han incluido en los algoritmos propuestos.
Por otro lado, existe la posibildad de mejorar los algoritmos de Enjambre
de Prototipos algunos de los cuales apuntamos en este Apartado.
En el aspecto de la definicio´n de los vecindarios, (A)PSC aplica una regla
que tiende a atraer entre s´ı las part´ıculas de distinta clase que son vecinos
sobre el grafo de Voronoi, y por la frontera entre sus regiones de Voronoi
forma parte de la frontera de decisio´n entre clases distintas; tambie´n procura
que se establezca una fuerza de repulsio´n entre part´ıculas de una misma clase
que son vecinos sobre el grafo de Voronoi, puesto que tienden a competir
por clasificar los mismos patrones
Esta definicio´n de vecindario no se genera de forma expl´ıcita. Si bien no
es deseable utilizar el algoritmo ca´lculo del grafo de Voronoi, existen algo-
ritmos como algunas versiones de LVQ, SOM o el Growing Neural Gas Net-
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work (GNGN, [Fritzke, 1995]), en los que se identifican de forma expl´ıcita los
prototipos que son candidatos a tener dicha relacio´n de vecindad. Para ello,
para cada patro´n se determina cua´l es el prototipo ma´s pro´ximo, y adema´s
el segundo prototipo en orden de proximidad. Estos dos prototipos compar-
ten una frontera que se situ´a en algu´n punto entre el patro´n y el segundo
vecino. En un enjambre que crease las relaciones de vecindario utilizando
este mecanismo, no so´lo se estar´ıan aprendiendo las posiciones o´ptimas, si-
no la topolog´ıa de los datos de entrenamiento. Proponemos utilizar dicha
informacio´n para construir de forma dina´mica los grafos de vecindad, tan-
to el utilizado para la atraccio´n como el utilizado para la repulsio´n entre
part´ıculas.
Otro aspecto que resulta interesante es la posibilidad de aplicacio´n de
te´cnicas de optimizacio´n multiobjetivo en la medida de la calidad de los
prototipos. Estas te´cnicas evaluar´ıan varias medidas sobre la regio´n local de
cada prototipo (sensitividad, especificidad, precisio´n, etc.) al comparar la
posicio´n actual con la mejor posicio´n de la part´ıcula que lo representa. Es
importante resaltar que las te´cnicas habituales para optimizacio´n multiobje-
tivo no son de aplicacio´n directa, puesto que debe considerarse que el frente
de Pareto para las funciones de fitness de cada part´ıcula es dina´mico. Por ello
habr´ıa que introducir de forma ma´s expl´ıcita ideas procedentes del campo
emergente de Optimizacio´n Dina´mica Multiobjetivo ( [Farina et al., 2004]).
El cara´cter dina´mico de la bu´squeda no se ha explorado en profundidad.
En sistemas de optimizacio´n dina´mica cabe introducir un elemento predic-
tivo [Hatzakis and Wallace, 2006], que gu´ıe la bu´squeda en funcio´n de la
evolucio´n histo´rica, pero no necesariamente (como ahora ocurre) hacia la
mejor situacio´n histo´rica. La memoria de cada part´ıcula podr´ıa utilizarse de
forma un poco ma´s elaborada de forma que se incorpore a su movimiento.
En cuanto al mecanismo de adaptacio´n de la poblacio´n, como se indico´ en
el Apartado 3.4.1, inicialmente se realizo´ experimentacio´n con un mecanismo
de destruccio´n dina´mica de part´ıculas. El mecanismo fue descartado al veri-
ficar que con frecuencia reduc´ıa la diversidad del enjambre, y exig´ıa adema´s
la inclusio´n de nuevos para´metros. Sin embargo, esperamos que la inclusio´n
con un mecanismo de este tipo se pueda realizar con cierta facilidad.
La te´cnica de optimizacio´n de la medida de proximidad podr´ıa integrarse
de formas alternativas en la evolucio´n del algoritmo, como se describe en el
Apartado 7.2. Ser´ıa de intere´s continuar el trabajo en las siguientes l´ıneas:
Uso de te´cnicas de optimizacio´n que permitan mejorar el resultado
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en dominios con ma´s prototipos. El algoritmo utilizado no obtiene
buenas soluciones, probablemente debido a la dimensio´n del espacio de
bu´squeda, al optimizar la funcio´n de proximidad en ciertos dominios.
Cabr´ıa intentar desarrollar algoritmos de optimizacio´n ma´s eficientes,
capaces de tratar estos problemas.
Otra alternativa ser´ıa la incorporacio´n de la evolucio´n de las medidas
locales de proximidad a la evolucio´n del algoritmo (A)PSC. Esta incor-
poracio´n podr´ıa ser de tipo coevolutivo [Gagnec and Parizeau, 2007],
bien en l´ınea con el algoritmo principal, incorporando la medida de
proximidad en la informacio´n de la part´ıcula y calcula´ndola (como
en [Fernandez and Isasi, 2008]) o hacie´ndola evolucionar mediante ope-
radores espec´ıficos.
Se podr´ıa combinar el algoritmo de optimizacio´n (a posteriori) o de
coevolucio´n (durante la ejecucio´n del algoritmo PSO) con alguna heur´ısti-
ca que determine que´ prototipos requieren una medida de proximidad
distinta de la que usan en el momento del ca´lculo. De este modo,
se podr´ıa limitar el ca´lculo a algunos prototipos, reduciendo el coste
computacional de cualquier solucio´n adoptada. Igualmente, si so´lo al-
gunos prototipos utilizan una medida de proximidad no Eucl´ıdea, no
se incrementar´ıa el coste computacional de la clasificacio´n durante el
entrenamiento del enjambre.
143
9
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9.1 Tablas Comparativas por Dominios
En esta seccio´n incluimos los resultados obtenidos al realizar tests es-
tad´ısticos de comparacio´n entre las diversas versiones presentadas de PSC
y los algoritmos utilizados en las secciones anteriores, dominio a dominio.
En estas tablas, los signos “+” y “++” indican que el algoritmo en la fila
mejora el resultado del algoritmo en la columna. En el primer caso, el test
de significacio´n es va´lido con un nivel de certeza del 95%, mientras que en el
segundo, el nivel de certeza es del 99%. Si el signo es negativo, el algoritmo
de dicha fila tiene un resultado significativamente peor que el algoritmo de
la columna.
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Tabla 9.1 Balance Scale: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.2 Bupa: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.3 Diabetes: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.4 Glass: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.5 Iris: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.6 New Thyroid: Comparacio´n estad´ıstica entre algoritmos
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Tabla 9.7 Wisconsin: Comparacio´n estad´ıstica entre algoritmos
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9.2 Resumen de Resultados
La Tabla 9.8 contiene un resumen de los resultados de la experimentacio´n
realizada con todos los algoritmos, sobre los dominios reales (datos UCI).
Se muestra el porcentaje medio de e´xito sobre los datos de validacio´n, para
diez experimentos con validacio´n cruzada.
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Tabla 9.8 Resumen de Resultados. Porcentaje de e´xito sobre datos de validacio´n, para
todos los dominios y algoritmos
B
al
an
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Sc
al
e
B
up
a
D
ia
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et
es
G
la
ss
Ir
is
N
ew
T
hy
ro
id
W
is
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in
PSC 82.59 64.76 74.25 74.23 96.70 95.90 96.50
APSC 85.64 65.25 75.05 76.70 96.89 96.28 96.51
PSCd 83.08 67.67 76.11 74.23 98.05 97.29 96.76
APSCd 85.43 67.45 75.74 76.61 97.45 96.79 96.95
IBK-1 82.42 62.22 70.40 69.07 95.40 96.93 95.37
IBK-3 80.26 62.48 73.89 69.05 95.20 94.31 96.54
LVQ 85.10 62.18 74.26 62.56 95.60 91.03 95.88
ENPC 82.66 59.41 68.42 68.48 95.33 94.81 96.86
ENPCd 87.00 64.15 73.54 64.24 95.07 94.81 96.20
J48 77.82 66.01 74.68 73.61 94.73 92.62 94.59
PART 83.17 63.08 73.04 73.32 94.20 94.52 94.61
N. Bayes 90.53 55.63 75.70 46.23 95.33 96.79 96.07
SMO 87.62 57.95 76.93 57.81 96.27 89.30 96.74
RBFNN 86.25 65.09 74.38 65.45 96.00 96.41 96.08
GAssist 81.81 63.21 73.72 61.81 94.13 92.04 96.03
FRBCS 78.22 58.42 68.47 53.33 94.06 85.14 95.40
Promedio 83.73 62.81 73.66 66.67 95.65 94.06 96.07
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