Abstract-Automated blood vessel segmentation plays an important role in the diagnosis and treatment of various cardiovascular and ophthalmologic diseases. In this paper, a novel unsupervised segmentation algorithm is proposed to extract blood vessels from fundus images. At first, an enhanced vessel image is generated by morphological reconstruction, and then divided into three parts: preliminary vessel regions, background regions and undetermined regions. Secondly, a list of region features of blood vessels are defined and used to remove the noise regions in preliminary vessel regions and extract the skeletons of blood vessels. An intermediate vessel image is obtained by combing the denoised preliminary vessel regions with vessel skeletons. After that, a novel hierarchical growth algorithm, namely HGA, is proposed to label each pixel in undetermined regions as vessel or not in an incremental way, which takes the advantage of color and spatial information from the intermediate vessel image and background regions. Finally, postprocessing is performed to remove the nonvessel regions. The proposed algorithm has low computational complexity and outperforms many other state-ofart supervised and unsupervised methods in terms of accuracy. It achieves a vessel segmentation accuracy of 96.0%, 95.8% and 95.1% in an average time of 10.72s, 15.74s and 50.71s on images from three publicly available retinal image datasets DRIVE, STARE, and CHASE DB1, respectively.
I. INTRODUCTION
R ETINAL blood vessels generally show a coarse to fine centrifugal distribution and appear as a wire mesh-like structure or tree-like structure. Their morphological features, such as length, width and branching, play an important role in diagnosis, screening, early detection and treatment of various cardiovascular and ophthalmologic diseases such as stroke, vein occlusions, diabetes and arteriosclerosis [1] . The analysis of the relationship between the change in morphological features of retinal blood vessels can trigger timely detection and optimal treatment while a disease is still in the early stage. Besides implementation of screening programs, the analysis of retinal blood vessels can assist in evaluation of foveal avascular region detection [2] , retinopathy of prematurity [3] , the relationship between vessel tortuosity and hypertensive retinopathy [4] , arteriolar narrowing [5] , computer-assisted laser surgery [1] , retinal image registration [6] , mosaic synthesis [7] , and biometric identification [8] . Since cardiovascular and ophthalmologic diseases have a serious impact on Zhun Fan, Jiewei Lu and Wenji Li are with the Department Electrical Information Engineering, Shantou University, Shantou, GuangDong (email: fzfan, 12jwlu1@stu.edu.cn) human's life, the analysis of retinal blood vessels becomes more and more important, and is of great significance in many clinical applications to reveal important information of systemic diseases and support diagnosis and treatment. Thus the requirement of vessel analysis system grows rapidly in which the segmentation of retinal blood vessels is the first and the most crucial step.
The segmentation of retinal blood vessels has been a heavily researched area in recent years [9] . Broadly speaking, all of existing algorithms can be divided into supervised and unsupervised methods. In supervised methods, a lof of different features are extracted from fundus images, and applied to train the effective classifiers with the purpose of extracting retinal blood vessels. Marin et al. [10] constructs a 7-D vector composed of gray-level and moment invariants-based features, and then trains a neural network (NN) for pixel classification. In [11] , Ricci et al. applies line operators and support vector machine (SVM) to classify each pixel in fundus images. Staal et al. [12] extracts 27 features for each image pixel with ridge profiles, and performs feature selection by using sequential forward selection method to pick those pixels who result in better segmentation performance by a K-Nearest Neighbor (KNN) classifier. Soares et al. [13] introduces a featurebased Bayesian classifier with Gaussian mixtures for vessel segmentation, which uses the intensity information and Gabor wavelet transform responses to build a 7-D feature vector for each pixel. In [14] , 31 features are computed by multiscale Gaussian filters and used to train a KNN classifier to assign a label to each pixel as vessel or not. Fraz et al. [15] utilizes an ensemble system of decision trees and uses a feature vector which includes the orientation analysis of gradient vector field, morphological transformation, line strength measures, and Gabor filter responses. In unsupervised methods, the approaches try to find inherent properties of retinal blood vessels, which can be applied to distinguish vessel pixels from retinal images. The unsupervised methods can be further divided into matched filtering, vessel tracking, mathematical morphology, multiscale approaches and model based methods [9] . The matched filtering method described by [16] employs different threshold probes to extract blood vessels from matched filter response images. In [17] , the methodology based on vessel tracking applies a wave propagation and traceback mechanism to label each pixel the likelihood of belonging to vessels in angiography images. The mathematical morphology with the extraction of vessel centerlines [18] , or curvature evaluation [19] , is also developed to find the morphological characteristics of arXiv:1701.00892v1 [cs.CV] 4 Jan 2017 retinal blood vessels. The multiscale approach introduced by [20] develops a vessel enhancement filter with the analysis of multiscale second order local structure of an image (Hessian), and obtains a vesselness measure on the eigenvalues evaluation of the Hessian. For model based methods, they generally use vessel profile models [21] , parametric deformable models [22] , and geometric deformable models [23] for blood vessel segmentation.
The performance of the supervised vessel segmentation algorithms depends on the quality of the training data and the design of effective features while most unsupervised blood vessel segmentation methods have high computational complexity. Most importantly, these methods don't make full use of the determined information (determined vessel information and background information), and estimate the undetermined regions by using the information from the determined vessel regions and determined background regions. In order to take full advantage of the determined information, a novel unsupervised algorithm is proposed for blood vessel segmentation. This algorithm divides the image into determined regions (vessel regions and background regions) and undetermined regions, and tries to distinguish vessel pixels from the undetermined regions by using HGA. Moreover, the proposed algorithm extract the vessel regions and background regions firstly, which leads to significant reductions on the pixel classification of the fundus image. Thus the computational time is decrease dramatically. The proposed method is evaluate on three public available datasets, which have been widely used by other researchers to develop their own algorithms and compare with other methods. The vessel segmentation performance demonstrates the effectiveness of the proposed vessel segmentation algorithm.
The rest of this paper is structured as follows: Section II details the proposed methodology. Section III introduces the public available datasets and the commonly used evaluation metrics. Section IV presents the experimental results. In Section V, the discussion and conclusion are given.
II. METHODOLOGY
The proposed algorithm is inspired by image matting [24] - [26] , which refers to the problem of accurately extracting the foreground from an image. Image matting is often implemented with a user-specified trimap [24] , which separates the image into three parts: a foreground image, a background image and an undetermined image, respectively. The existing matting methods try to estimate the undetermined image with the foreground image and the background image.
Inspired by the basic idea of image matting, the proposed vessel segmentation algorithm is performed in two stages. In the first stage, at first, an enhanced vessel image is generated by morphological reconstruction, and then divided into three parts: preliminary vessel regions, background regions and undetermined regions. Secondly, a list of region features of blood vessels are defined and used to remove the noise regions in preliminary vessel regions. Also region features are applied to extract vessel skeletons from another enhanced vessel image, which is generated by the isotropic undecimated wavelet transform [27] . An intermediate vessel image is obtained by combing the denoised preliminary vessel regions with vessel skeletons. In the second stage, a novel hierarchical growth algorithm (namely HGA) is proposed to classify undetermined pixels in the undetermined image. HGA labels each pixel in undetermined regions as vessel or not in an incremental way by using color and spatial information from the intermediate vessel image and background regions. Finally, postprocessing is applied to remove the nonvessel regions. The process of the proposed algorithm is shown in Fig.1 .
A. Stage 1
In stage 1, the main goal is to obtain undetermined regions, determined vessel regions and background regions. This stage consists of three following steps: 1) image division, 2) noise region removal and 3) vessel skeleton extraction.
1) Image Division: Before performing image division, since color fundus images often show poor contrast between vessels and background [10] , morphological reconstruction is applied to reduce this imperfection and generate images more suitable for image division.
For each fundus image, the green channel f g is extracted at first [28] . Then f g scaled in [0,1] is processed by an adaptive median filter with the purpose of removing the occasional saltand-pepper noise. The median filter starts at size 3-by-3 and iterates up to size 7-by-7. Next, the complement image f g c of the processed green channel image is subjected to contrast enhancement by morphological reconstruction [15] :
The morphological top-hat transformation is given in Equation (1), where I θ th represents the top-hat transformed image, S e is a structuring element for morphological opening •, and θ specifies the angle (in degrees) of the structuring element. The structuring element is of 1-pixel width and 21-pixels length, which approximately fits the diameter of the biggest vessels in the retinal images [15] . Since the morphological top-hat transformation transformation given in Equation (1) can only brighten blood vessels in one direction, the sum of top-hat transformation I θ th along each direction is performed in order to enhance the whole vessel image. The sum of top-hat transformation is depicted in Equation (2), where I e1 represents the enhanced vessel image, "A" is the set of angles of the structuring element and defined as {x|0 < x < π & x mod (π/12) = 0}.
For each enhanced vessel image I e1 , in order to make full use of the useful vessel information and background information, I e1 is divided into three parts: preliminary vessel regions P V R, background regions BR and undetermined regions U R by two fixed thresholds th1, th2 = th1 − 0.15.
An example of image division using an image from DRIVE dataset [12] is shown in Fig.2 . 2) Noise Region Removal: A list of region features of blood vessels are defined and used to remove the noise regions in preliminary vessel regions. These region features characterize the morphological properties of blood vessels and are suitable to be applied for blood vessel segmentation.
• Area is the actual number of pixels in each connected region.
• Extent is the ratio of pixels in the connected region to pixels in the total bounding box. Extent reflects the extensibility of the connected region. Generally blood vessels perform well on extensibility. Bounding Box specifies the smallest rectangle containing the region.
• VRatio is the ratio of width and length of the bounding box. The values of VRation of blood vessels are generally larger than nonvessels.
• ConvexArea specifies the number of pixels in convex hull. Convex Hull specifies the smallest convex polygon that can contain the connected region.
• Solidity is the proportion of pixels in the convex hull that are also in the connected region. Solidity is calculated as Area/ConvexArea and used to describe the solidity of blood vessels. For preliminary vessel regions, the regions with a 1 ≤ Area V I ≤ a 2 are extracted at first (V 1 ). a1 and a2 are computed as f i × 2 and f i × 8,where f i is the internal factor and calculated as d ×
is approximately the diameter of the biggest vessels in fundus images, h and w are the height and width of the fundus image. Then connected regions in V 1 with Extent ≤ e1 && V Ratio ≤ r && Solidity ≥ s are abandoned. In addition, there may be some facula noise regions in preliminary vessel regions, which appear as facula structure and are obviously brighter than other regions. In order to remove those facula noise regions, at first, the candidate facula regions are extracted from f g (mapped into [0,1]) with a threshold 0.55, then a detection factor is defined.
where m f is the mean intensity of candidate facula regions in f g, m r is the mean intensity of remaining regions in f g, s f is the standard deviation of candidate facula regions in f g. If f d = 1, the candidate facula regions are treated as background regions and removed from preliminary vessel regions; If f d = 0, the candidate facula regions are treated as vessel regions. V 2 represents the denoised preliminary vessel regions.
3) Vessel Skeleton Extraction: Vessel skeletons are extracted with the purpose of improving the algorithm's ability of detecting vessel pixels in undetermined regions and providing more useful information for vessel segmentation. Since the enhanced vessel image I e1 couldn't reflect the connected and extended properties of blood vessels completely, it is difficult to extract a lot of available vessel skeletons from I e1 , and hence, the isotropic undecimated wavelet transform [27] is employed to generate another vessel enhanced image, which is more suitable for vessel skeleton extraction. The isotropic undecimated wavelet transform (IUWT) is a powerful wavelet transform. It has been applied for vessel segmentation and shows good performance. Applied to a signal c 0 = f g, scaling coefficients are computed by convolution with a filter h 
Reconstruction of the original signal from all wavelet coefficients and the final set of scaling coefficients is straightforward, and requires only addition. After the computation of n wavelet levels
For retinal blood vessel segmentation, wavelet scales:2-3 are selected according to [27] .
After performing the isotropic undecimated wavelet transform, a binary image T is obtained by global thresholding the enhanced vessel image I e2 for pixels greater than 0.003. For image T , the connected regions are divided into three parts according to the Area feature of each connected region:
and a 4 are computed as f i × 2.5 and f i × 35. In T 3, the regions with Extent < e2 are preserved while the regions in T 1 are abandoned. Then the connected regions in T 2 whose Extent is larger than e 2 and V Ratio is less than r are abandoned. T S represents the saved image. Skeleton extraction [29] is performed in order to obtain the skeletons of blood vessels S from T S. Fig.2 gives an example of vessel skeleton extraction using the same image from DRIVE dataset. The algorithm consists of two main steps.
Step 1 Initialization: Separate undetermined pixels in U R into different hierarchies.
Step 2 Hierarchy Update: Assign new labels to pixels in each hierarchy.
The pseudocode of hierarchical growth algorithm is given in Algorithm 1, and the details are given as follows. In addition, an example of hierarchical growth algorithm is shown in Fig.3 .
a) Obtain image Φ by combing IV , BR and U R, and calculate the number of undetermined pixels
is the closest Chebyshev distance between the i th undetermined pixel and the closest vessel pixel in IV . d) Cluster the undetermined pixels in U R by the closest Chebyshev distances D, and denote them as an hierarchical order set {u|u j i = j, j = 1, . . . , m, i = 1, . . . , n j }, where m is the number of distance hierarchies, n j is the number of undetermined pixels in the j th distance hierarchy.
Step 2: Hierarchy Update th undetermined pixel in U R, its Chebyshev distances with all vessel pixels are calculated at first. Then the closest Chebyshev distance is chosen for the i th undetermined pixel. After that, undetermined pixels are separated into different hierarchy according to the closest Chebyshev distances. The undetermined pixels in low hierarchy mean that they are close to blood vessels; The undetermined pixels in high hierarchy mean that they are far away from blood vessels;
Correlation Function: In step 2 of the algorithm, given an undetermined pixel u 
where c u Since it is possible that a false labeled pixel occasionally well explains the undetermined pixel's color, a spatial cost function ξ s is further defined: Our final correlation function ξ is a combination of the color fitness and the spatial distance:
where ω is a weight to trade off the color fitness and spatial distance. ω is set as 0.5 in our experiment. Intuitively, a small ξ indicates that the labeled pixel have a close correlation with the undetermined pixel and can well explain the undetermined pixel.
Hierarchy Update: After defining the correlation function, in each hierarchy, the correlation functions between each undetermined pixel and its neighboring labeled pixels (vessel pixels and background pixels) included in a 9 × 9 grid are computed. Then the pixel label with the closest correlation is assigned to the undetermined pixel. After updating all undetermined pixels in one hierarchy, these pixels are added to the preliminary image Φ, which has important effect on the update of the next hierarchy. The proposed method works from the first hierarchy to the last hierarchy, which is just as blood vessels begining to grow from the preliminary determined vessel regions to the distant vessel regions.
2) Postprocessing: Since it still exists some nonvessel regions in IV , it appears that the final estimated vessel image will include some nonvessel regions. In order to remove these nonvessel regions, the connected regions with Area < (f i × 35) && Extent > e 2 && V Ratio < r in the final estimated vessel image are abandoned.
III. DATASETS AND EVALUATION METRICS
In this section, three publicly available datasets are introduced at first. These datasets have been used by a lot of researchers to develop their own vessel segmentation algorithms. Then the widely used evaluation metrics are presented, which are utilized in our experiment and for comparison with other state-of-art methods.
A. Datasets
DRIVE [12] consists of 40 fundus images obtained from a screening program in the Netherlands. These images are captured by a Canon CR5 non-mydriatic 3-CCD camera at 45
• field of view (FOV), and the size of each image is of 584 × 565 pixels. The DRIVE dataset is divided into two sets: a training set (DRIVE Training) and a test set (DRIVE Test) each containing 20 fundus images. The test set is annotated by two independent human observers. The test set is segmented twice, resulting in a set X and Y. In set X 12.7% pixels are marked as vessels while in set Y 12.3% are annotated as vessels.
STARE [16] consists of 20 fundus images. These images are captured by a TopCon TRV-50 fundus camera at 35
• FOV, and the size of each image is of 605 × 700 pixels. Ten images contain pathology while ten images are normal. The STARE dataset is annotated by two independent observers. The first observer (O 1 ) annotates 10.4% pixels as vessels while the second observer (O 2 ) segments 14.9% vessel pixels.
CHASE DB1 [30] consists of 28 fundus images acquired from multiethnic school children. These images are captured by a hand-held Nidek NM-200-D fundus camera at 30
• FOV, and the size of each image is of 960 × 999 pixels. The CHASE DB1 is segmented by two independent human observers (O 1 and O 2 ).
B. Evaluation Metrics
In the process of retinal vessel segmentation, each pixel is classified as vessels or background, thereby resulting four events: two correct classifications and two incorrect classifications, which are defined in Table I . In order to evaluate the performance of the vessel segmentation algorithms, three commonly used metrics are applied in terms of pixels.
Sensitivity (Se) reflects the algorithm's ability of detecting vessel pixels while Specificity (Sp) is a measure of effectiveness in identifying background pixels. Accuracy (Acc) is a global measure of classification performance. The performance of the vessel segmentation method is also measured by the area under a receiver operating characteristic (ROC) curve (AU C). The conventional AU C is calculated from a number of operating points, and normally used to evaluate the balanced data classification problem. However, in practice the researchers need to select an operating point to compare their models with other methods, and most importantly, blood vessel segmentation is an unbalanced data classification problem, in which there are much fewer vessel pixels than the background pixels. In order to evaluate the performance of blood vessel segmentation properly, AU C = (Se + Sp)/2 proposed by Hong et al. [31] is applied to indicate the overall performance of blood vessel segmentation, which is suitable to describe the overall performance of imbalanced data classification problem and specifically for the case in which when only one operating point is used.
In addition, an useful overlap evaluation metrics, kappa coefficient (κ) [32] is applied in our experiment to describe the agreement between the result of the vessel segmentation approach and the ground truth:
where p o is the observed percentage of agreement (the percentage of targets rated the same by all raters) and p c is the percent agreement that would occur by chance alone. The range of kappa coefficient is from 0 (no agreement) to 1 (perfect agreement). Generally κ > 0.7 indicates excellent agreement [33] . In the meantime, the segmentation time required per image in seconds for implementing the proposed segmentation algorithm in MATLAB on a Laptop with Intel Core i7 processor, 2.5GHz and 8GB RAM is recorded.
IV. EXPERIMENTS AND RESULTS
In this section, experiments are performed with the purpose of evaluating the proposed vessel segmentation algorithm. The parameters setting are presented at first, followed by comparing our method with other supervised and unsupervised methods. Since most prior works analyze the segmentation performance of the algorithms with manual segmentations from set X in the DRIVE dataset and the manual segmnetations from the first observer in the STARE dataset, the segmentations of set X are used as the ground truth for the DRIVE dataset, and for the STARE dataset, the segmentations of the first observer are used as the ground truth. For the CHASE DB1 dataset, the manual annotations of the first human observer are utilized as the ground truth.
A. Parameters Setting
For reproduction purpose, all parameters of the proposed algorithm are shown as follows: th1 = 0.35, e 1 = 0.35, r = 2.2, s = 0.53, e 2 = 0. 25 . In order to demonstrate the insensitivity of these parameters, the variations in mean Acc by varying th1, e1, r, s and e 2 are given in Fig.4.(a), (b) , (c), (d) and (e). For the parameter r, the proposed method can achieve a high segmentation accuracy as s varies in [2, 6] . From the above observation, it can be known that the parameters are insensitivity to the variations, and can be applied in our approach properly.
B. The segmentation performance
The segmentation performance on three public available datasets is given in Table I with the purpose of evaluating the proposed algorithm. From Table I , the proposed algorithm can achieve more than 95% segmentation accuracy on the DRIVE, STARE and CHASE DB1 datasets, and the highest accuracy score is achieved in the DRIVE dataset. Furthermore, the κ value can reach more than 0.7 on the DRIVE and STARE datasets, which indicates the excellent performance of the proposed algorithm.
In order to further emphasize the effectiveness and efficiency of the proposed method, the segmentation performance and computational complexity of the proposed algorithm compared with other state-of-art methods on the DRIVE and STARE datasets is given in Table II . The κ is not included in Table II since it is not provided by other methods. From Table  II , it can observed that for the DRIVE dataset, the accuracy of the proposed model are the highest among all existing methods with Acc = 0.960, Se = 0.735 and Sp = 0.981. Sp = 0.981 is only 0.006 lower than the method [38] . However, the Se value of the proposed method is 0.091 higher than that of [38] . Similarly, on the STARE dataset, the proposed model obtains the best performance in terms of accuracy, sensitivity and specificity. Acc = 0.958 and Se = 0.789 are the highest among the supervised and unsupervised methods. Also the proposed method outperforms other methods on the STARE dataset in terms of AU C. Moreover, the computational efficiency is very competitive in comparison with the existing methods.
V. CONCLUSION AND DISCUSSION
In this paper, a novel unsupervised segmentation algorithm is proposed to extract blood vessels from the fundus images. By analyzing the existing methods, it can be found that most of segmentation approaches don't make full use of the determined vessel information and background information in the fundus images. In order to take the advantage of vessel information and background information, the proposed algorithm divides the enhanced vessel image into preliminary vessel regions, background regions and undetermined regions. Then region features of blood vessels are defined and used to perform noise region removal and vessel skeleton extraction. These region features characterize the morphological properties of blood vessels and are suitable for vessel segmentation. In order to classify the undetermined pixels in undetermined regions, HGA is proposed to label the undetermined pixels as vessel or background. HGA is inspired the extended and connected properties of blood vessels. It separates the undetermined pixels into different hierarchies according to the distance between the undetermined pixel and the closest vessel pixel. Then HGA update the undetermined pixels in an incremental way.
The proposed method is inspired by image matting. Image matting is a complicated and challenging problem. It aims to accurately extract a foreground from an image. Most of image matting models are based on a user-specified trimap, which consists of foreground regions, background regions and undetermined regions. In essence, matting models make use of the priori knowledge (foreground knowledge and background knowledge) to estimate the undetermined regions, which can not be classify easily. Similarly, in a fundus image, a few vessel regions and background regions can be extracted easily without complicated extraction methods. Thus, the useful information from vessel regions and background regions can be applied to classify the pixels which are difficult to be classified correctly, which is the basic idea of the proposed method. In addition, by dividing the fundus image into vessel regions, background regions and undetermined regions, the computational complexity is decreased since the number of pixels which need to be classified properly is reduced.
The proposed algorithm is very efficient and effective in blood vessel segmentation. It achieves a segmentation accuracy in three public available datasets with an of 96.0%, 95.8% and 95.1% in an average time of 10.72s, 15.74s and 50.71s on three public datasets, respectively. The proposed segmentation algorithm has a low computational time and outperforms other segmentation approaches. Future works will focus on the combination of the proposed algorithm and the screening analysis system, and improving the algorithm by extracting more useful vessel information and background information and using these information properly.
