ABSTRACT Preference relations are generally used to cope with multi-attribute group decision making (MAGDM), which express the experts' preference information through pairwise comparisons. To make decision rationale, one of the vital issues related to preference relations is how to make the preference information logical. The logicality level of preference information is usually described by the consistency of preference relation. Thus, developing methods to check and improve the consistency of preference relations is necessary and significant. In this paper, we give a general description of multiplicative transitivity property for fuzzy preference relation (FPR). Then, based on the new multiplicative transitivity function which can repair some counterintuitive cases of the traditional one, we define the stably multiplicative consistency, the stably mean multiplicative consistency (SMMC), and the acceptable SMMC for interval-valued hesitant FPR (IVHFPR). Additionally, several algorithms are developed to improve the SMMC of IVHFPR. A practical example concerning the respiratory illness diagnosis is given to demonstrate the applicability of IVHFPR with SMMC.
I. INTRODUCTION
Multi-attribute group decision making (MAGDM) can be described as the process of calculating the ranking result of several alternatives Al = {A 1 , A 2 , · · · , A K } with respect to a set of attributes At = {a 1 , a 2 , · · · , a M }, based on a group of experts' evaluation information. This is a model abstracted from people's daily activities. For example, people pick their products from alternatives in shopping mall and online shops according to the introduction and evaluation information. Overviewing the decision process, we generally need to work at three phases: (i) gather the preference information of alternatives, (ii) deal with the illogical information, (iii) make decision based on the information given in steps (i) and (ii). In the series of phases, due to the multiple The associate editor coordinating the review of this manuscript and approving it for publication was Francisco J. Garcia-Penalvo.
alternatives, attributes and information sources, uncertainty is inescapable. For instance, in step (ii), the initial preference information available to us may not be consistent, which means information distortion or people's conflicts of opinions. The lack of consistency in preference evaluation often leads to illogical and inconsistent conclusions. So, before the preference relations are used to make decision, the consistency of them should be guaranteed. In this paper, we focus on discussing the multiplicative consistency of interval-valued hesitant fuzzy preference relation (IVHFPR) from a new perspective of multiplicative transitivity property of fuzzy preference relation (FPR).
Interval-valued hesitant fuzzy set (IVHFS) [1] is developed from fuzzy set [2] . Fuzzy set has been proven as a power tool to evaluate the quality information and its effect has been widely recognized and used in various practical applications, such as clustering analysis [3] , pattern VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ recognition [4] , and medical diagnosis [5] . Due to different application situations, the original fuzzy set (FS) [2] has been extended into different forms, such as intuitionistic fuzzy set (IFS) [6] , interval-valued fuzzy set (IVFS) [7] , hesitant fuzzy set (HFS) [8] , etc. Different forms of fuzzy sets have different advantages in describing the experts' evaluation information. The IFS adds non-membership description in the FS and allows neutrality to improve the performance of description. The IVFS and the HFS, whose membership degrees are a set of possible values, can interpret people's hesitancy and indetermination more deeply. In 2013, Chen et al. [1] introduced the IVHFS to combine the advantages of the IVFS and the HFS. Since the IVHFS is the extension of the IVFS and the HFS, all the concepts and approaches related to the IVHFS can be applied to the IVFS and the HFS. In this paper, we use the IVHFS to express the experts' preference information, and then the conclusions are also valid for the IVFS and the HFS.
Preference information is generally expressed by preference relation matrix, which is the most comfortable way to represent the experts' preferences through pair-wise comparisons over alternatives. Along with the application of FSs, different preference relations, such as intuitionistic fuzzy preference relation [9] - [11] , interval-valued fuzzy preference relation [12] , [13] , and hesitant fuzzy preference relation [14] , have attracted great attention from the researchers. According to the relationship of internal elements of preference matrix, preference relations can be roughly categorized into the FPR [9] - [11] and the multiplicative preference relation (MPR) [12] . Whatever for the FPR or the MPR, estimating the missing information [15] and improving the consistency [16] - [18] are essential issues. Considering that the researches on multiplicative consistency of the IVHFPR are rare, in this paper, we aim to investigate the methods of improving the multiplicative consistency of the IVHFPR.
Consistency is a way to measure the logic degree of the experts' preference information. Generally, there are two types of consistencies, which are defined based on the additive transitivity [19] and the multiplicative transitivity [17] , respectively. For the additive consistency and the multiplicative consistency, according to the strong or weak transitivity, they both can be divided into the strong consistency and the weak consistency [20] . We call the preference relation weakly consistent [20] if it can only maintain the addition or multiplication transitivity, but not match the preference degrees. If the preference relation maintains the property and degree transitivity, it is strongly consistent [20] . In other words, the consistency of preference relation contains transitivity property and transitivity degree. In this paper, we study the multiplicative consistency of the IVHFPR. Based on the analysis of multiplicative transitivity functions, we present the generalized description of multiplicative transitivity property of the FPR. Then we establish the stably mean multiplicative consistency (SMMC) definition of the IVHFPR, and construct algorithms to check and improve the SMMC for the IVHFPR. The multiplicative consistency of preference relation was originally introduced by Saaty [21] in 1980, whose core defining technique is a ij = a ik ·a kj (refer to Def. 2). The subsequent researches on multiplicative consistency for preference relations were based on this equation [20] , [22] . However, the variations [20] , [22] are not sufficient but only imperative for a ij = a ik · a kj . Then, when we apply this equation to the FPR, the transitivity results are counterintuitive when the individual opinions are the same. In Fig. 1 , we show the transmitted results by a ij = a ik · a kj (which can be seen as z = x · y), when there are two same individual preference values.
Given an IVHFPR R µ = µ ij n×n (refer to Def. 2.12), we know that µ ik and µ kj are interval-valued hesitant fuzzy numbers that express the expert's preference information. If µ ik = µ kj = [0.5, 0.5], then there are no preferences between the alternatives A i and A k , A k and A j . Thus, the expert's opinion to A i and A j should be neutrality. But the result calculated by µ ij = µ ik · µ kj (refer to Def. 2) is 0.25, which expresses that A i is inferior to A j . It is obviously counterintuitive. Besides, the reactive results calculated by a ij = a ik · a kj with the same individual preferences are always less than the individual ones, which is too pessimistic. Inspired by this, we present a new multiplicative transitivity function to enrich the multiplicative transitivity concepts of the FPR. Additionally, we can directly apply the new multiplicative transitivity function to the FPR without having to work through the variations such as [20] , [22] . By using the new multiplicative transitivity function, we define the SMMC of the IVHFPR, which is better to avoid some counterintuitive cases of a ij = a ik · a kj with a ik = a kj = 0.5.
Additionally, we find that the multiplicative consistent FPRs defined in Refs. [20] - [22] will change if we keep to calculate their corresponding multiplicative consistent ones. Interestingly, the changes will disappear if we exert the multiplicative consistency definitions on themselves a few times. According to the change rules, we define the stably multiplicative consistency of FPR in this paper. Based on this concept, we present the SMMC and the IVHFPR with acceptable SMMC.
Besides, as matters stand with the algorithms to improve the multiplicative consistency of FPRs, much work has been done for intuitionistic FPR (IFPR) [9] - [11] , interval-valued FPR (IVFPR) [12] , [13] , and hesitant FPR (HFPR) [14] , et al. While the related researches for the IVHFPR were rare. Comparing the multiplicative consistency repairing algorithms for the IFPR, the IVFPR, and the HFPR, some of them adjusted consistency by interactive ways [10] , while few of them repaired the inconsistent preference information by mathematical formulas [23] . In the automatic repairing algorithms on multiplicative consistency of FPR, how to assign the correction factors to make the algorithms convergent is really a challenge [23] . Due to the fact that the related algorithms to improve multiplicative consistency for the IVHFPR were rare, we construct several algorithms to monotonically improve the SMMC of IVHFPR.
With all the mentioned above, our main work in this paper is as follows:
For the FPR, we give a new multiplicative transitivity function for repairing some counterintuitive cases of the traditional ones in Refs. [20] - [22] . Thus, we can directly apply the new multiplicative transitivity function to the FPR without having to work through the variations such as the ones in Refs. [20] , [22] . We give the generalized definition of multiplicative transitivity property for the FPR. Based on the change rules of multiplicative transitivity, the stably multiplicative consistency of FPR are defined. We define the SMMC and the acceptable SMMC for the IVHFPR. Then several algorithms without correction factors are constructed to monotonically improve the IVHFPR with unacceptable SMMC. The rest of this paper is organized as follows: Some necessary preliminaries are reviewed in Section 2. The new definitions on multiplicative transitivity functions and SMMC are presented in Section 3. Several algorithms of checking and improving the SMMC of the IVHFPR are also described in this section. Section 4 presents a numerical case study of respiratory illness diagnosis to demonstrate the application of IVHFPR with SMMC. Section 5 concludes this paper.
II. PRELIMINARIES
In this section, we introduce some concepts related to the multiplicative consistency of the FPR, the HFPR, and the IVHFPR.
A. THE MULTIPLICATIVE CONSISTENCIES FOR THE FPR AND THE HFPR
Definition 1 [21] : Let A = a ij n×n be a pair-wise matrix with n criteria (n ≥ 3), then we call A multiplicative preference relation if a ii = 1, a ij > 0 and a ij =
Definition 2 [21] : Let A = a ij n×n be a multiplicative preference relation. We call A a multiplicative consistent if the condition a ij = a ik ·a kj is satisfied for all i, k, j = 1, 2, · · · , n.
In Refs. [20] , [22] , respectively. Definition 3 [17] : Let X = {x 1 , x 2 , · · · , x n } be a fixed set, then we call H = h ij n×n ⊆ X × X a hesitant fuzzy preference relation (HFPR) H on X if h ii = {0.5}, h σ (t) ij + h σ l h ij −t+1 ji = 1 and l h ij = l h ji for all i and j, where h σ (t) ij , t = 1, 2, · · · , l h ij is a hesitant fuzzy element. Definition 4 [17] : Let H = h ij n×n be an HFPR. Then H is multiplicative consistent if
ik and h σ (t) kj are the t-th smallest values in h ik and h kj , respectively, and t = 1, 2, · · · , L with L being the number of elements in h ij .
Definition 5 [17] : Let H be as before. Then we call H = h ij n×n the perfect multiplicative consistent HFPR of H , wherē
ik and h
kj are the t-th smallest values inh ij , h ik and h kj , respectively, and t = 1, 2, · · · , L with L being the number of elements in h ij .
Definition 6 [17] : Let H andH be as before. Then H is an acceptable multiplicative consistent HFPR if d(H ,H ) < r, where r is the consistency threshold and d(H ,H ) is the distance measure between H andH , which can be calculated by the hesitant normalized Hamming distance:
or the hesitant normalized Euclidean distance:
where r h and r e are the consistency indices calculated by the hesitant normalized Hamming distance [17] and the hesitant normalized Euclidean distance [17] , respectively.
B. THE METHODS TO MEASURE THE CONSISTENCY LEVEL OF THE FPR AND HFPR
Definition 7 [21] : The pair-wise comparison matrix A can pass the consistency test, if the consistency ratio C.R. = C.I . R.I . < 0.1, where the consistency index C.I . = λ max −n n−1 , and R.I . is the average random index, λ max is the maximum eigenvalue of the matrix A, the parameter n is the order of A.
Definition 8 [23] : Let H be as before. The new consistency indices, when the consistency level is 20%, are listed in Table 1 . As we know, the difference between FPRs is their construction elements, where each element in HFPRs has several values. Therefore, the consistency indices for the HPR are not only related by the order but also the number of elements in each HFE. Based on this point, the rationality of the values of consistency indices in Table 1 is only used to suggest a consistency threshold in the new proposed algorithms. We do not discuss the accuracy of the values in it.
C. THE ALGORITHM TO CHECK AND REPAIR THE MULTIPLICATIVE CONSISTENCY OF THE HFPR
Let H andH be as before. Then we can check and repair the multiplicative consistency of H by the following algorithm.
Algorithm 1 [17] :
Step 1. Suppose that p is the number of iterations, δ is the step size (for convenience, ξ = pδ is called the correction factor and 0 < ξ < 1), r is the consistency threshold. Let p = 1, and then we construct the perfect multiplicative consistent HFPRH of Step 3. Repair the inconsistent multiplicative HFPR H (p) to H
by the following formula:
where h
are the t-th smallest val-
and p = p + 1, then go to Step 2.
Step 4. Output H (p) , and end this algorithm.
D. SOME RELATED CONCEPTS OF IVHFPR Definition 9 [1] :
2 contains all the possible interval-valued membership degrees on the element x i to a set, and [0, 1] 2 is the set of all closed subintervals of [0, 1].
For convenience, Chen and Xu [1] denoted
where
Definition 11 [1] : Let X be as before. An IVHFPR on X is a matrix R µ = µ ij n×n ⊆ X × X , where µ ij (i, j = 1, 2, · · · , n) are the normalized IVHFEs with the conditions that inf µ
The elements in µ ij are arranged in ascending order, and µ σ (τ ) ij is the σ (τ ) − th element in µ ij .
III. THE STABLY MULTIPLICATIVE CONSISTENCY OF THE FPR AND THE SMMC OF IVHFPR
In this section, after investigating the multiplicative transitivity function in Def. 2, we give a new multiplicative transitivity function. Based on this, we define the stably multiplicative consistency, the SMMC and the acceptable SMMC for the IVHFPR. Then, several algorithms are constructed to check and improve the SMMC of the IVHFPR.
Considering that IVHFPRs need to be normalized before we studying their SMMC, here we briefly introduce several normalization principles of the IVHFPR [1] . Given an IVHFPR R µ = µ ij n×n , we can follow the maximum (optimism) and minimum (pessimism) regulations [1] when µ ij needs to add the interval value(s). Without loss of generality, we use the maximum principle to normalize IVHFPRs in the next discussion.
A. THE MULTIPLICATIVE TRANSITIVITY PROPERTY OF THE FPR
As explained in the introduction, the multiplicative transitivity includes transmitting the preferences and reacting the degrees of the preferences. In the process of transitivity, the preference values may be enlarged or reduced. For example, when most people prefer to a product among several alternative ones, we are likely to choose the same one with more confidence on it. While when most people blame an alternative, we naturally lose even more confidences in it. So we give the generalized multiplicative consistency for the FPR to extend the scope of its applications.
Definition 12: Let X and R be as before. We call R multiplicative consistent by the ordered function array (f (·) , g (·)), if the following conditions are satisfied:
In Eq. (3.1), r ij equals to the product of f (r ik ) and g r kj . So we call r ij follows multiplicative transitivity property by the ordered function array (f (·) , g (·)) on the ordered preference array r ik , r kj . The values of f (·) and g (·) describe the transitivity degree of preferences. For example, if f (r ik ) = r ik , then we understand that the function f (·) maintains the preference degree of r ik . But if f (r ik ) > r ik , then we hold that f (·) amplifies the preference of r ik in the process of multiplicative transitivity. For example, if the transmitters are strong in suggestibility, they are likely to expand the effect of information. Similarity, if f (r ik ) < r ik , then it shows that f (·) narrows down the preference of r ik in the process of multiplicative transitivity. The purpose of g (·) is similar to the one of f (·). Sometimes, we need to control the values of f (·) and g (·). For example, if there are the preconceived notions in psychology, we should make f (·) bigger than g (·) in Eq. (3.1) for the ordered comparisons.
Especially, when f (·) = g (·), Eq. (3.1) reduces to
Obviously, if f r ij = r ij in Eq. (3.2), then we get the traditional multiplicative consistency condition r ij = r ik · r kj introduced in Def. 2. Thus, Def. 2 can be seen as the special case of Def. 12.
Considering that f (r ik ) = r ik and g r kj = r kj can be used in Eq. (3.1), there are some natural questions: what the forms of f (·) and g (·) could be? Are there functions except f r ij = r ij that can be used in Def. 12? Next, we give a new multiplicative transitivity function that can be used in Eq. (3.1). a new multiplicative consistency condition as follows:
Thus, we can visually compare the performances between Def. 2 and Eq. (3.3), as demonstrated by the threedimensional images in Fig. 2 .
From Fig. 2 , we find that when r ik = r kj , the results calculated by Eq. (3.3) are fluctuant around the equal individual opinion. The transmitted result of Eq. (3.3) can keep neutrality when there are two neutrality opinions. If r ik = r kj > 0.5, then we get r ij > r ik and r ij > r kj . This case can be interpreted as that the optimistic people show more positive preferences when they are in positive information circumstance. The trend of curve in this case indicates the marginal decreasing effect. When (≈ 0.113) < r ik = r kj < 0.5 where (≈ 0.113) indicates that the value is rounded but not the exact one, we get r ij < r ik and r ij < r kj . Similarly, we can understand this situation as that the pessimistic people show more pessimistic preferences when they are in the pessimistic information circumstance, just as the marginal decreasing effect. Particularly, there is a piece of cure of
2 above r ik · r kj when r ik = r kj < (≈ 0.113), which represents that people usually change the normal pattern of preference regulars within the exceedingly harsh situation.
Besides, it is easy to prove that the transformed FPR by Eq. (3.3) is an FPR according to the definition of the function F. We do not cover this issue here. VOLUME 7, 2019 After discussing the multiplicative transitivity function in Def. 12, we describe the activity rules for applying Eq. (3.1) to the FPR. Definition 14: Let X , R, and F r ik , r kj be as before. Based on the multiplicative transitivity function presented in Def. 12, we get R µF , as shown at the top of the next page.
Since R µF 3 = R µF 4 , we know R µF 3 is the stably multiplicative consistent IVHFPR.
Based on the work of this section, we research the SMMC of IVHFPR in the next subsection.
B. THE SMMC OF THE IVHFPR
In this section, we define the stably multiplicative consistency, SMMC and acceptable SMMC for the IVHFPR.
Definition 16: Let X be as before and R µ = µ ij n×n be an IVHFPR on X , where µ
are the σ -th smallest elements of µ ij , µ ik , and µ kj , respectively. Then we call R µ stably multiplicative consistent if F R µ = R µ , where (3.4) and (3.5) , as shown at the top of the next page, and L µ ij is the number of elements in µ ij . From Eq. (3.4) and Eq. (3.5), we know that the preferences µ ik and µ kj should be calculated for µ ij for any i < k < j,
We can see that these conditions are hard to be satisfied for the IVHFPRs that are originally given from practical situations. Indeed, we do not need to reach the stably multiplicative consistency with the highest level in most cases. Relaxing the conditions of Def. 16, we can get the SMMC of the IVHFPR.
Definition 17: Let R µ be as before. Then we call R µ stably mean multiplicative consistent (SMMC) if F R µ = R µ , where (3.6) and (3.7), as shown at the top of the page 8. and L µ ij is the number of elements in µ ij .
In Def. 17, the multiplicative transitivity results are calculated based on the arithmetic mean of preferences. So it can be used to deal with the incomplete preference information case of the IVHFPR. With the ordered preference array µ ik , µ kj , where 1 ≤ i < k < j ≤ n, j−i ≥ 2, Def. 17 needs at least one of them to calculate the result, but does not need all of them. This activity can be used to estimate the missing preference information of the IVHFPR. Considering that this issue is far away from the topic of this paper, we do not expend the argumentation about it. Next, based on Def. 17, we define the acceptable SMMC of the IVHFPR.
Definition 18: Let R µ be as before andṘ µ = μ ij n×n be the corresponding IVHFPR with SMMC. Then R µ is an IVHFPR with acceptable SMMC if d(R µ ,Ṙ µ ) < l, where l is the consistency threshold and d(R µ ,Ṙ µ ) is the distance measure between R µ andṘ µ , which can be calculated by using the hesitant normalized Hamming distance d h [23] as: 
9).
Proof: Let According to the definitions of Hamming distance and Euclidean distance, Theorem 22 is easy to be proven. We do not show the details here.
Example 23: Let R µ be an IVHFPR (3.12) as shown at the bottom of the next page.
In order to judge the SMMC of R µ , we calculate the multiplicative transitivity IVHFPR by Eq. (3.6) and Eq. (3.7). Eq (3.13) and (3.14) , as shown at the top of page 9.
Since R µF 3 = F R µF 2 = R µF 2 , then R µF 2 is the SMMC preference relation of R µ , namelyṘ µ . By Eq. (3.8), we can calculate that the distance between R µ andṘ µ is d h (R µ ,Ṙ µ ) ≈ 0.1836, and the distance between R µF andṘ µ is d h (R µF ,Ṙ µ ) ≈ 0.0448. Referring to Table 1 , we know that the consistency threshold of a four-order IVHFPR is l = 0.054. Then, according to Def. 18, we know that R µ is an IVHFPR with unacceptable SMMC, and R µF is an IVHFPR with acceptable SMMC. As described above, an IVHFPR with the highest level SMMC may be not necessary for some application situations.
We usually require an advisable IVHFPR with an acceptable SMMC like the R µF in Example 23. Hence, it is significant to construct the approach for improving an IVHFPR with unacceptable SMMC into an IVHFPR with acceptable SMMC.
C. SEVERAL ALGORITHMS FOR IMPROVING THE SMMC OF THE IVHFPR
Considering that the process of calculating the distance between IVHFPRs based on Def. 20 is similar to the one based on Def. Step 3. Repair R
µ , where F is the multiplicative transitivity function presented in Def. 2, then go to Step 4.
Step 4. Let R
µ and s = s + 1, then go to Step 2.
Step 5. Output R (s) µ and end the algorithm. Since Example 23 can be used as the illustration of Algorithm 3.1, we do not show more examples for Algorithm 3.1 here. Referring to Def. 14, any FPR can be improved to the corresponding FPR with stably multiplicative consistent one by using Algorithm 3.1. In the iterations of Algorithm 3.1, there are no parameter to control the step sizes of iterations. Next, we establish Algorithm 3.2 to improve the SMMC of the IVHFPR, in which the iterations can be controlled by step sizes. Step 2. Calculate the distance between R µ ,Ṙ µ < l, then go to Step 4; otherwise, go to Step 3.
Step 3. Repair R Step 4. Output R (s) and end the algorithm. In Algorithm 3.2, we monotonically improve the SMMC of the IVHFPR R µ . The parameter s in Eq. (3.15) and Eq. (3.16) is used to control the step sizes of iterations. The convergence of Algorithm 3.2 is described as Theorem 24. Through the proving process of Theorem 24, we can know that the step sizes of iterations in Algorithm 3.2 are decreasing. After the proof of Theorem 24, we give the minimal number of iterations to complete Algorithm 3.2.
Theorem 24: Let R µ andṘ µ be as before. If we denote the repaired IVHFPR of R µ through s iterations by Algorithm 3.2 as R 
Step 1. For any element µ ij in the IVHFPR R µ . We construct a function sequence µ 
We can calculate that μ
ρ s is an infinitesimal with s → +∞. We denote
as the symbol • (ρ s ). Then • (ρ s ) expresses the higher order infinitely smalls of ρ s .
In conclusion, when j − i > 1, we prove the convergence of the sequence µ (s) ij , s = 0, 1, 2, · · · . The result can be described as: there always is a positive integer N , ∀s ≥ N , µ
(ii) When i − j > 1, we can get the same convergence of µ (s) ij , s = 0, 1, 2, · · · . The proving process is similar to the case (i), so, we omit it here.
(iii) When 0 ≤ |i − j| ≤ 1, μ
It is obvious that the sequence µ 
Therefore, ∀ε > 0, there always is a positive integer We complete the proof of Step 2 for Theorem 24.
Step 3. We now prove lim
where 0 < θ 1 , θ 2 < 1.
In the same way of Step 2, we can prove:
(1)∀ε > 0, there always is a positive integer N , ∀s ≥ N ,
(2)∀ε > 0, there always is a positive integer N , ∀s ≥ N ,
To sum up, the repaired IVHFPRs gradually approximate to the SMMC IVHFPRṘ µ based on the original IVHFPR R µ . This completes the proof of Theorem 24.
Referring to the means of • (ρ s ), we know that the step sizes of iterations in Algorithm 3.2 are decreasing. Additionally, in the proving process of Theorem 24, there is a positive integer number N , such as the one of results (1) and (2) in Step 3. Let ε be the threshold of acceptable consistency level of the IVHFPR R µ , then N is the minimal number of iterations to complete Algorithm 3.2.
Example 25: Let R µ be the IVHFPR presented by Eq. (3.12). According to the result of Example 23, R µ is an IVHFPR with unacceptable SMMC. In this example, we improve it into the acceptable one by Algorithms 3.2.
Step 1. Input R µ (Eq. (3.12) ). Let l = 0.054 be the consistency threshold (refer to Def. 8), and s be the number of iterations. Set the initial value of s equals to zero, namely R (0) µ = R µ . The matrixṘ µ (Eq. (3.14)) is the corresponding SMMC IVHFPR. Go to the next step.
Step 2. Based on Eq.
Step 3. Repair R to R
µ =R (0) µ = μ ij n×n by the following sub-steps:
Sub-Step 1: Repair the element(s) µ ij intoμ ij when j − i > 1, by:
where ∂f (ϕ,ψ) ∂ϕ 
. Eq.R, as shown at the top of the next page.
Sub-step 3. Let R
µ =R µ and s = s + 1, then go to Step 2.
Step 2. Obtain d h R (1) µ ,Ṙ µ = 0.0049 < l = 0.054. Go to
Step 4.
Step 4. Output R (1) µ and end the algorithm. In Example 25, we get an IVHFPR with acceptable SMMC by Algorithm 3.2, which is different from the one obtained in Example 23.
Although Algorithm 3.2 can improve the SMMC of the IVHFPR, the low-speed of convergence is a flaw that should not be neglected. Therefore, we give Algorithm 3.3 to repair the low-speed of convergence in Algorithm 3.2.
Algorithm 3.3.
Step 1. Input the original IVHFPR R µ = µ ij n×n . Let l be the consistency threshold, s be the number of iterations, λ s be the step size of the s-th iteration, where λ s = 1, 2, · · · . Let the initial value of s equal to 0, i.e., R (0) µ = R µ . Then, we calculate the corresponding SMMC IVHFPRṘ µ = μ ij n×n . Go to the next step.
Step 2. Calculate the distance between R µ ,Ṙ µ < l, then go to Step 4; otherwise, go to the next step.
Step 3. Repair R
by the following sub-steps:
Sub-step 1. Repair the element(s) µ (s) ij intoμ (s) ij when j−i > 1, i, j = 1, 2, · · · , n, by using the following formulas (3.25) , as shown at the top of the next page, and (3.26) , as shown at the top of the next page, where (3.27) and (3.28) , as shown at the top of the next page, f (ϕ, ψ) = f (ϕ) · g (ψ) is the multiplicative transitivity function presented in Def. 17; µ 
Go to the next step. Table 2 .
From Table 2 
IV. NUMERICAL EXAMPLE AND COMPARISON ANALYSIS
In this section, we give an illustration of medical diagnosis to demonstrate the application of SMMC improving methods.
A. ILLUSTRATION OF PATTERN RECOGNITION APPLIED TO MEDICAL DIAGNOSIS
In 2015, President Barack Obama proposed a project that ''precision medicine initiative''. Suddenly, ''precision medicine'', which is developed from ''personalized medicine'', has been concerned by all of the world. By definition, ''precision medicine initiative'' includes precision checking, precision diagnosis, and precision treatment. Up to now, ''precision medicine'' has shown good performance in some clinical cancer cases.
For ''precision checking'', medical images, which can show the 3D image of human histology, has been a power tool in aiding surgeon to diagnose, plan and simulate surgical. For example, electrocardiogram and electroencephalogram are the common technologies in people' health examination. Considering the complex and abundant information of medical images, computer technology is developed in this issue to help diagnosis, such as image segmentation [3] , [24] , image denoising [25] , [26] , privacy preserving [27] , [28] , and semantic retrieval [29] . While limited by the related algorithms and diagnosis meteorological, the clinical diagnoses still are determined by doctors. But doctors will think about the outputs of computers to improve the objectivity and accuracy of diagnoses.
For ''precision diagnosis'', pattern recognition is a tool that has been developing rapidly in recent decades, which is an important branch of artificial intelligence. In daily life, people usually identify text, figures, language, facial expressions, gestures and positions through sense organs. When a person feels a pattern, they link the current sensory information to his/her past experiences, general concepts and clues, to make inductive reasoning and judgment. Due to the fuzziness and uncertainty of objective reality, the classical identification approaches were not suitable the objective requirements increasingly. Fuzzy recognition is a new way developed based on fuzzy sets and fuzzy theory. For that the fuzzy sets result in good performances of dealing with qualitative information, fuzzy recognition can emulate the experts' reasoning processes more deeply and extensively. With the development of computer and artificial intelligence, fuzzy recognition has been widely used in medicine diagnosis increasingly. When doctors' evaluation information is inputted into fuzzy recognition system, there should be a process of dealing with the conflicting preference information. Now we use respiratory illness diagnoses as an example to illustrate the application of IVHFPRs with SMMC. Suppose that there are two groups of doctors D = {D 1 , D 2 } form different hospitals to make diagnoses together for a patient. The possible diseases are denoted as AL = {lung cancer, emphysema, pneumonia, chronic bronchitis}. Considering the different expressing habits, we give the preference information of D 1 in the IVHFPR, and the preference information of D 2 in the HFPR R µ1 and R µ2 , as shown at the top of this page.
The corresponding SMMC FPRs calculated by Def. 17 arė R µ1 andṘ µ2 , as shown at the top of this page.
Based on Def. 18, we get the distances d R µ1 ,Ṙ µ1 ≈ 0.0802 > 0.054 and d R µ2 ,Ṙ µ2 ≈ 0.0832 > 0.054. Then R µ1 and R µ2 are IVHFPRs with SMMC.
By Algorithm 3.1, we getR µ1 andR µ2 , as shown at the top of the next page.
Because d R µ1 ,Ṙ µ1 ≈ 0.0089 < 0.054 and d R µ2 ,Ṙ µ2 ≈ 0.0071 < 0.054, we can make decision based onR µ1 andR µ2 .
V. CONCLUSIONS
In this paper, we have given a new multiplicative transitivity function to repair some counterintuitive cases of Def. 2. This activity can enrich the application of FPR in practical problems, especially when there are unavoidable psychological factors. But not only that, we can directly apply the new multiplicative transitivity function to the FPR without having to work through the variations such as [20] , [22] .
Considering the generality of new multiplicative transitivity function and the traditional one, we have generalized the definition of multiplicative transitivity property for the FPR. Then the stably multiplicative consistency of FPR and the SMMC, the acceptable SMMC of IVHFPR have been defined.
Besides, several algorithms to check and improve the IVHFPR with unacceptable SMMC have been constructed. In these algorithms, there are no correction factor as that in Algorithm 1, which can avoid the trouble of determining it. For calculations, 
