Our study empirically investigates the relationship between constructedresponse (CR) and multiple-choice (MC) questions using a unique data set compiled from several years of university introductory economics classes. We conclude that CR and MC questions do not measure the same thing. Our main contribution is that we show that CR questions contain independent information that is related to student learning. Specifically, we find that the component of CR scores that cannot be explained by MC responses is positively and significantly related to (i) performance on a subsequent exam in the same economics course, and (ii) academic performance in other courses. Further, we present evidence that CR questions provide information that could not be obtained by expanding the set of MC questions. A final contribution of our study is that we demonstrate that empirical approaches that rely on factor analyses or Walstad-Becker (1994)-type regressions are unreliable in the following sense: It is possible for these empirical procedures to lead to the conclusion that CR and MC questions measure the same thing, even when the underlying data contain strong, contrary evidence.
I. INTRODUCTION
University principles of economics courses often have enrollments of several hundred students or more. Instructors of these courses face a potential tradeoff when designing tests: On the one hand, constructed-response (CR) questions are thought to assess important learning outcomes that are not well-addressed by multiple-choice (MC) questions. On the other hand, constructed-response questions are much more costly to grade. In addition, the marking of CR questions is less reliable due to the subjective nature of the questions.
Ideally, one would weigh the respective benefits and costs of CR and MC questions to decide the optimal mix of each to employ. However, this is a difficult task, especially given the subjective nature of "benefits."
1 Perhaps because of this, much attention has focused on the question, "Do CR and MC questions measure the same thing?" If this question could be answered in the affirmative, it would mean there was no "tradeoff," and one could eliminate CR questions. In fact, a number of influential studies claim to demonstrate this result. The implications of this have been well-understood:
The educational measurement literature suggests that multiple-choice questions measure essentially the same thing as do constructed-response questions. Given the higher reliability and lower cost of a multiple-choice test, a good case can be made for omitting constructed-response questions from a test containing both multiple-choice and constructed-response questions because they contribute little or no new information about student achievement (Kennedy and Walstad, 1997, page 359) .
Previous research has taken different approaches to this question. Bennett, Rock, and Wang (1991) and Thissen, Wainer, and Wang (1994) employ factor analysis. Walstad and Becker (1994) regress AP composite scores on MC scores. Kennedy and Walstad (1997) simulate grade distributions using different test formats. Each of these has its own notion of what it means to "measure the same thing," and none attempts to reconcile their approach to those of others.
Our study proposes its own approach to this question. We investigate whether CR scores are "predictable" from MC scores. If a student's performance on the CR component of a test can be perfectly, or near-perfectly, predicted by their performance on the MC component, we could easily conclude that the two components "measure the same thing."
Not surprisingly, we find that the regression of CR scores on MC scores leaves a substantial residual. The first innovation of our study is that we are able to demonstrate that this residual is empirically linked to student achievement. Since the residual represents the component of CR scores that cannot be explained by MC scores, and since it is significantly correlated with learning outcomes, we infer that CR questions contain "new information about student achievement" and therefore do not measure the same thing as MC questions.
The preceding analysis demonstrates CR questions provide extra information not contained in the existing set of MC questions. But do they contain information beyond what could be provided by an all-MC assessment? It is the latter question that is salient for those contemplating a switch from a composite assessment to one consisting of all MC questions. The second innovation of our study is that we exploit the panel nature of our data to construct a quasi-counterfactual experiment. We show that combining one CR and one MC component always predicts student achievement better than combining two MC components.
The final section of our study explores explanations for why our research obtains results that are at variance with many previous studies. We are able to replicate the key findings of a number of these studies. This suggests that our different results are not driven by differences in the data, but by differences in empirical methodologies. We conclude with recommendations for future research.
II. DATA
Our analysis uses data compiled over a six-year period (2002) (2003) (2004) (2005) (2006) (2007) There are two features which make our data set unique. First, we have repeated observations on the same student for a given course. This allows us to test whether CR scores on the term test provide "new information" that can be used to predict student achievement on the final exam. Second, we have information about the student's achievement in other courses. This allows us to test whether CR scores in an economics course provide "new information" about student achievement outside the class.
The two key variables in our study are student scores on the CR and MC components of their term tests/final exams. These are calculated as percentages out of total possible scores. Panel A of FIGURE 1 reports a histogram and statistical summary for the full sample of CR scores. The average score is 52.53, and there is evidence of clumping as a result of the way in which the percentage scores are calculated. The lower panel of FIGURE 1 provides a similar report for the MC scores in our study. These are characterized by a higher mean (68.38) and smaller spread.
Also noteworthy in FIGURE 1 is that the distribution of test scores is constrained to lie between 0 and 100. Amongst other problems, this will cause the errors associated with a linear regression specification to be heteroscedastic. We address this problem in two ways. First, we use OLS but estimate the standard errors using the heteroscedasticrobust White procedure. OLS has the advantage of facilitating interpretation of the coefficient estimates. Accordingly, these are the results we report in our paper.
However, we also estimated the key regressions using the more statistically appropriate fractional logit procedure. The results were virtually identical.
4 If we had an alternative measure of student learning, we could take the residuals from the regressions in TABLE 2 and test if they were independent predictors of academic achievement. If the residuals were unrelated to student learning, say were pure measurement error, then one would expect them to be unrelated to this alternative measure. Alternatively, if we could show that these residuals were positively related to this alternative measure, this would provide evidence that the residuals contained independent "information about student achievement" that was not captured by MC responses.
Unfortunately, we do not have an alternative measure of student learning for the same assessment. We do, however, have a close substitute. Because we have repeated observations for each student, we can test whether residuals from the term test regressions are related to achievement on the final exam. If the residuals represent pure measurement error, one would not expect to find any relationship with students' final exam performance.
Column (1) It is interesting to contrast these results with a prediction from a well-cited study by Lukhele, Thissen, and Wainer (1994) . They fit item response models to AP tests in Chemistry and History and conclude that MC questions are more reliable than CR questions. In their words, "This means that, if we wish to predict a particular student's score on a future test made of constructed response items, we could do so more 7 The residual variables come from term test CR regressions using the same observations as the hypothesize that students will devote relatively less time to the MC component on the term test; since MC questions can be answered very quickly, if necessary. However, the cost of this test-taking strategy is that students are less likely to get the more difficult MC questions correct (Application and Analysis). It is these more difficult MC questions that will test higher levels of learning.
As a consequence, the amount of informational "overlap" between the MC and the CR questions -as measured by the levels of educational objectives that are assessedis likely to be lower for the term test than for the final exam. This will cause MC scores to be a worse predictor of CR scores on term tests compared to final exams. 9 We chose to exclude both introductory economics classes because of similarities in the way the two classes were assessed. Since the two lecturers work closely together, it is possible that their assessment styles were similar. Correlation in performance across the two classes might represent students' ability to perform well on a particular style of assessment, and not an independent observation about student learning outcomes.
The four measures of student achievement for a given economics course are: the student's MC score on the (i) term test and (ii) final exam in that course; and the residuals from the (iii) term test and (iv) final exam CR regressions, also from that course. These latter two variables are generated from TABLE 2-type regressions and represent the component of the student's CR score that cannot be explained by their MC performance on the same assessment.
We divide our observations into the same six samples that we used in does a better job of predicting student achievement. In fact, for every sample and every pair of regression models, a combination of CR and MC scores does a better job of predicting students' GPAs than relying solely on MC scores.
Taken together, the results from TABLES 2 through 5 provide strong evidence that the CR and MC questions in our data do not measure the same things. While other studies, such as Kennedy and Walstad (1997) , find evidence that CR and MC responses are "different," our study is the first to link these differences to learning outcomes.
IV. RELATING OUR FINDINGS TO THOSE OF PREVIOUS STUDIES
Our finding that CR and MC scores do not measure the same thing is at variance with a number of influential studies. In this section, we want to explore whether this is due to differences in our data, or differences in empirical procedures. Bennett, Rock, and Wang (1991) and Thissen, Wainer, and Wang (1994) Unfortunately, our data contain fewer questions than BRW and TWW and are thus less amenable to "parcelization." Instead, we apply principal component analysis (PCA) to students' scores on the CR and MC components. PCA is related to factor analysis in that its "principal components" are akin to the factors identified by factor analysis. It has the advantage in that it produces a unique decomposition of the correlation matrix. 11 In contrast, factor analysis typically involves a subjective procedure ("rotation") that allows one to generate alternative sets of factors from the same data. A particularly attractive feature of PCA for our purposes is that it yields a straightforward measure of the amount of variation "explained" by each of the principal components. Constructed-Response), there are a total of two principal components. By construction, these two principal components explain all of the "variation" in the correlation matrix.
The first item of interest in TABLE 6 is the column of "eigenvalues." These provide a measure of importance for each of the principal components. In factor analysis, two common approaches for choosing the number of factors are Kaiser's eigenvalue rule and Cattell's scree test. The first of these selects factors having eigenvalues greater than one. The second of these plots the eigenvalues in decreasing order and selects all factors immediately preceding an abrupt leveling off of the values. Both approaches lead to the conclusion that there is one main factor underlying students' CR and MC responses in each of the samples. This finding is reinforced by the second column in TABLE 6.
"Proportion" translates these eigenvalues into shares of total variation in the correlation matrix. These range from 78-85 percent across the different samples.
In summary, we find evidence (i) that a single factor underlies students' CR and MC responses in our data, and (ii) this single factor is able to explain most of the variation in the respective scores. 12 In other words, when we use an empirical procedure similar to what BRW and TWW employ, we are led to the same conclusion. This raises serious doubts about the appropriateness of factor analysis for addressing the question, "Do CR and MC questions measure the same thing?" Our analysis demonstrates that it is possible for this empirical procedure to produce a positive answer to this question, even when the underlying data contain strong, contrary evidence. Walstad and Becker (1994) is another study that has been very influential in the debate over CR versus MC questions. Their study analyzes AP Microeconomics and Macroeconomics exams. Each of these has CR and MC components from which an overall composite score is formed, with the components receiving weights of two-thirds and one-third, respectively. WB use these data to regress the composite scores on the MC scores. They find that the MC scores explain between 90 and 95 percent of the variation in composite scores. WB conclude that there are "no differences, or only slight differences, in what the two types of tests and questions [multiple-choice and constructed-response] measure."
Conveniently, WB report simple correlations between the CR and MC components of the AP exams. These fall in the same range as the correlations we report for our data in TABLE 2. Thus, it should not be surprising that we are able to produce WB-type regressions that are very similar to theirs.
We construct composite scores from the MC and CR components using the same weights as the AP exams. We then estimate WB-type regressions using the same five samples we used for our original analyses. Using the same specification, WB obtained an R 2 of 94% for the Microeconomics exams, and an R 2 of 90% for the Macroeconomics exams. Our macro results are about the same as WB's, while our micro results are somewhat lower.
In conclusion, the strongest evidence that CR and MC questions measure the same thing comes from factor analysis and WB-style regressions. The preceding analysis argues that both these approaches are unreliable in the following sense: It is possible for these empirical procedures to produce an affirmative conclusion, even when the underlying data contain strong, contrary evidence.
In placing these studies in perspective, it is useful to recall the "policy question" that motivates them. If it could be shown that CR and MC questions measure the same thing, then instructors could get the same information about learning outcomes using an all-MC format, at lower total cost. Our analysis suggests that CR and MC questions do not measure the same thing. Yet, it could still be the case that an all-MC format is preferable if the extra information provided by CR questions was not sufficient to justify their higher costs.
This highlights two separate, but related research questions: (i) Do CR and MC questions measure the same thing?, and (ii) Are the benefits of CR questions sufficient to compensate their costs? Perhaps WB-style regressions are more appropriate for addressing this second question. If composite scores are near-perfectly predictable from 13 These results are very similar to those obtained by Krieg and Uyar (2001) .
MC scores, this may suggest that the benefits of CR questions are relatively small.
However, even this conclusion does not necessarily follow. The slippage occurs in mapping R 2 values to benefits.
As Kennedy and Walstad (1997) point out, it is grades, not R 2 values, which matter to instructors and students. KW use simulation exercises to estimate the effect of moving to an all-MC format for the AP test. They report that the number of students who would receive different AP grades is small but statistically significant. However, alternative simulation assumptions produce larger effects.
Like KW, we conclude that CR and MC questions do not measure the same thing.
KW's approach has an advantage over ours in that they relate differences in CR and MC scores to an outcome that can be mapped into a benefit versus cost framework. The unique contribution of our study is that we provide evidence that these differences are related to student achievement.
V. CONCLUSION
Our study empirically investigates the relationship between constructed-response (CR) and multiple-choice (MC) questions using a unique data set compiled from several years of university introductory economics classes. Similar to other studies, we find that MC questions are able to explain, at best, about 50 percent of the variation in CR scores.
However, unlike other studies, we are able to show that the corresponding residuals are related to student learning. Specifically, we find that the component of CR scores that cannot be explained by MC responses is positively and significantly related to (i) performance on a subsequent exam in the same course, and (ii) academic performance in other courses.
However, the key issue for instructors considering a switch to an all-MC format is whether CR questions provide information that could not be obtained by expanding the set of MC questions. We exploit the panel nature of our data to construct a quasicounterfactual experiment. We show that combining one CR and one MC component always predicts student achievement better than combining two MC components.
A final contribution of our study is that we demonstrate that empirical approaches that rely on factor analysis or Walstad-Becker (1994) -type regressions are unreliable in the following sense: It is possible for these empirical procedures to lead to the conclusion that CR and MC questions measure the same thing, even when the underlying data contain strong, contrary evidence.
Further progress on the CR versus MC debate will likely come from more careful analyses of the benefits and costs of these two kinds of questions. Kennedy and Walstad (1997) show one way forward: Their paper models how one can compare grade distributions using alternative test formats. Another possible approach is to compare CR and MC scores on how well they predict future academic success. We hope this study stimulates future research efforts in this direction. The dependent variable is a composite assessment score created by weighting the multiple-choice and constructed-response components by 2/3 and 1/2, respectively. These are the weights used by the Advanced Placement Economics test that was analysed by Walstad and Becker (1994) . Samples are identical to the samples in TABLE 2.
