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Inferring a generative model from data is a fundamental problem in machine learning. It is well-
known that the Ising model is the maximum entropy model for binary variables which reproduces
the sample mean and pairwise correlations. Learning the parameters of the Ising model from data
is the challenge. We establish an analogy between the inverse Ising problem and the Ornstein-
Zernike formalism in liquid state physics. Rather than analytically deriving the closure relation,
we use a deep neural network to learn the closure from simulations of the Ising model. We show,
using simulations as well as biochemical datasets, that the deep neural network model outperforms
systematic field-theoretic expansions, is more data-efficient than the pseudolikelihood method, and
can generalize well beyond the parameter regime of the training data. The neural network is able
to learn from synthetic data, which can be generated with relative ease, to give accurate predictions
on real world datasets.
Drawing meaningful interference from correlations
amongst variables is a fundamental problem in science.
The central challenge is to decipher the probability dis-
tribution that generates the correlations given a set of ob-
servations, and then predict properties of unknown sam-
ples with the inferred model. Many probabilistic models
have been proposed in the literature [1, 2]. Focusing on
capturing the sample mean and pairwise correlations, the
simplest model, in the sense of maximum entropy, is a
Boltzmann probability distribution with a Hamiltonian
that contains terms linear and bilinear in the variables [3].
For continuous variables, this is the multivariate Gaus-
sian distribution; for discrete variable, this model is the
inverse problem of the Ising model in statistical physics.
The inverse Ising model, also known as Boltzmann
learning [4], has found applications in different disciplines
[5] such as understanding neural spike trains [6, 7], bird
flocks [8], and predicting structures of protein [9–11] and
RNA [12] as well as their fitness landscapes [13–16] us-
ing evolutionary data. The inverse Ising model disen-
tangles correlations in the dataset into pairwise interac-
tions, thus could distinguish direct variable-variable in-
teractions from indirect correlations mediated through
other variables.
However, exact maximum likelihood inference of the
inverse Ising model is numerically challenging because it
requires computing the partition function at each step of
the optimisation [4]. To overcome this challenge, many
approximate techniques have been developed [17]. Those
techniques are typically leading terms of asymptotic ex-
pansions that relate the sample mean and correlation
to the Ising parameters in limits where the coupling is
tractable, e.g. asymptotically small correlations [18–
20], small number of coupled clusters [21–23], a tree-like
structure [24]. (For comprehensive reviews, see [5, 25].)
A relatively recent class of algorithms maximize the pseu-
dolikelihood rather than the likelihood [26, 27]. Although
the pseudolikelihood method avoids partition function
evaluations and converges to the maximum likelihood so-
lution in the limit of infinite data, the algorithmic com-
plexity scales with the number of samples.
In this Letter, we eschew analytical asymptotic expan-
sions and instead use a deep learning model to infer the
relationship between the Ising parameters and sample
mean and correlation. We will motivate an analogy be-
tween the inverse Ising model and the Ornstein-Zernike
formalism in liquid state physics. We show that a deep
neural network, trained using simulations of Ising mod-
els, can approximate an Ornstein-Zernike-like closure for
the inverse Ising model. The deep neural network is gen-
eralizable and achieves an accuracy beyond analytical ap-
proximations for biochemical datasets as well as simula-
tions with disparately different parameters compared to
the training data. The neural network learns from syn-
thetic data, which can be generated with relative ease,
to give accurate predictions on real world datasets with
a runtime independent of the dataset size.
We begin by stating the inverse Ising model: We are
given p sequences of N variables, {sα}pα=1, each variable
si can take values ±1. The maximum entropy distribu-
tion with the mean and pairwise correlations agreeing
with the data, i.e.
〈σi〉P = 〈si〉data , 〈σiσj〉P = 〈sisj〉data (1)
is the Ising model
P(σ) = 1
Z
exp
∑
i
hiσi +
∑
i>j
Jijσiσj
 . (2)
The inverse Ising problem is the inference of parameters
{hi, Jij} from data. This is challenging because the cor-
relation between variables i and j, Cij = 〈sisj〉−〈si〉 〈sj〉,
can be large even if Jij = 0 if there is an intervening vari-
able k such that Jik and Jkj are large. In other words,
the pairwise correlations Cij one detect in a dataset is a
measure of the interaction between i and j that is medi-
ated by all other variables.
To make further progress, we follow the Ornstein-
Zernike formalism [28, 29] in liquid state physics to
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2deconvolve direct interactions and indirect correlations.
We first consider a one-component, homogenous and
isotropic liquid. Molecules interact with a pairwise addi-
tive potential v(r12), where r12 is the distance between
particles 1 and 2. The liquid structure is characterised
by the radial distribution function, g(r12), which is the
probability of observing a molecule at distance r12 away
from a molecule at the origin. Ornstein and Zernike no-
ticed that g(r12) can be long ranged even when v(r12) is
short ranged because g(r12) accounts for both the direct
interaction between two molecules as well as the indirect
interactions with surrounding molecules. Their crucial
insight is to introduce a quantity known as the direct
correlation function, c(r12), and write the total correla-
tion function h(r12) ≡ g(r12)− 1 as
h(r12) = c(r12) +
∫
dr3 c(r13)c(r32) + · · · (3)
where the first term captures the direct influence of
molecule 1 on 2, the second term captures the influence
of molecule 1 on 2 mediated by molecule 3, and higher or-
der terms capture correlations induced by more interven-
ing molecules. Equation (3) can be rewritten in a com-
pact form h(r12) = c(r12) +
∫
dr3 c(r13)h(r32) which is
known as the Ornstein-Zernike equation (we have scaled
the standard correlation functions by the density to make
the link with the Ising model more apparent later). To
close the problem, we need a relation between c(r12),
h(r12), and v(r12). The crucial feature of many closures
is that they are local and take the form
f(c(r12), h(r12), v(r12); ρ) = 0 (4)
where f is a real-valued function (not a functional) and ρ
is the liquid density [29]. The locality of the closure rela-
tionship is approximate [30], albeit a very good approxi-
mation for a wide variety of inter-particle interactions.
Having introduced the Ornstein-Zernike formalism and
closure, we return to the inverse Ising problem. The sam-
ple correlation, Cij , is a discrete analogy of h(rij) in the
Ornstein-Zernike formalism. Therefore, we introduce the
direct correlation Dij – the discrete analogue of c(rij) –
and replace the integrals in Equation (3) as a sum over
lattice sites, i.e.
Cij = δij+Dij+
∑
k
DikDkj+
∑
k,l
DikDklDlj+ · · · . (5)
In matrix form, C = (I−D)−1 or
D = I− C−1. (6)
Taking J = −C−1 is known as the mean-field approxi-
mation or Direct Coupling Analysis [10, 31].
Now we introduce the key assumption of this Letter:
we posit that the locality heuristic of closure relations
for liquids applies to the inverse Ising problem. This cru-
cial assumption will be verified later by comparing with
simulations. We posit a function of four real variables
F (·, ·, ·, ·) such that
Jij ≈ F
(
Cij , [C
−1]ij , 〈si〉 , 〈sj〉
)
. (7)
Unlike the case of homogeneous fluids, we need an extra
equation to determine the fields hi. Motivated by the free
energy of inhomogeneous fluids [32], we posit a function
G(·, ·, ·, ·) such that
hi ≈ G
tanh−1 〈si〉 , [C−1]ii,∑
j 6=i
Jij 〈sj〉 ,
∑
j 6=i
Cij 〈sj〉
 ,
(8)
where Jij is given by F . We note that the first few terms
of most approximate analytical inverse Ising theories do
take the form of Equations (7)-(8) with different F and
G depending on the approximations [5].
F and G are complicated functions. Rather than an-
alytically determining what they are, we will use a deep
learning approach and approximate them using a richly
parameterised interpolating function. Our hypothesis is
that the neural network is able to find F and G that are
better than mean-field expansions by inferring directly
from data.
The training data is prepared by running 20 simu-
lations with N = 50 Ising sites. In each simulation,
the Ising parameters are drawn from a normal distri-
bution, Jij = Jji ∼ N (0, βJ/
√
N) and hi ∼ N (0, βh),
i.e. the Sherrington-Kirkpatrick model [33] with a ran-
dom field. The variances of the distributions are fixed in
each simulation but vary across the 20 simulations, with
βJ ∼ uniform(0.5, 2.5) and βh ∼ uniform(0.5, 2.5). The
one point and two point correlations are computed from
N × 107 steps of Markov Chain Monte Carlo (MCMC),
sampled at every 10N steps.
F and G are approximated using multilayer neural
networks. A l layer neural network approximates func-
tions by l successive non-linear compositions, i.e. y =
Wlσ(Wl−1 · · ·σ(W1x))), where Wi ∈ RMi×Mi−1 is a
weight matrix inferred from data, Mi is the number of
units in layer i, and σ(·) is a non-linear function. We use
a neural network as it is a numerically tractable way of
representing complex functions, and the parameters Wi
can be efficiently inferred with backpropagation. The
neural network architecture is discussed in the Supple-
mental Material and released on github.
The computational cost of evaluating the neural net-
work to obtain one entry of J is independent of the num-
ber of variables or data, hence the total complexity is
O(N2). The largest cost is computing C−1 (O(N3)). The
pseudolikelihood approximation, the state of art method
in the literature, has complexity O(N2p) thus our algo-
rithm is computationally less intensive than the pseudo-
likelihood method in the large data limit where the pseu-
dolikelihood method is mathematically exact; we will
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FIG. 1. The neural network model is accurate, generalisable
and robust to sampling noise. The RMS error, γ, of predicting
(A) Jij and (B) hi as a function of “inverse temperature” β.
(C)-(D) The RMS error for predicting Jij and hi as a function
of p, the number of MCMC samples used to estimate Cij and
〈si〉, for β = 2.
show that our method is more data-efficient in the in-
termediate data regime.
To test the generality and accuracy of the model, we
simulate Ising models with N = 70 sites (note that the
model is only trained on N = 50 sites), Jij = Jji ∼
N (0, β/√N) and hi ∼ N (0, 0.3β). A large value of β
corresponds to stronger coupling thus further away from
the perturbative regimes that underlie analytical theo-
ries. Figure 1A-B shows the root mean square error
of recovering Jij and hi as a function of β. The neu-
ral network model is more accurate than the Thouless-
Anderson-Palmer approximation (TAP), a third order
high temperature expansion [34]. The pseudolikelihood
approximation slightly outperforms that neural network
at high temperature, where essentially all mean-field
methods become accurate, but crucially the neural net-
work outperforms the pseudolikelihood approximation at
low temperatures where correlations become non-trivial.
Importantly, the neural network is accurate even for
β ∈ (2.5, 3.5), which is outside the coupling strengths
in the training data, demonstrating generalizability. The
neural network approximation is also robust to sampling
noise. Figure 1C-D shows that our neural network out-
performs the TAP approximation as well as the pseudo-
likelihood approximation in the low data limit, demon-
strating that our method is data efficient.
The neural network approximation is generalizable and
accurate even when the couplings are non-Gaussian dis-
tributed. Figure 2A shows that the neural network ap-
proximation can accurately recover the coupling param-
eter for a 1D ferromagnetic Ising model with constant
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FIG. 2. The neural network model is accurate even for very
non-Gaussian coupling matrices. (A) The RMS error, γJ , of
inferring J for the nearest neighbour Ising model; the inset
shows the inferred coupling matrix for J = 2.5 . (B) Main
panel: the RMS error against number of samples for the model
protein contact map problem described in the main text. In-
set: The top left corner shows the entries of the actual cou-
pling matrix and the bottom right shows the entries of the
inferred coupling matrix with p = 106 samples.
nearest-neighbour coupling Jij = Jji = J(δi,j+1+δi+1,j).
The coupling matrix recovered from the neural network
(inset of Figure 2A) is strongly localised on the off-
diagonal elements despite all the training data has a de-
localised coupling matrix. We use the analytically de-
termined correlation matrix as input to the neural net-
work to focus on the error of the locality approximation,
and Figure 2A reassures that this intrinsic error is low.
Inspired by the use of inverse Ising models in protein
structure and fitness prediction [10, 15, 16], Figure 2B
shows that the neural network approximation can accu-
rately recover a model contact map, and is more data
efficient compared to the pseudolikelihood method. In
Figure 2B, we consider the Bovine pancreatic trypsin in-
hibitor protein (PDB ID: 5PTI), a benchmark example
in ref [35] with N = 58 amino acids. For this example,
we assume the “ground truth” couplings are known (to
what extent are amino acid interactions pairwise additive
is a separate question [36]), and take Jij = e
−dij/7A˚/
√
N ,
where the dij is the Cβ distance between residues i and j.
The correlation matrix is computed using MCMC; sam-
ples are taken every 10N steps to ensure independence,
and in total we acquire p samples. The generalisabil-
ity of the neural network to non-Gaussian distributed
couplings confirms the approximate locality of the true
Ornstein-Zernike-like closure. The functions F and G
can be accurately approximated as long as the training
data spans the four-dimensional input space.
To interrogate what has the neural network learnt, we
focus on the case hi = 0 and 〈si〉 = 0 for all i so that
the closure is a 3D surface. Figure 3 shows that the
neural network learnt non-trivial corrections to patholo-
gies in analytical theories: mean-field theory predicts
Jij = −C−1ij , yet this approximation significantly overes-
timates Jij [37]. The neural network automatically cor-
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FIG. 3. The neural network learns to correct the overestima-
tion of Jij in mean-field theory. The figure shows the coupling
Jij predicted by the neural network closure as a function of
Cij and [C
−1]ij for 〈si〉 = 0.
rects this by learning a sub-linear function to relate Jij
to C−1ij . This is conceptually akin to phenomenologically
imposing a large regularisation, a technique discussed in
the physics literature [37], except the appropriate regu-
larisation is inferred directly from data. Moreover, the
neural network learns to use Cij , another way to estimate
the coupling, and only predicts a large value of Jij if both
Cij and C
−1
ij are large (c.f. the contours on the Cij–C
−1
ij
plane). More generally, analytical approximate methods
generally have some bias depending on aggregate quan-
tities, e.g. inverse temperature and sparsity. The neural
network learns those quantities by comparing C and its
inverse, and then applies an appropriate correction.
We will now go beyond synthetic data where the
ground truth is known and apply our method to two
problems in computational biology and chemistry.
Fitness landscape of HIV-1 Gag : Developing a pre-
dictive model for the fitness of HIV virus as a function
of the amino acid sequence of the Group-specific anti-
gen (Gag) protein is a challenge in vaccine development.
Recent works showed that the fitness landscape can be
inferred from the statistics of sequences found in patients
[14]. The hypothesis is that the frequency of observing
conserved sites and sets of correlated mutations reflect
the contribution of those residues to fitness [38]. There-
fore, the fitness of an unknown sequence can be predicted
by its log probability computed using a generative model
for the sequences observed in patients. We replicate the
analysis of ref [39] for the HIV-1 Gag protein using the
Ising representation for sequences, except the Ising pa-
rameters are inferred using the neural network. Fig-
ure 4 shows that the log probability predicted by our
model is highly correlated with experimental measure-
ments of replication capacity, with a correlation coeffi-
cient r = 0.86, slightly higher than the state-of-the-art
model [39] (r = 0.83).
Tox21 Challenge: A key challenge in drug discovery
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FIG. 4. The log probability of a mutant, E, is strongly cor-
related with the replication capacity RC. The subscript WT
denotes wild type. Details of sequences and experiments can
be found in ref [39]. A pseudocount of 0.2 is used to cor-
rect for undersampling [40], and the largest eigenvector of the
correlation matrix, an artefact of amino acid conservation, is
projected out before being processed by the neural network.
is predicting whether an unknown molecule will bind
to a particular receptor. We consider the Tox21 chal-
lenge which reported binding affinities of small molecules
against a panel of 12 toxicologically relevant receptors
[41, 42]. Molecules are represented as a vector record-
ing the presence (1)/absence (-1) of chemical groups (c.f.
Supplemental Material). Each receptor is treated inde-
pendently. As there are more variables compared to the
number of data points, we undress finite sampling noise
from the correlation matrix using an eigenvalue thresh-
olding method inspired by random matrix theory [43–45]
(c.f. Supplemental Material). Separate Ising models are
inferred for active ({Jbij , hbi }) and inactive ({Jn−bij , hn−bi })
molecules. We score a molecule f by the log probability
ratio E(f) =
∑
i<j fifj(J
b
ij − Jn−bij ) +
∑
i fi(h
b
i − hn−bi )
and the molecule is predicted to bind if E < , where 
controls the false/true positive tradeoff. Figure 5 shows
that the inverse Ising model accurately predicts binding
(mean out-of-sample AUC across 12 receptors = 0.85).
The state-of-the-art model achieves mean AUC of 0.83
but only when data from every receptor is pooled to-
gether [46], thus our model modestly outperforms the
state-of-the-art, is approximately 12-times more data ef-
ficient, and clearly interpretable in terms of pairwise cor-
relations between chemical features.
In conclusion, we demonstrate a method that combines
Ornstein-Zernike theory with a highly accurate closure
parameterised using deep learning to solve the inverse
Ising problem. We illustrate how our method can be
used in real world datasets by considering examples in
computational biology and chemoinformatics. We an-
ticipate the strategy of parametrising Ornstein-Zernike
closure with data to be applicable also in liquid state
physics.
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FIG. 5. The inverse Ising model accurately predicts protein-
ligand binding for a panel of toxicologically relevant receptors
in the Tox21 challenge [41, 42]. The figure shows the true
positive rate averaged across the 12 receptors in the challenge
as a function of false positive rate.
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