Abstract. We show that weak solutions to conormal derivative problem for elliptic equations in divergence form are continuously differentiable up to the boundary provided that the mean oscillations of the leading coefficients satisfy the Dini condition, the lower order coefficients satisfy certain suitable conditions, and the boundary is locally represented by a C 1 function whose derivatives are Dini continuous. We also prove that strong solutions to oblique derivative problem for elliptic equations in nondivergence form are twice continuously differentiable up to the boundary if the mean oscillations of coefficients satisfy the Dini condition and the boundary is locally represented by a C 1 function whose derivatives are double Dini continuous. This in particular extends a result of M. V. Safonov (Comm. Partial
Introduction and main results
Let Ω be a bounded domain in R n . We consider second-order elliptic operators L in divergence form We assume that the principal coefficients A = (a i j )
are defined on R n and satisfy the uniform ellipticity condition
and the uniform boundedness condition n i, j=1
for some positive constants λ and Λ. In the nondivergence case, we may assume that A are symmetric (i.e. a i j = a ji ) as usual. We shall further assume that A is of Dini mean oscillation; i.e., its mean oscillation function We say that a function f is Dini continuous (resp. double Dini continuous) if its modulus of continuity satisfies the Dini condition (resp. double Dini condition). We write f ∈ C k,Dini (resp. f ∈ C k,Dini
2 ) if D α f is Dini continuous (resp. double Dini continuous) for each multi-index α with |α| ≤ k; refer to Section 2.1 for the more precise definitions.
In the divergence case, we assume that ∂Ω is C 1,Dini and consider the conormal derivative operator A∇u · ν + au · ν := where ν = (ν 1 , . . . , ν n ) denotes the outward unit normal vector. In the nondivergence case, we assume that ∂Ω is C for some positive constant µ 0 .
In this paper, we are concerned with the conormal derivative problem for divergence form equation
and the oblique derivative problem for nondivergence form equation
For the conormal derivative problem, we shall show that u is continuously differentiable up to the boundary if the data g has Dini mean oscillation and if the data f and the lower order coefficients of L belong to L q with q > n. For the oblique derivative problem, we shall show that u is twice continuously differentiable up to the boundary if the data f and the lower order coefficients of L are of Dini mean oscillation, and the boundary data g, β 0 , and β are of C 1,Dini 2 .
A few remarks are in order. Very recently, under the same condition on A as imposed here, the first and third named authors [4] proved that any W 1,2 weak solution of the equation div(A∇u) = 0 is continuously differentiable and that any W 2,2 strong solution of the equation tr(AD 2 u) = 0 is twice continuously differentiable. Later, the first and third named authors and Escauriaza [2] considered general elliptic equation with lower order coefficients (as considered here) subject to Dirichlet boundary condition and extended the interior estimates in [4] to the corresponding C 1 and C 2 estimates up to the boundary. In this perspective, this paper can be considered as a natural extension of [2] to conormal and oblique derivative boundary conditions. Regarding the oblique derivative problem, we are obliged to mention a paper by Safonov [13] , where he proved a priori global C 2,α estimates for solutions assuming that the coefficients and domain satisfy the Hölder condition. We borrowed some crucial technical details from [13] and adapted to our setting. There are many other literature dealing with oblique derivative problem. Among them, we only mention a book by Lieberman [10] , which gives a comprehensive exposition on the theory of oblique derivative problems for elliptic equations. We ask readers interested in history and applications of oblique derivative problems to consult [10] and references therein. Now we state the main results of the paper more precisely. We first consider the conormal derivative problem for divergent elliptic equation.
Condition 1.6. A = (a
i j ) and a = (a 1 , . . . , a n ) are of Dini mean oscillation in Ω. 
where g = (g 1 , . . . , g n ) are of Dini mean oscillation in Ω and f ∈ L q (Ω) with q > n. Then
We also consider the oblique derivative problem for nondivergence elliptic equations. 
where f is of Dini mean oscillation in Ω and g ∈ C 1,Dini 2 (Ω). Then we have u ∈ C 2 (Ω).
The organization of the paper is as follows. In Section 2, we introduce some notation, definitions, and lemmas used in the paper. Sections 3 and 4 are devoted to the proofs of our main results, Theorem 1.7 and Theorem 1.10, respectively. In the Appendix, we provide the proofs for some technical lemmas that are slightly modified from those in Safonov's paper [13] .
2. Preliminaries 2.1. Notation and definitions. We follow the same notation as used in [2] . For completeness, we reproduce most frequently used ones here. We denote by B(x, r) the Euclidean ball centered at x with radius r and Throughout the paper, we shall use the notation
where k = 0, 1, 2, . . ., 0 < µ < 1, and E ⊂ R n . We also write
Definition 2.4. Let E ⊂ R n and let f : E → R. The modulus of continuity of f is the increasing function
A function f is said to be Dini continuous (in E) if ̺ f satisfies the Dini condition
f is said to be double Dini continuous (in E) if ̺ f satisfies the double Dini condition (see [11, 12] 
2 (E)) the set of all k-times
Definition 2.5. Let Ω(x, r) := Ω ∩ B(x, r). For any k = 1, 2, . . ., we say that the boundary ∂Ω is C k,Dini (resp. C k,Dini 2 ) if for each point x 0 ∈ ∂Ω, there exist r > 0 independent of x 0 and a C k,Dini (resp. C k,Dini 2 ) function γ : R n−1 → R such that (upon relabeling and reorienting the coordinates axes if necessary) in a new coordinate system (x ′ , x n ) = (x 1 , . . . , x n−1 , x n ), x 0 becomes the origin and 
characteristic of ψ 0 is comparable to that of γ in Definition 2.5. In the sequel, we shall use these two equivalent definitions interchangeably.
Definition 2.7. We say that a function f : Ω → R is of Dini mean oscillation if its mean oscillation function ω f defined by
Finally, we adopt the usual summation convention over repeated indices. Also, for nonnegative (variable) quantities A and B, the relation A B should be understood that there is some constant c > 0 such that A ≤ cB. We write A ≃ B if A B and B A.
Some preliminary lemmas. Lemma 2.8. If f is uniformly Dini continuous and g is of Dini mean oscillation in Ω, then f g is of Dini mean oscillation in Ω.
Proof. For any x ∈ Ω and r > 0, we have
where we used
and thus ω f g is a Dini function. Proof. We setω(0) = 0 and for 0 < t ≤ a, definẽ
Then, it is clear that ω(t) ≤ω(t) and t →ω(t)/t β is decreasing. Also, it is straightforward to verify thatω satisfies (2.10) when ω satisfies (2.10). Finally, we refer to the proof of [ 
Then there exists a constant C = C(n, λ, Λ, D) such that for any t > 0, we have
Proof. Since u is unique up to a constant, we see that the map T : f → Du is well-defined and is a bounded linear operator on L 2 (D). We modify the proof of 
For any
Then, we have the following equality
Therefore we get, by the mean value theorem,
Since the coefficientsĀ are constant and the boundary ∂D is smooth, we have
Therefore, by the duality, we have
and hence by Hölder's inequality we get
Now let N > 0 be the smallest positive integer such that D ⊂ B(ȳ, 2 N+1 r). By taking R = 2r, 4r, · · · , 2 N r in the above, we get
We note that C depends only on n, λ, Λ, and D. Thus, we see that T satisfies the hypotheses of Lemma 4.1 of [2] , and the proof is complete.
) be a strong solution of the mixed problem
Then there exists a constant C = C(n, λ, Λ) such that for any t > 0, we have
Proof. Without loss of generality, we may assume thatā nn = 1. We introduce a new matrix valued functionÂ =Â(x n ) as follows.
It is easy to check thatÂ satisfies the conditions (1.3) and (1.4). Letf be an even extension of f and letû ∈ W 2,2 (B 1 ) ∩ W 1,2 0 (B 1 ) be a unique solution of
See [5] for the solvability of (2.14). By the uniqueness, it is straightforward to see thatû is even with respect to x n coordinate, which implies that D nû = 0 on T(0, 1). Then by the uniqueness of the mixed problem (2.13), we conclude that u ≡û in B + 1 . Therefore, it is enough to show 
It is easy to check thatÃ satisfies the ellipticity and boundedness conditions (1.3) and (1.4) (with new constantsλ andΛ determined by λ and Λ). Since g = 0 in B(ȳ, R) ∩ B 1 and r ≤ R/2, we find
and thus, by De Giorgi-Moser estimate (up to the boundary) we see that v is Hölder continuous in B(ȳ, r) ∩ B 1 and
for some constants µ ∈ (0, 1) and C > 0 depending only on n, λ, and Λ.
On the other hand, observe that
Here, we used thatâ i j =â i j (x n ) andâ nn = 1. Therefore, we see that v is also an adjoint solution of
and hence by [6, Lemma 2], we have
By (2.15) and (2.17) and the hypothesis on b, we have the identity
Then by using (2.16) and (2.18), we have
The rest of the proof is almost the same as that of Lemma 2.11 and omitted. ) satisfies 
SinceÂ =Â(x n ), we have the Lipschitz estimate (see [8] )
from which (2.20) follows by standard argument.
3. Proof of Theorem 1.7
We begin with the following proposition dealing with interior C 1 estimates.
Proof. Since the proof is very similar to that of [2, Proposition 2.13], we will only give an outline of the proof. Since the coefficients a i j are continuous in Ω and the boundary is of C 1 , a global W 1,p theory (e.g., see [3] ) yields that u ∈ W 1,p (Ω).
In particular, by the Morrey-Sobolev embedding, we have u ∈ C 0,µ (Ω) for any 0 < µ < 1. Rewriting the equation, we have
Let g ′ = g − au. By Lemma 2.8, we see that g ′ is of Dini mean oscillation. Also,
Then, we have g ′′ ∈ C 0,δ (Ω) with δ = 1 − n r . Therefore, we see that g ′ and g ′′ are of Dini mean oscillation and
By [4, Theorem 1.5], we conclude that u ∈ C 1 (Ω ′ ) for any Ω ′ ⊂⊂ Ω.
Next, we prove C 1 estimate near the boundary. Note that g ′′ introduced in the proof of Proposition 3.1 satisfies g ′′ · ν = 0 on ∂Ω. By the same reasoning explained just before [2, Proposition 2.14], we are reduced to prove the following.
) is a weak solution of
).
The rest of this section is devoted to the proof of Proposition 3.2. We shall assume u ∈ C 1 (B +  3 ) and derive an a priori estimate of the modulus of continuity of Du. We fix some p ∈ (0, 1) and introduce
We shall derive an estimate for φ(x, r) forx ∈ T(0, 3) and 0 < r ≤ 1 2 . Recall the notation D(x, r) introduced at the beginning of this section. We split u = v + w, where w ∈ W 1,2 (D(x, 2r)) is a weak solution of the problem
whereĀ =Ā B + (x,2r) andḡ =ḡ B + (x,2r) . By Lemma 2.11 with scaling, we see that
Then, we have (see [4, (2.11) ])
Then for any c ∈ R and k = 1, 2, . .
on T(x, r).
By the standard elliptic estimates for the constant coefficients equations with zero conormal boundary data, we have
Then by using
where we used the notation
Let 0 < κ < 1 2 be a number to be fixed later. Since
and κ < 1 2 , we see that there is a constant C 0 = C 0 (n, λ, Λ, p) > 0 such that
By using the decomposition u = v + w, we obtain from the above that
Since q ∈ R n is arbitrary, by using (3.3), we obtain
Therefore, we see that φ(x, r) enjoys the same estimates for the auxiliary quantity 
Here,ω g is a function determined by ω g satisfying the Dini condition and ω * A (t) and ω * g (t) are as defined by the formula [2, (2.45)]. In particular, they satisfy
This completes the proof of Proposition 3.2 and that of Theorem 1.7.
Remark 3.7. In the case when A and g are Hölder continuous with an exponent α ∈ (0, 1), then by choosing µ ∈ (α, 1) in (3.6), one can show that ω * A (t) t α and ω * g (t) t α . Therefore, Du is Hölder continuous with the same exponent α, which recovers the classical result.
Proof of Theorem 1.10
We shall use the term "the prescribed data" collectively for the following: the dimension n, ellipticity constants λ, Λ, the obliqueness constant µ 0 , and the domain Ω; the mean oscillation functions for the coefficients ω A , ω b , and ω c , all of which satisfy the Dini condition; C 1,Dini 2 characteristics of the coefficients β 0 , β in the oblique derivative operator and those of γ (or equivalently ψ 0 in Remark 2.6), which (locally) represents the boundary.
The following proposition provides key estimates, the proof of which is deferred to the end of this section. , we have
where µ ∈ (0, 1) is any number, C = C(n, λ, Λ, ω A , µ), and ω *
• (t) is a modulus of continuity determined by ω • (t) and µ, which goes to zero as t → 0.
We take the proposition for now. Our first goal is to establish the following estimate under a qualitative assumption that u ∈ C 2 (Ω):
where r 0 > 0 and C are constants depending on the prescribed data;ω f (t) satisfies the Dini condition and is determined by ω f (t) and the prescribed data;̺ Dg (t) satisfies the double Dini condition and is determined by ̺ Dg (t) and the prescribed data.
With the estimate (4.4) at hand, we then show that for any x, y ∈ Ω, we have
Here, µ ∈ (0, 1) is an arbitrary constant, C is a constant depending on µ and the prescribed data; ω * A (t) and ω * f (t) are nonnegative functions determined by ω A (t) and ω f (t), respectively, as well as µ and the prescribed data; ω * 0 (t) and ω * 1 (t) are nonnegative functions determined by µ and the prescribed data. Moreover, all the function ω * • (t) in (4.5) satisfy lim Once the estimates (4.4) and (4.5) are available, we can drop the assumption that u ∈ C 2 (Ω) by the usual bootstrap and approximation argument. We break the proof of the estimates into several steps.
Unlike Dirichlet or conormal derivative boundary condition cases, we could not find a global W 2,p estimate suitable to us in the existing literature. For this reason, we provide a proof which dispenses with a global L p estimates, which also works for other boundary conditions. 
Here, we adopted an abuse of notatioñ
where µ ∈ (0, 1) is an arbitrary number, κ = κ(n, λ, Λ, µ) ∈ (0, 1 2 ) is a constant, and
ω f 1 ;x (t), where ω f ;x (t) :=
B(x,t) f −f B(x,t) .
It should be noted thatω f 1 satisfies the Dini condition provided ω f 1 satisfies the Dini condition (see [1, Lemma 1] ). In particular, if ω f 1 (t) t a with 0 < a < µ, theñ ω f 1 (t) t a as well. By the proof of Lemma 2.8, for B(x, t) ⊂ Ω, we have
Then, by the estimate (4.6), we obtain
Recall the interpolation inequalities
where C r is a constant depending on r (and n, k, and µ). By setting
and applying (4.9) to (4.8), we obtain
Therefore, by choosing r 0 small, for Ω ′ := {x ∈ Ω : dist(x, ∂Ω) ≥ 4r 0 }, we have
where C is a constant depending on the prescribed data and r 0 .
Step 2. We turn to estimates near the boundary by closely following the idea of Safonov [13] . In this step, we shall temporarily assume that β 0 ≡ 0. First, we modify [ 
with its C 2,Dini characteristic determined by g and other prescribed data. Setting
By Lemma 5.29, we also have
and for x, y ∈ Ω, we have
By Lemma 2.8, we see that f 0 is of Dini mean oscillation in Ω and
where C, c > 0 are constants depending on the prescribed data, and ω 0 (t), ω 1 (t) are nonnegative functions determined by the prescribed data satisfying the Dini condition. As a matter of fact, we have
where γ is a C Next, we flatten the boundary by using a "regularized distance" function ψ described in Lemma 5.1 in Appendix, which is originally introduced by Lieberman [9] . We note that Dψ 0 near ∂Ω ∩ B(x 0 , r) . Therefore,
where
is well defined for some s
(4.14)
Therefore, the equation is turned intõ
and the boundary condition (4.11) yields 
where C is a constant and ϑ(t) = ̺ Dψ 0 (t) is a nonnegative function satisfying the Dini condition; see Lemma 5.1.
Proof. By Lemma 2.9, we may assume that ϑ(t)/t is decreasing for t ∈ (0, 4s 0 ). For any z ∈ B + , by (4.15) and the mean value theorem, we get
Then, by (4.14), (4.12), and Lemma 5.1, we have
we also get 
where we used ϑ(at) ϑ(t) for a ≥ 1/2. On the other hand, in the case when
. By the mean value theorem, there is z 3 in the line segment [z 1 , z 2 ] satisfying
Note that we have
. Hence, by using (4.17), we obtain
where we used that ϑ(t)/t is decreasing. This completes the proof.
By Lemmas 4.16 and 2.8, we find thatf
is of Dini mean oscillation in B + = B + (0, 4s 0 ) and there is a constant a > 0 such that
Now we setf
Note that by Lemma 2.8, we have (c.f. (4.7) and (4.18) above)
Also, by the interpolation inequalities (c.f. (4.9) above) we have 
) .
Then by (4.18), for any 0 < t < 4s 0 , we have
where we set
Note that ϑ 0 (t) and ϑ 1 (t) both satisfy the Dini condition. Therefore, we are reduced tõ By requiring s 0 so small that we have
Therefore, we get from (4.20) that Step 3. Finally, we drop the temporary assumption that β 0 ≡ 0. We rewrite the boundary condition as
Recall Definition 2.4 and observe that
Therefore, by the interpolation inequalities
we find that β 0 u ∈ C Proof of Proposition 4.1. Once again, we derive an a priori estimate of the modulus of continuity of D 2 u by assuming that u is in C 2 (B +  3 ). As before, we fix some p ∈ (0, 1) and introduce
where S(n) is the set of all n × n symmetric real matrices. We shall derive an estimate for φ(x, r) forx ∈ T(0, 3) and 0 < r ≤ 1. We split u = v + w, where w ∈ W 2,2 (B + (x, r)) is a strong solution of the mixed problem
whereĀ =Ā B + (x,r) andf =f B + (x,r) . By Lemma 2.12 with scaling, we see that
Then similar to [4, (2.11 )], we get
Hence, for any k, l ∈ {1, . . . , n − 1} and c ∈ R, the function V := D kl v − c satisfies
By applying Lemma 2.19 with scaling, we see that
by taking the partial derivative with respect to x m , we obtain
and thus it follows from (4.23) that for any m ∈ {1, . . . , n − 1}, we have
Then, by taking m = n in (4.24) we get
, ∀q ∈ S(n).
Let 0 < κ ≤ 1 2 be a constant to be fixed later. By the mean value theorem, we have
Hence, we see that there is some constant C 0 = C 0 (n, λ, Λ) such that
By using the decomposition u = v + w, similar to (3.4), we obtain
Since q ∈ S(n) is arbitrary, by using (4.22), we obtain
which is analogous to (3.4) . Also, we note that (3. 
Therefore, we have
Appendix
In the Appendix, we provide the proofs for some technical lemmas used before by slightly modifying those in Safonov's paper [13] . 
6). Then there exists a function
where C = C(n, m, ψ 0 ).
Proof. We modify the proof of [13, Lemma 2.4] . Since ψ 0 is Lipschitz and |Dψ 0 | ≥ 1 on ∂Ω, there exist constants K > 0 and δ ∈ (0, 1), depending on n and ψ 0 , such that
where ζ is a standard mollifier, that is a C ∞ function supported in the unit ball B(0, 1) satisfying 0 ≤ ζ ≤ 1 and ζ = 1. Then it follows
Therefore, we can define the implicit function
This inequality implies
Hence, by (5.2), we have
Also, since
and
where C = C(n) and c = c(n) > 0. Therefore, we have ψ ∈ C 1,Dini (R n ). Moreover, by (5.4), we find that
and thus by (5.5), we obtain sup
Moreover, since
we get
and thus by (5.6)
Furthermore, for any multi-index l ∈ Z n+1 + with |l| = m ≥ 2, t 0, using (5.3), we obtain similar to Lemma 2.3 of [13] that
Indeed, we have
where we set ζ k (x) := x k ζ(x), and
Therefore, for t > 0, we have
where we setζ k (x) := x · Dζ(x). Since ζ k = 0 and ζ k = −n ζ k = 0, we have
Since the above integrals are actually taken over B(x, t), we have
By a similar computation, we get
We have thus shown (5.9) for m = 2 and t > 0. The general cases can be deduced in the same fashion. For a multi-index l ∈ Z n + with |l| = m ≥ 2, by the chain rule and a direct computation, we obtain from (5.4), (5.5), (5.7), and (5.9) that
The lemma is proved. By the mean value theorem and (5.28), we get
Again, by Lemma 2.9, we may assume without loss of generality that the functions ̺ Dβ (t)/t and ̺ Dψ 0 (t)/t are decreasing. Then, we have 
Then for any function g ∈ C Moreover, we have 
