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Summary 
It is essential for infrastructure managers to predict the remaining service life of buried 
pipelines since their structural failure impact the social, environmental and financial aspects of 
the country. Corrosion is known to be one of the major contributors to the failure of pipeline. 
Reliability analysis methods are widely used for predicting the future structural integrity of 
pipeline subjected to corrosion. Incorporating the realistic corrosion modelling techniques 
based on the random-field theory into the reliability analysis methods enables spatio-temporal 
reliability assessment of corroding pipes. Implementation of spatio-temporal reliability 
analysis methods, however, requires calibration of the correlation structure that exists over the 
geometry of the pipe corroding surface with the real data. It has been shown that, incorporating 
the finite element models of corroding surfaces into the spatio-temporal reliability analysis 
methods provides with a comprehensive structural integrity assessment of corrosion affected 
structures. The existing models for corroding surfaces, however, do not consider both the 
spatial and temporal variations of corrosion altogether. Throughout the literature, the reliability 
of interconnected pipes is studied through the structural system reliability concept. It has been 
shown that the matrix-based system reliability (MSR) outperforms other methods due to its 
unique features. To account for the correlation between components, the MSR requires fitting 
a Dunnett-Sobel class (DS-class) correlation matrix to the general correlation coefficient 
matrix which can be a challenging task, especially for a large number of common source 
random variables. 
In this research a semi-empirical time-dependent correlation length model is proposed to model 
the evolutions of the correlation structure of the pipe corroding surface over time. The model 
is developed based on the data collected from failed cast-iron water pipes buried in Melbourne 
suburbs. Moreover, this research proposes a FEM-based spatio-temporal reliability analysis 
method based on copulas and gamma process. The method is fed with the developed correlation 
length model to provide an ever-realistic framework for spatio-temporal reliability analysis of 
corroding pipes in the component level. As for the system reliability analysis, the research 
proposes a copula-based MSR that eliminates the need for DS-class matrix fitting. The results 
show that the proposed method is not only more accurate than the traditional method, but it is 
easier to set-up. 
Finally, as a case study, this research shows the application of the proposed methodology for 
reliability analysis of a pipeline network with unknown failure history. The result enables for 
ranking the pipe segments based on the predicted time of failure and, therefore, finding the 
location and time of failure in a buried pipeline network with unavailable failure history. 
Moreover, the results indicate the necessity of the corrosion correlation structure calibration 
when attempting to spatio-temporal reliability analysis in both the component and the system 
level. The results of the proposed methodology allow asset managers to plan an accurate 
maintenance strategy for the pipeline. The maintenance strategies are mainly involved in 
finding a balance between the probability of failure and the cost of reducing the risk. Therefore, 
an optimal maintenance strategy can be obtained using the probability of failure estimation 
from the proposed method in this research and cost information which is determined by 
stakeholders. 
 
 
 
 
 2 
1. Introduction 
1.1. Background 
Lifeline networks such as water distribution networks operate as critical foundations of each 
urban community. Reliability of these infrastructures must be maintained by the mean of 
periodic maintenance programs. The quality of maintenance programs highly depends on 
the accuracy of underlying reliability analysis methods which evaluate the serviceability 
of structures and infrastructures. A civil infrastructure such as water distribution network 
can be seen as a system of interdependent and correlated elements and, therefore, should 
be analysed through system reliability analysis methods. That is to measure the probability 
of failure of the whole system and also to find the contribution of each element to the failure 
of the system. The procedure enables with repairing or replacing the critical element before 
it leads to failure of the element and, over time, to the failure of the system. 
Due to ageing and corrosion, the buried water pipes are subjected to loss of structural 
capacity. Corrosion is known to be the predominant mechanism behind the deterioration 
of water pipes (Najafi and Gokhale, 2005). Additionally, vehicular traffic loads and frost 
loads induce failure modes such as wall rupture, ring deflection, circumferential cracking 
etc., which are usually aggravated by corrosion in the water pipes. The combination of 
corrosion and loading negatively affects the pipe structural capacity by reducing cross-
section area of the pipe and also by changing the stress distribution pattern on the surface 
of the wall leading to loss of its structural strength (NACE, 2018). 
Failure of water pipeline due to combined effect of corrosion and loading highly impacts the 
economy of countries around the world. The World Corrosion Organization (WCO) has 
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reported that the cost of corrosion in the world is about 3% of the world's gross national 
product annually (Velázquez et al., 2014). A report by “The Water Infrastructure Network” 
showed that, the annual cost for maintenance and operation of the US national drinking 
water system is $38.5 billion annually, which includes corrosion costs of $19.25 billion 
(Makris et al., 2014). Moreover, the American Water Works Association, AWWA, asserted 
that the direct cost of corrosion to water pipelines and sewer networks of US was 
approximated $36.0 billion yearly (Sastri, 2015). Considering only costs of water loss, 
every year more than 90% of water loss costs in the US are related to leakage due to 
corrosion, that equals to $2.7 billion loss of revenue. 
In the UK, the failure rate of cast-iron water pipes, which consists 200,000 km of the whole 
pipeline network, has been reported at 3,000 failures per year which costs millions of 
dollars for the nation (Marshall, 2001). Corrosion costs have been estimated to be $32 
billion per annum in Australia, which is approximately equal to $1,500 annually for every 
person living in the country (Ratcliff). Additionally, $91 million per annum of the overall 
cost is directly to the Australian Urban Water Industry (WSAA, 2009). In addition to these 
costs, which include cost of renewal, cost to property damage, legal issues etc., water 
pipeline failure has negative impacts on traffic flow, potential landslides and loss of water. 
Eventually, it is important for governments and asset managers to reduce the costs, by 
repairing or replacing the corroded pipe sections before the failure occurs. This is possible 
by the mean of structural component and system reliability analysis methods. 
Every year, Melbourne water distribution network delivers 426 gigaliters of water to users 
throughout the city (Melbourne-Water). The network consists storage facilities and 
different types of pipes, such as small diameter (<380 mm diameter) cast-iron pipes. Small 
diameter cast-iron pipes have been installed in the water distribution network of Australia 
for the first time at the late 19th century and had been among the most favourable water 
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pipes for water companies prior to 1970s (Ji et al., 2017).  Since then, many of them have 
been removed or replaced by other material pipes; however, a considerable portion is still 
operating and have relatively high failure rates. Eventually, the reliability of these pipes 
must be evaluated using accurate reliability analysis methods to ensure their safe operation. 
Mathematical models of the deterioration process are the input for the reliability analysis 
methods. Corrosion, as the main contributor to deterioration of water pipelines, must be 
modelled as realistic as possible to allow for accurate reliability assessment of the network. 
Combining time-dependent three-dimensional representation of corrosion process using 
random-fields into the reliability analysis received notable attention during past years (Li 
et al., 2017, Stewart and Mullard, 2007, Aryai and Mahmoodian, 2017). High computation 
power of today’s PCs makes it possible to model such complex processes in a reasonable 
processing time. There is, however, a scarcity of research on indication of the input 
parameters (e.g. the correlation length) of these models despite the fact that the accuracy 
of the input parameters is a determining factor in the accuracy of the said predictive models. 
In addition, the incorporation of the random-field models into the reliability analysis 
methods (known as spatio-temporal reliability analysis) is still a difficult task due to the 
complexity of the models and also the difficulty in combining them with methods such as 
Finite Element Methods (FEM). 
Pipe segments of a water distribution network are interconnected and therefore, must be 
studied through a system reliability analysis. Among system reliability analysis methods, 
the Matrix-based System Reliability (MSR) method showed superiority over the rest since 
it can be used to obtain the failure probability bounds of parallel, series and general systems 
using simple matrix manipulations (Song and Kang, 2009). The method can be used for 
estimating the reliability of water distribution networks with limited available data on the 
failure history of the components. This is the case in many under-developed countries 
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where advanced inspection technologies and consequently the failure history of the 
networks are not available, and the probabilistic approaches are the only available options 
for asset managers to predict the future condition of their assets. To use the probabilistic 
system reliability approaches such as MSR for the case of data scarcity, the parameters 
with significant contribution must be identified in advance. That is to ensure the asset 
manager about the accuracy of the reliability assessment given a specific set of input 
parameters.  
  
1.2. Problem statement 
The surface of a buried pipe is exposed to the corrosive soil environment. Since different 
points of a pipe surface experience a relatively similar environment, the corrosion pits 
which appear on each point is somehow correlated with the others in terms of the depth. 
Traditional time-dependent reliability analysis methods are widely used for predicting the 
service-life of buried water pipes (Ahammed and Melchers, 1997, Amirat et al., 2006, 
Mahmoodian and Li, 2016b). These methods, however, ignore the correlation structure of 
the corrosion pits which exist on the surface of the buried pipes. This issue has been 
addressed by a few researchers in the literature by the mean of spatio-temporal reliability 
analysis methods which use random-field discretization for representation of corrosion in 
three-dimension (Stewart, 2012, Teixeira et al., 2013). In definition, the mathematical 
representation of a corroded surface using random variables is called random-field 
discretization. These researches, however, undergo several assumptions in selecting the 
numerical values of the involved parameters. Among these parameters, the correlation 
length is of utmost importance. The correlation length indicates the distance beyond which 
the corrosion depths over the surface are considered uncorrelated. In other words, the 
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correlation length indicates the rate of fluctuation of a surface so that a small correlation 
length indicates a fluctuated surface while an infinite correlation length represents a flat 
surface. This parameter must be quantified accurately to allow for an accurate spatio-
temporal reliability analysis (Teixeira et al., 2013). 
The accurate modelling of the correlation length is also expected to increase the accuracy of 
the corrosion modelling in 3D using random-field discretization concept. Having 
realizations of a pipe cross-section subjected to corrosion in 3D allows one to use finite 
element analysis together with reliability analysis to perform a comprehensive service-life 
prediction for a structure (FEM-based reliability analysis). Although, the inherent random 
and time-independent nature of the traditional random-field discretization methods [such 
as Karhunen-loeve (K-L) and Expansion Optimal Linear Estimation method (EOLE)] limit 
their application for being used in a FEM-based reliability analysis manner. Recently, a 
copula-gamma process method has been introduced in the literature which is able to deal 
with this limitation by considering both time-dependency and spatial correlation of the 
corrosion depths (Li et al., 2017). The method, however, has not been utilized for FEM-
based reliability analysis of buried pipeline so far. 
The correlation does not only exist among the corrosion pits on the surface of the buried 
pipes. Failure modes threatening the pipe structural reliability are also correlated 
(component level reliability). To account for such correlations, system reliability analysis 
methods are used. Employing spatio-temporal reliability analysis together with the system 
reliability methods is expected to provide the analysts with a reliable framework for 
reliability assessment of pipeline networks. Even though the general formulations of 
system reliability analysis methods have been established decades ago, the necessity of 
improving the accuracy of underlying deterioration processes and incorporating the 
improved models into the system reliability methods to obtain more accurate results thereof 
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motivates one to investigate this particular field of research. This is also interesting to 
investigate the impact of the correlation length of corrosion in the component level on the 
reliability of the network in the system level. To conclude, the problem this research tries 
to solve includes incorporating spatio-temporal reliability analysis into system reliability 
analysis methods for assessing the reliability of the water distribution networks with 
unknown inspection history record. 
1.3. Aim and objectives of the research 
The aim of this research is to provide with a realistic reliability assessment of the water 
pipeline. Based upon the shortcomings explained in brief in the section 1.2, the following 
objectives are defined for this research: 
I. Developing a semi-empirical time-dependent correlation length model for 
calibrating the correlation structure of the discretised corroding surface of buried 
cast-iron water pipes in both time and space. 
II. Developing a stochastic finite-element based spatio-temporal reliability analysis to 
consider both temporal and spatial correlations that exist over the corroding surface 
of cast-iron water pipes.  
III. Developing a copula-based matrix-based system reliability as an alternative to the 
traditional matrix-based system reliability method to improve both the accuracy and 
applicability of the traditional method. 
IV. Investigating the impact of the correlation length of corrosion in the component level 
on the reliability of the water distribution networks. 
1.4. Limitations 
The proposed methodology herein comes with several limitations as follows: 
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• In this research except for the corrosion, many of the involved parameters are 
assumed to be time-invariant. Although, in reality the surrounding environment of 
the structure change with time. For instance, the live load may increase in time due 
to the population growth and the increase in the number of vehicles commuting on 
the earth surface above the pipeline. Data related to the statistical information for 
each time step must be known or estimated.  
• The statistical characteristics of the involved parameters must be accurately modelled 
using complex models. In this research, however, most of the involved parameters 
used in this research were introduced using random-variables that can be defined by 
only a mean and a standard deviation. This simplifying assumption may negatively 
affect the accuracy of the results. 
• The exact correlation coefficients between the failure modes must be obtained from 
the failure history of a real pipeline network. This requires a large data base on the 
detailed failure history of the pipes within a network.  Such information, however, 
has not been well documented. 
• In developing the correlation length model, more data sample is required for the 
beginning years of installation in order to make the model a pure empirical model. 
Since the water companies usually do not excavate a pipe before its failure, such data 
for the early years of installation is not readily available.   
 
1.5. Organisation of the thesis 
This thesis is consisted of seven chapters: Chapter 1 contains the introduction and the 
research objectives. Chapter 2 reviews the key literature from time-dependent reliability to 
spatio-temporal reliability and system reliability analysis methods. The chapter is finalized 
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by examining the gaps in the current field of knowledge. In Chapter 3, to address the first 
objective of the research a semi-empirical time dependent correlation length model is 
developed. In Chapter 4, to meet the second objective of the research, a FE-based spatio-
temporal reliability analysis based on maximum principal criterion is proposed and the 
impact of the correlation length model on the results will be discussed. Chapter 5 proposes 
a copula-based matrix-based system reliability to address the third objective of the 
research. In Chapter 6, the proposed methodologies in the chapters 3 to 5 are applied on a 
case study for assessing the reliability of a water pipeline network with unknown failure 
history subjected to corrosion. It allows for studying the effect of the correlation length of 
corrosion on the reliability of the network which addresses the fourth objective of the 
research. The final chapter concludes the findings of the research and proposes suggestions 
for reliability assessment of the water pipeline. 
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2. Literature review 
2.1. Corrosion in metallic structures 
All the metallic compounds in the nature are considered to be in their lowest energy state, 
known as the equilibrium state. A large amount of energy is needed to extract the metals 
from their ores. The received energy in the extraction process put the metals in a 
thermodynamically metastable state, and as a result, they will always tend to return to their 
lower energy state, usually by the act of corrosion or oxidation (Stratmann et al., 1983). It 
is almost impossible to prevent the corrosion process happening because the atmosphere, 
soil and marine environment all contain water and oxygen, the major necessary factors for 
the corrosion process. 
Corrosion of metals occurs in several stages. The initial phase starts at the surface of the 
metal (areas which act as the anode). The anode releases the electrons through the metal; 
then electrons start moving to the neighbouring cathodic area of the surface, where they 
form hydroxyl ions after combination with water and oxygen (Landolt, 2007). Ferrous ions, 
which came from the anode, react with hydroxyl ions to produce ferrous hydroxide. 
Finally, the ferrous hydroxide produces rust or hydrated ferric oxide. The growth of 
corrosion products (polarization effects) over time on the surface of metallic structure 
restrained the corrosion process by forming a hundred nanometers multi-layer film. This 
protective film decreases the rate of corrosion but cannot stop the process completely, 
because the film is not perfectly resistant and metal ions can still be transported through it 
and continue the electrochemical process of corrosion (Frankel, 1998). The anodic 
(Equation 2-1), cathodic (Equation 2-2) and combined (Equation 2-3) electro-chemical 
reactions of iron-based material corrosion are expressed as follows (Newman, 2010), 
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𝐹𝑒 → 𝐹𝑒44 + 2𝑒7                                                                                                           (2-1) 
𝑂9 + 2𝐻9𝑂 + 4𝑒7 → 4𝑂𝐻7                                                                                            (2-2) 
4𝐹𝑒 + 3𝑂9 + 2𝐻9𝑂 → 2𝐹𝑒9𝑂=. 𝐻9𝑂                                                                               (2-3) 
 Mechanical damages or other factors (i.e., erosion, microbial agents, etc.) may remove the 
protective film in some areas; that is when "localized" corrosion occurs. Further corrosion 
may happen by the formation of new anodic sites after a period. In this respect, material 
degradation should be considered uniform on the surface; it is defined as "general" or 
"uniform" corrosion (Newman, 2010). The general mechanism of corrosion on the metallic 
surfaces can be seen in Figure 2-1. 
 
Figure 2-1 Mechanism of corrosion in metallic structures 
2.1.1. Physical forms of corrosion 
Due to the complex electrochemical nature of the corrosion, it may occur in different forms; 
namely pitting, crevice, galvanic, general corrosion, etc. Considering the cast-iron water 
pipes, the predominant form of corrosion is the pitting corrosion. As mentioned in the 
previous section, the pitting is occurred as a result of partial protective film removal due to 
mechanical damages. Also, the pitting may occur at the area with scratches or small 
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material composition differences. Pitting is the common type of corrosion in the buried 
pipeline. This type of corrosion is usually referred to as the most dangerous type of 
corrosion, which is not only difficult to detect but is also difficult to predict (Tarantseva, 
2010). Pits usually show different shapes, such as spherical, cup-shaped or irregular (Figure 
2-2). On the other hand, corrosion is called general or uniform when the rate of corrosion 
at different areas of a corroding surface becomes relatively constant which results in a 
smoother surface in comparison with the pitting corrosion.  
 
Figure 2-2 Different forms of pits (Bhandari et al., 2015). 
 
2.1.2. Corrosion modelling approaches 
Investigating the physical and chemical laws behind the corrosion makes it possible for 
researchers to model the corrosion. The accuracy of the corrosion model is a determining 
factor in the accuracy of the predictions made by the reliability analysis methods and 
consequently, the efficiency of the maintenance action taken thereof. Generally, corrosion 
models can be classified into four categories; mechanistic, knowledge-based, empirical and 
semi-empirical models. The mechanistic corrosion models incorporate the electro-
chemical reactions with the complex interactions of diffusion and migration details. These 
models are expressed using differential equations or any other implicit mathematical 
representation (Han et al., 2011).  Knowledge-based models utilize knowledge and reason 
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for modelling the corrosion process. As an example of knowledge-based models, Artificial 
Intelligence (AI) based methods and specifically Artificial Neural Network (ANN) 
methods are widely applied for modelling the phenomena affected by uncertain parameters 
such as corrosion (Mohammad et al., 2012, Wu et al., 2016). An application of ANN for 
predicting the material loss due to corrosion can be found in (Jančíková et al., 2013). 
Bayesian-based corrosion models can be also categorized under the knowledge-based 
methods, because these methods mainly use clustering and general machine learning 
techniques (Insua et al., 2012, Wang et al., 2015). An empirical model is referred to the 
model that obtained based on experimental works and observations, while semi-empirical 
models are derived from theoretical and experimental work together. A majority of semi-
empirical models are developed by industrial companies for modelling of CO2 corrosion 
in steel pipelines carrying multi-phase flow (Olsen, 2003, Hu and Cheng, 2016).  
Each of the approaches has its particular usage and comes with specific advantages and 
disadvantages listed in Table 2-1. In spite of the limited applications of the mechanistic 
corrosion models (Li et al., 2009, Breton et al., 2010, Qian et al., 2011) and the knowledge-
based models (Kazaz, 2003, Senouci et al., 2014, El-Abbasy et al., 2014, Wang et al., 2015) 
for reliability assessment of civil structures, the other two approaches have been widely 
applied in the literature. The case-sensitiveness and the limitation of the knowledge-based 
models in the explicit identification of causal relationships between variables hinder further 
interpretation or modification of the output (Priddy and Keller, 2005). This is in addition 
to the requirement of huge data for setting up the knowledge-based methods. Moreover, 
the simple mathematical formulation of empirical and semi-empirical corrosion models 
and their wider range of applicability in comparison with the knowledge-based models 
have turned them to the most favourable corrosion models among the analysts. 
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Table 2-1 Different corrosion modelling approaches 
Mechanistic 
Description 
• A relationship between the factors involved in the 
corrosion is defined based on the fundamental 
physics and chemistry laws behind the corrosion 
process. 
Advantages 
• The result is easy to interpret. 
• The input parameters are easy to find in the 
literature. 
• The result is suitable for extrapolation. 
Disadvantages • Experimental database for validating the model is 
usually scarce. 
Example (Nesic et al., 2003, Vitse et al., 2003, Zhang et al., 2007) 
Empirical 
Description • Obtained by fitting corrosion rate to the data-sets 
available from experimental results 
Advantages • Can accurately predict the corrosion rate when an 
accurate and large enough database is available 
Disadvantages 
• Cannot be used for studying the physics behind the 
corrosion process 
• Extrapolation of the output may result in inaccurate 
predictions 
Example (Mansfeld, 1986, Kucera and Mattsson, 1987, Melchers, 2003) 
Semi-
Empirical 
Description 
• Based on a combination of theory and experiment 
Utilize regression analysis to obtain the unknown 
parameters 
Advantages 
• Easy to set-up 
• Can be used when theoretical knowledge is not 
enough by itself for interpreting the corrosion 
process 
Disadvantages 
• Predict only the worst-case scenario 
• Undergo many assumptions which may lead to 
unrealistic results 
Example (Ossai, 2012, Hu and Cheng, 2016) 
Knowledge-
based 
Description 
• Inspired by human brain functioning, the methods 
approximate a relationship by receiving a large 
database as the training input. 
Advantages 
• Consider both linear and non-linear relationship 
between involved parameters 
• Robustness in the presence of noisy or incomplete 
data 
• High prediction accuracy 
Disadvantages 
• The process of producing the results is not clear (a 
black-box technique feature) 
• Liability to over-fitting 
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• Require a huge database as the input 
• Large computational burden 
Example (Mohammad et al., 2012, Wu et al., 2016, Wang et al., 2015) 
 
2.1.3. Corrosion in pipeline 
Among different types of buried pipelines, water and waste water pipelines are of interest in 
this thesis. Over time, the structural reliability of pipelines used in the water and wastewater 
networks can become uncertain. External corrosion of water pipeline due to the chemicals 
that exist in soil is one of the major causes of deterioration in these critical infrastructures 
(Beavers and Thompson, 2006). 
In many cases, a combined effect of loadings and corrosion leads to sudden failure due to 
the reduced cross-section area of the pipe and higher stress intensity on the surface (Hackl 
and Kohler, 2016). Corrosion in soil significantly depends on soil characteristics (i.e., 
moisture, soil aeration, redox potential, water holding capacity, compatibility, the 
concentration of minerals, etc.). In order to predict the corrosion of structures buried in 
soil, the following parameters must be taken into account: Electrochemical activities on the 
surface of buried steel structure, the effect of environmental factors such as soil pH, 
temperature and moisture, and also the impact of external surrounding factors, like rainfall. 
Due to the simple mathematical form, and also the wide range of applicability, empirical 
and semi-empirical corrosion rate models have been intensively used for predicting the 
depth of corrosion and in particular, for the reliability assessment of corroding pipeline. 
Rossum (1969) proposed a linear model for corrosion depth of cast-iron water pipes over 
time (Equation 2-4). In this linear model, K is a constant, 𝜌@ABC is the soil resistivity, t is 
time and pH is the measure of soil acidity. 
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𝑎(𝑡) = 𝐾𝑊,			𝑊 = (GH7IJ)KLMNOP                                                                                              (2-4) 
Corrosion is a time-varying process and its rate changes over time. It starts at a higher rate 
and then slows down with time (Melchers, 2013). This is due to the protective properties 
of the protective film, produced by the corrosion process. This feature has been expressed 
by the power-law formula (Equation 2-5), in which a is the depth of corrosion, k and n are 
constants to be obtained from fitting the function to the experimental data. The model has 
been first introduced by Kucera and Mattsson (1987). Since then, this model has been 
extensively used for representing the general corrosion in the literature (Sadiq et al., 2004, 
Amirat et al., 2006, Li and Mahmoodian, 2013). 
𝑎(𝑡) = 𝑘𝑡R                                                                                                                     (2-5) 
A two-phase model that considers both exponential fast growth phase and also the linear 
phase of corrosion has been proposed by Rajani et al. (2000), 
𝑎(𝑡) = 𝛼𝑡 + 𝛽(1 − 𝑒7WK)                                                                                                (2-6) 
where 𝛼,  𝛽 and 𝜍 are constant regression parameters. A comprehensive comparison between 
these models, using the data gathered from different facilities in North America,  can be 
seen in Figure 2-3 (Sadiq et al., 2004). In the Figure 2-3, the models Sheikh et al. (1990), 
Kucera and Mattsson (1987) and Rajani et al. (2000) are respectively referred to Equations 
2-4 to 2-6. 
 17 
 
Figure 2-3 Different corrosion depth models (Sadiq et al., 2004). 
Melchers (2013) proposed a bi-modal model to consider the time-dependent corrosion depth. 
This empirical corrosion model defines the long-term corrosion in four stages; 1. Corrosion 
initiation 2. Diffusion controlled oxygen reduction 3. Hydrogen ion reduction and 4. Log-
term steady state (Figure 2-4).  
 
Figure 2-4 Different stages of corrosion due to the bi-modal model. [reproduced from 
Melchers (2013)] 
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Service-life prediction and taking maintenance actions on corrosion affected pipelines 
require accurate representation of the corrosion process. When attempting to represent the 
corrosion in pipeline, the engineer must make sure to consider the following factors:  
• Spatial correlation among pits formed on the surface of the pipe. 
• The time-variant character of cumulative corrosion damage. 
Accurate corrosion representation incorporated with reliability analysis methods makes it 
possible for planning high quality maintenance strategies. Since maintenance strategies are 
mainly involved in finding a balance between the probability of failure and the cost of 
reducing the risk, an optimal maintenance strategy can be obtained using the probability of 
failure and cost information which is determined by stakeholders.  
In regards with the corrosion depth predictive models which are the input to the reliability 
analysis methods, it must be noted that each one of the introduced models has its 
advantages and disadvantages and must be selected based on the availability of corrosion 
data and also the convenience of application. After a long time from the introduction of the 
power-law formula, the model is still widely used in reliability literature because of the 
simplistic mathematical expression that allows the analyst to use it by finding only two 
constants. On the other hand, models like the bi-modal model help the researchers by 
giving them a more detailed explanation of the temporal corrosion evaluations. 
 
2.2. Structural reliability analysis 
The structural reliability can be expressed as the probability that a structure works with a 
predefined extent of safety throughout its service life. The reliability of the structures is 
impacted over-time, due to external loadings, poor workmanship or natural factors such as 
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corrosion. The concept of the component reliability can be extended to the concept of 
system reliability which is the case when the reliability assessment of a group of inter-
dependent components is intended. A pipeline can be seen as a system of inter-connected 
pipe segments, the reliability of each can be found using the component reliability analysis 
methods. Therefore, the reliability of the pipeline network as a whole must be studied using 
a system reliability analysis. The following sections review the literature of reliability at 
both the component and the system level. 
2.2.1. Background 
There are many known failure modes for buried pipelines. Identifying the dominant failure 
modes depends on the definition of the physical model for the system, which involves 
consideration of loads or any other contributing parameters. Generally, the most important 
parameters involved in the analysis of flexible buried pipes are loads, soil stiffness and pipe 
stiffness (Mahmoodian and Aryai, 2017). External loadings and corrosion, which act 
through reduction of the pipe wall thickness, affect the failure condition of the pipeline.  
Flexural failure, wall thrust, ring deflection, longitudinal deflection, leakage, and buckling 
are common failure modes in corrosion affected buried water pipeline (Mahmoodian and 
Aryai, 2017). Non-uniform soil compaction along with over-excavation can be the reason 
behind non-uniform bedding, which leads to longitudinal deflection of the pipe 
(Mahmoodian and Aryai, 2017). Flexible pipes can deform and move away from pressure. 
However, if the bending deflection exceeds the allowable longitudinal deflection threshold, 
a deflection failure will happen. Excessive bending can also result in flexural failure. It is 
also necessary to study the ring deflection of a pipe and ensure it does not reach 5% of the 
inside diameter of the pipe to prevent ring deflection failure (Moser 2001).  
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Leakage usually happens when the depth of pin-holes becomes greater than the thickness of 
the pipe wall. Thus, it is essential to consider the corrosion factors in choosing the wall 
thickness for a pipe. Buckling pressure and wall thrust are also considered as two vital 
factors which should be maintained less than their critical thresholds to guarantee the safety 
of the pipeline (Mahmoodian and Aryai, 2017). 
 Reliability analysis methods not only predict the failure probability of a structure over its 
service-life but illustrate the contribution of the associated parameters in the reliability of 
the structure to its structural failure probability. Consequently, the methods help with 
identifying the critical contributors to the failure of the structure and selecting appropriate 
values for them in the design stage to increase the service-life of the structure. To 
implement a reliability analysis method, information such as the definition of failure, the 
description, and model of the degradation process and the external loading must be 
available. Many of these data, such as the degradation rate or loading, show degrees of 
uncertainty and therefore, must be treated with probabilistic approaches. The failure can be 
defined through the violation of a limit-state. A limit state is an indicator of the condition 
of a structure beyond which it does not meet the relevant design criteria (Melchers and 
Beck, 2018). 
Throughout the civil engineering literature, assessment of structural reliability has been done 
by comparing the random resistance of the component/system to the random load placed 
on the component/system, known as the limit-state approach. In general, a structure is 
failed in time due to the reduction of its structural capacity, or the excess of the stress over 
the structure. That is the reason why the resistance of the structure and/or the applied stress 
over the structure is defined as the time-variable parameters. The general formulation for 
limit state function of a structure subject to a time-varying process is presented as follows 𝐺(𝑅, 𝑆; 𝑡) = 𝑅(𝑡) − 𝑆(𝑡)	                                                                                               (2-7) 
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In the above equation G(R, S; t) is a limit state function, S(t) is the stress affecting the limit 
state requirement for an outcome of 𝑥 which is a set of basic variables and, and R(t) is the 
resistance of the structure. Failure occurs when the stress becomes greater than the 
resistance of the structure. In studying the reliability of the corrosion affected structures, 
the time-dependency of the limit-state function is commonly accounted for by substituting 
the intact cross-section of the structure in the formulation of S(t) or R(t) with the remaining 
cross-section of the structure at each point of time t. More details about limit state concept 
and its applications in reliability analysis can be found in (Nowak and Collins, 2000).  
The limit-states are divided into two groups; ultimate limit-states and serviceability limit-
states. The latter corresponds to the normal usage of the structure, while the first one is 
related to the maximum structural strength of the structure. In other words, the violation of 
ultimate limit-states causes failure of the structure, while the violation of the serviceability 
limit-states does not cause the failure of the structure and only reduce the quality of its 
functionality. The following steps explain the reliability analysis of a structure in brief: 
1. Identification of the dominant failure modes. 
2. Formulate the failure modes via the limit-state function concept. 
3. Specify the values of the involved deterministic parameters and also the distribution 
types and the statistical characteristics of the random parameters. 
4. Calculating the failure probability by checking the likelihood of violation of the 
limit-states. 
In a general form, the probability of failure can be formulated as (Melchers and Beck, 2018), 
𝑃(𝐺(𝑿) < 0) = ∫. . . ∫ 𝑓𝑿(𝑿)𝑑𝑿	d(𝑿)eH                                                                              (2-8) 
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where 𝑓𝑿(𝑿) is the joint probability density function of 𝑿. Figure 2-8 shows the probability 
distribution function (PDF) of S and R and the failure domain. 
 
Figure 2-8 Probability distributions of stress and resistance and their joint probability 
density function (Melchers and Beck, 2018). 
 It is not always feasible to find a solution to the integral of Equation 2-8 due to the presence 
of a large number of involving variables or inexplicit limit-state functions form. Therefore, 
alternative approximation approaches such as Monte-Carlo simulation, first-order 
reliability methods (FORM) or second order reliability methods (SORM) methods have 
been proposed to find the probability of failure. An approximated solution to the integral 
of Equation 2-8 is obtained (considering that the stress and resistance as independent 
normal distribution) as: 
𝑃f = Φ h7(ij7ik)lmjn4mkn o = Φ(−𝛽)                                                                                         (2-9) 
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where Φ is the cumulative distribution function (CDF) of the standard normal distribution,  𝜇 and 𝜎 are mean, and standard deviation of stress and resistance and 𝛽 is the reliability 
index. 
Throughout the literature, the reliability of buried water pipes has been studied based on 
three main approaches, deterministic, probabilistic and statistical methods. When the data 
from in-line inspections (ILI) (Figure 2-9) or the failure history of the structure is available, 
statistical methods is proved to enables with accurate prediction of water pipeline reliability 
(Dehghan et al., 2008, St. Clair and Sinha, 2012, Velázquez et al., 2014). Sheikh et al. 
(1990) investigated the time to first perforation in water injection pipeline using a statistical 
approach that was based on the data gathered from the water companies. 
 
Figure 2-9 An in-line inspection method schematic. Sensors detect the corrosion or leakage 
within the pipe surface (Diagnostics, 2018). 
 Dehghan et al. (2008) estimated the number of pipe failures in a pipeline network by 
applying an ANN that was fed by the failure data collected from a water company in 
Melbourne, Australia. A similar approach has been used by Dong and Wang (2013) where 
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a data-mining approach is employed for prediction of water pipeline breakage based on the 
historical data of the pipes.  
A probabilistic-statistical method for estimating the possibility of failure in the large water 
mains is proposed by Kleiner et al. (2006). To this aim, the authors combined fuzzy logic 
with a non-homogeneous Markov process. The method required the installation condition 
and also the condition of the pipes at a later time to be completely known. Another 
probabilistic-statistical approach by Ossai et al. (2016) proposed a Markov-chain based 
model for predicting the pit depth distribution of the buried pipes in the future. The authors 
used the pitting corrosion data and the operating variables data supplied by a company as 
an input to estimate the time of pitting initiation. 
It can be noticed from the abovementioned references that, in abundance of data on the 
history of pipeline, the statistical methods and their combination with deterministic 
methods provide a reliable framework for assessing the reliability of buried pipeline. 
However, such data is not readily available, especially in the under-developed countries 
where the ILI methods are not financially convenient for the water industry. On the other 
hand, the presence of uncertainty (mainly due to uncertain nature of corrosion and also soil 
condition) makes it difficult for deterministic approaches to accurately predict the failure 
condition of buried pipes based upon the safety factor concept, that leaves the probabilistic 
approaches the only option for reliability assessment of these infrastructures when the 
scarcity of the inspection data is the case (Mahmoodian and Aryai, 2017).  
Ahammed and Melchers (1997) estimated the service-life of the buried pipeline by 
representing the corrosion depth with the well-known power-law model and applying the 
Monte-Carlo reliability method. The uncertain nature of corrosion has been accounted for 
by representing the regression parameters of the power-law model with random numbers.  
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De Leon and Macías (2005) considered the uncertainty of effective parameters in the rate of 
corrosion and the location in which it occurs, by using the FOSM, for estimating failure 
probability of buried pipeline. Mahmoodian and Aryai (2017) applied a similar approach 
to Ahammed and Melchers (1997) for analysing the reliability of corroding steel water 
pipeline subjected to six failure-modes, i.e., flexural, buckling, wall thrust, ring deflection, 
longitudinal deflection and pitting. A simplistic multi-failure system reliability analysis 
was performed to obtain the system failure probability.  
Li et al. (2009) proposed a method for service-life prediction of buried steel pipes by utilizing 
a mechanistic corrosion model and a Monte-Carlo reliability method. Moreover, a 
sensitivity analysis of radial corrosion and axial corrosion rate was performed by the 
authors. Ji et al. (2017) estimated the service-life of corrosion affected cast-iron water pipes 
by developing a probabilistic physical model and applying FORM and Monte-Carlo 
simulation. The authors used a bi-modal model (Melchers, 2013) to consider the time-
dependent corrosion depth. 
2.2.2. Time-dependent reliability assessment of corrosion affected water pipes 
As mentioned in section 2.1, degradation of the structure due to corrosion is a time-
dependent process. Therefore, this time-dependence feature must be considered in the 
corresponding reliability analysis method. Traditional time-dependent reliability analysis 
methods, such as Monte-Carlo Simulation, MCS, utilize realizations of the corroded cross-
section at different points of time without considering the correlation between time-steps. 
Modelling the corrosion loss as a stochastic process such as Gamma or Wiener process, on 
the contrary, considers the correlation between time-steps (Mahmoodian, 2018). 
Additionally, the first passage probability method can be used for considering the time-
dependency of the stochastic process in reliability analysis. In many cases, it is possible to 
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represent S(t) by decreasing or increasing stochastic processes and calculate the failure 
probability by solving an out-crossing problem (Jiang et al., 2017, Mahmoodian, 2018). 
The procedure involves finding the probability that S(t) crosses the threshold R(t) within a 
specified period (Figure 2-10). Several closed-form solutions for the outcrossing rate, 
especially for the case of Gaussian stochastic process have been proposed in the literature 
(Lutes and Sarkani, 2004, Melchers and Beck, 2018). A closed-form solution for 
outcrossing of non-Gaussian stochastic process has been proposed by Li et al. (2016). The 
authors used the method for reliability analysis of corrosion-induced concrete cracking. 
 
Figure 2-10 First passage of		𝑺(𝒕) over	𝑹(𝒕) (Melchers and Beck, 2018). 
Li and Mahmoodian (2013) studied the failure of cast-iron buried pipes through the first-
passage probability of the stress intensity factor from the critical stress intensity factor. 
Yang et al. (2017) investigated the fracture failure of cast-iron pipes by estimating the first-
passage probability of inclined cracking failure. Outcrossing methods usually undergo 
many assumptions [such as the rarity of outcrossing events (Vanmarcke, 1975)], which 
decreases the accuracy of the results obtained thereof, while those are computationally 
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inexpensive. Additionally, the outcrossing of the non-Gaussian processes is a challenging 
task that limits the range of applicability of these methods.  
 
Figure 2-11 Schematic of degradation modelling using Gamma process. 
To account for the realistic temporal variability of corrosion process which has been ignored 
in the random variable approaches, introduced in the previous section, van Noortwijk 
modelled the corrosion as a Gamma process (van Noortwijk et al., 2007). Gamma process 
is a stochastic process with independent non-negative increments having a Gamma 
distribution with identical scale parameter. Unlike the Brownian motion with drift, also 
known as Wiener process, monotonic degradation pattern of the gamma process makes it 
a suitable choice for modelling the cumulative degradation, e.g., corrosion (Abdel-
Hameed, 1975) (Figure 2-11). Zhang et al. (2014) used a non-homogeneous gamma 
process-based model for representing the corrosion depth over the metallic pipeline 
surface. Mahmoodian and Alani (2013), Mahmoodian and Alani (2014) utilized the 
gamma-process concept for modelling the corrosion in concrete pipes.  
As mentioned earlier, corrosion is a time-dependent random process. Moreover, live loads, 
depth of burial and unit weight of soil, as the involved factors in the limit state functions 
of studying failure modes show a degree of uncertainty; eventually, they must be chosen 
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based on potentially uncertain or missing information and/or heterogeneity of the 
environment. In many cases, the input parameters contain spatial variability which must be 
deliberated in order to obtain an accurate model (Fenton and Griffiths, 2008). Such a 
consideration allows for a reliability analysis in three dimensions (Figure 2-12b) instead of 
traditional reliability assessments which considered the deterioration process only in two 
dimensions (Figure 2-12a).  
 
Figure 2-12 Corrosion loss in a) 2-D and b) 3-D 
The aforementioned references in this section have considered a uniform reduction of steel 
cross-section when applying the time-dependent reliability analysis methods; however, the 
geometry of the corroded surfaces reveals that there are correlated fluctuations on the 
surface and different areas of the surface experience different thickness reductions. 
Consideration of both the time-dependent nature of corrosion (e.g., using gamma process 
concept) and spatial correlation (e.g., using random-field concept) when applying the 
reliability analysis methods, is called spatio-temporal reliability analysis. 
2.2.3. Spatio-temporal reliability analysis of corroding pipeline 
Corrosion and generally, the phenomenon which can be described with correlated spatially 
distributed random variables are called random fields. The results of several researches 
confirm that, the strength of the corroded plates, represented with random field of 
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corrosion, is usually lower than that of plates with uniform corrosion; therefore, 
considering uniform reduction of plate thickness due to corrosion instead of applying 
random field theory for corrosion representation, may lead to an optimistic and inaccurate 
reliability analysis (Teixeira and Soares, 2008). This issue is also expected to enhance the 
effectiveness of the failure modes such as the corrosion-induced residual strength in the 
failure of the structure. In comparison with the uniform representation of corrosion, the 
random-field representation of corrosion produces localised corrosion points throughout 
the surface. These corrosion pits are known to significantly reduce the strength of the 
structure (Darmawan and Stewart, 2007). 
Corrosion usually occurs on different areas of a steel surface with different shapes and sizes. 
The resulted geometry, therefore, contains randomness and correlation among surface 
points altogether. The geometry of the corrosion affected surfaces can be modelled 
mathematically using random field theory. Presenting a random field in terms of a vector 
of random variables is called discretization. Several discretization (representation) methods 
have been introduced in random field literatures, among which Series Expansion methods 
(particularly Karhunen-Loeve expansion method) and Optimal Linear Estimation (OLE) 
method, have been used for corrosion random field representation (Lu et al., 2007, Sudret, 
2008, Mejri et al., 2011).  
The Karhunen-Loeve expansion is a method for discretization of random fields, in which the 
minimization of the mean squared error involves solving the Fredholm integral equation. 
Spanos and Ghanem (1989) used the Karhunen-Loeve expansion method in engineering 
literature for the first time. This method has been successfully applied for representation of 
the corroded surface of metallic structures (Htun et al., 2013, Sahraoui et al., 2013, Aryai 
and Mahmoodian, 2017). 
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An optimal random field discretization method, called Expansion Optimal Linear Estimation 
method (EOLE) has been proposed by Li and Der Kiureghian (1993). It has been proved 
that, when the exact solution of the integral eigenvalue problem is not available, EOLE is 
the most efficient method for discretization of the random field; since it requires the least 
number of random variables for representing the random field with acceptable accuracy 
(Sudret and Der Kiureghian, 2000).  
An application of the random-field concept in the representation of corrosion pits can be 
found in Teixeira and Soares (2008), Teixeira et al. (2013), where the authors utilized an 
expansion linear optimal estimation (EOLE) discretised random field for modelling the 
geometry of the corroded surface of steel plates. A non-linear corrosion model was used 
for obtaining the random field parameters at each time-step. Monte Carlo simulation 
(MCS) and non-linear FEM have been applied then to estimate the ultimate strength of the 
corroded plates in terms of time. There exist interesting applications of FEM for the  
structural assessment of the structures subjected to pitting corrosion, in which the authors 
studied the impact of an isolated pit on the structural integrity of the structure (Salleh, 2013, 
Ji et al., 2015) or the authors directly transfer the 3D surface of a corroded pipe sample into 
the FEM (Zhang et al., 2017).  
Stewart and Mullard (2007) used random-field for the time-dependent reliability analysis of 
corroding reinforced concrete (RC) structures. The MCS has been used to find the 
probability that the crack width exceeding a threshold. A similar approach has been used 
by Aryai and Mahmoodian (2017) for estimating the service-life of cast-iron water pipes. 
The authors proposed a time-dependent correlation length model for improving the 
accuracy of corrosion modelling in buried cast-iron water pipes. Stewart (2012) studied the 
effect of spatial variability of corrosion on the structural reliability of RC structures 
considering concrete strength, concrete cover and surface chloride concentrations as 
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random field. When attempting to model a stochastic degradation process such as 
corrosion, evolution of the cumulative process through time must be captured accordingly. 
This issue has been ignored in the given references on EOLE and Karhunen–Loève 
discretization applications, mostly because of the shortcoming of these discretization 
methods in considering both the spatial and temporal correlated nature of corrosion at once. 
These methods can successfully capture the geometry of a corroded surface at a given point 
in time; however, they do not consider the correlated evolution of corrosion process 
through time. On the other hand, incorporation of the traditional random field discretization 
methods into the FEM for time-dependent reliability purposes is quite challenging because 
of the pure random nature of these representation methods which may lead to the generation 
of negative-value thickness during the FE analysis. 
The abovementioned shortcomings have been addressed by the mean of copulas and gamma 
process concept. Copula is a multivariate probability distribution which are used to define 
the dependence between random variables. Copulas can be used to define nonparametric 
measures of dependence for pairs of random variables. In other words, copulas are defined 
as joint cumulative probability distribution generated from specified marginal. There are 
many copula types available for creating dependent structures, such as Gaussian, Gumbel, 
t-, Clayton, Frank, etc. Each copula has its own dependence characteristics and must be 
chosen based on the desired correlation feature. For example, Frank and Gaussian copula 
do not have tail dependence, while Clayton copula has lower and upper tail dependence 
(Tang et al., 2013c). A complete survey on copula and its applications can be found in 
Jaworski et al. (2010). 
The application of copulas in the reliability of correlated components have been extensively 
studied during the past decade (Tang et al., 2013a, Tang et al., 2013c, Li et al., 2013, 
Eryilmaz, 2014). The authors compared different types of copula and proved that each type 
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of copula results in only one in many correlation possibilities. For instance, Tang et al. 
(Tang et al., 2013a) showed that a Gaussian copula cannot capture the dependence structure 
exists between the cohesion and friction angle in geotechnical reliability analysis. The 
authors proposed Plackett and Frank copula as the best fits for the mentioned purpose. The 
impact of copula type on the correlation structure has been investigated for the multi-state 
components (Eryilmaz, 2014), bi-variate distributions in reliability analysis problems 
(Tang et al., 2013c) and bi-variate distributions in parallel system reliability (Tang et al., 
2013b). To the best knowledge of the author, the findings do not provide a clear instruction 
for selecting the right type of copula for specified purposes and are relatively subjective. 
In order to accurately address the evolution of corrosion process in both time and space, a 
combination of stochastic processes, such as Gamma or Wiener process, and copulas can 
be used. Zhou et al. (2012) and Li et al. (2017) proposed the technique for simulation of 
corrosion affected pipes in order to study the probability of failure in pressurized steel 
pipeline and ductile cast-iron water pipes respectively. Li et al. (2017) considered both 
temporal and spatial variations of corrosion together by utilizing the gamma process and 
copulas. The method was applied for reliability assessment of the pipeline subjected to the 
corrosion-induced perforation. In the authors’ work, however the correlation length value 
has been selected based on assumptions. Considering the fact that this parameter is a 
building block of the correlation function, more effort must be made for indication of its 
value for practical uses. 
2.2.4. Structural system reliability analysis 
To assess the reliability of a system of interconnected components, in addition to the failure 
probability of each component of the system, joint-failure probabilities of the components 
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must be taken into account that requires incorporating the conditional probability into the 
evaluation of the integral in Equation 2-8 (Figure 2-13). 
 
Figure 2-13 An illustrative example of a system reliability analysis in 2D (Melchers and 
Beck, 2018). 
In order to assess the reliability of a system, the marginal- (or individual component 
probability) and joint- probabilities of the combination of all component events (high 
orders of joint-probabilities) must be known. Lack of such information makes the system 
reliability a difficult task. On the other hand, high order joint-probabilities are not usually 
easy to compute. An alternative approach to deal with the issue is to obtain lower and upper 
bound for the system failure probability, while utilizing lower order joint- failure 
probabilities which are mostly easy to compute. One of the first attempts for bound 
estimation has been done by Boole (1958), where the series system (Equation 2-10) and 
parallel system (Equation 2-11) bounds have been estimated by only marginal failure 
probabilities of the components: 
max	(𝑃(𝐸B)) ≤ 𝑃(⋃ 𝐸BRBxG ) ≤ min	(1, ∑ 𝑃(𝐸B)RBxG )                                                      (2-10) 
max	(0, ∑ 𝑃(𝐸B)RBxG − 𝑛 + 1) ≤ 𝑃(⋂ 𝐸BRBxG ) ≤ min	(𝑃(𝐸B))                                        (2-11) 
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Taking into account the bi-component joint probabilities, the upper and lower bound 
estimation formula has been proposed for the series system reliability as Equations 2-12 
and 2-13 respectively (Kounias, 1968, Hunter, 1976, Ditlevsen, 1979). This method is 
widely known as KHD bound estimation method. Theoretical bound formula does not exist 
for the parallel systems when the joint-probabilities are involved, although, the De 
Morgan’s law can be used to convert the intersection of the events to the unions (Song and 
Der Kiureghian, 2003).  
𝑃(⋃ 𝐸BRBxG ) ≤ 𝑃(𝐸G) + ∑ (𝑃(𝐸B) − max~eB	(𝑃(𝐸B𝐸~)))RBx9                                             (2-12) 
𝑃(⋃ 𝐸BRBxG ) ≥ 𝑃(𝐸G) + ∑ max0, 𝑃(𝐸B) − ∑ 𝑃𝐸B𝐸~B7G~xG RBx9                                        (2-13) 
Higher order joint-probabilities have been considered for the bound estimation of series 
system by Zhang (1993). The author proposed Equations 2-14 and 2-15 for upper and lower 
bound estimation (considering up to tri- component joint- probabilities) respectively. 
𝑃(⋃ 𝐸BRBxG ) ≤ 𝑃(𝐸G) + 𝑃(𝐸9) − 𝑃(𝐸G𝐸9) + ∑ 𝑃(𝐸B) − max∈(9,…,B7G)~e 	𝑃(𝐸B𝐸) +RBx=
𝑃(𝐸B𝐸~ − 𝑃(𝐸B𝐸~𝐸)                                                                                                (2-14) 
𝑃(⋃ 𝐸BRBxG ) ≥ 𝑃(𝐸G) + 𝑃(𝐸9) − 𝑃(𝐸G𝐸9) + ∑ max	(0, 𝑃(𝐸B) − ∑ 𝑃𝐸B𝐸~ +B7G~xGRBx=max∈(G,…,B7G) ∑ 𝑃(𝐸B𝐸~𝐸)B7G~xG~ 	)                                                                                 (2-15) 
The theoretical bound estimation methods introduced herein has several shortcomings listed 
as follows: 
• Even though the Boole’s formula is proved to be able to obtain the narrowest possible 
bound when only marginal probabilities are available, the obtained bound is still too wide 
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to be applicable for practical uses. The reason is clearly the lack of consideration of the 
joint-probabilities. 
• The width of the bound obtained by KHD and Zhang formula, on the other hand, depends 
on the ordering of the component states. Since a system of n components has 𝑛! possible 
ordering candidate, one must apply every single ordering alternative to find the narrowest 
possible bound for the system. 
• The introduced methods are not applicable to the general systems. 
In the case where all the higher-order joint- probabilities are available, one can use MCS to 
derive an exact solution for the failure of the system, however, the demerits of the method, 
as discussed before, make it difficult to apply for practical uses. Recently, matrix-based 
reliability, MSR, has been proposed by Kang et al. (2008) which allows for the calculation 
of the exact failure probability for the mentioned case by simple algebraic matrix 
manipulations. When the higher-order joint-probabilities are not available, one can apply 
linear-programming (LP) to the MSR to obtain the narrowest possible bound of the system 
failure with ease. The LP method has been proposed by Song and Der Kiureghian (2003) 
for reliability analysis of general systems. The general form of a LP problem can be 
expressed as Equations 2-16 to 2-18; in which 𝑐𝑝 is the objective function and	𝑎G, 𝑏G, 𝑎9 
and 𝑏9 are coefficient matrices which define the constraints.   
 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒	𝑜𝑟	𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒		𝑐𝑝                                                                                        (2-16) 𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑒𝑑	𝑡𝑜		𝑎G𝑝 ≥ 𝑏G                                                                                                 (2-17) 𝑎9𝑝 = 𝑏9                                                                                                                         (2-18) 
 
It has been shown by Der Kiureghian and Song (2008) that, grouping 𝑘 components of a 
system with 𝑛 components as a super-component (denoted as [1]), the remaining 
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components would have 𝑛 − 𝑘 + 1 components. Therefore, the size of the MSR problem 
is reduced by 27G. A super-component is by definition a component consisting of several 
components. The super-component concept can be generalized to further reduce the size 
of an MSR problem by forming super-super-components (Combination of several super-
components in a super-component) and so on. The overall system failure probability is 
obtained by solving an MSR consisted of both components and super-components marginal 
(i.e. 𝑃G, 𝑃[G], etc.) and joint failure probabilities (i.e. 𝑃G,[G], 𝑃[G],[9], etc.). Figure 2-14 shows 
the schematic example of a multi-scale system reliability method.   
In order to decompose the system efficiently, an instruction has been proposed by Der 
Kiureghian and Song (2008). First of all, each component can exist in no more than one 
super-component. Secondly, super-component with only two states is preferable. 
Additionally, it is better to have super-components with similar probabilistic 
characteristics. It is also beneficial if the selected super-components are statistically 
independent. Selecting the disjoint super-components is also beneficial. Finally, the 
preferable candidates for super-components are parallel or series sub-systems. After 
decomposing the system into components and super-components, the failure probability of 
system can be obtained, and the critical component within the system can be identified by 
applying the importance measure method explained in the next sections. 
In general, the MSR shows several superiorities over other system reliability methods due 
to its unique features as elaborated in the following lines: 
• Using MSR, the system failure probability can be obtained by representing the 
marginal and joint-probabilities using matrix notation and applying simple algebraic 
matrix calculations. 
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• The method is independent of the ordering of the component states. Using MSR, the 
probability vector needs to be computed just once, and then, the probability of 
different system events can be calculated by changing the vector event component. 
• The method is able to calculate the narrowest possible bound when being used with 
LP for the case of incomplete data on marginal or joint-probability of components.  
When the marginal failure probabilities and the correlation matrix describing the pair-wise 
correlation between them are given (is referred to as the case of “incomplete information” 
because the joint- failure probabilities are unknown), MSR proved to be able to calculate 
the system failure probability with an acceptable accuracy (Song and Kang, 2009). The 
method utilizes the Dunnett-Sobel (DS) -class correlation concept to capture the correlation 
among failure modes. Obtaining the DS-class correlation matrix from the general 
correlation matrix is, however, an expensive task, especially when a large number of 
common source random-variables, CSRVs, are involved. If more than 3 CSRVs are needed 
to decrease the error in estimation of the DS-class correlation matrix, the method requires 
utilization of FORM or SORM which comes at the cost of failure probability accuracy 
(Kang and Song, 2008). Even for the case of 1 or 2 CSRVs, the method requires solving 
an optimization problem and is not a straightforward task and leads to huge fitting error. 
Another disadvantage of MSR can be seen through the large memory (RAM) it needs to 
restore large matrices. Although, this issue can be addressed by applying the multi-scale 
method. 
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Figure 2-14 Decomposition of a system into component and super-components in a multi-
scale system reliability analysis. 
2.2.5. Component importance measures 
The infrastructures like water pipeline networks consist of several pipe segments, the failure 
of which may affect the failure of the adjacent ones. Because of such correlations between 
system components, the failure of each component must be studied through the CIM 
concept. Component importance Measure (CIM) techniques are widely used for identifying 
the critical component of a system, mainly by evaluating the measure of the contribution 
of a component to the overall system probability of failure. The component importance 
measure must be considered in relation to a specific system functionℎ(𝑃(𝐸@@K)), for 
example, "structural failure" of a system herein. Generally speaking, the importance of a 
component within a system depends on three parameters (Arnljot and Rausand, 2009): 
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• The location of the component within the system 
• The structural reliability (or on the contrary the failure probability) of the component. 
• The uncertainty exists in the calculation of component reliability (or failure).  
Several CIMs has been introduced in the literature, each of which has its unique features. 
Among available CIMs, Birnbaum’s measure, the risk achievement work (RAW) and the 
conditional probability CIM are of importance. Birnbaum’s measure is analogues to the 
classical sensitivity analysis by which the CIM of a component is calculated by partial 
differentiation of the system reliability (or failure) in terms of the component reliability (or 
failure) (Birnbaum, 1968): 
𝐶𝐼𝑀B(𝑡) = ((M M¡¢£;K))(O;K)                                                                                              (2-19) 
where 𝑃(𝐸@@K; 𝑡) is the probability of failure (or survival) of the system at the time t and 𝜕𝑃(𝐸B; 𝑡) is the probability of failure (or survival) of the i-th component at the time t. Raw 
CIM is identified as the ratio of the system failure if the ith component is always failed to 
the actual system failure (Cheok et al., 1998).  
𝐶𝐼𝑀B¥¦§(𝑡) = ¨𝐸@@K©𝐸B; 𝑡ª(M M¡¢£;K)                                                                                   (2-20) 
where  𝑃𝐸@@K«𝐸B; 𝑡 is the probability of system failure (or survival) given that the ith 
component has been failed (or survived). A CIM has been proposed by Kang et al. (2008) 
which utilizes the conditional probability of a component event given the system failure. 
This can be expressed in the format of MSR as Equation 2-21 in which, the event vector 𝑐 
for 𝐸B𝐸@@K is represented by the event vector of a new system	𝑐¬: 
𝐶𝐼𝑀B­®¥ = 𝑃𝐸B«𝐸@@K = (OM M¡¢£)(M M¡¢£) = ¯°±I¯±I                                                             (2-21) 
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It must be noted that, when reliability assessment of a series system is of interest, all of the 
introduced CIM methods, except for RAW, calculate a same component importance 
ranking in which the component with the highest failure probability (or lowest reliability) 
is the most important one. RAW, on the other hand, results in all the components in a series 
system to have an equal importance.  
2.3. Discussion and conclusion 
This chapter reviewed the necessary methods and literature in reliability analysis of 
corrosion affected water pipeline. It has been shown that the traditional time-dependent 
reliability analysis methods do not consider the spatial variability of corrosion pits. To 
address this issue, spatio-temporal reliability analysis methods which consider the surface 
of the pipe as a random-field have been proposed. By reviewing the current literature, 
several gaps can be seen which are elaborated in the following paragraphs: 
1. As the literature review showed, only a few researchers considered spatio-temporal 
reliability methods for assessment of buried water pipeline. This scarcity of research 
is mainly because of the difficulty in indication of the random-field parameters and 
also the computational burden of the spatio-temporal reliability methods. Indicating 
parameters such as the correlation length of a random-field normally requires a huge 
database from the geometry of corroded pipe surfaces and such database is rarely 
available for the analysts. This issue is especially valid for the water industry. 
Because of financial considerations, many water companies do not use advance 
inspection methods for monitoring the structural health of assets, and therefore, in 
many cases limited inspection data is available to be used for reliability assessment 
purposes. That is the reason why in a majority of the cited works in this chapter, the 
correlation length of the corrosion random-fields has been selected based on 
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assumption. Consider the fact that, the correlation length is a determining factor for 
estimating the correlation structure of a random-field; it must be selected with care 
in order to obtain a correct correlation structure for the random-field of corrosion. 
Therefore, it is important to propose a methodology to fill this gap. The proposed 
methodology must be able to estimate the correlation length of the random-field with 
the least number of inspection data of the water pipeline.  
2. FEM is a widely used method for analysing the structural strength of water pipeline. 
Although the random-field discretization methods such as EOLE and K-L have been 
incorporated with FEM for structural assessment purposes, such as ultimate-strength 
estimation of corroded plates (Teixeira et al., 2013, Teixeira and Soares, 2008), to 
the best knowledge of the author, these methods have never been combined with 
FEM for service-life prediction of water pipeline. That is because of the pure random 
nature of these representation methods which may lead to the generation of negative-
value cross-sections during the FE analysis. This issue can be addressed by 
incorporating a copula and gamma process into the FEM and setting proper values 
for the gamma process to control the temporal loss efficiently. Another advantage 
of copula gamma process method over EOLE and K-L lies within the consideration 
of cumulative wear of corrosion process over time, and as a result, more accurate 
results can be obtained thereof. Incorporation of the method into the FEM, therefore, 
allows for a 3D full-scale time-dependent reliability analysis of buried water pipes. 
3. This chapter also investigated the system reliability analysis methods. It has been 
concluded that the MSR outperforms the other methods due to its unique features. 
Consideration of statistical dependent components within the system has been 
proposed to be done by applying the Dunnett-Sobel class correlation (Song and 
Kang, 2009). Implementing the method can be a challenging task, especially when 
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the accurate prediction of failure probability is desirable. This aim requires including 
more than one CSRV which increases the computational expense. To address this 
issue, copula can be incorporated into the MSR to eliminate the need for DS-class 
correlation fitting, SORM and FORM. As a result, the MSR can be used easier and 
more accurate than before for evaluating the reliability of series, parallel and the 
general systems.  The method can be used to assess the system reliability of a 
pipeline network with spatially-temporally represented pipe segments and the 
correlated failure probabilities. This allows for investigating the effect of the 
correlation length of corrosion on the failure of the pipeline network. 
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3. Calibration of the corrosion correlation 
length 
In this Chapter a semi-empirical time-dependent correlation length model is developed. First 
of all, in the section 3.1. the fundamentals of the random-field discretization and the 
correlation structures of the corroding surfaces are provided. Section 3.2. explains the 
different stages required for the derivation of the correlation length model from the pipe 
samples collected from Melbourne suburbs. The proposed correlation model allows for 
calibration of the correlation length of the random-fields to be used in the next Chapters for 
representing the corroding surface of the pipeline.  
3.1. Background 
Although it has been mentioned in several researches that accurate estimation of correlation 
length is vital for the realistic representation of the random ﬁeld, this parameter is 
commonly selected based upon assumption (Darmawan and Stewart, 2007, Stewart, 2012, 
Teixeira et al., 2013). On the other hand, studying the corrosion mechanism shows that the 
correlation length of a corroding surface is a time-variant variable; while, to the best 
knowledge of the authors, it has been rarely considered as a time-dependent parameter in 
the literature. To further explain the time-dependency of the corrosion depths correlation 
length, consider evaluations of a cast-iron pipe surface geometry due to the corrosion from 
the installation date to a long-time (e.g. 80 years). At the beginning, the pipe surface is 
intact, and the correlation length takes a very large value (see Figure 3-1 a). Formation of 
pits at the beginning years significantly reduces the correlation length (see Figure 3-1 b). 
Over years, the pits join one-another, and the surface becomes smoother and smoother as 
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is shown Figures 3-1 c and 3-1d; and consequently, the correlation length increases 
continuously. After a long time, the surface neither becomes as smooth as the first day nor 
becomes as what it was during the initial pitting period and the correlation length nails to 
a constant value. 
 
Figure 3-1 Illustration of the corrosion pattern over time. Stages a to d show the 
hypothetical evolutions of the corrosion through time. 
As described before, such a difference in the values of correlation length at different years 
is expected to affect the time-dependent structural reliability of the pipe and therefore, must 
be considered in accordance.  In this section, to meet the first objective of the research, a 
time-dependent semi-empirical correlation length model is developed for the cast-iron 
water pipes. The semi-empirical model is referred to a model that is derived from a 
combination of experimental data, mathematical techniques and also the knowledge behind 
the behaviour of the phenomena. It is mostly the case when enough input data for 
developing the model is not available and that is when the analyst’s knowledge of the 
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phenomena comes to the aid. The following sections provide the foundations of the 
correlation modelling using random-field concept. 
 
3.1.1. Random-field theory 
A random field on a bounded domain 𝐷	is a real-valued function, 𝑋, whose values are 
random variables for any	𝑥 ∈ 𝐷. In other words, a multi-dimensional random field is a 
vector of random variables; those have a set of distribution functions	𝐹, as noted in 
Equation 3-1. In Equation 3-1, 𝑦Ris the value of the random field at the point, 𝑥R, 𝑛 ∈ ℕ 
(i.e., 𝑋(𝑥R) = 𝑦R). 
𝐹(𝑋(𝑥G) ≤ 𝑦G, 𝑦9 … , 𝑋(𝑥R) ≤ 𝑦R).                                                                                (3-1) 
The distribution function or cumulative distribution function	𝐹, is one of the defining 
parameters of a random field. 𝐹	is a non-decreasing continuous function that is defined as 
Equation 3-2. Equations 3-3 and 3-4 show the characteristics of	𝐹. It must be noted that the 
distribution function that obtained from a random field must satisfy both symmetry and 
compatibility conditions; the converse of the mentioned theorem is also valid. 
𝐹¶·(𝑦R) = 𝑃{𝑋(𝑥R) ≤ 𝑥R}.                                                                                            (3-2) 
𝐹¶·(−∞) = 0.                                                                                                                (3-3) 
𝐹¶·(∞) = 1.                                                                                                                   (3-4) 
Equations 3-5 to 3-7 represent respectively the general forms of the mean, variance and 
covariance in which 𝑓(𝑦) denotes the probability density function of a random-field. Note 
that Gaussian distributions are completely determined by their first and second-order 
moments. 
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𝐸{𝑦} = ∫ 𝑦𝑓(𝑦)𝑑𝑦»7» .                                                                                                      (3-5) 
𝜎9 = 𝐸{(𝑦 − 𝜇)9} = ∫ (𝑦 − 𝜇)9𝑓(𝑦)𝑑𝑦»7» .                                                                     (3-6) 
C(𝑦B, 𝑦~) = 𝐸½(𝑦B − 𝜇B)𝑦~ − 𝜇~¾.                                                                                   (3-7) 
By definition, the covariance matrix of the random-field with n variables is defined as the 
matrix whose ith and jth element is C(𝑦B, 𝑦~): 
𝐶 = ¿𝐸{(𝑦G − 𝜇G)(𝑦G − 𝜇G)} ⋯ 𝐸{(𝑦G − 𝜇G)(𝑦R − 𝜇R)}⋮ ⋱ ⋮𝐸{(𝑦R − 𝜇R)(𝑦G − 𝜇G)} ⋯ 𝐸{(𝑦R − 𝜇R)(𝑦R − 𝜇R)}Ã                                        (3-8)     
An important special class of random fields is the class of Gaussian fields. A Gaussian 
random field is a random field where all the finite-dimensional distributions,	𝐹¶Ä…¶·, are 
multivariate Normal distributions for any choice of n. A real-valued random variable X is 
also said to be Gaussian (or Normally distributed) if it has finite mean 𝜇 = 𝐸{𝑦} and 
variance	𝜎9 = 𝐸{|𝑦 − 𝜇|9} > 0. Deriving explicit solutions for complex problems is 
usually possible if the original random field (the spatially random phenomena being 
estimated, namely a corroded surface) is Gaussian. The main reason for this is the 
convenient analytic form of the multi-variate Gaussian density, which makes it possible to 
obtain explicit results for Gaussian fields that seem almost impossible to derive for non-
Gaussian processes. To overcome this problem, the non-Gaussian random field can be 
defined as the nonlinear transformation of a Gaussian random field. However, this 
transformation does not necessarily obtain the optimality of the underlying Gaussian field. 
The issues on non-Gaussian random field representation have been addressed by a group 
of researches, and the different solution has been proposed (Phoon et al., 2005, Ferrante et 
al., 2005, Feng et al., 2016). 
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3.1.2. Measure of correlation 
Observations of the corroded metal surfaces confirm the existence of a correlation between 
different points of the surface (as will be shown in Section 3.2.5 and particularly Figure 3-
7). Theoretically, definition of the correlation between points on the field is the foundation 
of the random field theory. The correlation between random variables of the random field 
(points on the steel pipe surface) is calculated using the (auto-) correlation function 
(Equation 3-9). The correlation function depends on the covariance and the standard 
deviation of the original random field at different points of the domain. For Gaussian 
random fields, in particular, the positive definiteness of the covariance function is a 
sufficient and necessary condition for establishing consistent finite-dimensional 
distributions. 
𝜌(𝑥G, 𝑥9) = Ç(¶Ä,¶n)m(¶Ä)m(¶n) = 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛{𝑋(𝑥G), 𝑋(𝑥9)}.                                                 (3-9) 
The values a correlation function takes are bounded by 1 so that the highest degree of 
correlation, for instance, 𝜌(𝑥G, 𝑥G), is 1. Generally, choosing a proper form of correlation 
function minimizes the discretization error (the difference between the represented and the 
original random field) and improves the accuracy of the represented random field. This 
selection can be made based on the size of elements of the field. The difference between 
the resulted representation accuracy of a random field when using different correlation 
functions rises from the unique nature of each correlation function. There are different 
types of correlation functions, i.e., spherical, exponential, cubic, etc. each has its unique 
features such as differentiability which will be discussed later in this chapter. The most 
widely adopted correlation function for representation of a Gaussian random field is the 
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exponential form. Equation 3-10 represents the general form of the exponential correlation 
function, in which α is a constant and 𝛾 is the separation vector.  
𝜌(𝛾) = 𝑒𝑥𝑝(−𝛾É).                                                                                                         (3-10) 
For Gaussian random fields, 𝛼 must be selected from	0 < 𝛼 ≤ 2. The separation vector 𝛾 
can be defined as the length 𝑑 between two points 𝑥 and 𝑥¬ on the domain	𝐷 with associated 
correlation length	𝑙¯. The correlation length shows how fluctuated a random field is; large 
correlation length (compared with the size of the original field) means there is a correlation 
between distant points in the field and consequently, field is smoother than that for small 
correlation length. It is of great importance to choose the correlation length with respect to 
the selected size of the original field; otherwise, the generated random field cannot 
represent the real properties of the original field. 
The surface of a corroding steel structure, e.g. steel pipes, is commonly considered as a 
homogeneous (or stationary) random field. A random field, 𝑋(𝑥), is called strictly 
homogeneous if; the moments of the field are not dependent on the coordinate	𝑥. A special 
class of homogeneous random fields that often arises in applications is the class of isotropic 
fields, those are characterized by the property that the covariance function depends only on 
the length ‖𝑑‖ of the vector 𝑋(𝑥)	so that 
𝐶(𝑥, 𝑥¬) = 𝐶(‖𝑑‖).                                                                                                        (3-11) 
In Equation 3-10, selecting 1 and 2 as the values for 𝛼 obtains two common forms of the 
correlation function in the literature on isotropic random field representation  
𝜌(𝑥, 𝑥¬) = 𝑒𝑥𝑝 ¨− «¶7¶°«CË ª.                                                                                              (3-12) 
𝜌(𝑥, 𝑥¬) = 𝑒𝑥𝑝 Ì− «¶7¶°«nCËn Í.                                                                                            (3-13) 
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The above correlation functions are different in nature and must be chosen with respect to 
the element size in order to obtain an acceptable accuracy level for the representation of 
the random field. The α = 1 describes a nondifferentiable random field, whereas α = 2 
describes a differentiable random field having an oscillatory behaviour. A complete guide 
to select the right correlation function in accordance to element size can be found in Li and 
Kiureghian (1993). 
3.1.3. Random-field discretization 
Corrosion usually occurs on different areas of a steel surface with different shapes and sizes. 
The resulted geometry, therefore, contains randomness and correlation among surface 
points altogether. The geometry of the corrosion affected surfaces can be modelled 
mathematically using random field theory. Presenting a random field in terms of a vector 
of random variables is called discretization. Several discretization (representation) methods 
have been introduced in random field literatures, among which Series Expansion methods 
(particularly Karhunen-Loeve expansion method) and Optimal Linear Estimation (OLE) 
method, have been used for corrosion random field representation (Lu et al., 2007, Sudret, 
2008, Mejri et al., 2011). Unlike the discretization methods such as the mid-point method 
which is an element-based discretization method, OLE and K-L are considered as nodal-
based discretization methods (Li and Kiureghian, 1993). Both methods represent the 
random field in the following general form 
𝑋Î(𝑥) = 𝜇(𝑥) + 𝑏(𝑥)𝑧.                                                                                                 (3-14) 
where 𝜇(𝑥) the is the mean function, z is a vector of standard normal variable and 𝑏(𝑥) is 
the transpose of the matrix contains a function to be determined based upon the covariance 
function. Determination of 𝑏is where the discretization methods differ from one another.  
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3.1.4. The accuracy of the random-field discretization 
The efficiency of a discretization method is determined by the least number of random 
variables required for presenting a random field with certain accuracy. Accuracy is 
normally measured with respect to the error, which is normally defined as the difference 
between the original random field and the modelled random field,	𝜀A(𝑥) = 𝑋(𝑥) − 𝑋Î(𝑥), 
over a given domain, where 𝑋Î(𝑥) is the simulated random field. There are several criteria 
for measuring the accuracy of a random field, each uses different formulation and 
definition of error, i.e., error can be measured by the supremum of the error variance 
divided by variance of the original random field over the given domain. Table 3-1 
summarises the existing error measurement formulations in the literature. Different 
discretization methods require different error measures; therefore, it is important to choose 
an appropriate error measures related to the proposed application.  
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Table 3-1 Error measures of a random field (Vanmarcke, 2010) 
Error Types Formulations Descriptions 
Mean square 
error 
𝐸 Ð𝜀A(𝑥)9Ñ The expectation of the squared approximation 
error. 
Global mean 
square error 
Ò𝐸 Ð𝜀A(𝑥)9Ñ	Ó 𝑑𝑥 
The expectation of the 
squared approximation 
error over the domain. 
Error variance 𝑣𝑎𝑟Õ𝑋(𝑥) − 𝑋Î(𝑥)Ö𝑣𝑎𝑟[𝑋(𝑥)]  
Measure point-wise error 
on the discretised points 
on the domain. 
Supremum 
variance 
error 
𝑠𝑢𝑝𝑟𝑒𝑚𝑢𝑚¶∈Ó ×𝑣𝑎𝑟Õ𝑋(𝑥) − 𝑋Î(𝑥)Ö𝑣𝑎𝑟[𝑋(𝑥)] Ø 
Measure maximum point-
wise error throughout the 
domain. 
Mean error 
variance 
1∫ 𝑑𝑥	Ó Ò𝑣𝑎𝑟Õ𝑋(𝑥) − 𝑋Î(𝑥)Ö𝑣𝑎𝑟[𝑋(𝑥)] 𝑑𝑥	Ó  Measure overall point-wise error on the domain. 
 
3.1.5. Karhunen-Loeve (K-L) expansion method 
The Karhunen-Loeve expansion is a method for discretization of random fields, in which the 
minimization of the mean squared error involves solving the Fredholm integral equation 
such as one in Equation 3-17. Based on the Karhunen-Loeve expansion method, a random 
field 𝑋(𝑥), 𝑥 ∈ 𝐷,	can be represented by a sequence of uncorrelated random 
variables, 	𝜉B, 𝑖 ∈ ℕ 
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𝑋(𝑥) = 𝜇(𝑥) + ∑ Ú𝜆B𝜉B𝜙B(𝑥)»BxG .                                                                                  (3-15) 
where 𝜆 and 𝜙(𝑥) are eigenvalues and eigenfunctions of covariance kernel	, 𝐾(𝑥, 𝑥¬) =𝑐𝑜𝑣𝑋(𝑥), 𝑋(𝑥¬) = 𝐶(𝑥G, 𝑥9), 𝑖, 𝑗 ∈ ℕ,	and 𝜉 is a set of uncorrelated standard normal 
random variables. In comparison with Equation 3-14,the second part of Equation 3-15 is 
clearly the multiplication of 𝑏and a set of random numbers, 𝜉. Since in this method 
eigenfunctions are orthogonal, they must be normalized using the criteria mentioned in 
Equation 3-16, in which 𝛿B~	is the Kronecker delta (𝛿B~ is 1 when i and j are equal, otherwise 
is zero). Finally, the Fredholm integral eigenvalue problem (Equation 3-17) must be solved 
in order to find 𝜆 and 𝜙(𝑥). 
∫ 𝜙B(𝑥)𝜙~(𝑥)𝑑𝑥 = 𝛿B~	Ó .                                                                                                 (3-16) 
∫ 𝐾(𝑥, 𝑥¬)𝜙B(𝑥¬)𝑑𝑥¬ = 𝜆B𝜙B(𝑥)	Ó .                                                                                  (3-17) 
As mentioned earlier, the quality of discretization methods is measured base on the minimum 
number of random variables required for accurate representation of a random field. Using 
lesser number of random variables generally reduces the computational burden of both 
representation of random field and reliability analysis of the generated random field. One 
way to reduce the number of random variables is to consider only terms with the largest 
eigenvalues when solving the eigenvalue problem. Therefore, only r terms among all terms 
are selected for discretization of the random field, while r noted for the number of terms 
with the largest eigenvalues. If r increases to infinity, the mean squared error decreases to 
zero, and the approximated field can represent the real properties of the original random 
field. The following equation is the truncated form of Equation 3-15, 
𝑋Î(𝑥) = 𝜇(𝑥) + ∑ Ú𝜆B𝜉B𝜙B(𝑥)ÞBxG .                                                                                  (3-18) 
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It must be noted that the Karhunen-Loeve expansion method is one of the most efficient 
discretization methods of random fields since it does not require discretization of the 
domain D. Furthermore, only small number of random variables is required for 
representing a random field within an acceptable accuracy range using this method. 
However, usually, it is not possible to find an explicit solution for Fredholm integrals, such 
as the one in Equation 3-17, especially for random fields with complex geometry. 
Therefore, numerical solutions are applied to solve this problem, mostly by transforming 
the integral eigenvalue problem into the matrix form. However, using numerical methods 
for solving the eigenvalue problem can degrade the efficiency of the Karhunen-Loeve 
expansion method; for example, some of the numerical solutions require discretization of 
the domain and interpolation in order to define the entire domain, which negatively affects 
the accuracy of the represented random field (Ghanem and Spanos, 1991). Galerkin 
methods, Collocation methods and Nyström methods are among the notable numerical 
solutions for the integral eigenvalue problem (Xiu and Tartakovsky, 2006, Ullmann et al., 
2012, Betz et al., 2014). 
As an example of the numerical solution for the integral eigenvalue problem, it is possible 
to define the eigenfunctions in terms of basis functions	𝑁à(𝑥), 𝑧𝜖ℕ (Equation 3-19). Using 
the Galerkin method, the general form of eigenvalue problem is obtained from Equation 3-
20, 
𝑓B(𝑥) = ∑ 𝑁à(𝑥)RàxG .                                                                                                       (3-19) 
𝐴𝐸 = 𝛿B~𝜆B𝐵𝐸.                                                                                                               (3-20) 
In above equation, A and B can be defined as square matrices in the form of Equations 3-21 
and 3-22 respectively, if the basis functions	𝑁à(𝑥) are global shape functions of Lagrangian 
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finite elements, n denotes the number of cells and E is the set of linearly dependent 
eigenvectors. 
𝐴B~ = ∫ ∫ 𝐶(𝑥, 𝑥¬)𝑁B(𝑥)	Ó	Ó 𝑁~(𝑥¬)𝑑𝑥𝑑𝑥¬.                                                                        (3-21) 
𝐵B~ = ∫ 𝑁B(𝑥)𝑁~(𝑥)𝑑𝑥	Ó .                                                                                                 (3-22) 
Finally, eigenvalues and eigenvectors are obtained by solving the matrix eigenvalue problem 
in Equation 3-20. 
Spanos and Ghanem (1989) used the Karhunen-Loeve expansion method in engineering 
literature for the first time. This method has been successfully applied for representation of 
the corroded surface of metallic structures (Htun et al., 2013, Sahraoui et al., 2013, Aryai 
and Mahmoodian, 2017). 
3.1.6. Optimal Linear Estimation (OLE) and EOLE method 
The random field 𝑋(𝑥) can be presented by a vector containing a linear function of nodal 
values of the original random field, 𝑧 = [𝑋(𝑥G…ä)], as follows 
𝑋Î(𝑥) = 𝑎(𝑥) + 𝑏(𝑥)𝑧.                                                                                                 (3-23) 
Equation 3-23 is a more general form of Equation 3-14 in which functions a and b, those are 
derived based on the optimal linear estimation theory by minimizing the error variance 
subjected to	𝐸Õ𝑋(𝑥) − 𝑋Î(𝑥)Ö, are given by Equation 3-24 and 3-25. 
𝑎(𝑥) = 𝜇(𝑥) − 𝑏(𝑥)𝜇.                                                                                                 (3-24) 
𝑏(𝑥) = 𝐶àà7G𝐶å(¶)à.                                                                                                       (3-25) 
In the above equations, 𝜇 and 𝐶àà are the mean vector and the covariance matrix of z 
respectively, and 𝐶å(¶)à is a vector of covariance of 𝑋(𝑥) with elements of z. Substituting 
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Equations 3-24 and 3-25 in Equation 3-23 leads to the following discretization of random 
field called OLE method:  
𝑋Î(𝑥) = 𝜇(𝑥) + 𝐶å(¶)à 𝐶àà7G(𝑧 − 𝜇).                                                                                (3-26) 
Considering 𝐶àà is a non-singular matrix, the spectral-decomposition method can be applied 
to obtain the spectral decomposition form of vector z 
𝑧 = 𝜇 + ∑ 𝜉BÚ𝜆BäBxG 𝜙′B.                                                                                                 (3-27) 
In which 𝜉 is set of uncorrelated standard normal random variables, 𝜆 and 𝜙′ are the 
eigenvalues and eigenvectors of	𝐶àà, and N is size of vector z. By choosing only terms 
corresponded with largest eigenvalues when solving the eigenvalue problem, substituting 
the spectral decomposition form of z in Equation 3-27 leads to another discretization 
method for the random field, called Expansion Optimal Linear Estimation method (EOLE) 
as is shown in Equation 3-28. 
𝑋Î(𝑥) = 𝜇(𝑥) + ∑ çOÚèO 𝜙B𝐶å(¶)àÞBxG .                                                                                (3-28) 
3.2. Derivation of semi-empirical time-dependent correlation 
length model 
It was shown in the previous sections that, the random-field discretisation methods are based 
on the decomposition of the correlation matrix. Since the correlation matrix is constructed 
using an auto-correlation function, calibration of the correlation length is a determining 
factor in the accuracy of the discretised field (e.g. a corroded surface). In this section, a 
time-dependent correlation length model for calibrating the correlation structure of the 
corrosion surface is proposed. Figure 3-2 describes the different steps of model derivation. 
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Figure 3-2 The flow-chart for different stages of time-dependent correlation length model 
derivation. 
3.2.1. The excavation processes 
An accurate model must be based upon the data gathered from inspection sessions. The data 
for developing a correlation length model must be gathered from the pipes with relatively 
similar material and burial condition. The pipes must have different ages to reflect the 
changes in the correlation structure of the surface through time. Gathering the samples from 
the failed pipes is of preference, since it gives us the required data for checking the validity 
of the models derived from the data. To meet the aforementioned conditions, five cast-iron 
water distribution pipes have been collected from different locations in the West of 
Melbourne, Australia, from a complex of grey-brown sandy soils and leached sands, which 
shows medium acidity. The pipes were installed in different years in approximately similar 
soil and loading condition. The elastic modulus and the Poisson ratio of the pipes’ material 
are respectively 130 MPa and 0.23. The characteristics of the pipes can be found in Table 
3-2. 
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Table 3-2 Samples' dimensions 
Sample 
number 
Age 
(year) 
Internal diameter 
(mm) 
Wall thickness 
(mm) 
Initial wall 
thickness 
(mm) 
#1 52 104.9 4.55 6.5 
#2 59 102.8 8.5 12 
#3 63 104.3 4.72 9 
#4 66 101.9 12.6 16.5 
#5 79 156.5 7.5 10.5 
 
3.2.2. Sample cleaning 
Over years, the corrosion products and soil cover the surface of the pipe and hide the 
geometry of the corroded surface. After collecting the corroded pipes from the locations, 
their surfaces must be cleaned to reveal the corrosion pattern exists on the surface of each 
pipe. To this aim, sand-blasting technique has been applied for cleaning the pipes. During 
the cleaning, care must be taken of the samples not to remove the corrosion pattern from 
the surface. Figure 3-3 a and 3-3 b show the pipe samples before and after the cleaning 
respectively.  
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Figure 3-3 Pipe samples a) before and b) after cleaning 
3.2.3. 3D scanning of the surface 
At this stage, the geometry of the corroded surface must be captured by a 3D scanner. Doing 
so makes it possible for investigating the corrosion pattern that exists on the surfaces. To 
this aim, surface of the cleaned pipe samples is 3D scanned by a 3D scanner with the 
resolution of up to 0.1 mm and 3D point accuracy of 0.05 mm. The 3D geometry of the 
pipes’ surfaces was first rendered in the Artec StudioÒ software. The following steps were 
taken for the 3D scanning of the samples. 
I. The scanner was warmed up and the Artec StudioÒ was loaded. 
II. The scanning was started when the internal temperature of the 3D scanner reached 
the threshold. 
III. The pipe samples were scanned while those were mounted on a rotating platform. 
IV. The point cloud files of the pipes’ surfaces were generated in the Artec StudioÒ. The 
excess points and noises were deleted from the point cloud file and the final smooth 
point clouds were obtained. Figure 3-4 gives an example of the 3D scanning output 
(for sample #5). 
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V. The point cloud files imported into the GeomagicÒ software for measuring the 
average pitting depths of the samples. Table 3-3 provides the results of the 
measurement.  
 
 
Figure 3-4 3D scanned surface of the fifth sample 
 
Table 3-3 Average pitting depths obtained from 3D scanning 
Sample number Average pitting depth (mm) 
#1 1.62 
#2 2.43 
#3 2.61 
#4 2.78 
#5 2.34 
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3.2.4. Data preparation 
To study the correlation structure of the 3D scanned surface files, the surfaces must be in the 
form of an unwrapped (flat) surface. Moreover, the significant irregularities of the surface, 
such as the connection parts must be removed from the 3D scanned files. These tasks can 
be done by CloudCompareÒ (GPL, 2018). Figure 3-5 shows examples of the raw and 
processed 3D scanned files. 
 
Figure 3-5 Examples of the post-processing of 3D scanned surfaces. The white surfaces are 
the output of the post-processing over the green pipes. a), b) and c) shows the samples #5, 
#4 and #3 respectively. 
3.2.5. Variography and model fitting 
To obtain the correlation length of the corroded surfaces, variogram can be used. Studying 
the correlation structure of a data using variogram is called the variography. Variogram of 
a random field is obtained from calculating the squared difference between values of pairs 
of samples of the random field. Plotting the computed dissimilarities against the separation 
of pairs in the geographical domain forms the variogram. Variogram also characterizes the 
spatial continuity (e.g. roughness). The different steps for the variography of the random-
field 𝑋Î(𝑥) listed as follows: 
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i. Measuring the distances between each pairs of data points. 
ii. Data binning using Equation 3-29, in which h is the offset to the centre of the bins. 
Data binning reduces the number of points in the variogram by grouping the points 
based on their distance from one another. Binning the data is consisted of two stages: 
• Defining pairs of the points. 
• Categorizing the pairs into the groups with similar distance and directions. ∆ℎ = êëì(í)7êîï	(í)RðñÞ	Af	Aff@K	ñBR@7G                                                                                           (3-29) 
iii. The variogram is formulated as Equation 3-30, in which n denotes number of sample 
pairs (Schmidt, 2014). 𝛾(ℎ) = G9R ∑(𝑋Î(𝑥) − 𝑋Î(𝑥¬))9                                                                                       (3-30) 
Using the flat shape point-cloud obtained from section 3.2.4, the theoretical variogram of 
the surfaces are calculated in the MATLABÒ  using the variogram toolbox (Schwanghart, 
2018). The correlation length of each pipe surface is then obtained from the variogram; 
that is the horizontal distance from the origin to the point beyond which the variogram 
remains approximately constant. Since there always exist different scales of correlation 
among almost all the points of the surface, the omni-directional variogram that represents 
the smallest correlation scale is of interest. To this aim, 100 × 100	𝑚𝑚 surface from the 
middle-length and crown of each pipe has been selected to enable for the comparison. 
Figure 3-6 shows the results of the variography. 
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Figure 3-6 Variography of the pipe samples (h is the offset to the centre of the bins) 
The correlation lengths obtained in Figure 3-6 were obtained from the pipes with different 
ages to allows for capturing the time-dependency of the correlation length. At this stage, 
the best function that fits the obtained correlation lengths in terms of time is selected using 
MATLABÒ. The selection must be based on both the current knowledge on the corrosion 
process and also the goodness of the function fitting. In Figure 3-7, a Gaussian function 
has been ﬁtted to the correlation lengths of the samples over time. It was assumed that 
before the corrosion initiation stage the correlation existed throughout the pipe surface. The 
ﬁtted function has been chosen so that the overall trend can be matched with bi-modal 
corrosion model (Melchers, 2009). Figure 3-7 shows that the correlation length decreases 
immediately after the corrosion initiation but rises again after almost 15 years and becomes 
steady in the 80th year. During ﬁrst years of corrosion initiation, pits appear on the surface, 
which makes it extremely ﬂuctuated (correlation length becomes small). However, over 
time the pits join one another and form a smoother surface with relatively larger correlation 
length. Apparently, before the corrosion initiation stage, correlation length is a constant 
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equal or larger than the length of random ﬁeld domain. Considering the bi-modal corrosion 
model (Figure 2-4), the ﬁrst 15 years in Figure 3-7 represents stages 1, 2 and 3 of corrosion 
process during which the corrosion loss is relatively high for the ﬁrst 8 years and becomes 
steady in the 13th year. The soil permeability, moisture and height of backﬁll are the 
determining factors on the rate of corrosion during the ﬁrst 8 years. The build-up of 
corrosion products during the second stage (during approximately 13–20 years) creates a 
smoother surface with relatively larger correlation length, by obscuring the defects and pits 
formed during the ﬁrst stage. The increase in the rate of corrosion during the third stage 
together with the gathering of corrosion pits on the surface results in a smoother surface 
with a higher and almost constant correlation length during the later years which represents 
steady-state, uniform or general corrosion. The trend can be formulated as follows where 
constants are obtained from nonlinear ﬁtting with the relative coeﬃcient of determination 
of	𝑅9 = 0.9957: 
 
Figure 3-7 Semi-empirical correlation length model (Aryai and Mahmoodian, 2017) 
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𝑙¯ = ö𝑎G𝑒7¨¡÷øÄËÄ ªn + 𝑎9𝑒7¨¡÷ønËn ªn,				0 ≤ 𝑡 ≤ 80		𝑙¯(80),				80 < 𝑡                                                            (3-31) 
 
Table 3-4 regression parameters’ values 
Parameter 𝑎G 𝑎9 𝑏G 𝑏9 𝑐G 𝑐9 
Value 150.4 37.91 -6.66 82.55 10.06 51.73 
 
Equation 3-31 is the obtained semi-empirical time-dependent correlation length model. The 
values of fitting constants are listed in Table 3-4. Since the model has been developed using 
the omni-directional variogram of the square shape surfaces of the pipes, it can be used as 
a normalized model for representing the correlation length of similar cast-iron water pipes 
regardless of the shape and size of the surface. Doing so requires expressing the correlation 
length as the percentage of the length of the field which transforms Figure 3-7 into a 
normalized format applicable to the cast-iron water pipes with different dimensions buried 
in a similar condition. This feature extends the applicability of the proposed model. 
Moreover, the model is applicable for modelling the correlation in both the element-based 
and nodal-based discretization methods (e.g. mid-point, K-L, EOLE, etc.). Because the 
spatial correlation structure is regardless of the discretization method. 
3.3. Discussion 
Accurate modelling of the corrosion, as the main contributor to the failure of the buried water 
pipes, is a challenging part of the reliability assessment of these structures. The corrosion 
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is a time- and space- dependent phenomenon. To address the correlation in both space and 
time, different random-field representation methods have been introduced in the literature. 
A mutual feature in all of these methods can be seen through the definition of correlation 
structure by the mean of an autocorrelation function. The autocorrelation function depends 
on the Euclidian distance between points in the random media, and also the correlation 
length. To the best knowledge of the author, no criterion for selection of the correlation 
length has been proposed in the literature. Moreover, its value has been always assumed to 
be constant through time. This chapter proposed a novel framework for modelling the 
correlation length of the corrosion affected pipes considering the time-dependency of the 
correlation structure that exists on a corroding surface. The model can be constructed using 
a few pipe samples and can be generalized to every pipe those are experiencing a similar 
burial condition (e.g.  same soil type, corrosiveness of the soil, etc.).  
The proposed model is intended to increase the accuracy of corrosion random-field 
representation and consequently providing with an ever-more realistic spatio-temporal 
reliability analysis of buried water pipes. When using the model for random-field 
discretization, the analyst must pay attention to the values of parameters such as length of 
the field, number of discretised nodes and also number of truncated terms (if K-L method 
is applied) and make sure that the correlation length model is compatible with the selected 
values. This can be done by checking the covariance matrix at different years of simulation 
to make sure if the intended correlation structure is applying. The next chapter utilizes the 
model as the input to a novel FEM-based spatio-temporal reliability analysis method, for 
service-life prediction of a cast-iron pipe segment, to check the sensitivity of the failure 
probability to the time-dependency of the correlation length. 
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4. Numerical simulation of corroding 
pipes considering spatio-temporal 
variations of corrosion 
In this Chapter, a spatio-temporal reliability analysis is performed to derive the corrosion 
induced residual strength of a buried water pipe. The method utilizes FE modelling of the 
corroding pipe surface to take into account both the temporal and spatial evolutions of the 
corrosion process over the surface of the pipe. Section 4.1. provides the background for FE 
modelling of the corroded surfaces. Sections 4.2 to 4.4 propose the spatio-temporal reliability 
analysis method. The method receives the correlation length model developed in Chapter 3 
as an input for discretization of the corrosion random-field. In Section 4.2 the FE model for 
representation of the corroded pipe surface is introduced. The derivation of residual strength 
of the corroded pipe is explained in Section 4.3. The methodology for service-life prediction 
of the corroded pipe is presented in Section 4.4. Section 4.5. gives the results of the proposed 
method applied on a failed pipe case study. Additionally, a sensitivity analysis is performed 
to measure the impact of the dimensions of the pipe on the residual strength and the failure 
probability of the pipe due to residual strength.  
4.1. Background 
In many cases, studying the response of a structure to external loading or pressure is of the 
interest of analysts. Finite-element analysis investigates the deformation and stress-strain 
condition of a structure such as a pipe subjected to loadings or pressure. The finite-element 
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methods (FEM) make it possible for discretising a structure into small elements and 
examining the structural condition of the whole structure via analysing the small elements 
(SzabÃ et al., 1991). The results of a FEM can be used to study the failure of a structure 
subjected to loading and corrosion. For example, this can be done by examining if the 
nodes' responses become larger than a prescribed threshold (Fu and Kirkwood, 1995, Silva 
et al., 2013). This requires modelling the corrosion in the FEM framework. 
Mateus and Witz (1998) used a Quasi-random thickness model for modelling the corrosion 
over a square simply supported plate surface in ABAQUS. Eight node quadratic plate 
elements are used for meshing the corroded surface. A non-linear finite element analysis 
has been performed to predict the buckling and post-buckling behaviour of plate. The 
authors used a linear corrosion model for predicting the pitting depths of the surface. The 
method, however, does not consider the correlation structure of the corroded surface. 
Ahmmad and Sumi (2010) used 3D scanned surface of a corroded steel plate, for modelling 
the corrosion over a rectangular plate with two short edges clamped using the commercial 
code LS-DYNA (Figure 4-1). Eight node brick elements were used for meshing the surface. 
The true stress-strain relationship for the plates subjected to corrosion has been derived in 
the form of an empirical formula using a non-linear finite element analysis.  
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Figure 4-1 Surface FE modelling in Ahmmad and Sumi (2010) 
A similar approach to Ahmmad and Sumi (2010) has been used by Appuhamy et al. (2011) 
and Ohga et al. (2013). Unlike Ahmmad and Sumi (2010), the authors used eight node 
solid hexahedral elements for meshing the corroded surface. Using a non-linear finite 
element analysis an analytical model for estimating the strength capacity of corroded steel 
bridge samples has been proposed (Figure 4-2). Although, using the 3D scan of the actual 
corrosion pattern limits the applicability of the proposed method for reliability analysis 
purposes. 
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Figure 4-2 Von Mises stress distribution and FE modelling of the corroded surface in 
Appuhamy et al. (2011) 
Rahbar-Ranji (2012) selected SHELL181 element for FE modelling of a simply supported 
corroded surface represented with power spectrum technique. The technique requires 
scanning the actual corrosion surface using a sensor and fitting wave equations to the 
obtained data. Using ANSYS, the authors evaluated the ultimate strength of the surface 
subjected to corrosion. Similar to Ahmmad and Sumi (2010) the FEM model in Rahbar-
Ranji (2012) lacks the reproducibility feature.  
 
Figure 4-3 Surface modelling by Ranji (2012) 
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Silva et al. (2013) used a non-linear corrosion model as the mean value for generating 
random-fields of corrosion in different time-steps using Monte-Carlo simulation. The 
discretised random-fields have been modelled by SHELL181 elements and the rectangular 
corroding surfaces were simply supported. Moreover, the ultimate strength of the plates 
has been studied in ANSYS environment. The pure random nature of the surface, however, 
caused FE modelling a trial and error. This is because in some realizations of the random 
surfaces the nodes of the elements intersect. This issue makes FEM modelling of corroding 
surfaces for reliability purposes using the proposed model in Silva et al. (2013) a difficult 
task.  
Teixeira et al. (2013) used Expansion optimal linear estimation method and a non-linear 
corrosion model for representing a simply supported corroding surface. The authors used 
solid elements for FE modelling of the surface in ANSYS in order to study the ultimate 
strength of the plate. The method does not account for realistic temporal wear of corrosion 
process. 
Rathnayaka et al. (2017) converted 3D scanned surface of a corroding pipe to a CAD model 
in ABAQUS. The authors used eight-node brick elements for meshing the pipe. The 
method was used for burst testing of the corroded cast-iron water pipe. The CAD modelling 
of the surface limits the applicability of the FE models for being used in a time-dependent 
reliability analysis. 
It can be concluded from the abovementioned literature that; the current FE corrosion 
modelling methods do not account for both the temporal and spatial correlation exists over 
a corroded surface. Moreover, for implementing a FE-based time-dependent reliability 
analysis, the future condition of the corroded surface must be obtainable. This is major 
shortcoming of CAD-based and power-spectrum FE models. Pure, random-field methods, 
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on the other hand, do not reflect the realistic wear of corrosion process. This issue can be 
a hindrance for reliability analysis purpose. 
The literature review of spatio-temporal reliability analysis methods showed that the 
combination of FEM and random-fields can be a difficult task when a time-dependent 
reliability analysis is anticipated. It was mentioned that the random-fields discretization 
methods such as K-L and EOLE cannot be used for modelling the corrosion induced 
cumulative metal loss over time. For example, the corrosion depth at a specified node of 
the field at the time t can be more than that of time t+1, which does not represent a realistic 
scenario. This issue causes unrealistic stress distribution over a FE modelled corroded 
surface random-field. In this chapter, a FEM spatio-temporal reliability analysis method 
that addresses the mentioned issue is proposed for reliability assessment of the buried pipes 
subjected to corrosion-induced residual strength. A combination of Gamma process and 
copula are used for modelling the corrosion wear in both time and space. To determine the 
residual strength of pipe, a finite element model, developed in ANSYS, has been coupled 
with a copula-gamma based random-field generator in MATLAB®.  
Employing a Monte-Carlo simulation, at each point of time (year), a number of pipe 
corroded surfaces are generated in MATLAB®. In the next stage, the generated surfaces 
are transferred to ANSYS to form the corroded external surfaces of the FE models. This 
allows for formulating the limit state function of residual strength based on the maximum 
principle yield criterion.  Applying a regression on the obtained data derives the limit-state 
for residual strength of pipe, i.e. 𝑅@(𝑡).  The output of the FEM analysis is the residual 
strength of the corroded pipe at each year. The method utilizes the time-dependent 
correlation length model to account for temporal variances of correlation structure of 
corroding pipe surface (Figure 4-4).  
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Figure 4-4 Changes in the correlation structure of a corroding surface when the correlation 
length model is employed. 
Finally, the probability of failure due to the pressure burst over time is calculated by solving 
a first passage probability problem. Additionally, a parametric sensitivity analysis is 
applied for finding the extent of effectiveness of the correlation consideration on reliability 
of buried pipes. As a case study, the proposed methodology is applied on the pipe sample 
#5. Figure 4-5 shows the flowchart of the proposed methodology. 
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Figure 4-5 flow-chart of the proposed methodology 
4.2. The proposed Finite-Element model 
Using the commercially available FE program, ANSYS® 2016, the structural analysis is 
performed. To this aim, after generating the discretised corrosion surfaces in MATLAB, 
the coordinates of the nodes of a meshed intact pipe in ANSYS are replaced with the 
coordinates of the generated corroded surfaces. Solid element is used for modelling the 
intact pipe wall. A three-dimensional conductive element SOLID185 is used for modelling 
the wall thickness. The element has eight nodes (six nodes in case of tetrahedral element) 
with three degrees of freedom, translations in the nodal x, y and z direction, at each node. 
The mixed formulation capability of the element makes it possible for simulating 
deformations of nearly incompressible elastoplastic materials same as the fully 
incompressible materials. The element has plasticity, hyper-elasticity, stress stiffening, 
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creep, large deflection, and large strain capabilities (Fluent, 2016). It can be used in its 
prism, tetrahedral or pyramid forms for being used in irregular regions. The node locations 
(“I” to “P”) and the geometry of the element are shown in Figure 4-6. 
 
Figure 4-6 Nodes location and geometry of SOLID185 element (Fluent, 2016). 
The surface of the pipe has been meshed to 50 in 39 SOLID185 elements. It was assumed 
that the pipe has no initial imperfection (Appuhamy et al., 2011). As for the material 
modelling of the pipe wall, the cast-iron plasticity model is used. The microstructure of 
gray cast-iron is a two-phase material: graphite flakes injected into a steel matrix (Hjelm, 
1994). Due to its unique feature cause different behaviour of the material in tension and 
compression. While in tension, the material tends to behave brittle due to the presence of 
the graphite flakes. In compression, however, no cracks appear and the graphite flakes 
behave as incompressible media that transmit stress and the steel matrix only governs the 
overall behaviour (Fluent, 2016). The elastic stiffness of the cast-iron is assumed to be the 
same for both the tension and compression. A composite yield surface is used in the 
material modelling to define the material behaviour in tension and compression. In tension 
yielding is assumed to be governed by the maximum principal stress, whilst in compression 
yielding is assumed to be independent of the pressure, governed by the deviatoric stresses 
alone. The composite yield surface involves of the Rankine cube in tension and the Mises 
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cylinder in compression while in principal stress space (Hjelm, 1994). FEM input data for 
material properties of the cast-iron are: 
• Elastic modulus, 𝐸	(100.65×106 kPa) 
• Poisson’s ratio, 𝜈@ (0.23) 
Figure 4-7 shows the typical stress-strain response of gray cast-iron under uniaxial tension 
and compression. 
 
Figure 4-7 Typical stress-strain response of cast-iron. 
As illustrated in Figure 4-8, the boundary condition has been selected to represent a long 
pipeline that has been fixed from one side. Figure 4-9 shows the verification result for the 
FE model against the analytical formula for the hoop stress in which P is the internal 
pressure, R is the radius of the pipe and 𝑊K is the wall thickness: 
𝜎í = ¥§¡                                                                                                                            (4-1) 
 
 76 
 
Figure 4-8 Boundary conditions of the FE analysis 
 
Figure 4-9 FEM verification result 
In order to model the corrosion pattern over the pipe surface in the FE model, the SOLID185 
elements are modified based on the corrosion depth random-field model to be introduced 
in the next sections (Figure 4-10). To this aim, after obtaining the corrosion depths at each 
node from the random-field model, the length of the side vertices of the elements (e.g. 𝑀𝐼, 𝑃𝐿, 𝑁𝐽, 𝑂𝐾 in Figure 4-10) are adjusted in accordance. As a result, for instance, the 
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𝑀𝑃𝑂𝑁 surface of a SOLID185 element in Figure 4-10 is turned into 𝑀ý𝑃þ𝑂þ𝑁ý. As is evident, 
the length of the new vertices would not be necessarily equal (e.g. 𝑀ý𝐼 ≠ 𝑃þ𝐿 ≠ 𝑁ý𝐽 ≠ 𝑂þ𝐾). 
The combination of the adjusted elements forms the corroded surface at each point of time. 
 
 
Figure 4-10 Applying the changes to the SOLID185 element for the corrosion modelling. 
4.3. Residual-strength 
To formulate the residual-strength of pipe due to corrosion, the corrosion wear must be 
modelled accurately. The corrosion depth over the pipe surface is a constantly increasing 
parameter in time. Such a monotonically increasing phenomenon can be modelled as a 
Gamma process. This guarantee the corrosion wear to be progressing positively through 
time. Based upon the gamma process, the reduction of the cross-section due to corrosion ?́?(𝑡), is obtained from the following probability density function with shape parameter and 
scale parameter of 𝜗 and 𝜂 respectively and the gamma function Γ: 
𝐺𝑎(?́?|𝜗, 𝜂) = 	%	&'(() ?́?(7G𝑒7%)́                                                                                           (4-2) 
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To simulate a gamma process with independent increments regards to small time units, e.g., 0, 𝑡G, … , 𝑡R, where 𝑡~ = (~R)𝑡, 𝑗 = 0,… , 𝑛, the sample paths are simulated by randomly 
drawing independent increments ?́?B(𝑡G), ?́?B(𝑡9) − ?́?B(𝑡G), … , ?́?B(𝑡R) − ?́?B(𝑡R7G) with 
gamma increment sampling. In doing so, independent samples 𝛿B𝑡~ = ?́?B𝑡~ − ?́?B(𝑡~7G) 
are selected from the gamma density function which is obtained from the gamma 
parameters. 
Generally speaking, the parameters of gamma process, 𝜗 and 𝜂 should be estimated using 
the inspection data of pipes, even though it is not usually feasible due to the scarcity of 
data. Such a scarcity forces the researchers to select these parameters based on assumption. 
In this section, the gamma parameters are estimated directly by applying of Maximum 
Likelihood estimation (MLE) method on the record history of the sample pipes in Table 3-
2. To derive the maximum likelihood estimation for a gamma process, the likelihood of 
probability density function and its logarithm are calculated by Equations 4-3 and 4-4 in 
which 𝑘 is a random number (Ruppert, 2011). 
𝐿(𝑘|𝜗, 𝜂) = ¨ 	%	&'(() 𝑘G(7G𝑒7%Äª…¨ 	%	&'(() 𝑘R(7G𝑒7%·ª = ¨ 	%	&'(()ªR ×(𝑘G𝑘9 …𝑘R)(7G𝑒7*(Ä4n4⋯4·)                                                                               (4-3) 
ln 𝐿(𝑘|𝜗, 𝜂) = 𝑛(𝜗 ln 𝜂 − ln Γ(𝜗)) + (𝜗 − 1)∑ ln 𝑘B − 𝜂∑ 𝑘BRBxGRBxG                          (4-4) 
The likelihood equations are obtained by taking the partial derivatives of Equation 4-4 with 
respect to 𝜗 and 𝜂. Therefore, the desired parameters are calculated by solving the 
Equations 4-5 and 4-6. 
,,( ln 𝐿(𝑘|𝜗, 𝜂) = 𝑛 ¨ln 𝜂 − ,,( ln Γ(𝜗)ª + ∑ ln 𝑘BRBxG = 0                                             (4-5) 
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--% ln 𝐿(𝑘|𝜗, 𝜂) = 𝑛 (% − ∑ ln 𝑘B = 0RBxG                                                                           (4-6) 
Having the 3D scanned geometry of the five cast-iron pipe surfaces with different ages 
(Table 3-2) one can apply MLE to estimate the parameters of underlying gamma process. 
To this aim, the shape function is assumed to follow the power-law formula, 𝜗(𝑡) = 𝑎𝑡ñ, 
with constants 𝑎 and 𝑏. In many cases the engineering knowledge about the expected 
deterioration type is sufficient which enables for assuming the numerical value of the 
constant 𝑏. The typical values of 𝑏 for different deterioration types can be found in van 
Noortwijk et al. (2007). Maximizing Equations 4-5 and 4-6 for 𝑎 and 𝜂 leads to Equations 
4-7 and 4-8 which must be solved to obtain the desired parameters. 
𝜂 = )K·ø·                                                                                                                           (4-7) 
∑ (𝑡Bñ − 𝑡B7Gñ){𝜓[𝑎(𝑡Bñ − 𝑡B7Gñ)] − log 𝛿B} = 𝑡Rñ log ¨)K·ø· ªRBxG 	                                (4-8) 
In Equation 4-8, 𝜓 is the derivative of logarithm of the gamma function called digamma 
function. By choosing the average of corrosion depth of each pipe as a sample point, 𝑎 and 𝜂 are calculated by MLE method. 
The progress of corrosion depth in time at each point of the surface can be modelled by a 
Gamma process. As shown in the previous chapter, there exist a spatial dependence among 
the corroding surface points. Therefore, the point-wise Gamma processes of corrosion must 
be also correlated in space to account for both the spatial and temporal evolutions of the 
corrosion process. This spatial correlation is address by the mean of copulas. Copulas can 
be used to define nonparametric measures of dependence for pairs of random variables. In 
other words, copulas are defined as joint cumulative probability distribution generated 
from specified marginal. Due to the Sklar theorem; if 𝐹(𝑥G, … , 𝑥R) is the joint CDF of 𝑥G 
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to 𝑥R, and 𝐹G(𝑥G), … , 𝐹R(𝑥R) are their marginal CDFs, then exists a n-dimensional copula 
C’ such that: 
𝐹(𝑥G, … , 𝑥R) = 𝐶′[𝐹G(𝑥G), … , 𝐹R(𝑥R)]                                                                           (4-9) 
A copula can be selected to account for the dependence and correlation between cross-
section thicknesses of discretised surface points. The random variable 𝑋B(𝑡) herein 
represents the remaining cross-section of the i-th node of the discretised surface of 𝑁RA1@ 
nodes at time t. As an instance, the general expression for a Gaussian copula that ties 
up	𝑋B(𝑡), is expressed as (Demarta and McNeil, 2005): 
𝐶d𝑢G, … , 𝑢ä·N2¢M = Φ¥ ¨Φ7G(𝑢G), … ,Φ7G𝑢ä·N2¢Mª                                              (4-10) 
in which 𝑢G, … , 𝑢ä·N2¢M are Gaussian random numbers between 0 and 1, obtained by 
transforming 	𝑋B(𝑡) values to a Boolean space, Φ¥ is the joint CDF of a multivariate zero 
mean normal distribution, Φ7G is the inverse standard normal CDF. By substituting the Φ¥ 
with the standard normal CDF expression, the Gaussian copula with the correlation matrix ℜ is obtained as: 
    𝐶d𝑢G, … , 𝑢ä·N2¢M = GÚ456	(ℜ) exp	 9−G9: ;÷Ä(ðÄ)...;÷Ä¨ð<·N2¢Mª=
 . (ℜ7G − 𝐼′).: ;÷Ä(ðÄ)...;÷Ä¨ð<·N2¢Mª=>    
(4-11) 
where Elements of ℜ are obtained from an autocorrelation function and 𝐼 is an identity 
matrix. Applying an inverse Gamma CDF, with a corrosion model as its shape parameter, 
to the generated copula, one can obtain realizations of a spatial-temporal correlated 
corroded surface at a given t. In other words, the time-dependency of the corrosion depths 
is modelled by Gamma process and the spatial correlation is accounted for with copulas. 
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In order to calibrate the correlation structure of the corrosion surface in both time and space, 
the time-dependent correlation length model developed in the chapter 3 is employed. To 
this aim, elements of correlation matrix of the copula are obtained from a squared 
exponential autocorrelation function as Equation 4-12 having	𝑙¶ = 𝑙 = 𝑙¯ in which 𝑙¯ at 
each point of time is obtained from Equation 3-31. In Equation 4-12 ∆𝑥B = 𝑥B − 𝑥B4G and ∆𝑦B = 𝑦B − 𝑦B4Gare respectively pairwise distances in x and y direction, 𝑙¶ and 𝑙 are 
correlation lengths in x and y direction (Ralf et al., 2014). 
𝜌¶O,O = 𝑒7?Ì«∆@O«P@ Ín4Ì«∆ O«P  ÍnA                                                                                              (4-12) 
The following steps illustrates the generation of one realization of the corroded surface at the 
time t: 
I. A surface of specified dimensions is gridded, and the nodes of the grid 
are considered as the points of surface. 
II. The correlation matrix is formed for the points of surface by using 
Equation 4-12 and the correlation length model (Equation 3-31). 
III. A set of random numbers between 0 and 1 is generated for every node of 
the surface using the copula density function. 
IV. Inverse gamma function uses copula values to produce gamma random 
numbers which describe the corroded surface at each time. 
Using a Monte-Carlo simulation (MCS), at each point of time (year), a large number of pipe 
corroded surfaces are generated in MATLAB. The generated surfaces are then transferred to 
the ANSYS for FE modelling of the corroding pipe at each point of time. The output of the 
FE analysis is the residual strength of the pipe over time which is calculated from the 
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maximum principal stress over the pipe surface due to the internal pressure. The probability 
of failure is then obtained by outcrossing of the residual strength from the ultimate strength 
of the pipe. 
The proposed methodology is applied on the pipe sample #5. The pipe has been excavated 
from West of Melbourne, Australia, from a complex of grey-brown sandy soils and leached 
sands, which shows medium acidity. The proposed methodology is applied to estimate the 
residual strength failure probability of the pipe within time. The results are also compared 
for the conditions where correlation exists in over a large distance that represents the 
uniform reduction of cross-section and the condition where the time-dependent correlation 
model is applied. That is to examine the sensitivity of failure probability of the corroding 
pipe represented by the proposed methodology to the correlation length model. The 
correlation coefficient between two points in time, 𝜌), is assumed to be 0.5. It has been 
shown elsewhere (Mahmoodian and Li, 2016b) that, the sensitivity of failure probability 
to this parameter is negligible. The value of l, the coefficient of variation of the zero mean 
normal random variable, is also estimated by simulating the resistance limit-state function 𝑅(𝑡) through MCS and investigating the coefficient of variation of fitted lognormal 
distributions for different points in time as suggested in (Li et al., 2016). In this research, 
the copula type has been assumed to be a Gaussian since it does not have tail dependence 
and also it requires only the correlation matrix as the input. Of course, each copula has its 
own dependence characteristics and must be chosen with care in the practical uses. This is, 
however, out of the scope of this research.  
MCS is employed to deal with the uncertainty associated with the design parameters and 
also the external parameters. It is also used for generating random numbers from copula 
and Gamma density functions. This is to consider the inherent uncertain nature of the 
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corrosion process and the other involved parameters. In the current study, the distributions 
of the involved random variables were selected based on assumptions, so that the 
parameters for which no information was available were considered as normal, and the 
parameters for which the negative values of mean and coefficient of variation are not 
physically admissible were chosen Lognormal (Law and Kelton, 2000). The values of the 
involved parameters in the analysis have been listed in Table 4-1.  
Table 4-1 Parameters' values and description. 
Symbol Definition Value Mean COV Distribution 
𝐸 Modulus of elasticity of 
pipe, 𝑘𝑃𝑎 --- 100.65× 10C 0.1 Normal 
𝑊K Wall Thickness, 𝑚𝑚 --- 8.75 0.3 Normal 
𝑅A Pipe radius, 𝑚𝑚 --- 78 0.3 Normal 
𝐹 Tensile strength, 𝑀𝑃𝑎 --- 200 0.1 Lognormal 
𝜆 C.O.V of the random 
variable with unit mean 
0.1 --- --- Deterministic 
𝑎 Multiplying constant 0.034 --- --- Deterministic 
𝑏 Exponential constant 1 --- --- Deterministic 
𝜂 Scale parameter 1.118 --- --- Deterministic 
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4.4. Service-life prediction 
Water pipes operate with internal pressure and complex axial loading situation. The presence 
of corrosion changes the geometry of the pipe wall surface randomly which causes the 
force concentration locations constantly changing through time. This complex situation 
cannot be captured using traditional axial or longitudinal failure mode limit-state 
formulations accurately. Therefore, the elastic-plastic behaviour of the pipe must be 
considered in order to account for such a complicated loading scenario. This is possible by 
studying the residual strength of the pipe due to corrosion in a three-dimensional non-linear 
FE analysis. Residual strength of the pipe herein is referred to as the loss of structural 
capacity due to the corrosion-induced cross-section loss over time. Formulating the time-
dependent residual strength using the limit-state concept enables with estimating the failure 
probability of the corrosion affected pipeline. In other words, the failure of a corroding 
pipe can be defined as the condition where the maximum principal stress on the pipe wall 
becomes greater than the yield strength of the pipe. The maximum principal stress over the 
surface is increased as the corrosion decreases the cross-section. This resembles an 
outcrossing problem in which the probability of the first passage of the corrosion-induced 
residual strength (e.g. 𝑆(𝑡)) from the yield strength (e.g. 𝑅(𝑡) = 𝑓) of the pipe is of interest 
(4-13). 
𝐺(𝑡) = 𝑅(𝑡) − 𝑆(𝑡)                                                                                                         (4-13) 
The probability of first passage can be formulated as Equation 4-14 in which 𝜔(𝑅(𝑡); 𝑡) is 
the conditional mean crossing rate of 𝑆(𝑡) over the threshold R(t), and A denotes the 
probability that 𝑆(0) is in the safe domain (Melchers and Beck, 2018). 
𝑃f(𝑅(𝑡); 𝑡) ≅ 1 − 𝐴𝑒7∫ 	F(¥(K);K)1K¡G                                                                                (4-14) 
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The probability of first-passage can be considered the same as the structural failure 
probability if it is assumed that the out-crossing events are independent of each another 
(Equation 4-15) (Melchers and Beck, 2018). The assumption of independency of the 
crossing events implies that the crossing events take place according to the Poisson process. 
𝑃f(𝑅(𝑡); 𝑡) = 𝑃f(0) + (1 − 𝑃f(0))(1 − 𝑒7∫ H(¥(K);K)1K¡G )                                              (4-15) 
where 𝑣(𝑅(𝑡); 𝑡) is the unconditional mean-crossing rate of 𝑆(𝑡) over the threshold	𝑅(𝑡). 
Considering 𝑣(𝑅(𝑡); 𝑡) having a small numerical value, Equation 4-15 can be written in 
the form of: 
𝑃f(𝑅(𝑡); 𝑡) = 𝑃f(0) + ∫ 𝜈(𝑅(𝑡); 𝑡)𝑑𝑡KH                                                                            (4-16) 
In this chapter the analytical solution for the calculation of 𝑣, proposed by Li et al. (2016) is 
utilized to calculate the probability of failure due to residual strength. The solution provides 
a good alternative for the Monte-Carlo simulation by eliminating negative values of normal 
distribution for monotonous increasing/decreasing physical phenomena (Equation 4-17).  
𝑣4(𝑆; 𝑡) = Ij̇|j(¡)®(K)K(K)𝜑 ÐMï[®(K)]7è(K)K(K) Ñ × ?√𝑒 Ì1 − Φ O1 − Mï[®̇(K)]7èj̇|j(K)Kj̇|j(K) PÍ −
×Mï[®̇(K)]7QṘ|R(¡)Ij̇|j(¡) ØΦ O− Mï[®̇(K)]7èj̇|j(K)Kj̇|j(K) PA                                                                          (4-17) 
This equation gives the mean unconditional up-crossing rate of a lognormal process, in terms 
of 𝜇¥ and 𝜎¥, mean and standard deviation of the stochastic process 𝑅(𝑡) and conditional 
moments of 𝑅(𝑡) and ?̇?(𝑡), 𝜀¥̇|¥	and 𝜆¥̇|¥. Defining parameters of the lognormal 
distribution can be expressed in terms of mean and standard deviation of lognormal process 
as follows: 
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𝜆 = 𝑙𝑛 S ijnÚijn4mjnT                                                                                                            (4-18) 
𝜀 = l𝑙𝑛 Umjnijn + 1V                                                                                                            (4-19) 
It must be noted that, Equation 4-17 loses its functionality when ?̇?(𝑡) = 0, however, it can 
be assumed that the slope of 𝑆(𝑡) is always positive and has a small valued constant 𝜖. To 
calculate the conditional moments in Equation 4-17, the covariance matrix of 𝑅, 𝐾, must 
be constructed. In the case of three variables 𝑅G, 𝑅9 and ?̇?G, the matrix is constructed with 𝑛 = 3. 
𝐾 = h 𝜀¥Ä9 ⋯ 𝜀¥Ä¥·⋮ ⋱ ⋮𝜀¥Ä¥· ⋯ 𝜀¥·9 o,𝜀¥Ä¥· = 𝐶¥Ä¥·(𝑡B, 𝑡~)                                                              (4-20) 
Assuming that 𝑅G,… , 𝑅Rare jointly Gaussian, the conditional mean and the conditional 
variance of 𝑅R	are obtained as the best estimate of 𝑅Rbased on 𝑅G,… , 𝑅R7G, by minimizing 
the mean square error: 
𝐾7G = Õ𝜚B~Ö	, 𝑖, 𝑗 = 1,… , 𝑛	                                                                                            (4-21) 
𝑉𝑎𝑟(𝑅R|𝑅G, … , 𝑅R7G) = GY··                                                                                           (4-22) 
𝐸(𝑅R|𝑅G, … , 𝑅R7G) = 𝜆R − GY·· ∑ 𝜚R~(𝑅~ − 𝜆~)R7G~xG                                                        (4-23) 
 In Equations 4-24 and 4-25, 𝜆¥̇ and 𝜀¥̇ are calculated from derivative of the stochastic 
process mean and the cross-covariance function respectively: 
𝜆¥̇ = 1èj(K)1K                                                                                                                       (4-24) 
𝜀¥̇ = lnÇjj(KO,KZ)KOKZ                                                                                                             (4-25) 
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𝐶¥̇¥̇𝑡B, 𝑡~ = nÇjj(KO,KZ)KOKZ                                                                                                  (4-26) 
𝐶¥̇¥𝑡B, 𝑡~ = Çjj(KO,KZ)KZ                                                                                                    (4-27) 
To utilize the analytical formula, the residual strength is expressed as a stochastic process so 
that 
 𝑅(𝑡) = 𝑅@(𝑡). 𝜉                                                                                                             (4-28) 
where 𝑅@(𝑡) is the residual strength to be obtained from FEM and 𝜉 is defined as a random 
variable with a unit mean and a constant coefficient of variation of 𝜆. The mean of 𝑅(𝑡) is 𝑅@(𝑡) and its auto-covariance is as Equation 4-29 in which 𝜌) is the correlation coefficient 
between two points in time. 
𝐶¥¥𝑡B, 𝑡~ = 𝜆9	𝜌)	𝑅@(𝑡B)𝑅@𝑡~                                                                                    (4-29) 
The analyst can estimate the service-life of the pipe from its time-dependent failure 
probability by setting a failure threshold and finding the corresponding time to that 
threshold. The selection of the threshold and the reliability of it depends on the financial 
policy provided by the asset managers. For cast-iron water pipeline, which is the case 
herein, a large probability threshold such as 10% or 20% reported in the literature 
(Mahmoodian and Li, 2016a, Aryai and Mahmoodian, 2017) can be acceptable. However, 
for the critical structures such as oil and gas pipeline the threshold must be selected 
considerably smaller to guarantee the safety of the users. After obtaining the failure 
probability of the pipe due to residual strength, the impact of the correlation length of 
corrosion on the failure probability of the pipe is studied through a sensitivity analysis. 
This is possible by changing the correlation length values while fixing the values of other 
parameters and observing the changes to the failure probability of the pipe. The 
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significance of the alteration in the failure probability indicates the importance of the 
correlation length in the failure of the pipe.  
4.5. Results and discussion 
Applying the proposed methodology, residual strength over time is obtained as the mean 
value of residual strength realizations resulted from the repeated trials. It can be seen from 
Figure 4-11 that the normalized residual strength drops to 0.6 after 100 years of the pipe 
service-life.  
 
Figure 4-11 Realizations of the residual strength and the mean value function. 
This significant reduction in the pipe strength can be related to the appearance of localized 
circumferential stress areas over time as is seen in Figure 4-12. The Figure illustrates the 
normalized residual strength at different points of service-life (Figure 4-12d). For the sake 
of clarity, the realizations of circumferential stress distribution and the underlying meshed 
geometry have been presented for the sound pipe (0th year), at the 50th and at the 100th year 
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of service-life. Comparing the stress distribution between the 50th year and the 100th year 
shows that the maximum stress has been raised by two times after 50 years and therefore, 
a greater care must be taken of pipe during this period in terms of failure prevention. It 
must be noted that, the cumulative loss of cross-section, as can be seen from Figures 4-12 
a to c, indicates the capability of the copula-gamma method in realistic modelling of the 
corrosion which is not applicable by applying random field methods such as K-L and 
EOLE. 
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Figure 4-12 Realizations of stress distribution and mesh structure of the pipe. 
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Finally, the effect of spatial correlation of corrosion depths on the probability of failure has 
been presented in Figure 4-13. It can be seen that considering the time-dependent spatial 
correlation reduces the predicted service-life by approximately 20 years in comparison with 
the condition where the surface points are fully correlated. The figure shows that the fully 
correlated case may underestimate the actual failure probability of the structure, which is 
totally in line with that reported by Soares and Shenoi (2015).  
 
Figure 4-13 Effect of the correlation length on the probability of failure of the pipe. 
To shed light on the reason behind the difference of the results in Figure 4-13, the maximum 
stress for the case of the maximum uniform cross-section reduction (when only the 
maximum pit depth is examined) and the minimum uniform cross-section reduction (when 
only the minimum pit depth is examined) due to corrosion must be examined (Figure 4-
14). Figure 4-15 illustrates the changes in the maximum hoop stress for the two cases and 
also for the case of random-field corrosion representation for a realization of pipe surface 
after 10 years. It can be seen that, the difference between maximum hoop stress for the 
three case can be huge, especially for the high internal pressures. The result also shows that 
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using the extreme value statistical methods can overestimate the maximum stress and 
consequently the failure probability of the corroding pipe.  
 
 
Figure 4-14 Illustration of maximum, minimum and random-field cross-section reduction 
 
Figure 4-15 Maximum hoop stress when uniform corrosion and random-field corrosion 
representation have been used. 
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It has been shown elsewhere that the dimensions of the pipe highly affect the results of the 
time-dependent reliability analysis (Mahmoodian and Aryai, 2017). In order to investigate 
the sensitivity of the residual strength and also the probability of failure of the pipe to the 
dimensions of it in the presence of the spatial-temporal varying corrosion, a parametric 
sensitivity analysis has been performed herein. To this aim, the methodology has been 
applied on the pipes with three different values for the ratio of diameter D/t to the initial 
thickness while fixing the rest of the involved parameters.   
 
Figure 4-16 Sensitivity of the mean residual strength to the different values of D/t. 
Figure 4-16 shows the results of the sensitivity analysis for the standardized mean residual 
strength over time. It can be seen that, the pipe strength drops faster for lower values of 
D/t. The results indicate that the pipe with the D/t of 15 loses 30% of its structural strength 
20 years sooner than the pipe with D/t of 19. It is expected that the difference in the results 
of Figure 4-16 also affect the probability of failure of the studied pipes. As is evident from 
Figure 4-17, the probability of failure decreases with the increase in the value of D/t. 
Considering a probability threshold of 0.2, the pipe with 15 D/t fails approximately 15 
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years sooner than the pipe with 19 D/t. Therefore, a greater care must be taken for the 
maintenance of the cast-iron water pipes with smaller D/t values. The result is totally in 
line with the reported failure probability of cast-iron water pipes in (Ji et al., 2017). 
 
Figure 4-17 Sensitivity of the failure probability to the different values of D/t. 
 
 
4.6. Discussion 
In this section, a FE-based spatio-temporal reliability analysis method has been proposed to 
evaluate the sensitivity of the failure probability of a pipe to the correlation length of 
corrosion. The methodology allows for realistic representation of corroding surface, 
alongside full-scale non-linear FEM analysis in order to obtain an accurate failure 
probability of pipes. A combination of copulas and gamma process together with a semi-
empirical time-dependent correlation length model has been used to model evolution of 
pipe surface corrosion within time. The model has been incorporated into a FEM analysis 
 95 
to obtain the limit-state function for residual strength of the pipe. Finally, the probability 
of failure has been estimated by calculation of the outcrossing rate of the derived limit-
state from the safe threshold. It has been shown that the model is capable of predicting the 
failure of buried pipes due to corrosion induced residual strength. The impact of time-
dependent correlation length model on the estimated failure probability was also 
investigated. Results indicated that ignoring the time-dependency of the correlation length 
may underestimate the failure probability.  
Although investigating the residual strength gives a good insight on the service-life 
prediction of the cast iron water pipes, it is better to investigate this failure mode together 
with the other common types of failure modes to make sure about the accuracy of the 
service-life prediction. Considering more than one failure mode in a reliability analysis is 
called Multi-failure reliability analysis. Multi-failure reliability analysis allows for 
investigating the cumulative impact of failure modes by studying them through the system 
reliability analysis methods. The next chapter proposes a novel system reliability approach 
that allows for multi-failure analysis of the pipeline. 
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5. Copula-based matrix system reliability 
Pipeline networks are defined as the systems consisted of smaller components (e.g. the pipe 
segments). The reliability of such systems is studied via the system reliability analysis methods.  
In this Chapter a copula-based matrix system reliability is proposed to improve the efficiency 
and accuracy of the MSR method. Section 5.1 provides the background of the MSR. In section 
5.2 the proposed copula-based MSR is introduced and its efficiency and accuracy is compared 
with the traditional MSR through several work examples. 
 
5.1. Background 
The pipe segments in a pipeline network can fail due to different failure modes. In many 
cases, the involved parameters in the occurrence of failure modes are similar. As a result, 
these failure modes are relatively correlated. The reliability of a pipe segment can be 
studied through a system reliability the components of which are the failure modes 
affecting the pipe reliability. On the other hand, the adjacent segments in a pipeline network 
experience a similar burial condition and consequently fail with a correlation. This also 
resembles a system reliability the component of which are the pipe segments. Therefore, 
when studying the reliability of the pipe segments within a network, the statistical 
dependence between the failures of the segments and also between different failure modes 
need to be considered. This aim is not possible without implementing the system reliability 
analysis. It has been concluded in the previous section that, studying the residual strength 
of the corroding pipelines must be studied through a multi-failure analysis to guarantee the 
accuracy of the outcome. Multi-failure spatio-temporal reliability method has been 
successfully applied for calculating the probability of corrosion induced cracking in RC 
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structures (Stewart, 2012, Peng and Stewart, 2014), probability of pipe perforation due to 
corrosion (Li et al., 2017) and also the failure probability of a pipe segment due to 
cumulative impact of five failure modes (Aryai and Mahmoodian, 2017). While multi-
failure reliability analysis of pipeline was studied by several authors through the system 
reliability approaches (Tee and Khan, 2014, Tee et al., 2014, Mahmoodian and Aryai, 
2017, Mahmoodian and Li, 2018), the impact of correlation between failure modes has 
been mainly considered implicitly or totally ignored which may lead to the overestimation 
of the failure probability. For example, the method utilized in Tee and Khan (2014) is only 
applicable to the series system and not the general systems (the systems those are neither 
series or parallel). When applying a multi-failure reliability analysis, both the serviceability 
and the ultimate failure modes must be considered. Because of the specific definition of 
these failure mode types, the combination of them well describes a general system. 
It has been mentioned in chapter 2 that, when the marginal probabilities and also the 
correlation matrix that gives the correlation among them are available, MSR method can 
be effectively used to obtain the system failure probability of any general systems (Kang 
et al., 2008). In this section, the performance of the MSR is improved by combining the 
copulas with MSR. This allows for reliability assessment of the water distribution pipeline 
with correlated segments and correlated failure modes, which is one of the objectives of 
this research. To evaluate the applicability of the proposed method to the different cases, 
several examples are provided to simulate different types of systems with different 
correlation structures and the results are validated against the MCS method. Since the 
proposed methodology in this research intends to be of practical use for the analysts, a clear 
selection criterion for the type of copula is provided. This Chapter provides the 
methodology and the validation of the methodology which is going to be used in the next 
Chapter for system reliability assessment of water distribution pipeline. Figure 5-1 shows 
 98 
the schematic of a simple straight pipeline network and the relationship between the failure 
modes. 
 
Figure 5-1 An example of a pipeline system and the relationship between the failure 
modes. 
5.1.1. The correlation between random variables 
It has been mentioned in the previous section that, there exist correlation between the failure 
modes threatening a pipe segment reliability and also between the failure of the adjacent 
pipe segments in a network. The quantification of such correlation is necessary for 
implementation of a system reliability analysis. Generally, the correlation indicates the 
relative relationship between variables. The correlation coefficient is a measure of 
correlation that exists between variables which in its linear form, also known as Pearson’s 
correlation coefficient, takes values between -1 and 1, where 1 shows the strongest possible 
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relationship between the variables and zero is the indicator of effectively no correlation. 
The Pearson’s correlation is obtained by dividing the covariance of the variables by the 
product of their standard deviations: 
𝜌åÄ,ån = Ç[\(åÄ,ån)mRÄmRn                                                                                                           (5-1) 
Defining the covariance as Equation 5-2, with 𝜇åÄand 𝜇ånbeing the mean values of 𝑋G and 𝑋9, the correlation coefficient can be expressed in terms of the means and standard 
deviations as Equation 5-3 
𝐶𝑂𝑉(𝑋G, 𝑋9) = 𝐸Õ𝑋G − 𝜇åÄ𝑋9 − 𝜇ånÖ                                                                    (5-2) 
𝜌åÄ,ån = ÕåÄ7iRÄån7iRnÖmRÄmRn                                                                                            (5-3) 
Substituting the mean and standard deviations with their corresponding uncentered 
moments, Equation 5-3 is rewritten as 
𝜌åÄ,ån = [åÄån]7[åÄ][ån]lÕåÄnÖ7([åÄ])nlÕånnÖ7([ån])n                                                                         (5-4) 
For calculating the correlation coefficient between samples, i.e. 𝑋 and 𝑌 being n values, the 
Equation 5-4 can be expressed as: 
𝜌 = R∑ åO^O7∑ åO·O_Ä ∑ ^O·O_Ä·O_ÄlR∑ åOn7∑ åO·O_Ä n·O_Ä lR∑ ^On7∑ ^O·O_Ä n·O_Ä                                                                    (5-5) 
After obtaining the correlation coefficient from the above formulations, the correlation 
coefficient matrix can be constructed by substituting the corresponding correlation 
coefficient between the variables. Application of copulas requires the correlation 
coefficient matrix to be a positive definite matrix. 
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5.1.2. Matrix-based system reliability (MSR) 
Consider a series (a straight pipeline), parallel or a general system (a complex network of 
pipeline) which its ith component has 𝑠B states,	𝑖 = 1,… , 𝑛. Such a definition divides the 
sample space into 𝑚 = ∏ 	𝑠BRBxG  Mutually Exclusive and Collectively Exhaustive (MECE) 
events. Mutually exclusive is referred to the events which the intersection of any of them 
in the sample space is empty. On the other hand, the events are called collectively 
exhaustive when the union of them covers all the events in the sample space. MECE events, 𝑒1 , 𝑑 = 1,… , 2R are defined as the intersection of the component events and their 
complements, 𝐸B and 𝐸þB , 𝑖 = 1,… , 𝑛 respectively (Figure 5-2) (Kang et al., 2008). Since 
events are mutually exclusive, the probability of the union of events is equal to the sum of 
the corresponding probabilities. Therefore, the system failure probability is computed by a 
simple vector calculation:  
𝑃(𝐸®^®) = 𝑐p                                                                                                               (5-6) 
where p is the probability vector that contains  𝑝~’s and 𝑐 is the event vector of 0 and 1 to be 
defined based on the definition of the system event (failure or survival).  
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Figure 5-2 Failure and survival mutually exclusive and collectively exhaustive events in a 
three-component system (Song and Der Kiureghian, 2003). 
The same idea can be applied to obtain the joint failure probabilities of components. As an 
example, considering the probability domain in Figure 5-2 for a three components system 
of two conditions (failure and survival), component failure probability and joint probability 
of failure can be written as follows 
𝑃(𝐸G) = 𝑃G = 𝑃Ä + 𝑃a + 𝑃b + 𝑃c                                                                              (5-7) 
𝑃(𝐸G ∩ 𝐸9) = 𝑃G9 = 𝑃Ä + 𝑃b                                                                                       (5-8) 
𝑃(𝐸G ∩ 𝐸9 ∩ 𝐸=) = 𝑃G9= = 𝑃Ä                                                                                       (5-9) 
And the general form as follows 
𝑃(𝐸B) = 𝑃B = ∑ 𝑃ÞÞ∶	f⊆O                                                                                                (5-10) 
𝑃𝐸B	𝐸~ = 𝑃B~ = ∑ 𝑃ÞÞ∶	f⊆OZ                                                                                       (5-11) 
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𝑃𝐸B	𝐸~	𝐸 = 𝑃B~ = ∑ 𝑃ÞÞ∶	f⊆OZh                                                                             (5-12) 
The formulation in Equation 5-6 can be generalized to compute the probabilities of multiple 
system events under multiple conditions of component failures by a single matrix 
multiplication: 
𝑃®^® = 𝑐p                                                                                                                      (5-13) 
𝑐 = Õ𝑐G	𝑐9 …	𝑐äkikÖ                                                                                                        (5-14)    
𝑝 = Õ𝑝G	𝑝9 …	𝑝äkikÖ                                                                                                       (5-15) 
where  𝑐B is the event vector of the ith system event and 𝑝~ denotes the probability vector for 
the jth condition and 𝑃®^® is the matrix whose element at the ith row and jth column is the 
probability of the ith system event under the jth condition. Therefore, the system 
probability of failure can be found by algebraic matrix manipulations (Kang et al., 2008). 
The probability vector is constructed by an iterative procedure as follows: 
𝑝[G] = S𝑃G𝑃Gý T                                                                                                                      (5-16)             
𝑝[B] = ?𝑝[B7G]. 𝑃B𝑝[B7G]. 𝑃jý A 					𝑖 = 2,… , 𝑛                                                                                      (5-17) 
In Equations 5-16 and 5-17, 𝑃B and 𝑃jý  are the failure probability and survival probability of 
the ith component. As an example, for a system with three components, the probability 
vector is constructed as: 
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𝑝 =
⎣⎢⎢
⎢⎢⎢
⎢⎢⎡
𝑃G𝑃9𝑃=𝑃Gý 𝑃9𝑃=𝑃G𝑃9þþþ𝑃=𝑃Gý 𝑃9þþþ𝑃=𝑃G𝑃9𝑃=þþþ𝑃Gý 𝑃9𝑃=þþþ𝑃G𝑃9þþþ𝑃=þþþ𝑃Gý 𝑃9þþþ𝑃=þþþ⎦⎥⎥
⎥⎥⎥
⎥⎥⎤
                                                                                                                  (5-18) 
5.1.3. Reliability in the presence of the common source of hazard 
When components of a system, such as the pipe segments in a pipeline network, are affected 
by a common source of hazard such as excessive loading, corrosion or earthquake, a strong 
correlation among their failures appears. Such a correlation makes the derivation of the 
joint-failure probability among the components a difficult task because the joint-
probabilities can no longer be obtained by the multiplication of the marginal probabilities. 
Considering the random variable X with the PDF of 𝑓¶, as the source of correlation (known 
as the Common Source Random Variable CSRV), the system failure probability 𝑃(𝐸®^®) 
can be calculated using the total probability theorem as follows: 𝑃(𝐸®^®) = ∫ 𝑃(𝐸®^®|𝑋 = 𝑥)»H 𝑓¶(𝑥)𝑑𝑥.                                                                        (5-19) 
where x is an outcome of X. Applying the MSR notation, Equation 5-13 can be further 
expressed as (Kang et al., 2008) 𝑃(𝐸®^®) = ∫ 𝑐𝑝(𝑥)𝑓¶(𝑥)𝑑𝑥 = 𝑐?̂?	¶                                                                              (5-20) 
Application of the approach introduced in Equation 5-20 requires explicit identification of 
the CSRVs. An approach for dealing with the condition where CSRVs are not identified 
has been proposed by Straub and Der Kiureghian (2010) using the Dunnett-Sobel (DS) 
class correlation concept (Dunnett and Sobel, 1955). 
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5.1.4. Dunnett-Sobel class correlation approach 
Variables ?̈?B and ?̈?~ are supposed to be DS class standard normal variables if the correlation 
coefficient between them is specified as  
𝜌å̈Oå̈Z = O𝑟B. 𝑟~									B~1								𝑖 = 𝑗                                                                                                       (5-21) 
 𝑋B can be expressed by independent random variables 𝑊B and 𝑆¬ as Equation 5-22 (Dunnett 
and Sobel, 1955) ?̈?B = Ú1 − 𝑟B9𝑊B + 𝑟B𝑆¬						𝑖 = 1,… , 𝑛                                                                          (5-22) 
Expressing the components failure events as DS class random variables, such as that of 
Equation 5-22, one can represent the common source effect by a single random variable 𝑆¬  
(Song and Kang, 2009). If the dependence among the component events has been given as 
a general correlation matrix with the components 𝜌å̈Oå̈Z, 𝑟B can be obtained by fitting the 
correlation matrix with a DS class and minimizing the error between 𝜌å̈Oå̈Z and 𝑟B. 𝑟~. When 
more than one CSRV (i.e. k CSRV) is needed to minimize the error, the Equation 5-22 is 
extended to: 
?̈?B = l1 − ∑ 𝑟BC9CxG 𝑊B + ∑ 𝑟BC𝑆C¬CxG 						𝑖 = 1,… , 𝑛                                                     (5-23) 
Using the DS-class approach, the integration in Equation 5-20 can be expressed as: 𝑃(𝐸®^®) = 𝑐 ∫ 𝑝(𝑞)𝜑(𝑞)𝑑𝑞	t                                                                                      (5-24) 
where 𝑝(𝑞) is the conditional probability vector to be constructed based on Equations 5-16 
and 5-17 with the components substituted by Equation 5-25 and 𝜑 is the multi-normal 
PDF. 
𝑃B(𝑆¬) = Φ(*O7∑ ÞOP®°PhP_ÄlG7∑ ÞOPnhP_Ä )                                                                                                (5-25) 
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5.2. MSR using copulas 
As previously shown, to deal with the correlated components using MSR method, the 
dependent components must be expressed by a set of conditionally independent 
parameters. Doing so enables for utilizing the probability vector constructed by Equations 
5-16 and 5-17 using an iterative matrix manipulation algorithm (Kang et al., 2008). For the 
case of incomplete information, one needs to fit a DS-class correlation matrix to the general 
correlation matrix and find the 𝑟 (Equation 5-23) by solving an optimization problem. 
Finally, the system failure probability is calculated by Equation 5-24. Using the DS-Class 
correlation fitting, as discussed in the previous section, has several shortcomings. As an 
alternative, utilizing copulas for calculation of the probability vector addresses the 
abovementioned disadvantages in an efficient manner. To this aim, we represent the 
expressions in each array of the probability vector by only the failure probabilities and 
substituting the multiplied failure probabilities with a Gaussian copula CDF of its 
corresponding failure probabilities. Consequently, the probability vector is expressed in 
terms of marginals and also the copulas. 
Proof: The failure probability is by definition 
𝑃 = Φ(−𝛽)                                                                                                                    (5-26) 
Therefore, the multiplied probabilities terms can be expressed as, i.e. 𝑃G𝑃9 …𝑃R =Φ(−𝛽G)Φ(−𝛽9)…Φ(−𝛽R), 𝑛 ∈ ℕ. On the other hand, for constructing the probability 
vector, it is assumed that the marginals are independent. Due to the basics of the 
probability, the joint CDF (multivariate CDF) of independent variables is equal to the 
product of their CDFs: 
Φ(−𝛽G)Φ(−𝛽9)…Φ(−𝛽R) = ΦR(−𝛽G, −𝛽9, …− 𝛽=).	                                               (5-27) 
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Based on the Sklar’s theorem (Sklar, 1973), “any multivariate joint distribution can be 
written in terms of univariate marginal-distribution functions and a copula.”. As a result: 
𝑃G𝑃9 …𝑃R = ΦR(−𝛽G, −𝛽9, …− 𝛽=) = 𝐶Φ(−𝛽G),Φ(−𝛽9), … ,Φ(−𝛽R)						∎          (5-28) 
At this point, we need to propose a copula that serves the purpose herein. The definition of 
failure probability as the normal CDF of the reliability index justifies the selection of 
gaussian copula for construction of the probability vector.  
The following section compares the two methods for MSR providing three numerical 
examples. The first two examples have been taken from (Kang and Song, 2008). 
Throughout this section, the DS-class method results obtained by FERUMÒ toolbox in 
MATLABÒ 2018a (Hahnel et al., 2000). The results for both methods are obtained using a 
laptop with i7 dual core CPU and 16 GB RAM. 
5.2.1. Work examples 
Consider a system with six components having a same reliability index 𝛽 and assume that 
the correlation coefficients follow a DS-class correlation model with	𝑟BG = lG=79BG9 , 𝑖 =1,… ,6. The system requires only one CSRV to represent the correlation structure. The 
probability of parallel system failure is evaluated using Equations 5-20 for 𝛽 = −2,… ,3. 
To illustrate the impact of copula type on the results, Gaussian and t-copula are selected, 
although, it is quite expectable for a Gaussian copula to performs better than other types 
due to the definition of the failure in the form of a normal CDF. The results can be found 
in Table 5-1 with the relative difference between the copulas results and DS-class method 
in Table 5-2. It can be seen that the results obtained from Gaussian copula matches the DS-
class case very well. It must be noted that, the results of DS-class in this example are the 
exact solution, due to the assumption made on the form of correlation coefficient matrix. 
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On the contrary, using t-copula with a small degree of freedom causes very large error in 
estimation of the system failure probability. Since the t-copula behaves the same as the 
Gaussian copula for the large degrees of freedom, the error in estimation is decreased as 
the degree of freedom rises. The processing time for both DS-class and copula method was 
less than one second. The same results for the series configuration of the system can be 
found in Table 5-3. Such a configuration resembles a straight pipeline divided into smaller 
pipe segments. 
Table 5-1 Parallel system failure probability calculated by traditional MSR and copula-
based MSR. 
𝜷 𝑷𝒇 using DS-
Class 
𝑷𝒇 using Gaussian 
Copula 
𝑷𝒇 using t-Copula 
(v=15) 
𝑷𝒇 using t-
Copula (v=1) 
3 
7.0369× 107y 7.0359 × 107y 2.5292 × 107C 1.1221 × 107z 
2 
5.2830× 107{ 5.2790 × 107{ 0.0025 0.9036 
1 0.0059 0.0059 0.0068 0.0183 
0 0.1166 0.1166 0.1167 0.1166 
-1 0.5336 0.5336 0.5405 0.6188 
-2 0.9036 0.9036 0.9089 0.9435 
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Table 5-2 The difference between traditional MSR and copula-based MSR. 𝜷 Gaussian Copula t-Copula (v=15) t-Copula (v=1) 
3 ~0% >100% >100% 
2 ~0% >100% >100% 
1 ~0% 15.2% >100% 
0 ~0% ~0% ~0% 
-1 ~0% 1.2% 15% 
-2 ~0% ~0% 4.4% 
 
Table 5-3 Series system failure probability calculated by traditional MSR and copula-based 
MSR. 
𝜷 𝑷𝒇 using DS-
Class 
𝑷𝒇 using Gaussian 
Copula 
𝑷𝒇 using t-Copula 
(v=15) 
𝑷𝒇 using t-
Copula (v=1) 
3 0.0069 0.0069 0.0064 0.0033 
2 0.0964 0.0964 0.0911 0.0564 
1 0.4664 0.4664 0.4595 0.3812 
0 0.8834 0.8834 0.8834 0.8834 
-1 0.9941 0.9941 0.9931 0.9817 
-2 0.9999 0.9999 0.9999 0.9975 
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Table 5-4 gives the results for a general system configuration of 𝐸@@ =(𝐸G ⋃𝐸9)⋂(𝐸= ⋃𝐸z) ⋂(𝐸{⋃𝐸C). The results show a good match between the Gaussian 
copula-based MSR and the traditional one. This example shows that the two methods 
perform accurately when a perfect estimation of the DS-class correlation matrix is possible 
via solving the corresponding optimization problem. This is, however, not mostly the case. 
The second example shows that the inevitable error in the estimation of DS-class 
correlation matrix from the general correlation matrix can causes the error in estimation of 
the system failure probability. Such a general configuration of the system resembles a 
complex network of pipeline consisted of small pipe segments. 
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Table 5-4 General system failure probability calculated by traditional MSR and copula-
based MSR. 
𝜷 𝑷𝒇 using DS-
Class 
𝑷𝒇 using Gaussian 
Copula 
𝑷𝒇 using t-Copula 
(v=15) 
𝑷𝒇 using t-
Copula (v=1) 
3 
3.749× 107{ 3.748 × 107{ 1.1935 × 107z 9.088 × 107z 
2 
3.489× 107= 3.491 × 107= 4.725 × 107= 1.461 × 1079 
1 
7.684× 1079 7.685 × 1079 7.920 × 1079 1.105 × 107G 
0 
4.334× 107G 4.334 × 107G 4.333 × 107G 4.333 × 107G 
-1 
8.532× 107G 8.532 × 107G 8.518 × 107G 8.373 × 107G 
-2 
9.862× 107G 9.862 × 107G 9.848 × 107G 9.771 × 107G 
 
Consider a parallel system with reliability indices 𝛽B = zB799~ , 𝑖 = 1,… ,10 and the general 
correlation matrix as that of Equation 5-29. The MCS with 10y iterations calculated the 
system failure probability of 4.480 × 107= (Kang and Song, 2008). Table 5-5 gives the 
results of system failure probability estimated by the traditional method for different 
number of CSRVs. Wherever more than 3 CSRV have been selected for more accuracy, 
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the calculation of failure probability has been done by two SORM methods, the curve-
fitted and point-fitted. 
ℜ =
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡1 0.5 0.5 0.5 0.4 0.5 0.9 0.5 0.5 0.5	 1 0.5 0.6 0.5 0.9 0.5 0.5 0.5 0.5	 	 1 0.5 0.9 0.5 0.5 0.5 0.5 0.5	 	 	 1 0.5 0.5 0.5 0.5 0.5 0.5	 	 	 	 1 0.5 0.5 0.5 0.5 0.5	 	 	 	 	 1 0.5 0.5 0.5 0.5	 	 𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 	 	 	 1 0.5 0.5 0.5	 	 	 	 	 	 	 1 0.5 0.5	 	 	 	 	 	 	 	 1 0.5	 	 	 	 	 	 	 	 	 1 ⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤
                         (5-29) 
Table 5-5 Norm of error for fitting DS-class correlation matrix given the number of 
CSRVs. 
Number of CSRVs norm of error for correlation matrix fitting 
1 5.133 × 107G 
2 5.468 × 107G 
3 2.526 × 107G 
6 6.508 × 107y 
10 3.561 × 107 
 
 
 
 
 
 112 
Table 5-6 System failure probability calculated by the traditional method and the copula-
based method. 
Number of 
CSRVs in 
DS-Class 
𝑷𝒇 using 
traditional 
method 
𝑷𝒇 using 
Copula-based 
method 
1 
4.161× 107= 
4.480 × 107= 
2 
4.093× 107= 
3 
3.837× 107= 
6 (Curve-
fitted) 
4.835× 107= 
6 (point-
fitted) 
4.336× 107= 
10 (Curve-
fitted) 
4.928× 107= 
10 (point-
fitted) 
4.439× 107= 
 
It can be seen from Table 5-6 that, the copula-based method obtains the exact result for 
system failure probability, while the result of the traditional method is impacted by the 
method used for multi-fold integration and also the number of CSRVs. Even using a same 
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number of CSRV may cause up to 10% difference in the results obtained from different 
SORM approaches. As is evident, the decrease in the norm of error increases the accuracy 
of failure estimation so that the most accurate case for the traditional method is when 6 
CSRV has been selected. In this case, the traditional method results in 3% error in the 
estimation. It should be noted that, the correlation coefficient matrix used in Equation 5-
29, describes a comparatively easy to fit correlation matrix, which is not always the case 
for the practical purposes. Suppose a correlation coefficient matrix as Equation 5-30 which 
is more difficult to fit in comparison with that of Equation 5-29. 
ℜ =
⎣⎢⎢
⎢⎢⎢
⎢⎡1 0.7 0.4 0.3 0.2 0.2 0.2	 1	 0.7 0.4 0.3 0.2 0.2	 	 1	 0.7 0.4 0.3 0.2	 	 	 1	 0.7 0.4 0.3	 	 	 	 1	 0.7 0.4	 	 𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 	 	 1	 0.7	 	 	 	 	 	 1		 	 	 	 	 	 	 ⎦⎥⎥
⎥⎥⎥
⎥⎤
                                                     (5-30) 
For 1, 2 and 3 CSRVs (which allows for direct integration method) and for a larger number 
such as 10 CSRV (for which the direct integration is not possible), Table 5-7 shows the 
norm of error for DS-class matrix fitting. The results show that, for the given correlation 
coefficient matrix, the least norm of error is obtained using 10 CSRVs. However, due to 
the convergence failure of SORM or FORM in finding the most probable point (MPP) for 
the case that more than 3 CSRVs are selected to fit the DS-class correlation matrix to the 
Equation 5-30, these methods cannot be used alone and must be incorporated with 
optimization algorithms to estimate the failure probability. This makes the estimation even 
more expensive, and therefore, the direct integration using 3 CSRV is the available option 
considering the traditional method.  
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Table 5-7 Norm of error for fitting DS-class correlation matrix given the number of 
CSRVs. 
Number of CSRVs norm of error for correlation matrix fitting 
1 8.812 × 107G 
2 4.600 × 107G 
3 1.286 × 107G 
10 2.3938 × 107 
 
Consider using 3 CSRV and solving the second example for seven parallel components 
using the general correlation matrix as Equation 5-30, the Table 5-8 shows the CPU run-
time for obtaining the system failure probability. The results clearly show that the 
prediction of the traditional method (using 3 CSRV) takes more than 140 times more than 
the copula-based method. 142.48 second of run-time seems a convenient amount of time, 
even though, this is only the run-time associated with one call of the handle function 
which is not the case for a time-dependent reliability analysis which requires numerous 
calls of the function (e.g. 120 calls for 𝑡 = 1: 1: 120	𝑦𝑒𝑎𝑟) at each point in time. The 
extension of the current example to a time-dependent reliability analysis for estimating 
the failure probability in 120 years of service-life using the traditional method requires 
1845.8 seconds of run-time which is 15 times more than the run-time for the copula-
based method.  The large error corresponding the DS-class correlation fitting in this 
example, its longer CPU run-time and also the exact solution that the copula-based 
method provides (the same as MCS with	𝑃f = 1.15 × 107G) clearly show the superiority 
of this method over the traditional one. This is also where the method performs better 
than MCS, since as it was explained before, MCS requires a large number of sampling 
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which is computationally expensive. It must be noted that, the aim here is to compare the 
two methods based on their computational expense for obtaining the probability of failure 
regardless of the arbitrary factors like duration of service-life or the number of MCS 
trials. To achieve this aim, one needs to examine the CPU run-time for only one call and 
not the whole algorithm. That is to remove the dependency of the results to the factors 
such as the number of trials and/or the service-life duration. 
Table 5-8 CPU run-time for different methods. 
Method 
DS-Class method 
(1 CSRV) 
DS-Class 
method (2 
CSRVs) 
DS-Class 
method (3 
CSRVs) 
Copula-
based 
method 
CPU run-
time 
<1 Sec 1.1 Sec 142.48 Sec 1.2 Sec 
 
From the results of the examples provided herein, it was proved that the gaussian copula can 
capture the correlation between the failure probabilities in an efficient way. It was shown 
that the different values of reliability index and also the correlation coefficients do not 
affect the accuracy of the system probability estimation using the gaussian copula at least 
for the reliability target level utilized in the mentioned examples which is also valid for the 
reliability assessment of buried water pipeline. To conclude, it has been shown that using 
copulas with MSR method significantly improve its efficiency. The MSR method is a 
powerful tool that enables for system reliability of series, parallel, link-sets and cut-sets 
using simple matrix calculations. With the increase in the processing power of today’s 
computers and the development of engineering software such as MATLABÒ, multi-
dimensional integration techniques can be readily incorporated into the MSR to improve 
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its accuracy. This eliminates the need for methods such as DS-class fitting, FORM and 
SORM when utilizing the MSR. 
5.3. Discussion 
This Chapter incorporates copulas into the MSR method to improve the accuracy and 
efficiency of this state of art system reliability method. It has been shown that the method 
is able to deal with any correlation structure between the components and is applicable to 
both small and large component reliability indices. Using three worked examples, it was 
proved that the introduced method is more accurate, easier to set-up and faster than the 
traditional MSR. To conclude, the introduced method has several advantages over the 
traditional DS-class fitting method: 
• The method highly increases the accuracy of MSR system reliability. It will be shown in 
the work example section that, in most cases the proposed method returns the exact 
solution, while the traditional method with 10 CSRV and SORM results in a comparatively 
inaccurate estimation. 
• It eliminates the DS-class correlation fitting stage and therefore, is easier to use. The 
method shares all the advantages of the MSR with less computational expense and more 
accuracy. Using the commercial engineering software such as MATLABÒ each copula can 
be obtained using one simple library command. In the contrary, the traditional method 
requires application of different algorithms for DS-class fitting and also SORM and FORM 
methods. 
• The proposed method is much faster in performance in comparison with the traditional 
MSR, especially when large number of CSRV and a direct integration is of interest. 
The next chapter shows an application of the proposed methods in chapters 3 to 5 for 
reliability assessment of a large-scale water pipeline network. 
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6. Spatio-temporal reliability assessment 
of corrosion affected water pipeline 
network 
In this Chapter, the applicability of the proposed methods in Chapters 3 to 5 is evaluated by 
applying the methods on a case study of a large-scale pipeline network. Because of 
financial considerations, many water companies, especially in the developing and under-
developed countries, do not use advanced inspection methods for monitoring the structural 
health of assets, and therefore, in many cases limited inspection data is available to be used 
for reliability assessment purposes. That is the case where the proposed methodologies in 
Chapters 3 to 5 are superior to other available methods for reliability assessment of buried 
pipeline, since those require a few input parameters for calculating the failure probability 
of buried pipeline (e.g. a few pipe samples collected from a similar burial condition). Of 
course, in the abundance of inspection data on the structural integrity of pipeline, the 
statistical methods provide a more reliable and straightforward analysis. This chapter 
illustrates a case study by applying the methodologies introduced in Chapters 3 to 5 for 
reliability analysis of a pipeline network with a few inspection data and limited information 
on the history of the network pipes. The approach makes it possible for studying the impact 
of corrosion correlation length model in the component level on the reliability of a large-
scale network, which to the best knowledge of the author has not been investigated before. 
Sections 6.1 to 6.3 explain the network characteristics and the methodology which is going 
to be used for reliability assessment of the network at the system and component level. 
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Section 6.4 provides the reliability assessment of the components of the network and 
section 6.5 studies the system reliability analysis of the network. A validation against the 
data reported in the literature is given in section 6.7.  
6.1. Introduction 
This Chapter shows the application of the proposed methodologies in Chapters 3 to 5 to a 
case study. To achieve this aim, a water distribution network consisted of similar cast-iron 
water distribution pipe segments, with unknown failure history and a few inspection data 
on the previous condition of the network is selected for the analysis. The objective is to 
assess the reliability of the network and to find the location and time of the failure within 
the network and also to obtain the contribution of each pipe segment to the failure of the 
network considering that the network is subjected to external corrosion and loading. The 
spatially variable factors, such as loadings and soil parameters are represented using 1-D 
Karhunen-Loeve (K-L) random-field discretization and the rest of uncertain variables are 
considered as random variables. The correlation length of the corrosion random-field is 
calibrated using the correlation length model introduced in Chapter 3. A multi-failure 
spatio-temporal reliability analysis is performed to study the structural integrity of the 
segments subjected to six failure modes, namely residual strength, flexural, leakage, 
buckling, wall thrust and ring deflection. To address the correlation between failure modes 
in each segment, the correlation coefficient matrix of the failure modes is first constructed 
and then, the cumulative impact of the failure modes is obtained through the copula-based 
MSR which is proposed in Chapter 5. After obtaining the failure probability of the 
segments, a copula-based MSR is employed to obtain the failure probability of the network 
and to find the location of failure within the network.  
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As a novel framework, the methodology considers the full-scale spatial and temporal 
evolutions of the corrosion at the component level, by the mean of the methodology 
developed in Chapters 3 and 4, in a system reliability analysis. The method requires a few 
input parameters that can be gained from the failed segments of the network. This is a great 
advantage of the method over statistical methods for the case where no data on the failure 
history of the network is available. Moreover, unlike the statistical methods, which utilize 
the extreme value statistics (the largest pit depth at each segment) to address the depth of 
corrosion in each pipe segment, the proposed methodology herein, considers all ranges of 
corrosion depth that exist within a pipe segment. This allows for studying the parameters 
such as the total area of the leakage within a pipe segment over time. The study also enables 
for studying the impact of the corrosion correlation length in the component level on the 
reliability of the network at the system level. While the importance of the correlation length 
in the reliability assessment of the structures has been clearly pointed out in the literature, 
to the best of author’s knowledge, this parameter has never been accurately estimated for 
component or system reliability of the corrosion affected pipeline (Na et al., 2012, Shafei 
and Alipour, 2015). This research analyses the reliability of a pipeline with an accurately 
estimated corrosion correlation length model. In other words, the research extends the 
concept of spatio-temporal reliability analysis to the system reliability analysis. To the best 
knowledge of the author, this aim has not been studied in the literature.  
In the proposed methodology for system reliability analysis of a water pipeline network, 
first, the characteristics of the network, such as the involved parameters’ values and models 
are explained. At the next section, the reliability of the pipe segments is studied, and 
parametric sensitivity analysis is applied to examine the importance of the involved 
parameters in the failure of each segment.  The next section examines the reliability of the 
network in terms of time. As the by-products, the location of the first failure and also the 
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contribution of each segment to the failure of network are studied through the Component 
Importance Measure (CIM). The final section concludes the findings and the results.  
Figure 6-1 provides the flow-chart for the proposed methodology in this chapter. 
 
Figure 6-1 System reliability of a water pipeline network. 
 
6.2. Definition of the network and problem formulation 
As the case study, the water distribution network as described in the Figure 6-2 is considered. 
Figure 6-2 has been adopted from the hypothetical simplified water distribution network 
defined by Christodoulou and Ellinas (2010). The network receives water flow from supply 
nodes 1 and 2 and distributes the water through the demand nodes 3 to 8 where the final 
node is the terminal node. The network is consisted of 183 DN 150 mm cast-iron water 
distribution pipe segments with 5000 mm length connecting the eight nodes via 11 paths. 
DN 150 grey cast-iron water pipes are among the most common types of pipes and the 
oldest currently in-service pipes in Melbourne and hence, are experiencing a high failure 
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rate (Gould, 2011). The Figure 6-3 shows the graph of the network paths, flow directions 
and the number of pipe segments in each path. The paths’ labels can be found in Table 6-
1 in which {𝑖}, 𝑖 = 1,…8 denotes the nodes. 
 
Figure 6-2 The composition of the network (adopted and simplified from Christodoulou 
and Ellinas (2010)). 
 
 
Figure 6-3 Number of the pipe segments in each path and the water flow direction (adopted 
and simplified from Christodoulou and Ellinas (2010)). 
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Table 6-1 Definition of paths 
Path label Route 
1⃗  {1} → {3} 
2⃗  {4} → {3} 
3⃗  {3} → {8} 
4⃗  {1} → {4} 
5⃗  {1} → {5} 
6⃗  {4} → {7} 
7⃗  {5} → {7} 
8⃗  {7} → {8} 
9⃗  {6} → {8} 
10⃗  {2} → {5} 
11⃗  {2} → {6} 
 
The material of the pipe segments is cast-iron with modulus of elasticity of 100 × 10C kPa 
and the whole pipeline system is located above the groundwater level. To comprehensively 
examine the structural safety of the pipes, the pipe reliability is evaluated against a 
combination of six failure modes: residual strength, flexural, leakage, wall-thrust, ring 
deflection and buckling failure. 
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6.2.1. Flexural failure 
Non-uniform soil compaction along with over-excavation can cause non-uniform bedding, 
which leads to longitudinal deflection of the pipe. Pipes are able to deform and move away 
from pressure. However, if the bending deflection exceeds the allowable longitudinal 
deflection threshold, a deflection failure will happen. Flexural failure is expressed in the 
form of limit-state function as: 
𝐺𝑀R, 𝐹, 𝑡 = 𝑀R(𝑡) − 𝐹                                                                                              (6-1) 
In which 𝑀R is the bending moment and 𝐹 is yield strength of the pipe. The formulation of 
the bending moment is as follows (Gabriel, 2011): 
𝑀R = 9Ó∆åG®ÄÓ£n                                                                                                              (6-2) 
where 𝐷f is the shape factor, 𝐸 is the modulus of elasticity, ∆𝑋 is the ring deflection to be 
calculated in section 6.2.5, 𝑦H is the distance from centroid of pipe to the furthest surface of 
pipe, 𝑆fGis the bending safety factor and	𝐷	  is the mean diameter of the pipe. When assessing 
the flexural failure, it is assumed that the pipe acts as a circular hollow section beam. 
6.2.2. Wall thrust failure 
The pipe fails due to localised wall-thrust when the in-wall stress excesses the yield stress 
of the pipe material. The thrust is defined as the total load on the pipe wall including soil 
load, live load and hydrostatic loads. The depth of burial must be selected so that to avoid 
crushing the side wall. For cast-iron water pipes, both the dead load and live load  and the 
short-term material properties (elasticity modulus) must be considered for studying the wall 
thrust failure mode (Tee et al., 2013). For some pipe materials such as polyethylene both 
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the short-term and long-term material properties need to be considered. The limit-state 
function for the wall thrust failure mode is (Gabriel, 2011): 
𝐺(𝑇) ,𝑇 Þ, 𝑡) = 𝑇)(𝑡) − 𝑇 Þ                                                                                               (6-3) 
In which 𝑇) is the actual wall-thrust and 𝑇 Þ is the critical wall thrust which are formulated as 
follows: 
𝑇) = 𝐹(𝑊K − ∆)𝜑                                                                                                              (6-4) 
𝑇 Þ = 1.3(1.67𝑃@𝐶 + 𝑃§) ÓN9                                                                                             (6-5) 
where 𝑊K is the wall thickness, ∆ is the corrosion depth, 𝜑 is the capacity modification factor 
for pipe,	𝑃@ is the live load, 𝐶 is the distribution coefficient of live load, 𝑃§ is the hydrostatic 
pressure and 𝐷A is the outside diameter. 
6.2.3. The leakage 
Leakage usually happens when the depth of pin-holes becomes greater than the thickness of 
the pipe wall. In this research, the condition where for the first time the corrosion depth 
becomes equal to the wall thickness is called the first leakage and the condition where the 
total area of perforation in a pipe segment becomes more than a threshold (e.g. 𝑆CB = 100 𝑚𝑚9) is called leakage failure. Corrosion is also assumed herein to occur only on the outer 
surface of the pipe. Figure 6-5 illustrates the area of perforation for a pit. In the Figure 6-
5, 𝐴	and 𝑊K are corrosion depth and wall thickness respectively. This can be formulated 
in the format of limit-state function as follows (Li et al., 2017): 
𝐺(𝑆KAK)C , 𝑆CB, 𝑡) = 𝑆KAK)C(𝑡) − 𝑆CB                                                                                  (6-6) 
𝑆KAK)C 	= ∑𝜋𝑅9(𝑡)                                                                                                           (6-7) 
 125 
𝑅(𝑡) = OÚ(𝐴(𝑡))9 − (𝑊K)9	𝐴(𝑡) > 𝑊K		0			𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                     (6-8) 
 
Figure 6-5 The area of perforation for a pit,	𝑆KAK)C , is 𝝅𝑹𝒌𝟐. 
6.2.4. Buckling failure 
A pipe subjected to external hydrostatic pressure experiences an in-wall tangential 
compressive stress which increases with the external pressure. When such a compressive 
stress exceeds a predefined threshold, the pipe can no longer maintain its circular form and 
fails due to buckling. Elevated temperature and axial compression due to soil movement are 
the major causes of the buckling failure in pipeline. In its limit-state functions form, the 
buckling failure is defined as (Moser and Folkman, 2001): 
𝐺(𝑃, 𝑃 Þ, 𝑡) = 𝑃(𝑡) − 𝑃 Þ                                                                                                  (6-9) 
The buckling pressure, 𝑃, and the critical buckling pressure 𝑃 Þ are defined as: 
𝑃 = G®l¨32𝑅𝐵¬𝐸¬ Ó£a ª                                                                                                (6-10) 
𝑃 Þ = 𝑅 §ËÓ£ + MÓ£                                                                                                            (6-11) 
where 𝑆f is the safety factor for buckling, 𝑅is the water buoyancy factor, 𝐵¬ is the empirical 
coefficient of elastic support, 𝐸¬ is the soil modulus,  𝐸 is the pipe modulus of elasticity, 𝐼 
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is the moment of inertia of the pipe and 𝑊  is the Marston’s load per unit length of pipe. 
Figure 6-6 shows the schematic of the buckling failure. 
 
Figure 6-6 Buckling failure. 
6.2.5. Ring deflection failure 
It is also necessary to study the ring deflection of a pipe and ensure it does not reach 5% of 
the inside diameter of the pipe to prevent ring deflection failure (Moser and Folkman, 
2001). The external loads and the soil compression are the main causes of the ring 
deflection failure. The limit-state function can be defined as follows: 
𝐺(∆𝑋, 𝐷B, 𝑡) = ∆𝑋(𝑡) − 0.05𝐷B                                                                                     (6-12) 
∆𝑋 = (Ó§Ë4M)Ó££a 4H.HCG°                                                                                                          (6-13) 
where  𝐷 is the deflection lag factor, 𝐷B is the inside diameter and 𝐾 is the bedding factor. 
Figure 6-7 shows the schematic of the ring deflection. 
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Figure 6-7 Ring deflection. 
6.2.6. Failure due to residual strength 
Failure due to residual strength is defined as the condition where the maximum principal 
stress due to internal pressure over the pipe surface becomes greater than the ultimate 
strength of the pipe. The pressure bust failure is calculated using the proposed algorithm in 
Chapter 4. 
6.3. Representation of the spatially variable parameters 
To represent the spatial variability of soil parameters, live loads and the depth of burial at 
each path, these parameters are modelled with one dimensional K-L random-fields. A 
squared exponential auto-correlation function (Equation 3-13) has been selected to capture 
the spatial dependent nature of the parameters. The correlation length for the soil 
characteristics has been assumed to be 20 m which is a widely adopted value in the 
literature (Tan et al., 2006, Papaioannou and Straub, 2012). The characteristics of backfill 
material and other parameters are listed in Tables 6-2 and 6-3 for random variables and 
random fields respectively. The values were adopted based on the fact that the pipes were 
 128 
buried in expansive soil condition in terms of soil swelling potential which is the same as 
that of the five samples those have been used for derivation of the correlation length model. 
For practical purposes, the analyst needs to collect samples from failed pipes of the network 
to be able to obtain the correlation length model and also the corrosion model parameters. 
Soil and loading characteristics, on the other hand, can be obtained through routine field 
inspection techniques. For example, for estimation of the soil modulus, one needs to 
measure the parameter in several locations along the pipeline and calculate the mean and 
standard deviation of the parameter thereof. For estimating the correlation length of the 
parameters, the variography technique, as introduced in the Chapter 3, can be used. The 
same method can be used for estimating the random-field parameters of live load. The 
inspection data in this case can be found by estimating the approximate weight of the 
surface objects such as highway, railway or runway and calculating the load from that. It 
must be noted that, the actual load that the pipe receives from the live load is proportional 
to the burial depth. The analyst must make sure that the selected limit-state function 
formulation for the failure modes such as wall thrust, and flexural failure reflect this issue. 
For the sake of illustration, Figure 6-8 shows the realizations of the random fields for the 
path	4⃗ . 
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Table 6-2 Values of basic variables 
Symbol Definition Value Mean COV Distribution 
𝐸 Modulus of elasticity of pipe, 𝑘𝑃𝑎 --- 100× 10C 0.1 Normal 
𝐾 Bedding factor --- 11.0 0.1 Lognormal 
𝑊K Wall Thickness, 𝑚𝑚 --- 10 0.3 Normal 
𝑅A Pipe radius, 𝑚𝑚 --- 85 0.3 Normal 
𝜂 Scale parameter 1.118 --- --- Deterministic 
𝑎 Multiplying constant 0.034 --- --- Deterministic 
𝑏 Exponential constant 1 --- --- Deterministic 
𝐹 Tensile strength, 𝑀𝑃𝑎 110 --- --- Deterministic 
𝑆CB maximum allowed 
perforation area 
100 --- --- Deterministic 
𝑃 Internal pressure, 𝑀𝑃𝑎 4.0 --- --- Deterministic 
𝑆f Safety factor for buckling 2.5 --- --- Deterministic 
𝐷 Deflection lag factor 1.0 --- --- Deterministic 
𝐷f Shape factor 4.0 --- --- Deterministic 
𝜑 Capacity factor 0.9 --- --- Deterministic 
𝑅 Water buoyancy factor 1.0 --- --- Deterministic 
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Table 6-3 Random-fields' parameters. 
Symbol Definition Mean COV Correlation length (m) 
𝐸¬ Modulus of soil reaction, 𝑘𝑃𝑎 1000 0.05 20 
𝛾@ Unit weight of soil, 𝑘𝑁 𝑚=  17.9 0.05 20 
𝑃@ Wheel load, Live load, 𝑘𝑃𝑎 80.0 0.1 5 
𝐻 Height of backfill, 𝑚𝑚 2000.0 0.05 20 
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Figure 6-8 Sample 1ealizations of the random-field parameters for the 4th path. 
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6.4. Spatio-temporal reliability analysis of the segments 
In this section, the reliability of the individual pipe segments is studied. To account for the 
representation of corrosion over the pipe surface, the copula-gamma process algorithm and 
the correlation length model, as explained in section 4, are used. Beside the failure due to 
residual strength, which is calculated using the proposed algorithm, the other five failure 
modes are evaluated using a MCS spatio-temporal reliability analysis method. Based on 
the method the failure of a pipe segment is defined as the condition where the cumulative 
impact of the failure modes for the first node of its copula-gamma process random-field 
becomes greater than a prescribed threshold. Figure 6-9 shows the flow-chart of the 
methodology. 
 
 
Figure 6-9 Multi-failure spatio-temporal reliability analysis of a pipe segment using 
copula-based MSR and MCS. 
The shape function of the gamma process is selected as the power-law corrosion model with 
the parameters mentioned in Table 6-2. Considering that our pipe samples exhibit the 
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corrosion for 60 years or more, the selection of power-law formula against the bi-modal 
model as the corrosion model seems inevitable. That is because without having the data for 
the initial years of service-life, fitting the bi-modal model can produce a large fitting error. 
The soil and the relative data used for this analysis have been listed in Table 6-2 and 6-3.  It 
is important to note that because of the randomness associated with the variables in Table 
6-2, the limit state parameters such as Marston’s load on pipe, hydrostatic pressure and 
moment of inertia etc. will also have a degree of randomness. Throughout analysing the 
reliability of the mentioned pipeline, a Monte Carlo simulation with 1200 trials is 
performed to consider the uncertainty associated with the involved parameters. This 
number of trials has been selected to minimize the variance in the final results. First, the 
probability of failure in regard to time t is estimated for each of the limit state criteria. 
Subsequently, by categorizing failure modes into two groups, namely serviceability and 
ultimate strength, and combining them in series or parallel systems, the overall failure 
probability of the system is calculated. Figure 6-10 shows the configuration of the limit-
state functions in this multi-failure system analysis in which residual strength, flexural and 
wall-thrust perform as the ultimate limit-states and the rest are serviceability limit-states. 
Serviceability limit states is considered as a parallel system; because violation of them 
individually does not fail the whole system, while ultimate limit states must be classified 
under series system criteria, since violation of each will cause the failure of the whole 
system. Evidently, the composition of the system in Figure 6-10 defines a general system. 
It was shown before that unlike the traditional bound estimation method, the copula-based 
MSR can be employed for reliability analysis of the general systems. This was illustrated 
in the Chapter 5 that this method is more accurate than the traditional MSR and is also 
easier to set-up. Tee and Khan (2014) proposed the correlation between that the failure 
modes to be fully correlated. In this section, to account for the correlation between the 
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failure modes a sensitivity analysis is performed. That is to study the effect of the 
correlation between the failure modes in both the fully correlated and uncorrelated 
condition on the reliability of the segments. 
 
Figure 6-10 Configuration of the components for the system reliability analysis. 
The copula-based MSR is used to obtain the failure probability of the pipe. For the sake of 
illustration, the first pipe segment of the path 4⃗  has been selected for the analysis. Figure 
6-11 shows the estimated failure probability of the pipe due to the occurrence of each 
failure mode and also the failure probability of the segment. The result shows that the 
flexural, wall thrust, and residual strength failure contribute the most to the failure of the 
segment. This is in line with the findings reported in literature for the similar pipes which 
confirmed the flexural failure during the first 50 years of service life for small-diameter 
cast iron water pipes buried in Melbourne suburbs (Gould, 2011). It is also obtained that 
the pipe is unlikely to be failed due to the leakage during the studied period. While 
evaluating the probability of failure for a pipeline, it is important that the various 
probabilities associated with the violation of the individual limit states are combined into 
a system analysis. In Figure 6-11, the benefit of this approach of reliability analysis is 
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apparent as the probability of pipeline system failure exceeds each of the individual limit 
state probabilities at every point. This is especially important during the initial 40 years of 
the graph, which is indicative of a typical pipelines service life. It is evident from Figure 
6-11 that considering each failure mode individually in the reliability analysis of pipelines 
can mislead the reliability analysis, since it ignores the impact of other involving limit 
states. For instance, considering only leakage limit state, the service life of the pipeline is 
estimated at more than 100 years, while it takes only 29 years for the system failure to 
happen (assuming acceptable failure probability of 0.2). The same statement is valid for 
residual strength, where there is a 50 years difference between the failure due to residual 
strength and the ultimate failure of the pipe. 
 
Figure 6-11 The probability of failure of the pipe segment subjected to six failure modes. 
6.4.1. Impact of correlation between failure modes 
To study the impact of the correlation between failure modes on the reliability of the pipe 
segment, the failure probability of the pipe is compared with the system probability bounds 
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estimated for the fully correlated, reported by Tee and Khan (2014) and the uncorrelated 
cases (Figure 6-12). It can be seen that, considering the correlation between the failure 
modes impact the results of the pipe failure analysis. The width of bound for a 0.2 
acceptable failure threshold is, however, no more than 8 years.  
 
Figure 6-12 The probability of failure of the pipe segment using copula-based MSR and 
the bound estimations. 
6.4.2. Sensitivity analysis 
To estimate the impact of the involved parameters in the failure of pipeline, a series of 
parametric sensitivity analysis was performed. Figures 6-13 to 6-16 show the sensitivity of 
the segment failure to the unit weight of soil, live load, depth of burial and soil modulus 
respectively. It can be seen that the depth of burial is a determining factor in the failure of 
the segment, since a 1m change in the depth can alter the service life of the pipe by 8 years. 
On the other hand, soil modulus, can be seen to have no tangible effect on the failure of the 
pipe. The other parameters are perceived to have a little impact on the service-life of the 
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pipe. The results of the sensitivity analysis can help the designers and engineers to choose 
the right values for the parameters in the design stage to guarantee the prescribed service-
life duration. 
 
Figure 6-13 Sensitivity of the pipe segment failure to the unit weight of soil 
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Figure 6-14 Sensitivity of the pipe segment failure to the live load 
 
Figure 6-15 Sensitivity of the pipe segment failure to the depth of burial 
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Figure 6-16 Sensitivity of the pipe failure to the soil modulus 
6.4.3. Effect of the correlation length of corrosion pits 
Finally, it is interesting to investigate the sensitivity of the first perforation probability to the 
correlation length of the corrosion, 𝑙¯. This factor is an indicative of the random-field cross-
section loss. Selecting a squared exponential auto-correlation function, Figure 6-17 clearly 
shows that the results are very sensitive to this parameter. This confirms the importance of 
the correlation length modelling for spatio-temporal modelling purposes. The result for the 
fully correlated case resembles the uniform or general corrosion pattern, and therefore, it 
does not represent the corrosion pattern that exists on the surface of a corroded pipe. For 
the values more than 1 (more than length of the field) it is expected that, the characteristics 
of the field does not change considerably in terms of skewness and coefficient of variation 
(Teixeira et al., 2013).  
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Figure 6-17 Sensitivity of the probability of the first perforation to the correlation length 
values 𝑙¯. 
The Figure 6-18 shows the evolution of the correlation structure due to the correlation length 
model. The selection of different the auto-correlation function types will affect the results. 
For more information on the impact of the auto-correlation function on the correlation 
structure of random fields the reader is referred to (Broersen, 2006). The Figures illustrates 
the increase and decrease of the correlation length over the observed period. It is worth 
noting that, the correlation length is not the same in x and y direction, and therefore, the 
correlation length model must be multiplied to the length of the field in x and y direction 
to gives the correct correlation structure. Since the correlation length model is obtained 
from the results of omni-directional variograms, it is applicable to both x and y direction. 
Figure 6-18 provides a realization of the corroding surface over the studied years. 
Evidently, the accumulation of the corrosion depths over time which can be seen in the 
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Figures cannot not obtained using K-L and ELOE random-field discretization methods and 
is an advantage of copula-gamma process method. 
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Figure 6-18 Realizations of the corroding surface over time 
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6.5. System reliability analysis 
After obtaining the marginal failure probabilities as described in the previous section, and 
indicating the correlation between them, the reliability of the network is calculated using 
copula-based MSR. It is assumed that the failures of the segments in each path are 
correlated based on their Euclidian distance (Equation 3-13). This assumption has been 
made based on the fact that the adjacent pipe segments experience a relatively similar burial 
condition and consequently are failed with stronger correlation in comparison with the far 
away segments. To capture such a correlation a squared exponential auto-correlation 
function with a correlation length equal to the length of each path has been chosen. The 
failure of the network is defined as the condition where the terminal node 8 receives no 
flow from neither of supply nodes 1 nor 2. The scenario can be expressed using intersection 
of union of the paths’ failure as follows: 
𝑃(𝐸RKAÞ) = 𝑃𝐸G@K	I)Kí ∩ 𝐸9R1	I)Kí                                                                       (6-14) 
𝑃𝐸G@K	I)Kí = 𝑃 ¨𝐸G⃗ ∪ 𝐸=⃗  ∩ 𝐸9⃗ ∪ 𝐸=⃗ ∪ 𝐸z⃗  ∩ 𝐸z⃗ ∪ 𝐸C⃗ ∪ 𝐸y⃗  ∩ 𝐸{⃗ ∪ 𝐸⃗ ∪ 𝐸y⃗ ª         (6-15) 
𝑃𝐸9R1	I)Kí = 𝑃 ¨𝐸~⃗ ∪ 𝐸GG⃗  ∩ 𝐸⃗ ∪ 𝐸y⃗ ∪ 𝐸GH⃗ ª                                                     (6-16) 
Figure 6-19 shows the estimated failure probability of the network in terms of time for the 
fully correlated corrosion pits case and also for when the correlation length model is 
employed for modelling the correlation between the corrosion pits. In the first case, the 
network failure probability reaches the 0.2 probability threshold after 48 years if no repair 
is done, while the latter predict the service-life of the network to be 25 years if no repair 
has been done. The history of the similar pipes confirmed that the pipes are likely to fail 
within 50 years of service-life, specifically due to circumferential failure modes (Gould, 
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2011). Therefore, the result obtained for the fully correlated case seems to underestimate 
the failure of the network.  
 
Figure 6-19 Network failure probability in terms of time for the case of fully correlated 
corrosion pits and for when the correlation length model is employed for modelling the 
correlation among the corrosion pits. 
The correlation length is expected to change the contribution of the pipe segments and paths 
to the failure of the network as well. As can be seen in Figures 6-20, at the 9th year of the 
service-life 10⃗  is the most import path of the network when the correlation length model 
has been employed. However, choosing the fully correlated case change this arrangement 
and makes 3⃗  the most important path. Figures 6-20 clearly shows the difference in CIM 
using the two approaches. Since the CIM considers both location and the failure probability 
of the components, changing the failure probability while fixing the location will directly 
impact the results. To make this clear, the Tables 6-7 and 6-8 show the ranking of the 
components in terms of failure probability in different years of service-life. The tables have 
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been obtained by applying the methodology illustrated in Figure 6-1. These tables indicate 
the changes in the ranking of the pipe segment failures with the change in choosing the 
correlation length. Even though the paths 1⃗  and 2⃗  have the highest failure probability with 
and without considering the correlation model respectively at the 60th year of the service-
life, the paths 11 and 10 contribute more to the failure of the network considering the two 
cases. In other words, the paths 10 and 11 placed in a more critical position in comparison 
with paths 1⃗  and 2⃗ . This clarifies the importance of the location of the components in a 
network and implies the necessity of considering CIMs in reliability assessment of the 
pipeline networks. 
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Figure 6-20 Component Importance Measure (CIM) for the correlation length model and 
the fully correlated case in time 
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Table 6-7 Ranking of the location of failure in terms of time (With correlation length 
model) 
Ranking 9th year 30th year 60th year 
1 2nd segment of 10⃗  21st segment of 1⃗  5th segment of 1⃗  
2 21st segment of 9⃗  3rd segment of 1⃗  3rd segment of 1⃗  
3 1st segment of 1⃗  4th segment of 1⃗  16th segment of 1⃗  
4 10th segment of 9⃗  5th segment of 1⃗  4th segment of 1⃗  
5 25th segment of 9⃗  1st segment of 1⃗  13th segment of 1⃗  
 
 
Table 6-8 Ranking of the location of failure in terms of time (Fully correlated) 
Ranking 9th year 30th year 60th year 
1 11th segment of 9⃗  12th segment of 3⃗  2nd segment of 2⃗  
2 7th segment of 7⃗  20th segment of 2⃗  5th segment of 2⃗  
3 14th segment of 1⃗  1st segment of 4⃗  1st segment of 9⃗  
4 3rd segment of 7⃗  4th segment of 2⃗  22nd segment of 2⃗  
5 6th segment of 4⃗  3rd segment of 7⃗  10th segment of 7⃗  
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6.6. Comparison with the real case data 
For validating the results, in this section, the results are compared with the statistical data of 
the similar pipes buried in Melbourne region. In order to make the results comparable, the 
statistical data has been obtained from a same water distribution company, City West 
Water, and a relatively similar location to where the pipe samples have been collected. 
Moreover, the failure modes selected in section 6.4 cover the common causes of failure 
reported by the City West Water company (Gould, 2011). To do the comparison, the hazard 
rate function of a pipe sample is obtained using the following Equation: 
ℎ(𝑡) = f(K)G7(K)                                                                                                                  (6-17) 
where 𝑓(𝑥, 𝑡) is the probability density function, and 𝐹(𝑥, 𝑡) is the survival function. In the 
next step, the failure rate of the typical pipeline is calculated with (Ji et al., 2017): 
𝑄(𝑡) = ℎ(𝑡) × 𝑁K                                                                                                           (6-18) 
where 𝑁K is the number of pipe segments over which the failure has been counted and 𝑄(𝑡) 
is the failure rate that indicates number of failures per 100 km per year. To check the 
obtained results with the failure history of the similar pipes buried in Melbourne, a pipe 
segment with an average failure probability is selected from the network. After calculating 
the hazard rate of the pipe, its failure rate is obtained thereof and is compared with the 
reported average failure rate for similar pipes in Melbourne (Gould, 2011, Rathnayaka, 
2016). Considering that there is 950 km 150-200 mm pipeline in Melbourne (Gould, 2011) 
and each failure is counted over an average length of 83 m (Ji et al., 2017), the average 
failure rate for the network is illustrated in Figure 6-21. The result for the real pipe samples 
in Figure 6-21 is obtained using the average value of 40 failure/100km/year for 150-200 
mm nominal diameter cast iron water pipes (Gould, 2011). The observation period for both 
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the reported failure rates and the one obtained herein is 10 years (e.g. 1996 to 2006). It can 
be seen from the Figure 6-21 that the result obtained using spatio-temporal reliability 
analysis with the correlation length model is close to the failure rate of real pipe samples. 
Evidently, the fully correlated case does not present a realistic value for the average failure 
rate of the studied pipeline. 
 
Figure 6-21 Comparison of the results with the real case average failure rate 
6.7. Conclusion 
This chapter provided a cases study on reliability assessment of water distribution networks. 
Reliability in the component level was calculated using a multi-failure spatio-temporal 
reliability analysis method and a copula-based MSR was used to account for the correlation 
in both the system and the component levels. Since the configuration of the studied systems 
such as the system of the failure modes represent the general system configuration, the 
superiority of the copula-based MSR over traditional bound estimation methods was 
clearly justified. It has been shown that, the method is capable of predicting future 
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condition of the water distribution network such as the location and time of failure of the 
assets with an acceptable accuracy. Different aspects of the network reliability such as 
component importance measure and component failure ranking were analysed and the 
impact of correlation length on each was discussed. The results clearly showed the 
necessity of choosing the correlation length model when attempting to spatio-temporal 
system reliability analysis. It was shown that considering a fully correlated corrosion 
structure leads to the underestimation of the failure probability in both the component and 
the system level. The sensitivity analysis of the pipe dimensions also indicates the 
importance of this parameter in the design stage. Finally, the pipeline failure probabilities 
obtained from the proposed methodology was used to calculate the failure rate of the buried 
cast-iron water pipeline in Melbourne suburbs. The failure rate of the pipeline when the 
correlation length model is utilized was considerably closer to the reported failure rate by 
the water company in comparison with the situation where a fully correlated corrosion was 
used. The output of the system reliability in this chapter allows asset owners to decide on 
the maintenance planning of their networks with an insight on the future condition of their 
assets. 
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7. Conclusions 
7.1. Summary 
The following paragraphs summarises the contribution of this thesis: 
• Calibration of the corrosion correlation length. 
Reliability assessment of the corrosion affected pipeline has been extensively studied during 
the past decades. One of the main tasks in reliability analysis of these structures is modelling 
the corroding pipe wall as accurate as possible. Doing so requires consideration of both the 
spatial and temporal evolutions of the corroding pipe wall. This aim, however, has been rarely 
addressed in the literature. Those few researches which attempt for spatio-temporal reliability 
analysis of water pipeline utilized random-field to consider the correlation among the corrosion 
pits over the pipe surface. Random-field representation of corrosion requires accurate selection 
of the definitive parameters of the correlation structure (auto-correlation function) and 
specifically, the correlation length. This issue has been ignored in the aforementioned 
researches. In this thesis, a novel correlation length model has been developed to account for 
the temporal and spatial variations of a corroding pipe surface. The model has been derived 
from the failed pipe samples collected from Melbourne suburbs. The proposed model is 
intended to provide the analysts with a more realistic representation of corrosion and 
consequently a more accurate spatio-temporal reliability assessment.  
• Numerical simulation of corroding pipes considering spatio-temporal variations 
of corrosion. 
In order to perform a high quality spatio-temporal reliability analysis on a corroding pipe, the 
FEM can be used in conjunction with spatial and temporal corroding surface modelling. 
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Reviewing the literature of spatio-temporal reliability analysis methods indicated that the 
combination of FEM and random-fields can be a difficult task when a time-dependent 
reliability analysis is expected. It was discussed that the random-fields discretization methods 
such as K-L and EOLE cannot be used for modelling the corrosion induced cumulative metal 
loss over time, since using them may cause unrealistic stress distribution over a FE modelled 
corroded surface random-field. To address this issue, a novel algorithm for numerical 
simulation of corroding pipes using a combination of FEM, copulas and gamma process has 
been developed. The correlation structure of the random-field of corroding pipe wall has been 
calibrated using the introduced correlation length model. Finally, the failure probability of a 
corrosion affected pipe segment has been obtained. Additionally, a sensitivity analysis was 
performed to measure the impact of the correlation length of corrosion on the failure probability 
of the pipe. The results proved the importance of the corrosion correlation length calibration 
for spatio-temporal reliability analysis purpose. 
• Developing a Copula-based matrix system reliability. 
The pipe segments in a pipeline network are connected to each other and are experiencing a 
relatively similar deterioration condition. Consequently, the reliability of the network must be 
analysed through the system reliability analysis methods. Reviewing the literature showed that, 
the Matrix-based System Reliability method is capable of dealing with system reliability 
analysis of any type of system. The implementation of the MSR, however, can be difficult task, 
especially when a high accuracy is desirable. In this thesis, a Copula-based MSR has been 
introduced which makes the MSR easy to set-up by eliminating the need to DS-class correlation 
matrix fitting. The applicability and accuracy of the proposed method were first examined 
through different work examples and finally, in the Chapter 6, it has been used for system 
reliability of a pipeline network with the correlated failure modes. It was shown that the 
Copula-based MSR is not only more accurate than the traditional MSR, but it performs much 
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faster in terms of the processing time. The method is also less computationally demanding in 
comparison with MCS, which requires a large number of trials to obtain the answer. 
• Spatio-temporal reliability assessment of corrosion affected water pipeline 
network. 
In the Chapter 6 of the thesis, an application of the proposed methodologies for reliability 
analysis of a pipeline network has been provided. To this aim, for the first time in the literature, 
the spatio-temporal variations of corrosion has been considered within each pipe segment of 
the network. The task was done by the mean of the developed algorithm in the Chapter 4. The 
spatial and temporal variations of the correlation structure of the underlying random-field was 
calibrated using the correlation length model developed in the Chapter 3. Since the 
configuration of the system of failure modes resembled a general system, the Copula-based 
MSR (introduced in the Chapter 5) was used to calculate the cumulative effect of the failure 
modes. Moreover, a multi-failure approach was considered to study six common failure modes 
of the pipe segments. The correlation has been considered in four different levels: 
1. The spatial correlation among corrosion pits (Which has been considered using 
Copulas, gamma process, the correlation length model and an exponential auto-
correlation function). 
2. Correlation among failure modes (which has been considered via a sensitivity 
analysis). 
3. Correlation among failure of the adjacent pipe segments (which has been considered 
using an exponential auto-correlation function). 
4. Correlation among spatially variable environmental parameters such as soil modulus 
and live load (which has been considered using 1D K-L random-fields and an 
exponential auto-correlation function). 
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The methodologies were used to obtain the failure probability of the network and to find the 
most probable location of the failure within the network in different points in time. 
Additionally, the sensitivity of the failure probability of the network to the correlation length 
of corrosion in the component level has been investigated. It was shown that the results are 
quite sensitive to the values of the correlation length. This implies the importance of the 
correlation length calibration (using the introduced approach in the Chapter 3) when attempting 
to spatio-temporal reliability analysis in both the system and the component level. 
7.2. Future works 
• Further research can be carried out to address the situation where the pipeline is being 
protected by coating. Coatings and other corrosion protection methods decrease the 
overall rate of corrosion and eventually affect the probability of failure of the pipeline 
due to corrosion.  
• When the inspection data of corrosion depth for the pipe segments in different years 
is available, the methodology applied in the Chapter 6 can be combined with 
Bayesian updating methods to improve the accuracy of the estimations. 
• The validity of the correlation length model needs to be assessed for the corrosion 
initiation stage by incorporating the correlation lengths of more samples into the 
regression process. Moreover, a comprehensive research is required to evaluate the 
appropriate selection of copula type and also the involved parameters such as the 
degree of freedom if for instance t-copula is being used. 
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