K -means clustering algorithm is one of the most popular technique for clustering in machine learning, however, in the existing k-means clustering algorithm, the ability of the different features and the importance of the different data objects are treated equally; the discriminative ability of the different features and the importance of the different data objects cannot be differentiated effectively. In the light of this limitation, this paper put forward an enhanced regularized k-means type clustering algorithm with adaptive weights in which we introduced an adaptive feature weights matrix and an adaptive data weights vector into the objective function of the k-means clustering algorithm and we developed a new objective function with l 2 -norm regularization to the weights of data objects and features, then we obtained the corresponding scientific updating iterative rules of the weights of the different features, the weights of the different data objects and the cluster centers theoretically. In order to evaluate the performance of the new algorithm put forward, extensive experiments were conducted. Experimental results have indicated that our proposed algorithm can improve the clustering performance significantly and are more effective with respects to three metrics: the successful clustering rate (SCR), normal mutual information (NMI) and RandIndex.
I. INTRODUCTION
Machine learning is an important branch of artificial intelligence, one main task of machine learning is to study and build a mathematical model which can learn from the set of input data. According to the different type of the set of input data, Machine learning models can be classified into supervised learning in which the set of input data contains desired output labels or unsupervised learning in which the set of input data contains no output labels. For some practical problems, it is not possible to get data labels [1] , so it is obviously more suitable to apply unsupervised learning methods such as clustering for solving these problems. For unsupervised classification, clustering is a key technique in data analysis, the purpose of clustering is to partition a set of data objects into several groups in which the objects in a same group The associate editor coordinating the review of this manuscript and approving it for publication was Qilian Liang .
have higher similarities and the objects in different groups are far from each other according to a certain pre-defined similarity measure [2] . The clustering algorithm can be segmented into model-based method, density-based method, division-based method, mesh-base method and hierarchicalbased method [3] . Clustering has been successfully employed to solve various real-life problems, with applications ranging from community discover [4] , text organization [5] , image segmentation [6] to bioinformatics [7] and so on.
K -means clustering algorithm is a hard clustering method which assumes that a data object either belongs to one cluster or does not belong to one cluster. Because of effectiveness and simplicity, k-means clustering algorithm has been one of the most widely used clustering algorithms for addressing various real-life problems [8] - [12] .
Although the extensions of k-means clustering algorithm have improved the clustering quality, yet the existing k-means clustering algorithms cannot effectively distinguish VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the discriminative ability of the different features and the importance of the different data objects at the same time, few studies have focused on the importance of the discriminative ability of the different features and the different data objects simultaneously. To this end, based on the previous research, in this paper, we proposed an enhanced regularized k-means type clustering algorithm with adaptive weights, in the new clustering algorithm, considering the different feature weights and data weights, an adaptive data weights vector and an adaptive feature weights matrix are introduced into the conventional k-means clustering algorithm, to encourage more data objects and features to participate in the identification of clusters, a new objective function with an l 2 -norm regularization to the weights of data objects and features is constructed. By the proposed new objective function, the corresponding scientific updating iterative rules of the membership matrix, the weights of the different features, the weights of the different data objects and the cluster centers can be derived theoretically. In order to evaluate the performance of the new algorithm put forward, extensive experiments were conducted. Experimental results have corroborated that our proposed algorithm can improve the clustering performance significantly and are more effective with respects to three metrics: the successful clustering rate (SCR), normal mutual information (NMI) and RandIndex. The main contributions of this paper are as follows:
• We put forward an enhanced regularized k-means type clustering algorithm with adaptive weights. In the proposed algorithm, different from the existing k-means algorithms, the discriminative ability of the different features and the importance of the different data objects can be distinguished effectively at the same time.
• We added an l 2 -norm regularization to the weights of data objects and features to encourage more data objects and features to participate in the identification of clusters.
• We developed a novel objective function for the regularized k-means type clustering algorithm with adaptive weights and give the scientific updating iterative rules by optimizing the corresponding objective function.
The rest of this paper is organized as follows: Section 2 introduces a brief background about k-means clustering algorithm. The details of our proposed algorithm are presented in Section 3. Experiments on different datasets are presented in Section 4. Finally, we conclude this paper in Section 5.
II. RELATED WORKS
Although the k-means clustering algorithm has a good performance in clustering detection, there still some shortcomings in k-means clustering algorithm, many extensions of k-means clustering algorithm have been proposed. The conventional k-means clustering algorithm is sensitive to the initial clustering centers and the number of clusters needs to be tuned manually. To solve the problem of determining the best initial seeds and most appropriate clustering number, an improved k-means algorithm based on density canopy was put forward [13] . In order to overcome the drawback that the clustering algorithms only consider within-cluster information, by using between-cluster information to add a new term in the distance measurement, an enhanced soft subspace clustering algorithm was proposed [14] . A k-means++ algorithm selecting the initial clustering centers by maximizing the distances among them was presented [15] . Since the conventional k-means clustering algorithm needs much computational cost, a novel variant of k-means which aims to make a better trade-off between efficiency and clustering quality was proposed [16] . An improved k-means algorithm with an acceleration mechanism for producing the new cluster centers was presented [17] . The conventional k-means clustering algorithm and lots of its variations are easy to get stuck at local optima, a global k-means clustering algorithm in which one cluster center is added dynamically at a time and each data object is used as a candidate for the kth cluster center was put forward [18] , [19] . In addition, to meet the needs of the demands of clustering datasets in different applications, several variations of k-means clustering algorithm were put forward [20] - [24] . In the basic k-means algorithm, during the clustering process, all the data objects and all the features have equivalent effect [25] . In the clustering process, in order to differentiate the discriminative ability of the different features, lots of weighting feature methods were put forward [5] , [26] - [30] . A kernel-based multi-objective clustering algorithm with automatic attribute weighting was put forward [31] . A k-means type clustering algorithm using a new fashion for features weighting with an l 2 -norm regularization was proposed [32] .
III. AN ENHANCED REGULARIZED K-MEANS TYPE CLUSTERING ALGORITHM WITH ADAPTIVE WEIGHTS
In the traditional k-means clustering algorithm, the ability of the different features and the importance of the different data objects are treated equally, the importance of the different data objects and the discriminative ability of the different features cannot be differentiated. In [32] , considering the weights of features, a weighting k-means clustering algorithm is presented; however, the importance of the different data objects cannot be distinguished. In order to differentiate the importance of the different data objects and the discriminative ability of the different features effectively at the same time, we put forward an enhanced regularized k-means type clustering algorithm with adaptive weights(dfkmeans-l 2 ) in which an adaptive data weights vector W and an adaptive feature weights matrix R are introduced considering the different data weights and feature weights simultaneously.
Given a dataset X = {x k } n k=1 , n is the number of the data objects in the dataset, x k = [x k1 , x k2 , · · · , x km ], m is the number of features; U is the membership matrix, u ik = 1 indicates that the kth data object is assigned to the ith cluster, otherwise, if the kth data object is not assigned to the ith cluster, u ik = 0; W is an adaptive data weights vector W = [w 1 , · · · , w k · · · , w n ], w k show the weight of data object x k ; R is an adaptive feature weights matrix
in which the ith row shows the weight vector of all m features in cluster i,1 ≤ i ≤ c, c is the number of clusters;
is the matrix of the cluster centers in which the ith row shows the center of cluster i. The objective function of the proposed k-means clustering algorithm can be formulated as:
Subjected to the constraint:
In Eq.(1), we add an l 2 -norm regularization to the weights of data objects and features to encourage more data objects and features to participate in the identification of clusters. α is a hyper-parameter to harmonize the weighting scatter of data objects and the certainty of each data object and control the regularization of the weights of each data object in the identification of a cluster; the larger α is, the difference between the values of the weights of each data object will be smaller, the smaller α is, the difference between the values of the weights of each data object will be larger; β is a hyperparameter to harmonize the weighting scatter of features and the certainty of each feature and control the regularization of the weights of each feature in the identification of a cluster; the larger β is, the difference between the values of the weights of each feature in the identification of a cluster will be smaller, the smaller β is, the difference between the values of the weights of each feature in the identification of a cluster will be larger.
IV. THE PROPOSED K-MEANS CLUSTERING ALGORITHM
In this subsection, we minimize the objective function of Eq.(1) to get the iterative rules of the proposed k-means clustering algorithm. According to the objective function, we can get the corresponding Lagrangian function as follows:
To get the iterative rules, we adopt the common approach by optimizing one variable of U , V , W and R and fixing the other variables in the objective function, so we can get the corresponding iterative rules by minimizing the Lagrangian function of Eq.(3). 
B. THE ITERATIVE RULES OF W
We can obtain the updating iterative rules of the data weight w k by setting the derivatives of the Lagrangian function to zero with respect to w k :
We can get:
C. THE ITERATIVE RULES OF R
We can obtain the updating iterative rules of the feature weight r ij by setting the derivatives of the Lagrangian function to zero with respect to r ij : 
The overall procedures of our proposed k-means algorithm can be described as follows. The stop criterion of all related algorithms is that the number of iterations exceeds the maximum number of iterations or for two consecutive iterations, the change in the objective function is less than the set threshold δ, in this paper, the maximum number of iterations and δ are set to 100 and 0.0001 respectively.
E. CONVERGENCE AND COMPLEXITY ANALYSIS
The objective function values against the iterations with different initial centroids is shown in figure 1, from figure 1 , we can conclude that with the increment of the iterations, the value of the objective function is decreasing, the algorithm is able to converge after a few of iterations. There are only two computational updating steps in the traditional k-means algorithm: updating the centroids V and membership matrix U . There are four computational updating steps in our proposed algorithm: updating the membership matrix U , the data weights W , the feature weights F and the centroids V . The computational updating cost is O(tcmn), n is the number of data objects, c is the number of clusters, t is the number of iterations, m is the number of features. 
V. EXPERIMENTS AND RESULTS
In this section, to evaluate the performance of the proposed algorithm, we conduct experiments using UCI datasets as the test object and do the related experimental analysis under the environment of Matlab. Haberman, Breasttissue, IRIS, Banknote, Sonar and Wdbc datasets of UCI datasets are used.
In Haberman dataset, the number of categories is 2, the number of attributes is 3 and the sample size is 306; In Breasttissue dataset, the number of categories is 6, the number of attributes is 9 and the sample size is 106; In IRIS dataset, the number of categories is 3, the number of attributes is 4 and the sample size is 150; In Banknote dataset, the number of categories is 2, the number of attributes is 5 and the sample size is 1372;
In Sonar dataset, the number of categories is 2, the number of attributes is 60 and the sample size is 208; In Wdbc dataset, the number of categories is 2, the number of attributes is 30 and the sample size is 569.
In this paper, all the datasets are dealt with normalization, we compare the clustering results produced by the traditional k-means clustering algorithm, the k-means clustering algorithm considering data weights(dkmeans-l 2 ), the k-means clustering algorithm considering feature weights (fkmeans-l 2 ), the entropy weighting k-means(EWkmeans) [32] and the proposed k-means algorithm about three performance metrics including Rand index(RI), the successful classification rate (SCR) and normalized mutual information(NMI) [33] . RI represents the percentage of the pairs of the data objects which are classified correctly in the clustering results. SCR stands for the accuracy of clustering which represents the percentage of the data objects which are classified correctly in the clustering results. NMI is a normalization of the mutual information (MI) score used to measure the clustering quality between 0 (no mutual information) and 1 (perfect clustering). The objective functions of dkmeans-l 2 and fkmeans-l 2 are shown as follows:
The weights of the different features in the different cluster on the Breasttissue dataset by the proposed k-means algorithm (dfkmeans-l 2 ) when β = 0.2 are shown in table 2, the weights of different data objects by the proposed k-means algorithm (dfkmeans-l 2 ) on the Breasttissue dataset when α = 0.03 are shown in figure 2.Through table 2 and figure 2 we can see that dfkmeans-l 2 can distinguish the importance of the different data objects and the discriminative ability of the different features. The weights of different data VOLUME 8, 2020 objects by dfkmeans-l 2 on the Breasttissue dataset when α = 0.0001 are shown in figure 3 , in compared with figure 2, we can see that the weights of different data objects by dfkmeans-l 2 when α = 0.0001 are much sparser than those by dfkmeans-l 2 when α = 0.03. When α = 0.0001, the values of the weights of partial data objects will be much larger than the other weights, which could result in the phenomenon that the clustering result are dominated by the partial data objects with larger weights. So in the presented algorithm, we can regulate the value of the hyper-parameter α to make sure that we can not only obtain weights to represent the different importance of each data object, but also stimulate more data objects to contribute to the process of clustering.
We have conducted experiments of the value of hyperparameter α and β for its effects on the clustering results. We have compared the clustering performance (SCR, RI,NMI) with the increments of α and β with 0.002, 0.02, 0.2,1 when the values of α and β are in the range of (0,0.01], (0.01,0.1], (0.1,1] and (1, 15] respectively. Generally, the best clustering performance can be derived when the range of α and β are (0.01,0.5] and (0.1,10] respectively depending on different datasets. The larger α is, the difference between the values of the weights of each data object will be smaller, the values of the weights of each data object will tend to be similar; the smaller α is, the difference between the values of the weights of each data object will be larger. The larger β is, the difference between the values of the weights of each feature in the identification of a cluster will be smaller, the values of the weights of each feature will tend to be similar; the smaller β is, the difference between the values of the weights of each feature in the identification of a cluster will be larger. Take the Sonar and Wdbc datasets as example, after 100 runs, the averaged SCR derived by dfkmeans-l 2 about setting different values of α is shown in figure 5 ; the averaged SCR derived by dfkmeans-l 2 about setting different values of β is shown in figure 6. In this paper, we study the clustering results with α set to 0.03, β set to 0.2 in Haberman, Breasttissue, IRIS, Banknote and Sonar datasets and β set to 10 in Wdbc dataset.
Take the IRIS dataset as example, if we fix the initial clustering centers, the comparison of SCR when the four algorithms are convergent with the different initial clustering centers is shown in figure 4 .From figure 4, we can see that when the number of the original data in IRIS dataset selected as the initial clustering centers is [6 11 96] , the SCR of the proposed dfkmeans-l 2 is 0.96,which is much higher than the other three algorithms; when the number of the original data selected as the initial clustering centers is [49 100 143], the SCR of dfkmeans-l 2 is 0.96 which is equal to fkmeans-l 2 and higher than 0.9066 of dkmeans-l 2 and 0.8867 of k-means; when the number of the original data selected as the initial clustering centers is [60 62 79], the SCR of dfkmeans-l 2 is 0.96 which is higher than 0.7066 of fkmeans-l 2 , 0.9066 of dkmeans-l 2 and 0.88 of k-means algorithm, so we can conclude that the proposed algorithm is more robust and has better stability than the traditional k-means, dkmeans-l 2 and fkmeans-l 2 algorithm.
The clustering results are averaged over twenty independent experiments to mitigate the effect of initialization. The comparison about three performance metrics and running time on the different datasets among the different algorithms is shown in table 3.
From table 3, we can see that among different algorithms, the running time is consistent with the complexity analysis in section 4.5, the factor resulting in the differences of the running time is the different number of iterations; the averaged three performance metrics: rand index (RI), normalized mutual information (NMI) and the successful classification rate (SCR) of the proposed algorithm (dfkmeans-l 2 ) are all much higher than the other four algorithms: the traditional k-means, dkmeans-l 2 , fkmeans-l 2 and EWkmeans algorithm; although the standard deviation by the dfkmeans-l 2 are not always smaller than the other algorithms, we can see that the value by the dfkmeans-l 2 with the averaged SCR subtracting TABLE 3. The comparison of the SCR, RI, NMI and running time index on different datasets among different algorithms (The standard deviation in bracket). VOLUME 8, 2020 the standard deviation is still larger than the averaged SCR by the other three algorithms, which indicates that the algorithm presented in this paper has a better clustering quality.
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VI. CONCLUSION
This paper put forward an enhanced regularized k-means type clustering algorithm with adaptive weights in which we introduced an adaptive feature weights matrix and an adaptive data weights vector into the objective function of the traditional k-means clustering algorithm and we developed a new objective function with l 2 -norm regularization to the weights of data objects and features. Experimental results show that the novel algorithm proposed in this paper has better and promising performance with respects to three evaluation metrics: Rand index (RI), the successful classification rate (SCR), normalized mutual information (NMI).
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