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CONTINUOUS SOLUTIONS FOR DIVERGENCE-TYPE EQUATIONS
ASSOCIATED TO ELLIPTIC SYSTEMS OF COMPLEX VECTOR FIELDS
LAURENT MOONENS AND TIAGO PICON
Abstract. In this paper, we characterize all the distributions F ∈ D ′(U) such that there exists a
continuous weak solution v ∈ C(U,Cn) (with U ⊂ Ω) to the divergence-type equation
L∗
1
v1 + ... +L
∗
nvn = F,
where {L1, . . . , Ln} is an elliptic system of linearly independent vector fields with smooth complex
coefficients defined on Ω ⊂ RN . In case where (L1, . . . , Ln) is the usual gradient field on R
N , we recover
the classical result for the divergence equation proved by T. De Pauw and W. Pfeffer.
1. Introduction
Recently a series of new results on the classical divergence equation have been published. In the
original paper due to J. Bourgain and H. Brezis [BB1] the authors presented new developments for the
solvability of the equation
(1) div v = F,
when F ∈ Lp
#
(TN ) = {f ∈ Lp(TN) ∣ ∫TN f = 0}, in the special limiting case p = N . A surprising result
[BB1, Theorem 1’] asserts that for every f ∈ LN#(TN) there exists a continuous solution of (1).
Concerning continuous solutions to (1) in the whole Euclidean space, T. de Pauw and W. Pfeffer [DPP]
characterized the (real) distributions F for which the equation (1) has a continuous solution, i.e. there
exists v ∈ C(RN ,RN) such that the following holds:
F (ϕ) = −∫
RN
v ⋅ ∇ϕ,
for every test function ϕ ∈ D(RN). They show such distributions are exactly the ones satisfying a
particular continuity property: for each ε > 0 there should exist a constant θ > 0 such that one has:
(2) ∣F (ϕ)∣ ⩽ θ∥ϕ∥1 + ε∥∇ϕ∥1,
for all ϕ ∈ D(RN) supported in the ball centered at the origin with radius 1/ε. As a particular case,
they show that (the distribution associated to) any function F ∈ LN(RN) enjoys that property, so that
in particular (1) is continuously solvable for all F ∈ LN(RN).
Integral estimates in L1 norm like (2) have been studied in several settings, among which div-curl and
elliptic-canceling operators, measure and divergence-free vector fields, nilpotent groups, CR complexes
and applications to fluid dynamics. We refer to [VS5] for an overview and development of these subjects.
The results obtained previously for (1) are closely related to the gradient ∇ generated by the canonical
vector fields Lj = ∂xj for j = 1, ...,N . Suppose now that L ∶= {L1, . . . , Ln} is a system of linearly
independent vector fields with smooth complex coefficients defined on an open set Ω ⊂ RN . Analogously,
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we may consider the gradient associated to the system L defined by ∇L u ∶= (L1u, . . . ,Lnu), for u ∈ C∞(Ω)
and its formal complex adjoint operator
(3) divL∗ v ∶= n∑
j=1
L∗jvj , v ∈ C∞(Ω,Cn),
which are precisely the operators ∇ and div when n = N and Lj = ∂xj . We use the notation L∗j ∶= Ltj
where Lj denotes the vector field obtained from Lj by conjugating its coefficients and L
t
j is the formal
transpose of Lj for j = 1, . . . , n — namely this means that, for all (complex valued) ϕ,ψ ∈ D(Ω), we have:
∫
Ω
(Ljϕ)ψ¯ = ∫
Ω
ϕL∗jψ.
The following version of the L1 Sobolev-Gagliardo-Nirenberg theorem associated to ∇L was proved in
[HP1], namely:
Theorem 1.1. Assume that the system of vector fields L1, ..., Ln, n ⩾ 2, is linearly independent and
elliptic. Then every point x0 ∈ Ω is contained in an open neighborhood U ⊂ Ω such that
(4) ∥ϕ∥LN/N−1 ⩽ C
n∑
j=1
∥Ljϕ∥L1 , ∀ ϕ ∈ D(U),
holds for C = C(U) > 0. Conversely, if (4) holds then the system must be elliptic on U .
In this work we are interested to study the (local) continuous solvability of the equation:
(5) divL∗ v = F.
Our main result is the following.
Theorem 1.2. Assume that the system of vector fields L1, ..., Ln, n ⩾ 2, is linearly independent and
elliptic. Then every point x0 ∈ Ω is contained in an open neighborhood U ⊂ Ω such that for any F ∈ D ′(U),
the equation (5) is continuously solvable in U if and only if F is an L-charge in U , meaning that for
every ε > 0 and every compact set K ⊂⊂ U , there exists θ = θ(K,ε) > 0 such that one has:
(6) ∣F (ϕ)∣ ⩽ C∥ϕ∥1 + ε∥∇Lϕ∥1,
for all ϕ ∈ DK(U) — the latter being the set of all smooth functions in U supported inside K.
One simple argument (see Section 4) shows that the above continuity property on F is a necessary
condition for the continuous solvability of equation (5) in U . Theorem 1.2 asserts that the continuity
property (6) is also sufficient, under the ellipticity assumption on the system of vector fields.
The organization of the paper is as follows. In Section 2, we study some properties of elliptic systems
of complex vector fields. Section 3 is devoted to the definition and some properties of the space BVL,c of
functions with bounded L-variation. In Section 4, we discuss linear functionals on BVL,c called L-charges.
The proof of our main result is presented in Section 5. The Appendix is concerned with technical results
on pseudodifferential operators, mainly on their boundedness and compactness.
Notations. We always denote by Ω an open set of RN , N ⩾ 2. Unless otherwise specified, all functions
are complex valued and the notation ∫A f stands for the Lebesgue integral ∫A f(x)dx. As usual, D(Ω)
and D ′(Ω) are the spaces of complex test functions and distributions, respectively. When K ⊂⊂ Ω is
a compact subset of Ω, we let DK(Ω) ∶= D(Ω) ∩ E′(K), where E′(K) is the space of all distributions
with compact support in K. Since the ambient field is C, we identify (formally) each f ∈ L1loc(Ω) with
the distribution Tf ∈ D ′(Ω) given by Tf(ϕ) = ∫Ω fϕ¯. We consider C(Ω,Cn) the space of all continuous
vector-valued functions v ∶ Ω → Cn. We also introduce the notation ∥∇Lϕ∥p ∶= ∑nj=1 ∥Ljϕ∥p (where ∥ ⋅ ∥p
is the standard norm in Lp(Ω)) for 1 ⩽ p ⩽∞. Finally we use the notation f ≲ g to indicate the existence
of an universal constant C > 0, independent of all variables and unmentioned parameters, such that one
has f ⩽ Cg.
DIVERGENCE-TYPE EQUATIONS ASSOCIATED TO ELLIPTIC SYSTEMS 3
2. Ellipticity and its consequences
Consider n complex vector fields L1, . . . , Ln, n ⩾ 1, with smooth coefficients defined on a neighborhood
Ω of the origin in RN , N ⩾ 2. We will assume that the vector fields L1, ..., Ln do not vanish in Ω, in
particular, they may be viewed as nonvanishing sections of the vector bundles CTΩ as well as first order
differential operators of principal type.
In the sequel, we will always assume (unless otherwise mentioned) that the following two properties
hold:
(a) L1, . . . , Ln are everywhere linearly independent;
(b) the system {L1, . . . , Ln} is elliptic.
The latter means for any 1-form ω (i.e. any section of T ∗(Ω)), the equality ⟨ω,Lj⟩ = 0 for 1 ⩽ j ⩽ n
implies that one has ω = 0. Consequently, the number n of vector fields must satisfy N
2
⩽ n ⩽ N 1 .
Alternatively the assumption (b) is equivalent to require that the second order operator
(7) ∆L ∶= L∗1L1 + ... +L∗nLn = divL∗ ∇L
is elliptic. Using a representation of vector fields in local coordinates (x1, ..., xN ) we can assume that one
has:
(8) Lj =
N∑
k=1
cjk∂xk j = 1, ..., n,
with smooth coefficients globally defined on RN that possess bounded derivatives of all orders. A simple
computation implies then that one has L∗j = −Lj + cj where cj ∶= ∑Nk=1 ∂xkcjk; the (uniform) ellipticity
means that there exists c > 0 such that one has
n∑
j=1
∣ N∑
k=1
cjk(x)ξk∣
2
⩾ c∣ξ∣2,
for all x, ξ ∈ RN .
The second-order (elliptic) operator ∆L may be regarded as an elliptic pseudodifferential operator
with symbol in the Ho¨rmander class S21,0(Ω). Hence there exist scalar-valued properly supported pseu-
dodifferential operators q(x,D) ∈ OpS−21,0(Ω) and r(x,D) ∈ OpS−∞(Ω) such that one has:
(9) ∆Lq(x,D)f + r(x,D)f = f ∈ C∞(Ω).
Writing ∆Lq(x,D)f = divL∗ u for uj = Ljq(x,D)f we then get:
divL∗ u − f = r(x,D)f
for every f ∈ C∞(Ω).
As application from the previous identity we present the following a priori estimates
Proposition 2.1. Assume that the system of vector fields L1, ..., Ln, n ⩾ 2, is linearly independent and
elliptic. Then for every point x0 ∈ Ω and 0 < β < 1, there exist an open neighborhood U ⊂ Ω and a constant
C = C(U) > 0 such that, for all ϕ ∈ D(U), one has:
(10) ∥ϕ∥1−β,1 ∶= ∥Jβ−1ϕ∥1 ⩽ C∥∇Lϕ∥1.
In the above statement, the operator Jα ∶= Jα(x,D) for α > 0 is the pseudodifferential operator, called
Bessel potential, defined by
Jαf(x) = ∫
RN
e2πix⋅ξb(x, ξ)fˆ(ξ)dξ, f ∈ S′(RN),
where the symbol b(x, ξ) = ⟨ξ⟩α ∶= (1 + 4π2∣ξ∣2)−α/2, independent of x, belongs to the Ho¨rmander class
S−α1,0(RN). The operator J−α, usually denoted by (1 −∆)α/2, allows us to introduce a nonhomogeneous
1In fact, if one writes Lj = Xj+iYj where {Xj , Yj}j are real vector fields, then 2n ⩾ N . Suppose indeed that #{Xj , Yj} =
2n < N . Then there exist f ∉ span {Xj , Yj}j and ω ∶= df ≠ 0 such that ω(Lj) = 0 for j = 1, ..., n but ω ≠ 0; that is a
contradiction, since the system {L1, . . . , Ln} is supposed to be elliptic. Clearly, on the other hand, we have n ⩽ N .
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fractional Sobolev spaceWα,p(RN) for 1 ⩽ p <∞, defined as the set of tempered distributions u ∈ S′(RN)
such that J−αu ∈ Lp(RN), endowed with the norm ∥u∥α,p ∶= ∥J−αu∥Lp . As a consequence of the continuity
property of the action of the Bessel potential on Lebesgue spaces (see for instance [AH, Theorem 2.5]),
the inclusion Wα,p(RN) ⊂ Lp(RN) is continuous for all 1 ⩽ p <∞.
Proof. Let h = ∇Lϕ. Thanks to identity (9) we have
Jβ−1ϕ = p(x,D)h + r′(x,D)ϕ,
where r′(x,D) = Jβ−1r(x,D) is a regularizing operator and p(x,D) = Jβ−1(x,D)q1(x,D)divL∗ is a
vector-valued pseudodifferential operator of negative order −β. As a consequence of Theorem 6.1 we have
∥p(x,D)h∥L1 ≲ ∥∇Lϕ∥L1 , which implies:
∥Jβ−1ϕ∥1 ⩽ C∥∇Lϕ∥L1 + ∥r′(x,D)ϕ∥1.
As the second term on the right side may be absorbed (see [HP1, p. 798]), shrinking the neighborhood if
necessary, we obtain the estimate (10). ∎
The boundedness in L1 norm of the pseudodifferential operators with negative order follow from the
integrability property of the kernel due itself to a pointwise control obtained in [AH]. Another fundamental
tool from pseudodifferential operators theory, inspired in the recent results obtained in [HKP], asserts that
the embedding W 1−β,1c (B) ∶= W 1−β,1(RN) ∩ E′(B), where B is a generic ball, into L1(RN) is compact.
These results are stated in the Appendix and will be proved there for sake of completeness.
3. Functions of bounded L-variation
Throughout this section, we consider L1, . . . , Ln a system of complex vector fields with smooth coeffi-
cients on Ω.
3.1. Basic definitions; approximation and compactness. Let L1c(Ω) be the linear space of all
complex functions in L1(Ω) whose support is a compact subset of Ω.
The following definition of L-variation of g ∈ L1c(Ω) recalls the classical definition of variation in case
n =N and Lj = ∂xj for each j = 1,2, . . . ,N . It has been formulated for (real) vector fields by N. Garofalo
and D. Nhieu [GN].
Definition 3.1. Given g ∈ L1c(Rn) and U ⊆ Ω an open set, one calls the extended real number:
∥DLg∥(U) ∶= sup{∣∫
Ω
g divL∗ v∣ ∶ v ∈ C∞c (Ω,Cn), suppv ⊆ U, ∥v∥∞ ⩽ 1} ,
the (total) L-variation of g in U and we let ∥DLg∥ ∶= ∥DLg∥(Ω) in case there is no ambiguity on the
open set Ω. We denote by BVL,c(Ω) the set of all g ∈ L1c(Ω) with ∥DLg∥ < +∞.
Given g ∈ BVL,c(Ω), we denote by DLg the unique Cn-valued Radon measure satisfying:
(11) ∫
Ω
g divL∗ v = ∫
Ω
v¯ ⋅ d[DLg],
for all v ∈ C∞c (Ω,Cn). It is clear by definition that ∥DLg∥ is also the total variation in Ω of DLg.
The next proposition allows us to define a vector-valued Radon measure DLg for any g ∈ BVL,c(Ω).
Remark 3.2. Given g ∈ BVL,c(Ω), one has suppDLg ⊆ supp g. Indeed, given x ∈ Ω ∖ supp g, find a radius
r > 0 for which one has B(x, r) ⊆ Ω∖supp g. It is clear according to (11) that for any v ∈ C∞c (B(x, r),Cn)
we then have DLg(v) = 0. Hence we also get DLg(v) = 0 for all v ∈ Cc(B(x, r),Cn), which ensures that
one has x ∉ suppDLg and finishes to show the inclusion suppDLg ⊆ supp g.
Remark 3.3. It follows readily from the previous definition that, as in the classical case, if (gi) ⊆ BVL,c(Ω)
converges in L1 to g ∈ L1c(Ω), one then has g ∈ BVL,c(Ω) and:
∥DLg∥ ⩽ lim
i
∥DLgi∥.
We shall refer to this in the sequel as the lower semi-continuity of the L-variation.
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We say that a sequence (fi)i of functions with complex values defined on open set Ω ⊂ RN is compactly
supported in Ω if there is a compact set K ⊂⊂ Ω such that one has suppfi ⊆K for every i.
We shall make an extensive use of the following concept of convergence.
Definition 3.4. Given g ∈ L1c(Ω) and a sequence (ϕi)i ⊆ D(Ω) we shall write ϕi ↠ g in case the following
conditions hold:
(i) (ϕi) converges to g in L1 norm;
(ii) (ϕi) is compactly supported in Ω;
(iii) supi ∥∇Lϕi∥1 < +∞.
Using a Friedrich’s type decomposition due to N. Garofalo and D. Nhieu [GN, Lemma A.3] in the real
case, we obtain an analogous result, in BVL,c, to the standard approximation theorem for BVc functions.
Lemma 3.5. Assume that L1, . . . , Ln have locally Lipschitz coefficients. For any g ∈ BVL,c(U), there
exists a sequence {ϕi}i ⊂ D(U) such that one has ϕi ↠ g and, moreover:
∥DLg∥ = lim
i
∥∇Lϕi∥1.
Proof. Fix η ∈ D(Rn) a radial function with nonnegative values, satisfying suppη ⊆ B[0,1] and ∫Rn η = 1,
and, for each ε > 0, define ηε ∈ D(Rn) by ηε(x) ∶= ε−Nη(x/ε).
Fix now g ∈ BVL,c(Ω) and define for 0 < ε < dist(supp g,∁Ω) a function gε ∈ D(Ω) by the formula:
gε ∶= ηε ∗ g.
For each i = 1, . . . , n, denote by DLig the compactly supported distribution defined by:
DLig(ϕ) ∶= ∫
Ω
g L∗iϕ,
letDLg denote the vector-valued distribution (DL1g, . . . ,DLng) and observe that according to N. Garofalo
and D. Nhieu [GN, Lemma A.3], one can write:
(12) ∇L(ηε ∗ g) = ηε ∗ (DLg)+Hε(g),
where also ∥Hε(g)∥1 → 0, ε→ 0.
Fix now v ∈ C∞c (Ω,Cn) a smooth vector field satisfying ∥v∥∞ ⩽ 1 and compute:
∣∫
Ω
∇L(ηε ∗ g) ⋅ v¯∣ ⩽
RRRRRRRRRRR
n∑
j=1
DLig(ηε ∗ vi)
RRRRRRRRRRR + ∥v∥∞∥Hε(g)∥1
= ∣∫
Ω
g divL∗(ηε ∗ v)∣ + ∥Hε(g)∥1 ⩽ ∥DLg∥+ ∥Hε(g)∥1.
We hence get, by duality:
∥∇L(ηε ∗ g)∥1 ⩽ ∥DLg∥ + ∥Hε(g)∥1,
and the result follows from the aforementioned property of Hε(g) when ε approaches 0. ∎
The following proposition is a compactness result in BVL.
Proposition 3.6. Assume that the open set U ⊆ Ω supports a Sobolev-Gagliardo-Nirenberg inequality of
type (4) as well as an inequality of type (10) for some ε > 0. If (gi) ⊆ BVL,c(U) is compactly supported
in U and if moreover one has:
sup
i
∥DLgi∥ < +∞,
then there exists g ∈ BVL,c(U) and a subsequence (gik) ⊆ (gi) converging to g in L1 norm.
Proof. Choose a compact set K ⊂⊂ U for which one has supp gi ⊆ K for all i, and let χ ∈ D(U) be such
that χK ⩽ χ ⩽ 1 on U . Choose also, according to Lemma 3.5, a sequence (ϕi) ⊆ D(U) satisfying the
following conditions for all i:
∥gi −ϕi∥1 ⩽ 2−k and ∥∇Lϕi∥1 ⩽ ∥DLgi∥ + 1.
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Define now, for each i, ψi ∶= ϕiχ and compute using Ho¨lder’s inequality together with (4):
∥∇Lψi∥1 ⩽ ∥ϕi∥N/N−1∥∇Lχ∥N + ∥∇Lϕi∥1 ⩽ (C∥∇χ∥N + 1)∥∇Lϕi∥1.
We hence have supi ∥∇Lψi∥1 < +∞ while it is clear that (ψi) is compactly supported and satisfies ∥gi −
ψi∥1 → 0, i→∞.
Now fix 0 < β < 1 and observe that the sequence (ψi)i also satisfies, according to (10):
sup
i
∥ψi∥1−β,1 = sup
i
∥Jβ−1ψi∥1 ⩽ C sup
i
∥∇Lψi∥1 < +∞.
It hence follows from the compactness of the inclusion of W 1−β,1c (U) ⊂⊂ L1(U) (see Theorem 6.2 in
Appendix) that there exists g ∈ L1(U) and a subsequence (ψik) ⊆ (ϕi) converging to g in L1(U). On the
other hand it is clear that one has supp g ⊆K as well as ψik ↠ g. We hence have, by lower semicontinuity:
∥DLg∥ ⩽ lim
k
∥∇Lψik∥1,
which ensures that one has g ∈ BVL,c(U). ∎
Remark 3.7. According to Theorem 1.1 and Proposition 2.1, we see that if one assumes L1, . . . , Ln to
be everywhere linearly independent and elliptic, each point x0 ∈ Ω is contained a neighborhood U ⊆ Ω
satisfying the hypotheses of the previous proposition.
3.2. A Sobolev-Gagliardo-Nirenberg inequality in BVL. As announced we get the following result:
Proposition 3.8. Assume that the system of vector fields L1, ..., Ln, n ⩾ 2, is linearly independent and
elliptic. Then every point x0 ∈ Ω is contained in an open neighborhood U ⊂ Ω such that the inequality:
(13) ∥g∥N/N−1 ⩽ C∥DLg∥,
holds for all g ∈ BVL,c(U), where C = C(U) > 0 is a constant depending only on U .
Proof. Fix x0 ∈ Ω. It follows from Theorem 1.1 that there exists a neighborhood U ⊂ Ω of x0 and
C = C(U) > 0 such that, for all ϕ ∈ D(U), one has:
∥ϕ∥N/N−1 ⩽ C∥∇Lϕ∥1.
Then given g ∈ BVL,c(U) consider the sequence {ϕi} ⊂ D(U) satisfying (i)-(iii) by Lemma 3.5. As a
consequence of Fatou Lemma and the previous estimate we conclude that
∥g∥N/N−1 ⩽ lim
i→∞
∥ϕi∥N/N−1 ⩽ C lim
i→∞
∥∇Lϕi∥1 ⩽ C′∥DLg∥.
The proof is complete. ∎
Remark 3.9. The converse of proposition is true, namely if the inequality (13) holds then the system
must be elliptic on U (see [HP1] for details).
4. L-charges and their extensions to BVL,c
We now get back to the original problem of finding, locally, a continuous solution to (5).
4.1. L-fluxes and L-charges. Distributions which allow, in an open set Ω, to solve continuously (5),
will be called L-fluxes.
Definition 4.1. A distribution F ∈ D ′(Ω) is called an L-flux in Ω if the equation (5) has a continuous
solution in Ω, i.e. if there exists v ∈ C(Ω,Cn) such that one has, for all ϕ ∈ D(Ω):
(14) F (ϕ) = ∫
Ω
v¯ ⋅ ∇Lϕ, ∀ ϕ ∈ D(Ω).
L-fluxes satisfy the following continuity condition.
Lemma 4.2. If F is an L-flux then limi F (ϕi) = 0 for every sequence (ϕi)i ⊆ D(Ω) verifying ϕi ↠ 0.
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Proof. Let F be an L-flux and let v ∈ C(Ω,Cn) be such that (14) holds. Fix a sequence (ϕi)i ⊆ D(Ω)
verifying ϕi ↠ 0, let c ∶= supi ∥∇Lϕi∥1 < +∞ and choose a compact set K ⊂⊂ Ω for which one has
suppϕi ⊆K for all i.
Fix now ε > 0. According to Weierstrass’ approximation theorem, choose a vector field w ∈ C∞c (Ω,Cn)
for which one has supK ∣v −w∣ ⩽ ε and compute, for all i:
∣F (ϕi)∣ ⩽ ∣∫
Ω
(v¯ − w¯) ⋅ ∇Lϕi∣ + ∣∫
Ω
w¯ ⋅ ∇Lϕi∣ ⩽ ε∥∇Lϕi∥1 + ∣∫
Ω
ϕi divL∗ w∣ ⩽ cε + ∥divL∗ w∥∞∥ϕi∥1.
We hence get limi ∣F (ϕi)∣ ⩽ cε, and the result follows for ε > 0 is arbitrary. ∎
The property above suggest the following definition of linear functionals associated to L.
Definition 4.3. A linear functional F ∶ D(Ω) → C is called an L-charge in Ω if limi F (ϕi) = 0 for every
sequence (ϕi)i ⊆ D(Ω) satisfying ϕi ↠ 0. The linear space of all L-charges in Ω is denoted by CHL(Ω).
The following characterization of L-charges will be useful in the sequel.
Proposition 4.4. If F ∶ D(Ω)→ C is a linear functional, then the following properties are equivalent
(i) F is an L-charge,
(ii) for every ε > 0 and each compact set K ⊂⊂ Ω there exists θ > 0 such that, for any ϕ ∈ DK(Ω), one
has:
(15) ∣F (ϕ)∣ ⩽ θ∥ϕ∥L1 + ε∥∇Lϕ∥1.
Proof. We proceed as in [DPP, Proposition 2.6].
Since (ii) implies trivially (i), it suffices to show that the converse implication holds. To that purpose,
assume (i) holds, i.e. suppose that F is an L-charge. Fix ε > 0 and a compact set K ⊂⊂ Ω. By hypothesis,
there exists η > 0 such that for every ϕ ∈ DK(Ω) satisfying ∥ϕ∥1 ⩽ η and ∥DLϕ∥1 ⩽ 1, we have ∣F (ϕ)∣ ⩽ ε.
We now define θ ∶= ε/η.
Fix now ϕ ∈ DK(Ω) and assume by homogeneity that one has ∥∇Lϕ∥1 = 1. If moreover one has∥ϕ∥1 ⩽ η, then one computes ∣F (ϕ)∣ ⩽ ε = ε∥∇Lϕ∥1. If on the contrary we have ∥g∥L1 > η, we define
ϕ˜ = ϕη/∥ϕ∥1. We then have ∥ϕ˜∥1 = η as well as ∥∇Lϕ˜∥1 < 1, and hence also ∣F (ϕ˜)∣ ⩽ ε; this yields finally∣F (ϕ)∣ = ∥ϕ∥1∣f(ϕ˜)∣/η ⩽ ε∥ϕ∥1/η = θ∥ϕ∥1. ∎
As we shall see now, L-charges can be extended in a unique way to linear forms on BVL,c.
Proposition 4.5. An L-charge F in Ω extends in a unique way to a linear functional F˜ ∶ BVL,c(Ω)→ C
satisfying the following property: for any ε > 0 and each compact set K ⊂⊂ Ω, there exists θ > 0 such that
for any g ∈ BVL,K(Ω) one has:
(16) ∣F˜ (g)∣ ⩽ θ∥g∥1 + ε∥DLg∥.
Proof. Given g ∈ BVL,c(Ω), fix (ϕi)i ⊆ D(Ω) satisfying ϕi ↠ g and observe that it follows from (15)
that (F (ϕi))i is a Cauchy sequence of complex numbers whose limit does not depend on the choice of
sequence (ϕi) ⊆ D(Ω) satisfying ϕi ↠ g. We hence define F˜ (g) ∶= limi F (ϕi). It now follows readily from
(15) and Lemma 3.5 that F˜ satisfies the desired property. ∎
Remark 4.6. If F˜ ∶ BVL,c(Ω) → C extends the L-charge F , it is easy to see from the previous proposition
that for any compactly supported sequence (gi)i ⊆ BVL,c(Ω) satisfying gi → 0, i → ∞ in L1(Ω) and
supi ∥DLgi∥ < +∞, one has F (gi) → 0, i →∞.
From now on, we shall identify any L-charge with its extension to BVL,c and use the same notation
for the two linear forms.
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4.2. Two important examples of L-charges. Let us define two important classes of L-charges.
Example 4.7. In case F is the L-flux associated to v ∈ C(Ω,Cn) according to (14), its unique extension
to BVL,c(Ω) is the L-charge:
Γ(v) ∶ BVL,c(Ω)→ C, g ↦ ∫
Ω
v¯ ⋅ d [DLg] .
To see this, fix g ∈ BVL,c(Ω) together with a sequence (ϕi)i ⊆ D(Ω) satisfying (i)-(iii) in Lemma 3.5
and choose supp g ⊆ K ⊂⊂ Ω a compact set for which one has suppi ⊆ K for all i. Given ε > 0, choose
w ∈ C∞c (Ω,Cn) a smooth vector field satisfying supK ∣v −w∣ ⩽ ε and compute:
∣Γ(v)(g)− ∫
Ω
v¯ ⋅ d [DLg]∣ = lim
i
∣∫
Ω
v¯ ⋅ ∇Lϕi − ∫
Ω
v¯ ⋅ d [DLg]∣ .
On the other hand we have for all i:
∣∫
Ω
v¯ ⋅ ∇Lϕi − ∫
Ω
v¯ ⋅ d [DLg]∣ ⩽ ∣∫
Ω
(v¯ − w¯) ⋅ ∇Lϕi∣ + ∣∫
Ω
(v¯ − w¯) ⋅ d [DLg]∣
+ ∣∫
Ω
w¯ ⋅ ∇Lϕi − ∫
Ω
w¯ ⋅ d [DLg]∣ ⩽ ε∥∇Lϕi∥1 + ε∥DLg∥ + ∣∫
Ω
ϕi divL∗ w − ∫
Ω
w¯ ⋅ d [DLg]∣ .
Using the properties of (ϕi)i and Lebesgue’s dominated convergence theorem, we thus get:
lim
i
∣∫
Ω
v¯ ⋅ ∇Lϕi − ∫
Ω
v¯ ⋅ d [DLg]∣ ⩽ 2ε∥DLg∥+ ∣∫
Ω
g divL∗ w − ∫
Ω
w¯ ⋅ d [DLg]∣ = 2ε∥DLg∥,
according to (11). The result follows, for ε > 0 is arbitrary.
Example 4.8. Assume that U supports a Sobolev-Gagliardo-Nirenberg inequality of type (13) for BVL
functions in U . Define then, for any f ∈ LN(U), a map Λ(f) ∶ BVL,c(U)→ C by:
Λ(f)(g) ∶= ∫
U
f¯ g.
Fix ε > 0 and choose θ > 0 large enough for ∫{∣f ∣>θ} ∣f ∣N ⩽ εN to hold. We then compute:
∫
Ω
∣f¯ g∣ ⩽ θ∫
∣f ∣⩽θ
∣g∣ + ∫
∣f ∣>θ
∣fg∣,
⩽ θ∥g∥1 + (∫
{∣f ∣>θ}
∣f ∣N)
1
N ∥g∥N/N−1,
⩽ θ∥g∥L1 + ε∥DLg∥.
for appropriated choice of θ. Hence Λ(f) defines an L-charge.
Remark 4.9. It is easy to see that for any x0 = (x10, . . . , xN0 ) ∈ Ω, there exists an open set x0 ∈ U ⊆ Ω such
that one has Λ[D(U)] ⊆ Γ[C∞(U,Cn)].
Given ϕ ∈ D(U), thanks to the local solvability of the elliptic equation(7) (see [GS, Corollary 4.8]),
there exists u ∈ C∞(U) a smooth solution to ∆Lu = ϕ in U . Let v ∶= ∇Lu. This yields, for any
g ∈ BVL,c(U):
Λ(ϕ)(g) = ∫
U
ϕ¯g = ∫
U
g divL∗ v = ∫
U
v¯ ⋅ d [DLg] = Γ(v)(g),
for we could, in the computation above, replace v by vχ where χ ∈ D(U) satisfies χ = 1 in a neighborhood
of supp g.
It turns out that a linear functional on BVL,c is an L-charge if and only if it is continuous with respect
to some locally convex topology on BVL,c.
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4.3. Another characterization of L-charges. In the sequel, a locally convex space means a Hausdorff
locally convex topological vector space. For any family A of sets and any set E we denote A ⌞ E ∶={A ∩E ∶ A ∈ A}. Following [DPMP, Theorem 3.3] we define the following topology on BVL,c(Ω) (note
that this result remains valid in the complex framework).
Definition 4.10. Let TL be the unique locally convex topology on BVL,c(Ω) such that
(a) TL ⌞BVL,K,λ ⊆ TL1 ⌞BVL,K,λ for all K ⊂⊂ Ω and λ > 0 where we let:
BVL,K,λ = {g ∈ BVL,c(Ω) ∶ supp g ⊆K, ∥DLg∥ ⩽ λ} ,
and where TL1 is the L
1-topology;
(b) for every locally convex space Y , a linear map f ∶ (BVL,c;TL) → Y is continuous if only if
f ↾ BVL,K,λ is L1 continuous for all K ⊂⊂ Ω and λ > 0 .
L-charges are the TL-continuous linear functionals, as it readily follows from Remark 4.6.
Proposition 4.11. A linear functional F ∶ BVL,c(Ω) → C is an L-charge if and only if it is CL-
continuous.
We now turn to proving the key result for obtaining Theorem 1.2.
5. Towards Theorem 1.2
Throughout this section, we assume that L1, . . . , Ln is a system of linearly independent vector fields
in Ω, and that the open set U ⊆ Ω supports inequalities of type (4) and (10); we also assume that one
has Λ[D(U)] ⊆ Γ[C(U,Cn)].
Remark 5.1. It follows from Theorem 1.1, Proposition 2.1 and Remark 4.9 that for any x0 ∈ Ω, one can
find an open neigborhood U of x0 in Ω satisfying all the above assumptions.
Our intention is to prove the following result.
Theorem 5.2. If F ∶ BVL,c(U)→ Cn is an L-charge in U , then there exists v ∈ C(U,Cn) for which one
has F = Γ(v), i.e. such that one has, for any g ∈ BVL,c(U):
F (g) = ∫
U
v¯ ⋅ d [DLg] .
To prove this theorem, we have to show that the map
Γ ∶ C(U,Cn)Ð→ CHL(U), v ↦ Γ(v),
is surjective. In order to do this, we endow C(U,Cn) with the usual Fre´chet topology of uniform conver-
gence on compact sets, and CHL(U) with the Fre´chet topology associated to the family of seminorms(∥ ⋅ ∥K)K defined by: ∥F ∥K ∶= sup {∣F (g)∣ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1} ,
where K ranges over all compact sets K ⊂⊂ U . The surjectivity of Γ will be proven in case we show that
Γ is continuous and verifies the following two facts:
(a) Γ[C(U,Cn)] is dense in CHL(U).
(b) Γ∗[CHL(U)∗] is sequentially closed in the strong topology of C(U,Cn)∗.
Indeed, it will then follow from the Closed Range Theorem [EDW, Theorem 8.6.13] together with[DPMP,
Proposition 6.8] and (b) that Γ[C(U,Cn)] is closed in CHL(U). Using (a) we shall then conclude that
one has:
Γ[C(U,Cn)] = CHL(U),
i.e. that Γ is surjective.
The strategy of the proof of (b) follow the lines of De Pauw and Pfeffer’s proof in [DPP]. For the proof
of (a), however, the proof presented below is slightly different from their approach; we namely manage
to avoid an explicit smoothing process and choose instead to use an abstract approach similar to the one
used in [M] in order to solve the equation dω = F .
Let us start by showing that Γ is continuous.
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Lemma 5.3. The map Γ ∶ C(U,Cn) Ð→ CHL(U) is linear and continuous.
Proof. Indeed given a compact set K ⊂⊂ U and g ∈ BVK,L(U) we have:
∣Γ(v)(g)∣ = ∣∫
U
v¯ ⋅ d [DLg]∣ ⩽ ∥DLg∥∥v∥∞,K ,
which implies ∥Γ(v)∥K ⩽ ∥v∥∞,K . ∎
First we have to identify the dual space CHL(U)∗.
5.1. Identifying the dual space CHL(U)∗. The following result is the identification we need.
Proposition 5.4. The map Φ ∶ BVL,c(U)Ð→ CHL(U)∗ given by Φ(g)(F ) ∶= F (g) is a linear bijection.
The proof of the previous proposition is quite delicate. We shall proceed in several steps which will
be interesting as such.
First let us check that Φ is well defined. In fact, given K ⊂⊂ U and g ∈ BVL,K(U) we have
∣Φ(g)(F )∣ = ∣F (g)∣ ⩽ ∥DLg∥∥F ∥K ,
according to the definition of ∥ ⋅ ∥K . Hence Φ(g) is continuous and Φ(g) ∈ CHL(U)∗.
To show that Φ is injective, let g ∈ BVL,c(U) be such that Φ(g) = 0. Then for any B ⊂ U measurable
and bounded we have:
∫
B
g = ∫
U
χBg = Λ(χB)(g) = Φ(g)[Λ(χB)] = 0.
Thus g = 0 a.e. in U , which implies that Φ injective.
The next step is to prove that Φ is surjective. To show this property we shall define a right inverse for
Φ, called Ψ.
Let Ψ ∶ CHL(U)∗ Ð→ D ′(U) be defined by:
(17) Ψ(α)[ϕ] ∶= α[Λ(ϕ)].
We claim that Ψ is well defined, i.e. that for α ∈ CHL(U)∗, we have Ψ(α) ∈ BVL,c(U). Indeed, given
α ∈ CHL(U)∗ there exist C > 0 and K ⊂⊂ U such that for all F ∈ CHL(U) we have ∣α(F )∣ ⩽ C∥F ∥K . In
particular, for every ϕ ∈ D(U) we have:
∣Ψ(α)(ϕ)∣ ⩽ C∥Λ(ϕ)∥K ,
⩽ Csup {∣Λ(ϕ)(g)∣ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1},
⩽ C sup{∫
U
∣ϕ¯g∣ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1},
⩽ C∥ϕ∥N sup{∥g∥N/N−1 ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1},
⩽ C′∥ϕ∥N sup{∥DLg∥ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1},
⩽ C′∥ϕ∥N ,
which implies that Ψ(α) ∈ L NN−1 (U) by Riesz Representation theorem. Note that if ϕ ∈ D(U) satisfies(suppϕ) ∩ K = ∅ then one has ∣Ψ(α)[ϕ]∣ = 0, which implies supp[Ψ(α)] ⊂ K. Moreover, for any
v ∈ C∞c (U,Cn) we have:
∣Ψ(α)[divL∗ v]∣ = ∣α[Λ(divL∗ v)]∣,
⩽ C∥Λ(divL∗ v)∥K ,
⩽ Csup{∣∫
U
g divL∗ v∣ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1},
⩽ C sup{∥DLg∥∥v∥∞ ∶ g ∈ BVL,K(U), ∥DLg∥ ⩽ 1} ,
⩽ Csup ∥v∥∞,
DIVERGENCE-TYPE EQUATIONS ASSOCIATED TO ELLIPTIC SYSTEMS 11
so that one has Ψ(α) ∈ BVL,c(U).
Lemma 5.5. The maps Φ and Ψ defined above are inverses, i.e. we have:
(i) Ψ ○Φ = IdBVL,c(U);
(ii) Φ ○Ψ = IdCHL(U)∗ (in particular, Φ is surjective).
In order to prove the previous lemma, we shall need some observations concerning the polar sets of
some neighborhoods of the origin in CHL(U). First, observe that the family of all sets V (K,ε) (where
K ranges over all compact subsets of U , and ε over all positive real numbers) defined by:
V (K,ε) ∶= {F ∈ CHL(U) ∶ ∥F ∥K ⩽ ε},
is a basis of neighborhoods of the origin in CHL(U).
Claim 5.6. Fix K ⊂⊂ U a compact set and a real number ε > 0. For any α ∈ V (K,ε)○, one has:
(i) suppΨ(α) ⊆K;
(ii) ∥DLΨ(α)∥ ⩽ 1ε .
Proof. To prove (i), assume that ϕ ∈ D(Cn) satisfies K ∩ suppϕ = ∅. Then, we get for λ > 0:
∥λΛ(ϕ)∥K = sup{λ ∣∫
U
ϕ¯g∣ ∶ g ∈ BVL,K,λ(U), ∥DLg∥ ⩽ 1} = 0.
In particular this yields λΛ(ϕ) ∈ V (K,ε). We hence obtain:
λ∣α[Λ(ϕ)]∣ = ∣α[λΛ(ϕ)]∣ ⩽ 1,
for any λ > 0. Since λ > 0 is arbitrary, this implies that one has α[Λ(ϕ)] = 0, i.e. that Ψ(α)(ϕ) = 0.
We may now conclude that suppΨ(α) ⊆K. In order to obtain statement (ii), fix v ∈ D(U,Cn) satisfying∥v∥∞ ⩽ 1 and compute:
∥εΛ(divL∗ v)∥K = ε∥Λ(divL∗ v)∥K ,
= ε sup{∣∫
U
g divL∗ v∣ ∶ g ∈ BVL,K , ∥DLg∥ ⩽ 1} ,
= ε sup{∣∫
U
v¯ ⋅ d[DLg]∣ ∶ g ∈ BVL,K , ∥DLg∥ ⩽ 1} ,
⩽ ε sup{∥DLg∥ ⋅ ∥v∥∞ ∶ g ∈ BVL,K , ∥DLg∥ ⩽ 1},
⩽ ε,
so that one has εΛ(divL∗ v) ∈ V (K,ε). It hence follows that:
ε∣Ψ(α)(divL∗ v)∣ = ∣α[εΛ(divL∗ v)]∣ ⩽ 1,
and we thus get:
∣Ψ(α)(divL∗ v)∣ ⩽ 1
ε
.
Since v ∈ D(U,Cn) is an arbitrary vector field satisfying ∥v∥∞ ⩽ 1, this yields ∥DLΨ(α)∥ ⩽ 1ε , and
concludes the proof of the claim. ∎
We now turn to proving Lemma 5.5.
Proof of Lemma 5.5. To prove part (i), fix g ∈ BVL,c(U) and compute, for ϕ ∈ D(U):
Ψ[Φ(g)](ϕ) ∶= Φ(g)[Λ(ϕ)] = Λ(ϕ)(g) = ∫
U
gϕ¯,
that is, Ψ[Φ(g)] = g in the sense of distributions.
In order to prove part (ii), fix α ∈ CH∗
L
(U). We have to show that, for any F ∈ CHL(U), we have:
Φ[Ψ(α)](F ) = α(F ),
i.e. that for any F ∈ CHL(U), one has:
F [Ψ(α)] = α(F ).
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To this purpose, define for any F ∈ CHL(U) a map:
∆F ∶ CHL(U)∗ → C, α ↦∆F (α) ∶= F [Ψ(α)].
Claim 5.7. Given F ∈ CHL(U), the map ∆F is weakly∗-continuous on V (K,ε)○ for all K ⊂⊂ U and ε > 0.
To prove this claim, fix K ⊂⊂ U , ε > 0 and assume that (αi)i∈I ⊆ is a net weak∗-converging to 0. In
particular one gets:
(a) for any ϕ ∈ D(U), we have Λ(ϕ) ∈ CHL(U) and hence the net (Ψ(αi)(ϕ))i∈I = (αi[Λ(ϕ)])i∈I
converges to 0.
According to Claim 5.6, we moreover have:
(b) suppΨ(αi) ⊆K for each i ∈ I;
(c) c ∶= supi∈I ∥DLΨ(αi)∥ ⩽ 1ε .
It hence follow from Proposition 3.6 that the net (∥Ψ(αi)∥L1)i∈I converges to 0. From the fact that
F is an L-charge we see that the net (F [Ψ(αi)])i∈I converges to 0 as well. This means, in turn, that(∆F (αi))i∈I converges to 0, which shows that ∆F is weak∗-continuous on V (K,ε).
Claim 5.8. For any α ∈ CHL(U)∗, we have ∆F (α) = α(F ).
To prove the latter claim, observe that according to Claim 5.7 and to the Banach-Grothendieck theorem
[EDW, Theorem 8.5.1], there exists F˜ ∈ CHL(U) such that for any α ∈ CHL(U)∗, we have:
∆F (α) = α(F˜ ).
Yet given g ∈ BVL,c(U), we then have, according to [Lemma 5.5, (i)]:
F (g) = F{Ψ[Φ(g)]} =∆F [Φ(g)] = Φ(g)(F˜) = F˜ (g),
i.e. F = F˜ , which proves the claim.
It now suffices to observe that Lemma 5.5 is proven for we have established the equality F [Ψ(α)] =
α(F ) for any F ∈ CHL(U) and α ∈ CHL(U)∗. ∎
As a corollary, we get a proof of the density of Γ[C(U,Cn)] in CHL(U).
Corollary 5.9. The space Λ[D(U)] is dense in CHL(U).
Proof. Assuming that α ∈ CHL(U)∗ satisfies α ↾ Λ[D(U)] = 0, we compute for any ϕ ∈ D(U):
Ψ(α)(ϕ) ∶= α[Λ(ϕ)] = 0.
This means that Ψ(α) = 0, and implies that α = Φ ○Ψ(α) = Φ(0) = 0. The result then follows from the
Hahn-Banach theorem. ∎
Corollary 5.10. The space Γ[C(U,Cn)] is dense in CHL(U).
Proof. It follows from the previous corollary that Λ[D(U)] is dense in CHL(U). Since by hypothesis we
also have Λ[D(U)] ⊆ Γ[C(U,Cn)] ⊆ CHL(U), it is clear that Γ(U,Cn) is dense in CHL(U). ∎
In order to study the range of Γ∗, we introduce the following linear operator:
Ξ ∶ BVL,c(U)→ C(U,Cn)∗, g ↦ Ξ(g),
defined by Ξ(g)(v) ∶= Γ(v)(g) for any v ∈ C(U,Cn).
Claim 5.11. We have imΓ∗ = imΞ.
Proof. To prove this claim, fix µ ∈ C(U,Cn). If one has µ = Γ∗(α) for some α ∈ CHL(U)∗, then we
compute for v ∈ C(U,Cn):
Ξ[Ψ(α)](v) = Γ(v)[Ψ(α)] = Φ[Ψ(α)][Γ(v)] = α[Γ(v)] = Γ∗(α)(v) = µ(v),
so that one has µ = Ξ[Ψ(α)] ∈ imΞ. Conversely, if one has µ = Ξ(g) for some g ∈ BVL,c(U), then we
compute for v ∈ C(U,Cn):
Γ∗[Φ(g)](v) = Φ(g)[Γ(v)] = Γ(v)(g) = Ξ(g)(v) = µ(v),
so that one has µ = Γ∗[Φ(g)] ∈ imΓ∗. ∎
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Consider the set
B ∶= {v ∈ C(U,Cn) ∶ ∥v∥∞ ⩽ 1}.
It is clear that B is bounded in C(U,Cn). Hence the seminorm:
p ∶ C(U,Cn)∗ → R+, µ ↦ p(µ) ∶= sup
v∈B
∣µ(v)∣,
is strongly continuous (i.e. continuous with respect to the strong topology) on C(U,Cn)∗. Observe now
that one has, for g ∈ BVL,c(U):
p[Ξ(g)] = sup
v∈B
∣Ξ(g)(v)∣,
= sup{∣Γ(v)(g)∣ ∶ v ∈ B},
= ∥DLg∥.
Lemma 5.12. The set imΞ is strongly sequentially closed in C(U,Cn)∗.
Proof. Fix a sequence (Ξ(gk))k∈N ⊆ imΞ and assume that, in the strong topology, one has:
Ξ(gk)→ µ ∈ C(U,Cn)∗, k →∞.
The strong continuity of p then yields:
c ∶= sup
k∈N
∥DLgk∥ = sup
k∈N
p[Ξ(gi)] < +∞.
Claim 5.13. There exists a compact set K ⊂⊂ U such that one has supp gk ⊆K for each k ∈ N.
To prove this claim, let us first prove that the sequence (suppDLgk)k∈N is compactly supported in U
(i.e. that there is a compact subset of U containing suppDgk for all k). To this purpose, we proceed
towards a contradiction and assume that it is not the case. Let then U = ⋃j∈N Uj be an exhaustion of U
by open sets satisfying, for each j ∈ N, U¯j ⊆ Uj+1 and such that U¯j is a compact subset of U for each j ∈ N.
Since (suppDLgk)k∈N is not compactly supported, there exist increasing sequences of integers (jl)l∈N and(kl)l∈N satisfying, for any l ∈ N:
supp(DLgkl) ∩ (Ujl+1 ∖ U¯jl) ≠ ∅.
In particular, there exists for each l ∈ N a vector field vl ∈ Cc(Ujl+1 ∖ U¯jl ,Cn) with ∥vl∥∞ ⩽ 1 and:
al ∶= ∣∫
U
v¯l ⋅ d[Dgkl]∣ > 0.
Let now, for l ∈ N, bl ∶=max0⩽k⩽l 1ak and define a bounded set B′ ⊆ C(U,Cn) by:
B′ ∶= {v ∈ C(U,Cn) ∶ ∥v∥∞,U¯jl+1 ⩽ lbl for each l ∈ N} .
It follows from the construction of B that one has wl ∶= lblvl ∈ B for any l ∈ N. Moreover the seminorm
p′ ∶= C(U,Cn)∗ → R+, µ ↦ sup
v∈B′
∣µ(v)∣,
is strongly continuous. Yet we get for l ∈ N:
p′[Ξ(gkl)] ⩾ ∣Ξ(gkl)(wl)∣ = ∣Γ(wl)(gkl)∣ = lbl ∣∫
U
v¯l ⋅ d(Dgkl)∣ = lblal ⩾ l.
Since this yields p′[Ξ(gkl)]→∞, l →∞, we get a contradiction with the fact that p′ is strongly continuous
(recall that (Ξ(gkl))l∈N converges in the strong topology).
Now fix k ∈ N and x ∈ U∖supp(DLgk); choose an open set V ⊆ Ω such that one has V ∩supp(DLgk) = ∅
and observe that one has ∥gk∥LN/N−1(V ) ⩽ ∥DLgk∥(V ) = 0. It hence follows that gk is a.e. equal to 0 on
V , and hence that x ∉ supp gk. This proves the inclusion supp gk ⊆K for all k, which establishes the claim.
Getting back to the proof of Lemma 5.12, observe that, according to Proposition 3.6, there exists a
subsequence (gkl) ⊆ (gk), L1-converging to g ∈ BVL,c(U). Using the fact that Γ(v) is an L-charge, we
compute:
µ(v) = lim
l→∞
Ξ(gkl)(v) = lim
l→∞
Γ(v)(gkl) = Γ(v)(g) = Ξ(g)(v),
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and hence we get µ = Ξ(g) ∈ imΞ. ∎
We hence proved the following theorem.
Theorem 5.14. We have CHL(U) = Γ[C(U,Cn)].
6. Appendix
Theorem 6.1. Let p(x,D) be a pseudodifferential operator with symbol in the Ho¨rmander class Sm1,0(RN)
and consider k(x, y) be the distribution kernel of p(x,D) defined by the oscillatory integral
(18) k(x, y) = ∫ e2iπ(x−y)⋅ξp(x, ξ)dξ.
If m < 0 then p(x,D) maps continuously L1(RN) onto itself.
Proof. Writing p(x,D)u = (k(x, ⋅) ∗ u)(x) it is sufficient to prove that k(x, y) ∈ L1(RN × RN) using a
pointwise control of the kernel due to A`lvarez and Hounie in [AH]. In order to prove the boundedness
in L1 norm, we first localize the kernel in the diagonal region. Let A = {(x, y) ∈ RN ×RN ∶ ∣x − y∣ < 1}
be a neighborhood of the diagonal. If m < −N then k is bounded and clearly the property follows. If
0 < m +N then there exists C > 0 such that ∣k(x, y)∣ ⩽ C ∣x − y∣−(m+N), and then k is integrable on A,
since m < 0. The limiting case occurs when m = −N , which implies ∣k(x, y)∣ ⩽ C log ∣x− y∣ from which the
property follows. On the other hand, by the pseudo-local property (see [AH, Theorem 1.1]), we see that
there exists L0 ∈ Z+ such that ∣k(x, y)∣ ⩽ ∣x − y∣−L for L ⩾ L0 and ∣x − y∣ ⩾ 1; hence k is integrable on ∁A,
since L ⩾max{N,L0}. Combining all those cases we conclude that k(x, y) ∈ L1(RN ×RN). ∎
Consider a class of pseudodifferential operators, called Bessel potential Jβ for β > 0, defined by
Jβf(x) = ∫
RN
e2iπx⋅ξb(x, ξ)fˆ(ξ)dξ, f ∈ S′(RN),
where b(x, ξ) = ⟨ξ⟩β ∶= (1 + 4π2∣ξ∣2)−β/2 belongs to the Ho¨rmander class S−β1,0(RN). We define the nonho-
mogeneous Sobolev space W β,p(RN) for β > 0 and 1 ⩽ p <∞ as
W β,p(RN) = {f ∈ S′(RN) ∶ J−βf ∈ Lp(RN)}
with associated norm ∥f∥k,p ∶= ∥J−βf∥p. As a consequence of Theorem 3.5 in [AH] and Theorem 6.1 when
p = 1, it follows that W β,p(RN) ⊂ Lp(RN) continuously, i.e. that one has:
(19) ∥u∥p = ∥Jβ(J−βu)∥p ⩽ C∥J−βu∥p = C∥u∥β,p.
For B = B(x0, ℓ) a fixed ball let B˜ = B(x0,2ℓ) the ball with the same center as B but twice its radius. Let
ψ ∈ C∞c (B˜) satisfy ψ(x) ≡ 1 on B and define Λβ ∶= Λβ(x,D) the pseudodifferential operator with symbol
λβ(x, ξ) = ψ(x) ⟨ξ⟩β. Denote by W β,pc (B) the set of distributions f ∈ E′(B) such that Λβf ∈ Lp(RN),
endowed with the semi-norm ∥f∥β,p(B) ∶= ∥Λβu∥p. Note that the space W β,pc (B) is independent of the
choice of ψ. In view of (19), we have the continuous inclusion:
W β,pc (B) ⊂ Lp(RN),
for 1 ⩽ p <∞. Next we present a version of the Rellich-Kondrachov compactness for W β,1c (B).
Theorem 6.2. Let 0 < β < 1. The embedding W β,1c (B) ⊂⊂ L1(RN) is compact.
The proof follows the same strategy as the proof of Theorem A in [HKP] and will be presented for the
sake of completeness. The compact embedding of W β,pc (B) in Lp(Rn) for 1 < p <∞ could be established
by analogous means.
Proof. According to the previous comments on continuity, it is enough to verify the compactness. We
will show that if (um) is a bounded sequence in W β,1c (B) then there exist a subsequence (umj)j which
converges in L1(RN). Consider the regularizations uεm = ηε ∗ um where η ∈ C∞c (B10), ∫RN η = 1, ηε(x) =
ε−Nη(x/ε) and 0 < ε ⩽ 1. It is enough to show that the family {uεm}ε,m has the following two properties:
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(i) for any fixed 0 < ε < 1, the sequence (uεm)m∈N is a relatively compact subset of L1c(B′) ∶= L1(RN)∩
E
′(B′);
(ii) uεm → um in L1c(B′) uniformly in m as ε↘ 0,
where B′ is a closed ball that contains the support of all uεm.
Since the inclusion Cc(B′) ⊂ L1c(B′) is continuous, property (i) will follow once we shall have proven
that (uεm)m is a precompact subset of Cc(B′). We claim that for each ε > 0, (uεm)m is uniformly bounded
and equicontinuous. In fact, one has for x ∈ B′:
∣uεm(x)∣ = ∣⟨um, ηε(x − ⋅)⟩∣ ,
⩽ ∥ΛβΛ−βum∥1∥ηε∥∞,
⩽ C(B)∥ Λ−βum∥L1(B)∥ηε∥∞,
⩽ C(B)ε−N∥um∥β,1,
and analogously
∣∇uεm(x)∣ ⩽ ∥Λ−βum∥1∥(Λβ ○ ∇)ηε∥∞
⩽ C(B)ε−(N+1−β)∥um∥β,1.
The conclusion follows from Arzela`-Ascoli theorem.
To prove (ii) we will first consider the identity :
uεm(x) − um(x) = ∫ ε
0
∂
∂s
(um ∗ ηs) (x)ds,
= −∫ ε
0
{um ∗ ∇ ⋅ [xη]s} (x)ds,
= −∫ ε
0
{Λ−βum ∗ (Λβ ○ ∇) ⋅ [xη]s} (x)ds.
But from the equalities Γβ(t, ξ) ∶= 2iπψ(x)∑Nk=1 ξk(t2 + 4π2∣ξ∣2)−β2 we get:
(Λβ ○ ∇) ⋅ gs(x) = sβ−1[Γβ(s,D)g]s(x),
after which we compute, using Fubini’s theorem:
∫
RN
∣uεm − um∣(x) ⩽ ∫
RN
∫ ε
0
sβ−1 ∣Λ−βum ∗ (Γβ(s,D)[xη])s∣ (x)dsdx,
⩽ ∫
RN
∫ ε
0
sβ−1 (∫
K⊂Rn
∣(Γβ(s,D)[yη])s(y)∣ ⋅ ∣Λ−βum(x − y)∣dy)dsdx,
⩽ ∫ ε
0
∫
K⊂RN
sβ−1∣(Γβ(s,D)[yη])s(y)∣ ⋅ (∫
RN
∣Λ−βum(x − y)∣dx) dyds,
⩽ Cεγ∥Λ−βum∥1.
To obtain the latter inequalities, we observe (defining Γ˜α(t, ξ) ∶= 2iπ∑Nk=1 ξk(t2 + 4π2∣ξ∣2)−α2 and letting
B˜ be the ball defined above):
∣∫ ε
0
∫
K⊂RN
sα−1[Γα(s,D)g]s(y)dyds∣ = ∣∫ ε
0
(∫
B˜
ψ (y
s
) [Γ˜α(1,D)gs] (y)dy)ds∣ ,
⩽ C ∫ ε
0
∥gs∥r ds,
⩽ C′εγ ,
where C = C(η, K˜) > 0 and γ = N
r
−N + α > 0 are constants for 1 < r < N/(N − α).
To finish the proof, we claim that, for a given δ > 0, there exists a subsequence (umj)j ⊂ (um)m such
that one has:
(20) lim
j,k→∞
∥umj − umk∥1 ⩽ δ.
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Indeed, for ε > 0 sufficiently small, we have:
(21) ∥uεm − um∥1 ⩽ δ/2
uniformly in m. Since (um) and (uεm) are supported in a closed ball B′, by Arzela`-Ascoli’s theorem there
exists a subsequence (uεmj)j wich converges uniformly in B′. In particular, this yields:
(22) lim
j,k→∞
∥uεmj − uεmk∥1 = 0.
Note that (20) is a consequence of (21) and (22). Using (20) for δ = 1/n for n = 1,2,3, ... and the diagonal
process we can extract a convergent subsequence (umℓ)ℓ. ∎
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