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Abstract-In order to eliminate effects of ordering on a ballot in an election of officers, some 
societies require that each candidate’s name must occur the same number of times in each 
position on the ballot as any other candidate’s name for the same office. This leads to the 
problem of determining the minimum number of different ballots required. For the case of 
two offices with a and b candidates, respectively, it is shown that the minimum number is 
a + b -gcd(n, 6). For more than two offices, the problem is still open. 
1. INTRODUCTION 
In holding elections for officers, many societies simply list the candidates for each office in 
alphabetical order on the ballots. However, there are some societies which try to eliminate 
possible effects on the election due to the ordering of the candidates on the ballots. 
Consequently, these societies have a rule requiring that each candidate’s name must occur 
the same number of times in each position on the ballot as any other candidate’s name for 
the same office. This of course entails the printing of different ballots and a natural problem 
which arises is to determine the least number of different ballots necessary. 
The specific problem with 3,4, and 5 candidates, respectively, for 3 offices and with a total 
of 1560 ballots was solved by Mary Johnson and the first author [l]. Here, it is obvious that 
3 ‘4.5 = 60 different ballots would suffice by using cyclic permutations. However, it was 
shown that the minimum number is 9 and that the arrangement is not unique. The following 
tables give 2 of the possible solutions: 
No. of Ballots 312 78 130 234 182 104 208 286 26 
Office 
1 AAABBBCCC 
2 DDEEFGFGE 
3 H I K I K J J L L 
No. of Ballots 260 182 78 234 52 130 104 312 208 
Office 
I A A A B B B B C C 
2 DFEGGDGEF 
3 HIJJHIKLK 
The above tables just give the distribution for the first position on the ballot for each office. 
The distributions for the other positions are obtained by cyclic permutations. 
A trick solution to this problem can be obtained by using 5 different ballots. We just add 
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2 fictitious names to the group of 3 and 1 to the group of 4. We then have 3 offices for which 
there are 5 “candidates” for each and we simply permute the names in cyclical order. 
Incidentally, this solution would provide a survey on the effects of ordering of the candidates 
on the ballot. This solution was rejected perhaps since a fictitious candidate might have won 
an election. 
A smaller solution with just 3 different ballots was given by F. Kohler (private 
communication). Just use an equilateral triangle, a square, and a regular pentagon; then place 
the names along the edges of the appropriate figure. The 3 different regular figures are then 
placed into each mailing envelope in a random fashion. 
Our treatment of the ballot problem is one without the above two dodges. We solve the 
problem for the case of 2 offices with a and B candidates, respectively. Our proof that the 
maximum number of ballots needed is a + b - (a, /I?) is easy whereas our proof that latter 
number is minimum is rather long. The problem for 3 or more offices is still unsolved. For 
the special case of 3 offices with 2n - 1, 2n, and 2n + 1 candidates, respectively, 0. Jacobsen 
(private communication) showed that 6n - 3 ballots would suffice for n = 2,3 and 4. Whether 
or not 6n - 3 ballots is necessary here is still an open problem. Unfortunately, Jacobsen’s 
method failed for n = 5. Here, we used a computer program which showed that his equations 
were inconsistent. 
1.1. Reformulation of the problem 
Here, we give an alternate version of the problem in terms of stones distributed in several 
urns. 
Given positive integers u,, u2, . . . , a, and k satisfying a, 2 a2 2 . . 2 a, > 0, n 2 2, deter- 
mine the minimum number F(a,, a*, . . . , a,, k) such that lk stones (where 
1 = fcm(cr,, az,. . . , LX,)) can be placed into F urns in such a way that for each i = 1,2, . . . , n, 
the F urns can be partitioned into cli classes with the sum of the stones in each class equal 
to lk/ai. 
1.2. Result for case n = 2 
We will show that F(cz,, CQ, k) = F(a,, CQ, 1) = a, + a2 - d where d = gcd(a,, ccJ. Thus, F is 
independent of k. Although one also expects this independence from k for n > 2, we have 
not even shown this. 
2.1 Solution 
Using Euclid’s Algorithm, it is fairly easy to show that F = F(a, /.I, k) I a + fl - d (where 
d = gcd(a, B)). We will also obtain this result explicitly using the method of 0. Jacobsen 
mentioned previously. In order to show that F 2 (a + /II - d) (and hence = CL + /? - d), we 
resort to elementary linear algebra where the tools required to establish the result are 
developed in Sets. 2.3-2.6. 
2.2 Lemma 
F = F(a, 8, k) 5 a + j? - d. Assume u 2 fi > 0 and let 1 = lcm(a, j?). We prove the lemma 
by induction on CL + 8. For the special case where /? divides a, we simply divide the 1 stones 
equally into a urns and we are done. Otherwise, a = qp + y where 0 < y < /?. Now take 
1) C# urns and place b/d stones in each of these. Since (a, /?) = d = (j?, y), we can by the induction 
hypothesis 
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2) partition j? + y -d urns into jI classes with each class containing a total of y/d stones and, also 
3) partition /I + 7 -d urns into y classes each containing a total of /3/d stones. 
We now have a total of q/? +/I + y - d = a + j3 - d urns and q#l*/d + y/l/d = a/?/d = 1 
stones. Using 1) and 3), we can partition these urns into qb + y = a classes with a total of 
#l/d stones in each class. Finally, if we put q urns with /l/d stones in each as obtained in 1) 
to each of the /l classes obtained in the partition given by 2), we obtain B classes, each having 
a total of q(jl/d) + y/d = a/d stones as required. 
2.2a. Constructive proof of Lemma 3.2. By applying Jacobson’s arrangement scheme we 
can give an explicit solution with a + B - (a, /3) ballots or urns. Let a = md, fl = nd where 
m < n and (m, n) = 1. Also, let Vi denote the number of stones in urn i. Then for the first 
office, we have the following arrangement: 
Candidate Corresponding urns 
A, u, +-u&l,, = m, 
A* u2 -I- uah,, = m, 
k &n-d hm-d + UC+,+,,,+,) =A, 
k, v* = m. 
For the second office, we have: 
Candidate Corresponding urns 
B, U, + Udm+,+ Uzdm+,+...=n, 
B2 u2 + udm+* = n, 
km v, + u,, = n.
Here, Vi = 0 if i > (n + m - 1)d. A solution exists for the U;‘s and is given by the following: 
U,+i=r+l,fori=l,2 ,..., d,andr=0,1,2 ,..., m-l; 
Ui=m, for i=md+ 1, md+2 ,..., nd; 
U (,,+,)d+i=m-r-l,fori=1,2 ,..., d,andr=0,1,2 ,..., m-2. 
It is clear that the equations for the A-candidates are satisfied. The equations for the 
B-candidates will be satisfied if 
for k = 1,2, . . , dm. This follows after some elementary arithmetic after setting n =pm + q 
where m > q > 0 and (m, q) = 1. 
2.3. Definitions 
A C(i) matrix is a zero-one matrix (i.e., one whose entries are from the set (0, l}) with no 
zero-row and in which the sum of the entries of each column is one. A C!y matrix is an r 
by s C(I) matrix. Thus the rank of a C’!!j matrix is always equal to r, and s 2 r. A Cc*) matrix 
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is one of the form 
A 
0 B 
where A and B are C(I) matrices and the Euclidean inner product 
(a,, bj) of any row vector a, of A and any row vector bj of B is zero or one. 
2.4. Permissible operations and undecomposable C(‘) matrices 
Note that a C(*’ matrix 
A 
0 B 
remains a C@) matrix under each of the following three 
operations which we call permissible operations of a 0’) matrix: 
1. Permuting the rows of A. 
2. Permuting the rows of B. 
A 
3. Permuting the columns of B 
0 
. 
Suppose A is a Cyj matrix, B is a C!!j matrix and as a result of the above three types of 
permissible operations, we obtain the matrix 
from a 0 matrix 
A 
0 B ’ 
If Ai is a CtL, matrix, B, is a C!:j, matrix, q, + q2 = q, r, + r2 = r, 
s, + s2 = s; q,, q2, r,, r2, are all positive and both are C(*) matrices, then we 
A 
say 0 B has been decomposed into components 
A . 
0 
($) and (Ag:). If (z) cannot be 
decomposed, then we say B is undecomposable. 
2.5. Equivalent decompositions 
is a Ci:J matrix and 
A, 
( ) 
B be an r by s, matrix and 
I 
, be an r by s; matrix. Ifs, = s;, 
then the two decompositions are equivalent in the sense that can be obtained from 
by means of permisslbe operations. Ifs, < s;, then 
(ti) so that (z:), (ii) and (ii), is a 
the above p.Jcess, a given c(‘) matrix can be decomposed into undecomposable 
components. 
2.6. Lemma 
is an undecomposable C$Tj matrix, then rank 
A 
0 
B =r-1 
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Proof. Let A be an A: by s matrix and B be an ,U by s matrix so that i. + p = r. If a,, b, 
denote, respectively, the ith row vector of A andjth row vector of B, then it is clear that 
,$, a,= 5 b,=(l, 1,. . . , 1) so that rank (z) < r. Now suppose that i c,a, = i d,b, with, 
,=I !=I 
say, c? # c, # 0. Divide both sides of this equality by c, and hence assume tha;:, = 1. Let 
a,, = a,, a,,, . . , gik be those a,‘s for which ci is 1. Similarly, let b,,, . . . , bj, be those b,‘s for which 
d, is 1. Then ai, + . . + ai, = bj, + . . . + f~,, and which follows from: 
For any integer m, 0 < m < s, there is precisely one a, say a,,, with 1 in the M th component. 
Let e,, . . , e, denote the vectors of the standard basis of R’. Then e (-tn> ~,c,,,)=ci. 
Similarly, if bf is the row vector in B with 1 in the mth component then (em,;, (+bj)=C$-. 
Hence for any i, j, m, (~,a,) # 0 # (g,b,) = ci = dy Thus for any integer m, 
(em, i5Jl +. ’ ’ + Q) = 1 o 
Hence, a,, + . . . + ai, = b,, + . . + bj,. Now k < ,I since c2 # cr. Thus the matrix 
0 
A is 
B 
decomposable with rows i,, . . , ik of A and rows j,, . . . ,j, of B, with the appropriate columns 
removed, forming a component of 
A 
0 
A 
B 
This contradicts the hypothesis that B was 
0 
undecomposable. 
2.7. F(a, fl, k) 2 u + /I? - d 
Let us suppose that we are given a minimum number F of urns, with ,yi as the number 
of stones in the ith urn. Let k, = klla and k, = kll/l. To say that the F urns can be partitioned 
into a classes with k, stones in the urns in each class is equivalent to saying that the system 
4 4 
Ax = g has a positive integer solution with A a C$matrix, x = 
0 0 
; and u = i . Similarly, 
xF k, 
partitioning the F urns into /? classes with k, stones in the urns in each class is equivalent 
to getting a positive integer solution to the system Bx = g where B is a Cl,: matrix, x is as 
k, 
above, and Q = : 
0 k, 
To obtain the simultaneous solution to the above two partitions, it is 
necessary and sufficient to obtain positive integer solution to the system 
that 
A 
0 
(;).3=(i).Note 
B 
1s a C2’ matrix, for if the Euclidean inner product (a,, bj) of any row ai of A and 
row bj of B were to exceed 1, then for at least two distinct integers k, 1, 
(gkk, a,) = (g,, gi) = (gk, bj) = (g,, bj) = 1. This would mean that urns numbered k and 1 lie in the 
same class with respect to both partitions. The contents of these urns could be put into one 
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urn, thereby decreasing the number of urns required, contradicting the minimality of F. Thus 
(a,, bj) I 1 for all i, j and 
0 
A is a Co) matrix. 
B 
A 
Using 2.5, decompose B 
0 
into undecomposable components (~:),...,(~~).IfA,isan 
a,byf;matrixandB,isan&byJ;.matrix,then ia,=,; iBi=j3and iA=F.Ifk=l, 
i-l i= I i=l 
then 
A 
0 B 
IS undecomposable and by 2.6, the rank of 
A 
0 B 
=a+b-lsothatF>z+j?-1. 
In general, for each undecomposable component we have 
In particular, f X, = a,k, = Bik2. Hence, a,kl/a = &kI//l, or ai/3 = ,Bp. Let a’ = a/d, 8’ = p/d 
i=l 
so that (a’, /3’) = 1. Then a$’ = /?,u’ and a’ divides ai and /?’ divides pi. Thus, ai = d,u’, 
k 
Pi= d,B’ and 1;>ai+/?i- 1 by 2.6. Since ai2a’, and c ai=a =da’, k jd, Thus, 
i-l 
F = i J = i (ai + /Ii - 1) = a + fl - k 2 a + /I - d as required. 
i=l i= I 
Remarks. It would be of interest to be able to determine F(a,, a,, . . . , a,, k) and also to 
give a simpler proof for the case n = 2, i.e., F(a, #I, k) = a + b - (a, /I). 
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