Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico by Baena De Tena, Borja
   
  
Trabajo Fin de Grado 
Grado en Ingeniería de las Tecnologías de 
Telecomunicación 
Intensificación de Sonido e Imagen 
 
Dpto. Teoría de la Señal y Comunicaciones 
Escuela Técnica Superior de Ingeniería 
Universidad de Sevilla 
 
Detección de Regiones de Interés en Imágenes 
Solares mediante Clustering Asimétrico 
Autor:       Borja Baena de Tena 
Tutoras:    Auxiliadora Sarmiento Vega 
                  Irene Fondón García 
Sevilla, 2019 
 ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
iii 
 
iii 
Trabajo Fin de Grado 
Grado en Ingeniería de las Tecnologías de Telecomunicación 
 
 
 
 
 
Detección de Regiones de Interés en Imágenes 
Solares mediante Clustering Asimétrico 
 
 
Autor: 
Borja Baena de Tena 
 
 
Tutoras: 
Auxiliadora Sarmiento Vega 
Profesora Contratada Doctora Interina 
Irene Fondón García 
Profesora Titular 
 
 
 
Dpto. de Teoría de la Señal y Comunicaciones 
Escuela Técnica Superior de Ingeniería 
Universidad de Sevilla 
Sevilla, 2019 
  
 
 
 
 
 
 
 
 
 iv 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
v 
 
v 
 
Trabajo Fin de Grado: Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
 
Autor: Borja Baena de Tena 
Tutora: Auxiliadora Sarmiento Vega 
 
 
El tribunal nombrado para juzgar el Proyecto arriba indicado, compuesto por los siguientes miembros: 
Presidente: 
 
 
 
Vocales: 
 
 
 
 
Secretario: 
 
 
 
 
Acuerdan otorgarle la calificación de: 
 
Sevilla, 2019 
 
 
 
El Secretario del Tribunal 
 
 vi 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
vii 
 
vii 
 
 
 
A quienes, como estrellas, brillan 
hoy sobre el campo o lo hacen a 
través de los refulgentes 
esplendores de un pasado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 viii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
ix 
 
ix 
 
Resumen 
En este proyecto abordamos el problema de la detección de regiones de interés o ROIs en las imágenes solares, 
una línea de investigación muy activa a causa de encontrarse sujeta al tipo y características de las imágenes.  
Presentamos un procedimiento para la aplicación de una técnica de aprendizaje no supervisado basado en 
centroides en combinación con la familia de divergencias alfa-beta, como medida de similitud en la clasificación 
de las muestras, con el objetivo de encontrar automáticamente regiones, en multitud de imágenes del Sol, en las 
que potencialmente se localizan diversos fenómenos solares. El empleo de este algoritmo se fundamenta en los 
constatados buenos resultados del método k-means y en las particulares propiedades y la gran versatilidad de las 
divergencias AB.  
Para realizar este estudio se utilizan fotografías de alta resolución del disco completo del Sol realizadas en 
diferentes frecuencias del espectro electromagnético durante la misión Solar Dynamics Observatory (SDO) de 
la NASA. Estas imágenes son extraídas de un colosal repositorio de imágenes, denominado LSDO, creado por 
investigadores para la divulgación científica. Asimismo, incluye otras informaciones relevantes, como las 
etiquetas de veracidad empleadas para comprobar que las ROIs obtenidas coinciden con eventos solares 
identificados por ojos expertos.  
A través de diversas pruebas experimentales para la agrupación de los datos de entrada tras un proceso de 
partición de las imágenes en bloques sobre los que son calculados una serie de parámetros estadísticos de 
imagen, el método de clustering asimétrico logra satisfactoriamente detectar regiones de interés que contienen 
eventos solares. En los resultados finales se alcanza una media en torno al 76 % de solapamiento con las etiquetas 
de localización de los fenómenos solares. 
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Abstract 
In this project, we address the problem of finding regions of interest or ROIs for solar images. This line of 
research is very active subject to the type and characteristics of the images. 
We present a procedure for the application of an unsupervised learning technique based on centroids in 
combination with the family of alpha-beta divergences, as a measure of similarity in the classification of the 
samples, in order to automatically find regions from a multitude of images of the Sun, in which potentially 
diverse solar phenomena are located. The use of this algorithm is based on k-means’ method, supported by 
proven good results of the added properties and great versatility of the AB divergences. 
To do this works, we use full-disk high-resolution photographs of the Sun for different frequencies of the 
electromagnetic spectrum which were taken during NASA's Solar Dynamics Observatory (SDO) mission. These 
images are taken from a colossal repository of images, called LSDO, which was created by researchers for 
scientific dissemination. It also includes other relevant information, such as the ground truth labels that we use 
to verify the ROIs which we have obtained and coincide with solar events identified by expert eyes. 
Through various experimental tests on the clustering of the input data after a process of partitioning the images 
into blocks on which a series of statistical image parameters are calculated, the asymmetric clustering method is 
able to satisfactorily detect regions of interest that contain solar events. 
As a result, our last findings reached an average of 76% overlapping against ground truth labels of the solar 
events. 
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1 INTRODUCCIÓN 
 
 
El estudio del universo es un viaje para autodescubrirnos. 
 
Carl Sagan 
ienvenidos sean al inicio de este viaje materializado en el presente proyecto. En este primer capítulo 
introductorio, presentamos un esbozo donde exponemos las razones y marcamos los objetivos que forman 
parte de la elaboración de este estudio. Asimismo, ponemos de manifiesto el concepto general del 
proyecto, las distintas partes involucradas y los medios empleados y, finalmente, cerramos el capítulo 
exponiendo la estructura y contenido del resto del escrito, o lo que es lo mismo, revelamos la hoja de ruta a 
seguir en este periplo. 
 
1.1 Motivación del proyecto 
El ser humano ha sentido siempre, como un instinto inherente a él, verdadera fascinación, adoración e incluso 
terror, además de algo tan humano como la curiosidad, por esa cercana estrella que llamamos Sol. Esa es la 
motivación fundamental de este proyecto. 
Una de las principales cuestiones en la física solar actual busca lograr comprender la serie de fenómenos de 
distinta naturaleza que tienen lugar en el Sol y poder, de algún modo, predecir el comportamiento tan 
imprevesible que le caracteriza, a fin de prevenir las posibles consecuencias que puede sufrir la Tierra. En la 
historia han sido registrados algunos casos de irregularidades resultantes del enorme poder que tiene la estrella 
sobre nuestro planeta y, por lo que se conoce de mano de los expertos en la materia, las consecuencias podrían 
ser mucho peores, incluso irreversibles en algún caso. 
El continuo avance de la tecnología y el aumento de la sapiencia impulsado por el trabajo de muchas personas 
durante toda la historia han permitido que, en la actualidad, tengamos a nuestra disposición los medios y 
herramientas necesarias para analizar mediante imágenes con una alta calidad las diversas manifestaciones que 
se originan en un lugar tan inhóspito como el Sol. El objetivo de este artículo es desarrollar un sistema automático 
para lograr detectar regiones de interés en el Sol, las cuales se identifiquen como distintos eventos solares: 
regiones activas, agujeros coronales, sigmoides y erupciones solares. 
El trabajo se sustenta en dos pilares: [1] la experimentación con técnicas de aprendizaje no supervisadas como 
medio para la detección automática de ROIs en imágenes solares a través de la búsqueda en el sistema SDO, 
Solar Dynamics Observatory de la NASA [2], para la recuperación de imágenes basada en contenido (CBIR, 
Content-Based Image Retrieval) y, el otro punto de apoyo, el enfoque de combinar la familia de divergencias 
alfa-beta [3] con el método de agrupamiento o clustering basado en centroides para realizar la segmentación de 
regiones [4]. 
La razón de emplear este algoritmo de clusetring asimétrico la encontramos en varias de sus propiedades, entre 
las que destacan la flexibilidad para trabajar con fórmulas cerradas en un amplio rango de escenarios y la 
versatilidad que le confiere la inclusión de muchas de las divergencias utilizadas en este campo. Ambos 
procedimientos han sido probados y validados con exitosos resultados en varias aplicaciones prácticas.  
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El método de evaluación se basa en la medición del nivel de solapamiento existente entre las regiones detectadas 
mediante el procedimiento de agrupamiento y las etiquetas de verificación o ground truth labels, 
correspondientes a ROIs identificadas como eventos solares por módulos de la misión SDO diseñados 
expresamente para tal tarea. Las etiquetas son proporcionadas por una colosal base de datos recopilada y 
preparada por expertos en la materia [5], para las investigaciones en el área CBIR, la cual incluye además 
imágenes en alta definición del disco completo del Sol, tomadas por SDO, y diferentes parámetros, tanto 
espaciales como temporales, asociados a los cuatro tipos de eventos solares que hemos mencionado. 
Finalmente, se podría afirmar que dicho planteamiento, en el cual hacemos uso de etiquetas de verificación 
preexistentes para determinar la localización de los fenómenos solares, convierte el método de aprendizaje no 
supervisado en un método semi-supervisado. 
La Figura 1.1 representa una composición del Sol a partir de las diversas fotografías de la estrella que es capaz 
de tomar la misión SDO de la NASA. 
 
 
Figura 1.1 Collage de imágenes solares SDO en diferentes longitudes de onda [6].  
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1.2 Hoja de ruta del proyecto 
A continuación, se expone brevemente cómo está estructurado el contenido incluido en el presente documento. 
La memoria del proyecto la componen diez capítulos y éstos, a su vez, se divididen y organizan en diferentes 
secciones y subsecciones. El procedimiento general de cada capítulo consta de una reflexión inicial en forma de 
cita, seguidamente, unas líneas sintetizan el contenido y la distribución del apartado y, finalmente, se procede a 
desarrollar, explicar y profundizar en la materia.    
Tras este primer capítulo de introducción y de planificación, en el que hemos presentado las motivaciones y 
objetivos y hemos esbozado la idea general, procedemos a conocer el centro de todo este trabajo: el Sol. En los 
dos capítulos que siguen nos acercamos poco a poco a la estrella, recabando información desde un punto de vista 
inicialmente más superficial hasta conocer su composición o las diferentes capas que la forman. Analizamos el 
funcionamiento de cuan enorme esfera de fuego, lo que podemos ver y lo que oculta, lo que logramos entender 
y lo que creemos comprender, descubrimos sus luces y sombras, y concluimos profundizando en el 
conocimiento de los fenómenos solares que forman parte del estudio.  
A continuación, en el cuarto capítulo, llevamos a cabo un repaso de la evolución lograda en los últimos años y 
del estado actual de las investigaciones referentes al proyecto. 
En el quinto capítulo, presentamos en qué consiste la misión SDO de la NASA, qué motivó llevar a cabo tal 
empresa y cuáles eran, y siguen siendo, sus objetivos. Nos adentramos en el mismo satélite que, a día de hoy, 
continúa apuntando hacia el Sol y enviando masivas cantidades de información a la Tierra y, posteriormente, 
examinamos la instrumentación y los distintos módulos que lo componen, ahondando en aquellos que nos son 
más relevantes. 
En Clustering con Divergencias AB, tal y como el título indica, explicamos los procedimientos fundamentales 
que componen el algoritmo desarrollado para este estudio. En primer lugar, se definen las divergencias alfa-beta 
y examinamos sus propiedades y formulación y, tras una introducción al método de agrupamiento basado en 
centroides k-means, presentamos y estudiamos en profundidad el algoritmo de clustering con las divergencias 
alfa-beta que usamos en el proyecto para la detección de los fenómenos solares. 
El séptimo capítulo está dedicado a la fuente de información que hemos empleado. A modo de resumen, 
analizamos el origen y el proceso que hacen que sea posible disponer de tal valiosa información, además de las 
aportaciones realizadas por distintas entidades. Desgranamos la base de datos concreta que hemos usado, 
mostrando su contenido al completo y la forma en que se organiza. 
En el siguiente capítulo, el octavo, haciendo uso de los diferentes componentes y recursos expuestos, 
desarrollamos de manera extensa, prácticamente línea por línea, el programa realizado en código de MatLab con 
el fin de obtener los resultados de aplicar clustering asimétrico para la detección de regiones de interés en 
imágenes solares. Partiendo desde el entorno de trabajo, argumentamos las diversas vicisitudes hasta alcanzar 
los resultados.      
Por último, en los dos apartados restantes, plasmamos y analizamos los resultados logrados mediante la 
realización de este proyecto, ponemos de manifiesto las conclusiones finales e indicamos algunas posibles líneas 
futuras relacionadas con este campo de investigación. 
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2 CONOCIENDO EL SOL 
 
 
El Sol es el resorte que lo maneja todo. El Sol preserva la vida humana y 
suministra toda la energía humana. 
  
Nikola Tesla, “Yo y la energía”, 1919 
l Sol, nuestro astro, catalogado como una estrella de edad intermedia y de tamaño mediano, es un cuerpo 
gaseoso, o más bien, una enorme esfera casi perfecta de plasma, cuyo núcleo altamente comprimido 
genera mediante reacciones termonucleares enormes cantidades de energía. 
A diferencia de la imagen tranquila, estática y uniforme que nos ofrece desde la distancia, a medida que nos 
acercáramos a ella podríamos observar que se trata en realidad de una gran bola de fuego en movimiento, con 
una superficie dinámica, agitada, temblorosa, heterogénea, con luces y sombras, desde la que se extienden 
grandes lazos de materia a temperaturas extremadamente elevadas, es más, podríamos observar gigantescas 
explosiones de las que se desprenden nubes formadas por trazas de la estrella. Definitivamente, tendríamos ante 
nosotros una imagen completamente hostil y en constante cambio. A pesar de ello, y de una de sus tortuosas 
apariencias captada en la Figura 2.1, toda la vida en la Tierra depende de su calor, su luz y su energía 
incombustible, y es que, sin el Sol, nuestro planeta sería un lugar oscuro y sin vida. 
 
 
Figura 2.1 Apariencia del Sol en luz ultravioleta extrema por SDO [7]. 
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2.1 Datos sobre el Sol 
Algunos datos de interés acerca del Sol [8-9] se recogen en la siguiente tabla: 
 
Tabla 2.1 Datos sobre el Sol. 
Característica  Valor 
Edad  ~ 4600 Ma 
Diámetro  ~ 1,4·106 km 
Masa  ~ 2·1030 kg 
Superficie  6,0877·1012 km2 
Volumen  1,4123·1018 km3 
Tª en la superficie  5600 ºC 
Gravedad en la superficie ecuatorial  274 m/s 
Periodo de Rotación  25/34 días (ecuador/polos) 
Periodo de Traslación  225-250 Ma 
Velocidad de Traslación (respecto al 
centro de la Vía Láctea) 
 ~ 220 km/s 
 
 
Para tener una idea más clara de la magnitud del astro, es cuanto menos esclarecedor saber que contiene más del 
98% de la masa del Sistema Solar y que, con un diámetro 110 veces superior al de la Tierra, es tan grande que 
su interior podría albergar alrededor de un un millón de planetas Tierra. Igualmente, con una cantidad ingente 
de materia, la presión en sus capas interiores es tan elevada que concentra casi toda su masa en el volumen 
encerrado entre su centro y el 60 % de la distancia hasta su superficie.  
Otro aspecto importante, que muchos a lo largo de la historia han tratado de calcular, es la distancia exacta entre 
la brillante estrella y la Tierra. Fue en el año 2012 cuando la Unión Astronómica Internacional decidió crear la 
unidad astronómica UA, la cual mide de manera precisa la distancia entre los dos cuerpos celestes y equivale 
exactamente a 149.597.870.700 metros [10]. Sin embargo, siendo fiel al modelo de Kepler, los planetas orbitan 
alrededor de la estrella siguiendo una trayectoria elíptica, por lo tanto, hay momentos en los que esa distancia 
varía. Durante el perihelio, que es cuando la Tierra está más cerca del Sol, la distancia que los separa es de unos 
147 millones de kilómetros y, en el caso opuesto, en el afelio, la separación aumenta hasta los 152 millones de 
kilómetros [11]. 
Por último, ante estos valores de los parámetros tan sumamente altos, puede iluminar la concepción de las ideas 
saber que un rayo de luz, que sabemos que viaja a 300.000 kilómetros por segundo, tarda alrededor de 8 minutos 
y 20 segundos en recorrer la distancia entre el Sol y el planeta Tierra. 
 
 
2.2 Cómo vemos el Sol: luz y materia 
Si capturásemos una imagen del Sol con una cámara convencional obtendríamos una simple imagen de un disco 
uniforme y de color amarillento o, quizás, en un tono de color rojo cuando, en el momento de tomar la foto, el 
sol se encuentra cerca del horizonte y la luz, que ha de cruzar la atmósfera terrestre, es filtrada perdiendo las 
longitudes de ondas que relacionamos con el color azul. 
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El ser humano, por sí solo, es capaz de ver únicamente la luz cuya longitud de onda se encuentra dentro de la 
denominada luz visible, un estrecho rango de frecuencias en comparación con el ancho espectro 
electromagnético. De forma simplificada, los bastones y conos, células fotosensibles ubicadas en nuestra retina, 
son excitados por estos rayos que envían una señal al cerebro y, al igual que sucede con una bombilla 
incandescente convencional, la ardiente estrella produce calor y este, a su vez, emite luz. 
Sin embargo, nuestra estrella emite en realidad en un amplio rango de longitudes de onda: desde emisiones 
correspondientes a las de longitudes más cortas como los rayos gamma, la luz ultravioleta extrema o los rayos 
X, hasta las de onda larga como las ondas de radio o las microondas, pasando por supuesto por las longitudes de 
onda en el rango de la luz visible [12]. Como se observa en la Figura 2.2, podría decirse que el Sol emite luz en 
el rango completo del espectro electromagnético. 
 
Figura 2.2 Espectro electromagnético [13]. 
 
Esta amplia emisión de luz en diferentes frecuencias se debe a que en la composición de la estrella podemos 
encontrar diversos tipos de átomos (helio, hidrógeno, oxígeno, hierro, etc.) que, según la temperatura a la que se 
encuentren, producen luz de cierta longitud de onda. Profundizando un poco más, encontramos que átomos de 
la misma naturaleza pueden tener cargas eléctricas distintas, lo que conocemos como iones y, del mismo modo, 
la longitud de onda a la que emiten depende de su temperatura. 
Sobre la composición del Sol, los elementos que más abundan con una diferencia abismal son el hidrógeno y el 
helio, de hecho, suponen cerca del 99 % de la masa total del astro. Trazas de elementos más pesados, agrupados 
como metales en astronomía y de los que se estima que coexisten alrededor de sesenta elementos diferentes, 
suman poco más del 1 % de la materia del Sol. En el caso concreto del hierro, protagonista en la toma de las 
imágenes que se estudian en este proyecto, supone vagamente el 0,16 %. 
 
Tabla 2.2 Composición del Sol [8]. 
Característica Proporción de masa 
Hidrógeno (H) 74,90 % 
Helio (He) 23,80 % 
Oxígeno (O2) 0,77 % 
Carbono (C) 0,29 % 
Hierro (Fe) 0,16 % 
Neón (Ne) 0,12 % 
Nitrógeno (N) 0,09 % 
Otros metales 0,26 % 
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Cada uno de los elementos que componen el Sol, ionizados y sometidos a elevadas temperaturas, arrojan 
radiación e información en distintas frecuencias y, además, desde diferentes regiones como pueden ser la 
superficie o la atmósfera solar. Por todo ello, es imperiosa la necesidad de trabajar con instrumentos 
especializados diseñados para poder capturar la luz de una una longitud de onda concreta, es decir, focalizan la 
información que, a posteriori, los científicos usan para pintar una imagen en particular de nuestra estrella, la cual 
está siempre en movimiento y en constante cambio. 
 
2.3 Capas y estructura del Sol 
Gran parte del conocimiento que se ha ido recopilando acerca del Sol pertenecen a estudios bastante actuales, 
cuando los avances en los diferentes campos de la ciencia y de la tecnología se combinan y permiten sacar a la 
luz mejores resultados. Respecto a cómo se estructura el Sol, no fue hasta finales del siglo pasado que 
empezamos a conocer su interior. Y es que, además de luz, calor y energía, nuestra estrella también emite 
sonidos, y mediante el estudio de estas ondas sonoras, lo que se conoce como heliosismología, podemos ahora 
conocer la estructura y las distintas capas que la componen. 
En la Figura 2.3 se representa un completo infograma a escala sobre la estructuración en capas del Sol: 
 
 
Figura 2.3 Estructura y capas del Sol [14]. 
 
La primera división en cuanto a su estructura es la que distingue el interior, esto es todo el volumen encerrado 
bajo la superficie del Sol, y la atmósfera que se extiende por encima de la superficie. A continuación, ambas 
partes se subdividen en diferentes capas.  
Desde el mismo centro de la estrella y hacia su superficie, la región interna se compone del núcleo y las zonas 
intermedia o radioactiva y convectiva: 
 
• Núcleo: la región más profunda, donde las condiciones de presión y temperatura extremas originan las 
reacciones nucleares que convierten el hidrógeno en helio. Al ser menos pesados los núcleos de helio, 
estas reacciones conllevan una pérdida de masa que se produce en forma de energía. Se calcula que, 
cada segundo, el Sol libera alrededor de 4 millones de toneladas de masa.  
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
 
 
9 
El núcleo solar forma una esfera de radio 25 veces el del planeta Tierra, esto es, unos 150 mil kilómetros, 
la temperatura alcanza los exorbitantes 15 millones de grados centígrados en su centro y desciende a 
casi la mitad en su parte más externa.  
• Zona radioactiva: una extensa región intermedia ocupada por un denso gas ionizado. En ella, la energía 
generada en el núcleo, en forma de fotones de rayos gamma, es transportada por el flujo radioactivo 
hacia el exterior. 
Supone casi el 50 % del radio de la parte interna de la estrella, ocupando el volumen que se encuentra 
atrapado a una distancia entre los 150.000 y los 465.000 kilómetros del centro. La temperatura 
desciende al millón y medio de grados centígrados en la parte más alejada, es decir, en la frontera con 
la capa superior. En estas condiciones la radiación se manifiesta como rayos X y UV.  
Entre las zonas radiactiva y convectiva existe una estrecha región transitiva llamada tacoclina [15]. Es 
el resultado del cambio de comportamiento que experimenta el plasma en ambas zonas a causa de la 
rotación del astro. Por debajo, la materia gira toda como un sólido, sin embargo, la capa superior se 
comporta como un líquido. Se cree que esta diferencia puede ser clave en la generación de los grandes 
campos magnéticos del Sol. 
• Zona convectiva: llamada así por el proceso de convección a través del cual la energía es transportada 
hacia la superficie. El gas plasmático, que en esta región presenta una densidad prácticamente nula, se 
extiende, asciende, se enfría y se encoge, como le ocurre al agua de una olla cuando se encuentra en 
estado de ebullición. Esto crea en la superficie grandes granulos, con diámetros que rondan los 1.000 
km., por los cuales se libera energía a la atmósfera. 
Ocupa el tercio más externo del interior del Sol, unos 210.000 km., y su temperatura media es de 
alrededor de 5.600 ºC. En estas condiciones los fotones varían su longitud de onda y los que consiguen 
escapar del sol son mayoritariamente en la región visible del espectro. 
 
Como hemos visto, la energía generada en el núcleo emprende un largo viaje hasta alcanzar y, quizás, atravesar 
la superficie de la estrella. Los fotones han de atravesar 690.000 km. de masa solar a temperaturas que alcanzan 
los millones de grados centígrados y por medios tan sumamente densos, en los que la energía no puede seguir 
una trayectoria recta, que tardan decenas de miles de años en llegar a la superficie. Dicho de otro modo, la luz 
que nos llega a la Tierra se originó en el centro del Sol hace miles de años hasta que logró salir del interior de la 
estrella y, en tan sólo 8 minutos y 20 segundos, recorrer las distintas capas de la atmósfera solar y la distancia 
que lo separa de nuestro planeta. 
Respecto a la atmósfera solar [16], se diferencian tres grandes zonas, denominadas como fotosfera, cromosfera 
y la corona, más una misteriosa pequeña región de transición:   
 
• Fotosfera: el ardiente rostro de nuestra estrella, fácilmente visible debido a que las capas superiores son 
transparentes para la mayoría de las longitudes de onda de la luz visible. El material hervido en la 
superficie, plasma y gases calientes ionizados, la atraviesa fácilmente y es conducido hacia el exterior 
por el viento solar. 
Lo que vemos es, en realidad, una delgada capa de unos 350 km. de espesor donde la temperatura es de 
unos 5.600 ºC, razón por la que percibimos el Sol como una esfera de color amarillo. Son de gran interés, 
y lo estudiaremos, las manchas oscuras y las regiones brillantes que pueden aparecer en esta región, las 
cuales guardan una estrecha relación con intensos campos magnéticos. 
• Cromosfera: como una esfera de color rojiza a causa de la emisión de hidrógeno tipo alfa gaseoso, es 
apreciable sólo durante un eclipse solar total, como un destello justo cuando el borde de la fotosfera 
desaparece tras la Luna. Está formada por gases enrarecidos que emiten radiación ultravioleta y con la 
presencia de fuertes campos magnéticos que expulsan parte de este gas al espacio en lo que se conoce 
como prominencias.  
Se trata de una atmósfera semitransparente, mucho menos densa que la fotosfera. En su base se sitúa el 
mínimo de temperatura, entre los 4.000 y los 5.000 ºC, y va en aumento a medida que se asciende hacia 
la corona, sobrepasando los 20.000 ºC. 
 Conociendo el Sol 
10 
 
10 
Captada por el observatorio solar Hinode, la Figura 2.4 muestra una imponente y detallada fotografía 
de la cromosfera extendiéndose por encima de los gránulos de la fotosfera: 
 
 
Figura 2.4 Cromosfera extendiéndose por encima de la fotosfera [17]. 
 
Elevándose a 5.000 km. sobre la superficie estelar, se encuentra la región de transición [18]. En estas 
pocas decenas o, quizás, centenas de kilómetros de espesor, la presión ejercida por la propia materia 
solar se ve vencida por la fuerza magnética y la temperatura se dispara superando el millón de grados 
centígrados. En este punto es donde misteriosamente el viento solar es acelerado o donde se producen 
fuertes explosiones. 
• Corona: la capa superior de la atmósfera, un halo blanco pálido alrededor del sol apreciable sólo cuando 
la fotosfera queda bloqueada, se extiende varios millones de kilómetros sin un límite bien definido. En 
ella encontramos plasma muy caliente y que, siguiendo las líneas de los campos magnéticos, forman 
grandes ondulaciones de hasta 30 veces el diámetro de la Tierra. 
Sorprendentemente, la temperatura aquí oscila entre 1,5 y 2 millones de grados centígrados, lo que 
significa que la corona está 300 veces más caliente que la propia superficie solar.  
 
 
Figura 2.5 Gráfica de la evolución de la temperatura en el Sol [Elaboración propia]. 
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Continúa siendo un misterio el hecho de que, estando más lejos del centro de la estrella y contra todo 
pronóstico, está mucho más caliente que la fotosfera y la cromosfera, tal y como queda reflejado en la 
evolución de la temperatura a través de las distintas capas del Sol en la Figura 2.5. 
Por otro lado, si a tal elevada temperatura le sumamos el factor de que la corona solar presenta muy 
baja densidad, siguiendo con la comparación es 10 millones de veces menos densa que la superficie, la 
consecuencia es que las partículas se mueven a velocidades tan altas que pueden escapar de la gravedad 
del Sol. Gracias a esto, los expertos pueden analizar las emisiones producidas por iones sometidos a 
temperaturas tan altas, como es el caso de los iones de hierro, y obtener información de la composición 
de la corona. 
Por último, el modo en que se extiende la corona solar varía según la actividad solar o, en otros términos, 
es el variable, violento y fuerte campo magnético del Sol la fuerza que manipula y da forma a los gases 
enrarecidos que componen esta región. Por lo tanto, cuando el Sol presenta más actividad la corona 
solar de distribuye casi uniformemente en toda la esfera y, en el caso opuesto, se concentra alrededor 
del ecuador, dejando orificios en los dos polos [19]. 
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3 EL PODER MAGNÉTICO DEL SOL  
 
 
Como sentado en un trono real, el Sol gobierna la familia de 
planetas que giran alrededor suyo. 
 
Nicolás Copérnico 
n el capítulo anterior hemos conocido algunos datos sobre el Sol, hemos explorado su interior, 
descubriendo qué materiales componen esta gigante ardiente y qué procesos la avivan, hemos visto de 
cerca el rostro que nos muestra y hemos viajado a través de sus capas, algunas más densas que el plomo 
y otras más volátiles que el aire que respiramos. 
Durante este largo recorrido, además de descubrir algunos de los misterios que guarda la estrella, han salido a la 
luz fenómenos presentes en distintas localizaciones, como las manchas solares, los bucles de flujo magnético o 
las fulgentes regiones, y también se ha puesto de manifiesto la imprescindible influencia que ejerce el campo 
magnético solar. 
En este capítulo pasamos a describir la conexión que existe entre la poderosa fuerza magnética y el 
comportamiento de la estrella y, luego, descubriremos algunos de los fenómenos de naturaleza solar más 
importantes, los cuales, debido a lo que pueden llegar a desencadenar, son estudiados y analizados de manera 
continua por parte de expertos en todo el mundo y, además, forman parte de la base de este estudio en particular.  
En realidad, la influencia del Sol y su poder magnético llega mucho más lejos, más allá del mismo sistema solar, 
hasta el espacio interestelar. De hecho, nuestro planeta y aquellos que orbitan alrededor del astro se encuentran 
dentro de la heliosfera, una vasta extensión protegida de los letales rayos cósmicos por las líneas de campo 
magnético que emanan desde el interior profundo del Sol. La Figura 3.1 representa una visión del alcance de la 
heliosfera en la inmensidad del espacio. 
 
 
Figura 3.1 Heliosfera y espacio interestelar [20]. 
 
E 
 El Poder Magnético del Sol 
14 
 
14 
3.1 El verdadero motor del Sol 
En contra de lo que podría parecer evidente, podría afirmarse que la fuerza que realmente gobierna el 
comportamiento de una estrella es la magnética. Tan poderosa es, que es capaz de romper el vital equilibrio que 
existe entre la gravedad y la brutal fuerza explosiva del Sol. Asimismo, es responsable del ciclo natural de 
aproximadamente 11 años que sufre el Sol. Este ciclo está marcado por una fuerte actividad durante lo que se 
conoce como máximo solar, en las que regiones oscuras aumentan en la fotosfera, radiantes brillos destellean 
en la corona o enormes explosiones expulsan material hirviendo al espacio, y, en el otro extremo, asociado a un 
Sol mucho más tranquilo se encuentra el mínimo solar [21-22]. 
Investigadores hicieron una reconstrucción, véase la Figura 3.2, a través de imágenes del Sol donde se plasma 
la actividad solar durante dos ciclos, es decir, haciendo uso de las fotografías tomadas por el satélite de la misión 
Solar and Heliospheric Observatory (SOHO), de la ESA junto a la NASA, cuando éste alcanzó los 22 años de 
operatividad.  
 
 
Figura 3.2 Ciclo solar a lo largo de los años [23]. 
 
Al igual que el planeta Tierra posee un campo magnético que lo protege de manera constante de las amenazas 
procedentes del Sol, amén de otros peligros, el poder magnético de nuestra estrella, además de hacer de enorme 
escudo ante los nocivos rayos cósmicos que viajan a través del espacio interestelar, puede desencadenar una 
serie de fenómenos que podrían sacudir al planeta. En el caso de la Tierra, estamos ante un campo magnético 
formado únicamente por dos polos, el norte y el sur, positivo y negativo, mientras que el Sol puede presentar de 
2 a 10 millones polos magnéticos simultáneos según su nivel de actividad. 
Esta devastadora fuerza es producto de tres factores: el burbujeo de las corrientes de convección bajo la 
superficie solar, el movimiento de materia del ecuador a los polos y, por último, lo que se conoce como rotación 
diferencial [24]. Esto último ocurre como resultado de la diferencia en la velocidad de giro entre el ecuador y 
los polos que se produce mientras el Sol gira sobre sí mismo. Al comportarse el plasma como un líquido gira a 
mayor velocidad cerca del ecuador y en las capas más externas, por lo tanto, las líneas de campo magnético se 
deforman, dando origen a distintos fenómenos solares. 
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El violento y ondulante campo magnético nace a 200.000 kilómetros bajo la superficie del Sol y atraviesa las 
diferentes capas transportando materia hacia fuera en forma de llameantes bucles. Estos bucles, que se retuercen 
y son estirados y contraídos en la atmósfera solar por el gas en constante movimiento, pueden repentinamente 
detonar las explosiones más podesoras en nuestro sistema solar: las erupciones y las eyecciones de masa coronal 
(CME) que acompañan a las erupciones más potentes.  
La Figura 3.3 representa cómo las líneas de campo magnético se ondulan y se retuercen cada vez más durante 
el avance el ciclo solar, desde el mínimo hasta el máximo solar y vuelta a un Sol tranquilo, sin apenas actividad 
tras el colapso de la estrella y la consecuente inversión de sus polos. 
 
 
Figura 3.3 El campo magnético durante un ciclo solar [Documental “Los misterios del Sol”]. 
 
Cuando el sol se halla en una fase de alta actividad las tormentas solares [25-26], en forma de erupciones y 
CMEs, son la causa más común de las tormentas geomagnéticas que experimenta nuestro planeta y cuyos efectos 
podemos ver en forma de cautivadoras auroras boreales (Figura 3.4), sin embargo, cuando baja la actividad 
solar, los agujeros coronales son el origen más común. A través de estos orificios en la atmósfera del Sol, el 
viento solar [27-28], un flujo de gas y partículas cargadas de electricidad que fluye continuamente hacia 
el espacio a velocidades comprendidas entre 350 y 800 km/s, puede escapar a velocidades mucho mayores. 
Se estima que las pérdidas en forma de viento solar rondan los 800 kg de materia por segundo. 
Dichos procesos, y otros de naturaleza similar, liberan una gran cantidad de energía y de partículas del mismo 
modo que tienen lugar en otros eventos cósmicos: púlsares, agujeros negros o quásares. Comprender lo que 
ocurre en la estrella más cercana que tenemos puede ayudar a comprender lo que ocurre en inhóspitos lugares 
que se encuentran a años luz de nosotros. En los apartados que siguen pasaremos a exponer algunos de estos 
interesantes fenómenos de naturaleza estelar. 
 
 
Figura 3.4 Ilustración de una Eyección de Masa Coronal que viaja desde Sol hacia a la Tierra [25]. 
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3.2 Las sombras bajo el poder del Sol 
Como una advertencia tal vez, las oscuras manchas que aparecen en la superficie del Sol están vinculadas a la 
presencia de otros fenómenos o eventos solares que abordaremos en los apartados posteriores, como son las 
regiones activas y las erupciones solares. Y es que, a pesar de no formar parte de los eventos con los que se 
trabaja en este estudio, puede ser interesante, además de instructivo, conocer un poco más acerca de las manchas 
solares [29-31].  
Curiosamente, ¡son fenómenos claramente visibles a simple vista! La Figura 3.5 muestra una fotografía del Sol 
tomada desde la Tierra. Son visibles a simple vista las manchas solares en la superficie solar. {Advertencia: 
mirar directamente al sol puede causar daños inmediatos y permanentes. Cuando estos fenómenos son 
observados, los expertos deben usar lentes y filtros adecuados}. 
 
 
Figura 3.5 Manchas solares vistas desde la Tierra [32]. 
 
La formación de estas manchas suele abarcar varios días o semanas y pueden perdurar otras varias semanas, de 
forma proporcional a su tamaño. Estas estructuras se hallan en constante cambio y, aunque en comparación con 
la enorme superficie del Sol parecen tener pequeñas proporciones, en realidad tienen tamaños similares a 
planetas, llegando a alcanzar el ancho del planeta Neptuno, es decir, unos 50.000 kilómetros de diámetro. 
 
 
Figura 3.6 Comparativa del número de manchas solares según la actividad solar [33]. 
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A través de imágenes tomadas por uno de los módulos de la SDO (HMI), la Figura 3.6 muestra la variación en 
la cantidad de manchas solares en la superficie del Sol cuando la actividad solar es alta (izquierda) o baja 
(derecha). Al igual que el resto de los fenómenos relacionados con el campo magnético del Sol, las manchas 
solares dependen del ciclo solar. Por un lado, la rotación diferencial, causante de que el plasma situado en el 
ecuador adquiera una velocidad de rotación mayor que en los polos, causa también que las manchas se 
concentren en dos bandas a latitudes medias paralelas a la línea del ecuador. Y, por otro lado, tanto la cantidad 
como el tamaño que alcanzan van en aumento, además de situarse cada vez más cerca del ecuador, a medida 
que el ciclo solar avanza hacia su máximo, mientras que desaparecen prácticamente durante el mínimo solar. 
Estas oscuras formaciones contrastan de forma clara con el resto de la superficie del Sol y tal es la fuerza 
magnética que se concentra en ellas que, como consecuencia, el gas ionizado es repelido y las corrientes de 
convección pierden intensidad, o dicho de otro modo, parte del calor que viaja desde el interior de la estrella no 
logra alcanzar su superficie, dando origen a estas manchas oscuras con temperaturas entre 1.000 y 2.000 ºC más 
frías que el resto de la superficie, esto es a unos 4.000 ºC. 
Como dato curioso acerca de la frecuencia con la que aparecen, los grupos de manchas, es decir, las indiviuales 
no se contabilizan, son numeradas a medida que van apareciendo en la superficie visible del disco solar. La 
numeración dio comienzo el 5 de enero de 1972 y se alcanzó el número 10.000 el 14 de junio de 2012, 
empezando entonces de nuevo el ciclo de numeración. 
La imagen con mayor detalle de una mancha solar hasta la fecha (febrero de 2010) fue tomada por el Solar Big 
Bear Observatory (San Bernardino en California, Estados Unidos). La impresionante fotografía, Figura 3.7, 
capturó una mancha solar inusualmente grande, del tamaño del planeta Júpiter, entre el aspecto granulado de la 
superficie solar. Permite además apreciar las partes que conforman estas manchas: una sección más brillante de 
un tono naranja, llamada Penumbra, y una oscura región central, llamada Umbra. 
 
Figura 3.7. Fotografía de alta calidad de una mancha solar [29]. 
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3.3 Regiones activas 
➢ AR: Active Regions 
Las brillantes regiones del Sol que presentan campos magnéticos particularmente fuertes se denominan regiones 
activas [34-35]. En dichas regiones se produce una gran concentración de conjuntos de bucles magnéticos o 
coronales, en su mayoría dipolos, que conectan puntos de la fotosfera con polaridades magnéticas opuestas. Los 
campos magnéticos que se generan pueden ser más de mil veces superior al magnestismo promedio de la estrella 
y, a menudo, liberan grandes cantidades energía en forma de rayos X y fotones UV de alta energía. 
A continuación, la Figura 3.8 muestra una imagen tomada por el módulo Atmospheric Imaging Assembly 
(AIA) [36] del satélite SDO en la longitud de onda de 304 Å., en la que se reconoce una resplandeciente región 
activa de la que parece sobresalir una considerable erupción de gas o prominencia solar [37].    
 
 
Figura 3.8 Brillante región activa y prominencia en la corona solar [38]. 
 
Desde el punto de vista de la física solar, uno de los grandes intereses para estudiar estas regiones activas es que 
parecen estar relacionadas con otros fenómenos solares, en particular, con aquellos que también deben su origen 
a la peculiar actividad magnética de nuestro Sol. 
A modo de breve explicación, a medida que las fuertes líneas de los campos magnéticos que se originan en el 
interior del Sol, concretamente en la base de la zona convectiva, van adquiriendo mayor fuerza y van 
extendiéndose cada vez más, comienzan a emerger desde la superficie solar hacia el exterior. Una vez alcanzan 
la atmósfera, continúan atravesando las diferentes capas y, consecuentemente, se van manifestando como 
diversos fenómenos según la altura en la que se hallen: 
• manchas solares y fáculas en la fotosfera, 
• filamentos, entre otros, en la cromosfera, 
• y en la corona, como puntos brillantes en la longitud de onda de los rayos X o como densas áreas de plasma 
aún más calientes denominadas condensaciones coronales.  
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Adicionalmente, se sabe que la mayor parte de las tormentas solares se producen en la corona y en la cromosfera 
cerca de estas regiones. 
Resulta fascinante que, los mismos campos magnéticos que atrapan los gases sobrecalentados haciendo que 
brillen con gran intensidad como regiones activas en las capas superiores de la atmósfera solar, crean el efecto 
contrario en la base de ésta, en la superficie del Sol, donde hemos visto que se forman las denominadas manchas 
solares, oscuras y frías regiones en comparación con la superficie que las rodea. De hecho, como una 
característica en común con las manchas solares, las regiones activas pueden perdurar varias semanas. 
La siguiente figura, Figura 3.9, es un buen ejemplo de por qué es imprescindible estudiar el Sol en varias 
longitudes de onda. En ella pueden distinguirse dos regiones activas muy brillantes en la luz ultravioleta extrema 
captadas por AIA, las cuales se encuentran localizadas en la atmósfera más externa de la estrella y a temperaturas 
próximas a los 60 mil ºC (izquierda, canal 304 Å) y al millón de grados centígrados (centro, canal 171 Å). Y, 
además, en la imagen restante captada por el módulo HMI también de la SDO (derecha), puede apreciarse una 
serie de oscuras manchas en la superficie solar, las cuales constituyen la fuente de toda esa actividad.  
 
 
Figura 3.9 Relación entre regiones activas y manchas solares [39]. 
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3.4 Erupciones solares 
➢ FL: Flares 
Cuando la energía magnética acumulada en la atmósfera solar es liberada repentinamente como consecuencia 
de una enorme explosión, se produce una llamarada o erupción solar [40-42].  
Los brillantes lazos que se roscan en la corona solar conectando regiones activas y, a su vez, regiones con fuertes 
polaridades opuestas, parecen ser la causa de estos explosivos episodios, los cuales se originan cuando los 
extremos de estos lazos coronales con polos positivos y negativos se juntan. Por su relación con los fuertes 
campos magnéticos que penetran en la fotosfera para unir el interior el Sol con la corona del astro, las llamaradas 
solares afectan a todas las capas de la atmósfera, pudiendo ser estudiadas en diferentes frecuencias del espectro 
electromagnético. 
Prueba de ello es la Figura 10, donde una erupción solar es captada y es fácilmente distinguible en varias 
longitudes de onda de manera simultánea por medio del módulo AIA de la misión SDO. También se muestra la 
conexión que existe con las regiones activas, apreciables en los diferentes perfiles. 
 
 
Figura 3.10 Erupción solar en diferentes longitudes de onda [43]. 
 
Un destello tan intenso como el de una erupción solar implica una aceleración repentina de partículas, un 
movimiento masivo de masa solar y un sobrecalentamiento de plasma, típicamente elevándolo a temperaturas 
comprendidas entre los 10 y 20 millones ºC y, en ocasiones, alcanzando los 100 millones ºC. Lógicamente, la 
frecuencia de estos eventos depende del periodo de 11 años del Sol, produciéndose, generalmente, varias 
erupciones al día en épocas de alta actividad y menos de una por semana cuando predomina la tranquilidad.  
La radiación emitida por una llamarada solar abarca prácticamente todo el espectro electromagnético, desde las 
ondas de radio hasta los rayos gamma de gran energía. A estos niveles de energía tan extremadamente elevados 
los rayos X son producidos como el resultado de las interacciones de los electrones y, por otra parte, los rayos 
gamma son generados por las interacciones nucleares entre protones y los iones más pesados relativamente 
abundantes en la composición del Sol, como son, por ejemplo, el oxígeno, el carbono o el nitrógeno. 
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Las fotografías de la Figura 3.11, captadas por AIA en dos longitudes de onda distintas dentro del rango del 
ultravioleta extremo, revelan el momento en que se produce la explosión de una erupción en el Sol, observándose 
como un potente destello, además de las visibles regiones activas que la acompañan. También podemos 
distinguir los lazos coronales resultantes de la reorganización de las líneas de campo magnético tras la explosión, 
reveladas por las partículas cargadas que viajan por ellas. 
Según la NASA, ¡la cantidad de energía liberada en estos fenómenos es el equivalente a millones de bombas de 
hidrógenos de 100 megatones que explotan al mismo tiempo! 
 
 
Figura 3.11 Explosión de una erupción solar [44]. 
 
 
Una importante amenaza nace cuando el Sol dispara una, o varias consecutivas, de estas llamaradas en la 
dirección de nuestro planeta, y aún mayor es el riesgo cuando son tan potentes que van acompañadas de una 
eyección de masa coronal (CME por sus siglas en inglés) [45-47].  
Una erupción solar genera la expulsión de nubes de partículas aceleradas hacia el espacio exterior que, si se 
dirige a la Tierra, suele tardar un par de días en alcanzarla, mientras que la intensa radiación choca contra la 
atmósfera terrestre en tan sólo 8 minutos. 
Además de brillantes auroras, la absorción masiva de rayos X a la que se somete a la ionosfera que rodea a la 
Tierra provoca que esta se caliente y se expanda, afectando a la comunicación de radio de largo alcance. También 
suponen un riesgo para los astronautas y para los sistemas electrónicos en el espacio, y cuando hablamos de una 
CME, las tormentas geomagnéticas podrían llegar a desactivar satélites e incluso anular la red eléctrica en la 
superficie terrestre [48].  
Definitivamente podrían generar el caos. 
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En la siguiente imagen del módulo AIA de la misión SDO, Figura 3.12, se muestra una llamarada solar 
acompañada de una espectacular eyección de masa coronal. La gran nube de plasma y partículas de alta energía 
abarca un área similar a la mitad a la superficie del Sol y se desprende de la estrella a una velocidad aproximada 
de 1.400 km/s. 
 
 
Figura 3.12 Erupción solar acompañada de una espectacular eyección de masa coronal [49]. 
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3.5 Agujeros coronales 
➢ CH: Coronal Holes 
Los agujeros coronales [19, 50-52] se identifican como regiones oscuras en la corona solar para longitudes de 
onda correspondientes a la radiación ultravioleta extrema UVE y a los rayos X.  
El campo magnético asociado a estas regiones es diferente al del resto del Sol ya que presenta unipolaridad y, 
en vez de brotar del Sol y volver a su superficie, estas líneas de campo magnético permanecen abiertas hacia el 
exterior, hacia el espacio, permitiendo que el viento solar pueda escapar a altas velocidades. Normalmente el 
viento solar sale disparado a unos 400 km/s, pero, a través de estos agujeros, alcanzan los 800 km/s y pueden 
llegar a la Tierra en menos de 3 días. Por el momento, se desconoce dónde vuelven a conectar estas líneas. 
La Figura 3.13 plasma una imagen del Sol con un considerable agujero coronal a través del cual escapa el viento 
solar, como indica la simulación gráfica de las líneas de campo magnético. La imagen pertecene al módulo AIA 
de la misión SDO en 193 Å. 
 
 
Figura 3.13 Agujero coronal y líneas de campo magnético en el Sol [50].  
 
El plasma situado en su interior se encuentra más frío y es menos denso que el plasma circundante y, por 
consiguiente, la radicación emitida es menor, de ahí que aparezcan oscuras a pesar de que las temperaturas que 
alcanzan siguen siendo muy elevadas.  
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Gracias a las observaciones realizadas por parte de los investigadores se ha podido determinar que los agujeros 
coronales pueden aparecer en cualquier momento y ubicación en el Sol, no obstante, suelen localizarse y ser, 
además, más persistentes cerca de los polos y durante los años próximos al mínimo solar. Asimismo, pueden 
manifiestarse en diversos tamaños y son capaces de crecer y expandirse llegando a alcanzar los polos desde el 
ecuador o, incluso, extenderse de polo a polo. Estos hallazgos acerca de la morfología o la localización de los 
agujeros coronales se ilustran en la Figura 3.14: 
 
 
Figura 3.14 Agujeros coronales (a) en torno al ecuador y (b) uno masivo en el polo [53-54].   
 
Finalmente, estos fenómenos pueden durar varias rotaciones solares, es decir, varios periodos de 27 días, por lo 
que a menudo es posible predecir la perturbación geomagnética que pueden provocar en la Tierra, 
generalemente, en forma de visibles coloridas auroras boreales (ver Figura 3.15). Sin embargo, más allá de la 
protección de la atmósfera terrestre, pueden provocar daños en los satélites de comunicaciones que orbitan 
nuestro planeta. 
 
 
Figura 3.15 Fotografía de auroras en la Tierra [55]. 
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3.6 Sigmoides solares 
➢ SG: Sigmoids 
Nos referimos como sigmoides solares [56-57] a brillantes regiones transitorias, duraderas en ocasiones, 
compuestas a partir de muchos bucles dispuestos en dos estructuras que se asemejan a la letra J y que, en 
conjunto, parecen formar una S en la atmósfera exterior del Sol. Este símil es fácilmente apreciable (Figura 
3.16) a causa de sus usuales grandes proporciones, independiente de la orientación en que se manifiesten. 
 
 
Figura 3.16 Sigmoides solares con distintas orientaciones y en diferentes longitudes de onda [58]. 
 
Mediante el uso de telescopios de rayos X estas complejas estructuras se han convertido en un importante objeto 
de estudio, y es que actualmente los científicos desconocen cómo se originan y qué fenómenos se producen en 
sus curvilíneas formaciones hasta que, parece ser, se desvanecen produciendo un notable destello. 
El modelo más reciente describe a los sigmoides como múltiples capas de pequeño grosor que contienen una 
fuerte corriente eléctrica. Descritas como cintas o láminas, emergen de la densa atmósfera y se retuercen e 
interactúan ocasionando intensos campos magnéticos con partículas altamente energéticas que se liberan al 
espacio interplanetario. Esto último hace creer además que juegan un papel importante en eventos explosivos 
tales como las llamaradas solares. Una representación de las líneas de campo magnético asociadas a un sigmoide 
en la corona solar es mostrada en la Figura 3.17: 
 
 
Figura 3.17 Vista frontal de sigmoide solar con representación de líneas de campo magnético [59]. 
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4 ESTADO DEL ARTE 
 
 
Los cielos te llaman, y giran en tu derredor mostrando sus 
esplendores eternos. 
 
Dante Alighieri, “La divina comedia”, s. XIV 
n la actualidad, la detección de regiones de interés (ROIs) en imágenes es una rama de investigación de 
gran interés, valga la redundancia, y muy activa en algunos campos de aplicación. Ante la necesidad de 
gestionar ingentes cantidades de información, en aumento además con los avances científicos y 
tecnológicos, que, en nuestro caso en particular, se encuentran aglutinadas en repositorios de imágenes a gran 
escala, la tarea de hallar regiones de interés para lograr minimizar el espacio de búsqueda ha ido cobrando una 
mayor importancia. 
El desarrollo, a mediados de la década de los 90 del s.XX, de sistemas de visión artifical para la recuperación de 
imágenes basada en contenido (CBIR) [60] supuso una mejora en las búsquedas de imágenes por similitudes, 
en lugar de usar metadatos como las etiquetas de texto que los ciéntificos asociaban de modo manual, 
permitiendo consultar esos grandes repositorios de una forma más factible y efectiva.  
A lo largo de los años fueron implementados diferentes sistemas CBIR con un rasgo en común, basan la 
búsqueda en criterios referentes a las imágenes completas. Algunos, como Photobook [61], permiten la 
recuperación de imágenes sintetizándolas en un pequeño conjunto de coeficientes a partir de varias 
características de imagen para, posteriormente, establecer la similitud entre ellas mediante unos cálculos. Otros 
procedimientos, véase Chabot [62] o el sistema QBIC [63], se fundamentan en características de la imagen 
completa de bajo nivel, como pueden ser las formas, los colores o la textura, devolviendo como resultado de la 
consulta aquellas imágenes con atributos cercanos a los de la imagen referente. Por lo tanto, no resultan ser 
prácticos para casos en los que objetos similares contenidos en diferentes imágenes varían en escala o 
localización. 
El desarrollo de algoritmos semejantes a Walrus [64], el cual mide la similitud entre dos imágenes 
descomponiendo cada imagen en regiones antes de proceder a la extracción de características, aportaban nuevos 
sistemas de recuperación de imágenes robustos ante el escalado y la traslación de objetos dentro de una imagen 
(ver Figura 4.1).  
 
 
 
Figura 4.1 Representación de imágenes con objetos similares [64]. 
 
E 
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Anteriormente, la creciente necesidad de estudiar y consultar zonas concretas de instántaneas de diferente 
naturaleza propició que algunos investigadores trataran de adecuar los sitemas CBIR existentes a la consulta 
basada en regiones, sin embargo, no resolvieron el problema de la escalabilidad, como en uno de estos últimos 
artículos [65] de principios de siglo. Por entonces las investigaciones no empleaban respositorios de imágenes 
tan sumamente grandes como lo son ahora. En [66] recapitulan eficientemente los trabajos de recuperación de 
imágenes basados en regiones.     
Los primeros sistemas CBIR para operar con imágenes solares [67] fueron desarrollados a partir de la misión 
Solar Dynamics Observatory (SDO) de la NASA en 2011. La gran cantidad de imágenes tomadas motivó la 
elaboración de herramientas para la detección de regiones de interés a través de las características de las 
imágenes. De modo que el trabajo llevado a cabo por parte de diferentes grupos internacionales, entre ellos el 
SDO Feature Finding Team (FFT), logró desarrollar módulos de detección de fenómenos solares específicos 
(regiones activas, filamentos, llamaradas, etc.) en imágenes de disco completo del Sol [68].  
En este marco, algunos investigadores han llevado a cabo estudios acerca de las imágenes solares y la detección 
eficiente y veraz de regiones de interés y, mediante numerosas publicaciones, se han ido alcanzando importantes 
logros y avances en el campo de la física solar [69]. 
Una importante aportación, que integramos en este trabajo, yace en la evaluación realizada sobre los parámetros 
característicos de imagen con el fin de seleccinar un conjunto adecuado para las imágenes solares [70] y, 
también, en relación con los sistemas CBIR de la misión SDO [71], verificándose tanto la aptitud de dicho 
conjunto para la clasificación como la eficiencia en el gasto computacional. En la siguiente página, la Tabla 4.1 
recoge el listado de diez parámetros característicos de imagen que usamos en este proyecto.  
Del mismo modo, han sido llevadas a estudio diversas estrategias de segmentación para la clasificación en 
imágenes solares [72], al igual que han sido puestos a prueba mecanismos de indexación y recuperación para la 
reducción de la dimensionalidad a la hora de manejar grandes cantidades de datos. 
La introducción de descriptor signatures en la consulta basada en la región proporciona a los investigadores una 
alta precisión en la búsqueda de regiones de interés en imágenes solares [73]. Las firmas descriptoras, además 
de localizar, también identifican a cada tipo de evento solar y, asimismo, son invariantes en traslación, escala y 
rotación, características útiles para funcionar con imágenes tanto de la SDO como de cualquiera de las misiones 
solares. En el citado artículo evaluaron numerosas medidas de similitud y llegaron a la conclusión de que la D1 
o distancia Euclídea, entre las trece testadas (distancia coseno, Mahalanobis, Chebychev, correlación, etc.), era 
la que mejores resultados podía generar. Por ello, dando un paso más, el uso de la familia de divergencias alfa-
beta permitirá ampliar el campo de búsqueda de la mejor medida para la evaluación. 
La Figura 4.2 recoge estos resultados para los cuatro tipos de eventos solares que aquí estudiamos, los cuales 
hemos conocido en el capítulo anterior: AR (regiones activas), CH (agujeros coronales), FL (erupciones solares) 
y SG (sigmoides solares). Observamos buenos resultados también para D6 (coseno) y D10 (JSD), siendo este el 
único adecuado de entre las distancias basadas en histograma como D13-D14 (Kullback-Leibler) o D9 
(Hausdorff), de hecho, D9 junto a D8 (Spearman) son con diferencia las que aportan peores resultados. 
  
 
Figura 4.2 Resultados de aplicar distintas medidas de distancia [73]. 
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Tabla 4.1 Parámetros característicos de imagen utilizados. 
Parámetro de imagen Fórmula 
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En la tabla L  indica el número de píxeles, iz se refiere al valor del i -ésimo píxel y ( )ip z  es la representación 
del histograma en escala de grises de z  en i . Para la dimensión fractal, basada en el método box-counting, 
( )N e se refiere al número de cajas de ancho igual a e  que se requieren para cubrir la celda (región de la imagen). 
Los parámetros de Tamura son explicados de manera extendida en el artículo [74], donde   es el código de 
dirección cuantificado (cíclicamente en modulo 180º), r  es el factor de normalización relacionado con los 
niveles de cuantificación  de  , pn  expresa el número de picos, p  la posición del p -ésimo pico en DH , pw  
es el rango del p -ésimo entre valles y, por último, DH  es el resultado de calcular el histograma deseado. 
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Otro de los criterios que los expertos consiguieron fijar para investigaciones posteriores a [75] consistió en la 
determinación de emplear MBR (Maximal Bounding Boxes) en lugar de CC (Chain-Codes) para la extracción 
de los fenómenos solares. Como se aprecia en la Figura 4.3, el evento queda delimitado por un rectángulo con 
MBR mientras que, mediante CC, es seleccionado por su contorno píxel a píxel. De modo que, a pesar de que 
con CC los resultados obtenidos eran levemente mejores, es aconsejable usar MBR ya que el coste 
computacional es notablemente inferior. 
 
 
Figura 4.3 Imagen solar con MBR definido en a), y CC en b) [75]. 
 
Por otro lado, fundamentándose en la soprendente similitud entre las imágenes solares y las médicas [76] y en 
los métodos que usan en el campo de la medicina, especialmente en la radiografía, para la extracción de regiones 
de interés [77-78], investigadores de la física solar decidieron emplear métodos de aprendizaje no supervisados 
[1]. Tras una exhaustiva evaluación experimental de diferentes algoritmos de clustering y de sus parámetros para 
llevar a cabo la segmentación de eventos solares en imágenes captadas en la misión SDO, concluyeron que el 
método k-means operando con k=8 clusters o grupos distintos proporcionaba los mejores resultados, ofreciendo 
una satisfactoria capacidad de clasificación para diferentes fenómenos del Sol. En la Figura 4.4 queda reflejada 
la resolución del experimento, respecto al porcentaje de aciertos, con diferentes algoritmos de agrupamiento 
operando en un rango de valores establecido para el número de grupos: 
 
 
Figura 4.4 Resultados del porcentaje de agrupamientos correctos para distintos algoritmos [1]. 
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En la literatura podemos encontrar más artículos enfocados en la detección de ROIs combinando atributos 
visuales de las imágenes con algoritmos de agrupamiento [79] o, como se introdujo en [80], enlazando el método 
k-means con sistemas CBIR. En muchos otros casos de aplicación, la correcta detección de ROIs depende de 
que la imagen presente un fuerte contraste entre el objeto y el fondo, como en [81] o [82]. 
En muchos campos de investigación, dentro de las técnicas implementadas en algoritmos de aprendizaje no 
supervisados, hacen uso comúnmente de los métodos de agrupamiento basados en centroides, popularizándose 
el mencionado método k-means con la distancia euclídea al cuadrado para el cálculo de la distorsión. No 
obstante, el algoritmo original se ha generalizado para otras distancias y divergencias.  
La distancia euclidiana al cuadrado entre otras, como la divergencia de Itakura-Saito (IS) o la divergencia beta, 
están incluidas en la familia de divergencias de Bregman [83], la cual se ha venido empleando en el contexto de 
aplicación del algoritmo k-means, relación contenida en [84]. Se tratan de medidas no necesariamente simétricas 
y, por lo tanto, precisan de cálculos para dos tipos de centroides laterales (derecho e izquierdo) [85], de modo 
que, en [86] se llevó a cabo la formulación completa del cálculo de los centroides laterales en el algoritmo k-
means empleando como medida de distancia la familia completa de divergencias de Bregman. En este caso, la 
formulación no es cerrada para todas las distancias, sino que las reglas de actualización se calculan de manera 
específica para cada tipo de divergencia. Sólo las divergencias alfa, beta, Kullback-Leibler (KL) e Itakura-Saito 
(IS) tienen asociadas fórmulas cerradas. 
En relación con el clustering y el cálculo de los centroides empleando diferentes medidas de distancias, también 
existen varios estudios que hacen uso de otra familia llamada Csiszár f-divergencias [87], la cual incluye, por 
ejemplo, la distancia Hellinger o, como en la familia Bregman, la divergencia Kullback-Leibler (KL) [88]. No 
existe una formulación cerrada para todas las divergencias que abarca esta otra familia. 
La realidad es que muchos autores de diversos campos han adoptado el método de agrupamiento k-means para 
sus trabajos, por ejemplo, se ha demostrado que el problema de agrupamiento se puede expresar como un 
problema de factorización de matrices con restricciones (NMF, por sus siglas en inglés) [89]. Otro notable 
estudio [90], además reciente, ha desarrollado un algoritmo k-means usando la divergencia S para llevar a cabo 
la codificación de características. 
Recientemente, relacionado directamente con este proyecto, expertos han desarrollado un interesante algoritmo 
de agrupamiento basado en centroides, k-means, con divergencias alfa-beta como medida de similitud [4]. 
Debido a las ventajas que presenta la familia de divergencias AB, introducida como una medida de desigualdad 
para datos positivos [3], ha resultado ser una herramienta de gran utilidad y, efectivamente, algunos 
investigadores la han empleado con éxito en un amplio abanico de aplicaciones: el análisis de correlación 
canónica [91], el reconocimiento de voz robusto frente al ruido [92], la estimación de señales de audio en 
ausencia de información o Separación Ciega de Fuentes [93], etc. 
Existen antecedentes de aplicación de las divergencias alfa-beta en métodos de agrupamiento, pero usando un 
algoritmo tipo k-medoids [94] en lugar de k-means. A diferencia de este último que emplea fórmulas cerradas 
para el cálculo de los centroides, k-medoids realiza una búsqueda exhaustiva para hallar los centros de cada 
grupo o medoides. 
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5 SOLAR DYNAMICS OBSERVATORY 
 
 
Las estrellas dibujan en nuestros ojos los relatos épicos 
congelados, los cantares refulgentes del espacio invicto. 
 
Hart Crane 
l 11 de febrero de 2010 a las 10:23 a.m., hora local en Cabo Cañaveral (Florida, EE.UU), dio comienzo la 
misión Solar Dynamics Observatory (SDO) [2] como parte del programa LWS (Living With a Star) de la 
NASA, con la finalidad de aglomerar información que pudiera ser de utilidad para los científicos que 
trabajan por adquirir un conocimiento más amplio acerca de cómo nuestra estrella, el Sol, influye en el planeta 
donde habitamos, la Tierra.  
La fotografía de la Figura 5.1 capturó el instante en el que el cohete portador de la nave SDO se elevaba del 
suelo de la estación Air Force de Cabo Cañaveral: 
 
 
Figura 5.1 Lanzamiento del satélite SDO [95]. 
E 
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5.1 Objetivos de la misión 
El Observatorio de Dinámica Solar (SDO) está diseñado para sondear y tomar instantáneas de la dinámica 
actividad solar de una manera sin precendentes en otras misiones. Las variaciones solares, por pequeñas que 
sean, influyen directamente en la vida y la tecnología presentes en la Tierra y en órbita, por lo tanto, que seamos 
capaces de predecir el clima solar es uno de los grandes objetivos de esta misión. La luz arrojada por la misión 
complementa las aportaciones que se llevan a cabo a través de otros telescopios como son el Solar Terrestrial 
Relations Observatory (STEREO) [96] de la NASA y el Solar and Heliospheric Observatory (SOHO) [97] de 
la ESA en conjunto con la NASA. 
A través de los distintos instrumentos que conforman el avanzado y complejo equipamiento del satélite, la SDO 
lleva a cabo medidas y estudios acerca de: 
• la relación existente entre la actividad del Sol y el clima espacial, 
• el campo magnético, cómo se genera y se estructura, 
• la generación y evolución de diversos eventos solares, 
• el plasma caliente de la corona solar, 
• la irradiancia del astro. 
 
Las observaciones se llevan a cabo desde las capas más externas a la superficie solar, e incluso es capaz de 
adentrarse en su interior, donde se crea el poderoso campo magnético. A partir de toda la información recabada 
los expertos pueden encontrar pistas e indicios relacionados con el ciclo solar y el clima espacial para poder 
predecir la actividad solar y los fenómenos derivados. En particular, esperan descubrir cómo se originan las 
tormentas solares cerca de la superficie y cómo se propagan a través de la atmósfera hacia el espacio y los 
planetas. Igualmente, buscan entender el proceso por el cual el variante magnetismo de la estrella calienta la 
corona solar y desemboca en fuertes llamaradas. 
Otro de los objetivos de la misión SDO es la obtención de medidas de la irradiancia ultravioleta extrema de la 
estrella, factor fundamental en la estructura y composición de la atmósfera superior de nuestro planeta. 
En la Figura 5.2 se muestra el logo de la misión bajo el lema “Our eye on the Sun”: 
 
 
Figura 5.2 Logo Solar Dynamics Observatory [98]. 
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5.2 SDO: Instrumentos 
Situada en una órbita geoestacionaria inclinada alrededor de la Tierra y con su instrumentación dirigida hacia el 
Sol de manera continua, la nave espacial SDO [2,99] establece un flujo continuo de datos con una tasa de 130 
Mbps, lo que ha dado paso a la era del Big Data para la física solar. 
La instrumentación se divide en tres módulos principales diseñados para diferentes tareas: Atmospheric Imaging 
Assembly (AIA), Extreme Ultraviolet Variability Experiment (EVE) y Helioseismic and Magnetic Imager 
(HMI). La Figura 5.3 muestra un momento del ensamblaje en tierra, apreciándose las dimensiones, y cómo se 
integran los instrumentos en el satélite. 
A través de AIA y HMI, SDO proporciona imágenes en ultra alta definición (UHD) del Sol en 13 longitudes de 
onda diferentes, mostrando desde la superficie hasta la capa superior de la atmósfera o corona. Ambos 
instrumentos se focalizan en una longitud de onda particular, en ocasiones en dos, aunque es inevitable que las 
longitudes de onda ligeramente más cortas y largas que producen otros iones interfieran en la formación de las 
imágenes. Por otro lado, el módulo EVE aporta información a partir de las medidas de la radiación EUV.  
 
 
Figura 5.3 Imágenes del satélite SDO [95,100]. 
 
5.2.1 EVE: Extreme Ultraviolet Variability Experiment 
La función principal del Experimento de Variabilidad del Ultravioleta Extremo (EVE) es la de monitorear las 
emisiones de luz solar en la región del espectro donde, además de presentar más variaciones, resulta ser más 
impredecible: la región del ultravioleta extremo (EUV) para longitudes de onda comprendidas entre 0.1 y 105 
nm. Adicionalmente, este módulo también mide la línea más brillante del EUV ubicada en los 121.6 nm, 
conocida como línea Lyman-alpha es de gran importancia para los científicos. 
Constantemente, las 24 horas de cada día, el módulo EVE mide estas fluctuaciones con las resoluciones temporal 
y espectral más altas alcanzadas por un observatorio espacial: 10 segundos y mejor que 0.1 nm. Esto es 
importante ya que la radiación ultravioleta extrema tiene un efecto directo en la vida en la Tierra. Cuando el sol 
está activo, la radiación EUV calienta y dilata la atmósfera superior del planeta, llegando incluso a crear una 
capa de iones que, en ocasiones, puede afectar a las comunicaciones de radio y a la navegación por 
geolocalización GPS. Afortunadamente, estos fotones no alcanzan la superficie terrestre pues, con energías más 
altas que los rayos UV causantes de quemaduras solares, las consecuencias podrían ser fatales. 
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5.2.2 HMI: Helioseismic and Magnetic Imager 
Los físicos emplean este generador de Imágenes de campos Magnéticos y de Heliosismología (HMI) para 
estudiar lo que se encuentra debajo de la superficie del Sol. Para ello HMI mide las ondas que recorren la estrella 
y el campo magnético que brota a través de ella. 
Las ondas que viajan desde el interior del Sol son influenciadas por las condiciones que atraviesan, así, como 
ejemplos, la velocidad del sonido aumenta con la temperatura o la penetración de la onda depende del ángulo 
de salida. Mediante las mediciones que lleva a cabo el módulo HMI, los científicos pueden obtener datos sobre 
la temperatura, la composición química, la presión, la densidad y los movimientos del material solar en todo el 
volumen de la estrella. 
Además, como uno de los objetivos principales, HMI proporciona mediciones de la fuerza y dirección del campo 
magnético sobre el disco solar visible, información clave para la comprensión del origen del campo magnético 
y, en combinación con las mediciones del módulo AIA, de su relación con las tormentas solares.  
Una imagen de disco completo producida por el módulo HMI se muestra en la Figura 5.4, en ella se distinguen 
oscuras manchas en la zona donde los investigadores examinaban la aparición de regiones activas: 
 
 
Figura 5.4 Imagen magnetograma HMI [101]. 
 
 
5.2.3 AIA: Atmospheric Imaging Assembly 
El módulo Ensamblador de Imágenes Atmosféricas (AIA) está equipado con cuatros telescopios diseñados para 
tomar fotografías de la superficie y de toda la atmósfera solar, haciendo posible la observación del Sol con una 
calidad sin precedentes (ver Figura 5.5). Para la realización de este trabajo, son empleadas algunas de estas 
imágenes. 
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La carga continua de trabajo y el volumen de datos que proporciona AIA son, valga la redundancia, 
astronómicos. Cada aproximadamente 12 segundos, los telescopios toman 8 imágenes en alta definición (4096 
x 4096 píxeles) del disco completo del Sol, y lo hacen en diferentes longitudes de onda. 
 
Figura 5.5 Los cuatro telescopios del módulo AIA [102]. 
 
A continuación, en la Tabla 5.1 se exponen algunos detalles técnicos interesantes acerca del módulo completo 
del instrumento AIA: 
 
Tabla 5.1 Características del instrumento AIA [36]. 
Mirrors Multilayer-coated Zerodur [103] 
Primary diameter 20 cm 
Effective focal length 4.125 m 
Field of view 41 x 41 arcmin (along detector axes) 
46 x 46 arcmin (along detector diagonal) 
Pixel size / Resolution 0.6 arcsec (12x10^-6 m) / 1.5 arcsec 
CCD Detector 4096 x 4096, thinned, back-illuminated  
Detector full well 150000 electrons 
Cadence (Full-frame reeadout). All telescopes 8 wavelengths in 10 to 12 seconds 
Typical exposure times 0.5 to 3 seconds 
Mass four telescopes 112 kg 
Mass AIA electronics box 26 kg 
Mass main wiring harness 17 kg 
Instrument power 160 W 
Science Telemetry. Interface to spacecraft 67 Mbps 
Science Telemetry. Ground Capture ~ 2 Tbytes (uncompressed) per day 
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Respecto a la luz emitida por el Sol que es capaz de captar, los filtros abarcan 10 bandas de longitud de onda 
diferentes seleccionadas para revelar y poder estudiar distintos aspectos y fenómenos relacionados con la 
actividad solar. Por medio de nueve bandas focalizadas en las radiaciones del ultravioleta y del ultravioleta 
extremo, más una banda en la región del espectro de la luz visible, el módulo AIA logra la visualización de zonas 
concretas de la atmósfera del Sol, desde su superficie hasta los tramos superiores de la corona solar. 
Las imágenes proporcionadas por SDO son tomadas aprovechando la variación en las radiaciones emitidas por 
los materiales que la componen cuando se hallan en diferentes condiciones ambientales. En el caso de las 
imágenes adquiridas por AIA, la temperatura de la luz emitida por la estrella varía desde unos pocos miles de 
grados centígrados hasta la decena de millones de grados, y superior. 
La Tabla 5.2 recoge la relación entre las diferentes longitudes de onda o canales en las que opera el instrumento 
AIA, los elementos que emiten esas radiaciones y las localizaciones espaciales en la estrella donde suelen 
encontrarse: 
Tabla 5.2 Canales y transmisiones de AIA [36]. 
Canal Ión(es) primario(s) Región de la atmósfera solar 
4500 Å continuum fotosfera 
1700 Å continuum temperatura mínima, fotosfera  
304 Å He II cromosfera, región de transición 
1600 Å C IV + cont región de transición, fotosfera superior 
171 Å Fe IX corona tranquila, región de transición superior  
193 Å Fe XII, XXIV corona y plasma caliente en una llamarada solar  
211 Å Fe XIV regiones activas en la corona 
335 Å Fe XVI regiones activas en la corona 
94 Å Fe XVIII corona durante llamarada solar 
131 Å Fe VIII, XXI región de transición, corona durante llamarada solar 
 
En suma, SDO está diseño para poder observar el Sol de 13 maneras distintas, revelando cada una de ellas 
algunos aspectos acerca de los secretos que guarda el astro. A través de sus instrumentos, toma cada día más de 
70.000 instantáneas de nuestra estrella con una excelente resolución, tanto que es posible discernir detalles del 
Sol relativamente pequeños, de unos 725 kilómetros, lo que equivaldría a observar un cabello humano a 10 
metros de distancia. Todas estas instántaneas de gran calidad, y de una belleza excepcional, del Sol se agrupan 
en la Figura 5.6, desvelando la gama de colores seleccionada por los investigadores para cada una de ellas. 
 
 
Figura 5.6 Conjunto de imágenes por AIA y HMI [104]. 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
 
 
39 
6 CLUSTERING CON DIVERGENCIAS AB 
 
 
La oscuridad no existe, la oscuridad es en realidad ausencia de 
luz. 
 
Albert Einstein 
 continuación, presentamos y estudiamos los fundamentos matemáticos que, en combinación, conforman 
el algoritmo para la segmentación de imágenes que aplicamos para el fin del presente proyecto, la 
detección de regiones de interés en imágenes solares. Partiendo de sus definiciones, examinamos sus 
fórmulas, las propiedades y algunos casos particulares de interés. Finalmente, profundizamos en el propio 
algoritmo y analizamos sus características más notables y relevantes.  
6.1 Divergencias alfa-beta 
6.1.1 Definición y propiedades 
Sean dos matrices,  y P Q , de dimensiones  x I T  y con elementos,  it itp P=  y  it itq Q=  
respectivamente, estrictamente positivos, la divergencia alfa-beta o divergencia AB [3] queda definida como:  
 
 ( ) ( ), ,|| ,AB AB it it
it
D P Q d p q   =  (1.1) 
 
donde, de forma explícita para todos los valores de los parámetros  y   , 
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Las propiedades que podemos aplicar a la divergencia alfa-beta se enumeran a continuación: 
 
1) Dualidad: la permutación de los parámetros  y    supone que las matrices  y P Q  también 
permuten. 
 ( ) ( ), ,|| ||AB ABD P Q D Q P
   =  (1.3) 
 
2) Inversión: un cambio de signo en los parámetros  y    implica la inversión de cada elemento de las 
matrices  y P Q , lo que denotaremos como 
[ 1] [ 1] y QP −  − . 
 ( )    ( )1 1, ,|| ||AB ABD P Q D Q P    • − • −− − =  (1.4) 
 
3) Escalado: escalar los parámetros  y    por un mismo valor w  equivale a que los elementos de las 
matrices  y P Q  se eleven a la  w -ésima potencia y se escale, además, el valor de la divergencia por 
un factor igual a 
2
1
w
. 
 ( )    ( ), ,2
1
|| ||
w ww w
AB ABD P Q D P Q
w
    • − • −=  (1.5) 
 
Se utilizan los conceptos zoom-in, cuando 1w  y adquieren mayor peso los valores más pequeños 
que los grandes, y zoom-out, cuando 1w   y se da el caso contrario. Esto hace que la divergencia AB 
pueda ser expresada de diversas formas combinadas con distintos zooms. 
 
En cambio, si son las matrices las que son escaladas por un valor c , el resultado sería el mismo que sin 
escalar multiplicado por un factor proporcional: 
 
 ( ) ( ), ,|| ||AB ABD cP cQ c D P Q
     +=  (1.6) 
 
 
6.1.2 Casos particulares 
Un importante aspecto de las divergencias AB yace en que, para determinados valores de los parámetros α y β, 
transmutan a otras divergencias o familias de divergencias conocidas y, como consecuencia de ello, permiten 
además una interpolación suave entre numerosas divergencias. Algunos casos de mayor interés son: 
Para 0 = = , toma forma de una distancia log-euclídea ED , característica de un clasificador gaussiano, 
 ( ) ( ) ( )
20,0 1|| log || log ln ln
2
AB E it itD P Q D P Q p q= = −  (1.7) 
 
Para 0.5 = = , la divergencia AB es proporcional a la distancia Hellinger HD , 
 ( ) ( )0.5,0.5 || 4 ||AB HD P Q D P Q=  (1.8) 
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Cuando 0 + = , siendo , 0   , se obtiene una generalización de la distancia Itakura-Saito ISD  con 
alpha-zoom de sus argumentos, 
 ( )    ( ), 2 2
1 1
|| || log 1it itAB IS
it it it
q p
D P Q D P Q
p q
 
  
  
• •−  = = + − 
 
  (1.9) 
 
Con los valores 1 y 0 = =  , queda simplicada a la divergencia Kullback-Leibler KLD , 
 ( ) ( )1,0 || || ln itAB KL it it it
it
p
D P Q D P Q p p q
q
 
= = − + 
 
 (1.10) 
 
Por último, cuando se cumple que 1 + = , la divergencia alfa-beta se reduce a la divergencia Alpha AD  y, 
en cambio, cuando 1 =  a la divergencia Beta BD , 
 ( ) ( ),1 || ||AB AD P Q D P Q
  − =  (1.11) 
 ( ) ( )1, || ||AB BD P Q D P Q
 =  (1.12) 
 
Una particularidad de las divergencias AB es que son potencialmente robustas frente a ruido y errores. 
Asumiendo que Q  es una estimación de P  y que, además, es una función de un vector de parámetros  , se 
puede demostrar que: 
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donde, desglosando el logaritmo deformado, 
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Puede vislumbrarse en la ecuación, y en la Figura 6.1, el modo en que las variables  y    controlan la 
influencia de los ratios  
it
it
p
q
 en la estimación. 
Para el caso del parámetro  , involucrado en el factor de la ecuación denomiando como  -zoom por el 
logaritmo deformado de orden 1 − , permite ajustar el influjo de los valores individuales it
it
p
q
, otorgando 
mayor importancia a los valores altos o a los pequeños, con 1   y 1    respectivamente. 
Desde otra perspectiva, el parámetro   , como parte de la ecuación de la potencia del factor peso, permite 
ponderar los citados cocientes 
it
it
p
q
, dándoles mayor o menor influencia sobre el resultado. 
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Figura 6.1 Influencia de los parámetros de la divergencia α y β [3]. 
  
En conclusión, la familia de divergencias alfa-beta es una medida de similitud que abarca diversas distancias y 
divergencias, algunas de ellas mencionadas, según sea la elección de los parámetros alfa y beta, lo que le 
proporciona una gran versatilidad y causa que pueda ser aplicado en infinidad de campos. Al igual que 
caracteriza a las divergencias abarcadas, cumple con la restricción de la no negatividad y, además, resulta ser 
una medida alternativa considerablemente más potente, flexible y robusto frente a ruidos y errores. 
 
6.2 Introducción al método k-means 
El método de clustering o agrupamiento k-means es uno de los más populares para el análisis de datos, afamado 
en el campo de la minería de datos, sobre él se han realizado innumerables estudios, variaciones y ensayos. Se 
define de la siguiente manera: 
Sea X  una variale aleatoria que toma un conjunto finito de valores  
1
n T
i i
x
=
=  , el método de 
agrupamiento k-means tiene como objetivo la partición del conjunto   en k  grupos  
1
k
i i
c
=
 hallando un 
número k   de centroides  
1
k T
h h
M m
=
=  , cumpliéndose k n . 
 
Para efectuar este tipo de particiones basadas en centroides se emplean medidas de similitud, agrupando en 
clases muestras similares entre sí con la mayor discriminación interclases posible y, por lo tanto, un centroide es 
calculado generalmente minimizando un problema de optimización. Estas particiones se encuentran entre las 
técnicas más empleadas dentro de los algoritmos de aprendizaje no supervisados. 
El algoritmo de agrupamiento estandarizado es el método k-means con la heurística de Lloyd, que emplea una 
técnica de refinamiento iterativo basada en dos pasos: asignación y actualización. En el primero de ellos, se le 
asigna a cada muestra el grupo cuyo centroide es el más cercano y, en el segundo paso, se actualizan los 
centroides calculando la media aritmética de las muestras asociadas. De este modo, la partición se logra mediante 
la minimización de la suma de las distancias euclídeas al cuadrado entre cada muestra y su centroide. 
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6.3 Algoritmo k-means con divergencia alfa-beta 
Como se ha propuesto y detallado [4], consideramos el algoritmo para la resolución del agrupamiento basado 
en centroides k-means utilizando la familia de divergencias alfa-beta, el cual incluye las siguientes cualidades: 
• Ajuste de precisión mediante los parámetros de la divergencia AB, abarcando un importante conjunto 
de divergencias conocidas y ampliamente utilizadas. 
• Unificación del proceso de optimización. 
• Posibilidad de generación de fórmulas simples y cerradas para el cálculo de los centroides. 
• Convergencia a los mínimos locales para un amplio rango de valores. 
 
De la misma manera que el método k-means estándar, la finalidad es encontrar una partición de los datos en k
grupos calculando un conjunto de centroides M  con el que lograr que las divergencias alfa-beta sean mínimas 
para los valores de   y sus correspondientes centroides. En este caso concreto, cada centroide de cada grupo 
o cluster será aquel que logre optimizar minimizando el promedio de los datos asignados a cada cluster. 
A diferencia del método estándar y como una de las características destacadas del algoritmo k-means con 
divergencia alfa-beta, el procedimiento que lleva cabo la optimización para los centroides laterales se simplifica 
a una única cuestión. En un principio, estas funciones de distancias o de divergencias, no simétricas, no integran 
ciertas propiedades como la simetría de distancia y, en consecuencia, se han de considerar dos tipos de centroides 
que se obtienen al calcular la minimización en ambos argumentos, derecha (R) e izquierda (L), de la función de 
las divergencias. 
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Aplicando la propiedad de la dualidad de la divergencia AB se obtiene una relación entre los centroides laterales: 
 
( ) ( ) ( ) ( ), ,, ,, arg min || arg min || ,AB AB
h hi h i h
L R
h D AB h i AB i h h D
Dualidadm mx c x c
m D m x D x m m       
 
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dando lugar a una formulación cerrada para el cálculo de los centroides, recogida en el teorema de los centroides 
alfa-beta laterales: 
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En base a estas fórmulas del teorema se desarrolla el algoritmo que combina la técnica de agrupamiento k-means 
con la divergencia alfa-beta como medida de similitud, denominado como el algoritmo ab-k-means. 
El algoritmo ab-k-means opera de un modo similar al k-means estándar, es decir, tras realizar al inicio una 
asignación, usualmente arbitraria, de valores a los centroides, continúa con la alternancia de los pasos de 
asignación y actualización de un modo iterativo hasta converger. La diferencia radica, en primera lugar, en que 
la asignación del centroide más cercano a una muestra o dato se realiza a través de la medición de las 
divergencias AB y, en segundo lugar, en que los centroides se actualizan mediante las fórmulas del teorema de 
los centroides alfa-beta laterales, recientemente anotadas en las ecuaciones 1.18 y 1.19. 
A continuación, la Figura 6.2 muestra el pseudocódigo que recoge el procedimiento del algoritmo descrito 
mediante el uso de los centroides del tipo derecho (R). Es posible adaptar este algoritmo para realizar los cálculos 
a través de los centroides desde el lateral izquierdo (L), en cambio, gracias nuevamente a la propiedad de la 
dualidad, existe una relación entre los centroides laterales y la partición realizada por ambos métodos para hallar 
los resultados de manera sencilla y directa, partiendo, además, de la misma inicialización. En efecto, el 
comportamiento del algoritmo ab-k-means tipo izquierdo es equivalente al del tipo derecho reflejado en la línea 
que forman los valores para la divergencia AB  = . 
 , , , ,Centroides:   ; y Partición:  C
L R L RM M C       
   = =  (1.20) 
 
 
Figura 6.2 Algoritmo ab-k-means en pseudocódigo [4]. 
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En la práctica, el algoritmo finaliza imponiendo un umbral mínimo para la diferencia entre la función de costo 
de dos iteraciones sucesivas.    
Por último, otro aspecto importante es el análisis de las condiciones para la convergencia del algoritmo, las 
cuales garantizan la obtención de un conjunto óptimo de centroides que logra que la función de pérdida del 
agrupamiento en función de la divergencia alfa-beta sea mínima. Y, puesto que las divergencias no son 
necesariamente convexas en el segundo argumento, las condiciones requeridas dependen de los valores que les 
sean asignados a los parámetros  y   .  
En la siguiente Figura 6.3, la región en azul representa las distintas combinaciones de valores de los parámetros 
en las que el algoritmo converge a un mínimo local, es decir, donde la divergencia AB es siempre convexa en 
ambos argumentos, independientemente del conjunto de datos a considerar. Esta región en forma de cono 
convexo se encuentra delimitado por los trazos 1 y 1  + = = . 
No obstante, teóricamente, la región de convergencia en el plano alfa-beta es mayor y sus límites, representados 
como líneas azules en la figura, son esas líneas cuyos números asociados coinciden con los valores máximos y 
mínimos dados por /it itp q . Por esta razón, cuanto más similares sean los datos, mayor es la región de 
convergencia.  En la práctica, el algoritmo converge a un mínimo local para un amplio rango de valores ( ), 
. 
 
Figura 6.3 Análisis de la región de convergencia del algoritmo k-means con divergencia alfa-beta [4].  
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7 FUENTE DE DATOS 
 
 
Cada átomo en tu cuerpo vino de una estrella que estalló. Y, los 
átomos en la mano izquierda probablemente vinieron de una 
estrella diferente que tu mano derecha. Es realmente la cosa más 
poética que sé de la física: todos son polvo de estrellas. 
 
Lawrence Maxwell Krauss 
omo parte fundamental en la ejecución de este proyecto, en esta sección diseccionamos el conjunto de 
datos empleado para la evaluación y obtención de resultados. Partiendo desde su procedencia, pasamos a 
desglosar las partes que la componen y, finalmente, nos focalizaremos en la porción de datos que han 
tomado parte en el presente estudio, analizando en detalle su contenido y cómo se estructura. 
7.1 Introducción a los datos 
Para llevar a cabo este proyecto, se ha utilizado un subconjunto de imágenes e información extraído de un 
cuantioso repositorio de datos relacionados con las revelaciones que realiza la misión SDO de la NASA. Bajo 
el nombre LSDO (Large-scale Solar Dynamics Observatory) [5], se trata de una fuente de información de 
carácter público para la divulgación científica, recopilada por investigadores con el propósito de contribuir en 
los avances de la física solar acortando los tiempos de elaboración de otras investigaciones dedicadas al estudio 
del Sol. De hecho, con un tamaño de 284 Gigabytes, estamos ante la mayor recopilación de datos solares 
disponibles en una misma fuente, y puede descargarse en su totalidad en el enlace [105]. 
A continuación, se explica brevemente el procedimiento para la obtención de los datos (ver Figura 7.1): 
 
a) El satélite SDO transmite de manera continua las imágenes solares a la base Joint Science Operations 
Center (JSOC) en Stanford, California. 
b) Un consorcio de grupos independientes denominado Feature Finding Team (FFT), mediante módulos 
desarrollados para la obtención de características de imágenes SDO, detecta eventos solares que son 
enviados para su registro en el sistema HEK (Heliophysics Events Knowledgebase) [106]. 
c) A partir de HEK se extraen los eventos solares que forman parte de la base de datos LSDO.  
Tal y como su nombre indica, Heliophysics Events Knowledgebase es un sistema desarrollado como 
un portal de eventos y características solares de libre descarga mediante API, útiles para los 
investigadores. Además de los módulos FFT, diversas instituciones colaboran en este propósito, como 
es el caso de la prestigiosa agencia dedicada al seguimiento del clima espacial NOAA.  
d) Una vez obtenidos los eventos de interés se hace uso de la API de Helioviewer [107], desarrollada por 
la NASA con el fin de proporcionar al público las imágenes de alta definición (4.096 x 4.096 píxeles) 
tomadas del Sol en formato comprimido JPEG 2000.  
e) Por último, se incluye un archivo que contiene un listado con los diez parámetros de imagen vistos 
anteriormente calculados para cada imagen. Para llevar esto a cabo, se emplea la infraestructura SDO 
CBIR GSU, dedicado a la extracción de dichos parámetros. 
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Figura 7.1 Proceso completo de la generación de datos LSDO [5]. 
 
Teniendo en cuenta que el satélite SDO lleva funcionando en órbita casi una década, este colosal repositorio 
comprende un relativamente corto periodo de tiempo de dos años, desde el 1 de enero de 2012 hasta el 31 de 
diciembre de 2014, ambos inclusive, y está constituido por: 
I. un archivo de texto conteniendo cerca de 270.000 eventos solares y sus características temporales y 
espaciales. Al igual que este estudio, se centra exclusivamente en los siguientes fenómenos solares: 
Regiones Activas (AR), Agujeros Coronales (CH), Sigmoides (SG) y Erupciones (FL) solares. 
Con el fin de crear un conjunto de datos coherente, útil y preparado para ser usado por otros 
investigadores en futuros proyectos, todos los eventos que se incluyen debían cumplir algunas 
propiedades como:  
✓ el evento registrado debe contener información de la longitud de onda en la que se detectó,  
✓ debe haber sido detectado por alguno de los módulos FFT usando imágenes SDO/AIA, 
✓ para poder ser localizado por las aplicaciones de visión por ordenador, debe incluir las 
coordenadas del cuadro delimitador del evento.  
II. un conjunto de más de 260.000 imágenes en alta definición en formato *.jp2, tomadas por el módulo 
AIA del disco completo del Sol en diferentes longitudes de onda, suponiendo el grueso de LSDO. 
Dado que los eventos solares no son fenónemos instantáneos, sino que perduran en el tiempo y, 
mientras, el Sol sigue rotando, por cada uno de ellos se disponen de tres imágenes tomadas en los 
momentos inicial, final e intermedio del tiempo de vida del evento. 
III. por cada imagen, el correspondiente archivo de texto con los parámetros de imagen extraídos. 
Cada imagen, con una resolución espacial de 4.096 x 4.096 píxeles, es dividida en 64 x 64 celdas 
obteniendo, en suma, un total de 4.096 celdas de 64 x 64 píxeles cada una. Entonces, por cada celda se 
calculan los diez parámetros, a saber: 
Entropy, Mean, Standard Deviation, Fractal Dimension, Skewness, Kurtosis, Uniformity, Relative 
Smoothness, Tamura Contrast y Tamura Directionality. 
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Como nota aclaratoria, la discrepancia entre el número de eventos y el número de imágenes se debe a que, en 
primer lugar, tal y como se ha mencionado, se extraen tres imágenes distintas por cada evento y, en segundo 
lugar, a que es usual que varios eventos ocurran de manera simultánea. 
Como muestra de ello, no hay más que acceder a la web de Helioviewer, algo completamente recomendable, y 
comprobarlo. En la Figura 7.2, obtenida directamente de la web con fecha del día en que se redacta esta sección, 
2 de enero de 2019, se muestra la detección de hasta cinco agujeros coronales (CH) coétaneos en la imagen del 
disco visible del Sol en la longitud de onda de 193 Å captada por AIA de SDO:  
 
 
Figura 7.2 Imagen del Sol en un momento determinado obtenida en [107]. 
 
Merece mención el trabajo de depuración que llevaron a cabo los autores pues, tanto la información en bruto 
proporcionada por HEK, como las fotografías del Sol almacenadas en Helioviewer, pueden presentar errores. 
De un modo minucioso, con el afán de presentar una base fiable para futuros trabajos y libre de erratas, 
desarrollaron varias rutinas independientes con los que limpiaron y validaron todos los elementos de la base de 
datos LSDO, incluido el subconjunto que hemos empleado y que presentamos en la próxima sección. Algunas 
de estas consideraciones se listan a continuación: 
• conversión y validación del sistema de coordenadas denominado HPC a valores de píxel, 
• eliminación de elementos duplicados y de archivos dañados, 
• como una medida preventiva, fueron descartados eventos con una duración muy por encima a lo 
esperado y también aquellos que presentaban incoherencia en la datación, 
• se descartaron también aquellos eventos e imágenes cuyas dataciones comparadas distaban una de la 
otra. Esto podría suponer desplazamientos en los polígonos contenedores de los eventos, 
• y, sobre esto último, fueron eliminados los registros que contenían polígonos que se asemejaban más a 
una línea que a una superficie, pues no son adecuados en procedimientos de visión por ordenador. 
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7.2 Conjunto de datos 
El conjunto de datos (eventos grabados, imágenes del Sol asociadas y parámetros de imagen extraídos) empleado 
en la realización del presente estudio es, en realidad, una pequeña parte del titánico repositorio LSDO. 
Nuestra base de datos abarca una reducida, pero más que suficiente, ventana de tiempo de tres días, los primeros 
del año 2013. Como examinaremos, se corresponde a un intervalo de tiempo con mucha actividad solar en el 
que se registró un elevado número de eventos. Contabilizando regiones activas (AR), agujeros coronales (CH), 
sigmoides (SG) y erupciones solares (FL), la suma alcanza un total de 714 fenómenos solares a detectar como 
ROIs haciendo uso del algoritmo de agrupamiento o clustering asimétrico que hemos desarrollado en el capítulo 
anterior. 
En la Tabla 7.1 se presenta cuál es la distribución de los eventos originados en el Sol que conforman nuestra 
base de datos: 
 
Tabla 7.1 Cómputo por tipo de evento solar de la base de datos. 
Evento Solar 
Nº Total de 
Eventos 
Longitud de 
Onda 
Nº Imágenes Utilizadas / 
Evento y Canal 
 
Región Activa (AR) 169 171 Å 22 
    
Agujero Coronal (CH) 449 193 Å 15 
    
Erupción Solar (FL) 47 
 
 
 
 
131 Å 
171 Å 
193 Å 
211 Å 
304 Å 
29 
6 
6 
5 
1 
    
Sigmoide Solar (SG) 
 
49 94 Å 
131 Å 
 
26 
23 
Total 714  133 
 
 
Tal y como se explicó en la sección anterior, el número de eventos no se corresponde con el número total de 
imágenes y, yendo más lejos, aún menos con la cantidad de ellas que realmente se emplean. En nuestro caso, 
puesto que se trata de un corto periodo de tiempo de alta actividad solar con un gran número de eventos 
registrados, el subconjunto engloba un total de 714 eventos y 322 imágenes, de las cuales se manipulan 133 en 
cada ejecución del programa. 
Respecto a esto último, hay que tener presente, por un lado, que la base de datos incluye tres imágenes del Sol 
vinculadas a la duración de cada fenómeno solar registrado y, por otro lado, el hecho bastante común de que 
varios de estos fenómenos, ya sean de la misma o distinta naturaleza, coexistan y, por tanto, hayan sido 
localizados e identificados en una misma imagen.  
La siguiente tabla, Tabla 7.2, recapitula en base a las distintas longitudes de onda, tanto el número de eventos 
recogidos como el número de imágenes asociadas que, junto a los archivos de texto con las características de 
cada una de estas instantáneas tomadas por el módulo AIA de la misión SDO de la NASA, conforman el 
conjunto de datos de este proyecto. 
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Tabla 7.2 Resumen de imágenes y eventos solares de la base de datos. 
Longitud 
de Onda 
Nº Imágenes 
Utilizadas 
Nº Imágenes 
Utilizadas x 3 
Nº Imágenes incluidas / 
Longitud de Onda 
94 Å 26 78 59 
131 Å 52 156 135 
171 Å 28 84 66 
193 Å 21 63 44 
211 Å 
 
5 15 15 
304 Å 1 3 3 
Total 133 399 322 
 
 
También se aprecia el hecho de que cada uno de los cuatro eventos que aquí estudiamos se manifiestan de un 
modo más evidente en una longitud de onda concreta. Por ello, la mayor parte de los eventos registrados se 
corresponden a los canales 94, 131, 171 y 193 Å, a los que los expertos vienen relacionando, y en este orden, 
los distintos fenómenos vinculados al Sol: sigmoides solares (SG), llamaradas solares (FL), regiones activas 
(AR) y agujeros coronales (CH). 
La siguiente imagen, Figura 7.3, ha sido extraída de la base de datos, a propósito, incluida también en LSDO, 
empleada por los investigadores en el artículo sobre aplicar las ténicas de aprendizaje no supervisadas para la 
detección de ROIs en imágenes solares. Resulta muy ilustrativa por el modo en que, en una única imagen, se 
muestra e identifica una considerable cantidad de eventos de naturaleza solar: agujeros coronales, sigmoides, 
una erupción solar, multitud de regiones activas, además de filamentos (FI) y manchas solares (SS). 
 
 
Figura 7.3 Identificación de múltiples eventos solares [108]. 
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De manera extensible a la base de datos original LSDO, nuestro conjunto de datos se organiza partiendo de un 
directorio raíz, que denominamos TFG Imágenes Solares, en el que encontramos (ver Figura 7.4): 
• un archivo de texto bajo el nombre sample_event_records donde se recopilan los 714 eventos solares y 
sus características, información obtenida directamente de HEK o incluida por los autores, 
• un segundo archivo de texto denominado sample_event_file_name_paths que contiene las rutas para 
llegar a las carpetas donde se ubican cada una de las imágenes, 
• y, por último, el directorio SDO en donde se organizan las imágenes acompañadas de los archivos con 
los resulados de los parámetros de imagen. Como se muestra en la figura inferior, para llegar a ellos 
hemos de ir accediendo a diferentes carpetas según las siguientes características: 
- el módulo SDO que obtuvo la imagen que, en nuestro caso, es únicamente AIA, 
- la longitud de onda en la que se captó la imagen, de las que disponemos seis diferentes, 
- y, finalmente, la fecha. Aquí el año y el mes sólo toman los valores 2013 y 01. 
 
 
 
 
Figura 7.4 Organización del conjunto de datos [Elaboración propia]. 
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Como punto final a este capítulo, presentamos de manera oficial, pues a lo largo del proyecto se han ido 
mostrando, el asombroso aspecto de las imágenes captadas en diferentes frecuencias del espectro 
electromagnético con las que hemos trabajado. Además, con el fin de afianzar la afirmación de que se trató de 
un periodo de mucha actividad solar, durante el cual se produjo un inusual aumento de fenómenos en el Sol, 
vamos a realizar una comparación visual con imágenes del Sol tranquilo. Para ello, hemos adquirido de 
Helioviewer fotografías del Sol en dos puntos distintos en el tiempo: uno dentro de los tres primeros días de 
enero del año 2013, como en nuestra base de datos, y otro en el que el astro presente poca actividad solar. 
Esta primera secuencia de imágenes simultáneas del Sol, Figura 7.5, muestra a la activa estrella en un mismo 
instante dentro del periodo de tiempo en el que llevamos a cabo nuestras pruebas. Concretamente fueron tomadas 
por el instrumento AIA del satélite SDO el día 2 de enero de 2013 a las 15:46:05 horas. 
 
 
Figura 7.5 Secuencia de fotografías del Sol en 2013 [107]. 
 
En cambio, la secuencia de la Figura 7.6 muestra cómo vemos el Sol cuando éste presenta muy poca actividad. 
Entre estas imágenes y las anteriores hay una separación de seis años, pues estas se han tomado el día 4 de enero 
de 2019, y resulta indiscutible la diferencia en la apariencia del Sol según su grado de actividad. 
 
 
Figura 7.6 Secuencia de fotografías del Sol en 2019 [107]. 
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8 DESARROLLO SOFTWARE 
 
 
Bien sé que soy mortal, una criatura de un día. Pero mi mente 
sigue los serpenteantes caminos de las estrellas. Entonces mis pies 
ya no pisan la tierra. 
 
Claudio Ptolomeo, “Almagesto”, s.II 
n este capítulo subimos a bordo del proceso de elaboración del programa, el cual ha sido desarrollado para 
organizar y dar forma a los disintos elementos, junto a toda la información descrita e ilustrada, con el 
propósito de obtener una consistente resolución de nuestro estudio. Como en un viaje interestelar, partimos 
de un entorno concreto y de un esbozo del plan de vuelo a seguir, proseguimos analizando toda referencia útil, 
afrontando retos, realizando pruebas, aplicando conocimientos y tomando decisiones hasta alcanzar la meta. 
8.1 Entorno de trabajo 
Todos los experimentos se han llevado a cabo sujetos al uso del siguiente hardware y software: 
• Sistema Operativo Windows 10 Home de 64 bits, 
• 4 GB de memoria RAM, 
• procesador Intel® Core™ i3-2356M CPU @ 1.40 HGz 
• MATLAB R2016a 
8.2 Idea principal 
En las siguientes líneas mostramos el procedimiento seguido para el desarrollo del trabajo y la obtención de los 
resultados. La metodología llevada a cabo se basa en ejecutar de manera consecutiva el programa desarrollado 
que, de manera secuencial, aplica el algoritmo de agrupamiento por clases o clustering con la familia de 
divergencias alfa-beta que aquí testamos para la segmentación de imágenes solares, con el fin de detectar 
regiones de interés. 
La idea principal es efectuar un bucle reiterativo cada vez que se ejecuta el programa: 
- Consultar el registro de eventos solares acontecidos durante el período de observación. 
- Leer la imagen del Sol de alta resolución, en escala de grises, que contiene el fenómeno solar. 
- Obtener los parámetros estadísticos de la imagen. 
- Aplicar el algoritmo para la segmentación por agrupamiento por clases. 
- Extracción de la ROI. 
- Cuantificación y evaluación de resultados. 
 
Dicho procedimiento se resume mediante un diagrama de flujo en la Figura 8.1 en la siguiente página. 
 
E 
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Figura 8.1 Diagrama de flujo del procedimiento [Elaboración propia]. 
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8.3 Desarrollo del programa 
En primer lugar, antes de entrar en el análisis de las distintas tareas que, en conjunto, conforman el programa 
desarrollado y de exponer algunas de las dificultades encontradas y las decisiones que se fueron adoptando en 
base a diversas pruebas, es primordial ajustar las condiciones del punto de partida cuando se ejecuta el programa. 
Así, en cada consecución, la primera tarea que se lleva a cabo es la asignación de valores a los parámetros alpha 
y beta, propios de la divergencia AB empleada en el algoritmo de clustering k-means, y también al parámetro k, 
indicador del número de clusters o de clases. Mientras que los dos primeros irán tomando valores dentro del 
rango de valores que hemos preestablecido para la investigación [-1, 1], asignaremos el valor k = 8 tal y como 
introdujimos en el capítulo sobre el estado del arte, exceptuando algún caso experimental. 
Además, para terminar la puesta a punto, se inicializan a valor nulo otras variables: contadores (del total de 
eventos procesados, de cada uno de los diferentes eventos…), variables auxiliares y variables en las que se 
almacenan los resultados obtenidos en la evaluación del método propuesto, tanto por evento individual como 
los globales.  
A continuación, tras abrir el archivo de texto sample_event_records.txt en el que se encuentran registrados los 
distintos eventos, da comienzo la ejecución cíclica descrita anteriormente para cada uno de los 714 eventos 
solares contenidos, concluyendo al alcanzar el final de dicho documento. 
 
8.3.1 El evento en imagen 
El primer paso dentro del citado bucle principal del programa es la extracción de información del evento solar 
en cuestión, con el fin de crear la ruta a seguir hasta el directorio de la imagen del Sol en la cual se manifiesta el 
fenómeno. La organización de las imágenes y demás archivos se muestra en la Figura 7.4 dentro del capítulo 
sobre el conjunto de datos usado en este proyecto.  
La Figura 8.2 se corresponde a la captura de un evento aleatorio almacenado en el archivo de eventos y, en las 
líneas siguientes, se desglosa la información que contiene: 
 
Figura 8.2 Extracto del archivo de eventos sample_event_records.txt [5]. 
 
Y el listado de atributos: 
- el primero de ellos, un largo código alfanumérico que se denomina KB Archive ID, identifica de manera 
única los eventos registrados en Heliophysics Events Knowledgebase (HEK), 
- las siglas del final de la misma línea identifican el tipo de fenómeno solar: AR, CH, SG o FL. 
- fecha y hora que marcan el inicio y el final del evento, 
- longitud de onda o canal, 
- POLYGON da paso a los valores de los cuatro puntos del polígono contenedor del evento en 
coordenadas píxel, acorde al estándar Open Geospatial Consortium (OGC), 
- los tres siguientes atributos son los nombres de archivo, para imagen y parámetros de imagen, en los 
momentos inicial, intermedio y final del evento, 
- y el último, el cual identifica el módulo FFT que reportó el evento a HEK. 
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Tras almacenar las líneas de texto que de manera unívoca caracterizan a un evento, son extraídos los siguientes 
atributos con el fin de construir la ruta completa de directorios donde se localiza la imagen: canal, año, mes, día 
y nombre de archivo. En cuanto a este último, seguimos el criterio de optar por la primera de las tres opciones, 
referente a la fotografía del Sol que capta el inicio del evento y, en caso de no encontrarse, se procedería a la 
siguiente opción, hecho que ocurre en contadas ocasiones en esta base de datos. Seguidamente, mostramos el 
trozo de código que lo gestiona: 
 
ruta_completa=strcat(Ruta_ppal,'\SDO\AIA\',canal_evento,'\',anio_even
to,'\',mes_evento,'\',dia_evento,'\',nombre_evento); % Ruta completa. 
 
 if exist ([ruta_completa,'.jp2']) % Si existe el archivo … 
      I = imread([ruta_completa,'.jp2']); % … se lee la imagen.  
      LecturaCorrecta = 0; % Para salir del bucle lectura de imagen. 
 elseif sta_mid_end < 3 
      sta_mid_end = sta_mid_end+1; 
 else 
      error ('Error: No existe ninguno de las 3 imágenes del 
evento.\n'); 
 
   end % Fin del bucle if. 
La función de recorrer las tres opciones de lectura de imagen la realiza la variable auxiliar sta_mid_end que, 
precisamente, debe su nombre a los tiempos de inicio (start), intermedio (middle) y final (end) vinculados al 
evento solar en concreto. Así se refleja además en la extracción del atributo: 
 % Nombre de la imagen. A priori escoge el tiempo inicial (sta_mid_end = 0). 
nombre_evento=cellevento{1}{17+sta_mid_end}; 
A modo de ejemplo, respecto al evento extraído en la Figura 8.2, estaríamos ante al menos una región activa 
que surgió la madrugada del primer día del año 2013 a las 03:04:00 horas y finalizó a las 07:04:00 horas. Este 
fenómeno solar fue captado en la longitud de onda de 171 Å y para su visualización en la Figura 8.3 disponemos 
de las tres siguientes imágenes asociadas que, aunque a simple vista parecen ser idénticas, fueron tomadas en 
momentos relativamente distantes en el tiempo (03:03:59 h – 05:03:59 h – 07:04:11 h): 
 
Figura 8.3 Fotografías inicial, intermedia y final de un evento solar [5]. 
 
Para terminar esta parte del programa, haciendo un poco de memoria, cuando desgranamos la información y 
expusimos los archivos de los que disponíamos, vimos que la base de datos consta de otro archivo de texto con 
la información de la ruta para cada imagen *.jp2. No obstante, como hemos podido comprobar, no se hace uso 
de tal documento en este desarrollo ya que, ante la necesidad de extraer algunos de los atributos de las 
descripciones de los eventos, resultaba ser información redundante. 
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8.3.2 Características estadísticas 
Una vez se ha cargado correctamente la imagen, pasaríamos a dividir los 4.096 x 4.096 píxeles de los que consta 
cada imagen en celdas de 64 x 64 píxeles y calcular en cada una de ellas los diez parámetros de imagen referidos 
anteriormente: entropía, media, desviación estándar, dimensión fractal, skewness, kurtosis, uniformidad, 
suavidad relativa y, finalmente, direccionalidad y contraste de Tamura. Estos parámetros han sido validados 
previamente y utilizados con éxito en trabajos con imágenes solares. 
Este procedimiento queda plasmado en la Figura 8.4, la cual se corresponde con una ilustración extraída de uno 
de los artículos referentes para la elaboración de este trabajo, donde se muestra dicha división de la imagen como 
una superposición sobre ésta de una cuadrícula formada por cuadrados idénticos y, a la derecha, la lista de 
resultados obtenidos al calcular los diez parámetros característicos de imagen en una de las celdas.  
 
 
Figura 8.4 Ejemplo de extracción de características de una celda [109]. 
 
En cambio, abriendo un breve paréntesis dentro de la explicación del programa desarrollado, tras todo el trabajo 
dedicado a la implementación del procedimiento descrito y a la elaboración e investigación acerca de estos diez 
parámetros de imagen específicos, fueron realizadas varias pruebas con distintas imágenes aleatorias y, 
seguidamente, comparados los resultados obtenidos con los que se incluyen en la base de datos para cada una 
de las instantáneas, observándose que había discrepancia para algunos de los parámetros. 
Un dato muy esclarecedor provenía del parámetro mean, el cual, de manera trivial, calcula la media entre los 
valores de todos los píxeles incluidos en la muestra en cuestión, por lo que, a priori, no debería darse el caso de 
que estos valores no fueran idénticos para cada una de las celdas y para cada una de las imágenes. 
Más allá de esto, los resultados destacaban que la diferencia existente entre las muestras no era arbitraria, por 
consiguiente, llegamos a la conclusión de que las mismas imágenes que aquí usamos fueron sometidas a un 
preprocesamiento no descrito en los textos dentro del programa que proporcionó los resultados de los parámetros 
de imagen que, finalmente, podemos encontrar dentro de la base de datos. 
En este punto y contemplando las opciones, tomamos la decisión de hacer uso de los datos incluidos como parte 
de la base de datos por los siguientes motivos: 
 
i. Evitar posibles errores. Algunos de estos parámetros debían ser adquiridos a través de portales web y, 
según la fuente, podrían existir diferentes versiones en la implementación de un mismo parámetro. 
Además, aún tratándose de fuentes de carácter científico fiables, cabe la posibilidad de que no estén 
libre de errores. 
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ii. Mayor fiabilidad de los resultados que obtengamos. Por el hecho de trabajar con datos obtenidos gracias 
al trabajo de profesionales y especialistas cualificados y con experiencia en este área de investigación. 
Por otra parte, al ser publicado para la divulgación científica y ser accesible por otros investigadores, 
las conclusiones que pudiéramos sacar de este proyecto podrían ser de utilidad para otros trabajos. 
iii. Todo esto supone además una considerable disminución del coste computacional y un ahorro en el 
tiempo de ejecución, un aspecto importante a tener en consideración en toda aplicación.   
 
Retomando el desarrollo del programa y considerando lo que acaba de quedar expuesto, la extracción de las 
características estadísticas de las imágenes queda reducida a la lectura de los datos contenidos en los archivos 
de texto asociados a cada una de las imágenes, los cuales además comparten nombre y localización dentro del 
directorio de carpetas. De este modo, la ruta para llevar a cabo la lectura de los parámetros de imagen es la 
misma que obtuvimos y usamos anteriormente en la lectura de la imagen correspondiente. 
A modo de muestra, en la Figura 8.5 se adjunta tras estas líneas un extracto del contenido de uno de los citados 
documentos de texto asociado a una de las imágenes de la base de datos. Cada línea de datos contiene la siguiente 
información para cada una de las celdas de 64 x 64 píxeles en las que se subdivide la imagen:  
• los dos primeros valores localizan la celda con el número de fila y el número de columna que, a causa 
de la subdivisón de las imágenes, toman valores desde el 1 hasta el 64. De aquí la información relevante 
es el orden que se ha seguido celda a celda que, como puede apreciarse, son recorridas fila por fila y de 
izquierda a derecha. 
• El resto de los valores se corresponden a los resultados de calcular los diez parámetros de imagen en 
cada celda, estos son: entropía, media, desviación estándar, dimensión fractal, skewness, kurtosis, 
uniformidad, suavidad relativa, direccionalidad de Tamura y contraste de Tamura. 
 
 
Figura 8.5 Extracto del archivo de parámetros asociados a una imagen [5]. 
 
El fin de obtener tal cantidad de valores de los parámetros de imagen es el de poder aplicar de manera efectiva 
el algoritmo de agrupamiento asimétrico para la detección de las distintas regiones de interés. Para ello, como 
vamos a poder analizar seguidamente, es necesario agrupar todos estos valores en una matriz de dimensiones 
4.096 x 10, que equivalen a las 4.096 celdas que componen la imagen original y a los 10 distintos parámetros 
de imagen.  
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Por último, el código correspondiente a este tramo del programa se agrupa en las líneas de código que siguen a 
este párrafo. Cabe mencionar que, en los casos en los que distintos eventos solares registrados comparten una 
misma imagen o captura del fenómeno, simultáneos éstos a priori, el programa evita volver a extraer los 
resultados de los diez parámetros de imagen mediante la sentencia condicional situada al comienzo del extracto 
de código. De igual manera y por el mismo razonamiento de ahorro de tiempo y de procesamiento, se 
economizaría también el tener que volver a ejecutar el algoritmo correspondiente al método de clustering. 
 
% Comparación: mismo nombre de evento = misma imagen y parámetros. No 
se ejecutarían las líneas dentro de la sencuencia condicional. 
if ~strcmp(nombre_evento,nombre_evento_anterior) % Si son distintos… 
    fichero_param=fopen([ruta_completa,'.txt'],'r'); % Lectura .txt 
    Matriz_param=zeros(4096,10); % Inicializa matriz de parámetros. 
    i=0; % Puntero a fila de la matriz de parámetros. 
    % Lee una línea del fichero de texto y pasa a la siguiente: 
    linea_param = fgetl(fichero_param); 
    while ischar(linea_param) % Mientras no termine el fichero (= -1) 
        if ~isempty(linea_param) % Evita leer espacios vacíos. 
           i=i+1; % Incrementa puntero (fila desde el 1 al 4096).  
           % Escanea la línea en un cell que contiene un cell 12x1: 
           cellparam=textscan(linea_param,'%s'); 
           % Bucle que almacena en la fila i-ésima de la matriz de 
           la matriz de parámetros los parámetros (obvia fila y col): 
           for j = 1:10 
               Matriz_param(i,j)=str2num(cellparam{1}{j+2}); 
           end 
        end 
           linea_param = fgetl(fichero_param); % Línea siguiente. 
    end % Fin del bucle while de lectura del fichero de parámetros. 
 . . . 
 
8.3.3 Segmentación k-means con divergencia AB y extracción de la ROI 
Antes de proceder con la segmentación es de gran importancia que, para un correcto empleo del algoritmo en 
cuestión, nos cersioremos de que los datos que le pasemos como argumento de entrada se compongan 
únicamente de valores positivos. Por ello, mediante unas breves líneas de código, los valores nulos y negativos 
de los parámetros de imagen son reemplazados por un valor positivo e ínfimo, igual a una millonésima. 
Una vez hecho esto, procederíamos a la aplicación del algoritmo de agrupamiento por clases, o clustering, con 
divergencias alfa-beta, denominado kmeans_ab_epsilon. La siguiente línea de comando muestra la llamada a 
esta función dentro del programa, con los correspondientes argumentos de entrada. 
 
cidx = kmeans_ab_epsilon (Matriz_param, k, alpha, beta, 'replicate', 
4, 'maxiter', 50, 'start', 'sample'); 
Dentro de los parámetros de entrada a la función encontramos, de izquierda a derecha: 
• la matriz de parámetros estadísticos de imagen, es decir, los datos sobre los que trabajar, 
• seguidamente, los parámetros k (número de clases o clusters) y alpha y beta (variables para el cálculo 
de la divergencia AB), los cuales se fijan al inicio del programa, 
• y, por último, los argumentos replicate (número de veces que se va a ejecutar el método inicializando 
los centroides asignados a cada clase), maxiter (número máximo de iteraciones hasta lograr que el 
cálculo de los centroides converja) y start (método usado para inicializar los centroides por cada 
ejecución del algoritmo), acompañados éstos de los valores que se les desea asignar. 
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Como ya se mencionó con anterioridad y como parte de una misma cadena, basándonos y ayudándonos de los 
resultados logrados por científicos y expertos en la materia, quedan fijados algunos criterios: 
• El número de clases a la hora de segmentar las imágenes toma siempre el valor k = 8. 
• La elección de los parámetros característicos de imagen, como se ha justificado.   
 
Adicionalmente, para la inicialización de los centroides utilizamos el método denominado sample, mediante el 
cual son escogidos arbitrariamente un número k de valores de entre los datos de entrada Matriz_param. 
Llegados a este punto en el desarrollo software, es conveniente realizar una pequeña pausa para hacer una 
consideración acerca de la matriz de datos, la cual pasamos como entrada al algoritmo de segmentación. Como 
se ha ido desarrollando, se trata de una matriz compuesta por 4.096 filas y 10 columnas, correspondiente este 
último valor a los 10 parámetros estadísticos de imagen enumerados en varias ocasiones. Pues bien, cada 
columna, es decir, cada parámetro formado por 4.096 valores se puede redimensionar en una matriz de 64 x 64 
y formar así una imagen. Dicho de otro modo, cada columna de datos constituye una imagen, de menor 
resolución por aquello de la división en celdas de 64 x 64 píxeles, de la fotografía original desde puntos de vista 
matemáticos distintos, como se muestra en la Figura 8.6: 
 
 
Figura 8.6 Heatmap 64 x 64 de cada parámetro de imagen [108]. 
 
Por el mismo razonamiento, la serie de datos que se obtienen a la salida del algoritmo kmeans_ab constituyen 
igualmente una imagen de 64 filas y 64 columnas, que denominaremos como idx_evento. Sin embargo, a 
diferencia de las imágenes vinculadas a los diferentes parámetros característicos de imagen, los datos de salida 
de la segmentación únicamente pueden tomar 8 valores distintos. Recordemos que el objetivo, a groso modo, 
del algoritmo de clustering es agrupar, o más bien clasificar, los datos de entrada en un número de clases igual 
al valor de k. 
Tras esta reflexión, y con los resultados de haber realizado la segmentación sobre la imagen del evento solar en 
cuestión, debemos localizar dicho fenómeno solar dentro de la imagen resultante idx_evento para poder llevar a 
cabo la evaluación de nuestro algoritmo. Para ello se hace uso de las ground truth labels o etiquetas de 
verificación de campo, información útil recopilada para el análisis y la contrastación de resultados.  
De modo que, del mismo archivo de eventos sample_event_records.txt, se obtienen las coordenadas del cuadro 
delimitador del evento, es decir, cuatro parejas de coordenadas en píxeles que encierran el fragmento de la 
imagen donde está ubicado el fenómeno solar, es decir, la región de interés o ROI. En realidad, estos puntos 
sobre la imagen forman generalmente un cuadrilátero irregular y, por simplicidad y a semejanza de otros 
artículos referentes, nosotros trabajaremos con regiones de interés regulares, así sean cuadrados o rectángulos, 
los cuales denominamos segmentos. 
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En la Figura 8.7 se realiza una comparativa visual entre una ground truth label (en amarillo) y el correspondiente 
segmento (en rojo) sobre la imagen de alta resolución original (izquierda) y la imagen de 64 x 64 resultante de 
la segmentación (derecha). 
 
 
Figura 8.7 Comparativa entre etiqueta de verificación y segmento. 
 
 
No obstante, siguiendo con la línea de eficiencia y fiabilidad presente durante todo el proceso, fueron varios los 
factores que se valoraron y estudiaron con el fin de disipar cualquier duda antes de seguir avanzando, de los 
cuales destacamos los dos siguientes: 
 
• La primera cuestión consistía en la determinación de aplicar con la mayor eficacia posible el algoritmo 
de clustering asimétrico kmeans_ab. Por cada uno de los eventos, había la opción de tomar como 
parámetro de entrada una matriz de parámetros de dimensiones 4.096 x 10 y, entonces aplicar la 
segmentación una sóla vez, o existía también la opción de aplicarlo diez veces, usando como entrada 
cada vez un vector columna correspondiente a cada parámetro. 
En el primer caso, estaríamos calculando la división en clases minimizando las distancias en un espacio 
p-dimensional, donde p es igual a el número de parámetros, o bien, podríamos hallar los centroides en 
los distintos espacios unidimensionales formados por los valores de cada parámetro para, 
posteriormente, tratar de lograr una óptima clasificación a partir de las informaciones arrojadas.  
 
• El otro aspecto que decidimos abordar está directamente relacionado con el punto del desarrollo del 
programa en el que nos encontramos, es decir, con los cuadros delimitadores de eventos solares. Hay 
que destacar que dichos cuadros delimitadores, o bounding boxes como se nombran en el repositorio, 
han sido validados previamente, descartando aquellos que por sus características pudieran ser de poca 
o ninguna utilidad en el campo de la visión artificial y siendo también contrastados con las imágenes 
correspondientes para su verificación. 
Esta información, imprescindible en la concepción de este artículo y que se encuentra dentro de nuestra 
fuente de datos, proporciona las coordenadas, en píxeles, de las etiquetas de verificación, pero, para el 
tamaño de la imagen original de 4.096 x 4.096 píxeles. Por lo tanto, es necesario adaptar esos valores a 
las dimensiones de 64 x 64 píxeles de la imagen segmentada, como queda reflejado en la Figura 8.7, y 
para conseguirlo, por proporcionalidad, basta con dividir dichos valores por 64. 
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Aquí la discrepancia se hallaba en valorar hasta qué punto podríamos estar alterando la información tras 
llevar a cabo la división para la adaptación de las coordenadas, que obviamente han de tomar un valor 
entero, además de predeterminar un criterio a la hora de extraer cada ROI o segmento asociado a cada 
evento. 
Entonces consideramos las siguientes alternativas: o bien conseguir maximizar el tamaño del segmento 
o, la otra opción, sencillamente redondear las cifras resultantes al valor entero más cercano. En la 
primera opción, por el hecho de abarcar mas píxeles con el fin de no perder ninguno de los que han sido 
clasificados como parte del evento solar, podríamos estar también añadiendo ruido en forma de falsos 
positivos y mermar los resultados. Y en caso de redondear, cabría la posibilidad de que en algunos 
eventos sucediera esto mismo o también todo lo contrario. 
Como apoyo en la comprensión del problema que se expone, en la Figura 8.8 se representa el sistema 
de coordendas que emplean las imágenes, en el cual el orden de las columnas de píxeles asciende hacia 
la derecha y, en el caso de las filas, asciende hacia abajo, localizándose el primer píxel en la esquina 
superior izquierda. 
 
Figura 8.8 Estructura en píxeles de una imagen digital [110]. 
 
 
A fin de resolver ambas cuestiones decidimos realizar unas pruebas y sacar conclusiones a partir de los 
resultados. Para ello ejecutamos el código completo del programa con los 714 eventos que componen nuestra 
base de datos y combinando las alternativas expuestas. Y, aunque los parámetros que usamos para evaluar los 
resultados obtenidos son presentados en líneas próximas, la resolución era evidente: 
 
✓ La diferencia entre simplemente redondear las coordenadas y maximizar el cuadro delimitador de los 
eventos para las imágenes segmentadas de 64 x 64 píxeles es prácticamente nula, la variación es del 
orden de centésimas. 
 
✓ Se consigue mayor optimización agrupando, independientemente unos de otros, los parámetros 
estadísticos de imagen en única una matriz como datos de entrada al algoritmo de segmentación. 
Además de requerir un menor coste de tiempo y procesamiento, la probabilidad de acierto es mayor y 
la de error es considerablemente inferior, tal y como se muestra en la gráfica de resultados del ensayo.    
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La Figura 8.9 muestra en una gráfica los resultados de las pruebas realizadas: 
 
 
Figura 8.9 Resultados del ensayo para diferentes modos de procedimiento. 
 
 
Para concluir, ampliando la Figura 8.7 mostrada anteriormente obtenemos la imagen que se aprecia en la Figura 
8.10. A esta escala es fácil de constatar que se está produciendo un fenómeno solar en la fotografía original 
(izquierda), el cual se halla además correctamente encuadrado por la etiqueta de verificación y por el segmento, 
que en este caso son muy similares. Asimismo, en la imagen segmentada (derecha), constituida por los valores 
de los píxeles agrupados, se puede observar una buena aproximación de dicho fenómeno. De este modo, 
analizando los diferentes píxeles y las ROIs, queda reflejada la disyuntiva que hemos tratado acerca de la 
importancia de proporcionar segmentos de una manera óptima. 
 
 
Figura 8.10 Comparativa ampliada entre etiqueta de verificación y segmento. 
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8.3.4 Cuantificación y evaluación de resultados 
Una vez hemos extraído el segmento contenedor de un fenónemo solar determinado, cuyas dimesiones serán 
completamente variables, calcularemos la destreza y la eficacia de haber aplicado el algoritmo de clustering k-
means con la familia de divergencias alfa-beta mediante la siguiente metodología de evaluación, la cual fue 
empleada en el fundamental estudio de aplicar técnicas de aprendizaje no supervisadas en imágenes solares: 
 
1) Medición del nivel de superposición de las celdas etiquetadas con un mismo valor, correspondiente éste 
a un determinado valor del centroide predominante en el segmento, contra el conjunto de celdas 
contenidas por la etiqueta de verificación, las cuales, teóricamente, constituyen un evento solar.   
 
    % Nº de celdas en el segmento: 
    N_celdas_seg=numel(segmento); 
    % Centroide mayoritario en el segmento: 
    cluster_ppal=mode(segmento(:)); 
    % Nº de celdas con valor igual al cluster_ppal en el segmento: 
    N_cluster_ppal_seg=histc(segmento(:),cluster_ppal); 
    % Ecuación 1: Correct_Overlap. Superposición dentro del segmento: 
    Correct_overlap=N_cluster_ppal_seg/N_celdas_seg; 
 
2) A fin de determinar el nivel de eficiencia del algoritmo, computamos también los falsos positivos, es 
decir, la cantidad de celdas que han sido asignadas con el centroide principal, identificador del fenómeno 
solar, que se encuentran en el resto de la imagen segmentada de 64 x 64 píxeles o celdas. El resultado 
de este cómputo no proyecta información relevante acerca de la capacidad de segmentación del 
algoritmo ya que, como es común, un método no supervisado producirá una cantidad considerable de 
falsos positivos. No obstante, será de utilidad para el cálculo de la siguiente magnitud. 
Además, debemos tener en consideración que, como ya es sabido y lo hemos verificado en la base de 
datos, varios eventos solares pueden acontecer de manera simultánea o simplemente coexistir durante 
un intervalo de tiempo en nuestro inmenso Sol, ya sean de misma naturaleza o no, por lo que no es 
completamente acertado hablar de falsos positivos o de errores como tales. 
 
    % Nº de celdas fuera de la ROI: 
    N_celdas_out=4096-N_celdas_seg; 
    % Nº de celdas fuera de la ROI con valor igual al cluster_ppal: 
    N_cluster_ppal_out= 
            histc(idx_evento(:),cluster_ppal)-N_cluster_ppal_seg; 
    % Ecuación 2: Error_Overlap. Falsos positivos en la imagen: 
    Error_overlap=N_cluster_ppal_out/N_celdas_out;  
 
3) Por último, con los resultados de las dos ecuaciones anteriores calculamos la proporción o ratio, 
aportándonos información acerca del número de celdas que han sido apropiadamente etiquetadas frente 
a la cantidad de celdas que ha sido etiquetada, de manera relativa, erróneamente. 
 
    % Ecuación 3: Rate. Ratio de superposición correcta y errónea: 
    Rate=Correct_overlap/Error_overlap; 
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De este modo, el programa ha alcanzado el objetivo de obtener, y haber almacenado debidamente, para uno de 
los eventos solares los resultados de los tres parámetros con los que poder analizar la realidad de emplear el 
algoritmo k-means con la familia de divergencias AB para su identificación. 
En la Figura 8.11 se exponen las ecuaciones de la metodología de evaluación de los resultados descrita en uno 
de los artículos referentes más influyente en este proyecto: 
 
 
Figura 8.11 Ecuaciones para la evaluación de los resultados [1]. 
 
 
Entonces, los resultados se van almacenando evento a evento según su naturaleza (regiones activas, erupciones 
solares, agujeros coronales y sigmoides), información obtenida del archivo de texto de los eventos, luego se 
actualizan contadores y, finalmente, el programa procedería a la lectura del siguiente evento solar. Aquí termina 
el bucle iterativo que se comentó al comienzo de capítulo y que, por cada ejecución del programa, debe 
ejecutarse línea a línea para cada uno de los 714 episodios solares registrados en nuestra pequeña base de datos.          
Finalmente, el programa desarrollado a lo largo del capítulo calcula e imprime por pantalla, mediante una tabla 
(ver Figura 8.12), los valores medios logrados en porcentaje de aciertos, porcentaje de errores y ratio entre 
ambos, según el tipo de evento y, por último, para el cómputo total. 
Como se muestra en la captura, este proceso obtiene los resultados para unos determinados valores de los 
parámetros alpha y beta, fijados éstos al inicio del programa. Para llevar a cabo un análisis del resultado de usar 
el método k-means con divergencias alfa-beta para la segmentación de ROIs en imágenes solares, repetíriamos 
el mismo proceso para los diferentes valores de dichos parámetros. 
 
 
Figura 8.12 Impresión por pantalla en MatLab de los resultados globales. 
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9 RESULTADOS EXPERIMENTALES 
 
 
Deseaba ser teólogo, pero ahora me doy cuenta a través de mi 
esfuerzo de que Dios puede ser celebrado también por la 
astronomía. 
 
Johannes Kepler 
al y como se titula, en este capítulo vamos a realizar diversas pruebas experimentales haciendo uso del 
programa desarrollado para este proyecto. Aplicando los diferentes conceptos y fundamentos que hemos 
ido analizando, estudiando y exponiendo durante la memoria y, a través de la información que vayamos 
obteniendo, alcanzaremos un resultado final. 
9.1 Presentación de los resultados 
Tomando como referencia la metodología para la evaluación de resultados del artículo base [1], nuestra medición 
de la efectividad en la detección de regiones de interés en imágenes solares se computa en base al grado de 
solapamiento, a nivel de píxel, con el área de la imagen que encierran las etiquetas de verificación o ground truth 
labels proporcionadas por la base de datos.  
En disposición de un mayor criterio, además de cuantificar porcentualmente la cantidad de verdaderos positivos, 
determinada por cierto valor del grupo o cluster predominante en el interior de la ROI, son calculados y tomados 
en consideración los falsos positivos y el valor resultante de la proporción entre ambas medidas o ratio. Las 
formulaciones de estos tres parámetros han sido presentadas y justificadas en el capítulo anterior, subsección 
8.3.4 Cuantificación y evaluación de resultados.  
A través de la elaboración de tablas y gráficas que hemos utilizado para recopilar los resultados de ejecutar 
nuestro programa informático, proyectamos el impacto de asignar distintos valores a los parámetros alpha y 
beta, pertenecientes ambos a las divergencias AB que emplea el algoritmo kmeans_ab. En principio, el rango 
de valores seleccionados para la experimentación abarca el intervalo [-1, 1] a pasos de 0.5 puntos, para los dos 
parámetros. Los resultados que se plasman para cada par de valores (alpha, beta), corresponden al valor medio 
logrado tras haber sido ejecutado el algoritmo para los 714 eventos que forman parte de la base de datos de 
nuestro estudio, por lo tanto, no se hace distinción para cada tipo de fenómeno solar.  
En la Tabla 9.1 mostramos el tipo de cuadro resumen que empleamos para el caso específico de los porcentajes 
de aciertos o verdaderos positivos (en azul), no obstante, es similar para la medida porcentual de errores o falsos 
positivos (en rojo) y para los ratios entre ambas magnitudes (en verde). 
 
α \ β -1 -0,5 0 0,5 1 
-1           
-0,5           
0           
0,5           
1           
Tabla 9.1 Ejemplo de tabla (vacía) de resultados. 
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La Figura 9.1 muestra cómo varía el rendimiento del algoritmo utilizado para la segmentación de una misma 
imagen usando diferentes valores de los parámetros alfa y beta. En este caso concreto, alpha y beta tomaron los 
valores (0, 0) y (1, 1) para las imágenes resultantes del centro y de la derecha de la figura, respectivamente. Si 
nos fijamos bien en las imágenes, las tres encierran en un recuadro verde un evento solar identificado y localizado 
a partir de la imagen original y del bounding box correspondiente. Sin embargo, en las imágenes segmentadas 
los contenidos de los recuadros delimitadores no desvelan la misma información. En el primer caso todos los 
píxeles contenidos toman un único valor e incluso podría afirmarse que desborda y, en la otra imagen, ese mismo 
grupo de píxeles, aunque con distinto valor asignado, queda reducido y en el interior del recuadro verde puede 
contabilizarse más de un valor de píxel o de cluster. De hecho, llevando a cabo una evaluación más generalizada 
de las imágenes, las diferencias son notables e incluso podemos adivinar cuál de ellas muestra, a priori, mayor 
similitud a la información contenida en la imagen primitva. 
A modo de recordatorio, las dimensiones de la imagen original (4.096 x 4.096 píxeles) son, en realidad, 
diferentes a las de las imágenes que presentan la segmentación (64 x 64 píxeles o celdas). 
 
 
Figura 9.1 Imagen SDO original (izquierda) e imágenes segmentadas con alfa y beta diferentes.  
 
 
9.2 Primera aproximación 
Tal y como hemos mencionado anteriormente, realizamos las pruebas para tratar de detectar con fiabilidad 
regiones de interés en las imágenes solares SDO modificando los valores de los parámetros alfa y beta en el 
intervalo [-1, 1], incrementando a razón de media unidad en cada ejecución.  
La Tabla 9.2 muestra los resultados obtenidos para el porcentaje de píxeles, o celdas, correctas. Por celda 
correcta nos referimos al solapamiento existente entre la ROI segmentada por medio del método de 
agrupamiento kmeans_ab y la etiqueta de referencia o ground truth label del fenómeno solar. 
 
α \ β -1 -0,5 0 0,5 1 
-1 60,27889 59,8107 56,42988 55,2727 60,65065 
-0,5 58,41465 60,19434 56,22266 59,49095 72,68299 
0 58,40818 58,40458 62,16318 73,72804 72,91373 
0,5 57,86466 59,21191 73,67423 72,84421 66,50297 
1 59,3121 72,12032 71,85471 68,42203 64,58115 
Tabla 9.2 Porcentajes de aciertos en la primera aproximación. 
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A la vista de la tabla de resultados, destacamos estas interesantes observaciones: 
 
• Los mejores resultados en el plano (alfa, beta), resaltados en la Tabla 9.2 con cifras que logran superar 
el 70 % de solapamientos de celdas correctos, se obtienen para una región de valores de los parámetros 
alpha y beta comprendidos entre las rectas alpha + beta = 0 y alpha + beta = 1. 
La primera recta se corresponde con una generalización de la distancia Itakura-Saito (Ecuación 1.8, 
subsección 6.1.2) y la segunda de identifica con la divergencia Alpha (Ecuación 1.11, subsección 6.1.2). 
La Figura 9.2 representa este escenario: 
 
Figura 9.2 Representación de las distancias en el plano AB [3]. 
 
• Dentro del plano formado por las rectas anteriores, los resultados óptimos, ligeramente superiores al 
resto, se encuentran justo en medio, es decir, en la recta alpha + beta = 0.5. De hecho, se encuentran los 
únicos porcentajes referentes a solapamientos correctos que sobrepasan el 73 %, obtenidos con (0, 0.5) 
y (0.5, 0). 
• Otras medidas de similitud conocidas como la proporcional a la distancia de Hellinger (alpha = beta = 
0.5) se encuentran entre los mejores resultados. 
• Para alpha = beta = 1, la popular distancia euclidiana, los resultados no son destacables. 
• El comportamiento de las divergencias Beta, dadas para alpha = 1 y variando beta, se refleja en la 
Figura 9.3, logrando valores aceptables en torno al origen del plano alfa-beta. 
 
 
Figura 9.3 Solapamientos correctos con las divergencias Beta. 
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A fin de tener una vision más amplia y poder llegar a unas conclusiones más certeras acerca de la eficacia y el 
alcance de nuestro estudio, también contabilizamos y analizamos los falsos positivos en la imagen segmentada. 
Como justifican en el estudio en el que se lleva cabo esta metodología de evaluación, la medición de los llamados 
falsos positivos, o porcentaje de errores, no aporta suficiente información por sí sola ya que cualquier método 
no supervisado producirá una considerable cantidad de ellos, sin embargo, resulta útil a la hora de determinar la 
proporción de celdas que hay clasificadas como falsos positivos frente a las que se han sido agrupadas 
correctamente dentro de la ROI. 
Asumiendo que los valores que vamos a obtener son peores que los reales, la Tabla 9.3 registra los distintos 
porcentajes de errores conseguidos, considerando como error los falsos positivos generados por el proceso de 
segmentación. 
Hasta donde alcanza nuestro estudio, la lectura que podemos llevar a cabo es que cuanto mayor sean los valores 
de los parámetros de la divergencia alfa-beta, menor será la cantidad de falsos positivos producidos por el 
algoritmo de clustering asimétrico kmeans_ab. Se observa que los resultados se reducen notablemente a partir 
de la recta alpha + beta = 0.5 consiguiendo aproximarse al 10 %, y alcanzando la cifra más pequeña, 
efectivamente, cuando ambos parámetros son igual a la unidad. 
 
α \ β -1 -0,5 0 0,5 1 
-1 24,68369 25,26151 20,77705 20,03026 19,83866 
-0,5 24,29803 25,77438 20,30139 18,51098 13,46135 
0 21,97129 22,04799 21,80884 13,91953 10,80875 
0,5 23,77872 17,75737 13,89857 10,7196 10,03109 
1 17,52262 12,76727 10,88162 10,83739 10,02163 
Tabla 9.3 Porcentajes de errores en la primera aproximación. 
 
 
Por último, en esta primera aproximación, añadimos la Tabla 9.4 con ratios de las dos magnitudes anteriores, 
donde se resaltan aquellos que sobresalen llegando a sobrepasar los 6 puntos. Como es congruente por la 
combinación de las trayectorias, las proporciones resultantes siguen una línea de incrementos cuando nos 
aproximamos a la unidad en ambos parámetros de la divergencia, compartiendo con los porcentajes de errores, 
lógicamente, el mencionado salto en las cifras en la recta alpha + beta = 0.5. 
Destaca el máximo local situado en el par (0.5, 0.5), punto en el que la familia de divergencias alfa-beta 
transmuta a una medida de similitud proporcional a la distancia de Hellinger. Este caso fue resaltado también 
anteriormente por encontrarse dentro de la región del plano alfa-beta donde los resultados para los solapamientos 
correctos son significativamente mejores. 
 
α \ β -1 -0,5 0 0,5 1 
-1 2,442054 2,367661 2,715971 2,75946 3,057195 
-0,5 2,40409 2,335433 2,7694 3,213819 5,399383 
0 2,658387 2,648975 2,850366 5,296734 6,745806 
0,5 2,433464 3,334498 5,300848 6,795425 6,629686 
1 3,384883 5,648844 6,603311 6,313518 6,431341 
Tabla 9.4 Ratios de la primera aproximación. 
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9.3 Rumbo establecido 
A la luz de los resultados obtenidos en la primera aproximación y con la intención de afinar las futuras 
conclusiones, nos disponemos a examinar más profundamente la zona de nuestra área de trabajo perteneciente 
al plano alfa-beta en la que se hallan los valores más significativos, es decir, aquellos que hemos remarcado en 
las tablas de resultados anteriores. 
En las pruebas anteriores, en la zona en la que asignamos a alpha y a beta únicamente valores mayor o igual a 
cero, encontramos los valores máximos que marcan un punto inflexión en los porcentajes de aciertos, incluida 
la interesante recta alpha + beta = 0.5. Además, como hemos analizado, en la misma región se produce una 
reducción progresiva de los porcentajes de errores cuando se tiende a (1, 1) y, en torno al par (0.5, 0.5), se hallan 
mejores ratios. De modo que ejecutamos de nuevo el programa para aplicar el clustering con divergencias AB 
para valores de los parámetros comprendidos en [0,1] pero usando intervalos más pequeños e igual a 0.25.  
En general, este nuevo experimento se asemeja a hacer un zoom a la zona de interés en las tres tablas anteriores, 
por lo tanto, encontramos un escenario razonablemente similar (simetría en los resultados, máximos y restos de 
valores parecidos, etc.), con la diferencia de que ahora tenemos mayor cantidad de cifras significativas. Esto 
significa, según criterio propio, más valores superiores al 70 % en los solapamientos correctos, cercanos al 10 
% para los falsos positivos y por encima de los 6 puntos en la relación acierto-error. 
Asimismo, hallamos interesantes nuevas combinaciones (alfa, beta) y logramos ampliar la visión con la 
introducción de los pasos intermedios. A continuación, adjuntamos las Tablas 9.5, 9.6 y 9.7 con los resultados 
de esta segunda aproximación: 
 
α \ β 0 0,25 0,5 0,75 1 
0 62,16 64,80973 73,73 75,43682 72,91 
0,25 63,8825 72,73905 73,60255 72,61004 70,31044 
0,5 73,67 74,94527 72,84 68,42034 66,5 
0,75 74,36806 72,08982 70,1509 67,93573 65,56584 
1 71,85 70,02033 68,42 65,04626 64,58 
Tabla 9.5 Porcentajes de aciertos en la segunda aproximación. 
 
α \ β 0 0,25 0,5 0,75 1 
0 21,81 16,67255 13,92 12,22467 10,81 
0,25 16,1806 13,21712 11,83701 11,32684 10,52635 
0,5 13,9 12,64455 10,72 10,27317 10,03 
0,75 12,73715 11,47142 10,84178 10,74596 10,17994 
1 10,88 10,99658 10,84 10,05477 10,02 
Tabla 9.6 Porcentajes de errores en la segunda aproximación. 
 
α \ β 0 0,25 0,5 0,75 1 
0 2,85 3,887211 5,3 6,17087 6,75 
0,25 3,948091 5,503397 6,218004 6,410444 6,679472 
0,5 5,3 5,927082 6,8 6,660101 6,63 
0,75 5,838673 6,284296 6,470425 6,321976 6,440688 
1 6,6 6,367467 6,31 6,469196 6,43 
Tabla 9.7 Ratios de la segunda aproximación. 
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Lo más llamativo y revelador lo encontramos en la Tabla 9.5 ya que, al haber realizado el zoom, los resultados 
óptimos para la medida de solapamientos correctos se sitúan para valores de la recta alpha + beta = 0.75, la cual 
no se consideraba en el caso anterior. Como caso concreto, el nuevo máximo se obtiene para los parámetros 
alpha = 0 y beta = 0.75 y supera el 75 % de aciertos. El resto de las observaciones siguen siendo válidas para 
esta tabla de resultados. Respecto a las otras dos magnitudes la situación no ha variado. 
A partir de esta segunda resolución, el siguiente paso sería seleccionar bajo alguno de los criterios la 
combinación de los parámetros alfa y beta que mejor se adapte a los objetivos y necesidades del campo de 
aplicación. En este proyecto, consideramos que prevalece el criterio de lograr el mayor número de solapamientos 
correctos entre la ROI segmentada por el programa y el femómeno solar localizado en las etiquetas de 
verificación. Es por ello que, de manera justificada, ahondamos en algunos de los resultados en la siguiente 
sección. 
 
9.4 Profundizando en los resultados 
Tras los últimos resultados podríamos realizar una valoración acerca de la idoneidad de emplear métodos de 
clustering asimétricos con la familia de divergencias AB, pero, con el propósito de establecer unos resultados 
completamente fiables y reales, procedemos a efectuar otra batería de pruebas sobre nuestra base de datos. Antes 
de proceder al experimento, argumentamos los fundamentos para profundizar y extender los resultados.  
En el capítulo 8, donde desarrollamos y explicamos detalladamente el programa elaborado, hicimos mención a 
los argumentos de entrada maxiter y replicate del algoritmo kmeans_ab, los cuales han de ir acompañados del 
valor que deseemos asignarles. En las evaluaciones anteriores, primera y segunda aproximación, el método de 
agrupamiento estaba configurado para un máximo de 50 iteraciones por aplicación y para ser ejecutado 
únicamente 2 veces en cada escenario, es decir, para cada nueva entrada Matriz_param a la función. Para llevar 
a cabo esta elección debemos considerar lo siguiente: 
1. Por cuestión de ahorro, tanto de tiempo como de procesamiento, los valores han de ser adecuados.  
2. El algoritmo k-means, basado en un procedimiento iterativo, asegura la convergencia a un mínimo local 
y la solución final alcanzada depende de su inicialización. Para minimizar la influencia ejercida por la 
inicialización se hace uso de la opción replicate, lanzándose varias veces el algoritmo, el cual selecciona 
la solución cuya función de coste final es menor. 
 
Con el fin de valorar los citados parámetros, realizamos una serie de ensayos con la base de datos al completo y 
alpha y beta tomando el valor unidad. Las siguientes gráficas recogen la resolución del experimento, en cuanto 
a porcentajes de aciertos (Figura 9.4) y porcentajes de errores y ratios (Figura 9.5), en el cual las distintas 
pruebas abarcan desde una aplicación más ligera del algoritmo (máximo de 50 iteraciones y 2 ejecuciones) hasta 
otra que consideramos bastante meticulosa (máximo de 1.000 iteraciones y 10 ejecuciones). 
 
 
Figura 9.4 Porcentajes de aciertos variando argumentos de entrada. 
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Figura 9.5 Porcentajes de errores y ratios variando argumentos de entrada. 
 
Los diferentes resultados globales muestran, por un lado, una gran similitud entre todas ellas, en especial para 
las medidas porcentuales de celdas segmentadas erróneamente y para las proporciones acierto-error y, en 
segundo lugar, que no es necesario asignar a numiter y replicate valores tan altos y, por lo tanto, tan costosos 
computacionalmente, pues basta con un máximo de 100 iteraciones y 4 réplicas para lograr una solución 
fidedigna y robusta frente a errores.  
Con la elección de estos valores para los parámetros de entrada de la función de clustering asimétrico 
conseguimos, lógicamente, mayores probabilidades de lograr unos mejores resultados, pero también evitar los 
poco abundates casos en los que con 50 iteraciones como máximo el algoritmo no lograra converger de manera 
óptima en alguna de las réplicas, especialmente para valores negativos de los parámetros alpha y beta, debido a 
que supone la inversión de los argumentos de la divergencia. 
Para afianzar todo este razonamiento mostramos una captura de pantalla del programa en ejecución, Figura 9.6, 
haciendo uso de los últimos valores seleccionados, es decir, 100 iteraciones y 4 réplicas. A medida que es 
ejecutado todo el código desarrollado en el anterior capítulo para cada evento solar registrado en la base de datos, 
el software, a razón de línea por evento, va imprimiendo por pantalla los siguientes datos: 
✓ El número de evento. Si la línea comienza con la palabra ahorro significa que distintos eventos solares 
se localizan en una misma imagen y, tal y como explicamos anteriormente, el código está diseñado para 
detectar esa situación y eludir, entre otras tareas, segmentar la misma imagen de nuevo. 
✓ Los resultados de las tres magnitudes usadas para evaluar el agrupamiento: solapamientos correctos en 
la ROI, errores o falsos positivos en la imagen segmentada y ratio entre estas dos cifras. 
✓ El valor del cluster principal asignado al evento dentro de la ROI. 
 
Figura 9.6 Captura de pantalla durante la ejecución del programa. 
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Con esta información podemos afimar que la segmentación llevada a cabo es realmente precisa, pues para 
eventos solares de la misma naturaleza registrados y visibles en una misma imagen, podemos ver en la Figura 
9.5 que han sido segmentados con la asignación del mismo valor de grupo o cluster. 
Por ejemplo, en la captura, tras la ejecución del algoritmo kmeans_ab para segmentar la imagen asociada al 
evento número 17, se le ha sido asignado como cluster principal en la ROI el número 4, de los k = 8 posibles, al 
igual que a los siguientes eventos numerados del 18 al 26, los cuales se encuentran localizados en la misma 
imagen. Por el mismo razonamiento, y puede comprobarse, no estamos además ante un caso aislado y, aunque 
esto no ocurre para todos lo casos, sí es lo más habitual en este estudio. 
Una vez finalizado el análisis de los citados argumentos de entrada de la función kmeans_ab, continuamos 
profundizando en los resultados sujetos a los valores de los parámetros de la divergencia alfa-beta, entradas 
también de la misma función. De modo que, por el criterio que obedece a conseguir el mayor porcentaje de 
aciertos posible por encima de las otras dos magnitudes empleadas para la evaluación de resultados, focalizamos 
la atención en los resultados de la Tabla 9.5.  
En ella observamos las cuatro cifras más altas obtenidas en cuanto a aciertos, asociadas a las parejas de valores 
(0.75, 0), (0.5, 0.25), (0.25, 0.5) y (0, 0.75), las cuales conforman la relevante recta alpha + beta = 0.75. A fin 
de obtener una mejor solución, ejecutamos el programa para las cuatro parejas de valores alfa y beta destacadas, 
ampliando a 100 el número máximo de iteraciones y a 4 el número de réplicas, de tal modo que se reduce la 
influencia de la inicilización en la solución óptima del algoritmo ab-k-means. La Tabla 9.8 contiene los distintos 
resultados de esta prueba: 
 
α β Correcto (%) Error (%) Ratio 
0,75 0 75,6139 13,1632 5,744340 
0,5 0,25 75,92291 12,97588 5,851080 
0,25 0,5 75,79358 12,54023 6,044034 
0 0,75 76,244 12,43827 6,129791 
Tabla 9.8 Resultados finales. 
 
Finalmente, el resultado global logrado y las conclusiones alcanzadas en la segunda batería de ensayos siguen 
siendo válidos. 
Estos últimos resultados más optimizados varían de manera casi inapreciable respecto a los anteriores. El dato 
más significativo denota un pequeño incremento, en torno al 1 %, en los porcentajes de aciertos. Concretamente, 
el mejor resultado, logrado de nuevo para alpha = 0 y beta = 0.75, alcanza ahora un valor igual a el 76,244 %.  
Adicionalmente, las proporciones finales entre las celdas clasificadas como ROIs, y solapadas además con las 
etiquetas de verificación, y las celdas clasificadas como falsos positivos, rondan los 6 puntos, lo que significa 
que los centroides seleccionados son muy efectivos para determinar la vecindad de los parámetros de imagen 
contenidos en la etiqueta de verificación. 
Aunque en este proyecto nos regimos por otro criterio, cabe recordar el estudiado caso alpha = 0.5 y beta = 0.5 
en el que se obtuvo de ratio 6.8 puntos y que, además, proporciona resultados incluidos entre los mejores para 
las magnitudes porcentuales de acierto y de error. 
 
Para concluir, nuestro enfoque de aplicar clustering asimétrico para la detección de ROIs en imágenes solares, 
haciendo uso de la familia de divergencias alfa-beta y clasificando los datos en 8 grupos diferentes, ha resultado 
ser adecuado, en cuanto a buenos resultados y a procesamiento, para tal propósito. 
 
 
 
  Detección de Regiones de Interés en Imágenes Solares mediante Clustering Asimétrico 
 
 
 
77 
10   
CONCLUSIONES Y LÍNEAS FUTURAS 
 
 
Oh Sol, // cristal paterno, // horario // y poderío, // progenitor 
planeta, // gigante // rosa rubia // siempre // hirviendo de fuego, // 
siempre // consumiéndote // encendido. 
 
Pablo Neruda, “Oda al Sol”, 1975  
l objetivo marcado al comienzo del presente proyecto era, fundamentalmente, ser capaces de desarrollar 
un programa informático eficiente y eficaz para detectar automáticamente regiones de interés o ROIs en 
imágenes solares.  
 
Durante la preparación y elaboración de todo el proyecto nos hemos basado, principalmente, en el método 
propuesto como parte del estudio de emplear técnicas de aprendijaze no supervisadas para la detección de ROIs 
en imágenes pertenecientes al campo de la física solar, pero, tal y como indica el título de este trabajo, aplicando 
el método de clustering asimétrico, el cual hace uso de la familia de divergencias conocida como divergencias 
alfa-beta. 
Existe en la actualidad una gran dedicación por parte de investigadores en este campo de investigación que han 
elaborado diversos estudios que han servido de referencia para este proyecto, como Juan M. Banda y Rafal A. 
Angryk, autores del artículo principal y de otras investigaciones realizadas también referentes, además de otras 
múltiples publicaciones y fuentes de información recogidas en las referencias. 
Adicionalmente, hemos llevado a cabo un importante trabajo de investigación acerca de diferentes materias 
implicadas, desde el estudio del Sol y la física solar hasta las medidas matemáticas de similitud, como son las 
distancias y divergencias con las que trabajamos. 
 
En base a toda la información recabada, la realización de este proyecto, los distintos retos afrontados y, 
finalmente, a la luz arrojada por los resultados obtenidos podemos realizar algunas afirmaciones. 
Para empezar, el programa desarrollado consigue, de manera eficiente, resultados optimistas para la detección 
de regiones de interés en imágenes solares. 
Más allá de esto, las imágenes usadas, proporcionadas por el módulo Atmospheric Imaging Assembly (AIA) de 
la misión SDO, pueden contener cuatro tipos de eventos solares diferentes, los cuales, además, pueden presentar 
múltiples localizaciones, tamaños y formas, y dentro del rango de escala de grises. Teniendo en cuenta estas 
condiciones, hemos comparado las ROIs segmentadas por nuestro algoritmo de clustering asimétrico con las 
ground truth labels que, de manos de expertos, localizan los eventos solares en las imágenes del Sol, y los 
resultados han sido satisfactorios. 
El resultado final alcanzado (Tabla 9.8), para la medición del nivel de solapamiento entre las celdas clasificadas 
de las ROIs y la etiqueta de verificación, hemos obtenido un porcentaje de aciertos máximo que se eleva a un 
76 % para alpha = 0 y beta = 0.75. Para estos valores además se obtiene un buen resultado para la medida de 
los falsos positivos (12 %) y, por tanto, para la proporción entre ambas magnitudes (6.12 puntos). 
 
 
E 
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También sacamos las conclusiones siguientes: 
 
✓ La versatilidad de las divergencias alfa-beta hace que sea posible trabajar con diversas distancias 
conocidas variando, simplemente, los valores de los parámetros, logrando así resultados óptimos en 
diferentes escenarios.   
✓ El enfoque empleado proporciona notables resultados para un amplio rango de valores de los 
parámetros de la divergencias alfa y beta, como puede comprobrase en las tablas de porcentajes de 
aciertos Tabla 9.2 y Tabla 9.5. 
✓ La mejor proporción acierto-error (Tabla 9.7) se consigue para alpha = beta = 0.5 que da lugar a una 
medida de similitud proporcional a la distancia de Hellinger. Cuenta con buenos resultados también 
para las medidas porcentuales de acierto y de error. 
✓ El programa desarrollado está capacitado para detectar regiones de interés en imágenes solares de 
manera automática. 
 
 
En líneas futuras relacionadas con el uso del clustering asimétrico con divergencias alfa-beta: 
 
• En la misma línea de este proyecto, podrían obtenerse mejores resultados empleando más de 
un cluster en la detección de fenómenos solares. En [1] abordaron este enfoque determinando, 
como parte de una ROI, las celdas agrupadas en dos centroides distintos que se encontraran 
solapadas con las etiquetas de verificación, consiguiendo un mayor porcentaje de 
solapamientos correctos, aunque también un leve empeoramiento en la proporción acierto-
error. 
• Probar a usar otros parámetros característicos de imagen positivos como el código LBP (Local 
Binary Pattern) para texturas u otros cálculos de dimensiones fractales más actuales, entre otras 
posibilidades. 
• Como futuro proyecto, podría resultar interesante ajustar de manera personalizada los 
parámetros de las divergencias alfa-beta para la detección óptima de cada tipo de fenómeno 
solar. 
• A partir de los buenos resultados para la detección de ROIs, el método propuesto puede ser útil 
en el desarrollo de sistemas de recuperación de imágenes (CBIR) basados en regiones, en los 
que logran reducir el espacio de búsqueda en lugar de realizarla de forma exhaustiva en toda la 
imagen. 
• Otra línea investigación en la que este procedimiento podría ser beneficioso es el seguimiento 
espacio-temporal de eventos solares [111]. 
 
 
Por último, con las nuevas misiones espaciales que están por venir o que son recientes, como la sonda de la 
misión Parker Solar Probe [112] de la NASA enviada a estudiar el Sol de cerca, ¿quién sabe qué retos nos 
deparan? 
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AIA: Atmospheric Imaging Assembly / Atmospheric Image Assembly 
API: Application Programming Interface 
AR: Active Region 
CBIR: Content-Based Image Retrieval 
CC: Chain-Code 
CH: Coronal Hole 
CME: Coronal Mass Ejection 
ESA: European Space Agency 
EUV: Extreme Ultraviolet 
EVE: Extreme Ultraviolet Variability Experiment 
FFT: Feature Finding Team 
FL: (Solar) Flare 
HEK: Heliophysics Events Knowledgebase 
HMI: Helioseismic and Magnetic Imager 
JSOC: Joint Science Operations Center 
LSDO: Large-scale Solar Dynamics Observatory 
LWS: Living With a Star 
MBR: Maximal Bounding Box 
NASA: National Aeronautics Space Agency 
NMF: Nonnegative Matrix Factorization 
NOAA: National Oceanic and Atmospheric Administration 
OGC: Open Geospatial Consortium 
ROI: Region Of Interest 
SDO: Solar Dynamics Observatory 
SG: (Solar) Sigmoid 
SOHO: Solar and Heliospheric Observatory 
STEREO: Solar Terrestrial Relations Observatory 
UAI / IAU: Unión Astronómica Internacional / International Astronomical Union 
UHD: Ultra-High Definition 
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