of signals over overcomplete dictionaries shows state-of-art results in lots of applications. Though the problem is NP-hard, approximate solutions are proposed based on a wide variety of techniques. In this paper, we propose a method over a learned dictionary based on nonparametric methods for this problem. The structure follows the two steps of normal dictionary learning procedure. In one step we fix the dictionary and learn the sparse coefficient vector based on Bayesian nonparametric variable selection, while in the other step we minimize the objective based on the dictionary with the coefficient vector fixed by matrix-inversion free procedure.
I. INTRODUCTION
Sparse representation of signals over overcomplete dictionaries shows state-of-art results in signal processing, compression, and feature extraction [1] , [2] . Suppose y Dx (1) where D is a m× k matrix which is called dictionary and || · || 0 is the sparsity measure that counts the number of nonzero coefficients. Though the problem is NP-hard, approximate solutions are proposed based on a wide variety of techniques. The dictionary D in the sparse representations can either be chosen as a pre-specified set of functions, such as Wavelets [3] , Curvelets [4] , or designed by adapting its content to fit a given set of signal examples. A pre-specified dictionary is high structured and leads to fast numerical implementations, with the drawback of inflexibility to adapt the representation to the data. The second approach suggests using machine learning techniques to infer the dictionary from a set of examples. Dictionary learning [5] , [6] is the process of finding a dictionary in which a given set of training samples has sparse representations or approximations. In traditional dictionary learning, one often starts with some initial dictionary and finds sparse Manuscript approximations of the set of training signals while keeping the dictionary fixed. This is followed by a second step in which the sparse coefficients are kept fixed and the dictionary is optimized. The altering evaluation runs for a specific number of alternating optimizations or until a specific approximation error is reached. Dictionary learning produces much finer-tuned dictionaries compared to the pre-specified approaches, and performs better results in applications. However, the generation of an unstructured dictionary and the evaluation of the sparse approximation are significant computational challenge.
A simple method for dictionary generation is to add two or more orthogonal bases. Blockwise orthogonality can then be exploited to find the sparse approximation [7] . However, the dictionary model itself is relatively restrictive, and its training algorithm shows somewhat weak performance. Another famous Gabor dictionary [1] designs a dictionary with sampling the parameters of an analytic function. These designed dictionaries are efficient when we have some a priori information about the signal"s generative model. In the method of optimal directions(MOD) [8] , the best dictionary is found using the pseudo inverse of, followed by renormalization of each atom. This normalization step can increase the total approximation error. The K-SVD method [9] keeps the support of the coefficient vectors fixed in the dictionary update step. Updates for each atom are found as the best normalized elementary function that matches the error. M.Zhou [10] firstly proposed a dictionary learning method based on nonparametric models. They modeled the sparse approximation problem with beta process and the dictionary was modeled with a Gaussian distribution with the means and the covariance matrix, which are updated during the inference. The paper did not give enough proven to the inference procedure, and the experiment results did not show a pleasant performance.
In this paper, we follow the two steps of normal dictionary learning procedure. In one step we fix the dictionary and learn the sparse coefficient vector based on Bayesian nonparametric variable selection, while in the other step we minimize the objective based on D with X fixed by matrix-inversion free procedure. The structure is based on a sparsity model of the dictionary atoms over nonparametric methods, which leads to a flexible dictionary representation. Combine the feature of image denoising problem, fast Gibbs sampling algorithms are shown. This paper is organized as follows. We begin in Section II with a description of dictionary learning problem. In Section III, we consider the task of training the dictionary for examples by the nonparametric method and analyze the inference of the model. Simulation results are provided in Section IV. We summarize and conclude in Section V.
II. PROBLEM STATEMENT
Classical dictionary learning techniques consider a finite training set of signals Y = [y 1 , ..., y n ] in mn   and optimize the empirical cost function
where D in mk   is the dictionary, each column representing a basis vector, and l is a loss function such that l(y,D) should be small if D is "good" at representing the signal y. The number of samples n is usually large, whereas the signal dimension m is relatively small. In general, we also have kn  , and each signal only uses a few elements of D in its representation. The convex sets of matrices with bounded Frobenius norm [11] 
where C F is a constant and the convex set of matrices with bounded column norm,
where d i is the ith column of the dictionary D and C C is a constant.
In practice, one is usually not interested in the minimization of the empirical cost f n (D) with high precision, but instead in the minimization of the expected cost
where the expectation is taken relative to the probability distribution p(y) of the data.
III. BAYESIAN METHODS FOR SPARSE DICTIONARY LEARNING
The problem of minimizing the empirical cost fn(D) can be rewritten as a joint optimization problem with respect to the dictionary D and coefficients x, which is not jointly convex, but convex with respect to each of the two variables D and x when the other one is fixed [12] . We use the block relaxation technique to solve the problem [11] , that is, in one step we fix D and minimize the coefficients x, while in the other step we minimize the objective based on D with x fixed. This alternating minimization continues until the algorithm converges to an accumulation point.
A. Sparse Coding
With the fixed dictionary D, the image denoising problem is described as
where y is n×1, D is an n×p matrix, x is a p×1 vector of unknown regression coefficients, and σ is an unknown positive scalar. We follow the Bayesian variable selection approach [13] , [14] , which is similar to the variable selection methods. The variable selection problem arises when there is some unknown subset of the predictors with regression coefficients so small that it would be preferable to ignore them. We index each of these possible 2 p subset choices by the vector
is small or large, respectively. Following [15] , we model the uncertainty underlying variable selection by a mixture prior
which can be conditionally specified as follows:
where *   is a diagonal and R  is a correlation matrix.
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/     and   is set constant in this paper which leads to reasonable results in our experience.
Then each component of x is modeled as a mixture of normals 2 * 2 * 01 ( | , ) (1 ) (0, ) (0, )
When the data supports 0 i   over 1 i   , then x i is probably small enough so that d i will not be needed in the model. Then the marginal distribution of x i given  is ** 01 ( | ) (1 ) ( , 0, ) ( , 0, ) Margin out of x and σ from ( , , | ) 
B. Update the Dictionary
We alternate between the updates of D and x, minimizing over one while keeping the other variable fixed. We have chosen to follow the matrix-inversion free procedure of Mairal [12] for updating the dictionary. For natural image International Journal of Computer and Electrical Engineering, Vol. 4, No. 4, August 2012 patches, the dictionary elements are usually constrained to be in
The update of dictionary amounts to performing 2 21 1 TT 11 arg min || || || || 2 11 arg min ( Tr( ) Tr( )) 2 [12] shows an online algorithm to update each column of the dictionary by 2 
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C. Gibbs Sampling
The Gibbs sampler is very widely applicable to a broad class of Bayesian problems has sparked a major increase in the application of Bayesian analysis. Rather than calculate all 2 p posterior probabilities in p(  |y), which would involve the same kind of computational burden we originally sought to avoid, Gibbs sampler is used here to generate a sequence x 1 , ..., x m , which in many cases converges rapidly. Such a sequence can be obtained quickly and efficiently, with far less effort than required to compute the entire posterior. This is because that x with highest probability will also appear most frequently and hence will be easiest to identify. Those x that appear infrequently or not at all are simply not of interest and can be disregarded.
To generate an Gibbs sequence 
Next, the variance j  is obtained by sampling from 
Finally, the vector  j is obtained by sampling from
which can be calculated by equation (11) . By repeated successive sampling, the Gibbs sequence is obtained. It follows from [16] that the subsequence is a homogeneous ergodic Markov chain that converges geometrically to its unique stationary distribution. A practical consequence of this property is that as the length of the subsequence is increased, the empirical distribution of the realized values of  will converge to the actual posterior p(  |y). The proposed algorithm is shown in Fig. 1 . International Journal of Computer and Electrical Engineering, Vol. 4, No. 4, August 2012 IV. EXPERIMENT RESULTS
In this section we demonstrate the results achieved by applying the above methods on several test images. The tested images, as also the tested noise levels, are all the same ones as those used in the denoising experiments reported in [17] , in order to enable a fair comparison. 
V. CONCLUSION
This work has presented Bayesian nonparametric method for sparse dictionary learning, whose results have a state-of-the-art performance in image denoising. The proposed method is based on local operations and involves nonparametric sparse coding of each input signals, corresponding with the dictionary updating. The experiments have shown that a dictionary trained on patches of the noisy image itself performs very well.
In the experiments, the dictionary used was of size 64 × 256, designed to handle image patches of size 8 × 8 pixels (n = 64, k = 256). The redundant DCT dictionary was used as an initialization. The stopping rule was an average error passing a threshold, chosen empirically to be ϵ = 1.15×σ, where σ is assumed to be known [17] . The results shown correspond to 8 iterations of the sparse-coding and dictionary update process. Fig. 2 shows the results of the proposed algorithms for "Barbara" and the dictionary obtained by our algorithm for this experiment, comparing with the results of the BPFA [10] .
The results shown in the pictures are unconspicuous between our algorithm and the BPFA, with the dictionaries are much different, where our result shows frequent uses of some dictionary patches.
As one representative example of the model's ability to infer the noise variance, we consider the PSNR comparing with KSVD and BPFA, which are shown in Table I . The mean inferred noises are respective standard deviations of 5, 10, 15, 20, 25, 50 and 100. Each of these noise variances were automatically inferred using exactly the same model. BPFA performs very similarly to KSVD, and our algorithm is some lower than the others. The calculation speeds of our algorithm comparing with BPFA are shown in Fig. 3 , which shows apparently improvements, based on "barbara" image with noise standard vary from 5 to 100. The iterations in the algorithms are set 10, each with 100 sampling sequences.
