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Abstract
In this paper we investigate the convex hull of single node variable upper-bound flow models with allowed configurations. Such
a model is defined by a set Xρ(Z) = {(x, z) ∈ Rn × Z |∑nj=1 x jρd, 0 6 x j 6 u j z j , j = 1, . . . , n}, where ρ is one of 6, = or
>, and Z ⊂ {0, 1}n consists of the allowed configurations. We consider the case when Z consists of affinely independent vectors.
Under this assumption, a characterization of the non-trivial facets of the convex hull of Xρ(Z) for each relation ρ is provided,
along with polynomial time separation algorithms. Applications in scheduling and network design are also discussed.
c© 2006 Elsevier B.V. All rights reserved.
Keywords: Variable upper-bound flow model; Polyhedral combinatorics; Integer programming; Network design
1. Introduction
The single node variable upper-bound flow model has received a great deal of attention in the past decades, since
it frequently occurs as part of mixed 0-1 integer programming problems. The basic model, also called the single node
fixed charge network problem, is as follows (Padberg et al. [7]):
Xρ =
{
(x, z) ∈ Rn × {0, 1}n
∣∣∣∣∣ n∑
j=1
x jρd, 0 6 x j 6 u j z j , j = 1, . . . , n
}
, (1)
where ρ is one of {6,=,>}. Arcs with flow x j and capacity u j lead into a node, and a quantity 6 d, or = d, or > d,
must flow out. The flow on each incoming arc can independently be switched on or off (z j = 1 or 0). Special cases
of this model include the 0-1 knapsack problem, lot-sizing problems, and facility location problems: for surveys see
Nemhauser and Wolsey [6], and Marchand et al. [5].
A less well-known special case arises if the vector z has to be chosen from a set Z ⊂ {0, 1}n of allowed
configurations. Namely, the restricted sets are defined as follows:
Xρ(Z) =
{
(x, z) ∈ Rn × Z
∣∣∣∣∣ n∑
j=1
x jρd, 0 6 x j 6 u j z j , j = 1, . . . , n
}
. (2)
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The minimal linear description of conv(X=(Z)) with Z = {0, 1}n is known only in the special case when u j = u
for all j , see Padberg et al. [7]. If the u j are arbitrary, flow-cover inequalities and conditions under which such
inequalities induce facets of conv(Xρ) are derived in the same paper. The many other results on the general case
are surveyed in e.g. Marchand et al. [5]. Concerning applications, the convex hull of solutions is also known for the
uncapacitated lot-sizing problem (Ba´ra´ny et al. [1]).
Throughout this paper it is assumed that Z consists of affinely independent vectors. Under this assumption a linear
description of conv(Xρ(Z)) is derived in Section 2, while all valid equations are obtained in Section 3. Facets and fast
separation algorithms are the topic of Section 4.
The above results can be used for generating valid inequalities in a branch-and-cut framework for solving structured
mixed-integer linear programs. For instance, if the problem contains the constraints
∑n
j=1 x j = d and 0 6 x j 6 u j z j ,
z j ∈ {0, 1}, and additional constraints ensuring that the vector z = (z1, . . . , zn) must belong to some set Z of affinely
independent vectors in any feasible solution to the problem, then our results can be used to generate cutting planes.
An example of this flavor is shown in Section 5, along with other applications.
2. Linear description of conv(Xρ(Z))
Since there are at most n + 1 affinely independent vectors in {0, 1}n , k = |Z | 6 n + 1. Let J denote the set of
indices {1, . . . , n}, and let I be a set disjoint to J indexing Z , i.e., Z = {zi ∈ {0, 1}n|i ∈ I }.
To exclude trivial cases, assume that for each j ∈ J there exists zi ∈ Z with zij = 1, for otherwise x j = 0 is
satisfied by all (x, z) ∈ conv(Xρ(Z)), and thus x j and every zij , i ∈ I , can be omitted. Moreover, in the definition of
X=(Z) and X>(Z), w.l.o.g. assume
∑
j∈J ziju j > d for each i ∈ I , otherwise zi can be discarded from Z as there
does not exist any x ∈ RJ with (x, zi ) ∈ X=(Z) or (x, zi ) ∈ X>(Z). On the other hand, for the sets X=(Z) and
X6(Z), we may assume that u j 6 d , ∀ j ∈ J , since 0 ≤ x j ≤ d holds for all (x, z) in X=(Z) ∪ X6(Z).
Let X̂ρ(Z) consist of those vertices (xˆ, zˆ) of the polytope conv(Xρ) with zˆ ∈ Z . The easy proof of the following
statement is omitted.
Proposition 1. conv(Xρ(Z)) is a polytope with vertex-set X̂ρ(Z). 
Clearly, (x, z) ∈ conv(Xρ(Z)) only if z is a convex combination of the vectors in Z . A weaker condition is that z
is in the affine space spanned by Z . This is so if and only if there exist λi ∈ R, i = 1, . . . , k, such that(
1
z
)
=
k∑
i=1
(
1
zi
)
λi . (3)
Since the zi are affinely independent, (3) has at most one solution. We will need the following elementary
observation:
Lemma 2. For any set Z of affinely independent vectors in {0, 1}n there exists a system of equations (where I ⊂ I ′
and |I ′| = n + 1):∑
j∈J
bij z j = −bin+1, ∀i ∈ I ′ \ I. (4)
such that (3) admits a solution for z ∈ Rn if and only if z satisfies (4). Moreover, the solution can be expressed as
λi (z) = bin+1 +
∑
j∈J
bij z j , ∀i ∈ I. (5)
Proof. Since the vectors zi , i ∈ I , are affinely independent, (zi , 1), i ∈ I , are linearly independent. If |I | 6 n,
augment the latter set of vectors to a basis of Rn+1 by selecting appropriate vectors wi , i ∈ I ′ \ I , in Rn+1. Let M
denote the square matrix with columns (zi , 1), i ∈ I , and wi , i ∈ I ′ \ I , in this order. Since M is of full rank, the
system Mλ′ = (z, 1) has a unique solution λ′ = M−1(z, 1). Letting bij = M−1i, j we have λ′i = bin+1 +
∑
j∈J bij z j .
Define λ(z) ∈ Rk as λi (z) = λ′i , ∀ i ∈ I . Clearly, λ(z) is a solution of (3) if and only if λ′i = 0, i ∈ I ′ \ I , which is
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equivalent to the conditions of the lemma. Moreover, if λ′i = 0, i ∈ I ′ \ I , the numerical values of the λi (z) do not
depend on the choice of the wi , since the vectors (zi , 1) are linearly independent. 
In the following the coefficients bij are fixed according to the lemma.
Example 3. Consider a model X=(Z) with n = 6 arcs leading to a node with demand d = 1, u =
(0.4, 0.6, 0.5, 0.5, 0.6, 0.5) and Z = {za, zb, . . . , z f }, where za = (1, 1, 0, 0, 0, 0), zb = (0, 1, 1, 0, 0, 0), zc =
(0, 0, 1, 1, 0, 0), zd = (0, 0, 0, 1, 1, 0), ze = {0, 0, 0, 0, 1, 1), and z f = (0, 0, 0, 1, 0, 1). To compute the bij , add a new
component with value 1 to each of the vectors za, . . . , z f and then choose a new vector, say, wg = (0, 0, 0, 0, 1, 0, 1)
which is linearly independent from (za, 1), . . . , (z f , 1). Define the matrix M with columns za, . . . , z f and wg . By
multiplying M−1 by (z, 1) we obtain λa(z) = z1, λb(z) = −z1+ z2, λc(z) = z1− z2+ z3, λd(z) = z2+ z4+ z5− 1,
λe(z) = z1+ z3+ z5+ z6−1 and λ f (z) = −z1− z3− z5+1. Moreover, λg(z) = 0 implies the equation∑6j=1 z j = 2
which is satisfied by all the zi . 
A necessary and sufficient condition for a vector (x, z) to be in conv(Xρ(Z)) is provided next.
Lemma 4. Given a set Z of affinely independent vectors in {0, 1}n . Then (x, z) ∈ conv(Xρ(Z)) if and only if z is an
affine combination of the zi , that is, (3) has a solution, and the transportation problem∑
j∈J
f ij ρλi (z)d, ∀i ∈ I (6a)∑
i∈I
f ij = x j , ∀ j ∈ J (6b)
0 6 f ij 6 λi (z)u j z
i
j , ∀i ∈ I, j ∈ J. (6c)
admits a feasible solution.
Proof. If (x, z) ∈ conv(Xρ(Z)), there exists ω ∈ Rp+ such that
∑p
`=1 ω`(xˆ`, zˆ`) = (x, z) and
∑p
`=1 ω` = 1, where
(xˆ1, zˆ1), . . . , (xˆ p, zˆ p) constitute the vertices of conv(Xρ(Z)) (cf. Proposition 1). Since zˆ` ∈ Z by definition, it follows
that for each vertex (xˆ`, zˆ`), there exists a unique zi ∈ Z such that zˆ` = zi . Let µi =∑`:zˆ`=zi ω` be the sum of those
ω` with zˆ` = zi . Moreover, let x i = (1/µi )∑`:zˆ`=zi ω` xˆ` provided that µi > 0, otherwise choose x i ∈ RJ arbitrarily
such that (x i , zi ) ∈ Xρ(Z). Clearly,∑i∈I µi · (x i , zi ) = (x, z),∑i∈I µi = 1, and µ > 0 hold. Consequently, µ is
a solution to (3), and therefore µ = λ(z). Define the vectors f i ∈ Rn as f i = λi (z)x i . It follows that f = ( f ij ) is a
solution to Eq. (6).
Conversely, suppose f is a solution to (6). Notice that λ(z) > 0 due to (6c). If λi (z) = 0, let x i be an arbitrary
vector in Rn satisfying 0 6 x ij 6 u j z
i
j , ∀ j ∈ J (such a vector clearly exists). Otherwise, let x i = (1/λi (z)) f i . One
may verify that 0 6 x ij 6 u j z
i
j for each i ∈ I and j ∈ J , and that
∑
j∈J x ij ρ d for each i ∈ I . Hence, the vectors
(x i , zi ), i ∈ I , all belong to Xρ(Z) and (x, z) =∑i∈I λi (z) · (x i , zi ). Since∑i∈I λi (z) = 1 and λ(z) > 0, it follows
that (x, z) is a convex combination of some vectors in Xρ(Z). Hence (x, z) ∈ conv(Xρ(Z)), as claimed. 
To obtain a linear inequality system describing conv(Xρ(Z)), observe that the transportation problem in Lemma 4
can equivalently be modeled by a capacitated network N x,z with set of nodes V = I ∪ J ∪ {s, t}, where s is a new
source and t is a new sink node. The set of arcs (directed edges) is A = {(s, i)|i ∈ I } ∪ {(i, j)|i ∈ I, j ∈ J, zij =
1} ∪ {( j, t)| j ∈ J }. The capacity of the arcs with respect to x, z is given by
cx,z(a) =
λi (z)d if a = (s, i), i ∈ Iλi (z)u j if a = (i, j) ∈ I × J,x j if a = ( j, t), j ∈ J.
The capacitated network for Example 3 is depicted in Fig. 1.
For a subset S ⊂ V , let δ−(S) = {(p, q) ∈ A|p ∈ S, q ∈ V \ S} (all arcs leaving S), and δ+(S) = δ−(V \ S) (all
arcs entering S). A compatible flow in N x,z is a weighting f of the arcs such that 0 6 f (a) 6 cx,z(a) for each a ∈ A
and for each node v ∈ V \ {s, t},∑a∈δ+({v}) f (a) =∑a∈δ−({v}) f (a). If s ∈ S ⊆ V \ {t}, δ−(S) is called an s − t cut
determined by S. The capacity of δ−(S) is cN x,z (δ−(S)) =∑a∈δ−(S) cx,z(a).
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Fig. 1. The capacitated network for Example 3.
Lemma 5. When ρ is 6 or =, a vector (x, z) ∈ R2n belongs to conv(Xρ(Z)) if and only if ∑ j∈J x j ρd, z satisfies
(4), x j > 0 for all j , λi (z) > 0 for all i , and the minimum capacity of an s − t cut in N x,z is∑ j∈J x j ,
Proof. By Lemmas 4 and 2, (x, z) ∈ conv(Xρ(Z)) if and only if∑ j∈J x jρd, z satisfies (4), and the transportation
problem (6) admits a feasible solution f . The latter holds if and only if λi (z) > 0 for all i , x j > 0 for all j , and, since
ρ is either 6 or=, f is a compatible flow in N x,z of value∑ j∈J x j . By the MAX-FLOWMIN-CUT theorem of Ford
and Fulkerson [2], the last condition holds if and only if the minimum capacity of an s− t cut in N x,z is∑ j∈J x j . 
Corollary 6. When ρ is 6 or =,∑ j∈J x jρd, the Eq. (4), the inequalities x j > 0 for all j , λi (z) > 0 for all i , and
cN x,z (δ−(S)) >
∑
i∈J x j , for each s − t cut δ−(S) of N x,z , constitute a linear description of conv(Xρ(Z)). 
Lemma 7. A vector (x, z) ∈ R2n belongs to conv(X>(Z)) if and only if ∑ j∈J x j > d, z satisfies (4), x j > 0 for all
j , λi (z) > 0 for all i , and for each s − t cut δ−(S) of N x,z ,
cN x,z (δ
−(S)) >

∑
j∈J
x j if I ⊂ S,
d otherwise.
(7)
Proof. As in the proof of Lemma 5, we model the transportation problem (6) by a capacitated network, but in the
present case we need also lower bounds on some of the arcs. Let H x,z have the same set of nodes and set of arcs as
N x,z , and we introduce lower and upper bounds on each arc as follows. The lower bound `x,z(a) on each arc a is 0,
except on the arcs (s, i) ∈ A, where `x,z(s, i) = λi (z)d. The upper bound on (s, i) is ux,z(s, i) = ∞, while the upper
bound on every other arc, a ∈ A \ {(s, i)|i ∈ I }, is ux,z(a) = cx,z(a). For each s − t cut of H x,z define the quantity
qH x,z (δ−(S)) =∑a∈δ−(S) ux,z(a)−∑a∈δ+(S) `x,z(a).
Now (x, z) ∈ conv(X>(Z)) if and only if∑ j∈J x j > d, z satisfies (4), λi (z) > 0 for all i , x j > 0 for all j , and
system (6) admits a feasible solution f . The latter holds if and only if f is a compatible flow of value
∑
j∈J x j in H x,z .
This is so if and only if H x,z admits a compatible flow, and qH x,z (δ−(S)) ≥∑ j∈J x j for each s− t cut δ−(S) of H x,z .
Observe that qH x,z (δ−(S)) = ∞ unless I ⊂ S. However, when I ⊂ S, ux,z(a) = cx,z(a) for each a ∈ δ−(S) and
`x,z(a) = 0 for each a ∈ δ+(S) by the definitions, implying the first part of (7). Moreover, there exists a compatible
flow in H x,z with respect to `x,z and ux,z if and only if there exists a non-negative flow g such that g(i, j) 6 cx,z(i, j)
for all (i, j) ∈ A ∩ (I × J ), λi (z)d = g(s, i) =∑a∈δ−({i}) g(a) for each i ∈ I , and∑a∈δ+({ j}) g(a) = g( j, t) 6 x j
for each j ∈ J . Since∑i∈I λi (z) = 1, this is the case if and only if N x,z admits a compatible flow of value d, that
is, cN x,z (δ−(S)) > d for all s − t cuts δ−(S) of N x,z . However, these inequalities are implied by∑ j∈J x j > d and
cN x,z (δ−(S)) >
∑
j∈J x j , unless I \ S 6= ∅, giving the second part of (7). 
Clearly, the conditions of Corollary 6 and Lemma 7 can be verified in polynomial time by substitutions and a single
network flow computation. If it turns out that (x, z) 6∈ conv(Xρ(Z)), the same computations give us also a violated
inequality induced by an s − t cut, when it exists.
Example 8. We derive the inequalities x j 6 u j z j from the s − t cuts δ−({s} ∪ I ∪ J \ { j}). For a fixed j , the
capacity of this cut is
∑
i∈I λiu j zij +
∑
`∈J\{ j} x` which simplifies to z ju j +
∑
`∈J\{ j} x`. By the above discussion,
z ju j +∑`∈J\{ j} x` >∑`∈J x` is valid for conv(Xρ(Z)). 
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3. Valid equations for conv(Xρ(Z))
Recall that an equality αy = β is valid for a polyhedron P = {y ∈ Rn|Ay > b} if αy = β holds for all y ∈ P . We
have already seen that Eq. (4) are all valid for conv(Xρ(Z)). Observe that any additional valid equation, not implied
by (4), must be induced by an s − t cut of N x,z , by Corollary 6 and Lemma 7. Notice that in such an inequality there
must be at least one x j with non-zero coefficient, otherwise the inequality is void. Let supp(zi ) = { j ∈ J |zij = 1} and
e j ∈ Rn denote the j th unit vector.
Lemma 9. All valid equations for conv(X6(Z)) are implied by (4).
Proof. Suppose αx + γ z = β holds for all (x, z) ∈ conv(X6(Z)). Since both of the vectors (0, zi ) and (e ju j , zi )
belong to X6(Z) for arbitrary i ∈ I and j ∈ supp(zi ), it follows that α j = 0 for all j . Therefore, α = 0 and the
equation is γ z = β. By the above remarks this equation cannot be induced by an s − t cut, therefore, it must be a
consequence of (4). 
The following decomposition of Xρ(Z) facilitates the derivation of additional valid equations for conv(X=(Z))
and conv(X>(Z)):
Xρ(Z) =
⋃
i∈I
Xρ({zi }),
where Xρ({zi }) is the set of vectors (x, z) ∈ Xρ with z = zi .
Notice that either Xρ({zi }) contains infinitely many points or it has only one point (x i , zi ), where x ij = ziju j ,
∀ j ∈ J . The latter occurs if and only if ∑nj=1 ziju j = d. Suppose there exists j ∈ J such that for every
(x, z) ∈ Xρ(Z), either z j = 0 and x j = 0, or z j = 1 and x j = u j . Then x j = u j z j would be valid for conv(Xρ(Z)).
Namely, let I= = {i ∈ I |∑ j∈J ziju j = d} and J= = { j ∈ J |∀i ∈ I : zij = 0 or i ∈ I=}. The easy proof of the
following statement is omitted.
Proposition 10. All of the following equalities are valid for conv(Xρ(Z)):
x j = u j z j , j ∈ J=. (8)
The last class is derived from the connected components of a bipartite graph. Namely, letting I< := I \ I= and
J< := J \ J=, define a bipartite graph G = (I<, J<, E) on the sets I< and J< such that (i, j) ∈ I< × J<
is an edge in E if and only if zij = 1. Let C1, . . . ,Cr be the node-sets of the connected components of G. Let
I q = I< ∩ Cq and J q = J< ∩ Cq , q ∈ Q = {1, . . . , r}. We clearly have ∪rq=1 I q = I< and ∪rq=1 J q = J<. Call
the set EIq = {i ∈ I |supp(zi ) ∩ J q 6= ∅} the extension of I q , ∀ q ∈ Q. Notice that EIq contains all i ∈ I q and
additionally those i ∈ I= such that supp(zi ) ∩ J q 6= ∅. After these preparations, we claim the following:
Proposition 11. All of the following equalities are valid for conv(X=(Z)):∑
j∈Jq
x j +
∑
i∈EIq\I q
∑
j∈supp(zi )\Jq
λi (z)u j =
∑
i∈EIq
λi (z)d, q ∈ Q. (9)
Proof. We show that all points in X=(Z) satisfy all equalities in (9). Consider any (x, z) ∈ X=(Z). Clearly, there
exists a unique i ′ ∈ I such that (x, z) ∈ X{zi ′ }. It follows that
∑
j∈supp(zi ′ ) x j = d and x j = 0 for all j ∈ J \ supp(zi
′
).
Recall that z =∑i∈I λi (z)zi . Hence, λi ′(z) = 1, while λi = 0 for all i ∈ I \ {i ′}.
Consider q ∈ Q. First suppose i ′ ∈ EIq . The right hand side of (9) is∑i∈EIq λi (z)d = d. Concerning the left hand
side we distinguish between two cases. If i ′ ∈ I q , then∑ j∈Jq x j = d, since I q and J q constitute the node-set of a
connected component of G. Otherwise i ′ ∈ EIq \ I q which implies that x j = u j for all j ∈ J q ∩ supp(zi ′) and x j = 0
for all j ∈ J q \ supp(zi ′). Since∑ j∈supp(zi ′ )∩Jq u j +∑ j∈supp(zi ′ )\Jq u j = d as i ′ ∈ I=, the left hand side equals d
as well.
Now suppose i ′ 6∈ EIq . Then supp(zi ′) ∩ J q = ∅ by the definition of EIq . Consequently, both the left hand side
and right hand side of (9) equal 0. 
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Fig. 2. The bipartite graph G associated with Example 3.
These equations are induced by the cuts δ−({s} ∪ EIq ∪ J q).
Example 12. By inspecting the data of Example 3 we get I= = {a, c, f } and J= = {1}. First apply Proposition 10
to obtain the valid equality
x1 = 0.4z1.
Before applying Proposition 11 notice that I< = {b, d, e} and J< = {2, 3, 4, 5, 6}. Fig. 2 depicts the bipartite graph G
associated with the example. It has two connected components, with node-sets C1 = {b, 2, 3} and C2 = {d, e, 4, 5, 6}.
Finally, EI1 = {a, b, c} and EI2 = {c, d, e, f }. Now, C1 gives rise to the equation x2 + x3 + 0.4λa(z)+ 0.5λc(z) =
λa(z) + λb(z) + λc(z). Rewriting gives x2 + x3 = 0.6λa(z) + λb(z) + 0.5λc(z). Using the substitutions for λa(z),
λb(z) and λc(z) we get x2 + x3 = 0.6z1 + (−z1 + z2)+ 0.5(z1 − z2 + z3) or equivalently
x2 + x3 = 0.1z1 + 0.5z2 + 0.5z3.
The nodes in C2 induce the equation
x4 + x5 + x6 = 0.5z1 + 0.5z2 + 0.5z3 + z4 + z5 + z6 − 1.
Observe that the sum of the three equations just derived is
∑6
j=1 x j =
∑6
j=1 z j − 1. However, the right hand side
equals 1, since
∑6
j=1 z j = 2 is valid for conv(X=(Z)) by the previous section. Hence, we derived the equation∑6
j=1 x j = 1. 
Lemma 13. Any valid equation αx + γ z = β for conv(X=(Z)) is implied by the equalities (4), (8), (9).
Proof. First we show that αx + γ z = β is equivalent to an equality γ ′z = β ′. We need the following:
Claim 1. For each q ∈ Q: α j = α`, ∀ j, ` ∈ J q .
Proof. Consider any q ∈ Q. First we show that for every i ∈ I q , α j = α`, ∀ j, ` ∈ supp(zi ), noting that
supp(zi ) ⊆ J q by definition. Since i 6∈ I=, there exists x ∈ Rn such that (x, zi ) ∈ conv(X=(Z)) and x j < u j ,
∀ j ∈ supp(zi ). Hence, for any two distinct j, ` ∈ supp(zi ) there exists a sufficiently small positive number ε > 0
such that both of the vectors (x1, zi ), (x2, zi ) defined as
x1f =
x j + ε, if f = jx` − ε, if f = `x f , otherwise and x2f =
x j − ε, if f = jx` + ε, if f = `x f , otherwise
belong to conv(X=(Z)). Since αx + γ z = β is valid for conv(X=(Z)), 0 = α(x1 − x2)+ γ (zi − zi ) = 2α jε− 2α`ε
holds, which implies α j = α`.
To finish the proof of the claim, notice that if j ∈ supp(zi ) ∩ supp(zi ′), then α j = α` for all j, ` ∈
supp(zi ) ∪ supp(zi ′). As I q and J q constitute the node set of a connected graph, the statement follows by transitivity.

Claim 2. αx + γ z = β is equivalent to γ ′z = β ′ for some γ ′ ∈ Rn and β ′ ∈ R.
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Proof. By Claim 1 we may assume that for each q ∈ Q, there exists α jq such that α j = α jq , ∀ j ∈ J q . If∑
j∈Jq x j + γq z = βq denotes the equality in (9) for each q ∈ Q, we have
αx + γ z −
∑
q∈Q
α jq
(∑
j∈Jq
x j + γq z
)
−
∑
j∈J=
α j (x j − u j z j ) = β −
∑
q∈Q
α jqβq .
In the left hand side all x j cancel out, hence, the resulting equality is γ ′z = β ′, for some γ ′ ∈ Rn , β ′ ∈ R, as
claimed. 
To finish the proof of the theorem, notice that γ ′z = β ′ cannot be induced by an s − t cut, therefore, it is implied
by Eq. (4). 
Notice that Eqs. (4), (8) and (9) are linearly independent.
Finally, it is easy to show the following:
Lemma 14. Any valid equation αx + γ z = β for conv(X>(Z)) is implied by Eqs. (4) and (8).
4. Facets and separation for conv(Xρ(Z))
4.1. Characterization of non-trivial facets
In this section we give a necessary and sufficient condition for an s−t cut of N x,z to induce a facet of conv(Xρ(Z)).
Recall that a subset F of a polyhedron P = {y ∈ Rn|Ay > b} is called a face of P if and only if there exists
(α, β) ∈ Rn+1 such that αy > β is valid for P and F = P ∩ {y ∈ Rn|αy = β}. A face F is proper if F 6= P . A
proper face F is a facet if there exists no proper face F ′ 6= F containing F . We shall use this definition to characterize
those s − t cuts that determine facets of conv(Xρ(Z)).
The face F(S) of conv(Xρ(Z)) induced by some s − t cut δ−(S) of N x,z consists of those (x, z) ∈ conv(Xρ(Z))
that satisfy
cN x,z (δ
−(S)) =
d if I \ S 6= ∅ and ρ is >,∑
j∈J
x j otherwise.
Before stating our results we introduce additional notation. Let IS = I ∩ S, JS = J ∩ S, I qS = I q ∩ S, J qS = J q ∩ S,
and S = V \ S. We will need the following:
Proposition 15. Let (x, z) be an arbitrary vector in Xρ(Z) and δ−(S) an s − t cut of N x,z . Suppose z = zi .
(a) If i ∈ IS , then (x, z) ∈ F(S) if and only if x j = ziju j holds for all j ∈ JS .
(b) If i ∈ IS and F(S) is induced by cN x,z (δ−(S)) >
∑
j∈J x j , then (x, z) ∈ F(S) if and only if
∑
j∈JS x j = d.
Proof. Since z = zi and (x, z) ∈ Xρ(Z), it follows that (x, z) ∈ Xρ({zi }). Hence, x j = 0 for all j ∈ J with zij = 0.
Consequently, it suffices to consider only those j ∈ J with zij = 1. Moreover, λi (z) = 1 and λh(z) = 0 for all h 6= i .
Part (a): We clearly have
∑
j∈J x j =
∑
j∈J zij x j 6
∑
j∈JS z
i
ju j +
∑
j∈JS x j = cN x,z (δ−(S)). Here equality holds if
and only if x` = zi`u` for all ` ∈ JS .
Part (b): Since i ∈ IS and λi (z) = 1, it follows that cN x,z (δ−(S)) = d +
∑
j∈JS x j . Hence, cN x,z (δ
−(S)) =∑ j∈J x j
if and only if
∑
j∈JS x j = d , as claimed. 
Notice that when
∑
j∈J x j 6 d is valid for conv(Xρ(Z)), then part (b) implies x j = 0 for all j ∈ JS .
Theorem 16. F(S) is a facet of conv(X=(Z)) if and only if all of the following conditions hold:
(i) For every i ∈ IS ,∑ j∈JS ziju j 6 d.
(ii) For every i ∈ IS ,
∑
j∈JS z
i
ju j > d.
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(iii) There exists q ∈ Q such that 1 6 |J qS | 6 |J q | − 1, and for all other r ∈ Q \ {q}, J r ⊂ S or J r ∩ S = ∅.
(iv) For any partitionings I q1 ∪ I q2 = I qS and J
q
1 ∪ J q2 = J qS , either J
q
1 = ∅ or J q2 = ∅ or A∩((I q1 × J q2 )∪(I q2 × J q1 )) 6=
∅.
Proof (Necessity). Suppose F(S) is a facet of conv(X=(Z)). Then F(S) is a polytope whose vertices constitute
a subset of the vertices of conv(X=(Z)). Now suppose there exists i ∈ IS such that ∑ j∈JS u j zij > d. Since∑
j∈J x j = d , part (a) of Proposition 15 implies that there does not exist any (x, z) ∈ X=(Z) with z = zi such
that (x, z) ∈ F(S). Consequently, for all vertices (xˆ, zˆ) of F(S), zˆ 6= zi . It follows that λi (z) = 0 is valid for F(S).
Therefore, F(S) ⊆ F(S \ {i}) and moreover, there clearly exists x ∈ Rn with (x, zi ) ∈ F(S \ {i}) \ F(S) showing
that F(S) is not a facet, a contradiction which proves (i). One similarly shows (ii). Concerning (iii), first suppose for
each q ∈ Q either J q ⊂ S or J q ∩ S = ∅. If J q ⊂ S, then I q ⊂ S must hold by part (ii), and if J q ∩ S = ∅,
then I q ∩ S = ∅ by part (i). But then X=(Z) ⊆ F(S) follows as one may verify, therefore, F(S) cannot be a facet
of conv(X=(Z)), a contradiction. Now suppose there exists q, r ∈ Q with q 6= r such that 1 6 |J qS | 6 |J q | − 1
and 1 6 |J rS | 6 |J r | − 1. Consider the s − t cut δ−(S ∪ I r ∪ J r ). We claim that F(S) ⊂ F(S ∪ I r ∪ J r ) and
F(S) 6= F(S ∪ I r ∪ J r ) 6= conv(X=(Z)) implying that F(S) is not a facet, a contradiction. On the one hand, any
vertex of F(S) belongs to F(S ∪ I r ∪ J r ), as one may verify, thus F(S) ⊆ F(S ∪ I r ∪ J r ). On the other hand,
there exists (x, z) ∈ F(S ∪ I r ∪ J r ) \ F(S). Namely, either there exists i ∈ I rS such that zij = 1 for some j ∈ J rS
or there exists i ∈ I r
S
such that zij = 1 for some j ∈ J rS , otherwise Cr is not the node-set of a connected component
of G. Since i ∈ I r , there exists x ∈ Rn with 0 < x j < u j such that (x, zi ) ∈ X=({zi }) ⊂ conv(X=(Z)). By
Proposition 15, (x, zi ) 6∈ F(S), showing our claim. One similarly shows that F(S ∪ I r ∪ J r ) 6= conv(X=(Z)). As
for condition (iv), suppose there exist partitionings I q1 ∪ I q2 = I qS and J
q
1 ∪ J q2 = J qS such that J
q
1 6= ∅, J q2 6= ∅ and
A∩((I q1 × J q2 )∪(I q2 × J q1 )) = ∅. Then one easily shows that F(S) ⊂ F(S∪ I q1 ∪ J q1 ) and also F(S) ⊂ F(S∪ I q2 ∪ J q2 )
and the inclusions are strict. Therefore, F(S) is not a facet, a contradiction.
(Sufficiency). We have to show that any s − t cut satisfying conditions (i)–(iv) induces a facet of conv(X=(Z)).
First we claim that if S and S′ are s − t cuts with S 6= S′ each satisfying the conditions, then neither F(S) 6⊆ F(S′)
nor F(S′) 6⊆ F(S). To this end, define the subsets of edges IN(S) = {(i, j) ∈ A<|i ∈ IS, j ∈ JS} and
OUT(S) = {(i, j) ∈ A<|i ∈ IS, j ∈ JS}, where A< = {(i, j) ∈ A|i ∈ I<}. In other words, IN(S) consists of
those arcs emanating from some i ∈ I<
S
and entering S, while OUT(S) comprises all arcs emanating from some
i ∈ I<S and leaving S.
Claim. If IN(S) 6⊆ IN(S′) or OUT(S) 6⊆ OUT(S′), then F(S′) 6⊆ F(S).
Proof. Only the case when there exists (i, j) ∈ IN(S)\IN(S′)will be considered in detail, the other one being similar.
Observe that i ∈ IS and j ∈ JS by definition. On the one hand, for all (x, zi ) ∈ F(S), x j = 0 must hold by part
(b) of Proposition 15. On the other hand, since (i, j) 6∈ IN(S′), i ∈ IS′ or j ∈ JS′ . In either case there clearly exists
(x, zi ) ∈ F(S′) with x j > 0. Hence, F(S′) 6⊆ F(S), as claimed. 
Now suppose IN(S) ⊆ IN(S′) and OUT(S) ⊆ OUT(S′). Then S′ violates condition (iv), a contradiction.
Consequently, F(S′) 6⊆ F(S) by the previous claim. By exchanging the roles of S and S′ it follows that F(S) 6⊆ F(S′).
Now consider the valid inequality λi (z) > 0 for some i and let F = {(x, z) ∈ conv(X=(Z))|λi (z) = 0}. We claim
that F(S) \ F 6= ∅. Consider any (x, zi ) ∈ X=({zi }) ∩ F(S) (such a vector clearly exists). For this vector, λi (z) = 1.
Hence, (x, zi ) 6∈ F and we are done.
Finally, consider the inequality x j > 0 for some j and let F ′ = {(x, z) ∈ conv(X=(Z))|x j = 0}. Then j ∈ JS or
j ∈ JS . In both cases there exists a vector (x, z) ∈ F(S) with x j > 0. Hence, F(S) \ F ′ 6= ∅ as claimed. 
Notice that the inequalities x j > 0 and λi (z) > 0 need not induce facets of conv(X=(Z)).
Example 17. Consider the model X=(Z) ⊂ R5×{0, 1}5 with u j = 0.6, j = 1, . . . , 5, Z = {za = (1, 1, 0, 0, 0), zb =
(0, 1, 1, 0, 0), zc = (1, 0, 0, 1, 1)}, and demand d = 1. Choose (x, z) as x = (0.10, 0.48, 0.18, 0.12, 0.12) and
z = 0.5za + 0.3zb + 0.2zc. Fig. 3 depicts N x,z the capacities being written by the arcs. The capacity of the s − t
cut determined by S = {s, a, 1} is 0.9, while all other s − t cuts have a larger capacity. However, this cut cannot
induce a facet, since S violates condition (iv) of Theorem 16. On the other hand, the s − t cut determined by
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Fig. 3. Network N x,z having no minimum cut inducing a facet.
S′ = {s, a, b, 1, 2, 3} has capacity 0.96 and satisfies all the conditions of the theorem. Therefore, cN x,z (δ−(S′)) > 1 is
a violated facet inducing inequality. 
To characterize the facets of conv(X6(Z)), define a new bipartite graph G˜ with set of nodes I ∪ J and set of edges
E˜ = {{i, j} ∈ I × J |zij = 1}. Clearly, G˜ is not necessarily connected and let C˜q , q ∈ Q˜, be the node-sets of the
connected components of G˜. As before, let I˜ q = I ∩ C˜q , J˜ q = J ∩ C˜q , I˜ qS = C˜q ∩ S and J˜ qS = J˜ q ∩ S.
Theorem 18. The polytope conv(X6(Z)) has the following facets:
• The inequalities x j > 0, j ∈ J , always induce facets.
• For each q ∈ Q˜,∑ j∈Jq x j 6∑i∈I q λi (z)d induces a facet if and only if there exists i ∈ I˜ q with∑ j∈J ziju j > d.
• An s − t cut δ−(S) of N x,z with S 6= {s} ∪ (I \ I˜ q) ∪ (J \ J˜ q) induces a facet if and only if S satisfies
conditions (i) and (ii) of Theorem 16 and
. there exists q ∈ Q˜ such that 1 6 | J˜ qS | 6 | J˜ q | − 1, and for all other r ∈ Q˜ \ {q}, J˜ r ⊂ S, and
. for any partitionings I˜ q1 ∪ I˜ q2 = I˜ qS and J˜
q
1 ∪ J˜ q2 = J˜ qS , either J˜
q
1 = ∅ or J˜ q2 = ∅ or A∩(( I˜ q1 × J˜ q2 )∪( I˜ q2 × J˜ q1 )) 6= ∅.
Finally, we have a characterization of the facets of conv(X>(Z)):
Theorem 19. If F(S) is induced by cN x,z (δ−(S)) > d, then F(S) is a facet of conv(X>(Z)) if and only if I \ S 6= ∅
and S satisfies conditions (i)–(iv) of Theorem 16.
If F(S) is induced by cN x,z (δ−(S)) >
∑
j∈J x j , then F(S) is a facet of conv(X>(Z)) if and only if I ⊂ S, and S
satisfy
(iv) of Theorem 16 and
(v) there exists q ∈ Q such that 1 6 |J qS | 6 |J q | − 1, and for all other r ∈ Q \ {q}, J r ⊂ S.
Proof (Necessity). If F(S) is induced by some S with I \ S 6= ∅, the proof goes along the lines of Theorem 16.
Now suppose F(S) is induced by some S with I ⊂ S, First we claim that for all q ∈ Q, J qS 6= ∅. If J qS = ∅
for some q ∈ Q, then I q ⊂ S and the definition of I q imply that for each i ∈ I q and (x, zi ) ∈ conv(X>(Z)),
cN x,z (δ−(S)) =∑ j∈JS ziju j +∑ j∈JS x j > d . Therefore, λi (z) = 0 is valid for F(S) for each i ∈ I q , a contradiction.
Now, we can follow the same arguments as in the proof of Theorem 16 to show the necessity of (iv) and (v).
(Sufficiency). Similar to that in the proof of Theorem 16. 
4.2. Separation algorithms
We describe in detail a procedure for finding violated facet inducing inequalities for conv(X=(Z)), which can
straightforwardly be modified for finding violated inequalities for conv(X6(Z)) and conv(X>(Z)).
Given a vector (x, z) ∈ R2n satisfying ∑ j∈J x j = d and (4), the separation problem for conv(X=(Z)) asks
whether (x, z) ∈ conv(X=(Z)) and if not, find a facet inducing inequality for conv(X=(Z)) which is not satisfied by
(x, z). We may assume that (x, z) satisfies x j > 0 for all j and λi (z) > 0 for all i . If the minimum capacity of an s− t
cut in N x,z is at least d , then (x, z) ∈ conv(X=(Z)), by Lemma 5. On the other hand, if we find an s − t cut δ−(S)
of N x,z with cN x,z (δ−(S)) < d , our goal is to convert this cut into one which still has capacity strictly smaller than d
and induces a facet. The basic operation of our algorithm is to add and remove nodes from S thus obtaining another
s − t cut δ−(S′) with the property cN x,z (δ−(S′)) < d .
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Proposition 20. If δ−(S) is an s − t cut in N x,z such that there exists i ∈ IS with∑ j∈JS ziju j > d then cN x,z (δ−(S \
{i})) < cN x,z (δ−(S)). Similarly, if δ−(S) is an s−t cut in N x,z such that there exists i ∈ IS with
∑
j∈JS z
i
ju j < d then
cN x,z (δ−(S∪{i})) < cN x,z (δ−(S)). Finally, cN x,z (δ−(S\(I=∪ J=))) = cN x,z (δ−(S∪ I=∪ J=)) = cN x,z (δ−(S)). 
By this proportion, if δ−(S) is of minimum capacity, it satisfies conditions (i) and (ii) of Theorem 16.
Proposition 21. Assume δ−(S) is an s− t cut with cN x,z (δ−(S)) < d. For any partitionings I 1S ∪ I 2S of IS and J 1S ∪ J 2S
of JS , define the s − t cuts δ−(St ) with St = S ∪ I tS ∪ J tS , t = 1, 2. If A ∩ ((I 1S × J 2S ) ∪ (I 2S × J 1S )) = ∅, then
cN x,z (δ−(S1)) < d or cN x,z (δ−(S2)) < d.
Proof. Assume the contrary, that is
cN x,z (δ(S2)) =
∑
i∈I 1
S
λi (z)d +
∑
i∈IS
∑
j∈J 1
S
zijλi (z)u j +
∑
j∈JS∪J 2S
x j > d,
cN x,z (δ(S1)) =
∑
i∈I 2
S
λi (z)d +
∑
i∈IS
∑
j∈J 2
S
zijλi (z)u j +
∑
j∈JS∪J 1S
x j > d.
Since
∑
j∈J x j = d and J is the disjoint union of JS , J 1S and J 2S , we have∑
i∈I 1
S
λi (z)d +
∑
i∈IS
∑
j∈J 1
S
zijλi (z)u j > d −
∑
j∈JS∪J 2S
x j =
∑
j∈J 1
S
x j
∑
i∈I 2
S
λi (z)d +
∑
i∈IS
∑
j∈J 2
S
zijλi (z)u j > d −
∑
j∈JS∪J 1S
x j =
∑
j∈J 2
S
x j .
Taking the sum of the last two inequalities we get∑
i∈IS
λi (z)d +
∑
i∈IS
∑
j∈JS
zijλi (z)u j >
∑
j∈JS
x j .
However, since
∑
j∈J x j = d and J is the disjoint union of JS and JS the last inequality is equivalent to∑
i∈IS
λi (z)d +
∑
i∈IS
∑
j∈JS
zijλi (z)u j +
∑
j∈JS
x j > d.
But this is precisely the capacity of the cut δ−(S) implying cN x,z (δ−(S)) > d, a contradiction. 
Assuming that x ≥ 0 and λ(z) ≥ 0, the following procedure either states that (x, z) belongs to conv(X=(Z)) or
returns a violated facet inducing inequality:
(1) Find a minimum capacity s − t cut δ−(S) of N x,z .
(2) If cN x,z (δ−(S)) > d , then STOP (no inequality is violated).
(3) Let Q+ = {q ∈ Q|1 6 |J q
S
| 6 |J q | − 1}.
(4) If |Q+| = 1, go to (7).
(5) Choose q ∈ Q+ and let I 1
S
:= I q
S
, I 2
S
:= IS \ I qS , J 1S := J
q
S
and J 2
S
:= JS \ J qS .
(6) Define S1 and S2 as in Proposition 21 and let S := S1 if cN x,z (δ−(S1)) < d, otherwise let S := S2. Go to (3).
(7) Suppose Q+ = {q}, find a partitioning I 1
S
∪ I 2
S
of I q
S
and J 1
S
∪ J 2
S
of J q
S
such that A∩ ((I 1
S
× J 2
S
)∪ (I 2
S
× J 1
S
)) = ∅.
(8) If such a partitioning does not exist, then STOP, δ−(S) induces a violated inequality.
(9) Define S1 and S2 as in Proposition 21 and let S := S1 if cN x,z (δ−(S1)) < d, otherwise let S := S2. Then δ−(S)
induces a violated inequality, STOP.
Notice that the above algorithm has polynomial time complexity.
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5. Applications
The first application is purely combinatorial. Suppose for each ` ∈ J , ∑ j∈J\{`} u j > 1, but ∑ j∈K u j < 1 for
arbitrary K ⊂ J such that |K | 6 n − 2. Define the vectors zi ∈ {0, 1}n for each i ∈ {1, . . . , n} as follows:
zij =
{
1, if j ∈ {1, . . . , n} \ {i},
0, if j = i.
Moreover, let zn+1 be the n-vector with all components equal to 1. Clearly, z1, . . . , zn+1 are affinely independent.
Letting Z = {z1, . . . , zn+1}, we have X= = X=(Z). Consequently, the results of the present paper can be applied to
derive a complete description of the polytope conv(X=) by means of valid equalities and facet defining inequalities,
provided that the u j , j ∈ J , satisfy the above conditions. Notice that the paper by Padberg et al. [7] does not seem to
offer such a description.
The second application is motivated by a complex project scheduling problem described in Kis [3]. In that paper
the following polytope is studied:
P = conv
{
(x, z) ∈ Rn × {0, 1}q
∣∣∣∣∣ n∑
j=1
x j = 10 6 x j 6 m(1− z j ), j = 1, . . . , q
0 6 x j 6 m, j = q + 1, . . . , n z j > z j+1, j = 1, . . . , q − 1
}
.
Here m is a constant with 0 < m 6 1 and (n − q)m > 1. Observe that this is a particular instance of the general
model, where Z consists of k = q + 1 affinely independent vectors z1, . . . , zk in {0, 1}n defined as follows:
zij =
{
0, if 1 6 j < min{i, q + 1}
1, if min{i, q + 1} 6 j 6 n i = 1, . . . , k.
Let p denote the smallest integer such that pm > 1, and let mr = 1− (p − 1)m. By analyzing the structure of the
minimum s− t cuts of the associated network, it has been shown that the following system is sufficient to describe P:
n∑
j=1
x j = 1
x j > 0, j = 1, . . . , n
x j 6 m(1− z j ), j = 1, . . . , q
x j 6 m, j = q + 1, . . . , n
z j > z j+1, j = 1, . . . , q − 1
zq > 0,
and for all pairs of index sets (S1, S2) such that |S1| + |S2| = p, ∅ 6= S1 ⊆ {1, . . . , q} and S2 ⊆ {q + 1, n} with j1
being the smallest index in S1:
mr z j1 + m
∑
j∈S1−{ j1}
z j 6
∑
j∈{ j1,...,n}−(S1∪S2)
x j .
It is also shown that each (S1, S2) inequality induces a distinct facet of P by exhibiting appropriate vectors
certifying this. Interestingly, the most violated (S1, S2) inequality is always induced by a minimum capacity s − t
cut in the corresponding network, which is not true in the general model. Nevertheless, instead of using a network-
flow algorithm, a faster and simpler greedy algorithm is proposed.
The last application is a network design problem. Let G = (N , A) be a directed network defined by a set N of
nodes and a set A of directed arcs (both sets are finite). With each node q ∈ N , there is associated an integer number
d(q) representing its supply/demand. If d(q) < 0, then node q has supply −d(q), if d(q) > 0, then node q has
demand d(q); and if d(q) = 0, node q is a transshipment node. With each arc (p, q) ∈ A, there is associated a lower
bound, that we assume to be 0, and a set I (p, q) of alternative capacities. Each alternative i ∈ I (p, q) represents a
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capacity uipq > 0 of cost c
i
pq ≥ 0. The decision variables correspond to arc flows and capacity selections. Namely,
for each arc (p, q) ∈ A, f pq represents the flow on the arc and the binary variables yipq , i ∈ I (p, q), the selection
of an alternative. We aim at finding the capacity of each arc such that the supply meets the demand and the total cost
incurred by the selected alternatives is minimized.
min
∑
(p,q)∈A
∑
i∈I (p,q)
cipq y
i
pq (10a)
subject to∑
{q:(q,p)∈A}
fqp −
∑
{q:(p,q)∈A}
f pq = d(p), ∀p ∈ N , (10b)
∑
i∈I (p,q)
yipq ≤ 1, ∀(p, q) ∈ A, (10c)
0 ≤ f pq ≤
∑
i∈I (p,q)
uipq y
i
pq , ∀(p, q) ∈ A, (10d)
yipq ∈ {0, 1}, ∀(p, q) ∈ A, i ∈ I (p, q). (10e)
The objective function is the fixed charge incurred by the arc-capacities selected. Constraints (10b) constitute the flow
conservation equation at each node q ∈ N . The inequalities (10c) ensure that at most one alternative is selected for
each arc (p, q) ∈ A, and the flow on each arc is bounded by the capacity of the selected alternative by (10d). Finally,
the decision variables yipq can take only 0/1 values by (10e). We assume that
∑
q∈N d(q) = 0, otherwise no feasible
solution may exist.
A related problem is the single commodity capacitated network design problem (SCEP) in which there is a single
supply and a single demand node, the edges are undirected, and on each edge {p, q} ∈ E there can be flow in either
direction, which is represented by a pair of flow variables, f pq and fqp. The total flow f pq + fqp on each edge {p, q}
is bounded by X pq + C · Ypq , say, where X pq and Ypq are the decision variables that take their values from the set
{0, 1, . . . , L}, and C ≥ 2 and L ≥ 1 are constant integer numbers. The fixed charge of the selected capacity of edge
{p, q} is apq X pq+bpqYpq . These types of problems have been thoroughly studied by Magnanti and Mirchandani [4],
among others.
If we consider oriented edges (arcs) in SCEP, we obtain a model close to (10). In fact, since X pq and Ypq are
bounded, they generate finitely many distinct capacities. Taking the least cost combination for each possible capacity,
we obtain a finite set of alternative capacities for each arc along with the costs. Note that this transformation is pseudo-
polynomial. A consequence is that our network design problem is strongly NP-hard. Namely, in [4] it is shown that
SCEP is strongly NP-hard, even if the arc flows are bounded, in fact not greater than 3. The bound of 3 on the arc
flows implies that L = 3 suffices. Since their proof does not exploit that the arcs are bidirectional, it follows that the
oriented network design problem (10) is strongly NP-hard as well.
Now we show how to apply the results of the present paper to the problem (10). Consider the arc (p, q) ∈ A: we
introduce a new node r = r(p, q), and replace the arc (p, q) by |I (p, q)| parallel arcs aipr = (p, r), i ∈ I (p, q), and
connect q to r by a new arc a0qr = (q, r). Then d(r) = maxi∈I (p,q) uipq , d(p) does not change, and d(q) decreases by
d(r). The capacity of each arc aipr is u
i
pq , while the capacity of a
0
qr is d(r), see Fig. 4. Let xi denote the flow on the
arc aipr , i ∈ I (p, q), and x0 that on the arc a0qr . For each new arc we use a binary variable zi , i ∈ J = I (p, q) ∪ {0}
to enable or disable the flow through the arc. The set Zr ⊂ {0, 1}|J | of allowed configurations consists of the vectors
zi , i ∈ I (p, q), and the vector z0 defined as follows:
zij =
{
1 j = 0 or j = i,
0 otherwise,
∀i ∈ I (p, q) ∪ {0}.
Clearly, these binary vectors are affinely independent, and vector zi represents the selection of alternative i ∈ I (p, q),
unless i = 0 which means that none of the alternatives is selected. The set X=(Zr ) contains all the feasible arc flows
at node r . By applying the results of Section 2, we get that z0 = 1 is valid for X=(Zr ) (a trivial observation anyway),
and that λi (z) = zi for each i ∈ I (p, q) and λ0(z) = 1 −∑i∈I (p,q) zi . The facets of conv(X=(Zr )) can be derived
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Fig. 4. The transformation of an arc (p, q) ∈ A.
by using Theorem 16. It turns out that for each subset S ⊂ J containing 0, the inequality∑
j∈S
x j +
∑
j∈J\S
u jpq z j ≥ d(r)
represents a facet and these are the only non-trivial facets. If we apply the transformation to each arc of G, we
obtain a new network G ′ = (N ′, A′), where N ′ = N ∪ R, R being the set of new nodes corresponding to the arcs
of G (|R| = |A|), and A′ contains the new arcs. For each arc (p, q), we may identify the variables yipq with the
corresponding zi variables, noting that we do not need z0 as z0 = 1 holds. Moreover, let x ipr denote the variable xi at
node r ∈ R, i ∈ I (p, q), and x0qr the variable x0. The transformed problem is as follows:
min
∑
(p,q)∈A
∑
i∈I (p,q)
cipq y
i
pq
subject to∑
aiqp∈A′
x iqp −
∑
aipq∈A′
x ipq = d ′(p), ∀p ∈ N ′,∑
i∈I (p,q)
yipq ≤ 1, ∀(p, q) ∈ A,
0 ≤ x ip,r(p,q) ≤ uipq yipq , ∀aip,r(p,q) ∈ A′,
0 ≤ x0qr ≤ d(r), ∀r ∈ R,
yipq ∈ {0, 1}, ∀(p, q) ∈ A, i ∈ I (p, q),
where d ′(p) for p ∈ N is computed during the transformation and d ′(r) = d(r) for r ∈ R.
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