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Introduction
Dans ce Manuscrit, nous étudions l’influence de la géométrie sur les équations de
Hardy-Sobolev perturbées ou non sur toute variété Riemannienne compacte sans bord de
dimension n ≥ 3.
Plus précisément, dans le cas non perturbé nous démontrons que pour toute dimension
de la variété strictement supérieure à 3, l’existence d’une solution (ou plutôt une condi-
tion suffisante d’existence) dépendra de la géométrie locale autour de la singularité. En
revanche, dans le cas où la dimension est égale à 3, c’est la géométrie globale (particuliè-
rement, la masse de la fonction de Green ) de la variété qui comptera.
Dans le cas d’une équation à terme perturbatif sous-critique, nous démontrons que l’exis-
tence d’une solution dépendra uniquement de la perturbation pour les grandes dimensions
et qu’une interaction entre la géométrie globale de la variété et la perturbation apparaîtra
en dimension 3.
Enfin, nous établissons une inégalité optimale de Hardy-Sobolev Riemannienne, la variété
étant avec ou sans bord, où nous démontrons que la première meilleure constante est celle
des inégalités Euclidiennes et est atteinte.
Premières meilleures constantes de Hardy-Sobolev sur
les variétés.
Dans le Chapitre 1, nous démontrons que pour toute variété Riemannienne compacte de
dimension n ≥ 3, la première meilleure constante des inégalités Riemannienne de Hardy-
Sobolev est celle des inégalités Euclidienne. Elle ne dépend donc pas de la géométrie.
Dans la suite, on considère (M, g) une variété Riemannienne compacte de dimension
n ≥ 3, x0 ∈ M , s ∈]0, 2[, et 2⋆(s) := 2(n − s)/n − 2 l’exposant critique de Hardy-
Sobolev. Plus précisément, soit H21 (M) l’espace de Sobolev standard, défini comme étant
la complétion de C∞(M) pour la norme ‖·‖H21 (M) : u 7→ ‖∇u‖2+‖u‖2 et L
p(M, dg(·, x0)−s)
l’espace de Lebesgue à poids défini comme étant l’ensemble des fonctions f : M → R
telles que |f |p · dg(·, x0)−s ∈ L1(M). Cet espace, doté de sa norme naturelle, qu’on note
‖ · ‖p,s et est définie par ‖f‖p,s =
(∫
M
|f |pdg(·, x0)−sdvg
)1/p
, est un espace de Banach.
Maintenant, l’exposant 2⋆(s) est critique dans le sens suivant : L’espace
(
H21 (M), ‖ · ‖H21 (M)
)
se plonge continuement dans (Lp(M, dg(·, x0)−s), ‖ · ‖p,s), pour tout p ∈ [1, 2⋆(s)]. cette
inclusion, appelée de Hardy-Sobolev, est compacte si et seulement si p ∈ [1, 2⋆(s)[.
A partir de cette inclusion, nous définissons la première (resp. la deuxième) constante
des inégalités de Hardy-Sobolev, obtenues "en combinant" celles de Hardy et de Sobolev
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via celles de Hölder, comme étant les constantes A > 0 (resp. B > 0) vérifiant pour tout
u ∈ H21 (M) :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ A
∫
M
|∇u|2g dvg +B
∫
M
u2 dvg. (0.0.1)
Nous définissons la première meilleure constante comme étant
A0(M, g, s, x0) := inf{A > 0; ∃B > 0 vérifiant (0.0.1), ∀u ∈ H21 (M)}. (0.0.2)
Le but de ce chapitre est de déterminer la valeur de A0(M, g, s, x0). Pour cela, nous
passons au cas Euclidien. L’inégalité Euclidienne de Hardy-Sobolev est
(∫
Rn
|ϕ|2⋆(s)
|X −X0|s
dX
) 2
2⋆(s)
≤ C
∫
Rn
|∇ϕ|2dX, C > 0, X0 ∈ Rn (0.0.3)
pour tout ϕ ∈ C∞c (Rn) \ {0}. Nous définissons la meilleure constante Euclidienne de
(0.0.3) par
K(n, s) := min {C > 0 / (0.0.3)a lieu pour tout ϕ ∈ C∞c (Rn)}
.
Dans le cas s = 0 des inclusions de Sobolev H21 (M) →֒ Lp(M), p ∈]2, 2∗], Aubin [3] et
Talenti [48] ont démontré indépendament en 1976 que K(n, 0) =
[
2
(
n(n− 2)ω2/nn
)− 1
2
]2
(voir aussi Rodemich [44]) où ωn désigne le volume de la sphère unité standard (Sn, h) de
Rn+1 et que l’égalité (1.2.15) est réalisée uniquement par les fonctions ΦC,λ(X) = C(λ+
|X|2)1−n2 avec C ∈ R∗, λ > 0 et Aubin a démontré dans [2] que A0(M, g, 0) = K(n, 0).
En 1983, Lieb a calculé dans ([39], voir Théorème 4.3) la valeur de K(n, s) dans le cas
s ∈]0, 2[ :
K(n, s) = [(n− 2)(n− s)]−1
(
1
2− sωn−1
Γ2(n− s/2− s)
Γ(2(n− s)/2− s)
)− 2−s
n−s
,
où pour tout z ∈ C, ℜ(z) > 0 on a : Γ(z) =
∫ +∞
0
tz−1 exp(−t)dt est la fonction Gamma
vérifiant les propriétés Γ(1) = 1, Γ(1/2) =
√
π et Γ(z + 1) = zΓ(z). Lieb a démontré que
l’égalité
K(n, s)−1 := inf
ϕ∈C∞c (R
n)\{0}
∫
Rn
|∇ϕ|2dX
(∫
Rn
|ϕ|2
⋆(s)
|X|s
dX
) 2
2⋆(s)
(0.0.4)
est réalisée par les fonctions ΦC,λ(X) = C (λ2−s + |X|2−s)−
n−2
2−s avec C ∈ R∗, λ > 0.
Nous démontrons le Théorème suivant :
Théorème 0.0.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors on a :
A0(M, g, s, x0) = K(n, s)
où K(n, s) est la meilleure constante des inégalités de Hardy-Sobolev Euclidienne.
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La preuve qui se fait par double inégalités dont l’une est établie dans la Proposition
suivante :
Proposition 0.0.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors pour
tout ǫ > 0, il existe Bǫ > 0 tel que pour tout u ∈ H21 (M), on a
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ)
∫
M
|∇u|2gdvg +Bǫ
∫
M
u2dvg. (0.0.5)
Ces résultats suggère deux remarques :
1. La première meilleure constante Riemannienne,K(n, s), ne dépend que de la dimension
de la variété M et de s et donc pas de la géométrie de (M, g).
2. Cas ǫ = 0 : On peut demander si K(n, s) est atteinte dans (0.0.2), autrement dit si on
peut prendre ǫ = 0 dans (0.0.5).
En fait, dans la preuve de la Proposition 0.0.1, nous utilisons un recouvrement de M par
des boules exponentielles dont les rayons rm tendent vers 0 lorsque ǫ → 0. La constante
Bǫ sera proportionnelle au maximum des r−1m donc Bǫ → +∞ lorsque ǫ→ 0.
L’inégalité (0.0.5) ne nous permet donc pas de conclure. En revanche, le cas ǫ = 0 sera
l’objectif du Chapitre 5.
Équations de Hardy-Sobolev non perturbée.
Dans les Chapitres 2 et 3, nous étudions les équations de type Hardy-Sobolev non per-
turbée
∆gu+ a(x)u =
u2
⋆(s)−1
dg(x, x0)s
sur M, u ∈ H21 (M). (0.0.6)
où a ∈ C0(M), ∆g := −divg(∇) est l’opérateur de Laplace-Beltrami et dg désigne la
distance Riemannienne sur (M, g).
Dans le cas des équations (de type Hardy-Sobolev) non perturbée sur les domaines Ω de
Rn
∆δu+ ã(X)u =
u2
⋆(s)−1
|X −X0|s
u ∈ H21,0(Ω), u > 0 sur Ω et u ≡ 0 sur ∂Ω (0.0.7)
où H21,0(Ω) est le complété de C
∞
c (R
n) pour la norme v 7→ ‖∇v‖2, ã ∈ C0(Ω), X0 ∈ Ω\∂Ω
et δ et | · | désignent respectivement la métrique et la norme Euclidiennes sur Ω. il existe
une littérature importante sur l’existence ou éventuellement la non-existence des solutions
pour (0.0.7). Voir, parmi d’autres, Ghoussoub-Kang [21], Ghoussoub-Yuan [24], Li-Ruf-
Guo-Niu [38], Pucci-Servadei [42], Kang-Peng [36]. En particulier, Ghoussoub et Yuan
ont démontré dans [24], en s’inspirant des travaux de Brezis-Nirenberg, qu’il existe une
solution pour une équation comme (0.0.7) quand n ≥ 4 et ã(X0) < 0.
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Chapitre 2 : Théorème général d’existence
Dans le deuxième Chapitre, nous cherchons une condition générale d’existence des solu-
tions pour l’équation (0.0.6). Pour cela, nous considérons la fonctionnelle
J(u) :=
∫
M
(|∇u|2g + au2) dvg
(∫
M
|u|2
⋆(s)
dg(x,x0)s
dvg
) 2
2⋆(s)
; u ∈ H21 (M) \ {0}, (0.0.8)
où dvg désigne la forme volume Riemannienne sur (M, g). J est bien définie d’après les
inclusions de Hardy-Sobolev.
Lorsque l’opérateur ∆g + a est coercif, les points critiques (s’ils existent) seront, à une
constante multiplicative près, des solutions de (0.0.6). Dorénavant, on suppose que ∆g+a
est coercif. En suivant la méthode de minimisation d’Aubin [2], nous étudions l’existence
d’une solution pour (0.0.6). Il est bien connu que pour ce type de problèmes (voir par
exemple [52] pour le problème de Yamabe), la difficulté provient de la perte de compacité
en exposant critique. La méthode d’Aubin (pour le cas s = 0) consiste à passer aux
équations sous-critiques
∆guq + a(x)uq =
uq−1q
dg(x, x0)s
sur M, q ∈]2, 2⋆(s)[ (0.0.9)
afin de récupérer la compacité des inclusions de Hardy-Sobolev et d’avoir des solutions
sous-critiques non triviales et minimisante. Ensuite, par passage à la limite nous obtien-
drons une solution non triviale u pour (0.0.6) sous la condition d’Aubin (voir [2]), à
savoir : lorsque infv∈H21 (M)\{0} J(v) est en dessous de l’inverse de la meilleure constante.
Nous démontrons le Théorème suivant :
Théorème 0.0.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[ et 2⋆(s) := 2(n−s)n−2 l’exposant critique des inclusions de Hardy-Sobolev.
Soit a ∈ C0(M) telle que ∆g + a est coercif, ∆g := −divg(∇). Si
inf
v∈H21 (M)\{0}
J(v) < K(n, s)−1 (0.0.10)
Alors il existe une fonction u ∈ H21 (M) \ {0} ∩ C0(M), u > 0 et est une solution faible
de l’équation critique de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
. (0.0.11)
De plus, u réalise λ (i.e. I(u) = λ et
∫
M
|u|2
⋆(s)
dg(x,x0)s
dvg = 1) et u ∈ C0,θ(M)∩C1,αloc (M \{x0})
pour tous θ ∈]0,min{1, 2− s}[ et α ∈]0, 1[.
Ce Théorème suggère trois remarques :
1. La condition d’existence (0.0.10) est l’extension "naturelle" de celle obtenue par Aubin
dans [2] pour le cas s = 0.
2. Régularité. Contrairement au cas s = 0, les solutions des équations de type (0.0.6)
ne sont pas dans C2(M). Nous obtenons la C0,θ-régularité (resp. la C1,α-régularité sur
4
M \ {x0}) de la solution u avec la Théorie elliptique standard (voir par exemple [25]) et
en suivant la stratégie de Trudinger développée pour le problème de Yamabe (voir [51] et
[23]).
3. Positivité. La positivité de u sur M \ {x0} est assurée par l’inégalité de Harnack (voir
[25], Théorème 8.20).
Quant à la preuve de u(x0) > 0, le point délicat est le fait que notre solution u n’est
même pas différentiable au voisinage de x0. Pour cela, nous procédons par contradiction.
Comme u ≥ 0 alors x0 est un minimum de u.
L’idée est de démontrer qu’avec l’hypothèse de l’absurde, u sera C1 en x0 et que la dérivée
normale de u en x0 est non nulle. Pour la première, nous adaptons des arguments de [23]
(voir Proposition 8.1) pour démontrer que chaque fois u ∈ C0,α(M), α ∈]0,min{1, 2−s}[,
il existe α′ > α tel que u est au voisinage de x0 et donc on peut faire tendre, par itération,
α vers 1 en x0. Ensuite, nous adaptons pour la deuxième assertion des arguments de [25]
(voir Lemme 3.4) afin d’utiliser le Principe de maximum (qui ne marche qu’avec les
fonctions de classe C2).
Chapitre 3 : Influence de la géométrie.
Dans le Chapitre 3, nous étudions l’influence de la géométrie sur l’existence des solutions
pour (0.0.6).
Depuis la résolution du problème de Yamabe (voir [2], [45], [51]), il est bien connu qu’il
existe une dichotomie entre les dimensions supérieures dans lesquelles les arguments
d’existence sont locaux (voir Aubin [2]) et les petites dimensions où les arguments sont
globaux (voir Schoen [45] et Druet [15]).
Fonctions-tests
Afin de trouver des conditions géométriques suffisantes d’existence, nous allons tester la
condition principale d’existence (0.0.10) par une suite des fonctions (uǫ)ǫ>0 dans H21 (M)
que nous construisons "naturellement" en s’inspirant des fonctions extrémales des inéga-
lités Euclidiennes de Hardy-Sobolev (0.0.3).
En fait, nous avons dit que Lieb a démontré que l’égalité (0.0.4) est réalisée par les
fonctions ΦC,λ(X) = C (λ2−s + |X −X0|2−s)−
n−2
2−s avec C ∈ R∗, λ > 0. Il est donc naturel
de prendre pour tout ǫ > 0, la fonction Liepschitzienne uǫ définie sur M par : x 7→(
ǫ1−
s
2
ǫ2−s+dg(x,x0)2−s
)n−2
2−s
.
Toutefois, il faut noter que l’utilisation de la suite des fonctions-tests (uǫ)ǫ>0, vu sa
construction (uǫ = O(ǫ
n−2
2 ) en dehors d’un petit voisinage de x0), est aboutissante (voir
Proposition 3.1.1) pour les dimensions n ≥ 4 où la géométrie locale autour de x0 compte.
En revanche, nous avons obtenu dans la même Proposition, J(uǫ) = K(3, s)−1+O(ǫ), où
le signe de O(ǫ) est inconnu. Ce qui ne permet pas de conclure.
Afin de résoudre ce problème, on utilise la méthode de Schoen dans l’article [45] (voir
aussi Druet [15]) qui consiste à introduire la fonction de Green. Ceci servira à compenser
l’énérgie "parasite" dans l’expression de J(uǫ) et par suite à pousser le D.L. de J à l’ordre
1, c.à.d. démontrer que J(vǫ) = K(3, s)−1+Cǫ+ o(ǫ) où C est une constante > 0 ou bien
< 0.
Nous démontrons que l’estimation de J(uǫ) donne les résultats suivants :
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Proposition 0.0.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[ et ρ0 ∈]0, ig(M)[. On considère la suite des fonctions-tests (wǫ)ǫ
définie sur M par
wǫ :=



uǫ si n ≥ 4
ηuǫ +
√
ǫβx0 si n = 3
(0.0.12)
où pour tout ǫ > 0, uǫ est définie comme dans (3.0.5), η ∈ C∞c (B2ρ0(x0)) tel que 0 ≤ η ≤ 1
et η ≡ 1 sur Bρ0(x0) et βx0 vérifie p.p. sur M ,
βx0(x) = 4πGa,x0 −
η(x)
dg(x, x0)
,
Ga,x0 étant la fonction de Green sur (M, g) correspondante à ∆g + a et βx0 ∈ C0(M).
Alors on a :
J(wǫ) =
1
K(n, s)


1 +



∫
Rn
|Φ|2dX∫
Rn
|∇Φ|2dX (a(x0)− cn,sScalg(x0)) ǫ
2 + o(ǫ2) si n ≥ 5
ω3∫
R4
|∇Φ|2dX (a(x0)− cn,sScalg(x0)) ǫ
2ln(
1
ǫ
) +O(ǫ2) si n = 4
−ǫβx0(x0) 4π∫
Rn Φ∆δΦdX
+ o(ǫ) si n = 3


(0.0.13)
quand ǫ→ 0, avec
cn,s :=
(n− 2)(6− s)
12(2n− 2− s) . (0.0.14)
Théorème Principal d’existence.
La dernière proposition et le Théorème général d’existence 0.0.2 impliquent directement
le Théorème suivant.
Théorème 0.0.3 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[ et 2⋆(s) := 2(n−s)n−2 l’exposant critique des inclusions de Hardy-Sobolev.
Soit a ∈ C0(M) telle que ∆g + a est coercif. On suppose que
{
a(x0) < cn,sScalg(x0) si n ≥ 4
m(x0) > 0 si n = 3
avec cn,s =
(n−2)(6−s)
12(2n−2−s)
et m(x0) = βx0(x0) indépendante du choix de η. Alors il existe une
fonction u ∈ C0(M) ∩ H21 (M), u > 0 partout sur M telle qu’elle est une solution de
l’équation critique de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
.
En plus, u ∈ C0,θ(M)∩C1,γ(M \ {x0}) pour tous θ ∈]0,min{1, 2− s}[, γ ∈]0, 1[ et est un
minimiseur pour J , c.à.d.
∫
M
u2
⋆(s)
dg(x,x0)s
dvg = 1 et I(u) = λ > 0.
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Remarques :
Le Théorème 0.0.3 suggère quelques remarques :
1. Pour les dimensions n ≥ 4, c’est la géométrie au voisinage de le singularité x0 qui
compte. Par contre, nous avons obtenu en dimension 3 une condition géométrique globale
d’existence.
2. Pour les équations de type courbure scalaire (quand s = 0), Aubin [2] et Schoen [45]
ont obtenu des résultats similaires pour n ≥ 4 et n = 3 respectivement.
3. Contrairement au cas s = 0, les termes qui apparaissent dans le développement
de la fonctionnelle J(uǫ) ne sont pas explicites et nous avons besoin de les rassembler
convenablement afin de pouvoir calculer la valeur explicite de cn,s.
4. Dans le cas s = 0, Aubin a obtenu dans [2], la constante cn,0 pour le potentiel
a ≡ cn,0Scalg lorsque n ≥ 4.
Remarquons que c4,s = 16 (ne dépend pas de s) et qu’en fixant n ≥ 5, la fonction cn,s :
s ∈]0, 2[ 7→ cn,s := (n−2)(6−s)12(2n−2−s) est strictement décroissante et que sups∈]0,2[ cn,s = cn,0. Nous
avons donc obtenu une condition suffisante différente de celle d’Aubin. Ceci est dû au fait,
que contrairement à l’équation de la courbure scalaire (le cas s = 0 et a ≡ cn,0Scalg), notre
équation critique (0.0.6) à cause de la présence du terme critique dg(x, x0)−s n’est pas
invariante conforme pour la classe conforme [g]. Plus précisément, pour g̃ = exp(2w)g, w ∈
C∞(M), nous avons en général :
∆g̃u+ au 6= exp(−
n+ 2
2− sw)
[
∆g
(
exp(
n− 2
2− sw)u
)
+ a exp(
n− 2
2− sw)u
]
.
5. Comme une conséquence du Théorème de la masse Positive (voir [46], [47]), nous
obtenons (voir Druet [15] et la Proposition 3.3.1 du Chapitre 3) que m(x0) > 0 (et
donc existence de solutions pour (0.0.6)) pour n = 3 lorsque a ≤ Scalg/8 ou si (M, g)
n’est pas conformement équivalente à la sphère canonique S3 ⊂ R4 lorsque a ≡ Scalg/8.
(Remarquons que c3,0 = 18).
6. Notons enfin que le Théorème 0.0.3 marche aussi bien pour les variétés sans bord que
pour celles dont le bord ∂M 6= φ à condition que la singularité x0 soit dans M \ ∂M . Ce
Théorème généralise donc celui (cités ci-dessous) de Ghoussoub et Yuan (voir [24]) pour
la dimension n = 3 :
Théorème 0.0.4 Soit Ω un domaine bornés dans R3 et x0 ∈ Ω \ ∂Ω. Pour une fonction
a ∈ C0(Ω) telle que l’opérateur ∆+ a est coercif, on définit la fonction de Robin comme
étant R(x, y) := ω−12 |x− y|−1−Gx(y) où G désigne la fonction de Green pour ∆+a avec
la condition de Dirichlet sur le Bord. On suppose que R(x0, x0) < 0. Il existe donc une
solution u ∈ C0,θ(Ω) pour tout θ ∈]0,min{1, 2− s}[ pour l’équation de Hardy-Sobolev
∆u+ a(x)u =
u2
⋆(s)−1
|x− x0|s
, u > 0 dans Ω et u = 0 sur ∂Ω.
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Équations perturbée de Hardy-Sobolev
Dans le Chapitre 4, nous étudions l’existence des solutions pour les équations de Hardy-
Sobolev à terme perturbatif sous-critique de la forme suivante :
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u, (0.0.15)
avec q un exposant sous-critique dans ]2, 2∗[, 2∗ = 2n
n−2
et h une fonction sur M positive
presque partout et continue.
Dans le cas particulier s = 0 des équations de Sobolev, Brézis et Nirenberg [7] ont étudié
ce problème dans un contexte Euclidien, Djadli l’a étudié dans [13] pour les variétés
Riemanniennes.
Comme dans le deuxième chapitre, nous cherchons d’abord une condition générale d’exis-
tence des solutions pour l’équation (0.0.6). Pour cela, nous fixons q dans ]2, 2∗[ et nous
considérons la fonctionnelle
u ∈ H21 (M) 7→ Jq(u) =
1
2
∫
M
(|∇u|2g + au2)dvg −
1
2∗(s)
∫
M
|u|2∗(s) dvg
dg(x, x0)s
−1
q
∫
M
h|u|qdvg. (0.0.16)
Jq est bien définie d’après les inclusions de Hardy-Sobolev.
L’opérateur ∆g + a étant coercif, les points critiques (s’ils existent) seront donc, à une
constante multiplicative près, des solutions de (0.0.6). En suivant les travaux de Djadli
[13] et Esposito-Robert [19], nous démontrons le Théorème suivant dont le moteur prin-
cipal est le Mountain-Pass Lemma (voir Lemme 4.1.1 dans le chapitre 4) d’Ambrosetti-
Rabinowitz (voir [1]).
Théorème 0.0.5 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, a ∈ C0(M) telle que ∆g + a est coercif, x0 ∈ M et s ∈]0, 2[. On pose 2⋆(s) = 2(n−s)n−2 .
On considère aussi q ∈]2, 2∗[ et h ∈ C0(M) positive. S’il existe u0 ∈ H21 (M) telle que
sup
t≥0
Jq(tu0) < c
′
n,sK(n, s)
−n−s
2−s (0.0.17)
c′n,s =
2−s
2(n−s)
Alors l’équation de Hardy-Sobolev perturbée
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u
admet une solution u 6≡ 0 dans H21 (M). De plus, u ∈ C0,α(M) ∩ C1,βloc(M \ {x0}), pour
tout α ∈]0,min(1, 2− s)[, β ∈]0, 1[.
Dans la deuxième section, nous testons la condition principale d’existence (0.0.17) par
la suite (twǫ)ǫ>0, t > 0 et les wǫ sont comme dans la Proposition 0.0.2. Nous avons le
résultat suivant :
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Jq(tǫwǫ) = β0 +



−κ1h(x0)ǫn−
q(n−2)
2 + o(ǫn−
q(n−2)
2 ) si n ≥ 4
−κ4h(x0)ǫ3−
q
2 + o(ǫ3−
q
2 ) si n = 3 et si q > 4
− (κ5m(x0) + κ6h(x0)) ǫ+ o(ǫ) si n = 3 et si q = 4
−κ7m(x0) + o(ǫ) si n = 3 et si q ∈]2, 4[
(0.0.18)
où tǫ > 0 est l’unique tel que supt≥0 Jq(twǫ) = Jq(tǫwǫ).
Le Théorème général d’existence 0.0.5 et ce dernier résultat (0.0.18) impliquent directe-
ment le Théorème suivant.
Théorème 0.0.6 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, a ∈ C0(M) telle que ∆g + a est coercif, x0 ∈M et s ∈]0, 2[. On pose 2⋆(s) = 2(n−s)n−2 et
2∗ = 2⋆(0). On considère aussi q ∈]2, 2∗[ et h ∈ C0(M) positive. On suppose que



h(x0) > 0 si n ≥ 4 ou { n = 3 et q > 4 }
κ′m(x0) + κ
′′h(x0) > 0 si n = 3 et si q = 4
m(x0) > 0 si n = 3 et si q ∈ (2, 4)
(0.0.19)
avec cn,s :=
(n−2)(6−s)
12(2n−2−s)
, κ′, κ′′ > 0, Scalg(x0) est la courbure scalaire de M en x0 et
m(x0) = βx0(x0) est la masse de (M, g) en x0. Alors l’équation de Hardy-Sobolev perturbée
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u
admet une solution u 6≡ 0 dans H21 (M). De plus, u ∈ C0,α(M) ∩ C1,βloc(M \ {x0}), pour
tout α ∈]0,min(1, 2− s)[, β ∈]0, 1[.
Conclusion :
De (0.0.19), nous distinguons que l’existence d’une solution dépend uniquement de la
perturbation (en x0) pour les dimensions n ≥ 4 et qu’une interaction entre la géométrie
globale de la variété (la masse de la fonction de Green en x0) et la perturbation apparaît
en dimension 3.
La première meilleure constante est atteinte.
Théorème Principal.
Dans le Chapitre 5, nous revenons à la question posée dans le deuxième chapitre sur le
cas ǫ = 0 l’inégalité (0.0.5). A savoir si la première meilleure constante A0 = K(n, s) est
atteinte ou non ?
Nous démontrons le Théorème suivant :
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Théorème 0.0.7 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors il existe
B0(M, g, s, x0) > 0 dépendant de (M, g) et s tel que pour tout v ∈ H21 (M),
(∫
M
|v|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ K(n, s)
∫
M
|∇v|2g dvg +B0(M, g, s, x0)
∫
M
v2 dvg. (0.0.20)
Cas s = 0 et cas Euclidien.
Dans le cas s = 0, le Théorème 5.1.1 a été demontré par Hebey-Vaugon dans [32] pour les
meilleures constantes des inclusions de Hardy-SobolevH21 (M) ⊂ L2
⋆
(M), 2⋆ = 2n/(n−2).
Dans son article [15], Druet a étudié les meilleures constantes des inclusions de Hardy-
Sobolev Hp1 (M) ⊂ Lp
⋆
(M), p⋆ = pn/(n− p) (n > p > 1) (voir aussi Aubin-Li [5] pour la
preuve de la conjecture d’Aubin dans [3]). Hebey a étudié dans [28] le même problème
pour les inclusions H22 (M) ⊂ L2
♯
(M), 2♯ = 2n/(n− 4), n ≥ 5, Brouttelande[8] et Ceccon-
Montenegro[11] pour les inégalités de Gagliardo-Nirenberg.
Il existe une littérature importante sur les meilleures constantes pour les inégalités de type
Hardy-Sobolev sur les domaines Euclidiens Rn. Une discussion générale sur ce sujet se
trouve dans la monographie [22] de Ghoussoub et Moradifam. Sachant que les inégalités de
Hardy-Sobolev constituent une sous famille des celles de Caffarelli-Kohn-Nirenberg (voir
[9]), les meilleures constantes et les extremales de ces dernières sur Rn ont été bien étudiées
pour la classe des fonctions symétriques radiales (voir Catrina-Wang [10], Horushi [33] et
Chou-Chu [12]). Cependant, il existe des situations où les fonctions extremales ne sont pas
radiales et symétriques (voir l’article de Catrina et Wang [10]). Une étude historique sur
la brisure de symétrie des fonctions extremales se trouve dans l’article [14] de Dolbeault,
Esteban, Loss et Tarantello . Quant aux inégalités de Hardy-Sobolev-Maz’ya (voir [40]),
nous nous référons à Badiale-Tarantello [6], Musina [41] et Tertikas-Tintarev [49].
Preuve du Théorème 0.0.7 : Blow-up autour de x0.
La preuve du Théorème 0.0.7 est basée sur l’analyse du Blow-up des solutions critiques des
équations elliptiques non linéaire. Nous démontrons d’abord (dans la première section)
un Théorème général de convergence des solutions des équations de Hardy-Sobolev
∆gu+ a(x)u =
u2
⋆(s)−1
dg(x, x0)s
sur M
qui s’explosent au voisinage de la singularité x0. Sachant que l’existence de ces solutions
est assurée par le Théorème 0.0.2.
Théorème 0.0.8 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[. On considère une famille (uα)α>0 dans H21 (M), telle que pour tout
α > 0, uα ≥ 0, uα 6≡ 0 et uα est une solution du problème
{
∆guα + αuα = λα
u
2⋆(s)−1
α
dg(x,x0)s
λα ∈]0, K(n, s)−1[ , ‖uα‖2⋆(s),s = 1.
(0.0.21)
Soit (zα)α>0 ∈M telle que limα→+∞ zα = x0. On définit la fonction ûα sur BR0µ−1α (0) ⊂ Rn
par
ûα(X) = µ
n
2
−1
α uα(expzα(µαX)), (0.0.22)
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avec exp−1zα : Ωα → BR0(0) est l’application exponentielle en zα, Ωα étant une boule
exponentielle dans M centrée en zα, c.à.d. exp∗zα g = δ. On suppose que
dg(xα, zα) = O(µα) lorsque α → +∞. (0.0.23)
Alors
dg(zα, x0) = O(µα) lorsque α → +∞ (0.0.24)
et, à une extraction d’une sous-suite près, ηαûα converge vers û faiblement dans D21(R
n)
et uniformement dans C0,βloc (R
n), pour tout β ∈]0,min(1, 2− s)[, avec ηα := η0(µα·) et
û(X) =
(
a
2−s
2 k
2−s
2
a2−s + |X −X0|2−s
)n−2
2−s
pour tout X ∈ Rn
avec X0 ∈ Rn, a > 0 et k2−s = (n− 2)(n− s)K(n, s). En particulier, û vérifie
∆δû = K(n, s)
−1 û
2⋆(s)−1
|X −X0|s
dans Rn et
∫
Rn
û2
⋆(s)
|X −X0|s
dX = 1. (0.0.25)
Dans la deuxième section du Chapitre 5, en adaptant les arguments de Druet (voir [15]),
nous cherchons une estimation ponctuelle (5.3.72) de x 7→ dg(x, x0)(n−2)/2uα(x) défi-
nie presque partout sur M et se servant de celle-ci, nous procédons par l’absurde et
nous démontrons que l’inégalité Euclidienne de Hardy-Sobolev
(∫
Rn
|ϕ|2
⋆(s)
|X−X0|s
dX
) 2
2⋆(s) ≤
K(n, s)
∫
Rn
|∇ϕ|2dX s’explose en la testant par la famille des Blowing-up solutions (uα)α
via l’application de transition exponentielle.
Inégalité Optimale de Hardy-Sobolev.
Ainsi nous établissons dans le Théorème suivant une inégalité optimale de Hardy-Sobolev
sur les variétés. Ce résultat est une conclusion du Théorème précédent 0.0.8 et du Théo-
rème d’existence obtenue par estimations des fonctions-tests (voir Chapitre 4). Nous
démontrons le Théorème suivant :
Théorème 0.0.9 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Il existe
B0 = B0(M, g, s, x0) > 0 telle que pour tout v ∈ H21 (M) on a :
(∫
M
|v|2∗(s)
dg(x, x0)s
dvg
) 2
2∗(s)
≤ K(n, s)
(∫
M
|∇v|2dvg +
B0
K(n, s)
∫
M
v2dvg
)
. (0.0.26)
De plus,
{
B0(M, g, s, x0) ≥ K(n, s) (n−2)(6−s)12(2n−2−s)Scalg(x0) si n ≥ 4
m(x0) ≤ 0 si n = 3.
(0.0.27)
où m(x0) désigne la masse de la fonction de Green correspondante à ∆g +
B0(M,g,s,x0)
K(3,s)
.
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Notations
dvg Forme volume Riemannienne sur (M, g).
dg La distance Riemannienne sur (M, g).
(Lp(M), ‖ · ‖p) Espace de Lebesgue des fonctions p-intégrables sur M .
Lp(M, dg(·, x0)−s) Espace de Lebesgue := {f :M → R / |f |pdg(·, x0)−s ∈ L1(M)},
sa norme est f 7→ ‖f‖p,s := (
∫
M
|f |pdg(·, x0)−sdvg)1/p
H21 (M) Le complété de C
∞(M) pour la norme v 7→ ‖∇v‖2 + ‖v‖2.
D21(R
n) Le complété de C∞c (R
n) pour la norme v 7→ ‖∇v‖2.
C∞c (X) L’ensemble des fonctions f : X → R à support compact dans X.
∆g l’Opérateur de Beltrami-Laplace ( := −divg(∇)).
δ Le métrique Euclidienne.
exp−1x0 (x) L’image de x par l’application exponentielle sur (M, g) en x0.
Cas Euclidien : exp−1x0 (x) = x0 + x.
Dx La masse de Dirac en x.
Br(x) Une boule centrée en x et de rayon r.
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Chapitre 1
Premières meilleures constantes de
Hardy-Sobolev
Dans ce chapitre, nous démontrons que pour toute variété Riemannienne (M, g) de
dimension n ≥ 3, la première meilleure constante A0(M, g, x0, s) des inégalités de Hardy-
Sobolev
‖u‖22⋆(s),s ≤ A‖∇u‖22 +B‖u‖22 u ∈ H21 (M) (IAB) (1.0.1)
à savoir A0 = inf{A > 0 ; ∃B > 0 vérifiant (IAB) pour tout u ∈ H21 (M)} est celle,
qu’on notera K(n, s), des inégalités Euclidienne de Hardy-Sobolev. Nous établissons une
inégalité telle (1.0.1) (dans la Proposition 1.2.1) pour K(n, s) à ǫ-près (A = K(n, s) + ǫ,
pour tout ǫ > 0 suffisamment petit).
1.1 Inégalités de Hardy-Sobolev
1.1.1 Propriétés dans Lp
(
M,
dvg
dg(x,x0)s
)
.
1.1.1.1 Inégalités triangulaire et de Hölder
Proposition 1.1.1 Soient (M, g) une variété Riemannienne, p, q ∈ [1,+∞] tels que
1/p+1/q = 1, et ω un poids sur M (i.e. une fonction définie presque partout et strictement
positive). On considère f1 ∈ Lp(M,ωdvg) et f2 ∈ Lq(M,ωdvg). Alors on a :
∫
M
|f1f2|ωdvg ≤ ‖f1‖LpM (ωdvg)‖f2‖LqM (ωdvg). (1.1.2)
En particulier, Si ω : x ∈M \ {x0} 7→ dg(x, x0)−s avec x0 ∈M et s ∈]0, 2[, alors
∫
M
|f1f2|
dg(x, x0)s
dvg ≤
(∫
M
|f1|p
dg(x, x0)s
dvg
) 1
p
(∫
M
|f2|q
dg(x, x0)s
dvg
) 1
q
. (1.1.3)
Preuve de la proposition 1.1.1 : Soit f1 ∈ Lp(M,ωdvg) et f2 ∈ Lq(M,ωdvg). On a
∫
M
|f1f2|ωdvg ≤
∫
M
|f1|w
1
p · |f2|w
1
q dvg
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Avec l’inégalité de Hölder, on obtient
∫
M
|f1f2|ωdvg ≤ ‖|f1|w
1
p‖p‖|f2|w
1
q ‖q =
(∫
M
|f1|pωdvg
) 1
p
(∫
M
|f2|qωdvg
) 1
q
= ‖f1‖Lp(ωdvg)‖f2‖Lq(ωdvg).
Finalement, en posant que ω : x ∈ M \ {x0} 7→ dg(x, x0)−s et en remplaçant ω par sa
valeur dans (1.1.2), on aura (1.1.3). 
Proposition 1.1.2 Soient (M, g) une variété Riemannienne, p ∈ [1,+∞] et ω un poids
sur M . Alors on a l’inégalité triangulaire dans Lp(M,ωdvg), c.à.d. pour tous f1, f2 ∈
Lp(M,ωdvg), on a :
‖f1 + f2‖Lp(ωdvg) ≤ ‖f1‖Lp(ωdvg) + ‖f2‖Lp(ωdvg). (1.1.4)
En particulier, Si ω = 1/dg(x, x0)s avec x0 ∈M et s ∈]0, 2[ alors on aura
(∫
M
|f1 + f2|
dg(x, x0)s
dvg
) 1
p
≤
(∫
M
|f1|p
dg(x, x0)s
dvg
) 1
p
+
(∫
M
|f2|p
dg(x, x0)s
dvg
) 1
p
. (1.1.5)
Preuve de la proposition 1.1.2 : Soient f1, f2 ∈ Lp(M,ωdvg) et un réel q ∈ [1,+∞]
tels que 1/p+ 1/q = 1. On a :
|f1 + f2|p ≤ |f1| · |f1 + f2|
p
q + |f2| · |f1 + f2|
p
q .
Donc
‖f1 + f2‖pLpM (ωdvg) =
∫
M
|f1 + f2|pωdvg
≤
∫
M
|f1| · |f1 + f2|
p
qωdvg +
∫
M
|f2| · |f1 + f2|
p
qωdvg
Avec l’inégalité de Hölder (1.1.2), on obtient
‖f1 + f2‖pLpM (ωdvg) ≤ ‖f1‖LpM (ωdvg) · ‖(f1 + f2)
p
q ‖LqM (ωdvg)
+‖f2‖LpM (ωdvg) · ‖(f1 + f2)
p
q ‖LqM (ωdvg)
Mais
‖(f1 + f2)
p
q ‖LqM (ωdvg) =
(∫
M
|f1 + f2|pωdvg
) 1
q
= ‖f1 + f2‖
p
q
LqM (ωdvg)
= ‖f1 + f2‖p−1LpM (ωdvg),
donc
‖f1 + f2‖pLpM (ωdvg) ≤
(
‖f1‖LpM (ωdvg) + ‖f2‖LpM (ωdvg)
)
‖f1 + f2‖p−1LpM (ωdvg).
Il s’ensuit que
‖f1 + f2‖LpM (ωdvg) ≤ ‖f1‖LpM (ωdvg) + ‖f2‖LpM (ωdvg).
Finalement, en posant que ω : x ∈ M \ {x0} 7→ dg(x, x0)−s et en remplaçant ω par sa
valeur dans (1.1.4), on aura (1.1.5). 
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1.1.1.2 Densité
Dans une variété Riemannienne (M, g) compacte, C∞(M) est partout dense dans
l’espace de Sobolev (Hpk(M), ‖ · ‖Hpk (M)). On démontre dans la Proposition suivante que si
C∞(M) est inclu dans un espace de Hardy-Sobolev Lp1( dvg
dg(x,x0)s
) alors pour tout p ≤ p1,
Hpk(M) l’est encore. On utilisera les arguments de cette preuve chaque fois qu’on veut
passer de C∞(M) dans une inégalité issue des telles inclusions à Hpk(M).
Proposition 1.1.3 Soit (M, g) une variété Riemannienne. Soient k ∈ N, p, p1 ∈]1,+∞[
tels que p1 ≥ p et soit x0 ∈ M . Soit l’espace de Banach
(
Lp1(M, dvg
dg(x,x0)s
), ‖ · ‖p1,s
)
avec
‖f‖p1,s =
(∫
M
|f |p1
dg(x,x0)s
dvg
) 1
p1 . Si
(
C∞(M), ‖ · ‖Hpk (M)
)
→֒
(
Lp1
(
M,
dvg
dg(x, x0)s
)
, ‖ · ‖p1,s
)
continuement
alors
(
Hpk(M), ‖ · ‖Hpk (M)
)
→֒
(
Lp1
(
M,
dvg
dg(x, x0)s
)
, ‖ · ‖p1,s
)
continuement .
Preuve de la proposition 1.1.3 : Supposons que
(
C∞(M), ‖ · ‖Hpk (M)
)
⊆
(
Lp1
(
M, dvg
dg(x,x0)s
)
, ‖ · ‖p1,s
)
con
donc il existe une constante A > 0 telle que pour tout u ∈ C∞(M), on a :
‖u‖p1,s ≤ A‖u‖Hpk (M). (1.1.6)
Soit u ∈ Hpk(M). Puisque C∞(M) est partout dense dans l’espace (H
p
k(M), ‖ · ‖Hpk (M)), il
existe une suite (un)n∈N dans C∞(M) qui converge vers u quand n tend vers l’infini pour
la norme ‖ · ‖Hpk (M), i.e. ∫
M
|un − u|pdvg n→+∞−−−−→ 0
et pour tout j ∈ {1, . . . , k},
∫
M
|∇j(un − u)|pdvg n→+∞−−−−→ 0.
La suite (un)n∈N étant dans C∞(M), donc avec l’hypothèse (1.1.6) on a pour tous i, j ∈
N, i 6= j :
‖ui − uj‖p1,s ≤ A‖ui − uj‖Hpk (M). (1.1.7)
Or (un)n∈N est une suite convergente pour la norme ‖ · ‖Hpk (M) donc elle en est de Cauchy.
Avec l’inégalité (1.1.7), on déduit que (un)n∈N est une suite de Cauchy dans l’espace
(Lp1
(
M, dvg
dg(x,x0)s
)
, ‖ · ‖p1,s) qui est de Banach, donc il existe ũ ∈ Lp1
(
M, dvg
dg(x,x0)s
)
tel
que (un)n∈N
n→+∞−−−−→ ũ pour la norme ‖ · ‖p1,s. En plus, on a :
‖ũ‖p1,s = lim
n→+∞
‖un‖p1,s
≤ lim
n→+∞
A‖un‖Hpk (M)
= A‖u‖Hpk (M). (1.1.8)
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D’autre part, (un)n∈N
n→+∞−−−−→ ũ dans (Lp1
(
M, dvg
dg(x,x0)s
)
, ‖ · ‖p1,s), donc (un)n∈N
n→+∞−−−−→ ũ
dans Lp1(M) car
‖un − ũ‖p1Lp1 (dvg) ≤
∫
M
|un − ũ|p1
dg(x, x0)s
× dg(x, x0)sdvg
≤ diamg(M)s‖un − ũ‖p1p1,s
n→+∞−−−−→ 0.
Notons que diamg(M) = sup{dg(x, y); x, y ∈M} : C’est le diamètre de (M, g), il est fini
car M est compact. Maintenant puisque p1 ≥ p donc Lp1(M, dvg) ⊆ Lp(M, dvg), par suite
(un)n∈N converge vers ũ dans Lp(M, dvg). Mais (un)n∈N
n→+∞−−−−→ u pour la norme ‖ · ‖Hpk (M)
donc pour la norme ‖ · ‖p. D’où la suite (un)n∈N a deux limites, u et ũ, dans Lp(M, dvg)
donc u = ũ p.p. sur M . Avec (1.1.8), on déduit que
‖u‖p1,s ≤ A‖u‖Hpk (M).
D’où le résultat. 
1.1.2 Inclusions et inégalités de Hardy-Sobolev
1.1.2.1 Inégalités de Hardy-Sobolev
Soit (M, g) une variété Riemannienne compacte de dimension n ≥ 3. Dans cette
partie, on démontre que toute fonction u ∈ H21 (M) vérifie l’inégalité de Hardy-Sobolev
Riemannienne
‖u‖2⋆(s),s ≤ C‖u‖H21 (M), 2
⋆(s) :=
2(n− s)
n− 2 (1.1.9)
avec C > 0. Ceci est vrai car l’inégalité (1.1.9) est issue de celle de Hölder appliquée à
toute fonction vérifiant simultanément celles de Sobolev et de Hardy. Ce qui est vrai en
particulier pour les fonctions dans H21 (M).
Théorème 1.1.1 Soit (M, g) une variété Riemannienne compacte de dimension n ≥ 3.
Soit x0 ∈ M , s ∈ [0, 2], et 2⋆(s) := 2(n−s)n−2 . Alors l’espace de Sobolev H21 (M) est inclus
continuellement dans L2
⋆(s)
(
M, dvg
dg(x,x0)s
)
.
Preuve du Théorème 1.1.1 : En effet, soit u ∈ H21 (M). La première inclusion de
Sobolev H21 (M) →֒ L2
∗
(M) implique qu’il existe C1 = C1(M, g) > 0 telle que
‖u‖2∗ ≤ C1‖u‖H21 (M), 2
∗ :=
2n
n− 2 (1.1.10)
D’autre part, en partant de l’inégalité de Hardy sur Rn :
∀ϕ ∈ C∞c (Rn),
∫
Rn
ϕ2
|X|2dX ≤
4
(n− 2)2
∫
Rn
|∇ϕ|2dX, (1.1.11)
on obtient, par arguments de compacité (M étant compacte), qu’il existe C3 = C3(M, g) >
0 telle que u (ainsi que toute fonction dans H21 (M)) vérifie
∫
M
u2
dg(x, x0)2
dvg ≤ C3‖u‖2H21 (M). (1.1.12)
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On utilise maintenant l’inégalité de Hölder avec 1 = 1
p
+ s
2
pour écrire
∫
M
|u|2⋆(s)−s
(
u
dg(x, x0)
)s
dvg ≤
(∫
M
|u|
2(2⋆(s)−s)
2−s dvg
) 2−s
2
(∫
M
u2
dg(x, x0)2
dvg
) s
2
.
(1.1.13)
Puisque 2(2
⋆(s)−s)
2−s
= 2∗ donc en élevant l’inégalité (1.1.13) à la puissance 2
2⋆(s)
, on aura :
(∫
M
|u|2⋆(s) dvg
dg(x, x0)s
) 2
2⋆(s)
≤
(∫
M
|u|2∗dvg
) 2−s
2⋆(s)
(∫
M
u2
dg(x, x0)2
dvg
) s
2⋆(s)
. (1.1.14)
En combinant la dernière inégalité (1.1.14) avec celles de Sobolev (1.1.10) et de Hardy
(1.1.12) et sachant que 2
∗(2−s)
2·2⋆(s)
+ s
2⋆(s)
= 1, on obtient
(∫
M
|u|2⋆(s) dvg
dg(x, x0)s
) 2
2⋆(s)
≤ C4
(
‖u‖2H21 (M)
) 2∗(2−s)
2·2⋆(s) · C5
(
‖u‖2H21 (M)
) s
2⋆(s)
≤ C6‖u‖2H21 (M),
avec C4, C5 et C6 sont des constantes strictement positives ne dépendant que de (M, g)
et s. D’où le résultat. 
1.1.2.2 Inclusions de Hardy-Sobolev : Thm. de Rellich-Kondrakov
Théorème 1.1.2 Étant donnée (M, g) une variété Riemannienne compacte de dimen-
sion n ≥ 3. Soit s ∈]0, 2], et 2⋆(s) := 2(n − s)/n − 2. Alors pour tout q ∈ [1, 2⋆(s)],
H21 (M) est inclus continuellement dans L
q
(
M, dvg
dg(x,x0)s
)
. De plus, si 1 ≤ q < 2⋆(s) alors
l’inclusion H21 (M) →֒ Lq
(
M, dvg
dg(x,x0)s
)
est compacte.
Preuve du Théorème 1.1.2 : Fixons un réel q ∈ [1, 2⋆(s)[.
i/ Montrons tout d’abord qu’on aH21 (M) →֒ Lq
(
M, dvg
dg(x,x0)s
)
. Pour cela, soit u ∈ H21 (M).
On a d’après l’inégalité de Hölder que
‖u‖q,s ≤ ‖u‖2⋆(s),s ×
(∫
M
dvg
dg(x, x0)s
) 1
q
− 1
2⋆(s)
.
Mais d’après le Théorème 1.1.1, on sait qu’il existe une constante C1 > 0 telle que pour
tout v ∈ H21 (M), on a :
‖v‖2⋆(s),s ≤ C1‖v‖H21 (M).
Par suite, on a :
‖u‖q,s ≤ C1‖u‖H21 (M) ×
(∫
M
dvg
dg(x, x0)s
) 1
q
− 1
2⋆(s)
.
D’où
H21 (M) →֒ Lq
(
M,
dvg
dg(x, x0)s
)
.
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ii/ Démontrons maintenant que l’inclusion définie ci-dessus est compacte. Pour cela, on
prend (ui)i une suite bornée dans H21 (M), i.e. il existe une constante C1 > 0 telle que
‖ui‖H21 (M) < C1.
Le Théorème de Rellich-Kondrakov (H21 (M) →֒ L2(M) où l’inclusion est compacte) ainsi
que la refléxivité de l’espace de Sobolev (H21 (M), ‖ · ‖H21 (M)) donnent l’existence d’une
fonction u ∈ H21 (M) et d’une sous-suite (uit)t∈N de (ui)i∈N telles qu’on a :
*/ La suite (uit)t∈N converge faiblement vers u dans H
2
1 (M).
**/ La suite (uit)t∈N converge fortement vers u dans L
2(M).
***/ (uit)t converge p.p. vers u dans M .
Soit ǫ > 0. On définit pour tous t ∈ N∗, A > 0 l’ensemble :
Ωit(A) = {x ∈M/ |uit(x)− u(x)| < A}.
On a pour tout s ∈ N∗ :
∫
Ωit (A)
c
|uit(x)− u(x)|q
dvg
dg(x, x0)s
≤ 1
A2⋆(s)−q
∫
Ωit (A)
c
|uit(x)− u(x)|2
⋆(s) dvg
dg(x, x0)s
≤ C
2⋆(s)
1
A2⋆(s)−q
‖uit − u‖2
⋆(s)
H21 (M)
≤ C
2⋆(s)
1
A2⋆(s)−q
(C2 + ‖u‖H21 (M))
2⋆(s)
≤ Cn,s(u)
A2⋆(s)−q
.
Puisque limA→+∞
Cn,s(u)
A2
⋆(s)−q = 0, donc il existe A0(ǫ) > 0 telle que pour tout A > A0(ǫ), on
a :
Cn,s(u)
A2⋆(s)−q
<
ǫ
2
.
D’autre part, on considère la suite (fis)s∈N∗ des fonctions définies sur M par :
fis(x) =
|uis − u|q
dg(x, x0)s
1Ωis (A)
.
C’est une suite des fonctions intégrables et est dominée par x 7→ Aqdg(x, x0)−s qui est
intégrable. En plus, elle converge p.p. vers 0. Avec le théorème de convergence dominée
de Lebesgue, on déduit qu’il existe t0(ǫ) > 0 tel que pour tout t > t0(ǫ) on a :∫
M
fitdvg <
ǫ
2
.
Ensuite, on a pour tous t > t0(ǫ), A > A0(ǫ) :
‖uit − u‖qq,s =
∫
M
|uit − u|q
dvg
dg(x, x0)s
=
∫
Ωis (A)
|uit − u|q
dvg
dg(x, x0)s
+
∫
Ωis (A)
c
|uit − u|q
dvg
dg(x, x0)s
≤
∫
M
fitdvg +
Cn,s(u)
A2⋆(s)−q
< ǫ.
D’où (uit)t∈N converge vers u dans l’espace L
q
(
M, dvg
dg(x,x0)s
)
.
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1.2 Meilleures constantes sur les variétés
1.2.1 Cas Euclidien : Meilleure constante K(n, s) des inégalités
de Hardy-Sobolev
Définition 1.2.1 Soient n ≥ 3 un entier et s ∈ [0, 2]. On définit la meilleure constante
des inégalités de Hardy-Sobolev Euclidienne, et on note K(n, s), la constante ne dépendant
que de n et de s qui vérifie
K(n, s)−1 := inf
ϕ∈D21(R
n)
∫
Rn
|∇ϕ|2δdX
(∫
Rn
|ϕ|2
⋆(s)
|x|sδ
dX
) 2
2⋆(s)
(1.2.15)
(ξ, ξ′) ∈ (Rn)2 7→ δ(ξ, ξ′) = ∑ji=1 δijξi(ξ′)j étant la métrique Euclidienne et D21(Rn) la
complétion C∞c (R
n) \ {0} pour la norme u 7→
(∫
Rn
|∇ϕ|2δdX
) 1
2 .
Dans le cas s = 0 des inclusions de Sobolev H21 (M) →֒ Lp(M), p ∈]2, 2∗[, Aubin [3] et
Talenti [48] ont démontré indépendament en 1976 que K(n, 0) =
[
2
(
n(n− 2)ω2/nn
)− 1
2
]2
(voir aussi Rodemich [44]) où ωn désigne le volume de la sphère unité standard (Sn, h)
de Rn+1 et que l’égalité (1.2.15) est réalisée par les fonctions ΦC,λ(X) = C(λ+ |X|2)1−
n
2
avec C ∈ R∗, λ > 0.
En 1983, Lieb a calculé dans ([39], voir Théorème 4.3) la valeur de K(n, s) dans le cas
s ∈]0, 2[ :
K(n, s) = [(n− 2)(n− s)]−1
(
1
2− sωn−1
Γ2(n− s/2− s)
Γ(2(n− s)/(2− s))
)− 2−s
n−s
,
où pour tout z ∈ C, ℜ(z) > 0 on a : Γ(z) =
∫ +∞
0
tz−1 exp(−t)dt est la fonction d’Euler
vérifiant les propriétés Γ(1) = 1, Γ(1/2) =
√
π et Γ(z + 1) = zΓ(z) et a démontré que
l’égalité (1.2.15) est réalisée par les fonctions ΦC,λ(X) = C (λ2−s + |X|2−s)−
n−2
2−s .
1.2.2 Cas Riemannien : Définitions et Théorème
Définition 1.2.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M et s ∈]0, 2[. Une constante A > 0 (resp. B > 0) est dite la première (resp. la
deuxième) constante des inégalités de Hardy-Sobolev Riemanniennes si elle vérifie pour
tout v ∈ H21 (M) :
(∫
M
|v|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ A
∫
M
|∇v|2gdvg +B
∫
M
u2dvg. (IA,B)
Définition 1.2.3 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M et s ∈]0, 2[. On appelle la première meilleure constante des inégalités de
Hardy-Sobolev Riemanniennes la constante A0 = A0(M, g, s, x0) qui vérifie
A0(M, g, s, x0) := inf{A > 0; ∃B > 0 tel que (IA,B) est vraie}.
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Dans son article [3], Aubin a démontré que, pour toute variété Riemannienne compacte
(M, g) de dimension n ≥ 3, K(n, 0) est la première meilleure constante des inégalités
issues de l’inclusion de Sobolev H21 (M) →֒ L2
∗
(M). On démontre dans le Théorème
suivant un résultat similaire que celui d’Aubin dans le cas général s ∈]0, 2[.
Théorème 1.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors on a :
A0(M, g, s, x0) = K(n, s)
où K(n, s) est la meilleure constante des inégalités de Hardy-Sobolev Euclidienne.
1.2.3 Preuve (i) du Théorème : inégalités de Hardy-Sobolev à
ǫ-près
Dans cette partie, on démontre que A0(M, g, x0, s) ≤ K(n, s). En suivant l’article [3]
d’Aubin, on démontre dans la proposition suivante que pour tout ǫ > 0, A0(M, g, x0, s) ≤
K(n, s) + ǫ.
Proposition 1.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors pour
tout ǫ > 0, il existe Bǫ > 0 tel que pour tout u ∈ H21 (M), on a
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ)
∫
M
|∇u|2gdvg +Bǫ
∫
M
u2dvg. (1.2.16)
Thiam [50] a démontré indépendamment un résultat dans le même esprit de la Proposition
1.2.1 avec un terme de reste supplémentaire.
Preuve de la Proposition 1.2.1 : On suit dans cette preuve le travail d’Hebey (voir
[29]) dans le cas des inclusions H21 (M) →֒ Lq(M).
Ière étape : (Construction d’un recouvrement fini de M par des boules expo-
nentielles).En effet, par critère de compacité, nous avons (voir Appendice I) pour tout
x ∈ M et tout ρ > 0, il existe r = r(x, ρ) ∈]0, ig(M)/2[, limρ→0 r(x, ρ) = 0 tel que la
carte exponentielle (B2r(x), exp−1x ) satisfait les propriétés suivantes :
i/ (1− ρ)δ ≤ g ≤ (1 + ρ)δ,
ii/ (1− ρ)n2 dx ≤ dvg ≤ (1 + ρ)
n
2 dx,
iii/ D−1ρ |T |δ ≤ |T |g ≤ Dρ|T |δ, for all T ∈ χ(T ⋆M)
et avec limρ→+∞Dρ = 1, χ(T ⋆M) est l’espace des tenseurs 1-covariant sur M .
Puisque M est compacte il existe N ∈ N (dépendant de ρ) et x1, ..., xN−1 ∈ M \ Br0(x0)
(dépendant de ρ) tel que
M \ Br0(x0) ⊂ ∪N−1m=1Brm(xm),
avec r0 = r(x0, ρ) et rm ≤ r20(x0, ρ).
IIème étape : On démontre que pour tout ǫ > 0, il existe ρ0 = ρ0(ǫ) > 0 tel que
limǫ→0 ρ0(ǫ) = 0 et pour tous ρ ∈]0, ρ0[, m ∈ {0, . . . , N − 1} et u ∈ C∞c (Brm(xm)), on a :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤
(
K(n, s) +
ǫ
2
)∫
M
|∇u|2gdvg. (1.2.17)
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En effet, D’après la définition (1.2.15) de la meilleure constante Euclidienne K(n, s), on
a pour tout ϕ ∈ C∞c (Rn) :
(∫
Rn
|ϕ|2⋆(s)
|X|sδ
dX
) 2
2⋆(s)
≤ K(n, s)
∫
Rn
|∇ϕ|2δdX. (1.2.18)
On considère ρ > 0, m ∈ {0, . . . , N − 1} et u ∈ C∞c (Brm(xm)) tel que (Brm(xm), exp−1xm)
est une carte exponentielle vérifiant les propriétés de l’étape (I). On distingue deux cas :
Cas II.1 : Sim = 0 donc en utilisant les propriétés (i), (ii) et (iii) de la carte exponentielle
(Br0(x0), exp
−1
x0
) développées dans l’étape (I) et l’inégalité de Hardy-Sobolev Euclidienne
(1.2.18), on écrit :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (1 + ρ)
n
2⋆(s)K(n, s)
∫
Rn
|∇(u ◦ expx0)|2δdX
≤ D2ρ(1 + ρ)
n
2⋆(s) (1− ρ)−n2 K(n, s)
∫
M
|∇u|2gdvg.
(1.2.19)
Puisque limρ→0D2ρ
(1+ρ)
n
2⋆(s)
(1−ρ)
n
2
= 1, il s’ensuit de (1.2.19) que pour tout ǫ > 0, il existe
ρ0 > 0 tel que pour tout 0 < ρ < ρ0, on a :
(∫
Br0 (x0)
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤
(
K(n, s) +
ǫ
2
)∫
Br0 (x0)
|∇u|2gdvg.
Ceci prouve (1.2.17) pour le cas (II.1).
Case II.2 : Si m ∈ {1, . . . , N − 1} donc pour tout x ∈ Brm(xm), on a :
dg(x, x0) ≥ λ0 > 0,
avec λ0 = r02 − rm. Avec les inégalités de Hölder et celles de Gagliardo-Nirenberg-Sobolev
sur la fonction u ◦ expxm : Brm(0) ⊂ Rn 7→ R ainsi que les propriétés (i), (ii) et (iii)
developées dans l’étape (I), on écrit
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ 1
λ
2s
2⋆(s)
0
(∫
Brm (xm)
|u|2⋆(s)dvg
) 2
2⋆(s)
≤ vol(Brm(xm))
2( 12⋆(s)−
1
2⋆ )
λ
2s
2⋆(s)
0
(∫
Brm (xm)
|u|2⋆dvg
) 2
2⋆
≤ Q′ρ
∫
M
|∇u|2gdvg,
avec limρ→0Q′ρ = 0. Lorsque ρ → 0 dans la dernière inégalité, on obtient (1.2.17). Ceci
prouve (1.2.17) pour le cas (II.2) et termine l’étape (II).
IIIème étape : On démontre qu’il existe une C∞-partition de l’unité (ηm)m=0,...,N−1 sur
M subordonnée au recouvrement (Brm(xm))m=0,...,N−1 et il existe H > 0 tels que pour
tout m ∈ {0, . . . , N − 1},
|∇η
1
2
m|g ≤ H. (1.2.20)
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En effet, on considère (αm)m=0,...,N−1 une C∞-partition de l’unité sur M subordonnée au
recouvrement (Brm(xm))m=0,...,N−1. On pose, pour tout m = 0, . . . , N − 1,
ηm =
α3m∑N−1
i=0 α
3
i
.
Supposons qu’il existe x1 ∈ M tel que (
∑N−1
i=0 α
3
i )(x1) = 0. Puisque les αi ≥ 0 donc
pour tout i = 1, . . . , N , αi(x1) = 0. Ceci est en contradiction avec le fait que l’en-
semble (αm)m=0,...,N−1 forme une C∞-partition de l’unité. Par suite, la fonction x ∈M 7→∑N−1
i=0 α
3
i ne s’annulle pas sur M . De plus, les αi étant de classe C
∞ sur M il s’ensuit
que 1/(
∑N−1
i=0 α
3
i ), αj ∈ C∞(M). D’où ηm ∈ C∞(M), ceci pour tout m = 0, . . . , N − 1.
On vérifie les autres conditions qui montrent que l’ensemble (ηm)m=0,...,N−1 forment une
C∞-partition de l’unité. D’autre part on a pour tout m = 0, . . . , N − 1 :
η
1
2
m =
α
3/2
m
(
∑N
i=1 α
3
i )
1/2
.
La fonction y ∈ R 7→ y3/2 est une fonction différentiable et les fonctions αm, 1/(
∑N−1
i=0 α
3
i )
1/2
sont de classe C∞ sur M donc η
1
2
m est différentiable sur M et sa dérivée vaut, pour tout
x ∈M ,
d(η
1
2
m)(x) = d(y
3/2)(αm(x))× dαm(x)
=
3
2
α
1
2
m(x)dαm(x).
Donc d(η
1
2
m) ∈ C0(M) et par suite η
1
2
m ∈ C1(M). On poseH = maxm=0,...,N−1 ‖d(η
1
2
m)‖C0(M).
Ceci termine l’étape (III).
IVème étape : Dans cette étape, on démontre l’inégalité (1.2.16) sur C∞(M).
Soient ǫ > 0 et u ∈ C∞(M). Puisque 2⋆(s)
2
> 1, donc d’après la Proposition 1.1.2 on a :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤
(∫
M
|∑N−1m=0 ηmu2|
2⋆(s)
2
dg(x, x0)s
dvg
) 2
2⋆(s)
≤
∥∥∥∥∥
N−1∑
m=0
ηmu
2
∥∥∥∥∥
L
2⋆(s)
2 (M,dg(x,x0)−s)
≤
N−1∑
m=0
∥∥ηmu2
∥∥
L
2⋆(s)
2 (M,dg(x,x0)−s)
≤
N−1∑
m=0
(∫
M
|η
1
2
mu|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
.
En utilisant l’inégalité (1.2.16) de l’étape (II) et par densité (η
1
2
mu ∈ C1(M)), on obtient
(∫
M
|η
1
2
mu|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ
2
)
∫
M
|∇(η
1
2
mu)|2gdvg.
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Or on a
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ
2
)
N−1∑
m=0
∫
M
|∇(η
1
2
mu)|2gdvg
= (K(n, s) +
ǫ
2
)
N−1∑
m=0
∫
M
(
η
1
2
m|∇u|g + |u| · |∇η
1
2
m|g
)2
dvg
≤ (K(n, s) + ǫ
2
)
N−1∑
m=0
∫
M
(
ηm|∇u|2g + 2η
1
2
m|∇u|g|u||∇η
1
2
m|g
+|u|2|∇η
1
2
m|2g
)
dvg.
Avec la dernière inégalité, celles de Cauchy-Schwarz et (1.2.20) de l’étape (II), on obtient :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ
2
)
(
‖∇u‖22 + 2NH‖∇u‖2‖u‖2 +NH2‖u‖22
)
.
(1.2.21)
Soit ǫ0 > 0 tel que
(K(n, s) +
ǫ
2
)(1 + ǫ0) ≤ K(n, s) + ǫ.
En fait, ǫ0 est bien défini, car il suffit de choisir ǫ0 dans l’intervale ]1,
K(s,n)+ǫ
K(s,n)+ ǫ
2
[. D’autre
part, on a pour tous x, y, λ ∈ R, (λx − y)2 ≥ 0, i.e. λ2x2 + y2 ≥ 2λxy. Donc, pour tous
x, y, λ ∈ R, 2xy ≤ λx2 + λ−1y2. Maintenant si on pose x = ‖∇u‖2, y = ‖u‖2 et λ = ǫ0NH ,
on tire que
2NH‖∇u‖2‖u‖2 ≤ ǫ0‖∇u‖22 +
(NH)2
ǫ0
‖u‖22.
Par suite, en combinant la dernière inégalité et (1.2.21), on aura :
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ
2
)(1 + ǫ0)‖∇u‖22 +Bǫ‖u‖22
≤ (K(n, s) + ǫ)
∫
M
|∇u|2gdvg +Bǫ
∫
M
|u|2dvg,
avec
Bǫ =
(
(NH)2
ǫ0
+NH2
)
(K(n, s) +
ǫ
2
). (1.2.22)
Ceci termine l’étape (IV).
Vème étape : Soit maintenant u ∈ H21 (M). M étant compact donc C∞(M) est partout
dense dans (H21 (M), ‖ · ‖H21 (M)). Il s’ensuit qu’il existe une suite (un)n∈N dans C
∞(M)
vérifiant l’inégalité (1.2.16) qui converge vers u pour la norme ‖ · ‖H21 (M). Avec les mêmes
arguments de densité utilisés dans la preuve de la Propositon 1.1.3, on démontre que u
vérifie aussi l’inégalité (1.2.16). D’où le résultat. 
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1.2.4 Preuve (ii) du Théorème.
Afin d’achever la preuve du Théorème 1.2.1, on démontre en suivant Hebey [28] (voir
Proposition 5.3.2) que A0(M, g, x0, s) ≥ K(n, s).
Pour cela, soit A ∈ R tel qu’il existe BA > 0 vérifiant pour tout u ∈ H21 (M) que
‖u‖22∗(s),s ≤ A
∫
M
|∇u|2gdvg +BA
∫
M
u2dvg. (1.2.23)
Soit φ ∈ C∞c (Rn) tel que Supp(φ) ⊂ BR(0), avec R > 0. On considère (Bρ0(x0), exp−1x0 )
une carte exponentielle centrée en x0 et de rayon ρ0 et (φµ)µ>0 la suite dans C∞(M)
définie pour tout 0 < µ suffisamment petit (µ ≤ ρ0
R
), par :
φµ(x) = φ(µ
−1 exp−1x0 (x)).
En appliquant l’inégalité (1.2.23) sur la suite (φµ)µ>0, on peut écrire :
‖φµ‖22∗(s),s ≤ A
∫
M
|∇φµ|2gdvg +BA
∫
M
φ2µdvg. (1.2.24)
Soit ǫ > 0. Par critère de compacité, il existe Rǫ > 0 tel que pour tout p ∈ BRǫ(0) ⊂ Rn,
on a :
(1− ǫ)δ ≤ (exp∗x0 g)(p) ≤ (1 + ǫ)δ.
Puisque limµ→0Rµ = 0, donc pour cet Rǫ > 0, il existe µ0(ǫ) tel que pour tout µ < µ0(ǫ),
on a : Rµ < Rǫ. Alors quitte à faire le changement de variable X = µ−1 exp−1x0 (x) et
dv(exp−1x0 )∗δ
= d(expx0(µX)) = µ
ndX
alors pour tout µ < µ0(ǫ), on peut écrire :
‖φµ‖22∗(s),s =
(∫
BµR(x0)
|φµ|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≥ (1− ǫ)
n
2⋆(s)
(∫
BµR(x0)
φ2
⋆(s)(µ−1 exp−1x0 (x))
dg(x, x0)s
dv(exp−1x0 )∗δ
) 2
2⋆(s)
= (1− ǫ)
n
2⋆(s)
(∫
BR(0)
φ2
⋆(s)(X)
|µX|s µ
ndX
) 2
2⋆(s)
= µn−2(1− ǫ)
n
2⋆(s)
(∫
BR(0)
φ2
⋆(s)(X)
|X|s dX
) 2
2⋆(s)
(1.2.25)
et
∫
M
|∇φµ|2gdvg =
∫
BµR(x0)
|∇φ(µ−1 exp−1x0 (x))|
2
gdvg
≤ (1 + ǫ)n2
∫
BµR(x0)
|∇φ(µ−1 exp−1x0 (x))|
2
(exp−1x0 )
∗δ
dv(exp−1x0 )∗δ
=
(1 + ǫ)
n
2
1− ǫ µ
n−2
∫
BR(0)
|∇φ|2δdX (1.2.26)
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Avec les mêmes arguments, on démontre que
∫
M
φ2µdvg ≤ (1 + ǫ)
n
2 µn
∫
BR(0)
φ2dX. (1.2.27)
En combinant (1.2.25), (1.2.26) et (1.2.27) avec (1.2.24), on aura pour tous ǫ > 0, µ <
µ0(ǫ) que :
(∫
BR(0)
φ2
⋆(s)(X)
|X|s dX
) 2
2⋆(s)
≤ (1 + ǫ)
n
2
(1− ǫ)
n
2⋆(s)
[
A
(1− ǫ)
∫
BR(0)
|∇φ|2δdX
+µ2BA
∫
BR(0)
φ2dX
]
(1.2.28)
Quand ǫ→ 0 et µ→ 0, on obtient :
(∫
BR(0)
φ2
⋆(s)(X)
|X|s dX
) 2
2⋆(s)
≤ A
∫
BR(0)
|∇φ|2δdX.
Il s’ensuit, d’après la définition deK(n, s), queK(n, s) ≤ A. La définition deA0(M, g, x0, s)
implique que K(n, s) ≤ A0(M, g, x0, s) mais d’après la Proposition 1.2.1, on a que
A0(M, g, x0, s) ≥ K(n, s). D’où A0(M, g, s, x0) = K(n, s). 
Le Théorème 1.2.1 suggère deux remarques :
Remarque 1 : (Indépendance de la géométrie) D’après le Théorème 1.2.1, on a que la pre-
mière meilleure constante A0(M, g, s, x0) des inégalités de Hardy-Sobolev Riemanniennes
est K(n, s) qui est celle dans le cas Euclidien. Donc A0(M, g, s, x0) est indépendant de la
géométrie de la variété (M, g).
Remarque 2 : (Cas ǫ = 0). Proposition 1.2.1 ne permet pas de conclure si A0(M, g, s, x0)
est atteinte ou non, c.à.d. si on peut prendre ǫ = 0 dans (1.2.16). En effet, suivant les
arguments de la preuve de la proposition : quand ǫ → 0, rm → 0, et par conséquence
H ≥ |∇η
1
2
m|g → +∞. Ceci implique que limǫ→0Bǫ = +∞. Pour démontrer que K(n, s)
est atteinte, nous aurons besoin d’utiliser des techniques différents et de l’analyse du
"Blow-up". Ce qui fait l’objectif du chapitre 6.
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Chapitre 2
Solutions pour l’équation de
Hardy-Sobolev.
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, x0 ∈ M ,
s ∈]0, 2[ et 2⋆(s) := 2(n−s)/n−2 l’exposant critique des inclusions de Hardy-Sobolev. On
considère a ∈ C0(M) et on définit surH21 (M) la fonctionnelle I et, pour tout q ∈ [2, 2⋆(s)],
la fonctionnelle Jq par
I(u) :=
∫
M
(
|∇u|2 + au2
)
dvg (2.0.1)
et si u 6≡ 0, on pose
Jq(u) := I(u) ·
(∫
M
|u|q
dg(x, x0)s
dvg
)− 2
q
. (2.0.2)
On définit, pour tout q ∈ [2, 2⋆(s)], l’ensemble Hq par
Hq :=
{
u ∈ H21 (M) ;
∫
M
|u|q
dg(x, x0)s
dvg = 1
}
(2.0.3)
et
λq := inf{I(u); u ∈ Hq} = inf{Jq(u); u ∈ H21 (M) \ {0}}. (2.0.4)
On note
D(M) := diam(M) := sup{dg(x, y); x, y ∈M}.
Proposition 2.0.2 Pour tout q ∈ [2, 2∗(s)], on a : Hq 6= φ et λq est fini.
Preuve de la proposition 2.0.2 : On pose u0 ≡ 1. On a donc u0 ∈ H21 (M), car M
est compact. D’autre part, puisque n
s
> 1 donc l’application x ∈M \ {x0} 7→ dg(x, x0)−s
est dans L1(M). En posant que u1(x) = u0(x)/
(∫
M
dg(x, x0)
−sdvg
) 1
2∗(s) , on aura ensuite
∫
M
u
2∗(s)
1 (x)
dg(x,x0)s
dvg = 1. D’où u1 ∈ H2⋆(s). Avec les mêmes arguments, on montre que, pour
tout q ∈ [2, 2∗(s)[, Hq 6= φ.
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Maintenant, pour tout u ∈ Hq on a :
∫
M
u2dvg ≤
(∫
M
|u|qdvg
) 2
q
· volg(M)
1
p
≤ D1
(∫
M
|u|q
dg(x, x0)s
dvg
) 2
q
· volg(M)
1
p
= D1volg(M)
1
p
avec D1 = D(M)
2s
q et p = 2q
q−2
. Donc, pour tout u ∈ Hq, on a
∣∣∣∣
∫
M
au2dvg
∣∣∣∣ ≤ ‖a‖∞D1volg(M)
1
p .
Par suite, pour tout u ∈ Hq
I(u) ≥ −‖a‖∞D1volg(M)
1
p . (2.0.5)
D’où
λq ≥ −‖a‖∞D1volg(M)p > −∞.
D’autre part, on a :
Jq(1) =
∫
M
advg
(∫
M
dg(x, x0)−sdvg
) 2
q
≤ ‖a‖∞ × volg(M)(∫
M
dg(x, x0)−sdvg
) 2
q
< +∞.
D’où le résultat. 
Dorénavant, on note λ := λ2⋆(s) et H := H2⋆(s).
2.1 Théorème général d’existence
Théorème 2.1.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[ et 2⋆(s) := 2(n−s)n−2 l’exposant critique des inclusions de Hardy-Sobolev.
Soit a ∈ C0(M) telle que ∆g + a est coercif, ∆g := −divg(∇). Si
inf
v∈C∞(M)\{0}
J(v) < K(n, s)−1 (2.1.6)
Alors il existe une fonction u ∈ H21 (M) \ {0} ∩ C0(M), u > 0 et est une solution faible
de l’équation critique de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
. (2.1.7)
De plus, u réalise λ (i.e. I(u) = λ et
∫
M
|u|2
⋆(s)
dg(x,x0)s
dvg = 1) et u ∈ C0,θ(M)∩C1,αloc (M \{x0})
pour tous θ ∈]0,min{1, 2− s}[ et α ∈]0, 1[.
L’existence d’un minimiseur de J dans H21 (M) \ {0} a été indépendamment démontrée
par Thiam [50].
30
2.2 Preuve du Théorème
Comme dans le problème de Yamabe (voir Yamabe [52] et Aubin [2]), toute la difficulté
provient de la manque de compacité pour l’inclusion de Hardy-Sobolev critiqueH21 (M) →֒
L2
⋆(s)
(
M, dvg
dg(x,x0)s
)
. Pour résoudre le problème, on passe aux équations sous-critiques
pour trouver une solution en se servant de la compacité des inclusions sous-critique de
Hardy-Sobolev (voir Théorème 1.1.2) puis on fait converger la suite des solutions sous-
critiques vers une solution de l’équation critique (2.1.7). L’hypothèse (2.1.6) assure la
non-trivialité de la solution. Nous suivons la méthode de minimization d’Aubin de l’article
[2] pour la preuve du Théorème 2.1.1.
2.2.1 Preuve (i) : Existence d’une solution faible u pour l’équa-
tion critique de Hardy-Sobolev.
2.2.1.1 Ière étape : Solutions pour les équations sous-critique de Hardy-
Sobolev.
Dans le Théorème suivant, l’inclusion compacte H21 (M) →֒ Lq
(
M, dvg
dg(x,x0)s
)
, pour
tout q ∈]2, 2⋆(s)[, donnée par le Théorème de Rellich-Kondrakov (Théorème 1.1.2) sera
le moteur qui fait fonctionner la preuve.
Théorème 2.2.1 Pour tout q ∈]2, 2∗(s)[, il existe une fonction uq ∈ H21 (M) \ {0}
⋂
Hq
positive p.p. sur M et est une solution faible de l’équation sous-critique de Hardy-Sobolev :
∆gu+ au = λq
uq−1
dg(x, x0)s
, (2.2.8)
où Hq = {u ∈ H21 (M),
∫
M
|u|q
dg(x,x0)s
dvg = 1.} En plus, uq réalise λq (i.e. λq = I(uq)).
Preuve du Théorème sous-critique 2.2.1 : Soit q ∈]2, 2∗(s)[ fixé. On considère
une suite minimisante (vi)i∈N dans Hq pour la fonctionnelle I, i.e. une suite des fonctions
dans Hq qui vérifie limi→+∞ I(vi) = λq. On procède maintenant par étapes.
Étape I.1 : On démontre qu’il existe uq ∈ H21 (M) ∩ Hq, uq ≥ 0 p.p. sur M et il existe
une sous-suite (vi)i∈L′ de (vi)i∈L, L′ ≃ N telles que
(a) La suite (vi)i converge faiblement vers uq dans H21 (M),
(b) La suite (vi)i converge fortement vers uq dans L2(M).
(c) La suite (vi)i converge vers uq p.p. sur M .
En effet, puisque limi→+∞ I(vi) = λq, donc il existe i0 ∈ L tel que pour tout i ≥ i0, on a :
|I(vi)− λq| < 1. Par suite, pour tout i ≥ i0, on a :
I(vi) < 1 + λq. (2.2.9)
Montrons d’abord que la suite (vi)i est bornée dans H21 (M). En effet, puisque les vi sont
dans Hq, on tire donc avec l’inégalité de Hölder que
∫
M
v2i dvg ≤ D1 × volg(M)1/p, avec
D1 = D(M)
2s
q , p = 2q
q−2
. Par suite, on a
‖vi‖22 ≤ D
1/2
1 × volg(M)1/2p. (2.2.10)
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De (2.2.9), (2.2.10) et de la définition de I, on tire que
‖∇vi‖22 =
∫
M
|∇vi|2gdvg = I(vi)−
∫
M
av2i dvg
≤ 1 + λq + ‖a‖∞D1volg(M)1/p. (2.2.11)
Donc la suite (|∇vi|)i est bornée dans L2(M). D’où la suite (vi)i est bornée dans H21 (M).
L’espace (H21 (M), ‖ · ‖H21 (M)) étant réflexif, et puisque les vi sont bornées dans H
2
1 (M)
donc d’après le théorème de Kakutani-Banach, il existe une sous-suite (vi)i∈L′′′ de (vi)i∈L,
L′′′ ≃ N et uq ∈ H21 (M) telles que la suite (vi)i∈L′′′ converge faiblement dans H21 (M) vers
uq quand i→ +∞.
Or la suite (vi)i∈L′′′ est bornée dansH21 (M), donc d’après le théorème de Rellich-Kondrakov,
il existe une sous-suite (vi)i∈L′′ de (vi)i∈L, L′′ ⊆ L′′′, L′′ ≃ N et u′q ∈ H21 (M) telles que la
suite (vi)i∈L′′ converge fortement dans L2(M) vers u′q quand i → +∞. Démontrons que
uq = u
′
q. En effet, on a que H
2
1 (M) →֒ L2(M) continuement, donc (L2(M))′ ⊂ (H21 (M))′
i.e. toute forme linéaire continue sur L2(M) est aussi une forme linéaire continue sur
H21 (M). Puisque la suite (vi)i∈L′′ converge faiblement vers uq dans H
2
1 (M) donc, pour
tout β ∈ (L2(M))′ ⊂ (H21 (M))′, β(vi)
i→+∞−−−−→ β(uq). Par suite, (vi)i∈L′′ converge faible-
ment vers uq dans L2(M). D’autre part, (vi)i∈L′′ converge fortement vers u′q dans L
2(M),
donc elle converge vers u′q faiblement dans L
2(M). L’unicité de la limite faible implique
que uq = u′q.
Le point (c) est dû au fait que la convergence forte dans les espaces Lp entraîne la
convergence p.p. à extraction près d’une sous-suite. D’où il existe une sous-suite (vi)i∈L′
de (vi)i∈L′′ , L′ ⊆ L′′, L′ ≃ N vérifiant a), b) et c).
Puisque, pour tout i, on a que Iq(vi) = Iq(|vi|), donc on pourra supposer que les vi sont
tous positives ou nulles p.p. Avec (c), on tire ensuite que uq est positive ou nulle p.p. sur
M . Ceci termine l’étape (I.1) de la preuve du Théorème sous-critique 2.2.1.
Étape I.2 : On démontre que uq ∈ Hq et que I(uq) = λq.
Puisque (vi)i converge faiblement vers uq dans H21 (M), donc on a
‖uq‖H21 (M) ≤ lim infi→+∞ ‖vi‖H21 (M).
Par suite,
∫
M
u2qdvg +
∫
M
|∇uq|2dvg ≤ lim inf
i→+∞
(∫
M
v2i dvg +
∫
M
|∇vi|2dvg
)
,
mais d’après (b), on a :
lim
i→+∞
∫
M
(v2i − u2q)dvg = 0
donc ∫
M
|∇uq|2dvg ≤ lim inf
i→+∞
∫
M
|∇vi|2dvg.
Comme
∫
M
a(v2i − u2q)dvg
i→+∞−−−−→ 0, on tire ensuite que
I(uq) ≤ lim
i→+∞
I(vi) = λq. (2.2.12)
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D’après le Théorème de Rellich-Kondrakov 1.1.2, on a pour tout s ∈]0, 2[ et tout p < 2∗(s),
l’inclusion compacte H21 (M) →֒ Lq(M, dvgdg(x,x0)s ). Or q < 2
∗(s) donc il existe une sous suite
(vit)t∈N de (vi)i∈L′ , it ∈ L′ telle que
(vit)t
t→+∞−−−−→ uq dans Lq(M,
dvg
dg(x, x0)s
).
On a alors
|‖vit‖q,s − ‖uq‖q,s| ≤ ‖vit − uq‖q,s
t→+∞−−−−→ 0.
Par suite, ‖uq‖q,s = 1. D’où uq ∈ Hq.
Avec la définition de λq et (2.2.12), on en déduit que I(uq) = λq. Ceci termine l’étape
(I.2) de la preuve du Théorème sous-critique 2.2.1.
Étape I.3 : On démontre que uq est une solution faible de l’équation (2.2.8). Pour cela,
soit
f : H21 (M) −→ R
ψ 7−→ 1
2
(∫
M
|∇ψ|2gdvg +
∫
M
aψ2dvg
)
.
f est une fonction différentiable. En effet,
f =
1
2
(f1 + f2), fi(ψ) = Li(ψ, ψ), i = 1, 2
L1, L2 étant les fonctions définies par :
L1 : (ψ, φ) ∈ H21 (M) 7→
∫
M
(∇ψ,∇φ)gdvg
L2 : (ψ, φ) ∈ H21 (M) 7→
∫
M
aψφdvg.
On donne encore la fonction Φq définie par :
Φq : H
2
1 (M) −→ R
ψ 7−→ Φq(ψ) =
1
q
∫
M
|ψ|q(x)
dg(x, x0)s
dvg.
La fonction Φq est de classe C1 sur H21 (M) et sa différentielle est définie pour tout
ψ ∈ H21 (M) par :
dΦq(ψ) : H
2
1 (M) −→ R
η 7−→ dΦq(ψ)η =
∫
M
η(x)ψ(x)|ψ|q−2(x)
dg(x, x0)s
dvg.
(voir Appendice III).
D’autre part, si ̺q = 1q , alors Φ
−1
q (̺q) = Hq. Or on a déjà démontré que I(uq) = λq,
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par suite f atteint son minimum sur Hq = Φ−1q (̺), en uq. dΦq(uq) est une application
surjective car dΦ(uq)uq = 1. En plus on a que :
df(uq) : η ∈ H21 (M) 7→
∫
M
((∇uq,∇η)g + aψη) dvg.
En appliquant le théorème des multiplicateurs de Lagrange, on sait qu’il existe un réel α
tel que pour tout ψ ∈ H21 (M) on a,
df(uq)ψ = αdΦq(uq)ψ,
Donc ∫
M
(∇uq;∇ψ)gdvg +
∫
M
auqψdvg = α
∫
M
|uq|q−2uqη
dg(x, x0)s
dvg.
En prenant ψ = uq dans la relation ci-dessus on voit que α = λq (rappelons que∫
M
|uq |q
dg(x,x0)s
dvg = 1). Par suite, uq est une solution faible de l’équation
∆gu+ au = λq
uq−1
dg(x, x0)s
.
Notons finalement que uq 6≡ 0, car ‖uq‖q,s = 1. Ceci termine l’étape (I.3) de la preuve du
Théorème sous-critique 2.2.1.
2.2.1.2 IIème étape : Passage à la limite.
On démontre dans cette étape qu’il existe une sous-suite (uqi)i∈N de (uq)q∈]2,2⋆(s)[ qui
converge faiblement vers une solution faible u 6≡ 0 de (2.1.7) dans H21 (M) réalisant λ.
Notons que la coercivité de l’opérateur ∆g + a implique la positivité de la fonctionnelle
J . D’où λ = infv∈H21 (M)\{0} J(v) ≥ 0. Nous procédons par étapes.
Étape II.1 : On démontre que que pout tout u ∈ H21 (M), u 6= 0 on a :
lim
q→2∗(s)
Jq(u) = J(u). (2.2.13)
Pour cela, on considère la suite des fonctions (Uq)q définies pour tout q par Uq(x) =
|u|q(x)
dg(x,x0)s
. Pour tout q, les Uq sont mesurables et sont dominées par la fonction U définie
par :
U(x) =



u2dg(x, x0)
−s si u ≤ 1 ,
u2
∗(s)dg(x, x0)
−s si u ≥ 1.
En utilisant le Théorème de convergence dominée de Lebesgue, on tire ensuite (2.2.13).
Par suite, pour ǫ > 0 il existe, d’après la définition de λ, u ∈ H21 (M) \ {0} telle que
J(u) ≤ λ+ ǫ. Donc on a :
λ+ ǫ ≥ lim
q→2∗(s)
Jq(u).
Ceci implique qu’il existe q0 ∈]2, 2⋆(s)[ tel que pour tout q > q0, on a :
λ+ 2ǫ ≥ Jq(u) ≥ λq.
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Par suite, ona
λ+ 2ǫ ≥ lim sup
q→2⋆(s)
λq.
Mais ǫ est quelquonque, d’où
lim sup
q→2∗(s)
λq ≤ λ. (2.2.14)
Réciproquement, on sait que les uq réalisent les λq, i.e.
I(uq) = λq
donc en écrivant
I(uq)
‖uq‖22∗(s),s
× ‖uq‖22∗(s),s = λq,
on obtient
inf
v∈H21 (M)\{0}
{
I(v)
‖v‖22∗(s),s
}
× ‖uq‖22∗(s),s ≤ λq,
d’où
λ‖uq‖22∗(s),s ≤ λq.
Et alors
lim inf
q→2∗(s)
λq ≥ λ lim inf
q→2∗(s)
‖uq‖22∗(s),s. (2.2.15)
Reste à démontrer que lim infq→2∗(s) ‖uq‖2∗(s),s ≥ 1. En effet, on a que q < 2∗(s), donc
avec l’inégalité de Hölder, on peut écrire :
‖uq‖q,s ≤ ‖uq‖2∗(s),s × ‖1‖ 2∗(s)q
2∗(s)−q
,s
.
Or pour tout q ∈]2, 2∗(s)[, on a : ‖uq‖q,s = 1. Donc pour tout q ∈]2, 2∗(s)[, on peut écrire
que
1 =
∫
M
|u|q
dg(x, x0)s
dvg ≤ ‖uq‖2∗(s),s ×
(∫
M
dg(x, x0)
−sdvg
)1− q
2∗(s)
.
Par suite on a
lim inf
q→2∗(s)
‖uq‖2∗(s),s ≥ 1.
Il s’ensuit de (2.2.14) et (2.2.15) que λq
q→2⋆(s)−−−−→ λ. Ceci termine l’étape (II.1) de la preuve
du Théorème sous-critique 2.2.1.
Étape II.2 : On démontre qu’il existe u ∈ H21 (M), u ≥ 0 p.p. et une suite (qi)i ⊂]2, 2∗(s)[,
qui tend vers 2∗(s) lorsque i→ +∞, telles que
(a) La suite (uqi)i converge faiblement vers u dans H
2
1 (M),
(b) La suite (uqi)i converge fortement vers u dans L
2(M),
(c) La suite (uqi)i converge p.p. vers u,
(d) La suite (uqi−1qi )i converge faiblement vers u
2∗(s)−1 dans L
2∗(s)
2∗(s)−1 ( dvg
dg(x,x0)s
).
Tout d’abord, on démontre que la suite (uq)q est bornée dans H21 (M) indépendament de
q.
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En effet, on tire avec les inégalités de Hölder que pour tout q ∈]2, 2⋆(s)[ :
(∫
M
u2qdvg
) 1
2
≤
(∫
M
|uq|qdvg
) 1
q
× ‖1‖ 2q
q−2
≤ diam(M) sq × volg(M)
q−2
2q .
et on a aussi :
‖uq‖2H21 (M) =
∫
M
|∇uq|2dvg +
∫
M
u2qdvg.
Or uq réalise λq i.e. I(uq) = λq, donc
‖uq‖2H21 (M) = λq +
∫
M
(1− a)u2qdvg.
D’après la définition de λq, on tire que
λq ≤ Jq(1) = I(1)/‖1‖2q,s ≤
∫
M
advg
(
∫
M
dvg
dg(x,x0)s
)
2
q
.
Il s’ensuit que :
‖uq‖2H21 (M) ≤
‖a‖∞volg(M)
(
∫
M
dg(x, x0)−sdvg)
2
q
+ ‖1− a‖∞diam(M)
2s
q × volg(M)
(q−2)
q . (2.2.16)
Cherchons un majorant indépendant de q pour le membre gauche de (2.2.16). Pour cela,
on utilise la propriété suivante
∀x ≥ 0, ∀0 < α < β, on a : x±α ≤ x±β + 1, (2.2.17)
qu’on démontre en distinguant les cas x ≤ 1 et x ≥ 1, pour tirer de (2.2.16) que
‖uq‖2H21 (M) ≤ ‖a‖∞volg(M)
[
1 +
(∫
M
dg(x, x0)
−sdvg
)−1]
+‖1− a‖∞ (1 + diam(M)s) (1 + volg(M)) .
Par suite, la suite (uq)q est bornée dans H21 (M) indépendament de q. Avec les mêmes
arguments utilisés dans l’étape (I.1), on montre les points a), b) et c). Démontrer le point
(d) revient à montrer, d’après le le Lemme d’intégration 6.5.1, que :
(d.1) La suite (uqi−1qi )i converge p.p. vers u
2∗(s)−1. Ce qui est vrai d’après (d).
(d.2) La suite (uqi−1qi )i est bornée dans L
2∗(s)
2∗(s)−1 (M, dvg
dg(x,x0)s
).
Démontrons (d.2) : En effet,H21 (M) →֒ L2
∗(s)(M, dvg
dg(x,x0)s
) et la suite (uqi)i est bornée dans
H21 (M) indépendament de q donc (uqi)i est bornée dans L
2∗(s)(M, dvg
dg(x,x0)s
) indépendament
de q. Ceci implique que la suite (uqi−1qi )i est bornée dans L
2∗(s)
q−1 (M, dvg
dg(x,x0)s
) indépendament
de q. Mais pour tout q ∈]2, 2∗(s)[ on a :
L
2∗(s)
q−1 (M,
dvg
dg(x, x0)s
) →֒ L
2∗(s)
2∗(s)−1 (M,
dvg
dg(x, x0)s
)
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on tire ensuite, avec la propriété (2.2.17), que (uqi−1qi )i est bornée dans L
2∗(s)
2∗(s)−1 ( dvg
dg(x,x0)s
)
indépendament de q. D’où la proposition (d) est vraie.
Étape II.3 : On démontre que u est une solution faible de (2.1.7).
La preuve est en trois étapes :
i/ On définit pour tout φ ∈ H21 (M), l’application Sφ sur H21 (M) par
Sφ : H
2
1 (M) → R
ψ →
∫
M
< ∇φ;∇ψ >g dvg.
Il est clair que Sφ est une forme linéaire continue sur H21 (M). Par suite, de (a) on tire
que pour tout ψ ∈ H21 (M),
lim
i→+∞
∫
M
< ∇ψ;∇uqi >g dvg =
∫
M
< ∇ψ;∇u >g dvg. (2.2.18)
ii/ De la même façon on pose que 2∗(s)′ = (2∗(s) − 1)/2∗(s) et on définit, pour tout
φ ∈ H21 (M), la fonction S̃φ défine sur L2
∗(s)′(M, dvg
dg(x,x0)s
) par
S̃φ : L
2∗(s)′(
dvg
dg(x, x0)s
) → R
ψ 7→
∫
M
φψ
dvg
dg(x, x0)s
.
S̃φ est bien définie, car H21 (M) ⊂ L2
∗(s)(M, dvg
dg(x,x0)s
) et 1/2∗(s) + 1/2∗(s)′ = 1. Par suite,
en utilisant (d), on déduit qu’on a pour tout φ ∈ H21 (M)
lim
i→+∞
∫
M
uqi−1qi φ
dvg
dg(x, x0)s
=
∫
M
u2
∗(s)−1φ
dvg
dg(x, x0)s
. (2.2.19)
iii/ Encore, on définit la forme bilinéaire L sur H21 (M) par :
L : H21 (M)×H21 (M) → R
(φ, ψ) →
∫
M
aφψdvg.
L est bien définie car a est borné sur M . Par suite, on tire avec (b) que pour tout
φ ∈ H21 (M)
lim
i→+∞
∫
M
auqiφdvg =
∫
M
auφdvg. (2.2.20)
Or les uqi sont solutions faible de l’équation sous critiques de Hardy-Sobolev, i.e. pour
tout φ ∈ H21 (M)
∫
M
< ∇φ;∇uqi >g dvg +
∫
M
auqiφdvg = λqi
∫
M
uqi−1qi φ
dvg
dg(x, x0)s
. (2.2.21)
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Avec (??) de l’étape (II.1) et i/, ii/, iii/, on déduit par passage à la limite quand i tend
vers l’infini que :
∫
M
< ∇φ;∇u >g dvg +
∫
M
auφdvg = λ
∫
M
u2
∗(s)−1φ
dvg
dg(x, x0)s
.
D’où u est une solution faible de l’équation (2.1.7).
Étape II.4 : On démontre que u n’est pas identiquement nulle.
En effet, l’hypothèse (2.1.6) implique
λK(n, s) < 1. (2.2.22)
Donc il existe ǫ0 > 0 (par exemple, on peut choisir ǫ0 =
λ−1−K(n,s)
2
) tel que
λ(K(n, s) + ǫ0) < 1. (2.2.23)
En utilisant la Proposition 1.2.1, et pour ǫ0 déjà fixé, on sait qu’il existe une constante
Bǫ0 > 0 telle que pour tout qi ∈]2, 2∗(s)[ on a :
(∫
M
|uqi |2
⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ0)
∫
M
|∇uqi |2gdvg +Bǫ0
∫
M
u2qidvg. (2.2.24)
D’autre part, on tire d’après les inégalités de Hölder (1.1.1)
‖uqi‖qi,s ≤ ‖uqi‖2∗(s),s × ‖1‖ri,s
où pour tout i, ri =
2∗(s)qi
2∗(s)−qi
. Or pour tout i, on a que ‖uqi‖qi,s = 1, donc en élevons au
carré la dernière inégalité
1 ≤
(∫
M
|uqi |2
⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
× ‖1‖2ri,s. (2.2.25)
uqi étant une solution de l’équation sous-critique (2.2.8) (et minimiseur de I), il s’ensuit
de (2.2.25) et (2.2.24) que
1 ≤ ‖1‖2ri,s
[
(K(n, s) + ǫ0)
∫
M
|∇uqi |2gdvg +Bǫ0
∫
M
u2qidvg
]
≤ ‖1‖2ri,s
[
(K(n, s) + ǫ0)(λqi −
∫
M
au2qidvg) + Bǫ0
∫
M
u2qidvg
]
≤ ‖1‖2ri,s
[
(K(n, s) + ǫ0)λqi + Cǫ0
∫
M
u2qidvg
]
(2.2.26)
avec Cǫ0 = Bǫ0 + (K(n, s) + ǫ0)‖a‖∞. Quand i → +∞, ‖1‖2ri,s → 1, λqi → λ et d’après
(b),
∫
M
u2qidvg →
∫
M
u2dvg, Il s’ensuit de (2.2.26) que
1 ≤ (K(n, s) + ǫ0)λ+ Cǫ0
∫
M
u2dvg. (2.2.27)
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Si u ≡ 0, alors on déduit de (2.2.27) que
1 ≤ (K(n, s) + ǫ0)λ.
Ceci est en contradiction avec (2.2.23). D’où u 6≡ 0 sur M .
Étape II.5 : On démontre que u est un minimiseur pour J (i.e. u réalise λ), λ > 0 et
que
∫
M
u2
∗(s) dvg
dg(x,x0)s
= 1.
En effet, soit 2⋆(s)′ le conjugué de 2⋆(s) (c.à.d. (2⋆(s)′)−1 + 2⋆(s)−1 = 1). On définit la
forme linéaire et continue
ψ ∈ L2⋆(s)′
(
M,
dvg
dg(x, x0)s
)
7→ Su(ψ) =
∫
M
uψ
dvg
dg(x, x0)s
.
Avec les inégalités de Hölder (1.1.1), on montre que Su est bien définie et est continue sur
L2
⋆(s)′
(
M, dvg
dg(x,x0)s
)
. Donc d’après l’étape II.2 (le point (d)), on tire
lim
i→+∞
Su(u
qi−1
qi
) = Su(u
2∗(s)−1),
c.à.d. ∫
M
u2
∗(s) dvg
dg(x, x0)s
= lim
i→+∞
∫
M
uqi−1qi u
dvg
dg(x, x0)s
.
Avec les inégalités Hölder (1.1.1), on obtient
∫
M
uqi−1qi u
dvg
dg(x, x0)s
≤ ‖uqi−1qi ‖q′i,s × ‖u‖qi,s
où q′i est le conjugué de qi. Puisque ‖uqi‖qi = 1, il s’ensuit que∫
M
u2
∗(s) dvg
dg(x, x0)s
= lim
i→+∞
∫
M
uqi−1qi u
dvg
dg(x, x0)s
≤ lim
i→+∞
‖u‖qi,s.
En utilisant le théorème de convergence de Lebesgue, on montre que : limi→+∞ ‖u‖qi,s =
‖u‖2∗(s),s. ( En fait, on considère la suite vq = |u|
q
dg(x,x0)s
qui est intégrable et dominée par
la fonction v = (u2 × 1u(x)<0 + u2
∗(s) × 1u(x)≥0)dg(x, x0)−s qui elle aussi est intégrable).
Les deux dernières relations impliquent ‖u‖2∗(s)2∗(s),s ≤ ‖u‖2∗(s),s. D’où
‖u‖2∗(s),s ≤ 1. (2.2.28)
D’autre part, u étant une solution faible de l’équation critique de Hardy-Sobolev (2.1.7),
donc en la testant en φ = u ∈ H21 (M), on obtient∫
M
|∇u|2gdvg +
∫
M
au2dvg = λ
∫
M
u2
∗(s) dvg
dg(x, x0)s
,
c.à.d.
I(u) = λ‖u‖2∗(s)2∗(s),s. (2.2.29)
Sachant que la coercivité de ∆g + a implique que
∫
M
(|∇u|2g + au2)dvg ≥ 0, donc λ ≥ 0.
Maintenant si λ = 0, la relation (2.2.29) implique que ‖u‖2∗(s),s = 0. Ce qui est faux. La
dernière égalité (2.2.29) et (2.2.28) donneront
J(u) = λ‖u‖2∗(s)−22∗(s),s ≤ λ, (2.2.30)
D’après la définition de λ, on tire que J(u) = λ. En simplifiant par λ, l’équation (2.2.30)
donnera ‖u‖2∗(s),s = 1. Ceci termine la Preuve (i) du Théorème 2.1.1.
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2.2.2 Preuve (ii) : Régularité des solutions faibles u ∈ C0,α.
On démontre que, pour tout α ∈]0,min(1, 2−s)[ et β ∈]0, 1[, u ∈ C0,α(M)∩C1,βloc(M \
{x0}). De plus, s’il existe γ ∈]0, 1[ tel que a ∈ C0,γ(M) alors u ∈ C2,γloc(M \ {x0}).
En effet, on pose fu(x) = λ|u|2∗(s)−1(x)dg(x, x0)−s. Sachant que
{
p > 1;
1
p
=
1
p1
+
1
p2
avec p1 <
n
s
, p2 > 1
}
=]1;
n
s
[
on tire donc, avec les inégalités de Hölder, que pour tous p, p1 ∈]1; ns [, p2 > 1 tels que
p−1 = p−11 + p
−1
2
‖fu‖p ≤ ‖dg(x, x0)−s‖p1 × ‖u‖p2 . (2.2.31)
Puisque ∆gu + au = fu, u ∈ H21 (M) \ {0} et a ∈ C0(M), on tire d’après la Proposition
6.3.1 que u ∈ Lq(M), pour tout q ≥ 1. La fonction x ∈ M \ {x0} 7→ dg(x, x0)−s étant
dans Lp1(M) (car p1 < ns ) et u ∈ Lp2(M), L’inégalité (2.2.31) impliquent donc que pour
tout 1 < p < n
s
, on a fu ∈ Lp(M). Il s’ensuit de la Théorie standard des E.D.P. elliptiques
(voir [25], voir aussi l’appendice (II), corollaire 6.3.2) que pour tout α ∈]0,min(1, 2− s)[ :
u ∈ C0,α(M).
D’autre part, puisque u ∈ Lq(M), pour tout q ≥ 1. Donc fu ∈ Lqloc(M \ {x0}), pour tout
q ≥ 1. Puisque ∆gu + au = fu, u ∈ H21 (M) \ {0} et a ∈ C0(M), donc, en prenant q > n
suffisamment grand, on tire de la Théorie standard des E.D.P. elliptiques (voir [25], voir
aussi l’appendice (II), corollaire 6.3.1) que pour tout β ∈]0, 1[, u ∈ C1,βloc(M \ {x0}).
Maintenant, s’il existe γ ∈]0, 1[ tel que a ∈ C0,γ(M) alors il en est de même pour fu−a en
dehors de x0. Il s’ensuit de la Théorie standard des E.D.P. elliptiques (voir [25], Schauder
estimates, Théorèmes 6.2 et 6.3) que u ∈ C2,γloc(M \ {x0}). Ceci termine la partie (ii) de
la Preuve du Théorème 2.1.1.
2.2.3 Preuve (iii) : Principe du maximum u > 0.
On démontre ici que u > 0 sur M : en effet, on considère x1 6= x0 tel que B2r(x1) ⊂⊂
M \ {x0}, avec r > 0 suffisamment petit et une fonction h définie sur B2r(x1) par h(x) :=
a(x)− λ2⋆(s) |u(x)|
2⋆(s)−2
dg(x,x0)s
. On a h ∈ C0(B2r(x1)). Puisque u ∈ H21 (B2r(x1)) ∩ C0(M), u ≥ 0
et (∆g + h)u = 0 sur B2r(x1), il s’ensuit de la Théorie standard des E.D.P. elliptiques
(voir [25], Théorème 8.20) qu’il existe C = C(M, g, x1, r) > 0 telle que supBr(x1) u ≤
C infBr(x1) u. Ceci implique que u|Br(x1) > 0. D’où u(x) > 0 pour tout x ∈M \ {x0}.
Il reste à prouver que u(x0) > 0. Supposons par l’absurde que u(x0) = 0. On procède par
étapes.
Étape iii.1 : On démontre que u est de classe C1 en x0. Pour cela, nous suivons la
méthode utilisée dans l’article [23] (voir Proposition 8.1) de Ghoussoub-Robert et inspirée
de la stratégie développée dans [51] par Trudinger.
En effet, on a démontré dans l’étape précédente que u ∈ C0,α(M), pour tout α ∈
]0,min{1, 2 − s}[ et puisque u(x0) = 0 donc pour tout α ∈]0,min{1, 2 − s}[, il existe
une constante C1(α) = C(M, g, α) > 0 telle que
|u(x)| ≤ C1(α)dg(x, x0)α (2.2.32)
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pour tout x ∈M . On a
∆gu+ au = λ|u|2
∗(s)−1(x)dg(x, x0)
−s := fu. (2.2.33)
Avec (2.2.32), on a
|fu(x)| ≤
C2(α)
dg(x, x0)s−α(2
⋆(s)−1)
(2.2.34)
pour tout x ∈M \ {x0}.
Démontrons que u ∈ C0,α(M), pour tout α ∈]0, 1[.
En effet, on définit α1 := sup{α ∈]0, 1[ ; u ∈ C0,α(M)} et on pose N ′s = s−α1(2⋆(s)−1).
Quatre cas à distinguer :
• Cas iii.1.1 N ′s ≤ 0. Dans ce cas, on considère α suffisamment proche α1 afin d’obtenir
fu ∈ Lp(M), pour tout p ≥ 1. Il s’ensuit de (2.2.33) et de la Théorie standard des E.D.P.
elliptiques qu’il existe θ ∈]0, 1[ tel que u ∈ C1,θ(M). Ceci prouve que α1 = 1 dans le cas
iii.1.1.
• Cas iii.1.2 0 < N ′s < 1. Dans ce cas, on considère α suffisamment proche de α1 afin
d’obtenir fu ∈ Lp(M), pour tout p < nN ′s . Puisque 1 > N
′
s donc il existe p ∈]n, nN ′s [ tel que
fu ∈ Lp(M). Il s’ensuit de (2.2.33) et de la Théorie standard des E.D.P. elliptiques qu’il
existe θ ∈]0, 1[ such that u ∈ C1,θ(M). Ceci prouve que α1 = 1 dans le cas iii.1.2.
• Cas iii.1.3 N ′s = 1. Dans ce cas, on considère α suffisamment proche α1 afin d’ob-
tenir fu ∈ Lp(M), pour tout p < n. Ceci implique que pour tout p ∈]n2 , n[, on a que
fu ∈ Lp(M). Il s’ensuit de (2.2.33) et de la Théorie standard des E.D.P. elliptiques que
pour tout θ ∈]0, 1[, on a u ∈ C0,θ(M). Ceci prouve que α1 = 1 dans le cas iii.1.3.
• Cas iii.1.4 N ′s > 1. Dans ce cas, on considère α suffisamment proche de α1 afin d’ob-
tenir fu ∈ Lp(M), pour tout p < nN ′s . Par suite, l’équation (2.2.33), la Théorie standard
des E.D.P. elliptiques et le fait que N ′s ∈]1, 2[ (car N ′s > 0 et s < 2) impliquent que
u ∈ C0,θ(M) pour tout θ < 2−N ′s. De la définition de α1, on tire que α1 ≥ 2−N ′s. Ceci
amène à une contradiction avec la définition N ′s. D’où le cas iii.1.4 n’a pas lieu d’être.
Les quatre cas étudiés ci-dessus impliquent que u ∈ C0,α(M), pour tout α ∈]0, 1[.
Pour achever l’étape (iii.1), on procède comme ci-dessus et on pose que N ′′s = s−2⋆(s)+1.
Deux cas à distinguer :
• Cas iii.1.5 N ′′s ≤ 0. Dans ce cas, on considère α suffisamment proche 1 afin d’obtenir
fu ∈ Lp(M), pour tout p ≥ 1. Il s’ensuit de (2.2.33) et de la Théorie standard des E.D.P.
elliptiques que u ∈ C1(M), ce qui prouve la proposition de l’étape (iii.1) dans le cas
(iii.1.5).
• Cas iii.1.6 N ′′s > 0. Dans ce cas, on considère α suffisamment proche 1 afin d’obtenir
fu ∈ Lp(M) pour tout p < nN ′′s . Puisque 1 > N
′′
s , il existe donc p ∈]n, nN ′′s [ tel que
fu ∈ Lp(M). Il s’ensuit de (2.2.33) et de la Théorie standard des E.D.P. elliptiques que
u ∈ C1(M). Ce qui prouve la proposition de l’étape (iii.1) dans le cas (iii.1.6).
Ceci termine l’étape (iii.1).
Étape iii.2 : Le but de cette étape est de tirer une contradiction afin de prouver que
u(x0) > 0. En effet, en utilisant le fait que u ∈ C1(M), nous allons adapter le principe
fort du maximum de Hopf moyennant la stratégie de la preuve du Lemme 3.4 dans
[25]. Pour cela, on considère Ω ⊂ M \ {x0} un ouvert de M tel que x0 ∈ ∂Ω et qu’il
existe une carte exponentielle (B2ry(y), exp
−1
y ), y ∈ Ω, ry > 0 suffisamment petit vérifiant
Bry(y) ∩ ∂Ω = {x0}. On considère maintenant C ≥ ‖a‖∞ > 0 tel que
Lg,C(−u) := −(∆g + C)(−u) ≥ (∆g + a)(u) ≥ 0
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sur Ω. On fixe ρ ∈]0, ry[ et on introduit la fonction vρ définie sur la couronne Bry(y)\Bρ(y)
par vρ(x) = e−kr
2 − e−kr2y où r := dg(x, y) et k > 0 à determiner. Maintenant, on désigne
par λ(x) la plus petite valeur propre de g−1. Sachant que u > 0 sur M \ {x0}, alors on a
pour tout x ∈ Bry(y) \ Bρ(y) :
Lg,Cvρ(x) ≥ e−kr
2
[
4k2λ(x)r2 − 2k
(
n∑
i=1
gii + Γ0r
)
− C
]
avec Γ0 = Γ0(g). On choisit k suffisamment grand tel que Lg,Cvρ ≥ 0 sur Bry(y) \ Bρ(y).
Puisque −u < 0 sur ∂Bρ(y) donc il existe une constante ǫ > 0 tel que −u + ǫvρ ≤ 0 sur
∂Bρ(y). On a donc : −u + ǫvρ ∈ H21 (Bry(y) \ Bρ(y)), −u + ǫvρ ≤ 0 sur ∂Bρ(y) ∪ ∂Bry(y)
et Lg,C(−u + ǫvρ) ≥ 0 sur Bry(y) \ Bρ(y). Il s’ensuit du principe faible du maximum de
Hopf (voir Théorème 8.1 dans [25]) que
− u+ ǫvρ ≤ 0, on Bry(y) \ Bρ(y) (2.2.35)
On définit ũ = u ◦ expy et ṽρ = v ◦ expy sur Bry(0) ⊆ Rn. Avec (2.2.35), on tire :
ǫṽρ ≤ ũ, on Bry(0) \ Bρ(0) (2.2.36)
Soit X0 := exp−1y (x0) et ν est le vecteur normal sortant sur Bry(0) ⊂ Rn (c’est le vecteur
qui forme avec toute base orthonormale de TBry(0) une base orthonormale directe de
Rn+1. Puisque ũ(X0) = ṽρ(X0) = 0, alors on écrit avec (2.2.36) :
∂ũ
∂ν
(X0) := lim inf
t
t<0−−→0
ũ(X0 + tν)− ũ(X0)
t
≤ ǫ lim inf
t
t<0−−→0
ṽρ(X0 + tν)− ṽρ(X0)
t
:= ǫ
∂ṽρ
∂ν
(X0).
Par suite, ∂ũ
∂ν
(X0) ≤ ǫ∂ṽρ∂ν (X0). Mais
∂ṽρ
∂ν
(x0) = v
′
ρ(R), on obtient par conséquence
∂ũ
∂ν
(X0) ≤ ǫv′ρ(ry) < 0.
Ce qui contradit le fait que minM u = u(x0) ( ce qui implique ∇ũ(X0) = 0 et ∇u(x0) = 0).
Ceci achève la démonstration de l’étape (iii) de la preuve du Théorème. 
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Chapitre 3
Fonctions-Tests
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, x0 ∈ M ,
s ∈]0, 2[ et 2⋆(s) := 2(n−s)
n−2
l’exposant critique des inclusions de Hardy-Sobolev. Soit
a ∈ C0(M) telle que ∆g + a est coercif. Nous avons démontré dans le chapitre précédent
(voir Théorème 2.1.1) que si
inf
v∈C∞(M)\{0}
J(v) < K(n, s)−1 (3.0.1)
avec
J(u) :=
∫
M
(|∇u|2g + au2) dvg
(∫
M
|u|2
⋆(s)
dg(x,x0)s
dvg
) 2
2⋆(s)
; u ∈ H21 (M) \ {0},
alors il existe une solution u ∈ C0,θ(M) ∩ C1,αloc (M \ {x0}), θ ∈]0,min{1, 2− s}[, α ∈]0, 1[
minimisante J pour l’équation critique de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
, (3.0.2)
où λ = infv∈C∞(M)\{0} J(v) = J(u). Le but de ce chapitre est de tester l’énergie J en
une suite des fonctions-tests dans H21 (M) inspirée par les extremales ΦC,µ(X) = C(µ +
|X|2−s)−n−22−s des inégalités Euclidiennes de Hardy-Sobolev (voir [39], Théorème 4.3) afin
de la comparer avec K(n, s)−1 pour tirer une (ou plusieurs) condition(s) d’existence d’une
solution pour (3.0.2) en fonction de la géométrie de (M, g).
Pour cela, on considère la fonction Φ définie sur Rn par :
Φ(X) = (1 + |X|2−s)−n−22−s . (3.0.3)
On sait d’après Lieb[39] que Φ est une fonction extremale pour les inégalités Euclidienne
de Hardy-Sobolev
(∫
Rn
|ϕ|2⋆(s)
|X|s dX
) 2
2⋆(s)
≤ K(n, s)
∫
Rn
|∇ϕ|2dX, ϕ ∈ C∞c (Rn).
Plus précisement, on a :
∆δΦ = (n− s)(n− 2)
Φ2
⋆(s)−1
|X|s . (3.0.4)
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Soit la suite (uǫ)ǫ>0 des fonctions-tests définie, pour tous ǫ > 0, x ∈M , par
uǫ(x) =
(
ǫ1−
s
2
ǫ2−s + dg(x, x0)2−s
)n−2
2−s
. (3.0.5)
Proposition 3.0.1 La suite (uǫ)ǫ des fonctions-test définie comme ci-dessus est dans
H21 (M).
Preuve de la proposition 3.0.1 : En effet, il suffit de démontrer que pour tout ǫ > 0,
uǫ est une fonction Lipschitzienne. Pour cela, on pose α = n−22−s , vǫ = ǫ
−n−2
2 uǫ et wǫ(x) =
ǫ2−s + dg(x, x0)
2−s. On considère la fonction h définie sur R∗+ par : h(x) =
1
xα
. Il est clair
que vǫ ≤ 1ǫn−2 . On pose donc ε0 = 1ǫn−2 et on définit la fonction hε0 sur R∗+ par :
hε0 : R
∗
+ → R
x 7→ hε0(x) =
{
h(x) si h(x) ≤ ε0 ,
ε0 si h(x) ≥ ε0.
hε0 est dérivable sur R
∗
+ \ {ǫ2−s} et pour tout x ∈ R∗+ \ {ǫ2−s},
|h′ε0 |(x) ≤ αε
1+ 1
α .
Notons que maxhε0 = hε0(ǫ
2−s) = ε0. Soient x1, x2 ∈ R∗+ tels que x1 < ǫ2−s < x2, on a :
|hε0(x1)− hε0(x2)| ≤ |hε0(x1)− hε0(ǫ2−s)|+ |hε0(ǫ2−s)− hε0(x2)|
=
∣∣∣∣
1
xα1
− ε0
∣∣∣∣+ 0 =
∣∣∣∣∣
1
x
n−2
2−s
1
− 1
ǫn−2
∣∣∣∣∣
=
∣∣∣∣∣
x1
x
n−s
2−s
1
− ǫ
2−s
ǫn−s
∣∣∣∣∣ ≤
∣∣∣∣∣
x1
(ǫ2−s)
n−s
2−s
− ǫ
2−s
ǫn−s
∣∣∣∣∣
≤ 1
ǫn−s
∣∣x1 − ǫ2−s
∣∣ .
Donc hε0 est Lipschitzienne sur R
∗
+. Puisque, pour tout y ∈M , on a :
vǫ(y) = h ◦ wǫ(y) = hε ◦ wǫ(y)
et comme hε0 est Lipschitzienne et wǫ ∈ C0,1(M), il s’ensuit que vǫ et uǫ le sont aussi.
D’où le résultat. 
3.1 Théorème d’existence : Influence de la géométrie
Dans la partie suivante, on démontre que l’estimation de J(uǫ) donne les résultats
suivants :
Proposition 3.1.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[ et ρ0 ∈]0, ig(M)[. On considère la suite des fonctions-tests (wǫ)ǫ
définie sur M par
wǫ :=



uǫ si n ≥ 4
ηuǫ +
√
ǫβx0 si n = 3
(3.1.6)
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où pour tout ǫ > 0, uǫ est définie comme dans (3.0.5), η ∈ C∞c (B2ρ0(x0)) tel que 0 ≤ η ≤ 1
et η ≡ 1 sur Bρ0(x0) et βx0 vérifie p.p. sur M ,
βx0(x) = 4πGa,x0 −
η(x)
dg(x, x0)
,
Ga,x0 étant la fonction de Green sur (M, g) correspondante à ∆g + a et βx0 ∈ C0(M)
(Voir Appendice V). Alors on a :
J(wǫ) =
1
K(n, s)


1 +



∫
Rn
|Φ|2dX∫
Rn
|∇Φ|2dX (a(x0)− cn,sScalg(x0)) ǫ
2 + o(ǫ2) si n ≥ 5
ω3∫
R4
|∇Φ|2dX (a(x0)− cn,sScalg(x0)) ǫ
2ln(
1
ǫ
) +O(ǫ2) si n = 4
−ǫβx0(x0) 4π∫
Rn Φ∆δΦdX
+ o(ǫ) si n = 3


(3.1.7)
quand ǫ→ 0, avec
cn,s :=
(n− 2)(6− s)
12(2n− 2− s) . (3.1.8)
La dernière proposition et le Théorème général d’existence 2.1.1 impliquent directement
le Théorème suivant.
Théorème 3.1.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[ et 2⋆(s) := 2(n−s)n−2 l’exposant critique des inclusions de Hardy-Sobolev.
Soit a ∈ C0(M) telle que ∆g + a est coercif. On suppose que
{
a(x0) < cn,sScalg(x0) si n ≥ 4
m(x0) > 0 si n = 3
avec cn,s =
(n−2)(6−s)
12(2n−2−s)
et m(x0) = βx0(x0) indépendant du choix de η. Alors il existe une
fonction u ∈ C0(M) ∩ H21 (M), u > 0 partout sur M telle qu’elle est une solution de
l’équation critique de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
. (3.1.9)
En plus, u ∈ C0,θ(M)∩C1,γ(M \ {x0}) pour tous θ ∈]0,min{1, 2− s}[, γ ∈]0, 1[ et est un
minimiseur pour J , c.à.d.
∫
M
u2
⋆(s)
dg(x,x0)s
dvg = 1 et I(u) = λ > 0.
3.2 Preuve (i) : cas général dim(M) ≥ 3
3.2.1 Développement de Cartan
Lemme 3.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n, et
(Bρ0(x0), exp
−1
x0
) une boule exponentielle centrée en x0 et de rayon ρ0 ∈]0, ig(M)[. Alors
pour tout x ∈ Bρ0(x0), on a pour tout x = expx0(rθ) :
∫
Sn−1
√
det(g)(x)dθ = ωn−1
[
1− Scalg(x0)
6n
r2 +O(r3)
]
. (3.2.10)
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où r = dg(x, x0) et dθ est l’élément d’aire sur la sphère unité Sn−1 ⊂ Rn.
Preuve du Lemme 3.2.1 : En effet, on sait que pour toute fonction matricielle X ∈
Rn 7→ A(X) ∈ Mn(R) de classe C∞ et tout H ∈ Mn(R), la formule de différentiation
du déterminant en A est la suivante :
d(det(A))(H) = det(A)tr(A−1H).
Le D.L. de la fonction x ∈ M 7→ det(g(x)) au voisinage Bρ0(x0) et la dernière formule
permettent d’écrire
det(g(x)) = det(g(x0)) + d(det(g))(x0) (g(x)− g(x0)) +O
(
‖g(x)− g(x0)‖2mat
)
= det(g(x0)) + det(g(x0))× tr
(
gij(x0)(g(x)− g(x0))ij
)
+O
(
‖g(x)− g(x0)‖2mat
)
,
où ‖·‖mat désigne une norme matricielle d’espace vectorielle sur Mn(R). Puisque (Bρ0(x0), exp−1x0 )
est une carte exponentielle en x0, donc g(x0) = In. Par suite, pour tout x ∈ Bρ0(x0), on a :
det(g(x)) = 1 + tr
(
δij(g(x)− g(x0))ij
)
+O
(
‖g(x)− g(x0)‖2mat
)
. (3.2.11)
D’autre part, le D.L. de Cartan de la métrique g à l’ordre 2 (pour la preuve : voir Lee-
Parker [37]) pour tout point x dans Bρ0(x0) est
gij(x) = δij +
1
3
Riαβj(x0)x
αxβ +O(r3), (3.2.12)
où les xγ, γ = 1, . . . , n sont les coordonnées géodésiques normal du point x et les Riαβj
désignent les composantes du tenseur courbure Rmg dans Bρ0(x0). En combinant (3.2.11)
et (3.2.12), on tire
det(g(x)) = 1 +
1
3
tr(δijRiαβj(x0)x
αxβ) +O(r3)
= 1− 1
3
Riαiβ(x0)x
αxβ +O(r3)
= 1− 1
3
Rαβ(x0)x
αxβ +O(r3)
= 1− r
2
3
Rαβ(x0)θ
αθβ +O(r3).
avec, pour tout i = 1, . . . , n, θi(x) désigne la i-ème coordonnées sphériques explicitées
dans Rn de x := expx0(rθ), r = dg(x, x0) et θ ∈ Sn−1. Par suite, on a :
√
det(g)(x) = 1− r
2
6
Rαβ(x0)θ
αθβ +O(r3).
En intégrant
√
det(g)(x) sur Sn−1, on aura :
∫
Sn−1
√
det(g)(x)dθ = ωn−1
[
1− r
2
6
ω−1n−1Rαβ(x0)
∫
Sn−1
θαθβdθ +O(r3)
]
.
Mais
∫
Sn−1
θαθβdθ = ωn−1
n
δαβ et Scalg(x0) =
∑n
α=1Rαα(x0), Par suite, on a :
∫
Sn−1
√
det(g)(x)dθ = ωn−1
[
1− Scalg(x0)
6n
r2 +O(r3)
]
.

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3.2.2 Estimation des différents termes de la fonctionnelle-énérgie
de Hardy-Sobolev J
Dans la carte exponentielle (Bρ0(x0), exp
−1
x0
), on passe aux coordonnées polaires (r, θ)
telles que pour tout x ∈ Bρ0(x0), on a : r = dg(x, x0) et θ ∈ Sn−1. On a donc pour tout
x ∈ Bρ0(x0),
dvg(x) =
√
det(g)(x)dx =
√
det(g)(x)rn−1drdθ (3.2.13)
avec dx = (exp−1x0 )
∗(dX) et d’après le Lemme de Gauß(voir par exemple Hebey [28]),
g1i(x) = δ1i. (3.2.14)
3.2.2.1 Partie A : Estimation de ‖∇uǫ‖2 :
Dans cette partie, on démontre que
∫
M
|∇uǫ|2dvg =



∫
Rn
|∇Φ|2dX −
∫
Rn |X|
2|∇Φ|2dX
6n
Scalg(x0)ǫ2 + o(ǫ2) if n ≥ 5 ,
∫
Rn
|∇Φ|2dX − ω3
6
Scalg(x0)ǫ2ln(1ǫ ) +O(ǫ
2) if n = 4 ,
∫
Rn
|∇Φ|2dX +O(ǫ) if n = 3,
(3.2.15)
En effet, on commençe par écrire :
∫
M
|∇uǫ|2dvg =
∫
Bρ0 (x0)
|∇uǫ|2dvg +
∫
M\Bρ0 (x0)
|∇uǫ|2dvg. (3.2.16)
Puisque uǫ est une fonction radiale, c.à.d. uǫ = uǫ(r), on a donc, d’après (3.2.14), pour
tout x ∈ Bρ0(x0) :
|∇uǫ|2g = gij∇iuǫ∇juǫ = grr(∇ruǫ)2
= (n− 2)2ǫn−2 r
2(1−s)
(ǫ2−s + r2−s)
2(n−s)
2−s
.
En intégrant |∇uǫ|2g sur la boule Bρ0(x0), en utilisant (3.2.13) et le lemme 3.2.1 et en
effectuant le changement de variable r = ǫρ, on écrit :
∫
Bρ0 (x0)
|∇uǫ|2gdvg = (n− 2)2ǫn−2ωn−1 ×
∫ ρ0
0
rn+1
(
1− Scalg(x0)
6n
r2 +O(r3)
)
dr
r2s(ǫ2−s + r2−s)
2(n−s)
2−s
= (n− 2)2ωn−1
∫ ρ0
ǫ
0
ρn+1(1− Scalg(x0)
6n
(ǫρ)2 +O((ǫρ)3))dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
:= In(ǫ) + IIn(ǫ) + IIIn(ǫ).
A.1 : Calcul de In(ǫ) :
In(ǫ) := (n− 2)2ωn−1
∫ ρ0
ǫ
0
ρn+1dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
= (n− 2)2ωn−1
[∫ +∞
0
ρn+1dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
−
∫ +∞
ρ0
ǫ
ρn+1dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
]
.
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Or on a : ∫
Rn
|∇Φ|2dX = (n− 2)2ωn−1
∫ +∞
0
ρn+1dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
,
et
∫ +∞
ρ0
ǫ
ρn+1dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
≤
∫ +∞
ρ0
ǫ
dρ
ρn−1
=
1
n− 2
(
ǫ
ρ0
)n−2
= O(ǫn−2).
Donc
In(ǫ) =
∫
Rn
|∇Φ|2dX +O(ǫn−2). (3.2.17)
A.2 : Calcul de IIn(ǫ) :
IIn(ǫ) = −
(n− 2)2
6n
Scalg(x0)ωn−1ǫ
2
∫ ρ0
ǫ
0
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
.
Posons que
Σ1(ǫ) =
∫ ρ0
ǫ
0
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
.
La fonction ρ 7→ ρn+3
ρ2s(1+ρ2−s)
2(n−s)
2−s
est intégrable au voisinage de 0 pour tout n ≥ 3 et est
intégrable à l’infini pour tout n ≥ 5. Donc si n ≥ 5, on a :
Σ1(ǫ) =
∫ +∞
0
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
−
∫ +∞
ρ0
ǫ
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
= (n− 2)−2ω−1n−1
∫
Rn
|X|2|∇Φ|2dX −
∫ +∞
ρ0
ǫ
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
Or
∫ +∞
ρ0
ǫ
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
≤
∫ +∞
ρ0
ǫ
dρ
ρn−3
=
[
1
ρn−4(4− n)
]+∞
ρ0
ǫ
=
1
n− 4(
ǫ
ρ0
)n−4.
Donc
ǫ2
∫ +∞
ρ0
ǫ
ρn+3dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
= O(ǫn−4).
D’où pour n ≥ 5, on a :
ǫ2Σ1(ǫ) = ǫ
2(n− 2)−2ω−1n−1
∫
Rn
|X|2|∇Φ|2dX +O(ǫn−2).
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Si n = 4 alors Σ1(ǫ) =
∫ ρ0
ǫ
0
ρ7dρ
ρ2s(1+ρ2−s)
2(4−s)
2−s
. Il s’ensuit que
Σ1(ǫ) =
∫ 1
0
ρ7dρ
ρ2s(1 + ρ2−s)
2(4−s)
2−s
+
∫ ρ0
ǫ
1
ρ7dρ
ρ2s(1 + ρ2−s)
2(4−s)
2−s
= C +
∫ ρ0
ǫ
1
dρ
ρ
+
∫ ρ0
ǫ
1
dρ× ρ
7
ρ2s
[
1
(1 + ρ2−s)
2(4−s)
2−s
− 1
(ρ2−s)
2(4−s)
2−s
]
= C + ln(
ρ0
ǫ
) +
∫ ρ0
ǫ
1
dρ× ρ
7
ρ2s

1− (1 +
1
ρ2−s
)
2(4−s)
2−s
(1 + ρ2−s)
2(4−s)
2−s


= C + ln(
ρ0
ǫ
) +
∫ ρ0
ǫ
1
dρ×
ρ7−2sO( 1
ρ2−s
)
(1 + ρ2−s)
2(4−s)
2−s
.
Or ∫ ρ0
ǫ
1
dρ×
ρ7−2sO( 1
ρ2−s
)
(1 + ρ2−s)
2(4−s)
2−s
≤ C
∫ ρ0
ǫ
1
dρ
ρ3−s
≤ C
[
1−
(
ǫ
ρ0
)2−s]
Donc pour n = 4, on a :
ǫ2Σ1(ǫ) = ǫ
2ln(
1
ǫ
) +O(ǫ2).
Si n = 3, s 6= 1 alors Σ1(ǫ) =
∫ ρ0
ǫ
0
ρ6dρ
ρ2s(1+ρ2−s)
2(3−s)
2−s
. Il s’ensuit que
Σ1(ǫ) = C +
ρ0
ǫ
+
∫ ρ0
ǫ
1
dρ× ρ6−2s

1− (1 +
1
ρ2−s
)
2(3−s)
2−s
(1 + ρ2−s)
2(3−s)
2−s


= C +
ρ0
ǫ
+
∫ ρ0
ǫ
1
dρ×
ρ6−2sO( 1
ρ2−s
)
(1 + ρ2−s)
2(3−s)
2−s
.
Donc si n = 3, s < 1 :
∫ ρ0
ǫ
1
dρ×
ρ6−2sO( 1
ρ2−s
)
(1 + ρ2−s)
2(3−s)
2−s
≤ C
∫ ρ0
ǫ
1
dρ
ρ2−s
= C
[
ǫ1−s
ρ1−s0
− 1
]
,
et si n = 3, s > 1
∫ ρ0
ǫ
1
dρ×
ρ6−2sO( 1
ρ2−s
)
(1 + ρ2−s)
2(3−s)
2−s
≤ C
∫ ρ0
ǫ
1
ρ6−2s × ρdρ
ρ3−s(1 + ρ2−s)
2(3−s)
2−s
≤ C
ǫ
∫ ρ0
ǫ
1
ρ6−2sdρ
ρ3−s(1 + ρ2−s)
2(3−s)
2−s
≤ C
ǫ
∫ ρ0
ǫ
1
ρ6−2sdρ
ρ3−s × ρ2(3−s)
=
C
ǫ
∫ ρ0
ǫ
1
dρ
ρ3−s
=
C
ǫ
[
ǫ2−s
ρ2−s0
− 1
]
.
Dans les deux cas, on aura : ǫ2Σ1(ǫ) = O(ǫ).
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Maintenant Si n = 3, s = 1 alors Σ1(ǫ) =
∫ ρ0
ǫ
0
ρ4dρ
(1+ρ)4
. Donc
Σ1(ǫ) =
∫ 1
0
ρ4dρ
(1 + ρ)4
+
∫ ρ0
ǫ
1
ρ4dρ
(1 + ρ)4
= C +
∫ ρ0
ǫ
1
dρ+
∫ ρ0
ǫ
1
dρ× ρ4
[
1
(1 + ρ)4
− 1
ρ4
]
= C +
ρ0
ǫ
+
∫ ρ0
ǫ
1
dρ× ρ4
[
1− (1 + 1
ρ
)4
(1 + ρ)4
]
= C +
ρ0
ǫ
+
∫ ρ0
ǫ
1
dρ× ρ4O(1
ρ
)
(1 + ρ)4
.
Mais ∫ ρ0
ǫ
1
dρ× ρ4O(1
ρ
)
(1 + ρ)4
≤ C
∫ ρ0
ǫ
1
dρ
ρ
= C ln(
ρ0
ǫ
),
et puisque ǫ2 ln(1
ǫ
) = o(ǫ), il s’ensuit que dans le cas n = 3, s = 1, on a : ǫ2Σ1(ǫ) = O(ǫ).
Résultats pour IIn(ǫ) :
IIn(ǫ) =



−ǫ2Scalg(x0)
6n
∫
Rn
|X|2|∇Φ|2dX +O(ǫn−2) si n ≥ 5 ,
−ω3
6
Scalg(x0)ǫ2ln(1ǫ ) +O(ǫ
2) si n = 4 ,
O(ǫ) si n = 3,
A.3 : Calcul de IIIn(ǫ) :
IIIn(ǫ) = (n− 2)2ωn−1
∫ ρ0
ǫ
0
ρn+1O((ǫρ)3)dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
= O
(
ǫ3
∫ ρ0
ǫ
0
ρn+4dρ
ρ2s(1 + ρ2−s)
2(n−s)
2−s
)
= O
(
ǫ3 + ǫ3
∫ ρ0
ǫ
1
ρ4−ndρ
)
.
Résultats pour IIIn(ǫ) :
IIIn(ǫ) =



o(ǫ2) si n ≥ 5 ,
O(ǫ2) si n = 4,
O(ǫ) si n = 3.
A.4 : De plus, on a :
∫
M\Bρ0 (x0)
|∇uǫ|2gdvg = (n− 2)2ǫn−2
∫
M\Bρ0 (x0)
dvg
(ǫ2−s + dg(x, x0)2−s)
2(n−s)
2−s
≤ (n− 2)
2ǫn−2
(ǫ2−s + ρ2−s0 )
2(n−s)
2−s
∫
M\B(x0,δ)
dvg
≤ (n− 2)
2
ρ
2(n−s)
0
volg(M)ǫ
n−2.
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D’où
∫
M\Bρ0 (x0)
|∇uǫ|2gdvg = O(ǫn−2). Finalement, en rassemblant tous les résultats obte-
nus dans cette partie, on obtiendra (3.2.15).
3.2.2.2 Partie B : Estimation de
∫
M
au2ǫdvg.
Dans cette partie, on démontre que
∫
M
au2ǫdvg =



ǫ2a(x0)
∫
Rn
Φ2dX + o(ǫ2) if n ≥ 5 ,
a(x0)ω3ǫ
2 ln 1
ǫ
+O(ǫ2) if n = 4 ,
O(ǫ) si n = 3.
(3.2.18)
Comme dans la partie (A) on écrit :
∫
M
au2ǫdvg =
∫
Bρ0 (x0)
au2ǫdvg +
∫
M\Bρ0 (x0)
au2ǫdvg. (3.2.19)
Le D.L. de
√
|g| (voir le lemme 3.2.1) dans la boule Bρ0(x0) et le changement de coor-
données X = exp−1x0 (x) permettent d’écrire :
∫
Bρ0 (x0)
au2ǫdvg =
∫
Bρ0 (x0)
a(x)ǫn−2
(ǫ2−s + dg(x, x0)2−s)
2(n−2)
2−s
dvg
=
∫
Bρ0 (0)
a(expx0(X))ǫ
n−2 (1 +O(|X|2))
(ǫ2−s + |X|2−s)
2(n−2)
2−s
dX.
= ǫn−2
∫
Bρ0 (0)
(a(x0) + η̃(X))dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
.
:= In(ǫ) + IIn(ǫ),
avec pour tout X ∈ Bρ0(x0), η̃(X)) = (a(expx0(X))− a(x0))(1 +O(|X|2)). La fonction η̃
est continue sur Bρ0(x0) et vérifie limX→0 η̃(X) = 0.
B.1 : On a :
In(ǫ) := ǫ
n−2a(x0)
∫
Bρ0 (x0)
dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
.
En coordonnées polaires (r, θ) ∈ [0, ρ0[×Sn−1, on aura :
In(ǫ) = ǫ
2a(x0)ωn−1
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
.
On pose :
Σ1(ǫ) =
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
.
Vu que la fonction ρ 7→ ρn−1dρ
(1+ρ2−s)
2(n−2)
2−s
est intégrable au voisinage de 0 pour tout n ≥ 3 et
est intégrable à l’infini pour tout n ≥ 5.
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Donc si n ≥ 5, on a :
In(ǫ) = ǫ
2a(x0)ωn−1
[∫ +∞
0
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
−
∫ +∞
ρ0
ǫ
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
]
.
Or on a que :
ωn−1
∫ +∞
0
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
=
∫
Rn
|Φ|2dX,
et ∫ +∞
ρ0
ǫ
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
= O
(∫ +∞
ρ0
ǫ
dρ
ρn−3
)
= O(ǫn−4).
Il s’ensuit que pour tout n ≥ 5 on a :
In(ǫ) = ǫ
2a(x0)
∫
Rn
|Φ|2dX +O(ǫn−2).
Pour n = 4, on a :
I4(ǫ) = ǫ
2a(x0)ω3
∫ ρ0
ǫ
0
ρ3dρ
(1 + ρ2−s)
4
2−s
.
Dans ce cas, on a :
Σ1(ǫ) =
∫ ρ0
ǫ
0
ρ3dρ
(1 + ρ2−s)
4
2−s
=
∫ 1
0
ρ3dρ
(1 + ρ2−s)
4
2−s
+
∫ ρ0
ǫ
1
ρ3dρ
(1 + ρ2−s)
4
2−s
= C +
∫ ρ0
ǫ
1
dρ
ρ
+
∫ ρ0
ǫ
1
dρ× ρ3
[
1
(1 + ρ2−s)
4
2−s
− 1
ρ4
]
= C + ln
ρ0
ǫ
+
∫ ρ0
ǫ
1
dρ× ρ3
[
1− (1 + 1
ρ2−s
)
4
2−s
(1 + ρ2−s)
4
2−s
]
= C + ln
ρ0
ǫ
+
∫ ρ0
ǫ
1
ρ3O( 1
r2−s
)dρ
(1 + ρ2−s)
4
2−s
:= C + ln
ρ0
ǫ
+ Σ′1(ǫ).
Mais
Σ′1(ǫ) ≤ C1
∫ ρ0
ǫ
1
ρ3dρ
ρ2−s(1 + ρ2−s)
4
2−s
≤ C1
∫ ρ0
ǫ
1
dρ
ρ3−s
=
C1
2− s
[
1−
(
ǫ
ρ0
)2−s]
.
Donc ǫ2Σ′1(ǫ) = O(ǫ
2). Il s’ensuit que pour n = 4 on a :
I4(ǫ) = a(x0)ω3ǫ
2 ln
1
ǫ
+O(ǫ2).
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Pour n = 3 :
I3(ǫ) = ǫ
2a(x0)ω2
∫ ρ0
ǫ
0
ρ2dρ
(1 + ρ2−s)
2
2−s
= O
(
ǫ2
∫ ρ0
ǫ
0
ρ2dρ
(1 + ρ2−s)
2
2−s
)
= O
(
ǫ2 + ǫ2
∫ ρ0
ǫ
1
ρ2dρ
(1 + ρ2−s)
2
2−s
)
= O
(
ǫ2 + ǫ2
∫ ρ0
ǫ
1
dρ
)
= O(ǫ).
Résultats pour In(ǫ) :
In(ǫ) =



ǫ2a(x0)
∫
Rn
|Φ|2dX +O(ǫn−2) si n ≥ 5
a(x0)ω3ǫ
2 ln 1
ǫ
+O(ǫ2) si n = 4
O(ǫ) si n = 3.
B.2 : On a :
|IIn(ǫ)| ≤ ǫn−2
∫
Bρ0 (0)
|η̃(X)|dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
.
On fixe maintenant α ∈]0, ρ0[ et on écrit :
ǫn−2
∫
Bρ0 (0)\Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
≤ ǫn−2‖η̃‖∞ρ
n
0ωn−1
α2(n−2)
:= C ′αǫ
n−2. (3.2.20)
Et on a de même
ǫn−2
∫
Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
≤ ǫn−2ωn−1
(
sup
|X|<α
|η̃(X)|
)[∫ α
0
rn−1dr
(ǫ2−s + r2−s)
2(n−2)
2−s
]
≤ ǫ2ωn−1
(
sup
|X|<α
|η̃(X)|
)∫ α
ǫ
0
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
(3.2.21)
On distingue trois cas :
Cas B.2.1 : Lorsque n ≥ 5. Dans ce cas, on écrit avec (3.2.21) :
ǫn−2
∫
Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
≤ ǫ2
(
sup
|X|<α
|η̃(X)|
)[∫
Rn
|Φ|2dX − ωn−1
∫ +∞
α
ǫ
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
]
Mais ∫ +∞
α
ǫ
ρn−1dρ
(1 + ρ2−s)
2(n−2)
2−s
≤
∫ +∞
α
ǫ
ρ3−ndρ
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Donc
ǫn−2
∫
Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s)
2(n−2)
2−s
≤ ǫ2 sup
|X|<α
|η̃(X)|
∫
Rn
|Φ|2dX−ǫn−2 sup
|X|<α
|η̃(X)| ωn−1
αn−4(n− 4) .
(3.2.22)
Par suite, combinant (3.2.20) et (3.2.22), on tire qu’il existe C ′′α > 0 et D > 0 tels que
|IIn(ǫ)| ≤ C ′′αǫn−2 +Dǫ2 sup
|X|<α
|η̃(X)|. (3.2.23)
Soit maintenant θ > 0. Il existe donc α0 = α0(θ) > 0 tel que pour tout α < α0, on a :
D sup|X|<α |η̃(X)| < θ2 . Et puisque limǫ→0C ′′αǫn−4 = 0, il existe donc ǫ0 = ǫ0(θ) > 0 tel
que C ′′αǫ
n−4 < θ
2
. D’où limǫ→0
|IIn(ǫ)|
ǫ2
= 0.
Cas B.2.2 : Lorsque n = 4. Dans ce cas, on écrit de même avec (3.2.21) :
ǫ2
∫
Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s) 42−s
≤ ǫ2 sup
|X|<α
|η̃(X)|ω2
∫ α
ǫ
0
ρ3dρ
(1 + ρ2−s)
4
2−s
.
Tout calcul fait (voir la partie précédente B.1) montre que
∫ α
ǫ
0
ρ3dρ
(1 + ρ2−s)
4
2−s
≤ C1 + ln
α
ǫ
+
C2
2− s
[
1−
( ǫ
α
)2−s]
.
En combinant les deux dernières inégalités, on obtient
ǫ2
∫
Bα(0)
|η̃(X)|dX
(ǫ2−s + |X|2−s) 42−s
≤ sup
|X|<α
|η̃(X)|ω2
(
C3(α)ǫ
2 + ǫ2 ln
1
ǫ
)
. (3.2.24)
Les relations (3.2.20) et (3.2.24)
|II4(ǫ)| ≤ C5(α)ǫ2 + ǫ2 ln
1
ǫ
D sup
|X|<α
|η̃(X)|.
Par suite, on a :
|II4(ǫ)|
ǫ2 ln 1
ǫ
≤ C5(α)
ln 1
ǫ
+D sup
|X|<α
|η̃(X)|. (3.2.25)
Avec des arguments similaires que ceux utilisés dans le cas B.2.1, on démontre que
limǫ→0
|II4(ǫ)|
ǫ2 ln 1
ǫ
= 0.
Cas B.2.3 : Lorsque n = 3. Dans ce cas, on écrit :
|II3(ǫ)| ≤ ǫ
∫
Bρ0 (0)
|η̃(X)|dX
(ǫ2−s + |X|2−s) 22−s
≤ ǫ4π sup
|X|<ρ0
|η̃(X)|
∫ ρ0
0
r2dr
(ǫ2−s + r2−s)
2
2−s
≤ ǫ4π sup
|X|<ρ0
|η̃(X)|
∫ ρ0
0
dr
= O(ǫ).
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Résultats pour IIn(ǫ) :
IIn(ǫ) =



o(ǫ2) si n ≥ 5
o(ǫ2 ln 1
ǫ
) si n = 4
O(ǫ) si n = 3
B.3 : On a :
∣∣∣∣∣
∫
M\Bρ0 (x0)
au2ǫdvg
∣∣∣∣∣ = ǫ
n−2
∫
M\Bρ0 (x0)
|a|dvg
(ǫ2−s + dg(x, x0)2−s)
2(n−2)
2−s
≤ ‖a‖∞ǫ
n−2
(ǫ2−s + ρ2−s0 )
2(n−2)
2−s
∫
M\Bρ0 (x0)
dvg
≤ ‖a‖∞volg(M)
ρ
2(n−2)
0
ǫn−2.
D’où
∫
M\Bρ0 (x0)
au2ǫdvg = O(ǫ
n−2). Finalement, en rassemblant les différents résultats
obtenus dans la partie B, on aura :
∫
M
au2ǫdvg =



ǫ2a(x0)
∫
Rn
|Φ|2dX + o(ǫ2) si n ≥ 5
a(x0)ω3ǫ
2 ln 1
ǫ
+O(ǫ2) si n = 4
O(ǫ) si n = 3.
3.2.2.3 Partie C : Estimation de ‖uǫ‖2
⋆(s)
2⋆(s),s :
Dans cette partie, on démontre que
∫
M
|uǫ|2⋆(s)
dg(x, x0)s
dvg =



∫
Rn
|Φ|2
⋆(s)
|X|s
dX − ǫ2 Scalg(x0)
6n
∫
Rn
|X|2−s|Φ|2⋆(s)dX + o(ǫ2) if n ≥ 4 ,
∫
R3
|Φ|2
⋆(s)
|X|s
dX +O(ǫ) if n = 3.
(3.2.26)
En effet, on commençe par écrire :
∫
M
|uǫ|2∗(s)
dg(x, x0)s
dvg =
∫
Bρ0 (x0)
|uǫ|2∗(s)
dg(x, x0)s
dvg +
∫
M\Bρ0 (x0)
|uǫ|2∗(s)
dg(x, x0)s
dvg. (3.2.27)
En intégrant ‖uǫ‖2
⋆(s)
2⋆(s),s sur la boule Bρ0(x0), en utilisant (3.2.13) et le lemme 3.2.1 et en
effectuant le changement de variable r = ǫρ, on écrit :
∫
Bρ0 (x0)
|uǫ|2∗(s)
dg(x, x0)s
dvg = ωn−1
∫ ρ0
ǫ
0
ρn−1
(
1− Scalg(x0)
6n
(ǫρ)2 +O((ǫρ)3)
)
ρs(1 + ρ2−s)
2(n−s)
2−s
dρ
:= In(ǫ) + IIn(ǫ) + IIIn(ǫ).
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C.1 : Calcul de In(ǫ) : En effet,
In(ǫ) = ωn−1
∫ ρ0
ǫ
0
ρn−1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
= ωn−1
[∫ +∞
0
ρn−1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
−
∫ +∞
ρ0
ǫ
ρn−1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
]
=
∫
Rn
|Φ|2∗(s)
|X|s dX − ωn−1
∫ +∞
ρ0
ǫ
ρn−1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
.
Puisque
∫ +∞
ρ0
ǫ
ρn−1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
≤
∫ +∞
ρ0
ǫ
dρ
ρn−s+1
=
ǫn−s
(n− s)ρn−s0
.
Donc In(ǫ) =
∫
Rn
|Φ|2
∗(s)
|X|s
dX +O(ǫn−s).
C.2 : Calcul de IIn(ǫ) : En effet,
IIn(ǫ) = −ǫ2Scalg(x0)
ωn−1
6n
∫ ρ0
ǫ
0
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
.
Vu que la fonction ρ 7→ ρn+1dρ
ρs(1+ρ2−s)
2(n−s)
2−s
est intégrable au voisinage de 0 pour tout n ≥ 3
et est intégrable à l’infini pour tout n ≥ 4 ou bien n = 3, s < 1. Donc si n ≥ 4 ou bien
n = 3, s < 1 alors :
Σ2(ǫ) =
∫ ρ0
ǫ
0
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
=
∫ +∞
0
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
−
∫ +∞
ρ0
ǫ
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
.
Or on a
ωn−1
∫ +∞
0
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
=
∫
Rn
|X|2−s|Φ|2∗(s)dX
et ∫ +∞
ρ0
ǫ
ρn+1dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
= O(ǫn−s−2).
D’où pour n ≥ 4 ou bien n = 3, s < 1 on a :
IIn(ǫ) = −ǫ2
Scalg(x0)
6n
∫
Rn
|X|2−s|Φ|2∗(s)dX +O(ǫn−s).
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Pour n = 3, s ≥ 1 on a :
IIn(ǫ) = O
(
ǫ2
∫ ρ0
ǫ
0
ρ4dρ
ρs(1 + ρ2−s)
2(3−s)
2−s
)
= O
(
ǫ2 + ǫ2
∫ ρ0
ǫ
1
ρ4dρ
ρs(1 + ρ2−s)
2(3−s)
2−s
)
= O
(
ǫ2 + ǫ2
∫ ρ0
ǫ
1
dρ
ρ2−s
)
Ensuite si n = 3, s = 1 alors II3(ǫ) = O(ǫ2 ln 1ǫ ) et si n = 3, s > 1 alors II3(ǫ) = O(ǫ
3−s).
D’où
IIn(ǫ) =



−ǫ2 Scalg(x0)
6n
∫
Rn
|X|2−s|Φ|2∗(s)dX +O(ǫn−s) si n ≥ 4 ou n = 3, s < 1
O(ǫ2 ln 1
ǫ
) si n = 3, s = 1
O(ǫ2) si n = 3, s > 1.
C.3 : Calcul de IIIn(ǫ) : En effet,
IIIn(ǫ) = ωn−1
∫ ρ0
ǫ
0
ρn−1O((ǫρ)3)dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
≤ O
(
ǫ3
∫ ρ0
ǫ
0
ρn+2dρ
ρs(1 + ρ2−s)
2(n−s)
2−s
)
≤ O
(
ǫ3 + ǫ3
∫ ρ0
ǫ
1
dρ
ρn−s−2
)
Ceci nous permet de conclure
IIIn(ǫ) =



O(ǫ3) si n ≥ 5; n = 4, s < 1 ,
O(ǫ3 ln 1
ǫ
) si n = 4, s = 1 ; n = 3, s = 0 ,
O(ǫn−s) si n = 3, s 6= 0 ; n = 4, s > 1 .
C.4 : Calcul de
∫
M\Bρ0 (x0)
|uǫ|2
∗(s)
dg(x,x0)s
dvg : En effet,
∫
M\Bρ0 (x0)
|uǫ|2∗(s)
dg(x, x0)s
dvg =
∫
M\Bρ0 (x0)
ǫn−sdvg
dg(x, x0)s(ǫ2−s + dg(x, x0)2−s)
2(n−s)
2−s
≤ ǫ
n−s
ρs0(ǫ
2−s + ρ2−s0 )
2(n−s)
2−s
∫
M\Bρ0 (x0)
dvg.
D’où ∫
M\Bρ0 (x0)
|uǫ|2∗(s)
dg(x, x0)s
dvg = O(ǫ
n−s).
Finalement, en rassemblant les différents résultats obtenus dans la partie C, on aura
(3.2.26).
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3.2.3 D.L. de J et preuve pour dim(M) ≥ 4
3.2.3.1 Partie D : D.L. de J(uǫ).
Dans cette partie, nous allons démontrer, pour n ≥ 4, la proposition 3.1.1. Pour cela,
nous procédons par étapes.
Étape D.1 : Dans cette étape, on démontre
J(uǫ) = K(n, s)
−1

1 +



(κ1(n, s)a(x0)− κ2(n, s)Scalg(x0)) ǫ2 + o(ǫ2) n ≥ 5
ω3(
∫
R4
|∇Φ|2 dX)−1
(
a(x0)− 16Scalg(x0)
)
ǫ2ln(1
ǫ
) +O(ǫ2) n = 4
O(ǫ) n = 3





(3.2.28)
avec
κ1(n, s) :=
∫
Rn
|Φ|2dX∫
Rn
|∇Φ|2dX
κ2(n, s) := −
2
2⋆(s)6n
∫
Rn
|X|2−s|Φ|2⋆(s)dX
∫
Rn
|Φ|2
⋆(s)
|X|s
dX
+
1
6n
∫
Rn
|X|2|∇Φ|2dX∫
Rn
|∇Φ|2dX
Rappelons que, d’après Lieb [39], on sait que Φ est une fonction extremale pour les
inégalités Euclidienne de Hardy-Sobolev, c.à.d.
∫
Rn
|∇Φ|2dX
(∫
Rn
|Φ|2
⋆(s)
|X|s
dX
) 2
2⋆(s)
= K(n, s)−1. (3.2.29)
On utilise ici les résultats des calculs faits dans les parties A, B, et C dans la dernière
partie. En effet,
Cas (D.1.i) : n ≥ 5. Dans ce cas, J(uǫ) est de la forme
J(uǫ) =
C1 + C2ǫ
2 + o(ǫ2)
(C3 + C4ǫ2 + o(ǫ2))
2
2∗(s)
,
avec C1 =
∫
Rn
|∇Φ|2dX, C2 = a(x0)
∫
Rn
|Φ|2dX−Scalg(x0)
6n
∫
Rn
|X|2|∇Φ|2dX, C3 =
∫
Rn
|Φ|2
∗(s)
|X|s
dX =
58
‖Φ‖2∗(s)2∗(s),s et C4 = −
Scalg(x0)
6n
∫
Rn
|X|2−s|Φ|2∗(s)dX. Il s’ensuit que :
J(uǫ) =
1
C
2
2∗(s)
3
× C1 + C2ǫ
2 + o(ǫ2)
(
1 + C4
C3
ǫ2 + o(ǫ2)
) 2
2∗(s)
=
1
C
2
2∗(s)
3
× C1 + C2ǫ
2 + o(ǫ2)
1 + 2C4
2∗(s)C3
ǫ2 + o(ǫ2)
=
1
C
2
2∗(s)
3
(
C1 + C2ǫ
2 + o(ǫ2)
)(
1− 2C4
2∗(s)C3
ǫ2 + o(ǫ2)
)
=
1
C
2
2∗(s)
3
[
C1 +
(
C2 −
2
2∗(s)
C1C4
C3
)
ǫ2 + o(ǫ2)
]
=
C1
C
2
2∗(s)
3
+

 C2
C
2
2∗(s)
3
− 2
2∗(s)
C1C4
C
2
2∗(s)
+1
3

 ǫ2 + o(ǫ2)
=
C1
C
2
2∗(s)
3
+
C1
C
2
2∗(s)
3
[
C2
C1
− 2
2∗(s)
C4
C3
]
ǫ2 + o(ǫ2).
On voit clairement que C2
C1
− 2
2∗(s)
C4
C3
= κ1(n, s)a(x0)−κ2(n, s)Scalg(x0) et d’après (3.2.29),
que C1C
−2
2∗(s)
3 = K(n, s)
−1. Ceci montre (3.2.28) dans le cas (D.1.i).
Cas (D.1.ii) : n = 4. Dans ce cas, J(uǫ) est de la forme
J(uǫ) =
C1 + C2ω3ǫ
2 ln 1
ǫ
+O(ǫ2)
(C3 + C4ǫ2 + o(ǫ2))
2
2∗(s)
,
avec C1 =
∫
R4
|∇Φ|2dX, C2 = a(x0) − 16Scalg(x0), C3 =
∫
R4
|Φ|2
∗(s)
|X|s
dX = ‖Φ‖2∗(s)2∗(s),s et
C4 = −Scalg(x0)24
∫
R4
|X|2−s|Φ|2∗(s)dX. Il s’ensuit que :
J(uǫ) =
1
C
2
2∗(s)
3
× C1 + C2ω3ǫ
2 ln 1
ǫ
+O(ǫ2)
(
1 + C4
C3
ǫ2 + o(ǫ2)
) 2
2∗(s)
=
1
C
2
2∗(s)
3
× C1 + C2ω3ǫ
2 ln 1
ǫ
+O(ǫ2)
1 + 2C4
2∗(s)C3
ǫ2 + o(ǫ2)
=
1
C
2
2∗(s)
3
(
C1 + C2ω3ǫ
2 ln
1
ǫ
+O(ǫ2)
)(
1− 2C4
2∗(s)C3
ǫ2 + o(ǫ2)
)
=
1
C
2
2∗(s)
3
[
C1 + C2ǫ
2 ln
1
ǫ
+O(ǫ2)
]
=
C1
C
2
2∗(s)
3
+
C2
C
2
2∗(s)
3
ω3ǫ
2 ln
1
ǫ
+O(ǫ2)
= K(4, s)−1
(
1 +
C2
C1
ω3ǫ
2 ln
1
ǫ
+O(ǫ2)
)
.
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Ceci montre (3.2.28) dans le cas (D.1.ii).
Cas (D.1.iii) n = 3 : Dans ce cas,
J(uǫ) =
∫
R3
|∇Φ(x)|2dx+O(ǫ)
(∫
R3
|Φ|2
∗(s)
|x|s
dx+O(ǫ)
) 2
2∗(s)
=
∫
R3
|∇Φ(x)|2dx
(∫
R3
|Φ|2
∗(s)
|x|s
dx
) 2
2∗(s)
+O(ǫ).
= K(3, s)−1 +O(ǫ).
Ceci montre (3.2.28) dans le cas (D.1.iii) et termine l’étape (D.1).
Étape D.2 : D’après les résultats (3.1.7) de l’étape (D.1), on voit clairement que la
proposition 3.1.1 est démontrée pour n = 4. Dans le cas n ≥ 5, et contrairement au
cas particulier de s = 0 (voir pour cela, l’article [2] d’Aubin), on ne peut pas calculer
explicitement les intégrales de κ1(n, s) et κ2(n, s) mais on sait calculer leurs rapport.
Autrement dit, on sait calculer κ2/κ1. Ceci est faisable grâce au Lemme suivant dû à
Aubin[2] :
Lemme 3.2.2 Soient p, q ∈ R∗+ tels que p− q > 1. On considère Iqp =
∫ +∞
0
tqdt
(1+t)p
, Alors
Iqp+1 =
p− q − 1
p
Iqp et I
q+1
p+1 =
q + 1
p− q − 1I
q
p+1.
Preuve du Lemme 3.2.2 : En effet, une intégration par partie montre que Iqp =
p
q+1
Iq+1p+1 .
D’autre part, on voit facilement Iqp = I
q
p+1 + I
q+1
p+1 . Les deux dernière relations impliquent
directement le résultat demandé. 
Maintenant, on va calculer le rapport κ2/κ1 moyennant le lemme 3.2.2. En effet, on a
pour n ≥ 5 :
κ2(n, s)
κ1(n, s)
=
−2
2⋆(s)6n
∫
Rn
|X|2−s|Φ|2⋆(s)dX
∫
Rn
|Φ|2
⋆(s)
|X|s
dX
·
∫
Rn
|∇Φ|2dX∫
Rn
|Φ|2dX +
1
6n
∫
Rn
|X|2|∇Φ|2dX∫
Rn
Φ2dX
(3.2.30)
En passant en coordonnées polaires (r, θ) et en posant que t = r2−s (sachant que dr =
1
2−s
t−
1−s
2−sdt), on obtiendra
∫
Rn
|Φ|2dX = ωn−1
∫ +∞
0
rn−1dr
(1 + r2−s)
2(n−2)
2−s
=
ωn−1
2− s
∫ +∞
0
t
n
2−s
−1dt
(1 + t)
2(n−2)
2−s
(3.2.31)
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De même, on aura que
∫
Rn
|X|2 · |∇Φ|2dX = (n− 2)2ωn−1
∫ +∞
0
rn+3−2sdr
(1 + r2−s)
2(n−s)
2−s
=
(n− 2)2
2− s ωn−1
∫ +∞
0
t
n+2−s
2−s dt
(1 + t)
2(n−s)
2−s
=
(n− 2)2
2− s ωn−1
∫ +∞
0
t
n
2−s
+1dt
(1 + t)
2(n−2)
2−s
+2
. (3.2.32)
En posant q = n
2−s
−1, p = 2(n−2)
2−s
, on aura pour n ≥ 5 que : p−q > 1. Donc avec (3.2.31),
(3.2.32) et le lemme 3.2.2, on aura :
∫
Rn
|X|2 · |∇Φ|2dX∫
Rn
|Φ|2dX =
(n−2)2
2−s
ωn−1I
q+2
p+2
ωn−1
2−s
Iqp
= (n− 2)2 × (q + 1)(q + 2)
p(p+ 1)
=
n(n− 2)(n+ 2− s)
2(2n− 2− s) . (3.2.33)
D’une façon similaire, on aura
*/ pour p = 2(n−2)
2−s
, q = n
2−s
− 1 :
∫
Rn
|X|2−s · |Φ|2⋆(s)dX∫
Rn
|Φ|2dX =
Iq+1p+2
Iqp
=
(p− q − 1)(q + 1)
p(p+ 1)
=
n(n− 4)
2(n− 2)(2n− 2− s) . (3.2.34)
**/ Pour p = 2(n−s)
2−s
, q = n−s
2−s
− 1 :
∫
Rn
|∇Φ|2dX∫
Rn
|X|−s · |Φ|2∗(s)dX = (n− 2)
2
Iq+1p
Iqp
= (n− 2)2 q + 1
p− q − 2
= (n− 2)(n− s). (3.2.35)
En combinant (3.2.33), (3.2.34), (3.2.35) avec la formule (3.2.30) de κ2
κ1
, on aura :
cn,s :=
κ2(n, s)
κ1(n, s)
=
(n− 2)(6− s)
12(2n− 2− s) . (3.2.36)
Les relations (3.2.28) et (3.2.36) montrent la Proposition 3.1.1 quand n ≥ 5. Ceci termine
la preuve de la Proposition 3.1.1 et du Théoreème 3.1.1 pour n ≥ 4. 
3.3 Cas dim(M) = 3.
Dans cette partie, on démontre le Théorème 3.1.1 pour n = 3 et on donne des exemples
des variétés de dimension 3 vérifiant la condition principale du Théorème 3.1.1 (à savoir
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la masse est positive en x0) et par suite dans laquelle il existe une solution u de l’équation
de Hardy-Sobolev
∆gu+ au = λ
u2
⋆(s)−1
dg(x, x0)s
, u > 0 et λ > 0.
3.3.1 Preuve (ii) du Théorème.
Dans cette deuxième partie de la preuve du Théorème 3.1.1, on complète le travail
initié dans la partie précédente. À savoir, trouver une suite des fonctions-tests (vǫ)ǫ>0 sur
M et un D.L. de J(vǫ) permettant de la comparer avec K(3, s)−1. En utilisant la suite des
fonctions-tests (uǫ)ǫ>0 définie surM , pour tout ǫ > 0, par uǫ(x) = ǫ
1
2 (ǫ2−s + dg(x, x0)
2−s)
−1
2−s
nous avons obtenu que J(uǫ) = K(3, s)−1 +O(ǫ), où le signe de O(ǫ) est inconnu. Ce qui
ne permet pas de conclure.
Afin de résoudre ce problème, on utilise la méthode de Schoen dans l’article [45] (voir
aussi Druet [15]) qui consiste à introduire la fonction de Green. Ceci servira à compenser
l’énérgie "parasite" dans l’expression de J(uǫ) et par suite à pousser le D.L. de J à l’ordre
1, c.à.d. démontrer que J(vǫ) = K(3, s)−1+Cǫ+ o(ǫ) où C est une constante > 0 ou bien
< 0.
Définition 3.3.1 On définit la fonction de Green (voir Appendice IV et [43]) Ga,x0 :
M \ {x0} → R, associée à l’opérateur coèrcif ∆g + a, comme étant la seule fonction
strictement positive et symétrique dans L1(M) ∩C2,θ(M \ {x0}), θ ∈]0, 1[ et vérifiant au
sens des distributions
∆gGa,x0 + aGa,x0 = Dx0 , (3.3.37)
où Dx0 est la masse de Dirac au point x0.
On considère (Bρ0(x0), exp
−1
x0
) une carte exponentielle centrée en x0 et de rayon ρ0 ∈
]0, ig(M)/2[ et une fonction de troncature η ∈ C∞c (B2ρ0(x0)) tel que 0 ≤ η ≤ 1 et η ≡ 1
sur Bρ0(x0). D’après le Théorème 6.6.1, on peut écrire Ga,x0 sous la forme
4πGa,x0(x) =
η(x)
dg(x, x0)
+ βx0(x), (3.3.38)
avec βx0 ∈ Hp2 (M) ∩ C0,θ(M) ∩ C2,γ(M \ {x0}), pour tous p ∈]32 , 3[, θ, γ ∈]0, 1] (voir
Appendice IV). Ensuite, les deux équations précédentes permettent d’écrire en passant
aux coordonnées polaires (r, θ) dans la carte exponentielle (Bδ(x0), ψ−1x0 ), que pour tout
x = rθ ∈ Bρ0(x0), r = dg(x, x0) et θ ∈ Sn−1, on a :
∆gβx0 + aβx0 = fx0 , (3.3.39)
avec
fx0(x) :=
{
−∆g
(
η(x)
dg(x,x0)
)
− (aη)(x)
dg(x,x0)
pour tout x ∈M \ Bρ0(x0) ,
−∂r(ln det(g))
2dg(x,x0)2
− a(x)
dg(x,x0)
pour tout x ∈ Bρ0(x0).
(3.3.40)
En particulier, pour tout p ∈]1, 3[, on a : fx0 ∈ Lp(M).
Définition 3.3.2 On définit la masse de la variété (M, g) correspondante à ∆g + a et
on note m(x0), la quantité βx0(x0) où βx0 est définie comme ci-dessus.
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Remarque : La quantité m(x0) est indépendante du choix de la fonction de troncature
η.
En suivant les calculs faits par Schoen dans son article [45] et Druet dans [15], on définit
une nouvelle suite des fonctions-tests (uǫ)ǫ>0 sur M et pour tout ǫ > 0, par
vǫ = ηuǫ +
√
ǫβx0 .
Pour terminer la preuve de la Proposition 3.1.1 et du Théorème 3.1.1, nous allons dé-
montrer dans ce qui suit de ce chapitre que :
J(vǫ) = K(3, s)
−1
(
1− ǫ 2βx0(x0)ω2∫
Rn
|x|−sΦ2⋆(s) dx + o(ǫ)
)
(3.3.41)
quand ǫ → 0. Nous procédons par étapes mais avant cela, nous allons démontrer un
Lemme utile.
Lemme 3.3.1 Sur la couronne B2ρ0(x0) \ Bρ0(x0), on peut écrire uǫ sous la forme
uǫ(x) =
√
ǫ
dg(x, x0)
+O(ǫ
5
2
−s) uniformement, avec O(1) ∈ C2(B2ρ0(x0)\Bρ0(x0)). (3.3.42)
Preuve du Lemme 3.3.1 : En effet, on munit la boule B2ρ0(x0) de l’application exponen-
tielle exp−1x0 et on passe aux coordonnées polaires (r, θ) telles que r = dg(x, x0), θ ∈ Sn−1.
On a donc :
‖uǫ −
√
ǫdg(x, x0)
−1‖∞ = sup
x∈B2ρ0 (x0)\Bρ0 (x0)
∣∣uǫ(x)−
√
ǫdg(x, x0)
−1
∣∣
=
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣
1
(ǫ2−s + r2−s)
1
2−s
− 1
r
∣∣∣∣∣
=
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣∣∣
1−
(
1 + ǫ
2−s
r2−s
) 1
2−s
(ǫ2−s + r2−s)
1
2−s
∣∣∣∣∣∣∣
=
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣∣
O
(
ǫ2−s
r2−s
)
(ǫ2−s + r2−s)
1
2−s
∣∣∣∣∣∣
= O(ǫ
5
2
−s). (3.3.43)
D’autre part, sachant que
|∇uǫ|g = |∂r(uǫ)| =
√
ǫr1−s
(ǫ2−s + r2−s)
3−s
2−s
63
on obtient
‖∇uǫ −∇(
√
ǫdg(x, x0)
−1)‖∞ =
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣
r1−s
(ǫ2−s + r2−s)
3−s
2−s
− 1
r2
∣∣∣∣∣
=
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣
r3−s − (ǫ2−s + r2−s)
3−s
2−s
r2(ǫ2−s + r2−s)
3−s
2−s
∣∣∣∣∣
=
√
ǫ sup
r∈]ρ0,2ρ0[
∣∣∣∣∣∣∣
r3−s − r3−s
(
1 + ǫ
2−s
r2−s
) 3−s
2−s
r2(ǫ2−s + r2−s)
3−s
2−s
∣∣∣∣∣∣∣
= O(ǫ
5
2
−s). (3.3.44)
Avec le Lemme de Gauss (g1i = δ1i sur B2ρ0(x0)) et le fait que uǫ est une fonction radiale,
on écrit :
‖∇2uǫ −∇2(
√
ǫdg(x, x0)
−1)‖∞ = sup
x∈B2ρ0 (x0)\Bρ0 (x0)
∣∣∇2uǫ −∇2(
√
ǫdg(x, x0)
−1)
∣∣
g(x)
= sup
r∈]ρ0,2ρ0[
∣∣∣∣∇
2
rruǫ −∇2(
√
ǫ
r
)
∣∣∣∣
Puisque ∇2rru(x) = ∂2rru(x)− Γrrr(x)∂ru(x), donc
∣∣∣∣∂
2
rru(x)−
2
√
ǫ
r3
∣∣∣∣ =
√
ǫ
[
−(1− s)ǫ
2−s
rs
+ 2r2−2s − 2r2−2s
×
(
1 +
ǫ2−s
r2−s
) 5−2s
2−s
]
Il s’ensuit que
‖∇2uǫ −∇2(
√
ǫdg(x, x0)
−1)‖∞ ≤
(
(1− s)ǫ
5
2
−s
rs
)
+O(ǫ
5
2
−s)
+|∂ruǫ − ∂r(
√
ǫdg(x, x0)
−1)| × ‖Γrrr‖∞
= O(ǫ
5
2
−s). (3.3.45)
En combinant (3.3.43), (3.3.44) et (3.3.45), on tire
2∑
i=0
‖∇iuǫ −∇i(
√
ǫdg(x, x0)
−1)‖∞ = O(ǫ
5
2
−s).
D’où le résultat. 
Partie I : Estimation de
∫
M
(|∇vǫ|2g + av2ǫ )dvg. Dans cette partie, on démontre que
∫
M
(|∇vǫ|2g + av2ǫ )dvg =
∫
Rn
Φ∆δΦdX + ǫω2m(x0) + o(ǫ). (3.3.46)
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En effet, on a pour tous ǫ > 0 et p ∈]3
2
, 3[, vǫ ∈ Hp2 (M), donc en intégrant par partie (voir
Appendice IV), on peut écrire :
∫
M
|∇vǫ|2gdvg =
∫
M
vǫ∆gvǫdvg
=
∫
M
ηuǫ∆g(ηuǫ)dvg +
∫
M
∆gβx0(ǫβx0 + 2
√
ǫηuǫ)dvg.
Sachant que
∫
M
ηuǫ∆g(ηuǫ)dvg =
∫
M
η2uǫ∆guǫdvg +
∫
M
u2ǫη∆gηdvg
−
∫
M
η(∇η,∇u2ǫ)gdvg,
Il s’ensuit que, pour tout ǫ > 0, on a :
∫
M
(|∇vǫ|2g + av2ǫ )dvg =
∫
M
η2uǫ∆guǫdvg +
∫
M
u2ǫη∆gηdvg
−
∫
M
η(∇η,∇u2ǫ)gdvg +
∫
M
aη2u2ǫdvg
+
∫
M
(∆gβx0 + aβx0)(ǫβx0 + 2
√
ǫηuǫ)dvg. (3.3.47)
En écrivant u2ǫ sous la forme
u2ǫ(x) =
ǫ
dg(x, x0)2
[
1 +O
(
ǫ2−s
ǫ2−s + dg(x, x0)2−s
)]
,
on aura, pour tout x ∈M \ Bρ0(x0), que :
u2ǫ(x) =
ǫ
dg(x, x0)2
+ ǫ3−sfǫ(x), avec fǫ ∈ C2(M \ Bρ0(x0)). (3.3.48)
(voir le Lemme 3.3.1) Par suite, on obtient successivement pour tout ǫ > 0 :
∫
M
u2ǫη∆gηdvg = ǫ
∫
M\Bρ0 (x0)
η∆gη
dg(x, x0)2
dvg + o(ǫ), (3.3.49)
et ∫
M
η(∇η,∇u2ǫ)gdvg = ǫ
∫
M\Bρ0 (x0)
η(∇η,∇ 1
dg(x, x0)2
)gdvg + o(ǫ). (3.3.50)
Mais comme ∂νη = 0 sur ∂Bρ0(x0) donc en intégrant par partie on peut écrire :
∫
M\Bρ0 (x0)
η∆gη
dg(x, x0)2
dvg =
∫
M\Bρ0 (x0)
(∇η,∇ η
dg(x, x0)2
)gdvg. (3.3.51)
En combinant (3.3.49), (3.3.50) et (3.3.51), on aura :
∫
M
u2ǫη∆gηdvg −
∫
M
η(∇η,∇u2ǫ)gdvg = ǫ
∫
M\Bρ0 (x0)
|∇η|2g
dg(x, x0)2
dvg + o(ǫ). (3.3.52)
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Avec les mêmes arguments utilisés ci-dessus, on obtient :
∫
M
aη2u2ǫdvg = ǫ
∫
M
aη2
dg(x, x0)2
dvg + i(ǫ) + o(ǫ),
avec
i(ǫ) = O
(
ǫ3−s
∫
Bρ0 (x0)
aη2dvg
dg(x, x0)2(ǫ2−s + dg(x, x0)2−s)
)
= O
(
ǫ2
∫ ρ0
ǫ
0
dρ
1 + ρ2−s
)
+ o(ǫ).
Si s < 1 alors ∫ ρ0
ǫ
0
dρ
1 + ρ2−s
= κ1 +
[
1
ρ1−s
]ρ= ρ0
ǫ
ρ=1
= O(ǫ1−s).
Donc i(ǫ) = o(ǫ). Si s = 1 alors on a de même, que i(ǫ) = O(ǫ2 ln 1
ǫ
). Maintenant si s > 1
alors on peut écrire :
∫ ρ0
ǫ
0
dρ
1 + ρ2−s
=
∫ 1
0
dρ
1 + ρ2−s
+
∫ ρ0
ǫ
1
dρ
1 + ρ2−s
= κ2 +
∫ ρ0
ǫ
1
dρ
ρ2−s
+
∫ ρ0
ǫ
1
dρ
[
1
1 + ρ2−s
− 1
ρ2−s
]
= κ2 + Cǫ
1−s −
∫ ρ0
ǫ
1
dρ
ρ2−s(1 + ρ2−s)
Tout calcul fait montre que
∫ ρ0
ǫ
1
dρ
ρ2−s(1 + ρ2−s)
≤
∫ ρ0
ǫ
1
dρ
ρ4−2s
= O(1 + ln
1
ǫ
+ ǫ3−2s)
Donc si s > 1 alors i(ǫ) = o(ǫ). Par suite, on a :
∫
M
aη2u2ǫdvg = ǫ
∫
M
aη2
dg(x, x0)2
dvg + o(ǫ). (3.3.53)
Maintenant si on écrit uǫ sous la forme
uǫ(x) =
√
ǫ
dg(x, x0)
[
1 +O
(
ǫ2−s
ǫ2−s + dg(x, x0)2−s
)]
, (3.3.54)
avec O(1) ∈ C0(M), on aura alors sur M \ Bρ0(x0) :
uǫ(x) =
√
ǫ
dg(x, x0)
+O(ǫ
5
2
−s), O(1) ∈ C2(M \ Bρ0(x0))
et
∫
M\Bρ0 (x0)
η2uǫ∆guǫdvg = ǫ
∫
M\Bρ0 (x0)
η2
dg(x, x0)
∆g(
1
dg(x, x0)
)dvg + o(ǫ). (3.3.55)
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D’autre part, en passant en coordonnées normales polaires dans la boule exponentielle
Bρ0(x0), un simple calcul montrera que
∂ruǫ(r) = −
√
ǫr1−s
(ǫ2−s + r2−s)
3−s
2−s
et ∂2ruǫ(r) =
−√ǫ(−2r2−s + (1− s)ǫ2−s)
rs(ǫ2−s + r2−s)
5−2s
2−s
,
ainsi que
∆δuǫ =
(3− s)ǫ 52−s
rs(ǫ2−s + r2−s)
5−2s
2−s
.
Ensuite on a :
∫
Bρ0 (x0)
uǫ∆δuǫdvg = ǫ
3−s(3− s)ω2
∫ ρ0
0
r2−s(1 +O(r2))
(ǫ2−s + r2−s)
6−2s
2−s
dr
= (3− s)ω2
∫ ρ0
ǫ
0
ρ2−s(1 +O(ǫ2ρ2))
(1 + ρ2−s)
6−2s
2−s
dρ
= (3− s)ω2
∫ +∞
0
ρ2−sdρ
(1 + ρ2−s)
6−2s
2−s
+ o(ǫ)
= (3− s)
∫
Rn
Φ2
∗(s)(X)
|X|s dX + o(ǫ)
=
∫
Rn
Φ∆δΦdX + o(ǫ),
avec Φ : X ∈ Rn 7→ (1 + |X|2−s)−
1
2−s Et comme
∆guǫ = ∆δuǫ −
1
2
∂r(ln det(g))∂ruǫ
d’où
∫
Bρ0 (x0)
uǫ∆guǫdvg =
∫
Rn
Φ∆δΦdX + o(ǫ)
+ǫ
∫
Bρ0 (x0)
dg(x, x0)
1−s∂r(ln det(g))
2(ǫ2−s + dg(x, x0)2−s)
4−s
2−s
dvg.
(3.3.56)
Un développement semblable à (3.3.54) donne que
ǫ
∫
Bρ0 (x0)
dg(x, x0)
1−s∂r(ln det(g))
2(ǫ2−s + dg(x, x0)2−s)
4−s
2−s
dvg = ǫ
∫
Bρ0 (x0)
∂r(ln det(g))
2dg(x, x0)3
dvg +
O
(
ǫ3−s
∫
Bρ0 (x0)
∂r(ln det(g))
dg(x, x0)3(ǫ2−s + dg(x, x0)2−s)
dvg
)
,
(3.3.57)
67
et un développement limité de la métrique g dans la carte exponentielle (Bρ0(x0), ψ
−1
x0
)
en coordionnées normales polaires x = rθ perment d’écrire
∂r(ln det(g))(x) = ∂r ln
(
1− r
2
3
Rαµ(x0)θ
αθµ +O(r3)
)
= ∂r
(
−r
2
3
Rαµ(x0)θ
αθµ +O(r3)
)
= −2r
3
Rαµ(x0)θ
αθµ +O(r2). (3.3.58)
Il s’ensuit de (3.3.57) et (3.3.58) que
ǫ
∫
Bρ0 (x0)
dg(x, x0)
1−s∂r(ln det(g))
2(ǫ2−s + dg(x, x0)2−s)
4−s
2−s
dvg = ǫ
∫
Bρ0 (x0)
∂r(ln det(g))
2dg(x, x0)3
dvg + o(ǫ)
(3.3.59)
Alors les équations (3.3.55), (3.3.56) et (3.3.59) impliquent que
∫
M
η2uǫ∆guǫdvg =
∫
Rn
Φ∆δΦdX + o(ǫ) + ǫ
∫
Bρ0 (x0)
∂r(ln det(g))
2dg(x, x0)3
dvg
+ǫ
∫
M\Bρ0 (x0)
η2
dg(x, x0)
∆g(
1
dg(x, x0)
)dvg. (3.3.60)
Il reste à estimer
∫
M
(∆gβx0 + aβx0)(ǫβx0 + 2
√
ǫηuǫ)dvg dans (3.3.47). En effet, pour tout
p ∈]3
2
, 3[ on a : ∆gβx0 + aβx0 , βx0 ,
η
dg(x,x0)
∈ Lp(M) donc étant donné p1, p2 ∈]32 , 3[ deux
nombres conjugués, (remarquons que pour tout p, p1 ∈]32 , 3[, le conjugué p2 est aussi dans
]3
2
, 3[), on a donc :
∫
M
∣∣∣∣(∆gβx0 + aβx0)(βx0 + 2
η
dg(x, x0)
)
∣∣∣∣ dvg ≤ ‖∆gβx0 + aβx0‖p1 × (‖βx0‖p2
+2‖dg(x, x0)−1‖p2
)
.
Le développement (3.3.54) de uǫ donne que
∫
M
(∆gβx0 + aβx0)(ǫβx0 + 2
√
ǫηuǫ)dvg = ǫ
∫
M
(∆gβx0 + aβx0)(βx0 + 2
η
dg(x, x0)
)dvg +
O
(
ǫ3−s
∫
M
(∆gβx0 + aβx0)η
dg(x, x0)(ǫ2−s + dg(x, x0)2−s)
dvg
)
.
En utilisant l’équation (3.3.39) et en faisant des calculs semblables à ce qu’on a déjà fait
dans la dernière estimation, on obtiendra :
O
(
ǫ3−s
∫
M
(∆gβx0 + aβx0)η
dg(x, x0)(ǫ2−s + dg(x, x0)2−s)
dvg
)
= o(ǫ)
et donc
∫
M
(∆gβx0 + aβx0)(ǫβx0 + 2
√
ǫηuǫ)dvg = ǫ
∫
M
(∆gβx0 + aβx0)(βx0 + 2
η
dg(x, x0)
)dvg + o(ǫ).
(3.3.61)
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Avec la formule de Green (voir Appendice V, Proposition 6.6.2), on a :
∫
M
(∆gβx0 + aβx0)(βx0 +
η
dg(x, x0)
)dvg =
∫
M
(∆gβx0 + aβx0)ω2Ga,x0dvg
= ω2
∫
M
(∆gGa,x0 + aGa,x0)βx0dvg
= ω2βx0(x0), (3.3.62)
et
∫
M
(∆gβx0 + aβx0)
η
dg(x, x0)
dvg = −
∫
Bρ0 (x0)
∂r(ln det(g))
2dg(x, x0)3
dvg −
∫
M
aη2
dg(x, x0)2
dvg +
−
∫
M\Bρ0 (x0)
η
dg(x, x0)
∆g(
η
dg(x, x0)
)dvg, (3.3.63)
et puisque η
dg(x,x0)
∈ C∞(B2ρ0(x0) \ Bρ0(x0))
∫
M\Bρ0 (x0)
η
dg(x, x0)
∆g(
η
dg(x, x0)
)dvg (3.3.64)
=
∫
M\Bρ0 (x0)
(∇ η
dg(x, x0)
,∇ η
dg(x, x0)
)gdvg −
∫
∂(M\Bρ0 (x0))
η
dg(x, x0)
∂ν
(
η
dg(x, x0)
)
dvg
=
∫
M\Bρ0 (x0)
(∇ η
dg(x, x0)
,∇ η
dg(x, x0)
)gdvg −
∫
∂(M\Bρ0 (x0))
η2
dg(x, x0)
∂νdg(x, x0)
−1dvg
=
∫
M\Bρ0 (x0)
η2
dg(x, x0)
∆g(
1
dg(x, x0)
)dvg +
∫
M\Bρ0 (x0)
|∇η|2gdvg
dg(x, x0)2
(3.3.65)
car ∂νη = 0 sur ∂Bρ0(x0) et
∫
M\Bρ0 (x0)
η2
dg(x, x0)
∆g(
1
dg(x, x0)
)dvg
=
∫
M\Bρ0 (x0)
(∇ η
2
dg(x, x0)
,∇ 1
dg(x, x0)
)gdvg −
∫
∂(M\Bρ0 (x0))
η2
dg(x, x0)
∂νdg(x, x0)
−1dvg
donc en combinant les équations (3.3.52), (3.3.53), (3.3.60) et (3.3.61) avec l’équation
(3.3.47) (et sachant que (3.3.62), (3.3.63) et (3.3.64)), on aura :
∫
M
(|∇vǫ|2g + av2ǫ )dvg =
∫
Rn
Φ∆δΦdX + ǫω2βx0(x0) + o(ǫ).
Ceci termine la partie I de la preuve (ii) de la Proposition 3.1.1.
Partie II : Estimation de
∫
M
v
2∗(s)
ǫ
dg(x,x0)s
dvg. Dans cette partie, on démontre que
∫
M
v
2∗(s)
ǫ
dg(x, x0)s
dvg =
∫
Rn
Φ2
∗(s)(X)
|X|s dX + (2βx0(x0)ω2) ǫ+ o(ǫ). (3.3.66)
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En effet, on a pour tout ǫ > 0 :
∫
M
v
2∗(s)
ǫ
dg(x, x0)s
dvg =
∫
M
(ηuǫ +
√
ǫβx0)
6−2s
dg(x, x0)s
dvg
=
∫
Bρ0 (x0)
(uǫ +
√
ǫβx0)
6−2s
dg(x, x0)s
dvg +O(ǫ
3−s)
Or il existe C(s) > 0 tel que pour tout x, y ∈ R∗, on a :
∣∣|x+ y|6−2s − |x|6−2s − (6− 2s)xy|x|4−2s
∣∣ ≤ C(s)
∣∣|x|4−2sy2 + |y|6−2s
∣∣ ,
(voir Appendice III, Lemme 6.4.1), ceci permet d’écrire
∫
M
v
2∗(s)
ǫ
dg(x, x0)s
dvg =
∫
Bρ0 (x0)
u6−2sǫ + (6− 2s)|uǫ|6−2s−2uǫ
√
ǫβx0
dg(x, x0)s
dvg + iii(ǫ) + o(ǫ)
(3.3.67)
avec
iii(ǫ) = O
(∫
Bρ0 (x0)
u4−2sǫ ǫβ
2
x0
+ ǫ3−s|βx0 |6−2s
dg(x, x0)s
dvg
)
= O
(
ǫ3−s
∫ ρ0
0
[
(ǫ2−s + r2−s)−2
]
r2−s(1 +O(r2))dr
)
+ o(ǫ)
= o(ǫ).
On a successivement :
∫
Bρ0 (x0)
u6−2sǫ
dg(x, x0)s
dvg = ǫ
3−s
∫
Bρ0 (x0)
dvg
dg(x, x0)s(ǫ2−s + dg(x, x0)2−s)
6−2s
2−s
= ǫ3−sω2
∫ ρ0
0
r2−s(1 +O(r2))dr
(ǫ2−s + r2−s)
6−2s
2−s
= ω2
∫ ρ0
ǫ
0
ρ2−s(1 +O(ǫ2ρ2))dρ
(1 + ρ2−s)
6−2s
2−s
=
∫
Rn
Φ2
∗(s)(X)
|X|s dX + o(ǫ), (3.3.68)
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et puisque βx0 ∈ C0,θ(M), θ ∈]0, 1[, donc
∫
Bρ0 (x0)
(6− 2s)|uǫ|6−2s−2uǫ
√
ǫβx0
dg(x, x0)s
dvg = ǫ
3−s(6− 2s)βx0(x0)ω2
∫ ρ0
0
r2−s(1 +O(r2))dr
(ǫ2−s + r2−s)
5−2s
2−s
+O
(
ǫ3−s
∫ ρ0
0
r2+θ−s(1 +O(r2))dr
(ǫ2−s + r2−s)
5−2s
2−s
)
= ǫ(6− 2s)βx0(x0)ω2
∫ ρ0
ǫ
0
ρ2−s(1 +O(ǫ2ρ2))dρ
(1 + ρ2−s)
5−2s
2−s
+O
(
ǫ1+θ
∫ ρ0
ǫ
0
ρ2+θ−s(1 +O(ǫ2ρ2))dρ
(1 + ρ2−s)
5−2s
2−s
)
= ǫ(6− 2s)βx0(x0)ω2
∫ +∞
0
ρ2−sdρ
(1 + ρ2−s)
5−2s
2−s
+ o(ǫ),
(3.3.69)
Or on a d’après l’équation (3.0.4) :
ω2
∫ +∞
0
ρ2−sdρ
(1 + ρ2−s)
5−2s
2−s
=
∫
Rn
Φ2
∗(s)−1(X)
|X|s dX
= (3− s)−1
∫
Rn
∆ΦdX
= (3− s)−1 lim
R→+∞
∫
BR(0)
∆ΦdX
= (3− s)−1 lim
R→+∞
∫
∂BR(0)
−∂νΦdX,
(3.3.70)
ν désigne le champ de vecteurs normal extérieur sur BR(0), et
∂νΦ = −|X|1−s(1 + |X|2−s)
−3+s
2−s
donc
lim
R→+∞
∫
∂BR(0)
−∂νΦdX = lim
R→+∞
∫
∂BR(0)
|X|1−sdX
(1 + |X|2−s) 3−s2−s
= lim
R→+∞
R1−s
(1 +R2−s)
3−s
2−s
× ω2R2 = 4π.
(3.3.71)
Les relations (3.3.69), (3.3.70) et (3.3.71) donnent
∫
Bρ0 (x0)
(6− 2s)|uǫ|6−2s−2uǫ
√
ǫβx0
dg(x, x0)s
dvg = ǫ (8πβx0(x0)) + o(ǫ). (3.3.72)
donc en combinant (3.3.68) et (3.3.72) avec l’équation (3.3.67), on obtient :
∫
M
v
2∗(s)
ǫ
dg(x, x0)s
dvg =
∫
Rn
Φ2
∗(s)(X)
|X|s dX + ǫ (8πβx0(x0)) + o(ǫ).
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Ceci termine la partie II de la preuve (ii) de la proposition 3.1.1.
Partie III : Estimation de J(vǫ) : On a d’après (3.3.66) et (3.0.4) :
(∫
M
v
2∗(s)
ǫ
dg(x, x0)s
dvg
) 2
2∗(s)
=
(∫
Rn
Φ2
∗(s)(X)
|X|s dX
) 2
2∗(s)

1 + ǫ 8πβx0(x0)
(3− s)
∫
Rn
Φ2
∗(s)(X)
|X|s
dX
+ o(ǫ)


=
(∫
Rn
Φ2
∗(s)(X)
|X|s dX
) 2
2∗(s)
[
1 + ǫ
8πβx0(x0)∫
Rn
Φ∆δΦdX
+ o(ǫ)
]
(3.3.73)
Comme on a (avec l’équation (3.3.46))
∫
M
(|∇vǫ|2g + av2ǫ )dvg =
∫
Rn
Φ∆δΦdX
[
1 + ǫ
4πβx0(x0)∫
Rn
Φ∆δΦdX
+ o(ǫ)
]
(3.3.74)
donc en combinant les équations (3.3.73) et (3.3.74), on aura :
J(vǫ) =
∫
M
(|∇vǫ|2g + av2ǫ )dvg
(∫
M
v
2∗(s)
ǫ
dg(x,x0)s
dvg
) 2
2∗(s)
= K(3, s)−1
[
1− ǫβx0(x0)
4π∫
Rn
Φ∆δΦdX
+ o(ǫ)
]
.
(3.3.75)
Ceci achève la preuve (ii) de la Proposition 3.1.1 et du Théorème 3.1.1 pour n = 3. 
3.3.2 Exemples avec la masse positive
Proposition 3.3.1 Soit (M, g) une variété compacte de dimension n = 3. Soit a ∈
C0,γ(M), γ ∈]0, 1[ telle que ∆g + a est coercif, x0 ∈M et s ∈]0, 2[. Si {a   c3,0Scalg} ou
bien {a ≡ c3,0Scalg et (M, g) n’est pas conformément équivalente à la n-sphère canonique
Sn. Alors on a :
inf
v∈H21 (M)\{0}
J(v) < K(3, s)−1.
En effet, la positivité de la masse de (M, g) en x0 a été démontré dans ce cas par Druet
dans [16]. Nous intégrons sa preuve dans le Lemme suivant.
Lemme 3.3.2 Soit (M, g) une variété compacte de dimension n = 3. On considère
a, a′ ∈ C0,γ(M), γ ∈]0, 1[ telles que les opérateurs ∆g + a et ∆g + a′ soient coercifs .
On note par Gx, G′x les fonctions de Green respectives en tout point x ∈ M . On suppose
que a   a′. alors βx > β′x pour tout x ∈M , avec βx, β′x ∈ C0,θ(M), θ ∈]0, 1[ telle que
ω2Gx =
η
dg(x, ·)
+ βx et ω2G
′
x =
η
dg(x, ·)
+ β′x. (3.3.76)
où η est une fonction de troncature au voisinage de x.
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Preuve du Lemme 3.3.2 : On fixe x ∈M et on définit hx = β′x − βx, tel que β′x et βx
sont comme dans (3.3.38) (voir Appendice (6.6)). Notons L := ∆g + a et L′ := ∆g + a′.
En utilisant la définition de la fonction de Green, on écrit :
L′(hx) = ω2L
′(G′x −Gx) = −(a′ − a)Gx.
Il s’ensuit que : L′(hx) = −(a′ − a)Gx ≤ 0. Maintenant, puisque hx ∈ Hp2 (M), pour tout
p ∈]1, 3[, donc pour tout y ∈M , la formule de Green (6.6.2) implique
hx(y) =
∫
M
G′y(z)L
′(hx) dvg(z)
= −
∫
M
G′y(z)(a
′ − a)(z)Gx(z) dvg(z).
Les fonctions Gx, G′y et a
′−a étant toutes positives alors hx ≤ 0. En plus, puisque a 6≡ a′,
Gx > 0 p.p. et G′y > 0 p.p., on a donc hx < 0. Ceci termine la preuve du Lemme 3.3.2. 
Preuve de la Proposition 3.3.1 : On considère l’opérateur L0 := ∆g + c3,0Scalg, β0
étant la masse de (M, g) correspondante à L0. Le Théorème de la masse positive (voir [46],
[47]) implique que β0x(x) ≥ 0, sachant que l’égalité est atteinte uniquement par la classe
conforme de la sphère canonique. Il s’ensuit du Lemme 3.3.2 que βx0(x0) > 0 lorsque
{a   c3,0Scalg} ou bien {a ≡ c3,0Scalg et que (M, g) n’est pas conformement équivalente
à la n-sphère canonique Sn. Le Théorème 3.1.1 implique ensuite que infv∈H21 (M)\{0} J(v) <
K(3, s)−1. 
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Chapitre 4
Équation de Hardy-Sobolev perturbée
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, a ∈ C0(M)
telle que ∆g + a est coèrcif, x0 ∈ M et s ∈]0, 2[. On pose 2⋆(s) = 2(n−s)n−2 et 2∗ = 2⋆(0).
Dans ce chapitre, nous étudions l’existence des solutions pour les équations perturbée de
type Hardy-Sobolev de la forme suivante :
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u, (4.0.1)
avec q un exposant sous-critique dans ]2, 2∗[ et h une fonction sur M positive et continue.
Nous démontrons que l’existence d’une solution dans H21 (M) pour (4.0.1) dépend uni-
quement de la perturbation en x0 pour les dimensions n ≥ 4 (à savoir : h(x0) > 0) et des
conditions différentes apparaissent en dimension 3 en fonction de q.
Dans le cas particulier s = 0 des équations de Sobolev, Brézis et Nirenberg [7] ont étudié
ce problème dans un contexte Euclidien, Djadli l’a étudié dans [13] pour les variétés
Riemanniennes.
4.1 Suite de Palais-Smale
Définition 4.1.1 Soient q ∈ [2, 2∗], 2∗ := 2n
n−2
et h :M → R, h ≥ 0 une fonction continue
sur M . On considère a ∈ C0(M) telle que ∆g + a est coèrcif et on définit la fonctionnelle
Jq sur H21 (M) par
v ∈ H21 (M) 7→ Jq(v) =
1
2
∫
M
(|∇v|2g + av2)dvg −
1
2∗(s)
∫
M
|v|2∗(s) dvg
dg(x, x0)s
−1
q
∫
M
h|v|qdvg (4.1.2)
Définition 4.1.2 On dit qu’une suite (un)n∈N ∈ H21 (M) est une suite de Palais-Smale
(P-S) pour la fonctionnelle Jq s’il existe β ∈ R tel que Jq(un) → β et J ′q(un) → 0
fortement dans le dual H21 (M)
′. La suite (un)n∈N est dite de Palais-Smale (P-S) pour Jq
au niveau β.
Définition 4.1.3 On dit que la fonctionnelle Jq satisfait la condition de Palais-Smale
(P-S) au niveau β si pour toute suite (un)n∈N dans H21 (M) telle que Jq(un) → β, on peut
extraire une sous-suite (uni)i∈N de (un)n∈N qui converge fortement dans H
2
1 (M).
75
Proposition 4.1.1 Pour toute fonction u0 ∈ H21 (M), u0 6≡ 0, u0 ≥ 0, ils existent une
suite (un)n∈N dans H21 (M) et β0 = β0(u0) > 0 tel que (un)n∈N est une suite (P-S) pour la
fonctionnelle Jq au niveau β0. De plus, on a β0 ≤ supt≥0 Jq(tu0).
Afin de démontrer la proposition ci-dessus, on a besoin du Mountain-Pass Lemma
d’Ambrosetti-Rabinowitz [1]. On donne dans la suite une version de ce Lemme.
Lemme 4.1.1 Soit J ∈ C1(H,R) avec (H, ‖ · ‖H) est un espace de Banach. On suppose
que
1. J(0) = 0,
2. Ils existent λ, r > 0 tels que pour tout u ∈ H, ‖u‖H = r, on a : J(u) ≥ λ.
3. Il existe u0 ∈ H tel que lim supt→+∞ J(tu0) < 0.
Soient t0 > 0 suffisamment grand tel que ‖t0u0‖H > r et J(t0u0) < 0 et β = infγ∈Γ sup J(γ(t))
avec Γ = {γ : [0, 1] → H t. q. γ(0) = 0, γ(1) = t0u0}. Alors il existe une suite (un)n∈N
dans H telle que J(un) → β et J ′(un) → 0 fortement dans le dual H ′. De plus, on a
β ≤ supt≥0 J(tu0).
Preuve de la Proposition 4.1.1 : En effet, d’après le Théorème 6.4.1 (Voir Appendice
III), la fonctionnelle Jq est de classe C1 sur H21 (M). On vérifie les trois conditions du
Lemme Mountain-Pass lemma 4.1.1 dans le cas où J = Jq et H = H21 (M). En effet :
1. On a que Jq(0) = 0,
2. La coercivité de ∆g+a et les inclusions de Sobolev et de Hardy-Sobolev impliquent
qu’ils existent des constantes Ci > 0, i = 1, 2, 3 telles que pour tout v ∈ H21 (M), on
a :
Jq(v) ≥ C1‖v‖2H21 (M) − C2‖v‖
2∗(s)
H21 (M)
− C3‖v‖qH21 (M). (4.1.3)
On considère la fonction réelle f(ρ) = C1ρ2 − C2ρ2∗(s) − C3ρq. Puisque q, 2∗(s) > 2
donc la fonction ρ 7→ C1−C2ρ2∗(s)−2−C3ρq−2 tend vers C1 lorsque ρ→ 0. Il s’ensuit
qu’il existe ρ0 > 0 tel que pour tout ρ < ρ0, on a que : C1−C2ρ2∗(s)−2−C3ρq−2 > C12 .
D’où pour tout v ∈ H21 (M), ‖v‖H21 (M) =
ρ0
2
, on a avec (4.1.3) que Jq(v) ≥ C1ρ
2
0
8
.
3. On considère u0 ∈ H21 (M) et la fonction réelle ϕ :M → R telles que
Jq(tu0) =
t2
2
∫
M
(|∇u0|2g + au20)dvg −
t2
∗(s)
2∗(s)
∫
M
|u0|2
∗(s) dvg
dg(x, x0)s
−t
q
q
∫
M
h|u0|qdvg
:= at2 − bt2∗(s) − ctq = t2∗(s)[at2−2∗(s) − b− ctq−2∗(s)]
≤ t2∗(s)[at2−2∗(s) − b],
et telle que a, b > 0 et c ≥ 0. Sachant que lorsque t → +∞, on a : t2∗(s) → +∞ et
at2−2
∗(s)−b→ −b. Donc Jq(tu0) → −∞ lorsque t→ +∞. D’où il existe u0 ∈ H21 (M)
tel que lim supt→+∞ J(tu0) < 0.
Soient t0 > 0, β0 = β0(u0) et l’ensemble Γ comme dans le Lemme 4.1.1. On a donc pour
tout γ(t) ∈ Γ, t ∈ [0, 1] : Jq(γ(t)) ≥ λ, λ := C1ρ
2
0
8
. Donc supt∈[0,1] Jq(γ(t)) ≥ λ. Par suite,
β0 := inf
γ∈Γ
sup
t∈[0,1]
Jq(γ(t)) ≥ λ > 0.
L’énérgie Jq vérifie donc les conditions du Lemme 4.1.1. D’où le résultat. 
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4.2 Théorème général d’existence
4.2.1 Énoncé du Théorème
Nous suivons le travail de Robert-Esposito [19] pour l’énoncé du Théorème ci-dessous.
Théorème 4.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, a ∈ C0(M) telle que ∆g + a est coercif, x0 ∈ M et s ∈]0, 2[. On pose 2⋆(s) = 2(n−s)n−2 .
On considère aussi q ∈]2, 2∗[ et h ∈ C0(M) positive. S’il existe u0 ∈ H21 (M) telle que
sup
t≥0
Jq(tu0) < c
′
n,sK(n, s)
−n−s
2−s , c′n,s =
2− s
2(n− s) , (4.2.4)
K(n, s)−1 := infϕ∈C∞c (Rn)\{0}
∫
Rn |∇ϕ|
2dX
(
∫
Rn
|ϕ|2
⋆(s)
|X|s
dX
) 2
2⋆(s)
Alors l’équation de Hardy-Sobolev pertur-
bée
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u
admet une solution u 6≡ 0 dans H21 (M). De plus, u ∈ C0,α(M) ∩ C1,βloc(M \ {x0}), pour
tout α ∈]0,min(1, 2− s)[, β ∈]0, 1[.
4.2.2 Preuve du Théorème
Afin de démontrer le Théorème, on procède par étapes.
Ière étape : On démontre la proposition suivante.
Proposition 4.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M et s ∈ (0, 2). On considère p, q > 0 tels que p + q = 2∗(s), u ∈ H21 (M),
f ∈ L∞(M) et (θn)n∈N une suite bornée dans H21 (M) et converge presque partout vers θ.
Alors on a à une sous-suite près de (θn)n∈N
lim
n→∞
∫
M
f |u|pθqn
dvg
dg(x, x0)s
=
∫
M
f |u|pθq dvg
dg(x, x0)s
.
Preuve de la Proposition 4.2.1 : Soit r = 2
∗(s)
p
∈]1,+∞[ et r′ son conjugué. L’inclusion
de Hardy-Sobolev implique qu’il existe C = C(M, g, s) > 0 telle que pour tout v ∈
H21 (M), on a :
‖v‖2∗(s),s ≤ C‖v‖H21 (M). (4.2.5)
Puisque u ∈ H21 (M) donc, d’après (4.2.5), on a : f |u|p ∈ Lr
(
M, dvg
dg(x,x0)s
)
. D’autre
part, la suite (|θn|q)n∈N est bornée dans Lr′
(
M, dvg
dg(x,x0)s
)
, car d’après (4.2.5) et l’hy-
pothèse ‖θn‖H21 (M) = O(1), on a : ‖|θn|
q‖r′,s = ‖θn‖q2∗(s),s = O(1). En plus, la mesure
dvg
dg(x,x0)s
est positive et est de Radon sur l’espace métrique (M, dg) qui est compact.
D’après tout ce qui précède et les hypothèses de la Proposition 4.2.1, on tire avec le
Lemme 6.5.1 (voir Appendice IV) que la suite (|θn|q)n∈N converge vers |θ|q faiblement dans
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Lr
′
(
M, dvg
dg(x,x0)s
)
. Ceci implique que L(|θn|q) → L(|θ|q) avec L : ψ 7→
∫
M
f |u|pψ dvg
dg(x,x0)s
est dans
(
Lr
′
(
M, dvg
dg(x,x0)s
))′
. Ce qui termine la preuve de cette proposition.
IIème étape : On démontre la proposition suivante.
Proposition 4.2.2 Soient (M, g) une variété Riemannienne compacte de dimension
n ≥ 3, a ∈ C0(M) telle que ∆g + a est coercif, x0 ∈ M et s ∈ (0, 2). On considère
aussi q ∈]2, 2∗[ et h ∈ C0(M) positive. Pour tout β < c′n,sK(n, s)−
n−s
2−s , c′n,s =
2−s
2(n−s)
, la
fonctionnelle Jq satisfait la condition de (P-S) au niveau β.
Preuve de la Proposition 4.2.2 : Soit β < c′n,sK(n, s)
−n−s
2−s et une suite (un)n∈N ∈
H21 (M) de (P-S) pour Jq au niveau β, c.à.d.
Jq(un) → β et J ′q(un) → 0 fortement dans H21 (M)′. (4.2.6)
On procède par étapes.
Étape II.1 : On démontre que la suite (un)n∈N est bornée dans H21 (M). En effet, la
coercivité de ∆g + a et la Définition 4.1.1 de Jq impliquent qu’il existe C1 > 0 telle que
pour tout n ∈ N, on a
‖un‖2H21 (M) ≤ C
−1
1
∫
M
(|∇un|2g + au2n)dvg
≤ C−11
[
2Jq(un) +
2
2∗(s)
∫
M
|un|2
∗(s) dvg
dg(x, x0)s
+
2
q
∫
M
h|un|qdvg
]
.
(4.2.7)
De (4.2.6) on tire que
o(‖un‖H21 (M)) = < J
′
q(un), un >
=
∫
M
(|∇un|2g + au2n)dvg −
∫
M
|un|2
∗(s) dvg
dg(x, x0)s
−
∫
M
h|un|qdvg.
(4.2.8)
La Définition 4.1.1 de Jq et (4.2.8) donnent
2Jq(un) = (1−
2
2∗(s)
)
∫
M
|un|2
∗(s) dvg
dg(x, x0)s
+ (1− 2
q
)
∫
M
h|un|qdvg + o
(
‖un‖H21 (M)
)
.
(4.2.9)
En combinant (4.2.7) et (4.2.9), on obtient
‖un‖2H21 (M) ≤ C
−1
1
[∫
M
|un|2
∗(s) dvg
dg(x, x0)s
+
∫
M
h|un|qdvg
]
+ o
(
‖un‖H21 (M)
)
. (4.2.10)
En utilisant (4.2.9) et (4.2.6) et puisque h ≥ 0, on aura
(
1− 2
2∗(s)
)∫
M
|un|2
∗(s) dvg
dg(x, x0)s
= 2β − (1− 2
q
)
∫
M
h|un|qdvg + o
(
‖un‖H21 (M)
)
≤ 2β + o
(
‖un‖H21 (M)
)
.
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Ceci implique que
∫
M
|un|2
∗(s) dvg
dg(x, x0)s
= O(1) + o
(
‖un‖H21 (M)
)
. (4.2.11)
Encore (4.2.9) et (4.2.6) avec (4.2.11) impliquent que
(1− 2
q
)
∫
M
h|un|qdvg = 2β −
2
2∗(s)
∫
M
|un|2
∗(s) dvg
dg(x, x0)s
+ o
(
‖un‖H21 (M)
)
= O(1) + o
(
‖un‖H21 (M)
)
. (4.2.12)
Avec (4.2.10), (4.2.11) et (4.2.12), on tire que ‖un‖2H21 (M) = O(1) + o
(
‖un‖H21 (M)
)
. Si
(
‖un‖H21 (M)
)
n∈N
n’est pas bornée alors en quotientant la dernière équation par ‖un‖H21 (M),
on tire une contradiction lorsque n → +∞. Ceci termine l’étape II.1 de la preuve du
Théorème 4.2.1. 
Étape II.2 : On démontre qu’il existe u ∈ H21 (M) telle qu’à une sous-suite près, la suite
(un)n∈N converge faiblement vers u dans H21 (M) et fortement dans L
p1(M) pour tout
p1 ∈ [2, 2∗[ et dans Lp2(M, dvgdg(x,x0)s ) pour tout p2 ∈ [2, 2
∗(s)[. De plus, J ′q(u) = 0.
En effet, M étant compacte donc la refléxivité de l’espace de Banach (H21 (M), ‖ · ‖H21 (M))
et le Théorème de Rellich-Kondrakov impliquent (voir Preuve du Théorème sous-critique
du Chapitre 2) qu’il existe u ∈ H21 (M) telle qu’à une sous-suite près, (un)n∈N converge
faiblement vers u dans H21 (M) et fortement dans L
p1(M) pour tout p1 ∈]2, 2∗[ et dans
Lp2(M, dvg
dg(x,x0)s
) pour tout p2 ∈]2, 2∗(s)[. Il reste à démontrer que J ′q(u) = 0. Pour cela,
on considère ψ ∈ H21 (M) et on écrit
< J ′q(un), ψ > =
∫
M
((∇un,∇ψ)g + aunψ) dvg −
∫
M
ψun|un|2
∗(s)−2 dvg
dg(x, x0)s
−
∫
M
hψun|un|q−2dvg. (4.2.13)
La convergence faible de (un) vers u dans H21 (M) implique que
lim
n→+∞
∫
M
((∇un,∇ψ)g + aunψ) dvg =
∫
M
((∇u,∇ψ)g + auψ) dvg, (4.2.14)
et en appliquant proprement la Proposition 4.2.1 à la suite (un)n, on obtient que
lim
n→+∞
∫
M
ψun|un|2
∗(s)−2 dvg
dg(x, x0)s
=
∫
M
ψu|u|2∗(s)−2 dvg
dg(x, x0)s
, (4.2.15)
et en remplaçant 2⋆(s) par notre q dans la Proposition 4.2.1, on aura le même résultat.
lim
n→+∞
∫
M
hψun|un|q−2dvg =
∫
M
hψu|u|q−2dvg. (4.2.16)
En passant à la limite quand n → +∞ dans (4.2.13), on tire le résultat demandé avec
(4.2.14), (4.2.15) et (4.2.16). 
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Étape II.3 : On démontre qu’à une sous-suite près de (un)n∈N :
‖∇(un − u)‖22 =
∫
M
|un − u|2
∗(s) dvg
dg(x, x0)s
+ o(1) (4.2.17)
et
c′n,s‖∇(un − u)‖22 ≤ β + o(1) (4.2.18)
avec c′n,s =
2−s
2(n−s)
.
En effet, on pose θ = un − u et on écrit (voir Appendice III)
∣∣|un|2
∗(s) − |u|2∗(s) − |un − u|2
∗(s)
∣∣ ≤ C2
(
|u|2∗(s)−1|θn|+ |u| · |θn|2
∗(s)−1
)
. (4.2.19)
En utilisant (4.2.19) et en appliquant proprement la Proposition 4.2.1 à la suite (θn)n, on
tire ∫
M
(
|un|2
∗(s) − |un − u|2
∗(s)
∣∣ dvg
dg(x, x0)s
=
∫
M
|u|2∗(s) dvg
dg(x, x0)s
+ o(1). (4.2.20)
Testons J ′q(un)− J ′q(u) sur un − u
o(1) = < J ′q(un)− J ′q(u), un − u >
=
∫
M
(
|∇(un − u)|2g + a(un − u)2
)
dvg +
∫
M
h(un − u)
[
un|un|q−2 − u|u|q−2
]
dvg
−
∫
M
(un − u)
[
un|un|2
∗(s)−2 − u|u|2∗(s)−2
] dvg
dg(x, x0)s
=
∫
M
(
|∇(un − u)|2g + a(un − u)2
)
dvg
−
∫
M
(
|un|2
∗(s) − u · un|un|2
∗(s)−2 + |u|2∗(s) − u · un|u|2
∗(s)−2
) dvg
dg(x, x0)s
−
∫
M
h
(
|un|q + |u|q − u · un|un|q−2 − u · un|u|q−2
)
dvg (4.2.21)
La Proposition 4.2.1 donne
lim
n→+∞
∫
M
u·un|un|2
∗(s)−2 dvg
dg(x, x0)s
=
∫
M
|u|2∗(s) dvg
dg(x, x0)s
= lim
n→+∞
∫
M
u·un|u|2
∗(s)−2 dvg
dg(x, x0)s
et
lim
n→+∞
∫
M
u · un|un|q−2dvg =
∫
M
|u|qdvg = lim
n→+∞
∫
M
u · un|u|q−2dvg.
Maintenant, la convergence faible de (un) vers u dans H21 (M), les dernières égalités ainsi
que (4.2.20) et (4.2.21) impliquent (4.2.17). La convergence faible de (un) vers u dans
H21 (M) et (4.2.17) impliquent
Jq(un)− Jq(u) =
1
2
∫
M
(
|∇un|2g − |∇u|2g
)
dvg + o(1)
− 1
2∗(s)
∫
M
(
|un|2
∗(s) − |u|2∗(s)
) dvg
dg(x, x0)s
=
(
1
2
− 1
2∗(s)
)∫
M
(
|∇un|2g − |∇u|2g
)
dvg + o(1).
(4.2.22)
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On a, par coercivité, que Jq(u) ≥ 0 et puisque limn→+∞ Jq(un) = β, donc la relation
(4.2.22) donne
c′n,s
∫
M
(
|∇un|2g − |∇u|2g
)
dvg ≤ β + o(1) (4.2.23)
On considère maintenant la forme linéaire Lu ∈ H21 (M)′ définie par
ψ ∈ H21 (M) 7→ Lu(ψ) =
∫
M
(∇u,∇ψ)gdvg.
Puisque un → u faiblement dans H21 (M) alors
∫
M
(∇u,∇un)gdvg =
∫
M
|∇u|2gdvg + o(1).
Ceci implique que
∫
M
|∇(un − u)|2gdvg =
∫
M
|∇un|2gdvg +
∫
M
|∇u|2gdvg − 2
∫
M
(∇u,∇un)gdvg
=
∫
M
(
|∇un|2g − |∇u|2g
)
dvg + o(1). (4.2.24)
Combinons (4.2.23) et (4.2.24), cela donne (4.2.18). 
Étape II.4 : Il reste à démontrer que
lim
n→+∞
∫
M
|∇un|2gdvg =
∫
M
|∇u|2gdvg.
En effet, grâce à Jaber [35], on sait que la première meilleure constante K(n, s) de l’inéga-
lité de Hardy-Sobolev Riemannienne est atteinte (sachant que ce résultat sera l’objectif du
chapitre 5 qui est complètement indépendant de celui-ci), c.à.d. qu’il existe une constante
B0 > 0 telle que pour tout v ∈ H21 (M), on a :
‖v‖22∗(s),s ≤ K(n, s)‖∇v‖22 +B0‖v‖22. (4.2.25)
Testons (4.2.25) en un − u
‖un − u‖22∗(s),s ≤ K(n, s)‖∇un − u‖22 +B0‖un − u‖22.
D’après l’étape II.2, un → u fortement dans L2(M), donc la dernière inégalité donne
‖un − u‖22∗(s),s ≤ K(n, s)‖∇(un − u)‖22 + o(1). (4.2.26)
Élevons (4.2.26) à la puissance 2∗(s)/2, ceci donne
∫
M
|un − u|2
∗(s) dvg
dg(x, x0)s
≤ K(n, s) 2
∗(s)
2 ‖∇(un − u)‖2
∗(s)
2 + o(1). (4.2.27)
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Ensuite, (4.2.27) et (4.2.17) de l’étape II.3 donnent
o(1) = ‖∇(un − u)‖22 −
∫
M
|un − u|2
∗(s) dvg
dg(x, x0)s
= ‖∇(un − u)‖22
[
1−
∫
M
|un − u|2∗(s)dg(x, x0)−sdvg
‖∇(un − u)‖22
]
≥ ‖∇(un − u)‖22
[
1−K(n, s) 2
∗(s)
2 ‖∇(un − u)‖2
⋆(s)−2
2 + o(1)
]
(4.2.28)
La dernière inégalité (4.2.28) et (4.2.18) de l’étape II.3 impliquent
o(1) ≥ ‖∇(un − u)‖22
×

1−K(n, s) 2
∗(s)
2
(
β
c′n,s
) 2∗(s)−2
2
+ o(1)

 . (4.2.29)
Puisque β < c′n,sK(n, s)
−2∗(s)
2∗(s)−2 , il s’ensuit alors de (4.2.29) qu’il existe une constante
C3 > 0 telle que
o(1) ≥ C3
∫
M
|∇(un − u)|2gdvg.
D’où le résultat. 
Étape II.5 : Les étapes II.2 et II.4 impliquent qu’à une sous-suite près, (un)n∈N converge
fortement vers u dans H21 (M). Ceci termine la preuve de cette proposition et achève la
IIème étape de la preuve du Théorème 4.2.1.
IIIème étape : On démontre dans cette dernière étape qu’il existe u 6≡ 0 dans H21 (M)
vérifiant faiblement l’équation de Hardy-Sobolev perturbée (4.2.1). En effet, on suppose
qu’il existe, par hypothèse, u0 ∈ H21 (M), u0 6≡ 0, u0 ≥ 0 telle que supt≥0 Jq(tu0) <
c′n,sK(n, s)
−n−s
2−s . D’après la Proposition 4.1.1, ils existent une suite (un)n∈N dans H21 (M)
et β0 = β0(u0) > 0 tel que (un)n∈N est une suite (P-S) pour la fonctionnelle Jq au niveau
β0 et β0 ≤ supt≥0 Jq(tu0). Donc
β0 ≤ sup
t≥0
Jq(tu0) < c
′
n,sK(n, s)
−n−s
2−s .
Il s’ensuit de l’étape précédente (la Proposition 4.2.2) que la fonctionnelle Jq vérifie les
conditions (P-S) au niveau β0. D’où il existe u ∈ H21 (M) et une sous suite (uni)i∈N de
(un)n∈N qui converge fortement vers u dans H21 (M). De plus, on a que J
′
q(u) = 0. Ceci
implique que u est une solution de (4.2.1). Enfin, la convergence forte dans H21 (M) de
(uni)i∈N vers u implique immédiatement que β0 = limi→+∞ Jq(uni) = Jq(u). Par suite,
u 6≡ 0.
IV ème étape : Régularité. Avec des mêmes arguments de régularité que ceux utilisés
dans la preuve du Théorème 2.1.1 du Chapitre 2 (voir aussi l’Appendice II, Lp-régularité),
on démontre que pour tout q ∈]2, 2⋆(s)[, la solution u est dans C0,α(M)∩C1,βloc(M \{x0}),
pour tout α ∈]0,min(1, 2− s)[, β ∈]0, 1[. C.Q.F.D. 
82
4.3 Fonctions-Tests et Théorème d’existence
4.3.1 Énoncé du Théorème
Théorème 4.3.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, a ∈ C0(M) telle que ∆g + a est coercif, x0 ∈M et s ∈]0, 2[. On pose 2⋆(s) = 2(n−s)n−2 et
2∗ = 2⋆(0). On considère aussi q ∈]2, 2∗[ et h ∈ C0(M) positive. Il existe deux constantes
fixées κ′, κ′′ > 0 dépendantes de n, s et q telles que, si on suppose que



h(x0) > 0 si n ≥ 4 ou { n = 3 et q > 4 }
κ′m(x0) + κ
′′h(x0) > 0 si n = 3 et si q = 4
m(x0) > 0 si n = 3 et si q ∈]2, 4[
(4.3.30)
avec cn,s :=
(n−2)(6−s)
12(2n−2−s)
, Scalg(x0) est la courbure scalaire de M en x0 et m(x0) est la masse
de (M, g) en x0 (voir Appendice V). Alors l’équation de Hardy-Sobolev perturbée
∆gu+ au =
|u|2∗(s)−2u
dg(x, x0)s
+ h|u|q−2u
admet une solution u 6≡ 0 dans H21 (M). De plus, u ∈ C0,α(M) ∩ C1,βloc(M \ {x0}), pour
tout α ∈]0,min(1, 2− s)[, β ∈]0, 1[.
4.3.2 Preuve (i) du Théorème : D.L. du terme perturbatif
Dans cette partie, on considère la suite des fonctions-tests (uǫ)ǫ>0 définie comme dans
le Chapitre 3 (voir (3.0.5)) et on démontre que le D.L. du terme perturbatif de Jq, en uǫ,∫
M
h(x)|uǫ|qdvg avec h ∈ C0(M), h ≥ 0 et q ∈]2, 2∗[ prendra la forme suivante :
∫
M
h(x)|uǫ|qdvg =



ǫn−
q(n−2)
2 h(x0)
∫
Rn
|Φ|qdX + o(ǫn− q(n−2)2 ) si q > 2∗
2
,
ωn−1h(x0)ǫ
n
2 ln 1
ǫ
+O(ǫ
n
2 ) si q = 2
∗
2
,
O(ǫ
q(n−2)
2 ) si q < 2
∗
2
.
(4.3.31)
Pour cela, on considère une carte exponentielle (Bρ0(x0), exp
−1
x0
) centrée en x0 et de rayon
ρ0 ∈]0, ig(M)[. On commence par écrire :
∫
M
h(x)|uǫ|qdvg =
∫
Bρ0 (x0)
h(x)|uǫ|qdvg +
∫
M\Bρ0 (x0)
h(x)|uǫ|qdvg. (4.3.32)
*A/ À l’extérieur de la boule Bρ0(x0) :
∫
M\Bρ0 (x0)
h(x)|uǫ|qdvg = ǫ
q(n−2)
2
∫
M\Bρ0 (x0)
h(x)dvg
(ǫ2−s + dg(x, x0)2−s)
q(n−2)
2−s
≤ ‖h‖∞ǫ
q(n−2)
2
(ǫ2−s + ρ2−s0 )
q(n−2)
2−s
∫
M\Bρ0 (x0)
dvg
≤ ǫ q(n−2)2 ‖h‖∞volg(M)
ρ
q(n−2)
0
.
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Donc ∫
M\Bρ0 (x0)
h(x)|wǫ|qdvg = O(ǫ
q(n−2)
2 ). (4.3.33)
*B/ Dans la boule Bρ0(x0) : On écrit :
∫
Bρ0 (x0)
h(x)|uǫ|qdvg =
∫
Bρ0 (x0)
(h(x0) + η(x)) |uǫ|qdvg
avec η est continue et vérifie limx→x0 η(x) = 0. Le D.L. de
√
|g| (voir le lemme 3.2.1) dans
la boule Bρ0(x0) et le changement de coordonnées X = exp
−1
x0
(x) permettent d’écrire :
∫
Bρ0 (x0)
h(x)|uǫ|qdvg = ǫ
q(n−2)
2
∫
Bρ0 (0)
(
h(x0) + η(expx0(X))(1 +O(|X|2))
)
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX
= ǫ
q(n−2)
2
∫
Bρ0 (0)
(h(x0) + η̃(X))
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX
:= Iq(ǫ) + IIq(ǫ),
où η̃ est une fonction continue sur Bρ0(0) vérifiant limX→0 η̃(X) = 0.
*B.1/ Calcul de Iq(ǫ). On a :
Iq(ǫ) = ǫ
q(n−2)
2 h(x0)
∫
Bρ0 (0)
dX
(ǫ2−s + |X|2−s)
q(n−2)
2−s
= ǫ
q(n−2)
2 h(x0)ωn−1
∫ ρ0
0
rn−1dr
(ǫ2−s + r2−s)
q(n−2)
2−s
= ǫn−
q(n−2)
2 h(x0)ωn−1
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
.
On pose :
Σ1(ǫ) =
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
.
La fonction ρ 7→ ρn−1dρ
(1+ρ2−s)
q(n−2)
2−s
est intégrable au voisinage de 0 et est intégrable à l’infini
si q > 2
∗
2
.
Donc si q > 2
∗
2
, alors on aura :
Σ1(ǫ) =
∫ +∞
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
−
∫ +∞
ρ
ǫ
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
.
Or on a que : ∫ +∞
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
= ω−1n−1
∫
Rn
|Φ|qdX,
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et
∫ +∞
ρ0
ǫ
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
= O
(∫ +∞
ρ0
ǫ
dρ
ρ(n−2)q−n+1
)
= O
(
ǫ(n−2)q−n
((n− 2)q − n)ρ(n−2)q−n0
)
= O(ǫ(n−2)q−n).
Donc
Σ1(ǫ) = ω
−1
n−1
∫
Rn
|Φ|qdX +O(ǫ(n−2)q−n).
Il s’ensuit que si q > 2
∗
2
on a :
Iq(ǫ) = ǫ
n−
q(n−2)
2 h(x0)
∫
Rn
|Φ|qdX +O(ǫ q(n−2)2 ).
Maintenant si q < 2
∗
2
on aura donc :
Iq(ǫ) = ǫ
n−
q(n−2)
2 h(x0)ωn−1
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
.
= O
(
ǫn−
q(n−2)
2
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
)
= O
(
ǫn−
q(n−2)
2 + ǫn−
q(n−2)
2
∫ ρ0
ǫ
1
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
)
= O
(
ǫn−
q(n−2)
2 + ǫn−
q(n−2)
2
∫ ρ0
ǫ
1
ρn−1−q(n−2)dρ
)
= O(ǫn−
q(n−2)
2 + ǫ
q(n−2)
2 )
= O(ǫ
q(n−2)
2 ),
sachant que
q <
2∗
2
si et seulement si n− q(n− 2)
2
>
q(n− 2)
2
.
Et si q = 2
∗
2
alors
Iq(ǫ) = ǫ
n
2 h(x0)ωn−1
∫ ρ0
ǫ
0
ρn−1dρ
(1 + ρ2−s)
n
2−s
= ǫ
n
2 h(x0)ωn−1
[∫ 1
0
ρn−1dρ
(1 + ρ2−s)
n
2−s
+
∫ ρ0
ǫ
1
ρn−1dρ
(1 + ρ2−s)
n
2−s
]
= Cǫ
n
2 + ǫ
n
2 h(x0)ωn−1
[∫ ρ0
ǫ
1
dρ
ρ
+
∫ ρ0
ǫ
1
dρ
(
ρn−1dρ
(1 + ρ2−s)
n
2−s
− 1
ρ
)]
= ωn−1h(x0)ǫ
n
2 ln
1
ǫ
+O(ǫ
n
2 ).
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Résultats pour Iq(ǫ) :
Iq(ǫ) =



ǫn−
q(n−2)
2 h(x0)
∫
Rn
|Φ|qdX +O(ǫ q(n−2)2 ) si q > 2∗
2
,
ωn−1h(x0)ǫ
n
2 ln 1
ǫ
+O(ǫ
n
2 ) si q = 2
∗
2
,
O(ǫ
q(n−2)
2 ) si q < 2
∗
2
.
*B.2/ Calcul de IIq(ǫ). On a :
IIq(ǫ) := ǫ
q(n−2)
2
∫
Bρ0 (0)
η̃(X)
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX.
Soit α ∈]0, ρ0[. On écrit :
|IIq(ǫ)| ≤ II ′q(ǫ) + II ′′q (ǫ),
avec
II ′q(ǫ) := ǫ
q(n−2)
2
∫
Bρ0 (0)\Bα(0)
|η̃(X)|
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX
≤ ǫ q(n−2)2
(
sup
|X|<ρ0
|η̃(X)|
)
volg(Bρ0(0))α
−q(n−2)
:= C ′αǫ
q(n−2)
2 , (4.3.34)
et
II ′′q (ǫ) := ǫ
q(n−2)
2
∫
Bα(0)
|η̃(X)|
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX
≤ ǫ q(n−2)2
(
sup
|X|<ρ0
|η̃(X)|
)
ωn−1
∫ α
0
rn−1dr
(ǫ2−s + r2−s)
q(n−2)
2−s
≤ ǫn− q(n−2)2
(
sup
|X|<ρ0
|η̃(X)|
)
ωn−1
∫ α
ǫ
0
ρn−1dρ
(1 + ρ2−s)
q(n−2)
2−s
(4.3.35)
On pose que Σα = ǫn−
q(n−2)
2 ωn−1
∫ α
ǫ
0
ρn−1dρ
(1+ρ2−s)
q(n−2)
2−s
et on distingue trois cas :
Cas B.2.1 : q > 2
∗
2
. Tout calcul fait (voir la partie B.1), on obtient dans ce cas :
Σα = ǫ
n−
q(n−2)
2
∫
Rn
|Φ|qdX + C ′′αǫ
q(n−2)
2 .
Ceci implique qu’il existe C ′′′α > 0 tels que
II ′′q (ǫ) ≤ ǫn−
q(n−2)
2 sup
|X|<α
|η̃(X)|
∫
Rn
|Φ|qdX + C ′′′α ǫ
q(n−2)
2 . (4.3.36)
En combinant (4.3.34) avec (4.3.36), on tire qu’il existe D′ > 0 et C(4)α > 0 tels que
|IIq(ǫ)| ≤ ǫn−
q(n−2)
2 D′ sup
|X|<α
|η̃(X)|+ C(4)α ǫ
q(n−2)
2 .
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Par suite,
|IIq(ǫ)|
ǫn−
q(n−2)
2
≤ D′ sup
|X|<α
|η̃(X)|+ C(4)α ǫq(n−2)−n.
En utilisant des arguments similaires à ceux utilisés dans la sous-section 3.2.2 (voir la
partie 3.2.2.2) et la dernière relation, on aura que
IIq(ǫ) = o(ǫ
n−
q(n−2)
2 ).
Cas B.2.2 : q = 2
∗
2
. Dans ce cas, la relation (4.3.35) implique
II ′′q (ǫ) ≤ sup
|X|<α
|η̃(X)|Σα.
Tout calcul fait (voir la partie B.1) donne
II ′′q (ǫ) ≤ C(5)α ǫ
n
2 +D′′ǫ
n
2 ln
1
ǫ
, (4.3.37)
avec D′′ > 0 et C(5)α > 0. D’une façon similaire, on démontre, comme dans le cas B.2.1,
que
|IIq(ǫ)|
ǫ
n
2 ln 1
ǫ
→ 0 lorsque ǫ→ 0.
Cas B.2.3 : q < 2
∗
2
. Dans ce cas, on écrit :
|IIq(ǫ)| ≤ ǫ
q(n−2)
2
∫
Bρ0 (0)
|η̃(X)|
(ǫ2−s + |X|2−s)
q(n−2)
2−s
dX
≤ ǫ q(n−2)2 sup
|X|<ρ0
|η̃(X)|ωn−1
∫ ρ0
0
rn−1−q(n−2)dr
= O(ǫ
q(n−2)
2 ).
Résultats pour IIq(ǫ) :
IIq(ǫ) =



o(ǫn−
q(n−2)
2 ) si q > 2
∗
2
,
o(ǫ
n
2 ln 1
ǫ
) si q = 2
∗
2
,
O(ǫ
q(n−2)
2 ) si q < 2
∗
2
.
Enfin on aura : (rappelons que 2
∗
2
< n+1
n−2
< 2∗)
∫
M
h(x)|uǫ|qdvg =



ǫn−
q(n−2)
2 h(x0)
∫
Rn
|Φ|qdX + o(ǫn− q(n−2)2 ) si q > 2∗
2
,
ωn−1h(x0)ǫ
n
2 ln 1
ǫ
+O(ǫ
n
2 ) si q = 2
∗
2
,
O(ǫ
q(n−2)
2 ) si q < 2
∗
2
.
Ceci termine la preuve (i) du Théorème 4.3.1.
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4.3.3 Preuve (ii) du Théorème : D.L. de la fonctionnelle à terme
perturbatif
On considère la suite des fonctions-tests (wǫ)ǫ>0 et la fonction Φ sur Rn (même fonc-
tions que celles du chapitre 3, voir la Proposition 3.1.1) définies par :
wǫ :=



uǫ(x) :=
(
ǫ1−
s
2
ǫ2−s+dg(x,x0)2−s
)n−2
2−s
si n ≥ 4
ηuǫ +
√
ǫβx0 si n = 3
Φ(X) = (1+ |X|2−s)−n−22−s et la fonctionnelle Jq définie au début de ce chapitre. Pour tout
ǫ > 0 et tout t ≥ 0, on pose :
Jq(twǫ) =
t2
2
Aǫ −
t2
∗(s)
2∗(s)
Bǫ −
tq
q
Cǫ (4.3.38)
avec Aǫ =
∫
M
(|∇wǫ|2g + aw2ǫ )dvg, Bǫ =
∫
M
|wǫ|2∗(s) dvgdg(x,x0)s et Cǫ =
∫
M
h|wǫ|qdvg. Avec les
résultats (3.2.15), (3.2.18), (3.2.26) et (4.3.31) du D.L. de Aǫ, Bǫ et Cǫ respectivement,
on obtient :
Aǫ → A0 :=
∫
Rn
|∇Φ|2dX, Bǫ → B0 :=
∫
Rn
|Φ|2∗(s)
|X|s dX et Cǫ → 0. (4.3.39)
Étape ii.1 : On démontre que pour tout ǫ > 0, il existe un unique tǫ > 0 tel que
supt≥0 Jq(twǫ) = Jq(tǫwǫ). De plus, tǫ vérifie
tǫ = Tǫ (1− α0Cǫ + o(Cǫ)) (4.3.40)
avec Tǫ = (AǫB−1ǫ )
1/(2∗(s)−2)
, α0 > 0 et la suite (tǫ)ǫ>0 est convergente et sa limite t0
vérifie t2
∗(s)
0 B0 = A0.
En effet, dJq(twǫ)/dt s’annule en t = 0 ou bien quand t vérifie (Eǫ) avec
(Eǫ) : Aǫ = fǫ(t) := t
2∗(s)−2Bǫ + t
q−2Cǫ.
Puisque Aǫ > 0, Bǫ, Cǫ ≥ 0 et fǫ est strictement croissante donc il existe un unique tǫ > 0
vérifiant (Eǫ) et étant le maximum de t ≥ 0 7→ Jq(twǫ). Il s’ensuit que pour tout ǫ > 0,
tǫ ≤ Tǫ := (AǫB−1ǫ )
1/(2∗(s)−2). Mais d’après (4.3.39), Tǫ →
(
A0B
−1
0
)1/(2∗(s)−2)
. Par suite,
(tǫ)ǫ>0 est bornée et il existe donc t0 ≥ 0 telle que tǫ → t0. En passant à la limite dans
(Eǫ), on obtient que t
2∗(s)
0 B0 = A0. Enfin, puisque tǫ vérifie (Eǫ), on a donc
tǫ =
(
AǫB
−1
ǫ − tq−2ǫ CǫB−1ǫ
)1/(2∗(s)−2)
= Tǫ
(
1− tq−2ǫ A−1ǫ Cǫ
)1/(2∗(s)−2)
= Tǫ (1− α0Cǫ + o(Cǫ))
avec α0 = t
q−2
0 A
−1
0 /(2
∗(s) − 2). Ceci termine l’étape (ii.1) la preuve (ii) du Théorème
4.3.1.
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Étape ii.2 : On démontre qu’à une extraction d’une sous-suite près de (wǫ)ǫ>0, on a
Jq(tǫwǫ) = c
′
n,s (J(wǫ))
2∗(s)
2∗(s)−2 − T
q
0
q
Cǫ + o(Cǫ), (4.3.41)
avec T0 > 0 et c′n,s =
2−s
2(n−s)
. Rappelons que J est la fonctionnelle définie sur H21 (M) par :
v 7→
∫
M (|∇v|
2
g+av
2)dvg
(
∫
M |v|
2∗(s) dvg
dg(x,x0)
s
)2/2⋆(s)
En effet, les développements (4.3.38) et (4.3.40) de Jq(twǫ) et tǫ respectivement impliquent
Jq(tǫwǫ) =
t2ǫ
2
Aǫ −
t
2∗(s)
ǫ
2∗(s)
Bǫ −
tqǫ
q
Cǫ
=
T 2ǫ
2
(1− 2α0Cǫ + o(Cǫ))Aǫ −
T
2∗(s)
ǫ
2∗(s)
(1− 2∗(s)α0Cǫ + o(Cǫ))Bǫ
−T
q
ǫ
q
(1− qα0Cǫ + o(Cǫ))Cǫ
=
T 2ǫ
2
Aǫ −
T
2∗(s)
ǫ
2∗(s)
Bǫ + α0(−T 2ǫ Aǫ + T 2
∗(s)
ǫ Bǫ + T
q
ǫ Cǫ)Cǫ −
T qǫ
q
Cǫ + o(Cǫ)
(4.3.42)
Remplaçons Tǫ par sa valeur (AǫB−1ǫ )
1/(2∗(s)−2) dans (4.3.41), on aura que
− T 2ǫ Aǫ + T 2
∗(s)
ǫ Bǫ = 0. (4.3.43)
et que
T 2ǫ
2
Aǫ −
T
2∗(s)
ǫ
2∗(s)
Bǫ =
(
1
2
− 1
2∗(s)
)
A
2∗(s)
2∗(s)−2
ǫ (B
−1
ǫ )
2
2∗(s)−2
= c′n,s
(
Aǫ
B
2
2∗(s)
ǫ
) 2∗(s)
2∗(s)−2
= c′n,s (J(wǫ))
2∗(s)
2∗(s)−2 . (4.3.44)
En combinant (4.3.43), (4.3.44) et (4.3.42), on tire (4.3.41), ce qui termine l’étape (ii.2)
la preuve (ii) du Théorème 4.3.1.
Étape ii.3 : On démontre que
Jq(tǫwǫ) = β0 +



−κ1h(x0)ǫn−
q(n−2)
2 + o(ǫn−
q(n−2)
2 ) si n ≥ 4
−κ4h(x0)ǫ3−
q
2 + o(ǫ3−
q
2 ) si n = 3 et si q > 4
− (κ5m(x0) + κ6h(x0)) ǫ+ o(ǫ) si n = 3 et si q = 4
−κ7m(x0) + o(ǫ) si n = 3 et si q ∈]2, 4[
(4.3.45)
où m(x0) désigne la masse de la fonction de Green en x0 (voir Appendice V). En effet, on
discute selon la dimension de la variété M et on distingue des sous-cas selon les valeurs
de q dans ]2, 2∗[.
89
Cas ii.3.1 : n ≥ 5. Dans ce cas, on a que
J(wǫ) = K(n, s)
−1 + κ8 (a(x0)− cn,sScalg(x0)) ǫ2 + o(ǫ2), (4.3.46)
cn,s =
(n−2)(6−s)
12(2n−2−s)
et κ8 = κ8(n, s) > 0. Donc (4.3.41) et (4.3.46) impliquent
Jq(tǫwǫ) = β0 + κ9 (a(x0)− cn,sScalg(x0)) ǫ2 + o(ǫ2)−
T q0
q
Cǫ + o(Cǫ) (4.3.47)
avec
Cǫ = ǫ
n−
q(n−2)
2 h(x0)
∫
Rn
|Φ|qdX + o(ǫn− q(n−2)2 ). (4.3.48)
car q > 2 > 2
∗
2
. Puisque n − q(n−2)
2
< 2, il s’ensuit de (4.3.47) et (4.3.48) que ǫ2 =
o(ǫn−
q(n−2)
2 ). Ceci prouve (4.3.45) dans le cas (ii.3.1).
Cas ii.3.2 : n = 4. Dans ce cas, on a que
J(wǫ) = K(n, s)
−1 + κ10 (a(x0)− cn,sScalg(x0)) ǫ2 ln
1
ǫ
+O(ǫ2). (4.3.49)
κ10 = κ10(n, s) > 0. Donc (4.3.41) et (4.3.49) impliquent
Jq(tǫwǫ) = β0 + κ11 (a(x0)− cn,sScalg(x0)) ǫ2 ln
1
ǫ
+O(ǫ2)− T
q
0
q
Cǫ + o(Cǫ). (4.3.50)
Dans ce cas, q > 2 = 2
∗
2
Cǫ = ǫ
4−qh(x0)
∫
Rn
|Φ|qdX + o(ǫ4−q). (4.3.51)
Ensuite, ǫ2 ln 1
ǫ
= o(Cǫ), ce qui prouve (4.3.45) dans le cas (ii.3.2).
Cas ii.3.3 : n = 3. Dans ce cas, le D.L. de J(wǫ) sera de la forme
J(wǫ) = K(n, s)
−1 − κ12m(x0)ǫ+ o(ǫ). (4.3.52)
Donc (4.3.41) et (4.3.52) impliquent
Jq(tǫwǫ) = β0 − κ13m(x0)ǫ+ o(ǫ)−
T q0
q
Cǫ + o(Cǫ). (4.3.53)
En utilisant l’inégalité suivante (voir Appendice III pour la preuve ) : Pour tous x, y ∈ R,
on a : ∣∣|x+ y|q − |x|q − qxy|x|q−2
∣∣ ≤ κ14
(
|x|q−2y2 + |y|q
)
,
on obtient
Cǫ =
∫
Bρ0 (x0)
h(x)|wǫ|qdvg +
∫
M\B(x0,δ)
h(x)|wǫ|qdvg
=
∫
Bρ0 (x0)
h(x)|wǫ|qdvg +O(ǫ
q
2 )
=
∫
Bρ0 (x0)
huqǫdvg + q
√
ǫ
∫
M
hβx0(ηuǫ)
q−1dvg +Rǫ +O(ǫ
q
2 ) (4.3.54)
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avec
Σq := q
√
ǫ
∫
M
hβx0(ηuǫ)
q−1dvg = O
(
ǫ
q
2
∫ ρ0
0
r2(1 +O(r2))dr
(ǫ2−s + r2−s)
q−1
2−s
)
.
On distingue trois cas : 1er cas : q > 4. Dans ce cas, on a :
Σq = O
[
ǫ4−
q
2
(
C ′ +
∫ ρ0
ǫ
1
ρ3−qdρ
)]
= O(ǫ4−
q
2 ).
2ème cas : q = 4. Dans ce cas, on a :
Σq = O
[
ǫ2
(
C ′′ +
∫ ρ0
ǫ
1
ρ−1dρ
])
= O(ǫ2 ln
1
ǫ
).
3ème cas : q < 4. Dans ce cas, on a :
Σq = O
(
ǫ4−
q
2 + ǫ4−
q
2
∫ ρ0
ǫ
1
ρ2dρ
(1 + ρ2−s)
q−1
2−s
)
= O(ǫ
q
2 ).
Par suite,
q
√
ǫ
∫
M
hβx0(ηwǫ)
q−1dvg =



O(ǫ4−
q
2 ) si q > 4
O(ǫ2 ln 1
ǫ
) si q = 4
O(ǫ
q
2 ). si q < 4.
(4.3.55)
et de même, on a
Rǫ = O
(∫
M
h(
√
ǫβx0)
2(ηuǫ)
q−2dvg +
∫
M
h(
√
ǫβx0)
qdvg
)
=



O(ǫ5−
q
2 ) si q > 5
O(ǫ
3
2 ln 1
ǫ
) si q = 5
O(ǫ
q
2 ). si q < 5.
(4.3.56)
En combinant (4.3.54), (4.3.55) et (4.3.56) avec (4.3.31), on distingue trois sous-cas :
Sous-cas ii.3.3.1 : n = 3 et q > 4. Dans ce cas, on a que
Cǫ = ǫ
3− q
2κ14h(x0) + o(ǫ
3− q
2 ), (4.3.57)
avec 3− q
2
< 1. Ceci prouve (4.3.45) dans le cas (ii.3.3.1).
Sous-cas ii.3.3.2 : n = 3 et q = 4. Dans ce cas, on a que
Cǫ = ǫκ15h(x0) + o(ǫ). (4.3.58)
Ceci prouve (4.3.45) dans le cas (ii.3.3.2).
Sous-cas ii.3.3.3 : n = 3 et q ∈]2, 4[. Dans ce cas, on a que
Cǫ =



ǫ3−
q
2κ16h(x0) + o(ǫ
3− q
2 ) si q ∈ (3, 4)
ω2h(x0)ǫ
3
2 ln 1
ǫ
+O(ǫ
3
2 ) si q = 3
O(ǫ
q
2 ) si q ∈ (2, 3).
(4.3.59)
Les relations (4.3.41), (4.3.59) prouvent (4.3.45) dans le cas (ii.3.3.3).
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4.3.4 Preuve (iii) du Théorème : Influence de la géométrie et de
la perturbation
Le Théorème 4.2.1 et les résultats (4.3.45) de l’étape (ii.3) de cette preuve impliquent le
Théorème 4.3.1.
Conclusion : Nous distinguons que, dans le cas perturbatif sous-critique, c’est la per-
turbation qui imposera la condition suffisante d’existence pour les dimensions n :=
dim(M) ≥ 4. Dans le cas particulier n = 3, la condition suffisante d’existence dépendra
de la perturbation et/ou de la géométrie de (M, g) (à savoir, de la masse de la fonction
de Green au point singulier) selon l’exposant sous-critique q du terme perturbatif.
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Chapitre 5
Inégalités Optimales de Hardy-Sobolev.
5.1 Théorème : " La Ière meilleure constante est at-
teinte"
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, x0 ∈ M , s ∈
]0, 2[, et 2⋆(s) = 2(n−s)
n−2
l’exposant critique de Hardy-Sobolev. On considère A0(M, g, s, x0)
la première meilleure constante des inégalités de Hardy-Sobolev sur (M, g) (voir (1.2.3)
pour la définition). Nous avons demontré dans le Chapitre 1, Théorème 1.2.1 qu’elle est
égale à K(n, s), la meilleure constante des inégalités de Hardy-Sobolev Euclidienne. A
savoir,
K(n, s)−1 := inf
ϕ∈D21(R
n)\{0}
∫
Rn
|∇ϕ|2δdX
(∫
Rn
|ϕ|2
⋆(s)
|X|sδ
dX
) 2
2⋆(s)
,
où D21(R
n) est le complété de C∞c (R
n) pour la norme ϕ 7→ ‖∇ϕ‖2. En particulier, pour
tout ǫ > 0, il existe Bǫ > 0 telle que pour tout v ∈ H21 (M) :
(Iǫ) :
(∫
M
|v|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ)
∫
M
|∇v|2gdvg +Bǫ
∫
M
v2dvg,
où H21 (M) est le complété de C
∞(M) pour la norme u 7→ ‖∇u‖2 + ‖u‖2. Concernant le
cas ǫ = 0, nous avons déjà expliqué dans la partie 2.2.4 qu’en faisant tendre ǫ → 0 dans
(Iǫ), nous aurons, avec la construction du Chapitre 1, que Bǫ → +∞. Nous ne pouvons
donc rien conclure. Le but de ce chapitre sera de démontrer que la première meilleure
constante A0(M, g, x0, s) = K(n, s) est atteinte, c.à.d. l’inégalité (I0), qui correspond à
prendre ǫ = 0 dans (Iǫ), est vraie :
Théorème 5.1.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Alors il existe
B0(M, g, s, x0) > 0 dépendant de (M, g) et s tel que pour tout v ∈ H21 (M),
(∫
M
|v|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ K(n, s)
∫
M
|∇v|2g dvg +B0(M, g, s, x0)
∫
M
v2 dvg. (5.1.1)
Dans le cas s = 0, le Théorème 5.1.1 a été demontré par Hebey-Vaugon dans [32] pour les
meilleures constantes des inclusions de Hardy-SobolevH21 (M) ⊂ L2
⋆
(M), 2⋆ = 2n/(n−2).
93
Dans son article [15], Druet a étudié les meilleures constantes des inclusions de Hardy-
Sobolev Hp1 (M) ⊂ Lp
⋆
(M), p⋆ = pn/(n− p) (n > p > 1) (voir aussi Aubin-Li [5] pour la
preuve de la conjecture d’Aubin dans [3]). Hebey a étudié dans [28] le même problème
pour les inclusions H22 (M) ⊂ L2
♯
(M), 2♯ = 2n/(n− 4), n ≥ 5, Brouttelande[8] et Ceccon-
Montenegro[11] pour les inégalités de Gagliardo-Nirenberg. Ainsi nous établissons dans
le Théorème suivant une inégalité optimale de Hardy-Sobolev sur les variétés. Ce résultat
est une conclusion du Théorème précédent 5.1.1 et du Théorème d’existence obtenue par
estimations des fonctions-tests (voir Chapitre 4).
Théorème 5.1.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈ M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. Soit B0 =
B0(M, g, s, x0) > 0 comme dans le Théorème 5.1.1. Alors pour tout v ∈ H21 (M) on a :
{
B0(M, g, s, x0) ≥ K(n, s) (n−2)(6−s)12(2n−2−s)Scalg(x0) si n ≥ 4
m(x0) ≤ 0 si n = 3.
(5.1.2)
où m(x0) désigne la masse de la fonction de Green correspondante à ∆g +
B0(M,g,s,x0)
K(3,s)
(voir Appendice V pour la définition de la masse m(x0)).
5.2 Blow-up autour de x0
5.2.1 Théorème de Blow-up autour de x0
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, x0 ∈ M ,
s ∈]0, 2[. On considère une famille (uα)α>0 dans H21 (M), telle que pour tout α > 0,
uα ≥ 0, uα 6≡ 0 et uα est une solution du problème
{
∆guα + αuα = λα
u
2⋆(s)−1
α
dg(x,x0)s
λα ∈]0, K(n, s)−1[ , ‖uα‖2⋆(s),s = 1.
(5.2.3)
avec ∆g := −divg(∇) est l’opérateur de Laplace-Beltrami. Il s’ensuit de la régularité et du
principe de maximum du Théorème 2.1.1 (voir aussi l’article [34]) que, pour tout α > 0,
uα ∈ C0,β(M) ∩ C2,γloc (M \ {x0}), β ∈]0,min(1, 2 − s)[, γ ∈]0, 1[, et uα > 0. On définit
l’opérateur coercif Iα comme étant
v ∈ H21 (M) \ {0} 7→ Iα(v) :=
∫
M
|∇v|2gdvg + α
∫
M
v2dvg
‖v‖22⋆(s),s
. (5.2.4)
En particulier, Iα(uα) =
∫
M
|∇uα|2gdvg + α
∫
M
u2αdvg = λα pour tout α > 0.
On a donc :
uα ⇀ 0 faiblement dans H
2
1 (M) quand α → +∞. (5.2.5)
En effet, puisque pour tout α > 0, ‖uα‖2⋆(s),s = 1 et Iα(uα) = λα ∈]0, K(n, s)−1[, la suite
(uα)α>0 est donc bornée dans H21 (M). D’où, il existe u
0 ∈ H21 (M) tel que uα ⇀ u0 dans
H21 (M) quand α → +∞. Avec Iα(uα) = λα, on tire que ‖uα‖2 ≤ C1α−1/2, avec C1 > 0
est indépendante de α. Puisque l’inclusion H21 (M) →֒ L2(M) est compacte, il en résulte
que ‖u0‖2 = 0. Ceci implique u0 ≡ 0. D’où le résultat. 
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Puisque M est compacte et uα ∈ C0(M) pour tout α > 0, donc il existe xα ∈M , µα > 0
tel que
max
M
(uα) = uα(xα) = µ
1−n
2
α . (5.2.6)
Proposition 5.2.1 Soit (uα)α>0 comme dans (5.2.3). Alors uα → 0 quand α → +∞
dans C0loc(M \ {x0}).
Preuve de la Proposition 5.2.1 : On considère y ∈ M \ {x0}, ρy = 13dg(y, x0).
Avec (5.2.3), on a que ∆guα ≤ Fαuα dans B2ρy(y), où Fα est la fonction définie par
Fα(x) = λαu
2⋆(s)−2
α /dg(·, x0)s. Pour tout r ∈]n2 , n2−s [, on a que
∫
B2ρy (y)
F rαdvg ≤ C2 avec
C2 > 0 est une constante indépendante de α. Il s’ensuit du Théorème 4.1 dans Han-
Lin[27] (voir aussi l’Appendice VI), qu’il existe C3 = C3(n, s, y, C2) > 0 indépendante de
α tel qu’à une extraction d’une sous-suite de (uα)α
max
Bρy (y)
uα ≤ C3‖uα‖L2(B2ρy (y).
Puisque uα ⇀ 0 dans H21 (M) quand α → +∞, on tire avec la dernière inégalité
lim
α→+∞
‖uα‖L∞(Bρy (y)) = 0.
Par arguments de recouvrement dûs à la compacité de M , on trouve le résultat demandé.

Proposition 5.2.2 Soit (uα)α>0 comme dans (5.2.3). Alors supM uα = +∞ lorsque α →
+∞.
Preuve de la Proposition 5.2.2 : Nous raisonnons par l’absurde et nous supposons
que supM uα 6→ +∞ lorsque α → +∞. Donc il existe une constante C4 > 0 indépendante
de α tel que uα ≤ C4. Puisque uα ⇀ 0 lorsque α → +∞ dans H21 (M), on obtient avec
le Théorème de convergence dominée que limα→+∞ ‖uα‖2⋆(s),s = 0. Contradiction avec le
fait que pour tout α > 0, ‖uα‖2⋆(s),s = 1. Ceci termine la preuve de la Proposition 5.2.2.
Les Propositions 5.2.1 et 5.2.2 impliquent immédiatement la proposition suivante :
Proposition 5.2.3 Soit (uα)α>0 comme dans (5.2.3). Alors, à une extraction d’une sous-
suite près, xα → x0 lorsque α → +∞.
Dorénavant, on fixe R0 ∈ (0, ig(M)) et une fonction de troncature η0 ∈ C∞c (B3R0/4(0) ⊂
Rn) telle que η0(x) ∈ [0, 1] et η0 ≡ 1 in BR0/2(0). Le résultat principal dans cette section
est le Théorème suivant :
Théorème 5.2.1 On considère (uα)α>0 comme dans (5.2.3) et une suite (zα)α>0 ∈ M
telle que limα→+∞ zα = x0. On définit la fonction ûα sur BR0µ−1α (0) ⊂ Rn par
ûα(X) = µ
n
2
−1
α uα(expzα(µαX)), (5.2.7)
avec exp−1zα : Ωα → BR0(0) est l’application exponentielle en zα, Ωα = BR0(zα) ⊂ M . On
suppose que
dg(xα, zα) = O(µα) lorsque α → +∞. (5.2.8)
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Alors
dg(zα, x0) = O(µα) lorsque α → +∞ (5.2.9)
et, à une extraction d’une sous-suite près, ηαûα converge vers û faiblement dans D21(R
n)
et uniformement dans C0,βloc (R
n), pour tout β ∈ (0,min(1, 2− s)), avec ηα := η0(µα·) et
û(X) =
(
a
2−s
2 k
2−s
2
a2−s + |X −X0|2−s
)n−2
2−s
pour tout X ∈ Rn
avec X0 ∈ Rn, a > 0 et k2−s = (n− 2)(n− s)K(n, s). En particulier, û vérifie
∆δû = K(n, s)
−1 û
2⋆(s)−1
|X −X0|s
dans Rn et
∫
Rn
û2
⋆(s)
|X −X0|s
dX = 1. (5.2.10)
5.2.2 Preuve du Théorème 5.2.1 :
On considère (uα)α, (zα)α>0 ∈M et ûα comme dans le Théorème 5.2.1. On définit la
métrique ĝα : X 7→ exp∗zα g(µαX) sur Rn ainsi que les vecteurs Xα = µ−1α exp−1zα (xα) et
X0,α = µ
−1
α exp
−1
zα (x0). Il s’ensuit de (5.2.8) que
dg(zα, xα)
µα
= |Xα| = O(1) lorsque α → +∞. (5.2.11)
Soit R1 > 0 tel que
Xα ∈ BR1(0). (5.2.12)
Nous faisons la preuve du Théorème 5.2.1 par étapes et commençons par un lemme
important :
Lemme 5.2.1 Le plongement D21(R
n) →֒ H2
1,loc(R
n) est continu. De plus, pour toute
suite (vi)i∈N bornée et qui converge faiblement dans D21(R
n), on peut extraire une sous-
suite qui converge fortement dans L2loc(R
n) vers la même limite.
Preuve du Lemme 5.2.1 : Soient R > 0 et u ∈ D21(Rn). On a :
‖u‖H21 (BR(0)) ≤ ‖∇u‖L2(BR(0)) + ‖u‖L2(BR(0))
≤ ‖u‖D21(Rn) + CR‖u‖L2∗ (BR(0))
≤ ‖u‖D21(Rn) + CR,n‖u‖D21(Rn)
≤ CR‖u‖D21(Rn),
sachant que les constantes CR et CR,n sont respectivement celles obtenues par les inégali-
tés de Hölder et le Théorème de Sobolev-Gagliardo-Nirenberg. D’où l’inclusion continue
D21(R
n) →֒ H21 (BR(0)).
Soit maintenant (vi)i∈N une suite bornée dans D21(R
n) et y converge faiblement vers v.
L’inclusion continue D21(R
n) →֒ H21 (BR(0)) implique que H21 (BR(0))′ →֒ D21(Rn)′ conti-
nuement, donc la suite (vi)i∈N converge faiblement vers v dans H21 (BR(0)) qui est in-
clus dans L2
∗(s)(BR(0) dont l’inclusion est compacte. Comme (vi)i∈N est bornée dans
H21 (BR(0)), donc on peut extraire une sous-suite (vis)s∈N qui converge fortement vers v
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dans L2
∗(s)(BR(0)). Avec l’inégalité de Hölder, on tire que vis
s→+∞−−−−→ v dans L2(BR(0)).
D’où le résultat. 
Ière Étape : On démontre que pour tout α > 0 et tous X, Y1, Y2 ∈ BRαµ−1α (0), on a :
µαdĝα(Y1, Y2) = dg(y1, y2) (5.2.13)
avec yi = expzα(µαYi) et que ûα vérifie faiblement sur C
∞
c (R
n)
∆ĝα ûα + αµ
2
αûα = λα
û
2∗(s)−1
α
dĝα(X,X0,α)
s
. (5.2.14)
En effet, on a pour tout X ∈ BRαµ−1α (0) et tous Y1, Y2 ∈ Rn :
µ∗α(exp
∗
zα g)(X)(Y1, Y2) = exp
∗
zα g(µαX)(µαY1, µαY2) = µ
2
αĝα(X)(Y1, Y2).
Donc
µ∗α(exp
∗
zα g) = µ
2
αĝα.
En appliquant la définition d’une distance Riemannienne, on tire ensuite que : dµ∗α(exp∗zα g) =
µαdĝα . Maintenant si Y1, Y2 ∈ BRαµ−1α (0) avec yi = expzα(µαYi), i = 1, 2 alors on aura :
dg(y1, y2) = dg(expzα(µαY1), expzα(µαY2))
= dexp∗zα g(µαY1, µαY2)
= dµ∗α(exp∗zα g)(Y1, Y2)
= µαdĝα(Y1, Y2). (5.2.15)
On pose x = expzα(µαX) et on écrit
∆ĝα ûα = ∆µ−2α µ∗α(exp∗zα g)
µ
n
2
−1
α uα(expzα(µαX))
= µ
n
2
+1
α ∆µ∗α(exp∗zα g)uα(expzα(µαX))
= µ
n
2
+1
α ∆guα(x). (5.2.16)
D’autre part, la définition de ûα et la relation (5.2.13) donnent
û
2∗(s)−1
α
dĝα(X,X0,α)
s
= µ
(n
2
−1)(2∗(s)−1)+s
α
u
2∗(s)−1
α (x)
dg(x, x0)s
.
Puisque uα vérifie l’équation faiblement sur H21 (M)
∆guα + αuα = λα
u
2∗(s)−1
α
dg(x, x0)s
donc en combinant (5.2.15) et (5.2.16) avec la dernière équations, on tire (5.2.14). Ceci
termine la preuve de la Ière étape du Théorème 5.2.1.
IIème Étape : On démontre qu’il existe û ∈ D21(Rn), û 6≡ 0 telle qu’à une extraction
d’une sous-suite près, (ηαûα)α>0 converge faiblement vers û, lorsque α → +∞, dans
D21(R
n).
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En effet, pour tout α > 0, on écrit :
∫
Rn
|∇(ηαûα)|2ĝαdvĝα ≤ 2
∫
Rn
|∇ηα|2ĝα û2αdvĝα + 2
∫
Rn
η2α|∇ûα|2ĝαdvĝα (5.2.17)
Puisque µα → 0 lorsque α → +∞ donc il existe C5 > 0 indépendante de α telle qu’on a,
pour tout X ∈ B 3R0
4µα
(0), au sens des formes bilinéaires :
C−15 δ(X) ≤ ĝα(X) ≤ C5δ(X) (5.2.18)
à une extraction d’une sous-suite près (µα)α>0. D’autre part, on a pour tout α > 0 et
tout X ∈ BRαµ−1α (0) :
|∇ûα|2ĝα = µn−2α |∇uα(expzα(µαX))|2µ−2α µ∗α(exp∗zα g)
= µn−2α × µ2α|∇uα|2g = µnα|∇uα|2g
et
dvĝα =
√
det(ĝα)dX =
√
det(µ−2α µ
∗
α(exp
∗
zα g))dX
=
√
µ−2nα det(µ
∗
α(exp
∗
zα g))dX = µ
−n
α
√
det(µ∗α(exp
∗
zα g)) exp
∗
zα dx
= µ−nα
√
det(exp∗zα g) exp
∗
zα dx = µ
−n
α
√
det(g)dx = µ−nα dvg.
On a ensuite pour tout R > 0 :
∫
BR(0)
|∇ûα|2ĝαdvĝα =
∫
BµαR(zα)
|∇uα|2gdvg ≤
∫
M
|∇uα|2gdvg.
Puisque la suite (uα)α>0 est bornée dans H21 (M), il s’ensuit
∫
BR(0)
|∇ûα|2ĝαdvĝα = O(1). (5.2.19)
D’autre part, pour tous α > 0 et X ∈ Rn, on a : ∇ηα(X) = µα(∇η0)(µαX). Donc il existe
C6 > 0 ne dépendant pas de α tel que
|∇ηα|δ = µα
(
n∑
i=1
(∇iη)2(µαX)
) 1
2
≤ C6µα. (5.2.20)
Il s’ensuit des inégalités (5.2.20) et (5.2.18) que :
∫
Rn
|∇ηα|2ĝα û2αdvĝα =
∫
B 3R0
4µα
(0)
|∇ηα|2ĝα û2αdvĝα ≤ C5
∫
B 3R0
4µα
(0)
|∇ηα|2δû2αdvĝα
≤ C7µ2α
∫
B 3R0
4µα
(0)
û2αdvĝα ≤ C6
∫
B 3R0
4
(zα)
u2αdvg
≤ C8
∫
B 3R0
4
(zα)
u2α(x)
dg(x, x0)s
dvg ≤ C9


∫
B 3R0
4
(zα)
u
2∗(s)
α (x)
dg(x, x0)s
dvg


2
2∗(s)
(5.2.21)
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où les constantes Ci > 0, i = 7, 8, 9 ne dépendent pas de α. Comme
∫
M
u
2∗(s)
α (x)
dg(x,x0)s
dvg = 1,
pour tout α > 0, il s’ensuit de (5.2.20) que
∫
Rn
|∇ηα|2ĝαû2αdvĝα = O(1). (5.2.22)
En combinant les relations (5.2.19) et (5.2.22) avec (5.2.17), on aura que
∫
Rn
|∇(ηαûα)|2ĝαdvĝα = O(1). (5.2.23)
Avec les inégalités (5.2.18) on écrit :
∫
Rn
|∇(ηαûα)|2δdX ≤ C
n
2
+1
5
∫
Rn
|∇(ηαûα)|2ĝα
√
det(ĝα)dX ≤ C
n
2
+1
5
∫
Rn
|∇(ηαûα)|2ĝαdvĝα .
(5.2.24)
D’où, (5.2.23) et (5.2.24) impliquent que
∫
Rn
|∇(ηαûα)|2δdX = O(1).
Montrons maintenant que la suite (ηαûα)α>0 est dans D21(R
n).
Pour cela, on fixe α > 0 et R > 0. La fonction ηαûα étant dans H21 (R
n), il existe donc
une suite (uα,m)m∈N qui est de Cauchy pour la norme ‖ · ‖H21 (Rn) telle que uα,m → ηαûα
lorsque α → +∞ pour la norme ‖ · ‖H21 (Rn). Il s’ensuit que (uα,m)m∈N est une suite de
Cauchy dans l’espace
(
D21(R
n), ‖ · ‖D21(Rn)
)
qui est de Banach donc il existe ūα ∈ D21(Rn)
tel que uα,m → ūα lorsque α → +∞ pour la norme ‖·‖D21(Rn). L’unicité de la limite donne
le résultat demandé.
Ainsi la suite (ηαû)α>0 est donc bornée dans (D21(R
n), ‖ · ‖D21(Rn)) qui est reflexif donc,
d’après le théorème de Banach, il existe û ∈ D21(Rn) tel qu’à une extraction d’une sous-
suite près ηαûα ⇀ û, lorsque α → +∞.
Il reste à démontrer que û 6≡ 0. En effet, on peut écrire :
∆ĝα ûα = λα
û
2∗(s)−1
α
dĝα(X,X0,α)
s
− α̂ûα
≤ λαû2
∗(s)−2
α
ûα
dĝα(X,X0,α)
s
≤ K(n, s)
−1
dĝα(X,X0,α)
s
ûα.
La dernière inégalité est vraie car ûα ≤ 1 et λ(s)α < K(n, s)−1. Posons que
Fα(X) =
K(n, s)−1
dĝα(X,X0,α)
s
.
Soit γ ∈]n
2
, n
s
[. On va démontrer maintenant qu’il existe d0 > 0 tel que la suite (Fα)α>0
soit bornée dans Lγ(Bd0(0)) indépendament de α. Il s’ensuit des inégalités (5.2.18) que
C
−1/2
5 |X −X0,α| ≤ dĝα(X,X0,α) ≤ C
1/2
5 |X −X0,α|. (5.2.25)
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et
C
−n/2
5 ≤
√
det(ĝα)(X) ≤ Cn/25 (5.2.26)
pour tout X ∈ BR0(0). Deux cas à distinguer :
Cas II.1 : X0,α → X0 lorsque α → +∞. Dans ce cas, pour un ǫ0 > 0 fixé, il existe d0 > 0
tel que
X0,α ∈ Bǫ0(X0) ∪ BR1(0) ⊂ B d0
2
(0)
sauf pour un nombre fini des X0,α, où R1 > 0 vérifiant (5.2.12). Par suite, il existe C10 > 0
indépendante de α tel que
∫
Bd0 (0)
F γαdvĝα ≤ C8
∫
Bd0 (0)
dX
|X −X0,α|sγ
≤ C10
∫
B2d0 (X0,α)
dX
|X −X0,α|sγ
≤ C11
∫ 2d0
0
rn−1−sγdr ≤ C10,
avec C10, C11 > 0 sont des constantes qui ne dépendent pas de α.
Cas II.2 : X0,α → +∞ lorsque α → +∞. Dans ce cas, les inégalités (5.2.25), (5.2.26) et
le Théorème de la convergence dominé donnent que limα→+∞ ‖Fα‖C0(B1(0)) = 0. D’où
∫
Bd0 (0)
F γαdvĝα = O(1),
pour un d0 choisi petit.
Il s’ensuit des deux cas (II.1) et (II.2), qu’il existe d0 > 0 tel que pour tout α > 0,
Xα ∈ BR1(0) et
∫
B2d0 (0)
F γαdvĝα ≤ C12, avec C12 > 0 est indépendante de α. De plus, on
a pour tout θ ≤ min(1, 2 − s), ûα ∈ C0,θ(B2R1(0)) et ûα > 0. Il s’ensuit du Théorème
4.1 dans Han-Lin[27] (voir aussi l’Appendice VI), qu’il existe C13 = C13(n, s, y, C2) > 0
indépendante de α tel qu’à une extraction d’une sous-suite de (uα)α
1 = max
Bd0 (0)
ûα ≤ C13‖ûα‖L2(B2d0 (0)), (5.2.27)
Puisque (ηαûα)α>0 est bornée et converge faiblement vers û lorsque α → +∞ dans
D21(R
n), il s’ensuit du Lemme 5.2.1 que la convergence est forte dans L2loc(R
n). En passant
à la limite dans (5.2.27), on obtient que ‖û‖L2(B2R1 (0)) ≥ C
−1
13 et donc û 6≡ 0. Ceci termine
la preuve de la IIème étape du Théorème 5.2.1.
IIIème Étape : On va démontrer que
K(n, s)−1 = lim
α→+∞
λα.
En effet, on a pour tout α > 0 : λα < K(n, s)−1 donc on peut extraire une sous-suite,
que l’on note aussi (λα)α>0, telle que limα→+∞ λα = λ. Supposons par l’absurde que
λ 6= K(n, s)−1. Donc ils existent ǫ0 > 0 et α0 > 0 tels que pour tous α > α0, on a :
K(n, s)−1 − λα > ǫ0. (5.2.28)
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On sait, d’après la Proposition 1.2.1, que pour tout ǫ > 0, il existe Bǫ > 0 tel que pour
tout u ∈ H21 (M), on a
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ)
∫
M
|∇u|2gdvg +Bǫ
∫
M
u2dvg.
Si on prend u = uα et α > BǫK(n,s)+ǫ , on aura donc
1 ≤ (K(n, s) + ǫ)
∫
M
|∇uα|2gdvg +Bǫ
∫
M
u2αdvg
= (K(n, s) + ǫ)Iα(uα) ≤
(
1
λα + ǫ0
+ ǫ
)
λα,
sachant que la dernière inégalité est obtenue avec (5.2.28). Par passage à la limite quand
α → +∞, on aura pour tout ǫ > 0 :
1 ≤
(
1
λ+ ǫ0
+ ǫ
)
λ.
En faisant tendre ǫ vers 0, on obtiendra : 1 ≤ λ
λ+ǫ0
. Ce qui n’est pas vrai. D’oùK(n, s)−1 =
λ = limα→+∞ λα. Ceci termine la preuve de la IIIème étape du Théorème 5.2.1.
IVème Étape : On va démontrer qu’il existe A ≥ 0 tel que û vérifie faiblement sur
C∞loc(R
n)
{
∆δû+ Aû = K(n, s)
−1 û2
∗(s)−1
|X−X0|s
si limα→+∞X0,α = X0 ,
∆δû+ Aû = 0 si limα→+∞ |X0,α| = +∞.
(5.2.29)
Sous-étape IV.1 : Dans cette partie, on démontre les propositions suivantes :
1/ La suite (ĝα)α>0 converge uniformement vers la métrique Euclidienne δ localement sur
Rn.
2/ Pour tout R > 0, on a :
dĝα(X,X0,α)
C0(BR(0))−−−−−−→ |X −X0|, si X0 est fini.
Preuve de 1/ : En effet, un D.L. de de Cartan pour g dans une carte exponentielle
(BR0(zα), exp
−1
zα ) centrée en zα permet d’écrire pour tout x = exp
−1
zα (µαX) ∈ Ωα, X ∈
BR(0) :
g(exp−1zα (µαX)) =
(
(exp−1zα )
∗δ
)
(zα) +O(dg(zα, x)
2)
= δ(0) +O(|µαX|2) = δ(0) + o(µα).
Il s’ensuit que pour tout R > 0 et tout α > 0 (à extraction près), on a :
ĝα(X) = δ(0) + oR(µα) sur BR(0)
où oR(1) → 0 lorsque α → +∞. D’où le résultat.
Preuve de 2/ : Pour cela, on considère, pour tout α > 0, la fonction
exp∗zα g : BRα(0) → (Bil(Rn), ‖ · ‖∞).
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Soit ǫ > 0. L’application exp∗zα g étant continue sur 0 donc (voir Appendice I) il existe
rα,ǫ > 0, limǫ→0 rα,ǫ = 0 tel que pour tout X ∈ Brα,ǫ(0) ⊂ Bǫ(0) , on a : ‖ exp∗zα g(X) −
δ‖∞ < ǫ. Il s’ensuit que pour tout i, j = 1, . . . , n et tout x ∈ (Brα,ǫ(zα), exp−1zα ), on a :
|gij(x)− δij| < ǫ, et pour tout v ∈ Rn :
(1− ǫ)δ(v, v) ≤ exp∗zα g(x)(v, v) ≤ (1 + ǫ)δ(v, v).
Il s’ensuit que pour tout X, Y ∈ Brα,ǫ(0), on a :
√
1− ǫ|X − Y | ≤ dexp∗zα g(X, Y ) ≤
√
1 + ǫ|X − Y |.
Soit R > 0. Puisque limǫ→0 rα,ǫ = 0 donc il existe α1 > 0 tel que pour tout α > α1 et
tous X, Y ∈ BR(0), on a :
√
1− ǫ ≤
dexp∗zα g(X, Y )
|X − Y | ≤
√
1 + ǫ. (5.2.30)
Soient η > 0, η′ < η
2(1+R)
. Comme limǫ→0
√
1± ǫ = 1, il existe donc ǫ1 = ǫ1(η′) > 0 tel
que pour tout ǫ < ǫ1, on a :
|
√
1± ǫ− 1| < η′.
Soit ǫ < ǫ1. Il existe donc, d’après (5.2.30), il existe α1(ǫ) > 0 tel que pour tout α > α1
et tout X ∈ BR(0), on a :
(1− η′)|X −X0,α| ≤ dĝα(X,X0,α) ≤ (1 + η′)|X −X0,α|. (5.2.31)
D’autre part, on a que :
|X −X0,α|
C0(BR(0))−−−−−−→ |X −X0|.
En effet, on a :
< X −X0,α, X −X0,α > = < X −X0, X −X0 > + < X0 −X0,α, X0 −X0,α >
+2 < X −X0, X0 −X0,α > .
Il s’ensuit avec l’inégalité de Cauchy-Schwarz que
∣∣|X −X0,α|2 − |X −X0|2
∣∣ ≤ |X0,α −X0|2 + 2 < X −X0, X0 −X0,α >
≤ |X0,α −X0|2 + 2|X −X0| × |X0,α −X0|.
Ceci implique que la suite (|X −X0,α|)α>0 converge uniformement vers |X − X0|δ sur
BR(0). Par suite, il existe α2(ǫ) > 0 tel que pour tout α > α2 et tout X ∈ BR(0), on a :
||X −X0,α| − |X −X0|| ≤ η′. (5.2.32)
Les inégalités (5.2.31) et (5.2.32) implquent que pour tout α > max{α1, α2} on a :
(1− η′)(|X −X0| − η′) ≤ dĝα(X,X0,α) ≤ (1 + η′)(|X −X0|+ η′).
Donc
|dĝα(X,X0,α)− |X −X0|| ≤ η′(1 + 2R + η′)
≤ η.
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D’où le résultat.
Sous-étape IV.2 : Soient R > 0 et ϕ ∈ C∞(BR(0)). On va démontrer que
lim
α→+∞
∫
Rn
< ∇(ηαûα),∇ϕ >ĝα dvĝα =
∫
Rn
(∇û,∇ϕ)dX. (5.2.33)
En effet, on a démontré ĝα vérifie uniformement sur BR(0) :
ĝα(X) = δ(0) + oR(µα)
où oR(1) → 0 lorsque α → +∞. Il s’ensuit que
∫
Rn
< ∇(ηαûα),∇ϕ >ĝα dvĝα =
∫
BR(0)
< ∇(ηαûα),∇ϕ >ĝα
√
det(ĝα)dX
=
∫
BR(0)
< ∇(ηαûα),∇ϕ >δ dX + oR(µα),
(5.2.34)
où oR(1) → 0 lorsque α → +∞. Mais (ηαûα)α>0 converge faiblement vers û dans D21(Rn)
qui est inclus dans H21 (BR(0)) alors en utilisant la fonctionnelle Φϕ ∈ (H21 (BR(0)))
′ défine
par :
Φϕ : ψ 7→
∫
BR(0)
< ∇ψ,∇ϕ >δ dX
et d’après (5.2.34), on tire le résultat (5.2.33) demandé.
Sous-étape IV.3 : Démontrons qu’il existe A ≥ 0 tel que pour tout ϕ ∈ C∞c (Rn)
lim
α→+∞
∫
Rn
α2µαûαϕdvĝα = A
∫
Rn
ûϕdX. (5.2.35)
On commence à voir que
α2µα = O(1). (5.2.36)
En effet, l’égalité
Iα(uα) = λα
implique que ∫
BRµα (zα)
αu2αdvg ≤ λα < K(n, s)−1.
D’où
α2µα
∫
BR(0)
û2αdvĝα < K(n, s)
−1. (5.2.37)
Du théorème de convergence dominée de Lebesgue et à partir des données suivantes



ûα ≤ 1,
ûα
α→+∞−−−−→ û 6≡ 0,√
det(ĝα) = 1 + o(µα),
on tire que ∫
BR(0)
û2αdvĝα
α→+∞−−−−→
∫
BR(0)
û2dX. (5.2.38)
103
De (5.2.37) et (5.2.38), on tire
α2µα ≤
K(n, s)−1∫
BR(0)
û2dX
+ o(1).
D’où (α2µα)α→+∞ est borné indépendament de α.
On pose, à une extraction près, A = limα→+∞ α2µα. En utilisant le théorème de conver-
gence dominée de Lebesgue comme ci-dessus, on tire aisément (5.2.35).
Sous-étape IV.4 : Soient R > 0 et ϕ ∈ C∞(BR(0)). À une extraction d’une sous-suite
de (zα)α>0, on considère, pour tout α > 0, la suite (hα)α>0 définie sur BR(0) par :
X ∈ BR(0) 7→ hα(X) =
(ηαûα)
2∗(s)−1(X)ϕ(X)
dĝα(X,X0,α)
s
√
det(ĝα)(X).
On considère la fonction
X ∈ BR(0) 7→ h(X) =
{
û2
∗(s)−1(X)ϕ(X)
|X−X0|s
si |X0| < +∞ ,
0 si |X0| = +∞.
On va démontrer
lim
α→+∞
∫
Rn
hα(X)dX =
∫
Rn
h(X)dX. (5.2.39)
On distingue deux cas :
Cas IV.4.1 : X0,α → X0 lorsque α → +∞. Soit ǫ > 0. Il existe donc α1 = α1(ǫ) > 0 tel
que pour tout α > α1, on a : X0,α ∈ B ǫ
2
(X0) Alors pour tout X ∈ BR(0) \ Bǫ(X0), on a :
|X −X0,α|δ ≥ |X −X0|δ − |X −X0,α|δ
>
ǫ
2
.
Donc il existe C1(ǫ) > 0 tel que
|hα| ≤ C1(ǫ)|ϕ|. (5.2.40)
Puisque hα
α→+∞−−−−→ h p.p. sur BR(0) donc avec (5.2.40) et le théorème de convergence
dominée de Lebesgue on tire que
lim
α→+∞
∫
BR(0)\Bǫ(X0)
hα(X)dX =
∫
BR(0)\Bǫ(X0)
h(X)dX. (5.2.41)
De plus, il existe, par critère de compacité, C14 = C14(ǫ) > 0 (indépendante de α) tel
qu’on a :
∣∣∣∣
∫
Bǫ(X0)
hαdX
∣∣∣∣ ≤ C14
∫
Bǫ(X0)
|ϕ|dX
|X −X0,α|sδ
≤ C14‖ϕ‖∞
∫
Bǫ(X0)
dX
|X −X0,α|sδ
≤ C14‖ϕ‖∞
∫
B2ǫ(X0,α)
dX
|X −X0,α|sδ
≤ C14
∫ 2ǫ
0
rn−s−1dr ≤ C2ǫn−s. (5.2.42)
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De même, on démontre qu’il existe C15 = C15(ǫ) > 0 tel que :∣∣∣∣
∫
Bǫ(X0)
h(X)dX
∣∣∣∣ ≤ C15ǫ
n−s. (5.2.43)
Soit maintenant η > 0. Pour cet η et d’après (5.2.42) et (5.2.43), ils existent κ1, κ2 > 0
tels que
∣∣∣∣
∫
BR(0)
hαdX −
∫
BR(0)
hdX
∣∣∣∣ ≤
∣∣∣∣
∫
BR(0)\Bǫ(X0)
hαdX −
∫
BR(0)\Bǫ(X0)
hdX
∣∣∣∣
+
∣∣∣∣
∫
Bǫ(0)
hαdX
∣∣∣∣+
∣∣∣∣
∫
Bǫ(0)
hdX
∣∣∣∣
≤
∣∣∣∣
∫
BR(0)\Bǫ(X0)
hαdX −
∫
BR(0)\Bǫ(X0)
hdX
∣∣∣∣
+κ1ǫ
n−s + κ2ǫ
n−s. (5.2.44)
D’après (5.2.41), il existe ǫ0 > 0, α0 > 0 tel que pour tous ǫ < ǫ0, α > α0, on a :∣∣∣∣
∫
BR(0)\Bǫ(X0)
hαdX −
∫
BR(0)\Bǫ(X0)
hdX
∣∣∣∣ <
η
3
(5.2.45)
Puisque limǫ→0 κ1ǫn−s = 0 = limǫ→0 κ2ǫn−s, donc il existe ǫ1 > 0 (resp.ǫ2 > 0) tel que
κ1ǫ
n−s < η
3
(resp. κ1ǫn−s <
η
3
). En choisissant maintenant ǫ < inf{ǫi, i = 0, 1, 2}, on tire
avec (5.2.45) qu’il existe α0 > 0 tel que pour tout α ≥ α0 on a :∣∣∣∣
∫
BR(X0)
hαdX −
∫
BR(X0)
hdX
∣∣∣∣ < η.
Avec (5.2.41), ceci montre (5.2.39) dans le cas (IV.4.1).
Cas IV.4.2 : |X0,α| → +∞ lorsque α → +∞. Dans ce cas, on a limα→+∞ dĝα(X,X0,α)−s =
0 dans C0c (R
n). Il s’ensuit limα→+∞
∫
BR(0)
hαdX = 0. Ceci montre (5.2.39) dans le cas
(IV.4.2).
En combinant les relations (5.2.33), (5.2.35) et (5.2.39) des sous-étapes (IV.2), (IV.3) et
(IV.4) respectivement avec (5.2.14), celle de la Ière étape, on tire (5.2.29). Ceci termine
l’étape (IV) de la preuve du Théorème 5.2.1.
V ème étape : Il existe X0 ∈ Rn telle que la fonction û vérifie au sens des distributions :
∆δû+ Aû = K(n, s)
−1 û
2∗(s)−1
|X −X0|s
. (5.2.46)
En effet, d’après ce qui a été démontré dans l’étape (IV), il suffit de démontrer que |X0,α| =
O(1) lorsque α → +∞. Pour cela, on suppose par l’absurde que limα→+∞ |X0,α| = +∞.
Dans ce cas, on a déjà démontré que û vérifie faiblement sur C∞c (R
n) :
∆δû+ Aû = 0, (5.2.47)
Soit η̂ ∈ C∞(Rn) telle que η̂ ≡ 1 dans B1(0), 0 ≤ η̂ ≤ 1 et η̂ ≡ 0 dans Rn \ B2(0). On
considère maintenant R > 0 et on définit la nouvelle fonction de troncature η̂R sur Rn
par η̂R(X) = η̂(R−1X). Multiplions (5.2.47) par η̂Rû et intégrons par partie :∫
Rn
(∇û,∇(η̂Rû))δdX + A
∫
Rn
η̂Rû
2 = 0. (5.2.48)
Afin d’obtenir une contradiction, nous aurons besoin du lemme suivant :
105
Lemme 5.2.2 On a :
lim
R→+∞
∫
Rn
(∇û,∇(η̂Rû))δdX = ‖û‖2D21(Rn).
Preuve du Lemme 5.2.2 : En effet, soit R > 0. On a :
∫
Rn
(∇û,∇(η̂Rû))δdX =
∫
Rn
η̂R|∇û|2δdX +
∫
Rn
(∇û,∇(η̂R)û)δdX (5.2.49)
Puisque û ∈ D21(Rn) donc on tire avec le Théorème de convergence dominée de Lebesgue
que
lim
R→+∞
∫
Rn
η̂R|∇û|2δdX = ‖û‖D21(Rn). (5.2.50)
D’autre part, on peut écrire avec les inégalités de Cauchy-Schwarz :
∣∣∣∣
∫
Rn
(∇û,∇(η̂R)û)δdX
∣∣∣∣ ≤ ‖û‖
2
D21(R
n) ×
∫
Rn
|∇η̂R|2δû2dX
≤ ‖û‖2D21(Rn) ×
∫
B2R(0)\BR(0)
|∇η̂R|2δû2dX
≤ ‖û‖2D21(Rn) ×
C16
R2
∫
B2R(0)\BR(0)
û2dX.
Des inégalités de Hölder on tire
∫
B2R(0)\BR(0)
û2dX ≤
(∫
B2R(0)\BR(0)
û2
∗
dX
) 2
2∗
× (C17Rn)
2
n ,
donc ∫
Rn
(∇û,∇(η̂R)û)δdX ≤ C18‖û‖2D21(Rn) ×
(∫
B2R(0)\BR(0)
û2
∗
dX
) 2
2∗
,
les constantes Ci = i = 16, 17, 18 étant indépendantes de α. Du Théorème de convergence
dominée de Lebesgue, on tire que
lim
R→+∞
∫
B2R(0)\BR(0)
û2
∗
dX = 0.
D’où
lim
R→+∞
∫
Rn
(∇û,∇(η̂R)û)δdX = 0. (5.2.51)
En combinant (5.2.50) et (5.2.51) avec 5.2.49, on aura le résultat demandé. Ceci termine
le preuve du Lemme (5.2.2). 
Le Lemme 5.2.2 et (5.2.48) donnent
‖û‖D21(Rn) + A
∫
Rn
η̂Rû
2dX = o(1)
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Maintenant si A 6= 0 alors
lim
R→+∞
∫
Rn
η̂Rû
2 = −A−1‖û‖D21(Rn),
ce qui n’est pas vrai Si A = 0 alors ‖û‖D21(Rn) = 0, donc û ≡ 0 p.p., ce qui est faux. D’où
|X0,α| 6→ +∞ lorsque α → +∞. Ceci termine l’étape (V) de la preuve du Théorème 5.2.1.
VI ème étape : Dans cette étape, on démontre que A = 0. Pour cela, on suppose par
l’absurde que A > 0. On divise la preuve de cette proposition en sous-étapes.
Sous-étape VI.1 : On démontre que û ∈ L2(Rn). En effet, Multiplions l’équation
(5.2.46) par ηRû qui est dans H2
1,loc(R
n) et intégrons sur Rn :
∫
Rn
(∇û,∇(η̂Rû))δdX + A
∫
Rn
η̂Rû
2dX = K(n, s)−1
∫
Rn
η̂R
û2
∗(s)
|X −X0|s
dX. (5.2.52)
D’autre part, daprès le Lemme 5.2.2, on a :
lim
R→+∞
∫
Rn
(∇û,∇(η̂Rû))δdX = ‖û‖D21(Rn). (5.2.53)
Comme la suite des fonctions (η̂Rû2)R>0 est positive, croissante (car (ηR)R>0 l’est) et
converge simplement vers û, il s’ensuit donc du Théorème de Beppo-Livi que :
lim
R→+∞
∫
Rn
η̂Rû
2dX =
∫
Rn
û2dX. (5.2.54)
Démontrons que û2
∗(s)|X−X0|−s ∈ L1(Rn). En effet, on a pour tout α > 0 que
∫
M
u
2∗(s)
α
dg(x,x0)s
dvg =
1. Donc pour R > 0, et sachant que X0,α → X0 lorsque α → +∞, on obtient avec un
changement de variable adéquat
∫
BR(0)
|ηαûα|2
∗(s)
dĝα (X,X0,α)
sdvĝα ≤ 1. En faisant tendre α → +∞
puis R → +∞, on aura ∫
Rn
û2
∗(s)
|X −X0|s
dX ≤ 1. (5.2.55)
D’où û2
⋆(s)|X −X0|−s ∈ L1(Rn). Du Théorème de convergence dominée de Lebesgue, on
tire
lim
R→+∞
∫
Rn
η̂R
û2
∗(s)dX
|X −X0|sδ
=
∫
Rn
û2
∗(s)dX
|X −X0|sδ
. (5.2.56)
En combinant (5.2.52) avec (5.2.53) et (5.2.56), on aura que
lim
R→+∞
A
∫
Rn
η̂Rû
2dX = K(n, s)−1
∫
Rn
û2
∗(s)dX
|X −X0|sδ
− ‖û‖D21(Rn).
Donc il existe κ > 0 tel que ∫
Rn
η̂Rû
2dX ≤ κ.
Ensuite en passant à la limite quandR → +∞ et avec (5.2.54), on conclut que û ∈ L2(Rn).
Sous-étape VI.2 : Ici on tire une contradiction avec le fait que A > 0. Cela passera
par la proposition suivante dûe à Filippucci-Pucci-Robert (voir l’article [20], Claim 5.3).
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Proposition 5.2.4 Soient f ∈ C0 (Rn \ {X0} × R) et u ∈ D21(Rn) ∩ C1(Rn \ {X0}) ∩
H1
2,loc(R
n \ {X0}) une solution faible de l’équation
∆δu = f(x, u) sur R
n.
On définit F (x, u) :=
∫ u
0
f(x, v)dv et on suppose que F ∈ C1(Rn \ {X0} × R). De plus,
on suppose que la solution u vérifie uf(·, u), F (·, u) et xi(∂iF )(·, u) ∈ L1(Rn). Alors
∫
Rn
[
n− 2
2
uf(x, u)− nF (x, u)− xi(∂iF )(x, u)
]
dx = 0. (5.2.57)
On considère maintenant la fonction
f : Rn \ {X0} × R → R
(X, v) 7→ f(X, v) =
(
K(n, s)−1|v|2∗(s)−2
|X −X0|sδ
− A
)
v.
et on vérifie que toutes les conditions de la Proposition 5.2.4 sont satisfaites pour f et û.
0*/ La fonction X ∈ Rn \ {X0} 7→ |X − X0|−s étant continue donc f est continue sur
Rn \ {X0} × R.
1*/ On a :
û ∈ H12,loc(Rn \ {X0}).
En effet, f(X, û) ∈ L1loc(Rn \ {X0}) et û vérifie faiblement sur C∞loc(Rn) l’équation
∆δû = f(X, û),
il s’ensuit de la Théorie standard des E.D.P. elliptique (voir par exemple [25]) que û ∈
H12,loc(R
n \ {X0}). D’où
û ∈ D21(Rn) ∩ C∞loc(Rn \ {X0}) ∩H12,loc(Rn \ {X0})
et est une solution faible de l’équation
∆δû = f(X, û).
2*/ On pose F (X, t) =
∫ t
0
f(X, v)dv. On a donc :
F (X, t) = c1
t2
∗(s)
|X −X0|s
− At
2
2
∈ C1(Rn \ {X0}),
avec c1 =
K(n,s)−1
2∗(s)
.
3*/ On va démontrer que ûf(·, û), F (·, û) et xi∂iF (·, û) sont dans L1(Rn).
En effet, on a :
ûf(·, û) = K(n, s)
−1û2
∗(s)
|X −X0|sδ
− Aû2.
Sachant que û ∈ D21(Rn) →֒ L
2∗(s)
Rn (
dX
|X−X0|sδ
), donc
‖ûf(·, û)‖L1(Rn) ≤ c2
[
‖ û
2∗(s)
|X −X0|sδ
‖L1(Rn) + ‖û2‖L1(Rn)
]
= c2
[
‖û‖2∗(s)
L
2∗(s)
Rn (
dX
|X−X0|
s
δ
)
+ ‖û‖2L2(Rn)
]
< +∞,
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Par suite, ûf(·, û) ∈ L1(Rn). De la même façon, on démontre que
F (·, û) = c1
û2
∗(s)
|X −X0|s
− Aû
2
2
∈ L1(Rn).
Finalement, on a pour tout i = 1, . . . , n :
∂iF (·, û) =
(
c1û
2∗(s)
√∑n
i=1(Xi −X0,i)2
)′
= −c1s
(Xi −X0,i)
|X −X0|2+s
û2
∗(s).
Donc
(X −X0)i∂iF (·, û) = −c1s
û2
∗(s)
|X −X0|s
.
D’où (X −X0)i∂iF (·, û) ∈ L1(Rn).
Il s’ensuit de tout ce qui précède (0*/ ... 3*/) que û et f vérifient toutes les conditions
de la Proposition 5.2.4, il en résulte que
∫
Rn
(
n− 2
2
ûf(·, û)− nF (·, û)− (X −X0)i∂iF (·, û)
)
dX = 0.
En calculant le côté gauche de l’équation ci-dessus, on aura
∫
Rn
(
c3K(n, s)
−1 û
2∗(s)
|X −X0|s
+ Aû2
)
dX = 0,
avec c3 = n−22 − n−s2∗(s) = 0. Par suite, on a :
A
∫
Rn
û2dX = 0.
Comme û ∈ L2(Rn), û 6≡ 0, donc A = 0. Ce qui contradit l’hypothèse de l’absurde A > 0
supposée au début de la partie. Ensuite, A = 0. Ceci termine l’étape (VI) de la preuve
du Théorème 5.2.1. Par conséquence, l’étape (VI) implique qu’il existe X0 ∈ Rn telle que
la fonction û vérifie au sens des distribution :
∆δû = K(n, s)
−1 û
2⋆(s)−1
|X −X0|s
. (5.2.58)
VII ème étape : On démontre qu’il existe a > 0 tel que
û(X) =
(
a
2−s
2 k
2−s
2
a2−s + |X −X0|2−s
)n−2
2−s
for all X ∈ Rn, (5.2.59)
avec k2−s := (n− s)(n− 2)K(n, s).
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En effet, pour R > 0 fixé, on multiplie l’équation (5.2.58) par η̂Rû qui est dans H21,loc(R
n)
et on intègre sur Rn :
∫
Rn
(∇û,∇(η̂Rû))δdX = K(n, s)−1
∫
Rn
η̂R
û2
∗(s)
|X −X0|s
dX.
Avec le Théorème de convergence dominée de Lebesgue, on aura quand R → +∞ :
∫
Rn
|∇û|2dX = K(n, s)−1
∫
Rn
û2
∗(s)dX
|X −X0|s
. (5.2.60)
Or la définition de K(n, s) implique que
(∫
Rn
û2
∗(s)
|X −X0|s
dX
) 2
2∗(s)
≤ K(n, s)
∫
Rn
|∇û|2dX. (5.2.61)
Ensuite, (5.2.60) et (5.2.61) impliquent que
(∫
Rn
û2
∗(s)
|X −X0|s
dX
)1− 2
2∗(s)
≥ 1.
Donc ∫
Rn
û2
∗(s)
|X −X0|s
dX ≥ 1. (5.2.62)
D’autre part, on a pour tout α > 0 :
∫
M
u
2∗(s)
α
dg(x, x0)s
dvg = 1.
Donc
∫
BRµα (zα)
u
2∗(s)
α
dg(x, x0)s
dvg =
∫
BR(0)
uα(expzα(µαX))
2∗(s)
dĝα(X,X0,α)
s
µnαdvĝα =
∫
BR(0)
û
2∗(s)
α
dĝα(X,X0,α)
s
dvĝα = 1.
Les mêmes arguments que ceux utilisés dans la sous-étape (IV.4) de la preuve du Théo-
rème 5.2.1 montrent que
lim
α→+∞
∫
BR(0)
|ηαûα|2∗(s)
dĝα(X,X0,α)
s
dvĝα =
∫
BR(0)
|û|2∗(s)
|X −X0|s
dX
Puis du Théorème de convergence dominée de Lebesgue, on déduit par passage à la limite
quand R → +∞ que ∫
Rn
û2
∗(s)
|X −X0|s
dX ≤ 1. (5.2.63)
Les inégalités (5.2.62) et (5.2.63) impliquent que
∫
Rn
û2
∗(s)
|X −X0|s
dX = 1.
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On déduit que û est un minimiseur pour l’inégalité Euclidienne de Hardy-Sobolev. En
se référant au Lemme 3 dans [14] (voir Chou-Chu [12], Horiuchi [33] et voir aussi Théo-
rème 4.3 dans Lieb [39] et Théorème 4 in Catrina-Wang [10]), on conclut que û(X) =
b (c+ |X −X0|2−s)−
n−2
2−s avec b > 0 et c > 0. En posant que c = a2−s et b = (ak)n−2
2
et en
passant aux coordonnées polaires (r = |X −X0|), sachant que û est une fonction radiale,
on aura :
∆δû = −
(
∂2r û+
n− 1
r
∂rû
)
= −(ak)n−22
{
−(n− 2)
[
(1− s)
rs(a2−s + r2−s)
n−s
2−s
− (n− s)r
2−s
rs(a2−s + r2−s)
n−s
2−s
+1
]
−
(n− 1)(n− 2)
rs(a2−s + r2−s)
n−s
2−s
}
= − (ak)
n−2
2 (n− 2)
rs(a2−s + r2−s)
n−s
2−s
[
−(n− s) + (n− s)r
2−s
a2−s + r2−s
]
= a
n
2
+1−sk
n−2
2
(n− 2)(n− s)
rs(a2−s + r2−s)
n−s
2−s
+1
= a
n
2
+1−sk
n−2
2
(n− 2)(n− s)û2∗(s)−1
rs(ak)
n+2−2s
2
=
(n− 2)(n− s)
k2−s
× û
2∗(s)−1
rs
.
Mais û vérifie l’équation (5.2.58), d’où (5.2.59). Ceci termine l’étape (VII) de la preuve
du Théorème 5.2.1.
VIII ème étape : Dans cette étape, on démontre qu’à une extraction d’une sous-suite
près, ηαûα → û dans C0,βloc(R
n), pour tout β ∈]0,min(1, 2− s)[.
En effet, d’après l’étape (VII), ils existent û ∈ D21(Rn) et a ∈ R∗, λ > 0 tels que û vérifie
pour tout X ∈ Rn :
û(X) = a
(
λ+ |X −X0|2−s
)−n−2
2−s et ∆δû = K(n, s)
−1 û
2∗(s)−1
|X −X0|sδ
faiblement. (5.2.64)
Soit maintenant R > 0 et p ∈]n/2, inf(n, n/s)[. D’après l’étape (I), on a pour tout α >
0, û vérifie l’équation ∆ĝα ûα = Fα(ûα) faiblement sur C
∞(BR(0)) avec Fα(ûα)(X) =
λα
û
2∗(s)−1
α
dĝα (X,X0,α)
s −αµ2αûα et ûα ∈ H21 (BR(0)). De plus, pour tout α > 0, ∆ĝα est strictement
elliptique (car ĝα est définie positive et il existe λ0 > 0 tel que det(ĝ−1α ) ≥ λ0) et Fα ∈
Lp(BR(0)) (car ûα ≤ 1). Il s’ensuit de la Théorie Lp des E.D.P. elliptique (voir [25])
que ûα ∈ Hp2 (BR(0)) et pour tout R′ < R, il existe C19 = C19(M, g, s, R,R′, β) > 0 ne
dépendant pas de α telle que
‖ûα‖Hp2 (BR′ (0)) ≤ C19
(
‖ûα‖Lp(BR(0)) + ‖Fα‖Lp(BR(0))
)
. (5.2.65)
Puisque p > n
2
et ûα ≤ 1 donc ils existent C20, C21 > 0 ne dépendant pas de α tel que
‖ûα‖H21 (BR(0)) ≤ C20 et ‖Fα‖Lp(BR(0)) ≤ C21. (5.2.66)
Or il existe, d’après la 2ème inclusion de Sobolev, C22 > 0 ne dépendant pas de α tel que
pour tout α > 0 :
‖ûα‖C0,β(BR′ (0)) ≤ C22‖ûα‖Hp2 (BR′ (0)),
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ceci est pour tout β ∈]0,min(1, 2 − s)[. De la dernière inégalité et celles de (5.2.65) et
(5.2.66), on tire qu’il existe C23 > 0 ne dépendant pas de α tel que pour tous α > 0 et
β ∈]0,min(1, 2− s)[ :
‖ûα‖C0,β(BR′ (0)) ≤ C23.
La suite (ûα)α>0 est donc bornée dans C0,β(BR′(0)) indépendament de α. Il existe ensuite
ū ∈ C0(BR′(0)) tel que ū = limα→+∞ ûα dans C0,β(BR′(0)), pour tout β ∈]0,min(1, 2−s)[.
Par convergence dominé, on démontre alors que ûα
α→+∞−−−−→ ū dans L2loc(Rn) . Mais la suite
ûα converge faiblement vers û et est bornée dans D21(R
n) donc d’après le Lemme (5.2.1),
ûα → û lorsque α → +∞ dans L2loc(R
n), à une extraction d’une sous-suite près. Par
unicité de la limite dans L2loc(R
n), on tire que la suite (ûα)α>0 converge fortement vers û
dans C0,β(BR′(0)). Ceci termine l’étape (VIII) de la preuve du Théorème 5.2.1.
Les étapes de (I) à (VIII) montrent le Théorème 5.2.1. 
Corollaire 5.2.1 A une extraction d’une sous-suite de (xα)α>0, on a dg(x0, xα) = o(µα)
lorsque α → +∞ et la suite (ηαûα) (comme dans le Théorème 5.2.1) converge faiblement
vers û dans D21(R
n) et fortement dans C0,βloc (R
n) pour tout β ∈]0, inf{1, 2−s}[ avec û(X) =
(
k2−s
k2−s+|X|2−s
)n−2
2−s
pour tout X ∈ Rn et k2−s = (n− 2)(n− s)K(n, s). De plus,
lim
R→+∞
lim
α→+∞
∫
M\BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = 0.
Preuve du Corollaire 5.2.1 : On applique tout d’abord le Théorème 5.2.1 avec zα =
xα. Dans ce cas, on obtient ηαûα → û in C0c (Rn) as α → +∞. Ceci implique que
limα→+∞ ûα(0) = û(0), mais ûα(0) = 1, d’où û(0) = 1.
Puisque û(0) = 1 et ‖û‖∞ = 1, donc 0 est un maximum de û. D’autre part, on voit à partir
de la forme explicite de û donnée par le Théorème 5.2.1 que pour tout X ∈ Rn, X 6= X0,
û(X) < û(X0). Ceci implique que X0 = 0. Par suite, on obtient, à une extraction d’une
sous-suite de (zα)α>0, que
dg(xα, x0) = µαdĝα(X0,α, 0) = µα|X0,α| = o(µα). (5.2.67)
On applique maintenant le Théorème 5.2.1 avec zα = x0 : ceci est possible à cause de
(5.2.67). Avec le changement de variable X = µ−1α exp
−1
x0
(x), on écrit
∫
BRµα (x0)
|uα|2∗(s)
dg(x, x0)s
dvg =
∫
BR(0)
|ûα|2∗(s)
|X|s dvĝ0,α
avec ĝ0,α(X) = exp∗x0 g(µαX), et obtient en appliquant le Théorème de convergence do-
miné lorsque α → +∞ puis lorsque R → +∞ et avec le Théorème 5.2.1 que
lim
R→+∞
lim
α→+∞
∫
BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = lim
R→+∞
lim
α→+∞
∫
BR(0)
|ûα|2∗(s)
|X|s dvĝ0,α
=
∫
Rn
û2
∗(s)
|X|s dX = 1. (5.2.68)
La dernière relation (5.2.68) et ‖uα‖2⋆(s),s = 1 montrent que
lim
R→+∞
lim
α→+∞
∫
M\BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = 0.

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5.3 Inégalités optimales de Hardy-Sobolev
5.3.1 Preuve du Théorème.
Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3, x0 ∈ M ,
s ∈]0, 2[, et 2⋆(s) = 2(n−s)
n−2
l’exposant critique de Hardy-Sobolev. Dans cette section, on
va démontrer que la première meilleure constante K(n, s) des inégalités de Hardy-Sobolev
(voir chapitre 2) est atteinte, c.à.d. qu’il existe B0 = B0(M, g, s, x0) > 0 telle que pour
tout v ∈ H21 (M) on a :
(∫
M
|v|2∗(s)
dg(x, x0)s
dvg
) 2
2∗(s)
≤ K(n, s)
(∫
M
|∇v|2dvg +
B0
K(n, s)
∫
M
v2dvg
)
. (5.3.69)
Pour cela, on va raisonner par l’absurde en supposant que K(n, s) n’est pas atteinte.
Ce qui est équivalent à l’hypothèse de l’absurde suivante : Pour tout α > 0, il existe
ũα ∈ H21 (M) tel que
(∫
M
|ũα|2∗(s)
dg(x, x0)s
dvg
) 2
2∗(s)
> K(n, s)
(∫
M
|∇ũα|2dvg + α
∫
M
ũ2αdvg
)
. (5.3.70)
On note pour tous α > 0, v ∈ H21 (M) :
Iα(v) =
∫
M
(|∇v|2 + αv2)dvg,
et si v 6≡ 0,
Jα(v) =
∫
M
(|∇v|2 + αv2)dvg
(∫
M
|v|2
∗(s)
dg(x,x0)s
dvg
) 2
2∗(s)
et λα = inf
v∈H21 (M)\{0})
Jα(v).
Afin d’arriver à une contradiction, nous procédons par étapes :
Ière étape : Dans cette étape, on démontre que pour tout α > 0 il existe uα ∈
C0,β(M) ∩ C2,θ(M \ {x0}), pour tout β ∈]0,min(1, 2− s)[ et tout θ ∈]0, 1[ tel que uα est
strictement positive sur M et vérifie faiblement sur C∞(M) :
∆guα + αuα = λα
u
2∗(s)−1
α
dg(x, x0)s
(5.3.71)
avec Iα(uα) = λα ∈]0, K(n, s)−1[ et
∫
M
|uα|2
∗(s)
dg(x,x0)s
dvg = 1.
En effet, soit α > 0. Pour cet α > 0 il existe, d’après l’hypothèse de l’absurde (5.3.70),
ũα ∈ H21 (M) telle que
(∫
M
|ũα|2∗(s)
dg(x, x0)s
dvg
) 2
2∗(s)
> K(n, s)
(∫
M
|∇ũα|2dvg + α
∫
M
ũ2αdvg
)
.
Donc Jα(ũα) < K(n, s)−1. D’où, on a :
λα < K(n, s)
−1.
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Le Théorème 2.1.1 implique ensuite le résultat demandé.
IIème étape : En suivant les arguments de Druet dans l’article [15] (voir aussi l’article
[28] d’Hebey), on démontre qu’il existe une constante C24 > 0 telle que pour tous x ∈M
et α > 0, on a :
dg(x0, x)
n
2
−1uα(x) ≤ C24. (5.3.72)
En effet, on suppose par l’absurde qu’il existe une suite (yα)α>0 dans M telle que
sup
x∈M
dg(x0, x)
n
2
−1uα(x) = dg(x0, yα)
n
2
−1uα(yα) (5.3.73)
et
lim
α→+∞
dg(x0, yα)
n
2
−1uα(yα) = +∞. (5.3.74)
M étant une variété compacte, il s’ensuit de (5.3.74) que limα→+∞ uα(yα) = +∞. Mais
d’après la Proposition 5.2.1, on a, à une sous-suite près, limα→+∞ uα = 0 dans C∞loc(M \
{x0}) donc à une extraction d’une sous-suite près, yα → x0 lorsque α → ∞. On pose
pour tout α > 0, r̂α = uα(yα)
−2
n−2 .
Sous-étape II.1 On démontre que pour tous α > 0 et R > 0,
∫
Br̂α (yα)
u
2∗(s)
α
dg(x, x0)s
dvg ≤ εR + o(1) +
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg,
= εR + o(1), (5.3.75)
où εR désigne, ici comme dans la preuve, une fonction réelle vérifiant limR→+∞ εR = 0 et
limα→+∞ o(1) = 0.
Pour cela, on considère ρ > 0. Puisque yα → x0 et r̂α → 0 lorsque α → +∞, On écrit
donc à une extraction d’une sous-suite de yα :
∫
Br̂α (yα)
u
2∗(s)
α
dg(x, x0)s
dvg =
∫
Br̂α (yα)∩Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg. (5.3.76)
Soit R > 0. Il s’ensuit du Corollaire 5.2.1 et de la Proposition 5.2.1 :
∫
Bρ(x0)\BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = εR + o(1).
D’où
∫
Br̂α (yα)
u
2∗(s)
α
dg(x, x0)s
dvg =
∫
Br̂α (yα)∩Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg
=
∫
Br̂α (yα)∩(Bρ(x0)\BRµα (x0))
u
2∗(s)
α
dg(x, x0)s
dvg
+
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg
≤ εR + o(1) +
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg.
(5.3.77)
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On distingue deux cas :
Cas II.2.1 : Br̂α(yα) ∩ BRµα(x0) = φ. Dans ce cas, on obtient immédiatement (5.3.75) à
partir de (5.3.77).
Cas II.2.2 : Br̂α(yα) ∩ BRµα(x0) 6= φ. Dans ce cas, on a :
dg(x0, yα) ≤ r̂α +Rµα. (5.3.78)
De (5.3.74), on tire que
lim
α→+∞
r̂α
dg(x0, yα)
= 0. (5.3.79)
Avec (5.3.78) et (5.3.79), on peut donc écrire
r̂α
µα
=
r̂α
dg(x0, yα)
× dg(x0, yα)
µα
≤ oα(1)
(
r̂α
µα
+R
)
.
D’où
r̂α
µα
= oα(1) et dg(x0, yα) = O(µα). (5.3.80)
D’autre part, on considère une carte exponentielle (Ω0, exp−1x0 ) centrée en x0 telle que
exp−1x0 (Ω0) = BR0(0), R0 ∈]0, ig(M)[. Sous les hypothèses du Théorème 5.2.1, on pose que
zα = x0 et on considère les vecteurs Ỹα = µ−1α exp
−1
x0
(yα), la suite (ûα)α>0 des fonctions
définie par X ∈ BR0(0) 7→ ûα(X) = µ
n
2
−1
α uα(expx0(µαX)) et la famille des métriques
Riemanniennes ĝ0,α : X ∈ BR0(0) 7→ exp∗x0 g(µαX).
Par arguments de compacité, il existe une constante C25 > 1 telle que pour tous X, Y ∈
Rn, µα|X|, µα|Y | < R0 :
C−125 |X − Y | ≤ dĝ0,α(X, Y ) ≤ C25|X − Y |. (5.3.81)
Avec (5.3.80) et (5.3.81), on tire
|Ỹα| = O(1) and µ−1α exp−1x0 (Br̂α(yα)) ⊆ BC25 r̂αµα (Ỹα). (5.3.82)
Car
|Ỹα|δ ≤ C25dĝ0,α(Ỹα, 0) ≤ C25
dg(yα, x0)
µα
≤ C25
O(µα)
µα
et pour X ′ ∈ Rn :
X ′ ∈ µ−1α exp−1x0 (Br̂α(yα)) ⇐⇒ µαX
′ ∈ exp−1x0 (Br̂α(yα))
⇐⇒ dg(expx0(µαX ′), yα) < r̂α
⇐⇒ dg(expx0(µαX ′), expx0(µαỸα)) < r̂α
⇐⇒ µαdĝ0,α(X ′, Ỹα) < r̂α
=⇒ µαC−125 |X ′ − Ỹα|δ < r̂α
=⇒ |X ′ − Ỹα|δ < C25
r̂α
µα
=⇒ X ′ ∈ BC25 r̂αµα (Ỹα).
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Avec (5.3.82) et le changement de variable X = µ−1α exp
−1
x0
(x), on obtient que
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg ≤
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg
≤
∫
µ−1α exp
−1
x0
(Br̂α (yα))
û
2∗(s)
α
dĝ0,α(X, 0)
s
dvĝ0,α
≤
∫
B
C25
r̂α
µα
(Ỹα)
û
2∗(s)
α
dĝ0,α(X, 0)
s
dvĝ0,α
Par convergence dominée et avec le fait que r̂α = o(µα), on tire
∫
Br̂α (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = o(1).
De la dernière relation et de (5.3.77), on tire (5.3.75). Ceci termine la sous-étape (II.2).
Sous-étape II.3 : On considère maintenant une famille (Ωα, exp−1yα )α>0 des cartes ex-
ponentielles centrée en yα et on définit sur BR0r̂−1α (0) ⊂ Rn, R0 ∈]0, ig(M)[ la fonction
ūα(X) = r̂
n
2
−1
α uα(expyα(r̂αX)) et la métrique ḡα(X) = exp
∗
yα g(r̂αX). En utilisant des
arguments similaire à ceux de la preuve du Théorème 5.2.1 (la II ème étape), on tire
qu’il existe ū ∈ D21(Rn) telle que ūα → ū faiblement dans D21(Rn) lorsque α → +∞. On
démontre que ū 6≡ 0 et que ūα → ū dans C0loc(Rn) lorsque α → +∞.
En effet, avec (5.3.73) on a
ūα(X) ≤
(
dg(x0, yα)
dg(x0, expyα(r̂αX))
)n
2
−1
(5.3.83)
pour tout X ∈ BR0r̂−1α (0). Étant donné R > 0, on obtient par les inégalités triangulaires
que pour tout X ∈ BR(0)
dg(x0, expyα(r̂αX)) ≥ dg(x0, yα)−Rr̂α.
Avec (5.3.83) et la dernière relation, on obtient pour tout X ∈ BR(0) que
ūα(X) ≤
(
1−R r̂α
dg(x0, yα)
) −2
n−2
. (5.3.84)
Mais (5.3.74) donne dg(x0, yα)−1r̂α = o(1). En combinant cette dernière relation avec
(5.3.84), on aura pour tout X ∈ BR(0) que ūα(X) ≤ 1 + o(1) dans C0(BR(0)). D’où la
suite (ūα)α est bornée dans C0loc(R
n).
En utilisant des arguments similaire à ceux de la preuve du Théorème (5.2.1) (la II ème
étape), on prouve que que pour ρ > 0 bien choisi pour tout α > 0, ∆ḡαūα ≤ ūαF̄α
faiblement sur B2ρ(0) et que
∫
B2ρ(0)
F̄ rαdḡα ≤ C26 avec ]n/2, n/s[, C26 > 0 indépendante
de α. On tire avec le Théorème 6.7.1 de Han-Lin (voir Appendice IV) qu’il existe une
constante C27 > 0 indépendante de α telle que ‖ūα‖L2(B2ρ(0)) ≥ C27‖ūα‖L∞(Bρ(0)). Puisque
pour tout α > 0, on a : ūα(0) = 1 donc on tire de la dernière inégalité que ‖ūα‖L2(B2ρ(0)) ≥
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C27. La suite (ūα)α étant bornée et convergente faiblement dansD21(R
n) donc elle converge
localement dans L2(Rn). D’où ū 6≡ 0. On démontre comme dans la preuve du Théorème
5.2.1 (la VIII ème étape) que (ūα)α → ū dans C0loc(R
n). Ceci termine la sous-étape (II.3)
de la preuve du Théorème 5.1.1.
Sous-étape II.4 : On tire ici une contradiction. En effet, avec (5.3.75) et les données de
l’étape précédente, on écrit pour tout α > 0 que
∫
B1(0)
ū
2∗(s)
α
dḡα(X,X0,α)
s
dvḡα =
∫
Br̂α (yα)
u
2∗(s)
α
dg(x, x0)s
dvg = o(1) + εR, (5.3.85)
où la fonction εR : R → R vérifie limR→+∞ εR = 0. Par convergence dominée, on obtient
à la limite lorsque α → +∞ puis R → +∞ :
∫
B1(0)
|X|−sū2⋆(s)dX = 0. Contradiction car
ū ∈ C0(B1(0)) et ū(0) = limα→0 ūα(0) = 1. Ceci termine la sous-étape (II.4) et achève
ainsi la 2ème étape de la preuve du Théorème 5.1.1.
IIIème (et dernière) étape : Ici, on tire une contradiction avec (5.3.70). On adapte
la stratégie utilisée dans les articles [15], [28] de Druet et d’Hebey respectivement pour
notre preuve.
En effet, on fixe ρ ∈]0, ig(M)[ suffisamment petit et on considère une fonction différen-
tiable de troncature η sur Rn telle que 0 ≤ η ≤ 1, η ≡ 1 sur Bρ(0) et η ≡ 0 sur M \B2ρ(0).
On définit maintenant la fonction de troncature η0 sur B2ρ(x0) par η0 = η ◦ exp−1x0 . On
pose dx = (exp−1x0 )
∗dX et δ̃0 = (exp−1x0 )
∗δ. Finalement, on considère deux constantes
C28, C29 > 0, indépendantes de α telles que |∇η0|g ≤ C28 et |∆gη0|g ≤ C29. L’inégalité
Euclidienne de Hardy-Sobolev donne pour tout α > 0 que
(∫
Rn
|η(uα ◦ expx0)|2
∗(s)
|X|s dX
) 2
2∗(s)
≤ K(n, s)
∫
Rn
|∇(η(uα ◦ expx0))|2δdX.
Ceci implique que, pour tout α > 0, on a :
(∫
M
|η0uα|2∗(s)
dδ̃0(x, x0)
s
dx
) 2
2∗(s)
≤ K(n, s)
∫
M
|∇(η0uα)|2δ̃0dx. (5.3.86)
Afin d’obtenir une contradiction, nous estimons le membre droite de l’équation (5.3.86)
en comparant la norme L2 de |∇(η0uα)|δ̃0 dans (M, δ̃0) avec celle de |∇uα|g dans (M, g)
ainsi que le membre gauche de l’équation (5.3.86) en comparant la norme L2
∗(s) de η0uα
dans (M, δ̃0, dxdδ̃0 (x,x0)
s )) avec celle de uα dans (M, g,
dvg
dg(x,x0)s
). On note r0(x) = dg(x, x0) la
distance géodésique à x0. Le développement de Cartan de la métrique g (voir [37] pour
la preuve) dans la carte exponentielle (B2ρ(x0), exp−1x0 ) donne
∫
M
|∇(η0uα)|2δ̃0dx =
∫
M
(1 + C30r
2
0(x))|∇(η0uα)|2g(1 + C31r20(x))dvg
≤
∫
M
|∇(η0uα)|2gdvg + C32
∫
M
r20(x)|∇(η0uα)|2gdvg
≤
∫
M
|∇(η0uα)|2gdvg + C33
∫
M
r20η
2
0|∇uα|2gdvg
+C34
∫
M\Bρ(x0)
u2αdvg, (5.3.87)
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avec Ci > 0, i = 30, . . . , 34 indépendante de α. D’autre part, on obtient par intégration
par partie :
∫
M
|∇(η0uα)|2gdvg =
∫
M
η20|∇uα|2gdvg +
∫
M
η0∆gη0u
2
αdvg
≤
∫
M
|∇uα|2gdvg + C35
∫
M
u2αdvg (5.3.88)
On pose maintenant f0 := η20r
2
0 qui est une fonction différentiable sur M . Donc
∫
M
η20r
2
0|∇uα|2gdvg =
∫
M
(∇(f0uα)− uα∇f0,∇uα)gdvg. (5.3.89)
En multipliant l’équation (5.3.71) par f0uα et puis en intégrant par partie sur M , on
aura :
∫
M
(∇(f0uα),∇uα)gdvg =
∫
M
(∆guα)f0uαdvg
≤ λα
∫
M
f0u
2∗(s)
α
dg(x, x0)s
dvg. (5.3.90)
Mais d’après l’étape précédente, il existe une constante C36 > 0 indépendante de α telle
que
u2
∗(s)
α (x)dg(x, x0)
2−s =
(
uα(x)dg(x, x0)
n
2
−1
) 2(2−s)
n−2 u2α(x)
≤ C36u2α(x). (5.3.91)
Puisque λα ∈]0, K(n, s)−1[, on obtient avec (5.3.90) que
∫
M
(∇(f0uα),∇uα)gdvg ≤ C37
∫
M
u2α(x)dvg, (5.3.92)
avec C37 > 0 indépendante de α. Intégrons par partie
∫
M
(∇f0,∇uα)guαdvg =
∫
M
1
2
u2α∆g(f0)dvg ≤ C38
∫
M
u2αdvg, (5.3.93)
avec C38 > 0 indépendante de α. Combinons (5.3.93) et (5.3.92) avec (5.3.89) :
∫
M
η20r
2
0|∇uα|2gdvg ≤ C39
∫
M
u2αdvg, (5.3.94)
avec C39 > 0 indépendante de α. Ensemble, les relations (5.3.87), (5.3.88) et (5.3.94)
donnent ∫
M
|∇(η0uα)|2δ̃0dx ≤
∫
M
|∇uα|2gdvg + C40
∫
M
u2αdvg, (5.3.95)
avec C40 > 0 indépendante de α.
D’autre part, le Lemme de Gauß implique que dδ̃0(x, x0) = dg(x, x0) = | exp−1x0 (x)|. En
écrivant dx = dvg + (1−
√
det(g))dx, on obtient avec le développement de Cartan de la
métrique g
∫
M
|η0uα|2∗(s)
dδ̃0(x, x0)
s
dx ≥
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg −
∫
M
|η0uα|2∗(s)
dg(x, x0)s
C41r
2
0(x)dx, (5.3.96)
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avec C41 > 0 indépendante de α. Avec (5.3.91) , on tire
∫
M
r20(x)|η0uα|2
∗(s)
dg(x, x0)s
dx ≤ C42
∫
M
(
uα(x)dg(x, x0)
n
2
−1
) 2(2−s)
n−2 u2α(x)dvg
≤ C43
∫
M
u2α(x)dvg, (5.3.97)
avec C42, C43 > 0 indépendantes de α. Puisque pour tout α > 0,
∫
M
dg(x, x0)
−s|η0uα|2
∗(s)dvg ≤ 1
et
∫
M
u2αdvg = o(1) à une sous-suite près, il s’ensuit de (5.3.96) et (5.3.97) que
(∫
M
|η0uα|2∗(s)
dδ̃0(x, x0)
s
dx
) 2
2∗(s)
≥
(∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg − C43
∫
M
u2α(x)dvg
) 2
2∗(s)
≥
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg − C43
∫
M
u2α(x)dvg. (5.3.98)
Maintenant, la définition de η0 donne que
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg ≥
∫
M
u
2∗(s)
α
dg(x, x0)s
dvg −
∫
M\Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg. (5.3.99)
Puisque uα → 0 lorsque α → +∞ dans C0loc(M \ {x0}) (voir Proposition 5.2.1), donc il
existe une constante C44 > 0 indépendante de α telle que
∫
M\Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg ≤ sup
x∈M\Bρ(x0)
(
u
2∗(s)−2
α
dg(x, x0)s
)∫
M\Bρ(x0)
u2αdvg
≤ C44
∫
M
u2αdvg. (5.3.100)
En combinant (5.3.71), (5.3.99) et (5.3.100), on aura
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg ≥
1
λα
(∫
M
|∇uα|2gdvg + α
∫
M
u2αdvg
)
−C44
∫
M
u2αdvg. (5.3.101)
Ensemble, les relations (5.3.101), (5.3.98) et avec le fait que λα < K(n, s)−1 donnent
(∫
M
|η0uα|2∗(s)
dδ̃0(x, x0)
s
dx
) 2
2∗(s)
≥ K(n, s)
∫
M
|∇uα|2gdvg+(αK(n, s)−C45)
∫
M
u2αdvg, (5.3.102)
avec C45 > 0 indépendante de α. Combinons maintenant (5.3.95), (5.3.102) avec (5.3.86)
(C46 − α)
∫
M
u2αdvg ≥ 0, (5.3.103)
avec C46 > 0 indépendante de α. Contradiction car α → +∞. Ceci termine la preuve du
Théorème 5.1.1.
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5.3.2 Inégalités optimales de Hardy-Sobolev : Preuve
Preuve du Théorème 5.1.2 : En effet, l’inégalité optimale (5.1.1) est le résultat du
Théorème 5.1.1. On note B := B0(M, g, s, x0) (pour simplifier). Il s’ensuit de (5.1.1) et
de la définition (5.2.3) de Iα que
K(n, s)−1 ≤ inf
u∈H21 (M)\{0}
IK(n,s)−1B(u) (5.3.104)
On reprend la suite des fonctions-tests (wǫ)ǫ définie sur M comme dans (3.1.6) (dans la
Proposition 3.1.1). Il s’ensuit de cette Proposition 3.1.1 que
IK(n,s)−1B(wǫ) = K(n, s)
−1 + γnΩn(x0)θǫ + o(θǫ)
lorsque ǫ → 0, avec γn > 0 pour tout n ≥ 3, θǫ := ǫ2 si n ≥ 5, θǫ := ǫ2 ln(ǫ−1) si n = 4,
θǫ := ǫ si n = 3, et
Ωn(x0) := K(n, s)
−1B − (n− 2)(6− s)
12(2n− 2− s)Scalg(x0) si n ≥ 4 ; Ω3(x0) := −βx0(x0),
βx0(x0) étant la masse de la fonction de Green de l’opérateur ∆g +
B0(M,g,s,x0)
K(3,s)
en x0 (voir
Appendice V). De (5.3.104), on tire que Ωn(M, g, s, x0) ≥ 0. D’où (5.1.2). 
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Chapitre 6
Appendices
6.1 Appendice 1 : Résultats de géométrie différentielle
et d’Analyse.
6.1.1 Rappel sur la carte exponentielle.
6.1.1.1 Géodésiques et Fonctions exponentielles
Fonctions exponentielles. Soient (M, g) une variété Riemannienne de dimension n,
∇ la connexion de Levi-Civita associée à g et x ∈ M . Pour X ∈ TxM , on note γx,X(t)
l’unique géodésique sur M de paramètre t dans [0, ǫ(X)] qui vérifie
γx,X(0) = x et
d
dt
γx,X(0) = X. (6.1.1)
On note t0(X) = sup{ǫ(X); t ∈ [0, ǫ(X)] 7→ γx,X(t) est définie}.
Définition 6.1.1 Soit x ∈M . L’application exponentielle en x est définie par
expx : χ̂x(M) → M
X → γx,X(1).
Notons que, l’application exponentielle expx est bien définie car M est compacte donc
complète.
Définition 6.1.2 On définit la métrique Euclidienne δ sur Rn, pour tous v, w ∈ Rn,
par :
δ(v, w) =
n∑
i,j=1
viwjδij (6.1.2)
où les vk, wk, k = 1, . . . , n désignent respectivement les composantes des vecteurs v et w
dans une repère orthonormale de Rn, δij étant le symbole de Kronecker.
Soit maintenant {e1, . . . , en} une base orthonormée de (TxM, g(x)). L’application suivante
Φx : (TxM, g(x)) → (Rn, δ)
X = X iei → (X1, . . . , Xn)
est une isométrie vectorielle, i.e. Φx est une isomorphisme algébrique et pour tout X ∈
TxM , ‖X‖g(x) = ‖(X i)i‖δ. On note χx = Φx(χ̂x).
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Proposition 6.1.1 Pour tout x ∈ M , il existe ǫ > 0 et un ouvert Ωx ⊂ M contenant x
tel que l’application expx ◦Φ−1x : B(0, ǫ) → Ωx est un difféomorphisme.
Remarque : Dorénavent, on identifie l’application expx ◦Φ−1x avec l’application expo-
nentielle expx.
6.1.1.2 Cartes exponentielles et propriétés
Définition 6.1.3 (Carte exponentielle.) Soit x ∈ M . Le couple (Ωx, exp−1x ) défini
comme dans la proposition (6.1.1) est une carte différentiable compatible avec l’atlas dif-
férentiable maximal de M et est appelée la " carte exponentielle au point x ", et les
coordonnées associées à la carte exponentielle sont appelées " les coordonnées géodésiques
normales au point x".
Proposition 6.1.2 Soit x ∈M . La carte exponentielle (Ωx, exp−1x ) au point x vérifie les
propriétés suivantes :
1/ (Ωx, exp−1x ) est une carte normale au point x, i.e.
(exp∗x g)(0) = δ (6.1.3)
2/ Pour tout X ∈ TxM et pour t suffisament petit, on a
exp−1x (γx,X(t)) = (tX
1, . . . , tXn), (6.1.4)
où les X i désignent les composantes de X dans (Ωx, exp−1x ), et γx,X(t) est comme dans
(6.1.1).
Définition 6.1.4 (Rayon d’injectivité). É tant donné (M, g) une variété Rieman-
nienne complète, x ∈ M . On définit le rayon d’injectivité de (M, g) au point x, et on
le note ig(x), comme étant le plus grand des réels strictements positifs r pour lesquels
toute géodésique γ : [a, b] → M isuue de x et de longueur lg(γ) := g(x)(γ′, γ′) ≤ r, est
forcément minimisante, c.à.d. dg(γ(a), γ(b)) = lg(γ). On définit le rayon d’injéctivité de
la variété (M, g) par ig(M) = infx∈M ig(x).
Notons que : ig(M) > 0 car M est une variété compacte.
6.1.2 Métriques et normes équivalentes.
Soit (M, g) une variété Riemannienne compacte de dimension n. Soient ǫ ∈]0, ig(M)[
et x ∈M . D’après la Proposition (6.1.1), il existe alors une carte exponentielle (Ωx, exp−1x )
au voisinage de x telle que Ωx est centré en x et exp−1x (Ωx) = B(0, ǫ). On a clairement
M =
⋃
x∈M
(Ωx, exp
−1
x ). (6.1.5)
6.1.2.1 Approximation Euclidienne d’une métrique Riemannienne et de son
inverse
Théorème 6.1.1 Soit (M, g) une variété Riemannienne compacte de dimension n.
Alors il existe une constante C > 0 telle que pour tout ǫ ∈]0, ig(M)[, ils existent N
122
cartes exponentielles (Ω′x1 , exp
−1
x1
), . . . , (Ω′xN , exp
−1
xN
) de M centrées en x1, . . . , xN ∈ M
respectivement tel que pour tout k ∈ {1, . . . , N} et tout x ∈ Ω′xk , on a :
|g(k)ij (x)− δij| < ǫ et |gij(k)(x)− δij| < Cǫ (6.1.6)
où C = C(M, g) > 0 et les g(k)ij ,(resp. les g
ij
(k)) i, j ∈ {1, . . . , n}, désignent les composantes
de la métrique g (resp. de la matrice inverse g−1) dans la carte exponentielle (Ω′xk , exp
−1
xk
).
Preuve du Théorème 6.1.1 : On procède par étapes.
Ière Étape : Pour tous ǫ ∈]0, ig(M)[ et x ∈ M , il existe ρx > 0 tel que pour tout
p ∈ Bρx(0), on a :
|(exp∗x g(p))ij − δij| ≤ ǫ. (6.1.7)
En effet, Soient ǫ ∈]0, ig(M)[ et x ∈M . La continuité de exp∗x g en 0 implique qu’il existe
ρx > 0 tel que pour tout p ∈ Bρx(0) ⊂ Rn, on a :
‖ exp∗x g(p)− exp∗x g(0)‖∞ < ǫ.
Donc pour tous v, w ∈ Rn, ‖v‖δ = ‖w‖δ = 1, on a
| exp∗x g(p)(v, w)− exp∗x g(0)(v, w)| < ǫ.
Or (Ωx, exp−1x ) est une carte normale en x, i.e. (exp
∗
x g)(0) = δ. Par suite, on a
δ(v, w)− ǫ < exp∗x g(p)(v, w) < δ(v, w) + ǫ.
Pour tous v, w ∈ Rn, v, w 6= 0 et tout p ∈ Bρx(0), on a alors :
δ(v, w)− ǫ‖v‖δ‖w‖δ < exp∗x g(p)(v, w) < δ(v, w) + ǫ‖v‖δ‖w‖δ.
Maintenant en posant v = ei, w = ej, i, j ∈ {1, . . . , n}, on tire de l’inégalité précédente
que
δij − ǫ < (exp∗x g(p))ij < δij + ǫ.
D’où le résultat.
IIème Étape : Pour tout ǫ ∈]0, ig(M)[, ils existent N ouverts Ω′1, . . . ,Ω′N de M centrés
en x1, . . . , xN ∈M respectivement tel que pour tout k ∈ {1, . . . , N}, tout x ∈ Ω′k, on a :
|g(k)ij (x)− δij| < ǫ. (6.1.8)
En effet, soit ǫ > 0. D’après la première étape, il existe, pour tout x ∈M , ρx > 0 tel que
pour tout p ∈ Bρx(0), on a :
|(exp∗x g(p))ij − δij| ≤ ǫ.
D’autre part, on pose pour tout x ∈M , l’ouvert Ω′x de M centré en x tel que
exp−1x (Ω
′
x) = Bρx(0).
On a clairement que M =
⋃
x∈M Ω
′
x. M étant compacte, donc ils existent N points
x1, . . . , xN dans M et N cartes (Ω′x1 , exp
−1
x1
), . . . , (Ω′xN , exp
−1
xN
) centrées en x1, . . . , xN res-
pectivement et telles que pour tout k ∈ {1, . . . , N}, on a :
exp−1xk (Ω
′
xk
) = Bρx(0) et M =
N⋃
k=1
(Ω′xk , exp
−1
xk
).
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Maintenant soient k ∈ {1, . . . , N} et x ∈ Ω′xk . Pour tout X ∈ TxM , on pose p = exp−1xk (x)
et v = d(exp−1xk )(x)X. Soit {ei, i = 1, . . . , n} une base orthonormale de Rn. On a pour
tous i, j ∈ {1, . . . , n} :
g
(k)
ij (x) = < d expxk(exp
−1
xk
(x))ei, d expxk(exp
−1
xk
(x))ej >g(x)
= < d expxk(p)ei, d expxk(p)ej >g(x) .
Aussi,
(exp∗xk g(p))ij = < ei, ej >exp∗xk g(p)
= exp∗xk g(p)(ei, ej)
= g(x)(d expxk(expxk(p))ei, d expxk(expxk(p))ej) = g
(k)
ij (x).
Il s’ensuit que pour tout k ∈ {1, . . . , N}, tout x ∈ Ω′xk et tous i, j ∈ {1, . . . , n} on a :
|gij(x)− δij| ≤ ǫ.
IIIème Étape : Pour tout ǫ ∈]0, ig(M)[, ils existentN cartes exponentielles (Ω′x1 , exp−1x1 ), . . . , (Ω′xN , exp−1xN )
de M centrées en x1, . . . , xN ∈ M respectivement et 0 < δǫ := Cǫ, C = C(M, g) > tels
que pour tout k ∈ {1, . . . , N}, tout x ∈ Ω′xk on a
|gij(k)(x)− δij| < δǫ, (6.1.9)
En effet, soit ǫ > 0. On construit un recouvrement de M par des cartes exponentielles tel
que
M =
N⋃
k=1
(Ω′xk , exp
−1
xk
).
Soient k ∈ {1, . . . , N}, x ∈ Ω′xk et X ∈ TxM . D’après les étapes précédentes, on a, pour
tous i, j ∈ {1, . . . , n} que :
|g(k)ij (x)− δij| ≤ ǫ,
où les g(k)ij , i, j ∈ {1, . . . , n}, désignent les composantes de la métrique g dans la carte
exponentielle (Ω′k, exp
−1
xk
), autrement dit
Diagn(1− ǫ, . . . , 1− ǫ) ≤ g(k)(x) ≤ Diagn(1 + ǫ, . . . , 1 + ǫ).
Comme g(k)(x) est une matrice symétrique et réelle donc elle est diagonalisable. Par suite,
on a :
(1− ǫ)n ≤ det(g(k))(x) ≤ (1 + ǫ)n.
Puisque det(g(k)−1) = det(g(k))−1 alors Donc il existe C1 > 0 indépendante de ǫ telle que
1− C1ǫ ≤ det(g(k)−1) ≤ 1 + C1ǫ.
Or g−1 étant la matrice inverse de g donc
gij(k)(x) = det(g)
−1(x)
∑
σ
(−1)ε(σ)g1σ(1) × . . .× gi−1σ(i−1) × gi+1σ(i+1) × . . .× gnσ(n).
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Deux cas à distinguer :
Cas III.1 : i 6= j. Dans ce cas, on a σ 6= Idn−1. Par suite,
|gij(k)(x)| ≤ |1 + C2ǫ|
∑
σ 6=Idn−1
(−1)ε(σ)ǫp(σ)(1 + ǫ)n−1−p(σ),
avec C2 > 0 indépendante de ǫ. Puisque pour tout σ, on a σ 6= Idn−1, donc p(σ) ∈ N∗.
Par suite,
|gij(k)(x)| ≤ |1 + C3ǫ|ǫh(ǫ)
avec avec C3 > 0 indépendante de ǫ et h(ǫ) =
∑
σ(−1)ε(σ)ǫp(σ)−1(1+ ǫ)n−1−p(σ) est bornée
quand ǫ→ 0. D’où
|gij(k)(x)| ≤ C4ǫ, (6.1.10)
avec C4 > 0 indépendante de ǫ.
Cas III.2 : i = j. Dans ce cas,
gii(k)(x) = det(g)
−1(x)


∏
s 6=i
gss(x) +
∑
σ 6=Idn−1
(−1)ε(σ)
∏
s 6=i
gsσ(s)(x)

 .
Il s’ensuit que :
gii(k)(x) ≤ (1 + C5ǫ)[(1 + ǫ)n−1 +
∑
σ 6=Idn−1
ǫp(σ)(1 + ǫ)n−1−p(σ)]
= 1 + C6ǫ, (6.1.11)
avec C5, C6 > 0 indépendantes de ǫ. On a donc
gii(k)(x) ≥ (1− C7ǫ)

(1− ǫ)n−1 +
∑
σ 6=Idn−1,ε(σ)∈2Z
∏
s 6=i
gsσ(s)(x)
−
∑
σ 6=Idn−1,ε(σ)/∈2Z
∏
s 6=i
gsσ(s)(x)


≥ (1− C7ǫ)[1−O6,1(ǫ) +
∑
σ 6=Idn−1,ε(σ)∈2Z
(−1)p(σ)ǫp(σ)(1 + ǫ)n−1−p(σ)
−
∑
σ 6=Idn−1,ε(σ)/∈2Z
(−1)p(σ)ǫp(σ)(1 + ǫ)n−1−p(σ)]
= 1− C8ǫ, (6.1.12)
avec C7, C8 > 0 indépendantes de ǫ. En posant que C9 = max{C8, C1}, et avec (6.1.11)
et (6.1.12) on aura
|gii(k)(x)− 1| ≤ C9ǫ. (6.1.13)
En combinant (6.1.10) avec (6.1.13) et en posant que C10 = max{C4, C9} on tire, pour
tous i, j ∈ {1, . . . , n}, que
|gij(k)(x)− δij| < C10ǫ.
D’où le résultat. 
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6.1.2.2 Équivalence des normes tensorielles Riemanniennes
Théorème 6.1.2 Soient M une variété différentiable compacte de dimension n ≥ 1, g
et g̃ deux métriques Riemanniennes définies sur M . Soit T ∈
⊗p T ∗M , p ∈ N∗. Alors
les normes tensorielles ‖T‖g et ‖T‖g̃ sont équivalentes. Autrement dit, il existe B =
(M, g, g̃) > 0 telle que
B−1‖T‖g̃ ≤ ‖T‖g ≤ B‖T‖g̃. (6.1.14)
Preuve du Théorème 6.1.1 : On procède par étapes.
Ière Étape : Soit T ∈⊗p T ∗M , p ∈ N∗. On démontre qu’il existe C = C(n, p) > 0 telle
que pour tout ǫ ∈]0, ig(M)[, ils existentN cartes exponentielles (Ω′x1 , exp−1x1 ), . . . , (Ω′xN , exp−1xN )
de M centrées en x1, . . . , xN ∈ M respectivement tels que pour tout k ∈ {1, . . . , N} et
tout x ∈ Ω′xk on a tel que
‖T (x)‖δ(1− Cǫ) ≤ ‖T (x)‖g ≤ ‖T (x)‖δ(1 + Cǫ) (6.1.15)
où δ désigne la métrique Euclidienne dans la carte (Ω′xk , exp
−1
xk
) et ‖T (x)‖δ =
∑n
i1,...,ip=1
T 2i1,...,ip(x)
et Ti1,...,ip(x) sont les composantes locales de T (x) quand x ∈ Ω′xk .
En effet, soit ǫ ∈]0, ig(M)[. Pour cet ǫ > 0, il existe N cartes exponentielles (Ω′xk , exp−1xk )
centrée en un point xk de M telle que
M =
N⋃
k=1
(Ω′xk , exp
−1
xk
),
et que pour tout k ∈ {1, . . . , N}, et tout x ∈ Ω′xk , on a :
|gij(k)(x)− δij| ≤ C1ǫ, (6.1.16)
où C1 > 0 est une constante et les g
ij
(k), i, j ∈ {1, . . . , n}, désignent les composantes de
g−1 la matrice inverse de la métrique g dans la carte exponentielle (Ω′k, exp
−1
xk
).
D’autre part, on a
‖T (x)‖2g(k)(x) = g
i1j1
(k) (x)× . . .× g
ipjp
(k) (x)Ti1...ip(x)Tj1...jp(x)
= δi1j1 × . . .× δipjpTi1...ip(x)Tj1...jp(x)
+(gi1j1(k) (x)− δi1j1)× . . .× (g
ipjp
(k) (x)− δipjp)Ti1...ip(x)Tj1...jp(x)
+
p−1∑
r=1
δi1j1 × . . .× δirjr(gir+1jr+1(k) (x)− δir+1jr+1)× . . .× (g
ipjp
(k) (x)− δipjp)
×Ti1...ip(x)Tj1...jp(x)
= ‖T (x)‖2δ +
n∑
i1,j1,...,ip,jp=1
p∏
s=1
(gisjs(k) (x)− δisjs)Ti1...ip(x)Tj1...jp(x)
+
p−1∑
r=1
r∏
s=1
δisjs
p∏
s=r+1
(gisjs(k) (x)− δisjs)Ti1...ip(x)Tj1...jp(x) (6.1.17)
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De (6.1.16) et (6.1.17) que
∣∣∣‖T (x)‖2g(k)(x) − ‖T (x)‖
2
δ
∣∣∣ ≤
n∑
i1,j1,...,ip,jp=1
p∏
s=1
|gisjs(k) (x)− δisjs | × |Ti1...ip(x)Tj1...jp(x)|
+
p−1∑
r=1
p∏
s=r+1
|gisjs(k) (x)− δisjs | × |Ti1...ip(x)Ti1...irjr+1...jp(x)|
≤ C1ǫp
n∑
i1,j1,...,ip,jp=1
|Ti1...ip(x)Tj1...jp(x)|
+
p−1∑
r=1
n∑
(i1...ir,ir+1,jr+1,...,ip,jp)=1
C1ǫ
p−r|Ti1...ip(x)Ti1...irjr+1...jp(x)|
≤ C1
(
ǫp + (p− 1)
p−1∑
r=1
ǫp−r
)
n∑
i1,j1,...,ip,jp=1
|Ti1...ip(x)Tj1...jp(x)|
Or
n∑
i1,j1,...,ip,jp=1
|Ti1...ip(x)Tj1...jp(x)| =
n∑
i1,...,ip=1
√
T 2i1,...,ip(x)×
n∑
j1,...,jp=1
√
T 2j1,...,jp(x)
≤ np
√√√√
n∑
i1,...,ip=1
T 2i1,...,ip(x)× n
p
√√√√
n∑
j1,...,jp=1
T 2j1,...,jp(x)
≤ n2p‖T (x)‖2δ .
Par suite, il existe une constante C = C(n, p) > 0 telle que
∣∣∣‖T (x)‖2g(k)(x) − ‖T (x)‖
2
δ
∣∣∣ ≤ Cǫ‖T (x)‖2δ .
D’où (6.1.15).
IIème Étape : On démontre ici l’inégalité (6.1.14).
Pour cela, on fixe xk ∈M, k = {1, . . . , N} comme dans l’étape I. On considère (Ω′k, exp−1xk , g)
la carte exponentielle pour la métrique g et on note g̃ij les coordonnées de g̃ dans la carte
(Ω′k, exp
−1
xk
, g). Dans cette carte, on a :
‖T (x)‖2g̃(x) = gi1j1(k) · · · g
ipjp
(k) T
(k)
i1,...,ip
(x)T
(k)
j1,...,jp
(x)
≤ C1
N∑
i1,...,ip=1
|T (k)i1,...,ip(x)|
2 = C1‖T (x)‖2δ
où δ est la métrique Euclidienne dans la carte (Ω′k, exp
−1
xk
, g). Il s’ensuit de l’étape I que
‖T (x)‖2g̃(x) ≤ C1 × C2‖T (x)‖2g(x).
Les rôles de g et g̃ dans cette étape étant symétrique, il existe donc B > 0 telle que
B−1‖T‖g ≤ ‖T‖g̃ ≤ ‖T‖g.
D’où (6.1.14). Ceci termine la preuve de ce Théorème. 
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6.1.2.3 Équivalence entre distance Riemannienne et normes Euclidiennes
Théorème 6.1.3 Soient (M, g) une variété Riemannienne complète de dimension n et
x ∈ M . On considère une boule exponentielle (Br(x), exp−1x ) centrée en x et de rayon
r ∈]0, ig(M)[. Alors il existe une constante C = C(M, g) ≥ 0 telle que pour tous X, Y ∈
Br(0) ⊆ Rn, on a :
C−1‖X − Y ‖δ ≤ dg(expx(X), expx(Y )) ≤ C‖X − Y ‖δ
où ‖ · ‖δ désigne la norme Euclidienne définie sur Rn.
Preuve du Théorème 6.1.3 : M étant complète donc, d’après le Théorème de Hopf-
Rinow, Br(x), qui est la fermeture de la boule ouverte Br(0), est une partie compacte de
M . En plus Br(x), munie de la métrique induite i∗g de g, où i est l’inclusion naturelle de
Br(x) dans M , est une variété Riemannienne compacte. On suppose pour simplifier que
i∗g ≡ g.
Soit maintenant X, Y ∈ B(0, r). On sait que la distance Riemannienne entre expx(X) et
expx(Y ) est définie par
dg(expx(X), expx(Y )) := inf{lg(γ̃); γ̃ : [0, 1] →M est C1 − par morceaux
telle que γ̃(0) = expx(X), γ̃(1) = expx(Y )}.
Soit γ le chemin C1−morceaux définie par
γ : [0, 1] → M
t 7→ expx ((1− t)X + tY ) .
La boule Euclidienne Br(0) étant convexe et X, Y ∈ Br(0) donc pour tout t ∈ [0, 1], on a
(1− t)X + tY ∈ Br(0). Par suite, pour tout t ∈ [0, 1], on a γ(t) ∈ Br(x). D’autre part, on
a :
dg(expx(X), expx(Y )) ≤ l(γ) =
∫ 1
0
‖γ′(t)‖g(γ(t))dt
=
∫ 1
0
√
gij(γ(t))(γ′)i(t)(γ′)j(t)dt
où les γi et les gij désignent respectivement les coordonnées de γ et les composantes de
la métrique g dans la carte (Br(x), exp−1x ). Il s’ensuit que pour tout i ∈ {1, . . . , n} on a :
γi(t) = ((1− t)X + tY )i, donc (γ′)i = (Y −X)i. D’où il existe une constante C1 > 0 telle
que
dg(expx(X), expx(Y )) ≤
∫ 1
0
√
gij(γ(t))(Y −X)i(Y −X)jdt
≤ ‖X − Y ‖δ sup{
√
|gij(q)|, q ∈ Br(x)}
≤ C1‖X − Y ‖δ. (6.1.18)
D’autre part, puisque X, Y ∈ Br(0) donc expx(X), expx(Y ) ∈ Br(x) qui est convexe
(D’après le Théorème de Whitehead) dans le sens où il existe une unique géodésique
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minimisante γ : [0, 1] → Br(x) joingnant expx(X) à expx(Y ). Soit alors Γ le chemin défini
par
Γ : [0, 1] → Br(0)
t 7→ exp−1x ◦γ(t).
Il est clair que Γ est un chemin C1−par morceaux inclus entièrement dans Br(0) et
joingnant X à Y . Alors on a :
‖X − Y ‖δ ≤ lg(Γ) :=
∫ 1
0
√√√√
n∑
i=1
(Γi)′2(t)dt
où les Γi désignent les coordonnées de Γ dans la carte (Br(x), exp−1x ). Donc pour tout
i ∈ {1, . . . , n}, on a que
(Γi)′(t) =
(
exp−1x (γ(t))
i
)′
(t) = (γi)′(t)
où les γi désignent les coordonnées de γ dans la carte (Br(x), exp−1x ). La boule fermé
(Br(x), g) étant une variété Riemannienne compacte donc on peut demander que la mé-
trique g sur Br(x) vérifie
C−12 δ ≤ g ≤ C2δ
où C2 > 0, δ est la métrique Euclidienne définie sur (Br(x), g) (via la fonction exponen-
tielle : δ ≡ (exp−1x )∗) et l’inégalité est prise entre formes bilinéaires. Puisque la courbe
γ(t) est entièrement incluse dans Br(x) donc, d’après l’inégalité précédente, on a que
C−12 δ(γ
′(t), γ′(t)) ≤ g(γ(t))(γ′(t), γ′(t)) ≤ C2δ(γ′(t), γ′(t)).
Dans la carte (Br(x), exp−1x ), ceci est équivalent à dire que
C−12 δ(d exp
−1
x (γt) · γ′(t), d exp−1x (γt) · γ′(t))
≤ exp∗x g(exp−1x (γt))(d exp−1x (γt) · γ′(t), d exp−1x (γt) · γ′(t))
≤ C2δ(d exp−1x (γt) · γ′(t), d exp−1x (γt) · γ′(t))
avec γt = γ(t). Puisque Γ(t) = exp−1x (γt) et Γ
′(t) = d exp−1x (γt)(γ
′(t)), il s’ensuit
C−12 δ(Γ
′(t),Γ′(t)) ≤ exp∗x g(Γ(t))(Γ′(t),Γ′(t)) ≤ C2δ(Γ′(t),Γ′(t)).
D’où
‖X − Y ‖δ ≤
∫ 1
0
√√√√
n∑
i=1
(Γi)′2(t)dt
≤
∫ 1
0
√
δ(Γ′(t),Γ′(t))dt
≤
∫ 1
0
√
C2 exp∗x g(Γ(t))(Γ
′(t),Γ′(t))dt
=
∫ 1
0
√
C2(exp∗x g)ij(Γ(t))Γ
′
i(t),Γ
′
j(t))dt
≤
√
C2
∫ 1
0
√√√√
n∑
i,j=1
gij(γ(t))(γi)′(t)(γj)′(t)dt
=
√
C2dg(expx(X), expx(Y )). (6.1.19)
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En combinant (6.1.18) et (6.1.19), on tire le résultat demandé.
6.2 Résultats d’Analyse sur les variétés.
Définition 6.2.1 Étant donné (M, g) une variété Riemannienne compacte de dimension
n, k un entier, et p ≥ 1 un réel, on définit l’espace de Sobolev Hpk(M) comme étant le
complété de C∞(M) pour la norme
‖u‖Hpk (M) =
k∑
j=0
(∫
M
|∇ju|pdνg
) 1
p
,
dvg désigne la forme volume Riemannienne sur (M, g).
Remarque : L’espace (Hpk(M), ‖ · ‖Hpk (M)) peut être vu comme étant le sous-espace
formé des fonctions u ∈ Lp(M) qui sont limites d’une suite de Cauchy (um)m dans
(C∞(M); ‖ · ‖Hpk (M)) pour la norme ‖ · ‖p.
Théorème 6.2.1 Soient (M, g) une variété Riemannienne compacte de dimension n, k
un entier, et p ≥ 1 un réel. L’espace de Sobolev (Hpk(M), ‖ · ‖Hpk (M)) est un espace de
Banach, réflexif (si p 6= 1), séparable et ne dépend pas de point de vue ensembliste de la
métrique g.
Preuve du Théorème 6.2.1 : On procède par étapes.
Ière étape : Hpk(M) étant le complété de l’espace vectoriel normé (C
∞(M); ‖ · ‖Hpk (M)),
alors (Hpk(M), ‖ · ‖Hpk (M)) est un espace de Banach.
IIème étape : On démontre dans cette étape le lemme suivant :
Lemme 6.2.1 Soit M une variété différentiable de dimension n. Soient g et g̃ deux
métriques Riemannienne définies sur M , et soient ∇ et ∇̃ les connexions de Livi-Civita
sur M associées à g et g̃. Soit u : M → R une fonction de classe C∞. Soit k un entier.
Alors
∇̃ku−∇ku =
k−1∑
i=0
C(k,i)(T(k,i) ⊗∇iu)
où C(k,i) est une contraction et T(k,i) est un tenseur de degré de contravariance non nul
et dont les composantes sont en fonctions de (∂|α|Γtrs)|α|=0,...,k−1. Les Γ
t
rs (resp. les Γ̃
t
rs)
sont les symboles de Christoffel de la connexion de Levi-Civita ∇ (resp. ∇̃ ) définie sur
(M, g) (resp. sur (M, g̃)).
Preuve du Lemme 6.2.1 : on va démontrer le Lemme par récurrence sur k : Tout
d’abord, on définit T comme étant le tenseur (2−cov. , 1−contrav.) surM de composantes
locales
T αij = −(Γ̃αij − Γαij).
T est bien un tenseur sur M . En effet, T est définie intrinsèquement comme étant l’ap-
plication R−trilinéaire suivante :
T : TM × TM × T ∗M → R
(X, Y, w) → w
(
∇̃XY −∇XY
)
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Il suffit donc de démontrer que T est C∞(M)-linéaire. Tout d’abord, T est évidement
C∞(M)-linéaire par rapport à w, et puisque ∇ est C∞(M)-linéaire par rapport à X,
donc T l’est encore. Reste à montrer que T est C∞(M)-linéaire par rapport à Y . Pour
cela, soit (X, Y, w) ∈ TM × TM × T ∗M , et soit f ∈ C∞(M). On a
T (X, fY, w) = w
(
∇̃X(fY )−∇X(fY )
)
= w
(
(X · f)Y + f∇̃XY − (X · f)Y − f∇XY
)
= fw
(
∇̃XY −∇XY
)
= fT (X, Y, w).
D’où T est un tenseur sur M .
Commençons maintenant la récurrence :
Pour k = 1 : on a
(∇̃u)i − (∇u)i = ∂iu− ∂iu = 0 · ∇0u.
Pour k = 2 :
(∇̃2u)ij − (∇2u)ij = ∂i∂ju− Γ̃αij∂αu− ∂i∂ju+ Γβij∂βu
= −(Γ̃αij − Γαij)∂αu.
On constate que
∇̃2u−∇2u = C11 (T ⊗∇u) .
Pour k = 3 : En effet,
∇̃3u−∇3u = ∇̃(∇̃2u)−∇(∇2u)
= ∇̃(∇̃2u)− ∇̃(∇2u) + ∇̃(∇2u)−∇(∇2u)
= ∇̃(∇̃2u−∇2u) + {∇̃(∇2u)−∇(∇2u)}.
Explicitons les deux derniers termes :
On a, d’après le cas k = 2, que
∇̃(∇̃2u−∇2u) = ∇̃(C11T ⊗∇u)
= C11∇̃(T ⊗∇u)
= C11(∇̃T ⊗∇u) + C11(T ⊗ ∇̃∇u)
= C11(∇̃T ⊗∇u) + C11(T ⊗∇2u) + C11 [T ⊗ (∇̃ − ∇)(∇u)].
Mais on a, pour tout i,
(∇̃i −∇i)(∇u)j = −(Γ̃αij − Γαij)(∇u)α
= T αij(∇u)α,
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donc
(∇̃ − ∇)(∇u) = C11(T ⊗∇u).
par suite,
∇̃(∇̃2u−∇2u) = C11(∇̃T ⊗∇u) + C11(T ⊗∇2u) + C11
(
C11(T ⊗∇u)
)
(6.2.20)
avec T ′ = C11 (C
1
1(T ⊗∇u)) est un tenseur 2 − cov. de composantes locales T ′ij = T βik ·
T αjβ · (∇u)α. D’autre part on a, pour tout i,
{∇̃i(∇2u)−∇i(∇2u)}jk = {−(Γ̃αij − Γαij)(∇2u)αk − (Γ̃αik − Γαik)(∇2u)jα}.
Donc
∇̃(∇̃2u−∇2u) = C11(T ⊗∇2u) + C12(T ⊗∇2u). (6.2.21)
Et le résultat est démontré en combinant 6.2.20 avec 6.2.21.
Démontrons maintenant le théorème par récurrence : On a démontré que le résultat
est vrai pour k = 2, 3. Supposons que c’est vrai pour k, et démontrons-le pour k + 1. En
effet, le théorème est vrai pour k, i.e.
∇̃ku−∇ku =
k−1∑
i=1
C(k,i)
(
T(k,i) ⊗∇iu
)
,
où C(k,i) est une contraction d’un tenseur T(k,i) de degré de contravariance non nul avec
∇iu. D’autre part, on a
∇̃k+1u−∇k+1u = ∇̃(∇̃ku)−∇(∇ku)
= ∇̃(∇̃ku)− ∇̃(∇ku) + ∇̃(∇ku)−∇(∇ku)
= ∇̃(∇̃ku−∇ku) + {∇̃(∇ku)−∇(∇ku)}.
Explicitons les deux derniers termes : On a, d’après l’hypothèse de récurrence, que
∇̃(∇̃ku−∇ku) = ∇̃
(
k−1∑
i=1
C(k,i)(T(k,i) ⊗∇iu)
)
=
k−1∑
i=1
C(k,i)∇̃(T(k,i) ⊗∇iu)
=
k−1∑
i=1
C(k,i)(∇̃T(k,i) ⊗∇iu) +
k−1∑
i=1
C(k,i)(T(k,i) ⊗ ∇̃∇iu).
Sachant que
∇̃(∇iu) = (∇̃ − ∇)(∇iu) +∇i+1u
on obtient
∇̃(∇̃ku−∇ku) =
k−1∑
i=1
C(k,i)(∇̃T(k,i) ⊗∇iu) +
k−1∑
i=1
C(k,i)(T(k,i) ⊗∇i+1u)
+
k−1∑
i=1
C(k,i)[T(k,i) ⊗ (∇̃ − ∇)(∇iu)],
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∇iu étant un tenseur i-covariant, il s’ensuit pour tout s ∈ {1, . . . , n} que
(∇̃s −∇s)(∇iu)m1...mi =
i∑
l=1
−(Γ̃αsml − Γ
α
sml
) · (∇iu)m1...ml−1αml+1...mi
Donc
(∇̃ − ∇)(∇iu) =
i∑
l=1
C1l (T ⊗∇lu).
D’où
∇̃(∇̃ku−∇ku) =
k−1∑
i=1
C(k,i)(∇̃T(k,i) ⊗∇iu) +
k−1∑
i=1
C(k,i)(T(k,i) ⊗∇i+1u)
+
k−1∑
i=1
i∑
l=1
C(k,i)
(
T(k,i) ⊗ C1l (T ⊗∇lu)
)
. (6.2.22)
D’autre part, on a pour tout s ∈ {1, . . . , n} que
∇̃s(∇ku)m1...mk −∇s(∇ku)m1...mk =
k∑
l=1
−(Γ̃αsml − Γ
α
sml
) · (∇iu)m1...ml−1αml+1...mi .
D’où
∇̃(∇ku)−∇(∇ku) =
k∑
l=1
C l1(T ⊗∇lu). (6.2.23)
le résultat est démontré en combinant (6.2.22) avec (6.2.23). Ceci termine la preuve du
Lemme (6.2.1) et achève la 2ème étape.
IIIème étape : On démontre que L’espace de Sobolev (Hpk(M), ‖ · ‖Hpk (M)) ne dépend
pas, d’un point de vue ensembliste, de la métrique Riemannienne choisie.
En effet, soient g et g̃ deux métriques Riemannienne sur M et ∇ (resp. ∇̃) la connexion
de Levi-Civita associée à g (resp. à g̃). Démontrer que l’espace (Hpk(M), ‖ · ‖Hpk (M)) ne
dépend pas des métriques g et g̃ revient à démontrer que Hpk(M, g) = H
p
k(M, g̃), i.e. les
deux normes ‖ · ‖Hpk (M,g) et ‖ · ‖Hpk (M,g̃) sont équivalentes.
Puisque M est compact, donc g et g̃ sont équivalentes, i.e. Il existe, d’après le Théo-
rème 6.1.1, un réel c > 1 tel que
c−1 · g̃ ≤ g ≤ c · g̃
où cette inégalité doit être comprise en tant qu’inégalité entre formes bilinéaires. Soit
x ∈ M . Il existe alors un voisinage ouvert Ux normale en x. Par suite, il existe une
base (v1, · · · , vn) de TxM telle que dans cette base on a Mat(g̃) = In et Mat(g) =
diag(λ1, · · · , λn) avec pour tout i,
c−1 ≤ λi ≤ c.
D’autre part, et puisqu’on a
c−1 ≤ λi ≤ c
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donc on a dans la base (v1, · · · , vn) de TxM que
√
|g̃x| = 1
et √
|gx| =
√
λ1 · · ·λn ∈ [c
−n
2 , c
n
2 ]
Si on change maintenant la carte voisinage de x, et on considère une autre base (v′1, · · · , v′n)
de l’espace tangent TxM obtient que
√
|g̃x|(v′i)i =
√
|tP · g̃x · P | = |P | ·
√
|g̃x|(vi)i
et, de même, √
|gx|(v′i)i = |P | ·
√
|gx|(vi)i
où P est la matrice de passage de (vi)i à (v′i)i. donc
√
|g̃x|√
|gx|
ne dépend pas de la carte. Et
par suite, l’inégalité
c−1 · g̃x ≤ gx ≤ c · g̃x
implique que
c
−n
2 · dνg̃(x) ≤ dνg(x) ≤ c
n
2 · dνg̃(x) (6.2.24)
est vraie indépendament du choix de la carte en x. Par suite, elle est vraie partout dans
M indépendament du choix des cartes. Démontrons maintenant, par récurrence sur k
que : Les deux normes ‖ · ‖Hpk (M,g) et ‖ · ‖Hpk (M,g̃) définies sur l’espace H
p
k(M) sont équiva-
lentes.
Pour k = 1 : Soit u ∈ Hp1 (M, g). Le gradient de u ne dépend pas de la métrique,
i.e. ∇̃u = ∇u. On a donc
|∇̃u|g̃ = |∇u|g̃
= < ∇u,∇u >
1
2
g̃
≤ c 12 < ∇u,∇u >
1
2
g
= c
1
2 |∇u|g.
Par suite, en utilisant l’inégalité (6.2.24), on aura
‖u‖Hp1 (M,g̃) =
(∫
M
|u|pdνg̃
) 1
p
+
(∫
M
|∇̃u|pg̃dνg̃
) 1
p
≤ c n2p
(∫
M
|u|pdνg
) 1
p
+ c
n
2p c
1
2
(∫
M
|∇u|pdνg
) 1
p
≤ c n2p (c 12 + 1)‖u‖Hp1 (M,g)
< +∞
Donc u ∈ Hp1 (M, g̃) et
Hp1 (M, g) ⊆ Hp1 (M, g̃).
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De même, si u ∈ Hp1 (M, g̃), alors
‖u‖Hp1 (M,g) ≤ c
n
2p (c
1
2 + 1)‖u‖Hp1 (M,g̃).
Donc u ∈ Hp1 (M, g), et
Hp1 (M, g̃) ⊆ Hp1 (M, g).
Par suite,
Hp1 (M, g̃) = H
p
1 (M, g),
et en posant G̃(1) = c
n
2p (
√
c+ 1), on a encore
G̃−1(1)‖ · ‖Hp1 (M,g̃) ≤ ‖ · ‖Hp1 (M,g) ≤ G̃(1)‖ · ‖Hp1 (M,g̃).
On déduit que la proposition est vraie pour k = 1. Supposons maintenant que la proposi-
tion est vraie pour k, et démontrons-la pour k+1. En effet, la proposition est vraie pour
k, i.e.
Hpk(M, g) = H
p
k(M, g̃)
i.e. il existe G̃(k) > 1 tel que
G̃−1(k)‖ · ‖Hpk (M,g̃) ≤ ‖ · ‖Hpk (M,g) ≤ G̃(k)‖ · ‖Hpk (M,g̃). (6.2.25)
Pour tout u ∈ C∞(M) On a
‖u‖Hpk+1(M,g̃) =
k+1∑
i=0
‖∇̃iu‖Lp(M,g̃)
= ‖u‖Hpk (M,g̃) + ‖∇̃
k+1u‖Lp(M,g̃)
≤ G̃(k)‖u‖Hpk (M,g) + ‖∇̃
k+1u‖Lp(M,g̃).
Or
‖∇̃k+1u‖Lp(M,g̃) ≤ ‖∇̃k+1u−∇k+1u‖Lp(M,g̃) + ‖∇k+1u‖Lp(M,g̃)
= ‖
k∑
i=0
C(k,i)
(
T(k,i) ⊗∇iu
)
‖Lp(M,g̃) + ‖∇k+1u‖Lp(M,g̃)
≤
k∑
i=0
‖C(k,i)
(
T(k,i) ⊗∇iu
)
‖Lp(M,g̃) + ‖∇k+1u‖Lp(M,g̃)
=
k∑
i=0
(∫
M
∣∣C(k,i)(T(k,i) ⊗∇iu)
∣∣p
g̃
dνg̃
) 1
p
+
(∫
M
|∇k+1u|pg̃dνg̃
) 1
p
.
Puisque M est compact, alors pour tout i = 0, . . . , k, il existe L(k,i) > 0 indépendament
de u tels que ∣∣C(k,i)(T(k,i) ⊗∇iu)
∣∣
g̃
≤ L(k,i)|∇iu|g̃
et d’après le lemme ! ! il existe, pour tout i = 0, . . . , k + 1, L̆(i) > 0 indépendament de u
tels que
|∇iu|g̃ ≤ L̆(i)|∇iu|g
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Donc
‖∇̃k+1u‖Lp(M,g̃) ≤
k∑
i=0
(L(k,i)L̆(i))
(∫
M
|∇iu|pgdνg̃
) 1
p
+ L̆(k+1))
(∫
M
|∇k+1u|pgdνg̃
) 1
p
≤ L̆′(k)
k∑
i=0
(∫
M
|∇iu|pgdνg̃
) 1
p
+ L̆(k+1))
(∫
M
|∇k+1u|pgdνg̃
) 1
p
,
avec L̆′
(k)
= maxki=0{L(k,i)L̆(i)}. Donc l’inégalité (6.2.24) donne
‖∇̃k+1u‖Lp(M,g̃) ≤ L̆′
(k)
c
n
2p
k∑
i=0
(∫
M
|∇iu|pgdνg
) 1
p
+ L̆(k+1)c
n
2p
(∫
M
|∇k+1u|pgdνg
) 1
p
= L̆′
(k)
G̃(1)‖u‖Hpk (M,g) + L̆
(k+1)G̃(1)‖∇k+1u‖Lp(M,g).
Par suite,
‖u‖Hpk+1(M,g̃) ≤
(
G̃(k) + L̆′
(k)
G̃(1)
)
‖u‖Hpk (M,g) + L̆
(k+1)G̃(1)‖∇k+1u‖Lp(M,g)
≤ G̃′(k+1)‖u‖Hpk+1(M,g)
avec G̃′(k+1) = max{G̃(k) + L̆′
(k)
G̃(1); L̆
(k+1)G̃(1)}. De même, on démontre qu’il existe
G̃′′(k+1) > 1 tel que
‖u‖Hpk+1(M,g) ≤ G̃′′(k+1)‖u‖Hpk+1(M,g̃).
En posant que G̃(k+1) = max{G̃′(k+1), G̃′′(k+1)} On déduit que pour tout u ∈ C∞(M), on
a
G̃−1(k+1)‖u‖Hpk+1(M,g̃) ≤ ‖u‖Hpk+1(M,g) ≤ G̃(k+1)‖u‖Hpk+1(M,g̃). (6.2.26)
Montrons finalement que Hpk+1(M, g̃) = H
p
k+1(M, g).
Pour cela, on prend u ∈ Hpk+1(M, g̃). Il existe alors une suite de Cauchy (vi)i∈N dans
C∞(M) pour la norme ‖ · ‖Hpk+1(M,g̃) qui converge à l’infini vers u dans L
p(M, g̃). On a,
d’après l’inégalité 6.2.26, que pour tous entiers 1 < s < s′,
‖vs′ − vs‖Hpk+1(M,g) ≤ G̃(k+1)‖vs′ − vs‖Hpk+1(M,g̃).
Puisque la suite (vi)i∈N est de Cauchy dans l’espace H
p
k+1(M, g̃), donc pour tout ǫ > 0,
il existe s0 = s0(ǫ) ∈ N, tel que pour tous entiers s0 < s < s′, on a ‖vs′ − vs‖Hpk+1(M,g̃) <
ǫ
G̃(k+1)
, et par suite ‖vs′ −vs‖Hpk+1(M,g) ≤ ǫ. D’où la suite (vi)i∈N est encore de Cauchy pour
la norme ‖ · ‖Hpk+1(M,g). On a encore
‖u− vi‖Lp(M,g) =
(∫
M
|u− vi|pdνg
) 1
p
≤ c n2p
(∫
M
|u− vi|pdνg̃
) 1
p
= c
n
2p‖u− vi‖Lp(M,g̃)
i→+∞−−−−→ 0.
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On déduit que u est la limite dans Lp(M, g) de la suite de Cauchy (vi)i∈N dans l’espace
Hpk+1(M, g). Par suite u ∈ H
p
k+1(M, g). D’où
Hpk+1(M, g̃) ⊆ H
p
k+1(M, g).
De la même façon on démontre que
Hpk+1(M, g) ⊆ H
p
k+1(M, g̃).
D’où l’égalité
Hpk+1(M, g̃) = H
p
k+1(M, g),
et l’inégalité (vraie dans l’espace Hpk+1(M, g) tout entier )
G̃−1(k+1)‖ · ‖Hpk+1(M,g̃) ≤ ‖ · ‖Hpk+1(M,g) ≤ G̃(k+1)‖ · ‖Hpk+1(M,g̃).
IVème étape : On démontre dans cette étape le lemme suivant :
Lemme 6.2.2 Soient u ∈ Hpk(M), (U, x) une carte de M , et Ω un ouvert de M fortement
inclu dans U. Étant donné α un multi-indice de longueur |α|, Alors
Dα(u ◦ x−1) ∈ Lp(Ω).
Preuve du Lemme 6.2.2 : Soit u ∈ Hpk(M), alors il existe (um)m∈N une suite de
Cauchy dans C∞(M) telle que
(um)m
m→+∞−−−−→ u dansHpk(M)
alors (∇|α|um)m est une suite de Cauchy dans Lp(M). D’autre part, dans une carte
(Ω, x), x = (x1, . . . , xn) quelquonque, on a
Dα(um ◦ x−1) =
∂
∂xα1
· · · ∂
∂xαk
(um ◦ x−1)
et dans une carte normale y = (y1, . . . , yn), on a
|∇k(um ◦ y−1)|2 =
∑
i1,...,ik
(
∂
∂yi1
· · · ∂
∂yik
(um ◦ y−1)
)
alors
|Dα(um ◦ x−1)|2 = |
∂
∂xα1
· · · ∂
∂xαk
(um ◦ x−1)|2
≤ C · ∂
∂yi1
· · · ∂
∂yik
(um ◦ y−1)
≤ C · |∇k(um ◦ y−1)|2
où C = sup
{
g( ∂
∂xi1
, ∂
∂xi1
) · · · g( ∂
∂xik
, ∂
∂xik
)
}
. Donc (Dα(um ◦ x−1))m∈N est une suite de
Cauchy dans Lp(Ω) qui est un espace de Banach, donc il existe Dα(u ◦ x−1) telle que
lim
m→+∞
(Dα(um ◦ x−1))m = Dα(u ◦ x−1) dansLp(Ω)
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Soit φ ∈ C∞c (Ω), alors
< Dα(u ◦ x−1), φ > = (−1)|α|
∫
Ω
u ·Dα(φ
√
|g|)dx
= (−1)|α| lim
m→+∞
∫
Ω
um ·Dα(φ
√
|g|)dx
= lim
m→+∞
∫
Ω
(Dα(um ◦ x−1)) · φ
√
|g|dx
or
(Dα(um ◦ x−1))m m→+∞−−−−→ Dα(u ◦ x−1) dansLp(Ω)
alors
< Dα(u ◦ x−1), φ >=
∫
Ω
Dα(u ◦ x−1)φ
√
|g|dx
par suite
Dα(u ◦ x−1) = Dα(u ◦ x−1).
D’où le résultat.
Vème étape : On démontre l’espace de Sobolev (Hpk(M), ‖ · ‖Hpk (M)) est réflexif.
En effet, soit (um)m∈N une suite bornée dans , et on veut montrer qu’il existe une sous-
suite qui converge faiblement. Soit (Ωk, φk)k=1,...,N un recouvrement fini de M par des
cartes telles que pour tout k, les composantes gkij de g vérifient
1
2
δij ≤ gkij ≤ 2δij
en tant que formes bilinéaires. Et soit (ηk)k=1,...,N une partition de l’unité subordon-
née au recouvrement (Ωk)k. On fixe i ∈ {1, . . . , N}, (ηium)m∈N est à support com-
pact, bornée dans Hpk(Ωi), donc et pour tout α un multi-indice tel que |α| ≤ k, on a(
Dα(ηium ◦ φ−1i )
)
m∈N
est une suite bornée dans Lp(φi(Ωi)) qui est réflexif, donc il existe
Dαui ∈ Lp(φi(Ωi)) telle que
(
Dα(ηium ◦ φ−1i ))
)
m
m→+∞−−−−→ Dαui faiblement dansLp
où ui = Dα(ui ◦ φ−1i ). Soit maintenant φ ∈ C∞c (M), alors
< Dαui, φ > = (−1)|α|
∫
Ωi
ui ·Dα(φ
√
|g|)dx
= (−1)|α| lim
m→+∞
∫
Ωi
(ηium ◦ φ−1i ) ·Dα(φ
√
|g|)dx
= lim
m→+∞
∫
Ωi
(Dα(ηium ◦ φ−1i )) · φ
√
|g|dx
=
∫
Ωi
Dαuiφ
√
|g|dx
Donc
Dαui = Dαui
138
Soit φ ∈ C∞c (Ωi\supp(ηi)), alors
∫
Ωi
uiφ = lim
m→+∞
∫
Ωi
(ηium ◦ φ−1i )φ = 0
alors
supp(ui) ⊂ supp(ηi)
On remarque que ui ∈ Lp et donc on pose u =
∑N
i=1 ui. Il faut montrer que ((ηium ◦
φ−1i ))m∈N
m→+∞−−−−→ ui faiblement dans Hpk(Ωi). Pour cela, soit β ∈ H
p
k(M)
∗ ⊂ Hpk(Ωi)∗,
et on veut montrer que
(
β(ηium ◦ φ−1i )
)
m∈N
m→+∞−−−−→ β(ui) ou alors que que toute forme
linéaire β sur Hpk(M) est de la forme
β(u) =
∑
0≤|α|≤k
βα(Dαv)
On pose alors
P : Hpk,0(Ωi) := {u ∈ H
p
k(M) : supp(u) ⊂ Ωi} −→ (Lp(Ωi))
N
u −→ (Dα(u ◦ φ−1i ))0≤|α|≤k
où N est le nombre de multi-indice de longueur ≤ k. Sur l’image de P , on peut définir
β∗(Pu) = β(u)
alors β∗ est une forme linéaire sur un sous-espace de (Lp(Ωi))
N . Par le théorème de Hahn-
Banach, on peut prolonger β∗ sur (Lp(Ωi))
N tout entier ( prolongement que l’on notera
de la même manière ), alors
β∗ =
∑
0≤|α|≤k
β∗α
avec
β∗(ηium ◦ φ−1i ) = β(ηium ◦ φ−1i ) =
∑
0≤|α|≤k
βα
(
Dα(ηium ◦ φ−1i )
)
Or (
Dα(ηium ◦ φ−1i )
)
m∈N
m→+∞−−−−→ Dαui faiblement dans Lp(Ωi)
alors (
β∗(ηium ◦ φ−1i )
)
m∈N
m→+∞−−−−→ β∗(Pui) = β(ui)
donc
(ηium ◦ φ−1i )m∈N
m→+∞−−−−→ ui faiblement dansHpk(M)
alors
N∑
i=1
(ηium ◦ φ−1i )m∈N
m→+∞−−−−→
N∑
i=1
ui
par suite, (um ◦ φ−1i )m∈N
m→+∞−−−−→ u faiblement. D’où le résultat.
VIème étape : On démontre l’espace de Sobolev (Hpk(M), ‖ · ‖Hpk (M)) est séparable.
On démontre cette proposition dans le cas où k = 1, i.e. (Hp1 (M), ‖·‖Hp1 (M)) est séparable.
M étant compacte donc elle est recouverte par un nombre fini des cartes. On considère
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(Ωm, φm)m=1,...,N une famille finie de cartes telle que M ⊂ ∪Nm=1Ωm. On pose pour tout
k ∈ {1, . . . , N}, ωk = φk(Ωk), gk la métrique Riemannienne définie sur Ωk, dxk et δk
sont respectivement la mesure de Lebesgue et la métrique euclidienne définies sur ωk.
On considère de plus (λk)k=1,...,N une partition de l’unité subordonnée au recouvrement
(Ωk)k=1,...,N .
Soit u ∈ Hp1 (M). Soit k ∈ {1, . . . , N}. On sait que (Hp1 (ωk), ‖ · ‖Hp1 (ωk)) est séparable.
Donc il existe une suite (vk
mk
)mk∈N qui est partout dense dans (H
p
1 (ωk), ‖·‖Hp1 (ωk)). Puisque
u ◦ φ−1k ∈ H
p
1 (ωk), il existe une sous-suite (v
k
mks
)s∈N de (vkmk) telle que
‖(u ◦ φ−1k )− vkmks‖Hp1 (ωk)
s→+∞−−−−→ 0.
Soit, pour tout s ∈ N, la fonction vks sur M par
vks|Ωk = λk · (v
k
mks
◦ φk)
vks|Ωck ≡ 0.
Rappelons que (λk)k=1,...,N est la partition de l’unité correspondante à (Ωk)k=1,...,N . On
définit maintenant, pour tout s ∈ N, la fonction us par
us = Σ
N
k=1v
k
s .
Pour tout s ∈ N on a que vk
mks
∈ Hp1 (ωk), donc vkmks ◦ φk est dans H
p
1 (Ωk). Sachant que λk
est dans C∞c (Ωk) donc v
k
s ∈ Hp1 (M), et par suite us ∈ Hp1 (M) pour tout s ∈ N.
on va démontrer que
‖us − u‖Hp1 (M) = ‖us − u‖p + ‖∇(us − u)‖p
s→+∞−−−−→ 0.
En effet, on a on a pour tout s ∈ N,
‖u− us‖p = ‖
N∑
k=1
λku−
N∑
k=1
vks‖p = ‖
N∑
k=1
(λku− vks )‖p ≤
N∑
k=1
‖λku− vks‖p
=
N∑
k=1
(∫
M
|λku− vks |pdνg
) 1
p
=
N∑
k=1
(∫
Ωk
|λku− λk · (vkmks ◦ φk)|
pdνg
) 1
p
=
N∑
k=1
(∫
ωk
∣∣∣
(
λku− λk · (vkmks ◦ φk)
)
◦ φ−1k
∣∣∣
p√
|gk|dxk
) 1
p
≤
N∑
k=1
(∫
ωk
∣∣∣(λk ◦ φ−1k ) · (u ◦ φ−1k − vkmks )
∣∣∣
p√
|gk|dxk
) 1
p
≤
N∑
k=1
‖λk ◦ φ−1k ‖∞ · ‖
√
|gk|‖∞ ×
(∫
ωk
|u ◦ φ−1k − vkmks |
pdxk
) 1
p
≤ M1 ·
N∑
k=1
‖u ◦ φ−1k − vkmks‖Lp(ωk)
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avec M1 = max{‖λk ◦ φ−1k ‖∞ × ‖
√
|gk|‖∞; k = 1, . . . , N}.
D’autre part, on a pour tout s ∈ N, que
‖∇(u− us)‖p ≤
N∑
k=1
‖∇(λku− vks )‖p
=
N∑
k=1
(∫
M
∣∣∇(λku− vks )
∣∣p
g
dνg
) 1
p
=
N∑
k=1
(∫
Ωk
∣∣∇(λku− vks
∣∣p
gk
dνg
) 1
p
=
N∑
k=1
(∫
ωk
∣∣∇(λku− vks )
∣∣p
gk
◦ φ−1k
√
|gk|dxk
) 1
p
=
N∑
k=1
(∫
ωk
(φ−1k )
∗
∣∣∇(λku− vks )
∣∣p
gk
√
|gk|dxk
) 1
p
=
N∑
k=1
(∫
ωk
∣∣(φ−1k )∗∇(λku− vks )
∣∣p
(φ−1k )
∗gk
√
|gk|dxk
) 1
p
Explicitons la dernière étape : Soit k ∈ {1, . . . , N} et f ∈ Hp1 (M). On va démontrer que
(φ−1k )
∗|∇f |gk = |(φ−1k )∗∇f |(φ−1k )∗gk (6.2.27)
En effet, si x et y sont les coordonnées locales de Ωk et ωk respectivement, alors la métrique
gk de Ωk s’écrit comme étant
gk = gkij(x)dx
i ⊗ dxj.
et (φ−1k )
∗gk (la métrique de ωk) s’écrit
(φ−1k )
∗gk(x) = (gk)st ◦ φ−1k (y)dys ⊗ dyt.
Par suite, pour tout k ∈ {1, . . . , N}, on a :
|∇(f ◦ φ−1k )|2(φ−1k )∗gk = Σi,j(g
k)ij ◦ φ−1k (y) · ∂i(f ◦ φ−1k )(y) · ∂j(f ◦ φ−1k )(y)
= (φ−1k )
∗
(
gij(x)∂if(x)∂jf(x)
)
= (φ−1k )
∗|∇f |2g
D’où l’équation (6.2.27). Donc on a
‖∇(u− us)‖p ≤
N∑
k=1
(∫
Ωk
∣∣∣∇[(λku) ◦ φ−1k − (λk ◦ φ−1k )vkmks ]
∣∣∣
p
δk
·
√
|gk|dxk
) 1
p
=
N∑
k=1
(∫
Ωk
∣∣∣∇[(λk ◦ φ−1k ) · (u ◦ φ−1k − vkmks )]
∣∣∣
p
δk
·
√
|gk|dxk
) 1
p
Sachant qu’on a
∇
(
(λk ◦ φ−1k ) · (u ◦ φ−1k − vkmks )
)
= ∇(λk ◦ φ−1k )× (u ◦ φ−1k − vkmks )
+∇(u ◦ φ−1k − vkmks )× (λk ◦ φ
−1
k )
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on a donc
‖∇(u− us)‖p ≤
N∑
k=1
‖∇(λk ◦ φ−1k )‖C0(ωk) × ‖
√
|gk|‖∞ ×
(∫
Ωk
∣∣∣u ◦ φ−1k − vkmks
∣∣∣
p
δk
dxk
) 1
p
+
N∑
k=1
‖λk ◦ φ−1k ‖∞ × ‖
√
|gk|‖∞ ×
(∫
Ωk
∣∣∣∇(u ◦ φ−1k − vkmks )
∣∣∣
p
δk
dxk
) 1
p
avec ‖∇(λk ◦ φ−1k )‖C0(ωk) =
∑n
i=1 ‖∂i(λk ◦ φ−1k )‖∞. La dernière inégalité est dûe au fait
que M est compacte. Par suite on a
‖∇(u− us)‖p ≤ M12 ×
N∑
k=1
(∫
Ωk
∣∣∣u ◦ φ−1k − vkmks
∣∣∣
p
δk
dxk
) 1
p
+M22 ×
N∑
k=1
(∫
Ωk
∣∣∣∇(u ◦ φ−1k − vkmks )
∣∣∣
p
δk
dxk
) 1
p
= M12 ×
N∑
k=1
‖u ◦ φ−1k − vkmks‖Lp(ωk) +M
2
2 ×
N∑
k=1
‖∇(u ◦ φ−1k )−∇(vkmks )‖Lp(ωk)
Avec
M12 = max{‖∇(λk ◦ φ−1k )‖C0(ωk) × ‖
√
|gk|‖∞; k = 1, . . . , N}
et
M22 = max{‖λk ◦ φ−1k ‖∞ × ‖
√
|gk|‖∞; k = 1, . . . , N}.
En posant que M3 = max{M1;M12}, et M4 = max{M3;M22}, on aura
‖u− us‖Hp1 (M) ≤ M3 ×
N∑
k=1
‖u ◦ φ−1k − vkmks‖Lp(ωk)
+M22 ×
N∑
k=1
‖∇(u ◦ φ−1k )−∇(vkmks )‖Lp(ωk)
≤ M4 ×
N∑
k=1
‖u ◦ φ−1k − vkmks‖Hp1 (ωk)
s→+∞−−−−→ 0.
Par suite il existe une suite (us)s∈N dans H
p
1 (M) qui converge à l’infini vers u pour la
norme ‖ · ‖Hp1 (M). D’où
(
Hp1 (M), ‖ · ‖Hp1 (M)
)
=
{
N∑
k=1
λkvkmk ◦ φk, mk ∈ N
}
Ceci termine la démonstration.
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6.3 Appendices II : Résultats de Régularité
6.3.1 Lp-Régularité sur les variétés.
En suivant l’article [23] (voir Proposition 8.1) de Ghoussoub et Robert, nous démon-
trons un résultat similaire sur les variétés Riemanniennes compactes.
Proposition 6.3.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3, x0 ∈M , s ∈]0, 2[, et 2⋆(s) = 2(n−s)n−2 l’exposant critique de Hardy-Sobolev. On considère
a, h ∈ C0(M), q ∈]2, 2∗[ et une solution faible u ∈ H21 (M) de l’équation de Hardy-Sobolev
perturbée
∆gu+ au =
u|u|2⋆(s)−2
dg(x, x0)s
+ h|u|q−2u. (6.3.28)
Alors pour tout p > 1, u ∈ Lp(M)
Preuve de la Proposition 6.3.1 : On procède par étapes.
Ière étape : Soient β ≥ 1, L > 0 et
GL(t) =



t|t|β−1 si |t| ≤ L ,
βLβ−1(t− L) + Lβ si t ≥ L ,
βLβ−1(t+ L)− Lβ si t ≤ −L..
et
HL(t) =



t|t|β−12 si |t| ≤ L ,
β+1
2
L
β−1
2 (t− L) + Lβ+12 si t ≥ L ,
β+1
2
L
β−1
2 (t+ L)− Lβ+12 si t ≤ −L.
On a donc pour tous L > 0, t ∈ R :
0 ≤ tGL(t) ≤ HL(t)2 et G′L(t) =
4β
(β + 1)2
(H ′L(t))
2.
De plus, pour tout η ∈ C∞c (M), on a : η2GL(u), ηHL(u) ∈ H21 (M).
Démontrons, par exemple, que si t ≤ −L alors HL(t)2 ≥ tGL(t). En effet, on a pour tout
t ≤ −L :
HL(t)
2 =
(β + 1)2
4
Lβ−1(t+ L)2 + Lβ+1 − (β + 1)Lβ(t+ L)
et
tGL(t) = βL
β−1t(t+ L)− tLβ.
Maintenant, on a :
(β + 1)2
4
Lβ−1(t+ L)2 − βLβ−1t(t+ L) = Lβ−1(t+ L)
[
(β + 1)2
4
(t+ L)− tβ
]
≥ 0
car (β+1)
2
4
(t+ L) ≤ tβ et
Lβ+1 − (β + 1)(t+ L)Lβ + tLβ = (t+ L)Lβ − (β + 1)(t+ L)Lβ
= −β(t+ L)Lβ ≥ 0.
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D’où pour tout t ≤ −L : on a HL(t)2 ≥ tGL(t). En plus, on a pour tous t1, t2 ∈ R :
|GL(t1)−GL(t2)| ≤ βLβ−1|t1 − t2|,
et
|GL(t1)−GL(t2)| ≤
β + 1
2
L
β−1
2 |t1 − t2|.
Notons que les fonctions t ∈ [−L,+L] 7→ t|t|β−1 et t ∈ [−L,+L] 7→ t|t|β−1 sont
Lipschitziennes de rapport βLβ−1 et β+1
2
L
β−1
2 respectivement. Il s’ensuit que que GL
et HL sont deux fonctions Lipschitziennes. Soit η ∈ C∞c (M). u étant dans H21 (M),
GL et HL sont deux fonctions Lipschitziennes donc GL(u)etHL(u) ∈ H21 (M). D’où
η2GL(u), ηHL(u) ∈ H21 (M). Ceci termine la 1ère étape de la preuve de la Proposition
6.3.1.
IIème étape : Comme u est une solution faible de l’équation (6.3.28) et η2GL(u) ∈
H21 (M), donc on a :
∫
M
(
∇u,∇(η2GL(u))
)
g
dvg =
∫
M
η2uGL(u)
( |u|2⋆(s)−2
dg(x, x0)s
+ h|u|q−2 − a
)
dvg. (6.3.29)
Or on a que :
∇(η2GL(u)) = η2∇(GL(u)) +∇(η2)GL(u) = η2G′L(u)∇u+∇(η2)GL(u).
En posant pour tout t ∈ R que, JL(t) =
∫ t
0
GL(τ)dτ on aura en intégrant par partie :
∫
M
(
∇u,∇(η2GL(u))
)
g
dvg =
∫
M
η2G′L(u)|∇u|2dvg +
∫
M
(
∇(η2),∇JL(u)
)
g
dvg
=
4β
(β + 1)2
∫
M
η2|∇HL(u)|2dvg +
∫
M
(∆η2)JL(u)dvg
=
4β
(β + 1)2
∫
M
|∇(ηHL(u))|2dvg −
4β
(β + 1)2
∫
M
η∆η|HL(u)|2dvg
+
∫
M
(∆η2)JL(u)dvg. (6.3.30)
D’autre part, on a :
∫
M
(
∇u,∇(η2GL(u))
)
g
dvg ≤
∫
M
(|a|+ |u|
2⋆(s)−2
dg(x, x0)s
+ |h| · |u|q−2)× (ηHL(u))2dvg.
On applique l’inégalité de Hölder sur le membre droite de l’inégalité ci-dessus sur les fonc-
tions f1(x) = |a|dg(x, x0)s + |u|2⋆(s)−2 ∈ L
2⋆(s)
2⋆(s)−2
M (
dvg
dg(x,x0)s
), f2(x) = |h||u|q−2 ∈ L
2∗
2∗−2
M (dvg)
et g1(x) = (ηHL(u))2(x), f1 avec g1 et f2 avec g1, pour tirer donc que :
∫
M
∇u∇(η2GL(u))dvg ≤
(∫
supp(η)
||a|dg(x, x0)s + |u|2
⋆(s)−2|
2⋆(s)
2⋆(s)−2
dvg
dg(x, x0)s
)1− 2
2⋆(s)
×
(∫
M
|ηHL(u)|2
⋆(s) dvg
dg(x, x0)s
) 2
2⋆(s)
+
(∫
supp(η)
||h| · |u|q−2| 2
∗
2∗−2dvg
)1− 2
2∗ (∫
M
|ηHL(u)|2
∗
dvg
) 2
2∗
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Or d’après la Proposition (1.2.1), on sait qu’il existe une constante B1 > 0 telle que pour
tout f ∈ H21 (M) on a :
(∫
M
|f |2⋆(s) dvg
dg(x, x0)s
) 2
2⋆(s)
≤ (K(n, s) + 1)‖∇f‖22 +B1‖f‖22. (6.3.31)
On pose
k2(η) =
(∫
supp(η)
∣∣|a|dg(x, x0)s + |u|2
⋆(s)−2
∣∣
2⋆(s)
2⋆(s)−2
dvg
dg(x, x0)s
)1− 2
2⋆(s)
+
(∫
supp(η)
||h| · |u|q−2| 2
∗
2∗−2dvg
)1− 2
2∗
Remarquons que k2(η) est toujours fini si q ≤ 2∗. On aura ensuite :
∫
M
∇u∇(η2GL(u))dvg ≤ k2(η)
(
(K(n, s) + 1)
∫
M
|∇ηHL(u)|2dvg +B1
∫
M
|ηHL(u)|2dvg
)
(6.3.32)
En combinant (6.3.30) et (6.3.32) avec (6.3.29), on obtient :
(
4β
(β + 1)2
− (K(n, s) + 1)k2(η)
)∫
M
|∇(ηHL(u))|2dvg ≤
4β
(β + 1)2
∫
M
|η∆η| · |HL(u)|2dvg
+
∫
M
|∆(η2)JL(u)|dvg + k2(η)B1
∫
M
|ηHL(u)|2dvg. (6.3.33)
IIIème étape : On va montrer maintenant que pour tout q ≥ 1, u ∈ Lq(M). Pour cela,
on considère p ≥ 2 tel que u ∈ Lp(M). Soit β = p − 1 > 1. Pour tout x ∈ M , on pose
ρx > 0 tel que


(∫
B2ρx (x)
∣∣|a|dg(x, x0)s + |u|2
⋆(s)−2
∣∣
2⋆(s)
2⋆(s)−2
dvg
dg(x, x0)s
)1− 2
2⋆(s)
+
(∫
B2ρx (x)
||h| · |u|q−2| 2
∗
2∗−2dvg
)1− 2
2∗

× (K(n, s) + 1) ≤ 2β
(β + 1)2
.
(6.3.34)
Puisque M est compacte donc il existe x1, . . . , xN ∈M tels que
M =
N⋃
i=1
Bρxi (xi).
Fixons maintenant i ∈ {1, . . . , N} et prenons η ∈ C∞(B2ρxi (xi)) telle que η|Bρxi (xi) ≡ 1.
Par suite, les inégalités (6.3.33) et (6.3.34) donnent :
2β
(β + 1)2
∫
M
|∇(ηHL(u))|2dvg ≤
4β
(β + 1)2
∫
M
|η∆η| · |HL(u)|2dvg
+
∫
M
|∆(η2)JL(u)|dvg +
2βB1
(β + 1)2((K(n, s) + 1)
∫
M
|ηHL(u)|2dvg.
(6.3.35)
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On vérifie facilement qu’ils existent deux constantes k4, k5 > 0 dépendant de β seulement
telles que pour tous t ∈ R, L > 0 on a
|JL(t)| ≤ k4|t|β+1 et |HL(t)|2 ≤ k5|t|β+1.
Il s’ensuit que :
∫
M
|∆(η2)JL(u)|dvg ≤ ‖∆(η2)‖∞
∫
M
|JL(u)|dvg
≤ k4‖∆(η2)‖∞
∫
M
|u|β+1dvg
= k4‖∆(η2)‖∞‖u‖β+1β+1, (6.3.36)
et
∫
M
|HL(t)|2dvg ≤ k5
∫
M
|u|β+1dvg
= k5‖u‖β+1β+1. (6.3.37)
Avec le fait que u ∈ Lβ+1(M) = Lp(M), on déduit (en combinant 6.3.35 avec 6.3.36 et
6.3.37) que :
2β
(β + 1)2
∫
M
|∇(ηHL(u))|2dvg ≤ k6(β, η)
∫
M
|HL(t)|2dvg +
∫
M
|∆(η2)JL(u)|dvg
≤ k4‖∆(η2)‖∞‖u‖β+1β+1 + k5k6‖u‖
β+1
β+1
:= k7(u, β, η). (6.3.38)
En utilisant encore une fois l’inégalité 6.3.31 et en la combinant avec les résultats 6.3.37
et 6.3.38, on tire qu’il existe une constante K9 = K9(u, η, β) ne dépendant pas de L telle
que ∫
Bρxi (xi)
|HL(u)|2
∗
dvg ≤
∫
M
|HL(u)|2
∗
dvg ≤ K9.
En faisant tendre L vers l’infini, on obtiendra ensuite pour tout i ∈ {1, . . . , N} :
∫
Bρxi (xi)
|u| 2
∗
2
(β+1)dvg < +∞.
D’où u ∈ L 2
∗
2
(β+1)(M) = L
np
n−2 (M) avec np
n−2
> p. On tire le résultat demandé par
itération. Ceci termine la preuve de la Proposition (6.3.1). 
6.3.2 Hp2 -Régularité sur les variétés.
Théorème 6.3.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3
et
L =
n∑
i,j=1
aij∂ij +
n∑
i=1
bi∂i + c
un opérateur différentiel elliptique tel que pour tous i, j = 1, . . . , n, aij, bi ∈ C∞(M) et
c ∈ L∞(M). On considère f ∈ Lp(M), p > 1 et u ∈ H21 (M) une solution faible de
l’équation Lu = f . Alors u ∈ Hp2 (M).
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Preuve du Théorème (6.3.1) : Soit L1 l’opérateur différentiel elliptique défini par
L1 =
n∑
i,j=1
aij∂ij +
n∑
i=1
bi∂i.
On a donc : u ∈ H21 (M) et est une solution faible de l’équation L1u = f − cu, en plus
les aij, bi ∈ C∞(M). Il s’ensuit de la Théorie standard des E.D.P. elliptique (voir [25] et
[28]) que si f − cu ∈ Lp(M) alors u ∈ Hp2 (M). Deux cas à distinguer :
1er cas : p ≤ 2∗. Dans ce cas, on a : H21 (M) →֒ Lp(M). Donc u ∈ Lp(M) et ensuite
f − cu ∈ Lp(M). D’où, u ∈ Hp2 (M). C.Q.F.D.
2ème cas : p > 2∗. Dans ce cas, H21 (M) →֒ L2
∗
(M). Donc u ∈ L2∗(M) et ensuite
f − cu ∈ L2∗(M). Par suite, u ∈ H2∗2 (M). Avec la formule de la première inclusion de
Sobolev, on aura H2
∗
2 (M) →֒ Lq1(M), 1q1 =
1
2∗
− 2
n
. Donc u ∈ Lq1(M). Deux sous-cas à
distinguer :
cas 2.1 : p ≤ q1. Dans ce cas, on revient au premier cas.
cas 2.2 : p > q1. Dans ce cas, on a : Lp(M) →֒ Lq1(M). Donc u ∈ Lq1(M) et aussi
f − cu ∈ Lq1(M). Par suite, u ∈ Hq12 (M). Avec la formule de la première inclusion de
Sobolev, on aura Hq12 (M) →֒ Lq2(M), 1q2 =
1
q1
− 2
n
. Donc u ∈ Lq2(M).
Supposons, par l’absurde, qu’on pourrait construire par réccurence une suite (qn)n dans
R telle que pour tout n ∈ N, qn < p, u ∈ Lqn(M) et
1
qn+1
=
1
qn
− 2
n
. (6.3.39)
La suite (qn)n est croissante et majorée par p donc elle est convergente. Soit q = limn→+∞ qn.
On tire la contradiction en passant à la limite dans (6.3.39) lorsque n→ +∞. Il s’ensuit
qu’il existe n0 ∈ N tel que qn0 > p et donc u ∈ Lqn0 (M). Ceci termine la preuve du
Théorème 6.3.1. 
Corollaire 6.3.1 Soient (M, g) une variété Riemannienne compacte de dimension n ≥ 3
et u une solution faible dans H21 (M) de l’équation
∆gu+ au = fu
avec a ∈ C0(M). Soit p > n tel que f ∈ Lp(M). Alors il existe α ∈]0, 1[ tel que u ∈
C1,α(M).
Preuve du Corollaire 6.3.1 : f ∈ Lp(M), a ∈ C0(M) et u est une solution faible dans
H21 (M) de ∆gu + au = fu qui est une équation elliptique du second ordre donc, d’après
le Théorème 6.3.1, u ∈ Hp2 (M). Maintenant avec la deuxième inclusion de Sobolev, on
peut tirer que Hp2 (M) →֒ C1,α(M) pour α = 1− np . Ceci termine la preuve du Corollaire
6.3.1. 
Corollaire 6.3.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3 et u une solution faible dans H21 (M) de l’équation
∆gu+ au = fu
avec a ∈ C0(M). Soit s′ ∈]0, 2[. Si pour tout p < n
s′
, f ∈ Lp(M) alors pour tout α ∈
]0,min(1, 2− s′)[, on a u ∈ C0,α(M).
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Preuve du Corollaire 6.3.2 : Soit p < n
s′
. f ∈ Lp(M), a ∈ C0(M) et u est une solution
faible dans H21 (M) de ∆gu + au = fu qui est une équation elliptique du second ordre
donc, d’après le Théorème (6.3.1), u ∈ Hp2 (M). Maintenant avec la deuxième inclusion de
Sobolev, on peut tirer que pour tout β ∈]0,min(1, 2− n
p
)[, Hp2 (M) →֒ C0,β(M). Mais ceci
est vrai pour tout p < n
s′
, il s’ensuit quand p → n
s′
que pour tout β ∈]0,min(1, 2 − s′)[,
u ∈ C0,β(M). D’où le résultat. Ceci termine la preuve du Corollaire 6.3.2. 
6.3.3 C2,α-Régularité sur les variétés.
Proposition 6.3.2 Soient (M, g) une variété Riemannienne compacte de dimension n ≥
3 et
L =
n∑
i,j=1
aij∂ij +
n∑
i=1
bi∂i + c
un opérateur différentiel strictement elliptique (à savoir qu’il existe λ1 > 0 telle que
pour tous x ∈ M, ξ ∈ TxM , on a : aijξiξj ≥ λ1|ξ|2) à coéfissiants bornés. On considère
f ∈ L2(M) et u ∈ H21 (M), u ≥ 0 une solution faible de l’équation Lu = f . Alors il existe
une constante C > 0 telle que
‖u‖C0(M) ≤ C
(
‖u‖2 + ‖f‖C0(M)
)
(6.3.40)
et pour tout α ∈]0, 1[
‖u‖C2,θ(M) ≤ C
(
‖u‖C0(M) + ‖f‖C0,θ(M)
)
. (6.3.41)
Preuve de la Proposition 6.3.2 : En effet, par arguments de compacité sur M et
en utilisant le Théorème 8.17 et le Corollaire 6.3 de [25], on tire (6.3.40) et (6.3.40)
respectivement. 
6.4 Appendice III : La Fonctionnelle-Énergie.
Lemme 6.4.1 Pour tout q > 2, il existe C(q) > 0 tel que pour tous x, y ∈ R∗, on a :
∣∣|x+ y|q − |x|q − q|x|q−2xy
∣∣ ≤ C(q)
∣∣|x|q−2|y|2 + |y|q
∣∣ .
Preuve du Lemme 6.4.1 : Soit q > 2. Rappelons que pour tous x ∈ R∗, n ∈ N∗, on a :
(|x|q)(n) =
n−1∏
k=0
(q − k)x|x|q−n−1.
Soit x, y ∈ R∗. On distingue deux cas :
Cas 1 : y = tx, t→ 0. Dans ce cas, on écrit :
|x+ y|q = |x|q(1 + t)q = |x|q
[
1 + qt+O(t2)
]
où O(t
2)
t2
dépend seulement de q. Donc il existe une constante C ′ = C ′(q) > 0 telle que
|x+ y|q = |x|q + q|x|q−2xy + C ′|x|q−2y2. (6.4.42)
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Cas 2 : y = tx, t→ ±∞. Dans ce cas, on écrit :
|x+ y|q = |x|q(1 + t)q ≤ |x|q [1 + C ′′|t|q] ,
où la constante C ′′ > 0 dépend seulement de q. Donc
∣∣|x+ y|q − |x|q − q|x|q−2xy
∣∣ ≤ |x|q [2 + C ′′|t|q + qt]
≤ |x|q|t|q
[
1
|t|q + C
′′ +
q
|t|q−1
]
Comme t→ ±∞ dons il existe ǫ0 > 0 telle que |t| > ǫ0. Il s’ensuit que
∣∣|x+ y|q − |x|q − q|x|q−2xy
∣∣ ≤ C ′′′|y|q (6.4.43)
où la constante C ′′′ > 0 ne dépend que de q. En combinant les relations (6.4.42) et (6.4.43)
des deux cas, il existe donc une constante C = C(q) > 0 telle que
∣∣|x+ y|q − |x|q − q|x|q−2xy
∣∣ ≤ C(q)
∣∣|x|q−2|y|2 + |y|q
∣∣ .
Ceci termine la preuve du Lemme (6.4.1). 
Avec les mêmes arguments de la preuve de lu lemme précédent, on montre le lemme
suivant :
Lemme 6.4.2 Pour tout q ∈]2, 2⋆(s)], il existe C(q) > 0 tel que pour tous x, y ∈ R∗,
|(x+ y)|x+ y|q − x|x|q| ≤ C(q)
∣∣|x|q|y|+ |y|q+1
∣∣ .
Théorème 6.4.1 Soient q ∈]2, 2⋆(s)] et Φq la fonction définie par
Φq : H
2
1 (M) → R
ψ 7→
∫
M
|ψ|q dvg
dg(x, x0)s
.
Donc Φq est de classe C1 sur H21 (M) et pour tout ψ ∈ on a :
dΦq(ψ) : h ∈ H21 (M) 7→ q
∫
M
hψ|ψ|q−2 dvg
dg(x, x0)s
.
Preuve du Théorème 6.4.1 : Soit ψ ∈ H21 (M). Posons que
ϕq(ψ) : h ∈ H21 (M) 7→ q
∫
M
hψ|ψ|q−2 dvg
dg(x, x0)s
.
ϕq(ψ) est bien définie car pour tout ψ, h ∈ H21 (M), on a :
|ϕq(ψ)h| ≤ q
∫
M
|h| × |ψ|q−1 dvg
dg(x, x0)s
≤ q‖h‖q,s‖ψ‖q−1q,s
≤ qCq‖h‖H21 (M)‖ψ‖
q−1
H21 (M)
< +∞,
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où C est la constante de l’inclusion continue de Hardy-Sobolev H21 (M) →֒ LqM
(
dvg
dg(x,x0)s
)
.
En plus, pour tout ψ ∈ H21 (M) on a : ϕq(ψ) ∈ (H21 (M))
′. En effet, ϕq(ψ) est évidement
linéaire et est continue car pour tout h ∈ H21 (M) tel que ‖h‖H21 (M) ≤ 1 :
|ϕq(ψ)h| ≤ q
∫
M
|h| × |ψ|q−1 dvg
dg(x, x0)s
≤ qCq‖h‖H21 (M)‖ψ‖
q−1
H21 (M)
≤ qCq‖ψ‖q−1
H21 (M)
.
Soit maintenant h ∈ H21 (M). Donc on a
Rq(ψ)h = |Φq(ψ + h)− Φq(ψ)− ϕq(ψ)h|
≤
∫
M
dvg
dg(x, x0)s
×
∣∣|ψ + h|q − |ψ|q − qhψ|ψ|q−2
∣∣
Or d’après le lemme 6.4.1, il existe C1(q) > 0 tel que
∣∣|ψ + h|q − |ψ|q − qhψ|ψ|q−2
∣∣ ≤ C1(q)
∣∣|ψ|q−2|h|2 + |h|q
∣∣ .
Donc
Rq(ψ)h ≤ C1(q)
∫
M
h2|ψ|q−2 dvg
dg(x, x0)s
+ C1(q)
∫
M
|h|q dvg
dg(x, x0)s
.
De l’inégalité de Hölder, on tire
∫
M
h2|ψ|q−2 dvg
dg(x, x0)s
≤ ‖|ψ|q−2‖ q
q−2
,s × ‖h‖2q
2
,s
≤
(∫
M
|ψ|q dvg
dg(x, x0)s
)1− 2
q
×
(∫
M
|h|q dvg
dg(x, x0)s
) 2
q
= ‖ψ‖1−
2
q
q,s × ‖h‖2q,s.
Ensuite de l’inclusion continue de Hardy-Sobolev H21 (M) →֒ LqM
(
dvg
dg(x,x0)s
)
on déduit que
Rq(ψ) = o(‖h‖H21 (M)).
D’où Φq est une fonction différentiable sur H21 (M) et sa différentielle vaut ϕq.
Il reste à démontrer que dΦq est de classe C0. Pour cela, on considère une suite (ψn)n∈N∗
dans H21 (M) qui converge vers ψ pour la norme ‖·‖H21 (M). On pose pour tout n ∈ H
2
1 (M),
ψn = ψ + ηn. Alors pour tout h ∈ H21 (M), ‖h‖H21 (M) ≤ 1, on a :
|dΦq(ψn)h− dΦq(ψ)h| ≤ q
∫
M
∣∣hψn|ψ|q−2 − hψn|ψ|q−2
∣∣ dvg
dg(x, x0)s
≤ q
∫
M
∣∣(ψ + ηn)|ψ + ηn|q−2 − ψn|ψ|q−2
∣∣× |h| dvg
dg(x, x0)s
≤ qC2(q)
∫
M
(
|ψ|q|ηn|+ |ηn|q+1
)
× |h| dvg
dg(x, x0)s
,
(6.4.44)
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sachant qu’on a obtenu la dernière inégalité d’après le lemme 6.4.2 et C2(q) > 0 est une
constante dépendante de q. Comme q ≤ 2⋆(s), on obtient avec les inégalités de Hölder :
∫
M
|ψ|q|ηn||h|
dvg
dg(x, x0)s
≤ C2‖ψ‖qH21 (M)‖ηn‖H21 (M)‖h‖H21 (M). (6.4.45)
De même, on démontre que
∫
M
|ψ|q|ηn|q+1|h|
dvg
dg(x, x0)s
≤ C3‖ψ‖qH21 (M)‖ηn‖
1+q
H21 (M)
‖h‖H21 (M). (6.4.46)
Les inégalités (6.4.44), (6.4.45) et (6.4.46) impliquent que
sup
‖h‖
H21(M)
≤1
|dΦq(ψn)h− dΦq(ψ)h| = O(‖ηn‖H21 (M)).
D’où le résultat. 
6.5 Appendice IV : Convergence faible dans Lp.
On donne ici un Lemme d’intégration comme il était cité dans le livre d’Hebey [31]
qu’on utilisera dans le Chapitre 6.
Définition 6.5.1 Soit (X, τ) un espace topologique. Une mesure (de Radon) sur X
est une forme linéaire continue sur C0c (X), l’espace des fonctions continues à support
compact dans X.
Définition 6.5.2 (Espace dénombrable à l’infini) On dit qu’un espace mesuré (X,µ)
est dénombrable à l’infini s’il existe une suite (Xi)i∈N des parties de X mesurables et de
mesure finie qui recouvrent X, i.e.
X =
⋃
i∈N
Xi.
Lemme 6.5.1 Soit µ une mesure de Radon sur un espace métrique (X, d) localement
compact et dénombrable à l’infini. Soit p > 1. Si (fk)k∈N est une suite des fonctions
µ−mesurables et bornées dans Lp(X), et si (fk)k∈N converge µ-p.p. vers une fonction f ,
alors f ∈ Lp(X) et (fk)k∈N converge faiblement vers f dans Lp(X).
Preuve du Lemme 6.5.1 : On suit la preuve donnée par Hebey dans [31]. En effet,
soient p > 1 et (gk)k∈N la suite des fonctions µ-mesurable et positives définies par gk =
infm≥k |fm|. Pour tout k ∈ N, on a gk ≤ |fk|, µ-p.p. et gk ≤ gk+1µ-p.p. donc (gk)k est une
suite croissante et est dans Lp(X). En plus, la suite (gk)k∈N converge µ-p.p. vers |f |, car
|gk(x)− |f(x)|| ≤ |fk(x)− f(x)| k→+∞−−−−→ 0.
D’où (gk)k∈N est une suite des fonctions µ-mesurables positives, croissantes dans Lp(X)
et convergente µ-p.p. vers |f | lorsque k → +∞. En appliquant le Théorème Beppo-Livi,
on tire que f ∈ Lp(X).
D’autre part, la suite (fk)k∈N étant bornée dans Lp(X) qui est réflexif (car p > 1) donc
il existe une sous-suite (fk)k de (fk)k∈N qui converge faiblement vers g dans Lp(X). Sans
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perte de généralité, on suppose que g ≡ 0, µ-p.p. sur M et on va démontrer que g ≡ 0,
µ-p.p. sur M . Pour cela, soit K un compact de X. Notons SK , AkK et B
k
K les ensembles
suivants :
SK = {x ∈ K; f(x) > 0},
AkK = {x ∈ SK ; fk(x) > 0} et BkK = {x ∈ SK ; fk(x) < 0}.
Pour tout k ∈ N, on écrit : SK = K ∩ f−1(]0,+∞[) et
AkK = SK ∩ f−1k (]0,+∞[) et BkK = SK ∩ f−1k (]−∞, 0[).
Par suite, les ensembles SK , AkK et B
k
K sont µ-mesurables. Notons que K est µ-mesurable
car X est dénombrable à l’infini.
Maintenant, pour un ensemble E quelquonque de X, on désigne par χE la fonction
caractéristique de E qui vaut 1 sur E et 0 ailleurs. Alors la suite (χBkK )k∈N converge
µ-p.p. vers 0. D’autre part, (X, d) étant dénombrable à l’infini donc il existe une suite
dénombrable (Xi)i∈N des ouverts dans Bor(X) telle que X =
⋃
i∈NXi. Comme K est une
partie compacte de X, il existe donc Xs1 , Xs2 , . . . , XsK ∈ (Xi)i∈N tel que K ⊂
⋃sK
i=1Xi.
Par suite on a, pour tout k ∈ N, χBkK ≤
∑sK
i=1 χXi , µ-p.p. Du Théorème de convergence
dominée de Lebesgue, on tire que la suite (χBkK )k∈N converge µ-p.p. vers 0 dans L
1(X).
En utilisant l’inégalité de Hölder, on peut écrire
∣∣∣∣∣
∫
BkK
fkdµ
∣∣∣∣∣ ≤
(∫
X
|fk|pdµ
) 1
p
·
(∫
BkK
dµ
)1− 1
p
et puisque la suite (fk)k∈N est bornée dans Lp(X) et la suite (χBkK )k∈N converge µ-p.p.
vers 0 dans L1(X), on obtient que
lim
k→+∞
∫
BkK
fkdµ = 0. (6.5.47)
D’autre part, on a pour tout s ∈ N∗ :
∫
X
χsSKdµ =
∫
X
χSKdµ = µ(SK) ≤ µ(K) < +∞,
donc χSK ∈ Ls(X) pour tout s ∈ N∗. On définit la forme linéaire ϕ sur Lp(X) :
ϕ : Lp(X) → R
g 7→
∫
SK
gdµ
Avec l’inégalité de Hölder, on tire pour tout g ∈ Lp(X) :
|ϕ(g)| ≤ ‖g‖p · µ(SK)1−
1
p < +∞.
D’où ϕ est bien définie. Puisque la suite (fk)k∈N converge faiblement vers 0 dans Lp(X),
donc
(ϕ(fk))k∈N
k→+∞−−−−→ ϕ(0) = 0.
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Ceci donne
lim
k→+∞
∫
SK
fkdµ = 0. (6.5.48)
De la relation ∫
SK
fkdµ =
∫
AkK
fkdµ+
∫
BkK
fkdµ
et avec (6.5.47) et (6.5.48), on déduit que
lim
k→+∞
∫
AkK
fkdµ = 0.
Il s’ensuit que la suite (fkχAkK )k∈N converge vers 0 dans L
1(X), donc il existe une sous-
suite (fksχAksK )s∈N qui converge µ-p.p. vers 0. Mais (fkχAkK )k∈N converge µ-p.p. sur M vers
fχSK . En effet, si x 6∈ SK , alors (fkχAkK )(x) = 0 → 0 lorsque k → +∞. Si x ∈ SK , alors
f(x) > 0. Puisque la suite (fk(x))k∈N converge µ-p.p. vers f(x), donc pour tout ǫ > 0, il
existe k0(ǫ) ∈ N∗ tel que pour tout k ≥ k0 on a : fk(x) > 0 et |fk(x)− f(x)| < ǫ. D’où on
a pour tout k ≥ k0 : x ∈ AkK et
|fkχAkK (x)− fχSK (x)| = |fk(x)− f(x)| < ǫ.
Ceci implique que fχSK = 0 µ-p.p. sur M . On en déduit que f|K ≤ 0, µ-p.p. Mais K
est une partie compacte quelquonque de l’espace (X, d) qui est localement compact, il
s’ensuit que que f ≤ 0, µ-p.p. sur X. En remplaçant fk par −fk et en échangeant les
rôles de AkK et B
k
K dans la démonstration, on aura :
−fχSK = 0µ− p.p. sur M, SK = {x ∈ K; f(x) < 0}.
Par arguments de compacité, on tire ensuite que f ≥ 0, µ-p.p. sur M . D’où f ≡ 0, µ-p.p.
sur M . Ceci termine la preuve du Lemme (6.5.1). 
6.6 Appendice V : Fonctions de Green
Soient (M, g) une variété Riemannienne compacte de dimension 3, a ∈ C0,θ(M), θ ∈
]0, 1[ tel que ∆g + a soit coercif, c.à.d. qu’il existe λ > 0 telle que pour tout u ∈ H21 (M),
on a : ∫
M
(
|∇u|2g + au2
)
dvg ≥ λ‖u‖2H21 (M) (6.6.49)
et soit k > 0 une constante telle que pour tout θ ∈]0, 1[, on a :
‖a‖C0,θ(M) := ‖a‖∞ + sup
M2\Diag(M)
|a(x)− a(y)|
dg(x, x0)θ
< k. (6.6.50)
On pose
Diag(M) := {(x, x) ∈M ×M / x ∈M}.
Théorème 6.6.1 Il existe une unique fonction continue Ga : M2 \ Diag(M) → R telle
que pour tout x ∈ M , la fonction Ga,x : M \ {x} → R est dans L1(M) et pour tout
u ∈ C2(M), on a :
u(x) =
∫
M
Ga(x, y) (∆gu+ au) (y)dvg(y). (6.6.51)
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En plus, Ga vérifie les propriétés suivantes :
P1 : Ga est strictement positive et pour tout x ∈M , Ga,x ∈ C∞(M \ {x}).
P2 : Pour tout x ∈ M , il existe βa,x ∈ Hp2 (M) ∩ C0,θ(M) ∩ C∞(M \ {x}), pour tous
p ∈]3
2
, 3[, θ ∈]0, 1] (dépendante de a et de x) telle que pour tout y ∈M \ {x} :
4πGa,x(y) =
ηx(y)
dg(x, y)
+ βa,x(y). (6.6.52)
où la fonction de troncature ηx ∈ C∞c (B2ρ0(x)) est telle que 0 ≤ η ≤ 1 et η ≡ 1 sur
Bρ0(x). De plus, pour tout y = rθ, (r, θ) ∈]0, ρ0[×Sn−1 étant les coordonnées polaires dans
la carte exponentielle (B2ρ0(x), exp
−1
x ), on a :
∆gβa,x + aβa,x :=
{
−∆g
(
ηx)
dg(x,y)
)
− (aηx)(y)
dg(x,y)
pour tout y ∈M \ Bρ0(x) ,
−∂r(ln det(g))
2dg(x,y)2
− a(y)
dg(x,y)
pour tout y ∈ Bρ0(x).
(6.6.53)
et pour tout p ∈]1, 3[ : ∆gβa,x + aβa,x ∈ Lp(M).
Pour la preuve du Théorème 6.6.1, voir [43] et [18].
Proposition 6.6.1 (Intégration par parties) Soient (M, g) une variété Riemannienne
compacte de dimension n, u ∈ Hp2 (M), v ∈ Hq1(M) tel que p−1 + q−1 = 1. Alors
(E) :
∫
M
(∆gu)vdvg =
∫
M
(∇u,∇v)gdvg.
Preuve de la Proposition 6.6.1 : En effet, u étant dans Hp2 (M) (resp. v dans H
q
1(M))
donc il existe (ui)i∈N (resp. (vi)i∈N) dans C∞(M) une suite de Cauchy pour la norme
‖ · ‖Hp2 (M) (resp. pour ‖ · ‖Hq1 (M)) telle que ‖ui − u‖Hp2 (M) (resp. ‖vi − v‖Hq1 (M)). Donc pour
tout i ∈ N,
(Ei) :
∫
M
(∆gui)vidvg =
∫
M
(∇ui,∇vi)gdvg.
On va démontrer que par passage à la limite dans (Ei), on obtiendra (E). Pour cela, on
utilise les inégalités de Hölder pour écrire
∣∣∣∣
∫
M
(∇ui,∇vi)gdvg −
∫
M
(∇u,∇v)gdvg
∣∣∣∣ ≤
∣∣∣∣
∫
M
(∇(ui − u),∇vi)gdvg
∣∣∣∣
+
∣∣∣∣
∫
M
(∇(vi − v),∇u)gdvg
∣∣∣∣
≤ ‖∇(ui − u)‖p‖∇vi‖q + ‖∇u‖p‖∇(vi − v)‖q
Puisque ui → u dans Hp2 (M) et vi → u dans Hq1(M) donc
lim
i→+∞
∫
M
(∇ui,∇vi)gdvg =
∫
M
(∇u,∇v)gdvg. (6.6.54)
D’une façon similaire, on démontre que
lim
i→+∞
∫
M
(∆gui)vidvg =
∫
M
(∆gu)vdvg. (6.6.55)
Avec (6.6.54), (6.6.55) et par passage à la limite dans (Ei), on tire le résultat demandé.
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Proposition 6.6.2 (Formule de Green) Soient (M, g) une variété Riemannienne com-
pacte de dimension 3, u ∈ Hp2 (M), a ∈ C0,γ(M), γ ∈]0, 1[ et f ∈ Lp(M), p > 3/2 tel que
∆g + a est coercif et
∆gu+ au = f au sens faible. (6.6.56)
Alors pour tout x ∈M , on a :
u(x) =
∫
M
Ga,x(y)f(y)dvg.
Preuve de la Proposition 6.6.2 : En effet, C∞(M) est partout dense dans l’espace
(Lp(M), ‖ · ‖p) donc il existe une suite (fk)k∈N ∈ C∞(M) telle que fk → f pour la norme
‖ · ‖p. Puisque fk ∈ C∞(M) et a ∈ C0,γ(M) donc il existe, d’après la Proposition (??),
pour tout k ∈ N, une fonction uk ∈ C2,γ(M) telle que
(Ek) : ∆guk + auk = fk.
La Théorie standard des E.D.P. elliptique (voir Théorème (9.11) dans Gilbarg-Trudinger
[25]) impliquent qu’il existe C1 = C1(M, g) > 0 telle que
‖uk‖Hp2 (M) ≤ C1 (‖uk‖p + ‖fk‖p) .
La dernière inégalité et les équations (Ek) impliquent
‖uk‖Hp2 (M) ≤ ‖fk‖p(C1‖a‖∞ + 1).
En raisonnant sur uk − ul, ceci implique que la suite (uk)k∈N est de Cauchy dans l’espace
(Hp2 (M), ‖ · ‖Hp2 (M)) qui est de Banach donc il existe û ∈ H
p
2 (M) tel que uk → û pour la
norme ‖ · ‖Hp2 (M). D’où, par passage à la limite dans les équations (Ek), on tire
∆gû+ aû = f au sens faible. (6.6.57)
Les équations (6.6.56) et (6.6.57) impliquent que
∆g(û− u) + a(û− u) = 0 au sens faible.
Cette dernière équation et la coercivité de l’opérateur ∆g + a donnent û − u ≡ 0. D’où
la suite (uk)k∈N converge fortement dans H
p
2 (M) vers u. Par inégalité de Sobolev, ceci
implique que (uk)k∈N converge uniformement (dans C0(M)) vers u. On considère main-
tenant x ∈M . Comme les uk sont dans C2(M) alors, d’après la définition de la fonction
de Green Ga,x, on a :
uk(x) =
∫
M
Ga,x(y)fk(y)dvg.
Soit p′ > 1 le conjugué de p, c.à.d. p−1 + (p′)−1 = 1. p′ est aussi dans ]3/2, 3[. On obtient
par les inégalités de Hölder∣∣∣∣
∫
M
Ga,x · (fk − f)dvg
∣∣∣∣ ≤ C2‖fk − f‖p‖dg(·, x)
−1‖p′
où C2 > 0 est une constante indépendante de k. Puisque fk → f dans Lp(M) donc
lim
k→+∞
∫
M
Ga,x(y)fk(y)dvg =
∫
M
Ga,x(y)f(y)dvg. (6.6.58)
Par passage à la limite quand k → +∞, la relation (6.6.58) et la convergence uniforme
de (uk)k∈N vers u :
u(x) = lim
k→+∞
∫
M
Ga,x(y)fk(y)dvg =
∫
M
Ga,x(y)f(y)dvg.

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6.7 Appendice VI : Théorème de Han-Lin sur les va-
riétés compactes
Dans cet Appendice, nous donnons l’énoncé du Théorème original de Han-Lin tel qu’il
est cité dans [27] (voir Théorème (4.1)). Ainsi nous démontrons deux versions adaptées
de ce Théorème sur les domaines bornés dans Rn et dans les variétés compactes.
Théorème 6.7.1 (De HAN-LIN) Soit B1(0) la boule unité de Rn centrée en 0. Soient
(aij)i,j=1,...,n ∈ L∞(B1(0)) et c ∈ Lq(B1(0)) avec q > n2 . Supposons qu’ils existent λ,Λ > 0
tels que pour tous x ∈ B1(0), ξ ∈ Rn, on a :
aij(x)ξiξj ≥ λ|ξ|2 et ‖aij‖∞ + ‖C‖q ≤ Λ,
et qu’il existe u ∈ H1(B1(0)) tel que
Dj(aijDiu) + cu ≤ f faiblement sur H10 (B1(0)).
Si f ∈ Lq(B1(0)) alors u+ ∈ L∞loc(B1(0)) et, pour tout p > 0, il existe une constante
C = C(n, λ,Λ, p, q) tel que pour tout θ ∈]0, 1[ on a :
sup
Bθ
u+ ≤ C{ 1
(1− θ)np
‖u+‖Lp(B1(0)) + ‖f‖Lq(B1(0))}.
Lemme 6.7.1 On munit la boule B2(0) ⊂ Rn d’une métrique Riemannienne g̃. Soit
A > 0 une constante dépendant de g̃ telle que pour tout φ ∈ C∞c (B2(0)), on a :
‖φ‖L2∗g̃ (B1(0)) ≤ A‖∇φ‖L2g̃(B1(0)).
Soit u ∈ H1g̃ (B1(0)), u > 0 p.p. tel que ∆g̃u ≤ fu, faiblement sur H10,g̃(B1(0)) et
∫
B1(0)
|f |rdvg̃ ≤
k, avec r > n
2
. Donc u ∈ L∞loc(B1(0)) et, pour tout p > 0, il existe une constante
C = C(n, λ,Λ, p, r) tel que pour tout θ ∈]0, 1[ on a :
sup
Bθ(0)
u ≤ C 1
(1− θ)np
‖u‖Lpg̃(B1(0)).
Preuve du Lemme (6.7.1) : En effet, puisque g̃ et δ sont équivalentes sur le pavé unité
(B1(0), ‖·‖1), donc il existe une constante κ > 0 telle que pour tous x ∈ (B1(0), ‖·‖1), ξ ∈
Rn, on a :
κ−1δ(ξ, ξ) ≤ g̃(ξ, ξ) ≤ κδ(ξ, ξ) (6.7.59)
et
κ−
n
2 dX ≤ dvg̃ ≤ κ
n
2 dX. (6.7.60)
g̃ étant une métrique Riemannienne donc la matrice (g̃ij)i,j=1,...,n, vue comme étant une
forme bilinéaire, est définie positive, i.e. il existe λ > 0 tel que pour tous x ∈ B1(0), ξ ∈ Rn,
g̃ij(x)ξi(x)ξj(x) ≥ λ|ξ|2. (6.7.61)
D’autre part, f étant dans Lpg̃(B1(0)), donc en utilisant (6.7.59) et (6.7.60), on tire que :
f ∈ Lpδ(B1(0)) et
∫
B1(0)
|f |rdX ≤ κn2K. (6.7.62)
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(6.7.62) et (g̃ij)i,j ∈ C∞(B1(0), ‖ · ‖1) impliquent qu’il existe Λ > 0 tel que
n∑
i,j=1
‖g̃ij‖∞,B1(0) + ‖f‖r ≤ Λ. (6.7.63)
Soit u ∈ H1g̃ (B1(0)) vérifiant ∆g̃u ≤ fu faiblement sur H10,g̃(B1(0)). En utilisant les
inégalités (6.7.59) et (6.7.60), on aura que u ∈ H1δ (B1(0)). En plus, si φ ∈ C∞c (B1(0))
alors :
∫
B1(0)
∇j(g̃ij∇iu)φdX =
∫
B1(0)
g̃ij∇iu∇jφdX ≤ κ
n
2
∫
B1(0)
< ∇u,∇φ >g̃ dvg̃
≤ κn2
∫
B1(0)
fuφdvg̃ ≤ κn
∫
B1(0)
fuφdX. (6.7.64)
Ayant (6.7.61), (6.7.62), (6.7.63), (6.7.64) et en appliquant le Théorème (6.7.1), on tire le
résultat. 
Lemme 6.7.2 Soit (M, g) une variété Riemannienne compacte. Soient u ∈ H21 (M), u ≥
0 et y ∈M . On considère un domaine ouvert Ω dans M et suppose que u vérifie
{
∆gu ≤ fu, au sens des distributions surΩ,∫
Ω
|f |rdvg ≤ K,
avec K = K(M, g, f, r), r > n
2
, donc pour tout ω ⊂⊂ Ω et tout p > 0, il existe C =
C(M, g,K, p, r,Ω, ω) > 0 (ne dépendant pas de u) telle que
‖u‖L∞(ω) ≤ C‖u‖Lp(Ω).
Preuve du Lemme (6.7.2) : En effet, on considère ω ⊂⊂ Ω, y ∈ ω et exp−1y : Ωy → Rn
l’application exponentielle en y. On suppose sans perte de généralité que exp−1y (Ωy) =
B 2Ry
3
(0) et que exp−1y (ωy) = BRy/3(0) avec Ry ∈]0, ig(M)[. D’après le Lemme (6.7.1), il
suffit de démontrer qu’il existe Ay > 0 telle que pour tout φ ∈ C∞c (BRy
2
(0)), on a :
‖φ‖L2∗g̃y (B 2Ry
3
(0)) ≤ Ay‖∇φ‖L2g̃y (B 2Ry
3
(0)),
avec g̃y = exp∗y g. Soit φ ∈ C∞c (BRy
2
(0). On a :
‖φ‖L2∗g̃y (B 2Ry
3
(0)) =


∫
B 2Ry
3
(0)
|φ|2∗
√
|g̃y|dx


2
2∗
≤ C
n
2∗
y


∫
B 2Ry
3
(0)
|φ|2∗dX


2
2∗
≤ AC
n−2
2
y
∫
B 2Ry
3
(0)
|∇φ|2δdX ≤ AC
n−2
2
y
∫
B 2Ry
3
(0)
Cy|∇φ|2g̃y × C
n
2
y
√
|g̃y|dX
≤ ACny ‖∇φ‖L2g̃y (B 2Ry
3
(0)),
où Cy est la constante qui vérifie sur B0(
2Ry
3
(0)) au sens des formes bilinéaires : C−1y δ ≤
g̃y ≤ Cyδ, et A > 0 est la constante de l’inclusion D21(Rn) →֒ L2
∗
(Rn). On termine la
démonstartion en supposant que Ay = ACny . 
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Résumé : Dans ce Manuscrit, nous étudions l’influence de la géométrie sur les
équations de Hardy-Sobolev perturbées ou non sur toute variété Riemannienne compacte
sans bord de dimension n ≥ 3.
Plus précisément, dans le cas non perturbé nous démontrons que pour toute dimension
de la variété strictement supérieure à 3, l’existence d’une solution (ou plutôt une condi-
tion suffisante d’existence) dépendra de la géométrie locale autour de la singularité. En
revanche, dans le cas où la dimension est égale à 3, c’est la géométrie globale (particuliè-
rement, la masse de la fonction de Green ) de la variété qui comptera.
Dans le cas d’une équation à terme perturbatif sous-critique, nous démontrons que l’exis-
tence d’une solution dépendra uniquement de la perturbation pour les grandes dimensions
et qu’une interaction entre la géométrie globale de la variété et la perturbation apparaîtra
en dimension 3.
Enfin, nous établissons une inégalité optimale de Hardy-Sobolev Riemannienne, la variété
étant avec ou sans bord, où nous démontrons que la première meilleure constante est celle
des inégalités Euclidiennes et est atteinte.
Mots Clefs : Variété Riemannienne compacte, Équation de Hardy-Sobolev, Inégalité de
Hardy-Sobolev, Meilleure constante, Courbure scalaire, Masse de la fonction de Green.
Abstract : In this Manuscript, we investigate the influence of geometry on the
Hardy-Sobolev equations on the compact Riemannian manifolds without boundary of di-
mension n ≥ 3.
More precisely, we prove in the non perturbative case that the existence of solutions de-
pends only on the local geometry around the singularity when n ≥ 4 while it is the global
geometry of the manifold when n = 3 that matters.
In the presence of a perturbative subcritical term, we prove that the existence of solutions
depends only on the perturbation when n ≥ 4 while an interaction between the perturbation
and the global geometry appears in dimension 3.
Finally, we establish an Optimal Hardy-Sobolev inequality for all compact Riemannian
manifolds, with or without boundary, where we prove that the Riemannian sharp constant
is the one for the Euclidean inequality and is achieved.
Keywords : Compact Riemannian manifold, Hardy-Sobolev Equation, Hardy-Sobolev
Inequality, Sharp constant, Scalar curvature, Mass of the Green function.
