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Abstract
We consider off-policy temporal-difference (TD) learning methods for policy evaluation in
Markov decision processes with finite spaces and discounted reward criteria, and we present
a collection of convergence results for several gradient-based TD algorithms with linear func-
tion approximation. The algorithms we analyze include: (i) two basic forms of two-time-scale
gradient-based TD algorithms, which we call GTD and which minimize the mean squared pro-
jected Bellman error using stochastic gradient-descent; (ii) their “robustified” biased variants;
(iii) their mirror-descent versions which combine the mirror-descent idea with TD learning;
and (iv) a single-time-scale version of GTD that solves minimax problems formulated for ap-
proximate policy evaluation. We consider primarily constrained algorithms which confine their
iterates in bounded sets; for the single-time-scale GTD algorithm, we also analyze its uncon-
strained version.
We derive convergence results for three types of stepsizes: constant stepsize, slowly dimin-
ishing stepsize, as well as the standard type of diminishing stepsize with a square-summable
condition. For the first two types of stepsizes, we apply the weak convergence method from
stochastic approximation theory to characterize the asymptotic behavior of the algorithms, and
for the standard type of stepsize, we analyze the algorithmic behavior with respect to a stronger
mode of convergence, almost sure convergence. Our convergence results are for the aforemen-
tioned TD algorithms with three general ways of setting their λ-parameters: (i) state-dependent
λ; (ii) a recently proposed scheme of using history-dependent λ to keep the eligibility traces of
the algorithms bounded while allowing for relatively large values of λ; and (iii) a composite
scheme of setting the λ-parameters that combines the preceding two schemes and allows a
broader class of generalized Bellman operators to be used for approximate policy evaluation
with TD methods.
Keywords: Markov decision processes; approximate policy evaluation; reinforcement learning;
temporal-difference methods; importance sampling; stochastic approximation; optimization; con-
vergence
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31 Introduction
We consider off-policy temporal-difference (TD) learning methods for policy evaluation in Markov
decision processes (MDPs) with finite spaces and discounted reward criteria. Off-policy TD learning
extends on-policy model-free TD learning [27, 34] (see also the books [3, 30]) to cases where stationary
policies of interest are evaluated using data collected without executing the policies. It is more
flexible than on-policy learning and can be useful not only as a computational tool to solve MDPs,
but also as an aid to building experience-based knowledge representations for autonomous agents in
AI applications [29]. The specific class of algorithms that we consider in this technical report is the
class of gradient-based off-policy TD algorithms with linear function approximation. Our purpose is
to analyze several such algorithms proposed in the literature, and present a collection of convergence
results for a broad range of choices of stepsizes and other important algorithmic parameters.
The algorithms that we will analyze include the following:
• Two two-time-scale gradient-based TD algorithms proposed and studied by Sutton et al. [31,
33] and Maei [10]. These two algorithms use stochastic gradient-descent to minimize the mean
squared projected Bellman error, a convex quadratic objective function, for approximate policy
evaluation, thereby overcoming the divergence issue in off-policy TD learning. They have been
called GTD2, TDC, as well as GTD(λ) in the early works just mentioned. Here we shall refer
to them as GTDa and GTDb, respectively, and refer to both algorithms as GTD algorithms.
• A single-time-scale version of GTDa that solves minimax problems formulated for approximate
policy evaluation. This algorithm was also considered in those early works on GTD just
mentioned. However, that it is trying to solve a minimax problem equivalent to the projected-
Bellman-error minimization was pointed out later by Liu et al. [9] (see also Mahadevan et
al. [13]). The latter viewpoint facilitates convergence analysis of the algorithm, by placing it
in a more general class of stochastic approximation algorithms for solving minimax problems.
• The mirror-descent versions of GTD and TD. Combining the mirror-descent idea of Nemirovsky
and Yudin [18] with TD learning was proposed by Mahadevan and Liu [12] (see also [13]).
• “Robustified” biased variants of the preceding algorithms. These algorithms use a “robusti-
fication” procedure to mitigate the high-variance issue in off-policy learning, at the price of
introducing biases in this procedure. They are similar to the biased variant algorithms consid-
ered by the author [37] for the emphatic TD (ETD) algorithm proposed by Sutton et al. [32].
In the present context, as we will show, for two-time-scale GTD algorithms, the variant algo-
rithms can be viewed as approximate gradient algorithms, and for the single-time-scale GTDa,
its variant tries to solve minimax problems that approximate the ones GTDa tries to solve.
We will analyze primarily constrained algorithms which confine their iterates in bounded sets. Only
for the single-time-scale GTDa algorithm, we will also analyze its unconstrained version under certain
conditions.
We will present convergence results for three types of stepsizes: constant stepsize, slowly di-
minishing stepsize, as well as the standard type of diminishing stepsize with a square-summable
condition. For the first two types of stepsizes, we apply the weak convergence method from stochas-
tic approximation theory [8] to characterize the asymptotic behavior of the algorithms. For the third,
standard type of stepsize, we analyze the algorithmic behavior with respect to a stronger mode of
convergence, almost sure convergence, by using general results on stochastic approximation [4, 8].
Our convergence results are for the aforementioned TD algorithms with three general ways of
setting the λ-parameters in TD learning:
• state-dependent λ [28, 30];
• a case of history-dependent λ as proposed recently by Yu et al. [40], which can keep the
eligibility traces in the off-policy TD algorithms bounded while allowing for relatively large
values of λ;
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• a composite scheme of setting the λ-parameters [35, 40], which combines the preceding two
schemes and allows a broader class of generalized Bellman operators to be used for approximate
policy evaluation with TD methods.
To our knowledge, for off-policy gradient-based TD algorithms with linear function approxima-
tion, there are few prior convergence results that address the case of general nonzero λ-parameters.
Although such algorithms with constant or state-dependent λ have been proposed and investigated
(see e.g., [10, 11, 13]), the analyses given earlier [9, 10, 13, 31, 33] have only proved convergence for
the case where λ = 0 and the data consist of i.i.d. state transitions. But the assumption on i.i.d.
data is unrealistic for reinforcement learning even in the case λ = 0. Moreover, these analyses cannot
be extended to the case of positive λ, where the algorithms need to use non-i.i.d. off-policy data in
order to gather information about the multistep Bellman operator with respect to which the mean
squared projected Bellman error is defined. To our knowledge, the only prior convergence result
that applies to off-policy data is given by Karmakar and Bhatnagar [6]. It is a convergence result
for the two-time-scale TDC algorithm (GTDb as we call it) with the standard type of diminishing
stepsize, as an application of the theoretical results developed in their work [6] for two-time-scale
differential inclusions. The result is for λ = 0, although its arguments can be applied in the case
where λ is small enough so that the eligibility traces produced in the algorithm are bounded.
Our results on gradient-based TD algorithms differ from that of [6] not only in the range of
algorithms and parameter settings they cover, but also in the proof approaches by which they are
derived. Specifically, we combine the ordinary-differential-equation (ODE) based proof methods in
stochastic approximation theory [8] with special properties of the eligibility traces and the ergodicity
of the joint state and eligibility trace process under various settings of the λ-parameters mentioned
above. Those properties were derived in the author’s early works [35, 37] for state-dependent λ and
in the recent work [40] for the special case of history-dependent λ mentioned above. The properties
of the joint state and eligibility trace process are not considered in [6] since it treats the case λ = 0
where the eligibility traces are simply functions of states, but these properties are important for
convergence analysis of those TD algorithms that use general nonzero λ-parameters. The ODE-
based line of analysis we use is less general than the differential inclusion-based method studied in
[6], however. As future work, it can be worthwhile to use the latter approach to handle even more
flexible ways of choosing history-dependent λ than the one we consider in this work.
Another difference between our work and [6] is that we analyze primarily constrained algorithms,
as mentioned earlier. The result given in [6] is for the unconstrained two-time-scale TDC under the
assumption that the iterates are almost surely bounded. With constraints, we do not need such
assumptions, and instead we could simply require that the constraint sets are large enough so that
the algorithms can estimate the gradients correctly. The presence of constraint sets helps us avoid
some theoretical difficulties in convergence analysis. However, extra work is also needed to ensure
that the constraint sets do not interfere with the algorithms to prevent them from achieving the
original goals that they are designed for. We take care of such issues in our analyses, especially for
mirror-descent GTD/TD algorithms and for the single- and two-time-scale GTDa algorithms, which
are not as straightforward as the two-time-scale GTDb algorithm.
This technical report is organized as follows. Section 2 is about the preliminaries: We first
describe the off-policy policy evaluation problem and the two two-time-scale GTD algorithms. We
then explain the role of the λ-parameters in TD learning, and discuss the properties of the eligibility
traces and the properties of the joint state and eligibility trace process, in order to prepare the stage
for convergence analyses. In Sections 3-4, we present convergence results for slowly diminishing
stepsize and constant stepsize, which are derived with the weak convergence method. Section 3 is
for the two two-time-scale GTD algorithms and their biased variants. Section 4 is for the mirror-
descent GTD/TD algorithms, as well as a single-time-scale GTDa algorithm and its biased variant,
both of which solve minimax problems for policy evaluation. In this section we also use the minimax
problem formulation to strengthen the results of Section 3 for the two-time-scale GTDa algorithm
and its biased variant. In Section 5, we consider standard stepsize conditions and present almost
5sure convergence results for both the two-time-scale and single-time-scale algorithms, including a
result for the unconstrained single-time-scale GTDa for certain choices of the λ-parameters. We
then conclude the paper in Section 6 with a brief discussion about these results and open questions.
For quick access to our convergence results in Sections 3-5, the convergence theorems will be listed
at the beginning of each of those sections.
2 Preliminaries
In this section we first introduce the off-policy policy evaluation problem, and describe two basic
forms of the gradient-based TD algorithms which were proposed and studied in [10, 11, 31, 33].
We then explain generalized Bellman operators, how they relate to the λ-parameters of the TD
algorithms and to the objectives of these algorithms. We also specify two ways of choosing these
λ-parameters, for the algorithms that we will analyze in the paper. These background materials
will be given in Section 2.1. In Section 2.2, the second half of this section, we present materials
to prepare the stage for analyzing the gradient-based TD algorithms as stochastic approximation
algorithms in the rest of this paper. These materials are about the state-trace process, the random
process that underlies and drives the TD algorithms, and its important properties for convergence
analysis (including, among others, ergodicity and uniform integrability properties).
2.1 Problem Setup and Two Basic Forms of Algorithms
The gradient-based TD algorithms we consider belong to the class of model-free, temporal-differences
based learning algorithms for evaluating a stationary policy in a Markov decision process (MDP).
We shall consider MDP with finite spaces. For the purpose of this paper, however, we do not need
the full MDP framework.1 It is adequate to consider two Markov chains on a finite state space S.2
The first Markov chain has transition matrix P , and the second P o. Whatever physical mechanisms
that induce the two chains shall be denoted by π and πo, and referred to as the target policy and
behavior policy, respectively. The second Markov chain we can observe; however, what we want is
to evaluate the system performance with respect to (w.r.t.) the first Markov chain that we do not
observe—the “off-policy” learning case.
The performance of the target policy π is defined w.r.t. a discounted total reward criterion as
follows. A one-stage reward function rπ : S → ℜ specifies the expected reward rπ(s) at each state
s ∈ S. Each state is also associated with a state-dependent discount factor γ(s) ∈ [0, 1], s ∈ S. The
expected discounted total rewards for each initial state s ∈ S is defined by
vπ(s) := E
π
s
[
rπ(S0) +
∑∞
n=1 γ(S1) γ(S2) · · · γ(Sn) · rπ(Sn)
]
. (2.1)
Here the notation Eπs indicates that the expectation is taken w.r.t. the Markov chain {Sn}n≥0 induced
by π and with the initial state S0 = s. The function vπ in (2.1) is called the value function of π, and
it is well-defined under Condition 2.1(i) given below, which we shall assume throughout the paper.
Denote by Γ the |S| × |S| diagonal matrix with the discount factors γ(s) as its diagonal entries.
Condition 2.1 (Conditions on the target and behavior policies).
(i) P is such that the inverse (I − PΓ)−1 exists, and
(ii) P o is such that for all s, s′ ∈ S, P oss′ = 0⇒ Pss′ = 0, and moreover, P o is irreducible.
The second part of this condition is for the behavior policy πo that generates the observed Markov
1For references on MDP, see the excellent textbook [22].
2The states in these Markov chains need not correspond to the states of the MDP; they can correspond to state-
action pairs. Depending on whether one evaluates the value function for states or state-actions pairs in the MDP, the
Markov chains here correspond to slightly different processes in the MDP. (For the details of these correspondences,
see [35, Examples 2.1, 2.2].) But the analysis is the same, so for notational simplicity, we have chosen not to introduce
action variables in the paper.
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chain. It will be needed when we describe the off-policy learning algorithms.
By standard MDP theory (see e.g., [22]), under Condition 2.1(i), vπ satisfies uniquely the linear
equation (expressed in matrix/vector notation with vπ, rπ viewed as |S|-dimensional vectors):
vπ = rπ + PΓ vπ (i.e., vπ = (I − PΓ)−1rπ). (2.2)
It is known as the Bellman equation (or dynamic programming equation) for π. Besides this equation,
vπ also satisfies a broad family of generalized Bellman equations, which have vπ as their unique
solution and like (2.2), express vπ as the sum of two rewards terms, with the first term representing
the expected rewards received prior to a certain (randomized stopping) time and the second term
those received afterwards. (We shall discuss these equations further in the subsequent Section 2.1.3.)
TD algorithms compute vπ by solving such a Bellman equation for π. Which Bellman equation
to solve is determined by certain parameters, which we call the λ-parameters, used by the algorithms
in their iterative computation of eligibility traces (which are iterates that carry information about
the past states). We shall give more details about this correspondence between λ and the generalized
Bellman equations in Section 2.1.3, after we describe two basic forms of the GTD algorithms. For
now, we will focus on the overall structure of the computation problem tackled by the gradient-based
TD algorithms. Think of vπ = T
(λ)vπ as one generalized Bellman equation that an algorithm chooses
to solve. The operator T (λ) is an affine operator on ℜ|S| and similar to (2.2), can be expressed as
T (λ)v = r(λ)π + P
(λ)v, ∀ v ∈ ℜ|S|, (2.3)
for a vector r
(λ)
π ∈ ℜ|S| and a substochastic matrix P (λ). We shall refer to T (λ) as a generalized
Bellman operator for π. The TD algorithms we consider try to find an approximate solution to the
linear equation
v = T (λ)v,
by solving an optimization problem on a lower dimensional space using linear function approxima-
tion. Let us describe first the approximation architecture and then the formulation of the optimiza-
tion problem.
Let φ : S → ℜd be a given function that maps each state to a d-dimensional feature vector
(it will be taken for granted that φ is non-trivial; i.e., φ(s) 6= 0 for at least one state s). Write
φ = (φ1, . . . , φd), and denote the subspace spanned by these component functions φi by Lφ. To
approximate vπ, the TD algorithms look for some function v ∈ Lφ that satisfies the generalized
Bellman equation approximately: v ≈ T (λ)v. The functions in the approximation subspace Lφ are
parameterized as v(s) = φ(s)⊤θ, s ∈ S, for parameters θ ∈ ℜd. (We treat φ(s) and θ as column
vectors; the symbol ⊤ stands for transpose.) We do not require the functions φi to be linearly
independent; for this reason, another subspace will be useful later. This is the subspace in ℜd
spanned by the feature vectors, span{φ(s) | s ∈ S}; below we shall write it as span{φ(S)} for short.
In matrix notation, Lφ is the column space of the matrix Φ that has the feature vectors φ(s) as its
rows; i.e.,
Φ =


...
φ(s)⊤
...

 or Φ⊤ = [ · · · φ(s) · · · ] .
Any approximate value function v ∈ Lφ can be written as v = Φθ for some θ ∈ ℜd—note that θ is
uniquely determined by v if θ ∈ span{φ(S)}.
Let us now describe the optimization problem that the gradient-based TD algorithms try to solve
in order to find an approximation of vπ in Lφ.
72.1.1 The objective function
To find a function v ∈ Lφ with v ≈ T (λ)v, the two original gradient-based TD algorithms, GTDa
and GTDb, to be described shortly, try to minimize an objective function of the form
J(θ) = 12‖Πξ(T (λ)vθ − vθ)‖2ξ, where vθ = Φθ, θ ∈ ℜd. (2.4)
Here Πξ denotes projection onto the approximation subspace Lφ w.r.t. the weighted Euclidean norm
‖·‖ξ given by ‖v‖2ξ =
∑
s∈S ξsv(s)
2, for a positive |S|-dimensional vector ξ with components ξs. The
objective J(θ) measures the magnitude of the “Bellman error” T (λ)vθ−vθ on the subspace Lφ. If the
projected Bellman equation vθ = ΠξT
(λ)vθ has a unique solution, the relation between this solution
and vπ can be characterized using the oblique projection viewpoint and related approximation error
bounds (see the early work [26, 38] and a summary in more general terms given in the recent work
[40, Appendix B]). In this paper, since our focus is on convergence properties of the algorithms and
since the problem infθ J(θ) always has an optimal solution, we do not require the projected Bellman
equation vθ = ΠξT
(λ)vθ to have a unique solution or any solution. (When it has no solution or
multiple solutions, the quality of the approximate value function from the minimization of J(θ)
could be a concern, though.)
In this paper, we shall take ξ to be the invariant probability distribution of the Markov chain
with transition matrix P o induced by the behavior policy πo (i.e., ξ⊤P o = ξ⊤); such a distribution
exists and is unique under Condition 2.1(ii). This choice of ξ is mostly for notational simplicity: our
analyses extend to cases where ξ does not coincide with the invariant distribution of P o, but the
algorithms in those cases have additional weighting terms and are notationally more cumbersome.
Later we will also discuss objective functions of the form J(θ)+ p(θ), where p(θ) is some smooth
convex function that serves as a regularizer. It will be seen that to handle this additional p(θ) term,
little extra effort is needed in the convergence analysis. So, for notational simplicity, we will take
J(θ) to be the objective function in the first half of the paper, and discuss the regularized objective
function after we have presented the main convergence proof arguments. One can also consider a
mixed objective function by combing the projected Bellman errors for multiple Bellman operators,
for instance, J1(θ) + J2(θ) with J1, J2 defined like J but for two different T
(λ). The convergence
analysis of the gradient-based TD algorithms for such mixed objectives is essentially the same as
that for J , so we will focus on the latter for simplicity.
Let us now work out two expressions of ∇J(θ), which are used respectively by the two GTD
algorithms, before we describe these algorithms. Let 〈·, ·〉ξ denote the inner product on the Euclidean
space (ℜ|S|, ‖ · ‖ξ); i.e., 〈v, v′〉ξ =
∑
s∈S ξsv(s)v
′(s). (The notation 〈·, ·〉 will be used for the usual
inner product in Euclidean spaces.) For i ≤ d, let Φi denote the i-th column of Φ, and θi the i-th
component of θ. Since vθ = Φθ =
∑d
i=1 θiΦi, the partial derivative of J w.r.t. each θi is
∇θiJ(θ) = 〈Πξ
(
T (λ)vθ − vθ
)
, Πξ
(
P (λ) − I)Φi〉ξ.
(Recall that P (λ) is the substochastic matrix in the affine operator T (λ); cf. (2.3).) Observe two
facts. First, for any v, v′,
〈Πξv,Πξv′〉ξ = 〈v,Πξv′〉ξ = 〈Πξv, v′〉ξ.
Second, for any v, there is a unique x ∈ span{φ(S)} with Φx = Πξv, and therefore, given θ, there is
a unique solution xθ to the linear equation (in x),
Φx = Πξ
(
T (λ)vθ − vθ
)
, x ∈ span{φ(S)}, (2.5)
which is also the unique solution to the equivalent linear equation3
Φ⊤ΞΦx = Φ⊤Ξ
(
T (λ)vθ − vθ
)
, x ∈ span{φ(S)}, (2.6)
3To see (2.6) is equivalent to (2.5), note that for any v, Φx = Πξv if and only if w.r.t. 〈·, ·〉ξ, v−Φx is perpendicular
to the approximation subspace Lφ, which is true if and only if 〈Φi, v − Φx〉ξ = 0 for all Φi, i ≤ d (since Lφ is the
column space of Φ). The latter system of linear equations is the same as the first equation in (2.6) when we set
v = T (λ)vθ − vθ .
8 Convergence of some Gradient-based TD Algorithms
where Ξ denotes the |S| × |S| diagonal matrix with the components of ξ on its diagonal.
Using the above facts, we can write
∇θiJ(θ) = 〈Φxθ,
(
P (λ) − I)Φi〉ξ = x⊤θ · Φ⊤Ξ(P (λ) − I)Φi, (2.7)
which gives the expression of the gradient as
∇J(θ) = (Φ⊤Ξ(P (λ) − I)Φ)⊤xθ. (2.8)
Alternatively, we can write
∇θiJ(θ) = −〈Πξ
(
T (λ)vθ − vθ
)
, ΠξΦi〉ξ + 〈Πξ
(
T (λ)vθ − vθ
)
, ΠξP
(λ)Φi〉ξ
= −〈T (λ)vθ − vθ, Φi〉ξ + 〈Φxθ , P (λ)Φi〉ξ
= −Φ⊤i Ξ
(
T (λ)vθ − vθ
)
+ x⊤θ · Φ⊤ΞP (λ)Φi (2.9)
(where in the second equality we used ΠξΦi = Φi). This gives another expression of the gradient:
∇J(θ) = −Φ⊤Ξ(T (λ)vθ − vθ)+ (Φ⊤ΞP (λ)Φ)⊤xθ. (2.10)
In principle one can derive other gradient expressions and formulate corresponding gradient-based
algorithms; we shall, however, focus on the expressions (2.8) and (2.10) only.
2.1.2 GTDa and GTDb
We now describe two basic forms of GTD algorithms. As mentioned earlier, they can only observe
the Markov chain {Sn}n≥0 induced by the behavior policy πo, instead of the target policy π. Upon
each state transition (Sn, Sn+1), they receive a random reward Rn+1 that is a function of the
transition, r(St, St+1), plus a zero-mean finite-variance noise term whose distribution is determined
by the state transition. The reward function r(·) relates to the target policy’s one-stage reward rπ as
rπ(s) = E
π
s [r(s, S1)] for all s ∈ S. The rewards {Rn} and the states {Sn} are all that the algorithms
can observe.
Define ρ(s, s′) = Pss′/P
o
ss′ for s, s
′ ∈ S. They are the importance sampling ratios that can be
used to compensate for the differences in the dynamics of the two Markov chains. We assume that
the algorithms know these ratios (this is the case for standard value function or state-action value
function estimation, as well as for the simulation context where both P and P o are known). To
simplify notation, for n ≥ 0, we write
ρn = ρ(Sn, Sn+1), γn = γ(Sn).
For any given approximate value function v on S, we write δn(v) for the (scalar) temporal-difference
term calculated based on the observed random transition (Sn, Sn+1) and reward Rn+1:
δn(v) = ρn
(
Rn+1 + γn+1v(Sn+1)− v(Sn)
)
. (2.11)
The conditional expectation of δn(v) given the history {S0, . . . , Sn} measures the difference between
the two sides of the Bellman equation (2.2) for the state Sn when vπ in (2.2) is replaced by v.
Using the states {Sn}, a sequence of eligibility trace vectors en ∈ ℜd is calculated iteratively by
both GTD algorithms according to this formula: given an initial e0 ∈ ℜd, for n ≥ 1,
en = λnγnρn−1en−1 + φ(Sn). (2.12)
Here λn ∈ [0, 1], n ≥ 1, are the λ-parameters we referred to earlier. They are important parameters
in TD learning. Not only do they affect the behavior of the algorithms, but they also determine
9the Bellman operator T (λ) appearing in the objective function J(θ). In the next subsection we shall
describe the choices of these parameters that we consider in this paper, and explain what are the
associated Bellman operators T (λ).
The eligibility traces (or traces, for short) are combined with temporal-differences terms by the
algorithms to generate a sequence of iterates (θn, xn) ∈ ℜd ×ℜd, starting from some initial (θ0, x0).
In particular, let vθ = Φθ as before. The first algorithm, GTDa, calculates the sequence iteratively
according to
θn+1 = θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn, (2.13)
xn+1 = xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
)
. (2.14)
The second algorithm, GTDb, has the same formula for {xn}, but calculates {θn} according to
θn+1 = θn + αn
(
enδn(vθn)− ρn(1− λn+1)γn+1φ(Sn+1) · e⊤n xn
)
. (2.15)
In the above {αn} and {βn} are stepsizes, with αn << βn. (We will consider a broad range
of stepsizes and we defer the precise stepsize conditions till later sections where we analyze the
algorithms.) Although it can be hard, for readers unfamiliar with TD algorithms, to see how the
preceding formulae relate to the gradient ∇J(θ), the GTD algorithms do correspond to applying
gradient-descent to minimize J(θ) for the two gradient expressions (2.8) and (2.10), respectively.
The idea of the two algorithms, roughly speaking, is to let the θ-iterates evolve at a slow time-scale
and the x-iterates at a fast time-scale. As θn varies slowly, the fast-evolving x-iterates aim to track
the solution xθ of (2.6) for θ = θn, the “current” θ-iterate. The information about xθ is then used
to perform stochastic gradient-descent in the θ-space to minimize J(θ).
To gain more intuition and insights about the algorithms, we suggest the reader consult the
original derivations given in e.g., [10, Chap. 7].4 We need to also point out, however, that these
derivations have issues. For example, they involve various expectations such as E[enδn(v)] that are
taken for granted to be independent of the time n. But before we know the properties of the process
{(Sn, en)}, it is not clear w.r.t. which probability distribution one can define E[enδn(v)] so that it is
independent of n. Indeed, even with constant λn = λ for all n and a stationary state process {Sn},
it does not immediately follow just from these that {(Sn, en)} has to have a stationary distribution,
let alone a unique one.
We shall discuss the properties of the state-trace process {(Sn, en)} in Section 2.2. As can be
seen from (2.12), this process depends on the λ-parameters in the algorithms. So let us first explain
the relation between the λ-parameters and the generalized Bellman operators T (λ), since this will at
least let us complete the definition of the objective function J(θ). We will then focus the discussion
on the process {(Sn, en)} and its many properties that will be needed—actually, for some choices
of the λ’s that we consider, T (λ) also depends on the property of the process {(Sn, en)}. As to the
connection between the above algorithms and the gradient ∇J(θ), it will be seen first in Prop. 2.1,
Section 2.2.2, after we explain T (λ) and the ergodicity property of {(Sn, en)}.
2.1.3 Choices of λ-parameters and associated Bellman operators
We will consider in this paper three ways of setting the λ-parameters in (2.12) for the trace iterates
{en}. We discuss the first two in this subsection (the third one builds upon them and will be
discussed in Section 3.4.) These two choices are state-dependent λ and a case of history-dependent
λ with special properties:
4GTDa and GTDb here are called GTD2 and TDC, respectively, in [10], for the case λ = 0. For the case of nonzero
λ, GTDb here is called GTD(λ) for value function estimation and GQ(λ) for state-action value function estimation
in [10]. More precisely, the GQ(λ) algorithm does not coincide exactly with GTDb for estimating state-action values;
it differs from the latter in a term with a conditional mean of zero, which does not make any difference in convergence
analysis, however.
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(i) State-dependent λ [28, 30], where λn = λ(Sn) for a given function λ : S → [0, 1].
(ii) History-dependent λ as introduced in [40], where we choose λn based on the previous trace
en−1 directly, in order to make {en} bounded. In particular, we introduce additional memory
states yn, n ≥ 0, to summarize the history of past states up to time n. We let yn evolve in a
Markovian way and choose λn based on the current yn and the previous trace en−1 as follows:
yn = f(yn−1, Sn), λn = λ(yn, en−1) (2.16)
where f and λ are some given functions, whose properties will be given shortly.
Although state-dependent λ is a special case of history-dependent λ (e.g., take yn = Sn in (ii)),
generality is not our purpose here. The primary purpose of choosing λ based on (ii), as explained
in [40], is to exploit the flexibility of history-dependent λ to bound the traces {en} easily, while
allowing for a large range of λ values. The latter is important because the choice of λ affects the
choice of the generalized Bellman operator T (λ) appearing in the objective function J(θ), and in
turn, this choice of T (λ) affects approximation error. Bounding the traces is also important, as it
facilitates convergence of the algorithms. Thus, instead of the most general history-dependent λ,
we shall focus on the special case (ii) under additional conditions studied in [40]. These conditions
concern the memory states and the function λ(·), and they will be needed in the next subsection to
ensure certain desired properties of the state-trace process:
Condition 2.2 (Evolution of memory states in (2.16)). The memory states yn take values in a
finite space M, and under the behavior policy πo, the Markov chain {(Sn, yn)} on S ×M has a
single recurrent class.
Condition 2.3 (Condition for λ(·) in (2.16)). The function λ :M×ℜd → [0, 1] in (2.16) satisfies
the following. For some norm ‖ · ‖ on ℜn and for each memory state y ∈ M:
(i) For any e, e′ ∈ ℜd, ‖λ(y, e) e− λ(y, e′) e′‖ ≤ ‖e− e′‖.
(ii) For some constant Cy, ‖γ(s′)ρ(s, s′) · λ(y, e) e‖ ≤ Cy for all e ∈ ℜd and all possible state
transitions (s, s′) that can lead to the memory state y.
Several existing off-policy algorithms, Tree-Backup [21], Retrace [17] and ABQ [14], choose state
or state transition-dependent λ accordingly to keep the trace iterates bounded (in fact, these works
motivated the history-dependent λ described above). Such choices of λ satisfy the above conditions,
since one can simply let y be a state or state transition and let λ(y, e) be a function of y only. One
disadvantage of these choices, however, is that they are too conservative and often result in small
values of λ. A few examples of memory states and function λ(y, e) that satisfy the above conditions
are given in [40, Section 2.2].
In the rest of this subsection, let us explain, at a level of detail adequate for the purpose of this
paper, what are the generalized Bellman operators T (λ) for the target policy associated with the
preceding two ways of setting λ. As mentioned above, corresponding to different choices of λ are
different Bellman operators T (λ) in the objective function J(θ). With different T (λ), the solutions
of the minimization problem infθ J(θ) are also different and can have different approximation biases
(see e.g., [40, Appendix B]). For the purpose of this paper, however, the details of T (λ) do not
matter, because our focus is on the stochastic approximation aspects of the algorithms and what we
care about is whether the average dynamics of the algorithms can be characterized by mean ODEs
that are related to the minimization of J(θ) for the associated T (λ). The two cases of choosing λ
mentioned above share many properties in common. Once their common properties are made clear,
as will be done here and in the next subsection, the two cases can be treated together in most of our
convergence analysis of the algorithms. For this reason, regarding the Bellman operators T (λ), we
shall recount only the facts that we will need in this paper (for a detailed study, see the paper [40]).
As mentioned earlier, different choices of λ induce different Bellman operators T (λ) for the target
policy. They are members of a broad family of generalized Bellman operators Tτ associated with
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randomized stopping times τ [40, Section 3.1], which are all contractive operators that have vπ as
their unique fixed point (see [40, Theorem 3.1 and Appendix A]). Such an operator takes the general
form of
(Tτv)(s) = E
π
[
Rτ + γτ1 v(Sτ ) | S0 = s
]
, s ∈ S, ∀ v ∈ ℜ|S|, (2.17)
where Eπ denotes expectation over the randomized stopping time τ and the states {St} generated
according to the target policy, Rτ is the total discounted rewards received prior to the time τ of
stopping, Sτ is the state at time τ , and γ
τ
1 is a shorthand for the product of discount factors γ1 · · · γτ .
These generalized Bellman equations and operators are a consequence of the strong Markov property
of Markov chains [19, Theorem 3.3]. We refer the reader to [40, Section 3.1] for a fuller account of
the framework and the mathematical notions and derivations involved.
For state-dependent λ, T (λ) corresponds to a randomized stopping time τ for the Markov chain
{Sn} under the target policy, where τ is such that
τ ≥ 1, P(τ = n | τ > n− 1, S0, . . . , Sn) = 1− λ(Sn) for n ≥ 1.
(I.e., the probability of stopping at time n given that the system has not stopped yet is 1− λ(Sn).)
The associated operator T (λ) can be expressed in several equivalent ways. Besides the general form
(2.17) above, we can write T (λ) as5
(T (λ)v)(s) = Eπ
[
∞∑
n=0
λn1 · γn1 rπ(Sn) +
∞∑
n=1
λn−11 (1− λn) · γn1 v(Sn)
∣∣∣S0 = s
]
, s ∈ S, ∀ v ∈ ℜ|S|,
(2.18)
where we used the shorthand notation λn1 = λ1 · · ·λn with λ01 = 1. We can also write T (λ) explicitly
in terms of λ and the model parameters as6
T (λ)v = (I − PΓΛ)−1rπ + (I − PΓΛ)−1PΓ(I − Λ) v, (2.19)
where Λ denotes the |S| × |S| diagonal matrix with diagonal entries λ(s), s ∈ S. (Thus, the sub-
stochastic matrix in (2.3) has the explicit expression P (λ) = (I − PΓΛ)−1PΓ(I − Λ).)
In the case of history-dependent λ, it is shown in [40, Section 3.2] under Conditions 2.1-2.3
that T (λ) is also a generalized Bellman operator (for the target policy) corresponding to a certain
randomized stopping time τ . But this random time τ now depends on the behavior policy in a
much more complex way than in the case of state-dependent λ. Among others, it depends on the
dynamics of the traces under the behavior policy. As such, we generally cannot write T (λ) explicitly
in terms of the model parameters P , P o and the function λ. We express T (λ) in other ways, in order
to relate it to the algorithms that employ history-dependent λ. In particular, an expression of T (λ)
similar to (2.18) will be useful in our subsequent analysis:
(T (λ)v)(s) = Eπζ
[
∞∑
n=0
λn1 · γn1 rπ(Sn) +
∞∑
n=1
λn−11 (1− λn) · γn1 v(Sn)
∣∣∣S0 = s
]
, s ∈ S, ∀ v ∈ ℜ|S|.
(2.20)
In the above Eπζ denotes expectation with respect to the probability measure of the following process:
• The states {Sn} are generated under the target policy π.
• For n ≥ 1, the memory state yn, the parameter λn, and the trace en are calculated according
to (2.16) and (2.12), respectively.7
5This follows from (2.17) by taking conditional expectation over τ .
6This follows from (2.18) by a direct calculation using the definition λn = λ(Sn).
7The randomized stopping time τ is generated according to the following rule: τ ≥ 1 and for n ≥ 1, P(τ = n |
τ > n − 1, y0, e0, S0, S1, . . . , Sn) = 1 − λn (i.e., the probability of stopping at time n given that the system has not
stopped yet is 1− λn, which is similar to the case of state-dependent λ). The random time τ does not appear in the
expression (2.20) of T (λ), because (2.20) is an equivalent form of (2.17) after taking conditional expectation over τ .
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• The initial state, memory state and trace (S0, y0, e0) are distributed according to ζ, the unique
invariant probability measure of the process {(Sn, yn, en)} under the behavior policy πo.
The existence and uniqueness of the invariant probability measure ζ just mentioned is ensured under
Condition 2.1 on the two policies and Conditions 2.2-2.3 on the memory states and the function λ(·).
Further details will be explained in the next subsection (see [40, Section 3.2] for the derivations of
the preceding results).
Another expression that will be useful later is an expression of the “Bellman error” T (λ)v− v in
terms of temporal-differences terms (this expression follows from (2.19) by rearranging terms):
(T (λ)v − v)(s) = Eπζ
[
∞∑
n=0
λn1 · γn1
(
rπ(Sn) + γn+1v(Sn+1)− v(Sn)
) ∣∣∣S0 = s
]
, s ∈ S, ∀ v ∈ ℜ|S|.
(2.21)
The same expression (ignoring the subscript ζ of E) also holds for the case of state-dependent λ.
2.2 Properties of State-Trace Process
The purpose of this subsection is to prepare the stage for analyzing the asymptotic behavior of the
gradient-based TD algorithms using stochastic approximation theory. We collect here important
properties of the state-trace process that our subsequent analysis will rely on. Specifically, in Sec-
tion 2.2.2, we first discuss ergodicity properties of the state-trace process. We then consider several
functions on the state-trace space that appear in the TD algorithms, and we derive their expecta-
tions w.r.t. the stationary state-trace process, which can be related to expressions of the gradient
∇J(θ). In Section 2.2.3, we include more properties of the trace iterates, which will be needed later
in analyzing the average dynamics of the algorithms and proving their convergence.
Most of the results in this subsection were proved earlier by the author [35, 37, 40]. There are some
small differences in the setup of the problem considered in those earlier works; these differences are
nonessential and do not affect the conclusions obtained. For clarity, however, we will give additional
details to bridge the gap, when this can be done quickly without repeating long proofs.
2.2.1 Some notations and definitions
Let us first introduce some notations and definitions that we will need below and throughout the
paper. In most of our analysis, we will treat the two cases of λ together. For brevity, let us collect
the conditions given earlier for each case of λ in a single assumption.
Assumption 2.1. Condition 2.1 holds. In the case of history-dependent λ given in (2.16), Condi-
tions 2.2-2.3 also hold.
By the state-trace process, we mean {(Sn, en)} for the case of state-dependent λ, and {(Sn, yn, en)}
(including the memory states yn) for the case of history-dependent λ, generated under the behavior
policy πo. The state-trace process is a Markov chain with the weak Feller property—this means that,
with Xn = (Sn, en) or (Sn, yn, en) (depending on the case of λ), E[f(X1) | X0 = x] is a continuous
function of x for any bounded continuous function f [16, Prop. 6.1.1]. (Using the definitions of the
traces and memory states, one can verify that this is the case.) Weak Feller Markov chains have
nice ergodicity properties [15], which helped us in obtaining some of the ergodicity properties of the
state-trace process that will be discussed shortly.
Let 1(·) denote the indicator function. For each initial condition x of (S0, e0) or (S0, y0, e0),
define random probability measures µx,n, n ≥ 0, on the state-trace space by
µx,n(D) =
1
n+1
∑n
i=01
(
(Si, ei) ∈ D
)
or µx,n(D) =
1
n+1
∑n
i=01
(
(Si, yi, ei) ∈ D
)
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for all Borel subsets D of the state-trace space.8 We refer to them as the occupation probability
measures of the state-trace process. Their convergence to the unique invariant probability measure
of the state-trace process is crucial for our convergence analysis of the TD algorithms. Here the
sense of convergence for these probability measures is weak convergence, and it is defined as follows:
if µ and {µn} are probability measures on the state-trace space and as n→∞,
∫
fdµn →
∫
fdµ for
all bounded continuous functions f , then the sequence {µn} is said to converge weakly to µ.
Let Zn = (Sn, en, Sn+1) in the case of state-dependent λ, and Zn = (Sn, yn, en, Sn+1) in the case
of history-dependent λ. Denote the space of Zn in each case by the same notation Z. (This is to
prepare for handling temporal-differences terms, which involve state transitions.) Among (vector-
valued) functions on Z, a set of them will be important in our analysis: these are functions f(z)
that are Lipschitz continuous in the trace variable, uniformly w.r.t. the other components of z. We
have z = (s, e, s′) or z = (s, y, e, s′) (depending on the case of λ), and since the state space S and
the memory state spaceM are finite, such a function f(z) is just one that is Lipschitz continuous in
e for each (s, s′) or (s, y, s′). So in what follows, when referring to such a function f , we will simply
say f is Lipschitz continuous in the trace variable e.
Regarding other notations and terminologies, the abbreviation “a.s.” stands for “almost surely,”
and “Px-a.s.” for “almost surely w.r.t. the probability measure Px,” where the subscript x indicates
that the process under consideration starts from the initial condition x. We shall use ‖ · ‖ to denote
the sup-norm and ‖ · ‖2 the standard Euclidean norm. For a sequence of random variables Xn, we
say Xn converges in mean to a random variable X , if E[‖Xn −X‖]→ 0 as n→∞.
2.2.2 Ergodicity properties
The ergodicity results given in Theorem 2.1 below are proved essentially in [35, Theorems 3.1, 3.3]
for the case of state-dependent λ, and in [40, Theorem 3.2] for the case of history-dependent λ
we consider.9 The first part of the theorem concerns the existence and uniqueness of an invariant
probability measure of the state-trace process, and the convergence of the occupation probability
measures. Without these ergodicity properties, the behavior of the TD algorithms will be quite
different, indeed much more complex, and will have to be analyzed using more advanced stochastic
approximation theory for differential inclusions (which are beyond the scope of the present paper).
The second part of the theorem will be used, among others, to characterize the average dynamics
of the algorithms. We need it in the case of state-dependent λ. In that case, the functions appearing
in the algorithms can be unbounded, but they have the Lipschitz continuity property required in the
theorem. Note that for bounded continuous functions f(z), by the weak convergence of occupation
probability measures given in Theorem 2.1(i), the conclusions in the part (ii) automatically hold.
(However, even in the case of history-dependent λ, we will still need the function f(z) to be Lipschitz
continuous in the trace variable, in order to show that it satisfies a certain “averaging condition” that
is stronger than the convergence-in-mean ensured by Theorem 2.1 and is needed in the subsequent
convergence analysis. See Prop. 2.3(i) and Remark 2.1 in Section 2.2.3.)
Theorem 2.1 (Ergodicity of the state-trace process). Under Assumption 2.1, the following hold:
(i) The state-trace process is a weak Feller Markov chain and has a unique invariant probability
measure ζ. For each initial condition x of the process, the occupation probability measures
{µx,n} converge weakly to ζ, Px-a.s.
8We take the topology on the state-trace space to be the product topology, with the discrete topology on the
space of states/memory states and with the usual topology on ℜd, the trace space. The Borel sigma-algebra on the
state-trace space is generated by this topology.
9The paper [35] analyzed the state-trace process in the case of constant λ. Its proof arguments and conclusions,
however, extend to the case of state-dependent λ, under Condition 2.1. In fact, this extension was incorporated in
the convergence analysis of the more complex ETD algorithm [36], and that is why we do not repeat here the proof
arguments for this extension. The paper [40] analyzed the state-trace process in the case of history-dependent λ under
Assumption 2.1.
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(ii) Let Eζ denote expectation w.r.t. the stationary state-trace process with initial distribution ζ.
Then Eζ
[‖f(Z0)‖] < ∞ for any vector-valued function f(z) that is Lipschitz continuous in
the trace variable e. Furthermore, for such function f , given each initial condition of Z0, as
n→∞, 1n
∑n−1
i=0 f(Zi) converges to Eζ [f(Z0)] in mean and almost surely.
Next, w.r.t. the stationary state-trace process with initial distribution ζ, we derive expressions of
the expectation Eζ[f(Z0)] for several functions f involved in the GTD algorithms. These expressions
are related to the expressions (2.7)-(2.10) of the gradient ∇J(θ) and will appear in the mean ODEs
associated with the algorithms. To state the results concisely, let
δ¯(s, s′, v) = ρ(s)
(
r(s, s′) + γ(s′)v(s′)− v(s)), δ¯0(v) = δ¯(S0, S1, v).
(Recall r(s, s′) is the mean reward associated with the transition (s, s′); cf. Section 2.1.2. The above
are temporal-difference terms without noises in the rewards.) Recall that P (λ) is the substochastic
matrix in the generalized Bellman operator T (λ) (cf. (2.3)), φi is the i-th component of the function
φ, and Φi the i-th column of the matrix Φ.
Proposition 2.1. Under Assumption 2.1, we have
Eζ
[
φ(S0)φ(S0)
⊤
]
= Φ⊤ΞΦ, (2.22)
Eζ
[
e0 δ¯0(v)
]
= Φ⊤Ξ (T (λ)v − v), ∀ v ∈ ℜ|S|, (2.23)
Eζ
[
e0 · ρ0
(
φi(S0)− γ1φi(S1)
)]
= Φ⊤Ξ (I − P (λ))Φi, 1 ≤ i ≤ d, (2.24)
Eζ
[
e0 · ρ0(1 − λ1)γ1φi(S1)
]
= Φ⊤ΞP (λ)Φi, 1 ≤ i ≤ d. (2.25)
To prove this proposition, it is convenient to extend the stationary state-trace process whose time
is indexed by n ≥ 0, to a double-ended stationary state-trace process {(Sn, en)} or {(Sn, yn, en)}
with −∞ < n < ∞. Let Pζ denote the probability measure of the latter process. We shall keep
using Eζ to denote expectation with respect to Pζ . The following lemma gives an expression of e0
in this stationary process. It will facilitate our calculation of Eζ [f(Z0)] for various functions f in
the proposition.
Regarding notation in the lemma and in what follows, for k ≤ m, let ρmk =
∏m
i=k ρi, λ
m
k =∏m
i=k λi, γ
m
k =
∏m
i=k γi, and in addition, adopt the convention that λ
m
k = γ
m
k = ρ
m
k = 1 if k > m.
Let 1 denote the d-dimensional vector of all 1’s.
Lemma 2.1 (An expression for stationary traces). Let Assumption 2.1 hold. Then Pζ-almost surely,∑∞
n=1 λ
0
1−nγ
0
1−nρ
−1
−nφ(S−n) is well-defined and finite, and
e0 = φ(S0) +
∑∞
n=1 λ
0
1−nγ
0
1−nρ
−1
−n φ(S−n). (2.26)
Proof. For the case of history-dependent λ we consider, this is proved in [40, Lemma 3.1]. We give
the proof for the case of state-dependent λ. The beginning part of the proof is same as that of [40,
Lemma 3.1] and similar to that of [35, Lemma 4.2] for the case of constant λ. Under Condition 2.1(i),
(I − PΓ)−1 =∑∞n=0(PΓ)n and therefore,
Eζ
[∑∞
n=1 γ
0
1−nρ
−1
−n
]
=
∑∞
n=1 Eζ
[
γ01−nρ
−1
−n
]
=
∑∞
n=1 ξ
⊤(PΓ)n1 <∞
where the first equality follows from the monotone convergence theorem, and the second equality
follows from a direct calculation together with the fact that the marginal of ζ on S coincides with
ξ, the unique invariant probability measure of {Sn} under Condition 2.1(ii). Since λ01−n ≤ 1 for all
n, the above relation implies that
Eζ
[∑∞
n=1 λ
0
1−nγ
0
1−nρ
−1
−n ‖φ(S−n)‖
] ≤ maxs∈S ‖φ(s)‖ · Eζ[∑∞n=1 γ01−nρ−1−n] <∞. (2.27)
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It then follows from a theorem on integration [25, Theorem 1.38, p. 28-29] that Pζ -almost surely,
the infinite series
∑∞
n=1 λ
0
1−nγ
0
1−nρ
−1
−nφ(S−n) converges to a finite limit.
We now prove (2.26). Since under Condition 2.1(i),
∑∞
n=m(PΓ)
n converges to the zero matrix
as m→∞, it follows from an argument very similar to the above that
Eζ
[∥∥∑∞
n=m λ
0
1−nγ
0
1−nρ
−1
−n φ(S−n)
∥∥]→ 0, as m→∞. (2.28)
Unfolding the iteration (2.12) for e0 backwards in time, we have that for all m ≥ 1,
e0 = φ(S0) +
∑m−1
n=1 λ
0
1−nγ
0
1−nρ
−1
−n φ(S−n) + λ
0
1−mγ
0
1−mρ
−1
−m e−m.
Let eˆ0 denote the expression on the right-hand side (r.h.s.) of (2.26). Then, for all m ≥ 1,
Eζ
[‖e0 − eˆ0‖] ≤ Eζ [∥∥∑∞n=m λ01−nγ01−nρ−1−n φ(S−n)∥∥]+ Eζ [∥∥λ01−mγ01−mρ−1−m e−m∥∥]. (2.29)
Let m → ∞ in the r.h.s. of (2.29). The first term converges to 0 by (2.28). For the second term,
since λ01−m ≤ 1, it is bounded above by
Eζ
[∥∥γ01−mρ−1−m e−m∥∥] = Eζ [‖e−m‖ · Eζ [γ01−mρ−1−m | S−m, e−m]]
≤ Eζ
[‖e−m‖ · 1⊤(PΓ)m1] = Eζ [‖e0‖] · 1⊤(PΓ)m1 m→∞−→ 0,
where the last equality uses the stationarity of the process, and the convergence to zero follows from
the fact Eζ [‖e0‖] <∞ (Theorem 2.1(ii)) and the fact that under Condition 2.1(i), (PΓ)m converges
to a zero matrix. Hence, letting m → ∞ in the r.h.s. of (2.29), we obtain Eζ
[‖e0 − eˆ0‖] = 0 and
consequently, e0 = eˆ0, Pζ-a.s., which proves (2.26).
We now use the preceding lemma to calculate the expectations in Prop. 2.1.
Proof of Proposition 2.1. Since ξ is the invariant distribution of {Sn}, the marginal of ζ on S co-
incides with ξ. Then (2.22) obviously holds. Using the expression of e0 given in Lemma 2.1, the
verifications of (2.23)-(2.25) are similar and follow from direct calculations. We do this first for the
case of state-dependent λ. Consider the double-ended stationary state-trace process. First, let us
calculate Eζ
[
e0 · ρ0f(S0, S1)
]
for an arbitrary bounded function f on S2. We have
Eζ
[
e0 · ρ0f(S0, S1)
]
=
∑∞
n=0 Eζ
[
λ01−nγ
0
1−nρ
−1
−n φ(S−n) · ρ0f(S0, S1)
]
=
∑∞
n=0 Eζ
[
λn1 γ
n
1 ρ
n−1
0 φ(S0) · ρnf(Sn, Sn+1)
]
=
∑∞
n=0 Eζ
[
φ(S0) · Eζ [λn1 γn1 ρn0 f(Sn, Sn+1) | S0]
]
,
where the first equality follows from applying Lemma 2.1 and then changing the order of expectation
and summation (which, in view of (2.27), is justified by the dominated convergence theorem), and
the second equality uses the stationarity of the double-ended state-trace process. From the change
of measure performed through ρn0 , we have
Eζ [λ
n
1 γ
n
1 ρ
n
0 f(Sn, Sn+1) | S0] = Eπ [λn1γn1 f(Sn, Sn+1) | S0]
and therefore,
Eζ
[
e0 · ρ0f(S0, S1)
]
=
∑
s∈S ξsφ(s) ·
∑∞
n=0 E
π
[
λn1γ
n
1 f(Sn, Sn+1) | S0 = s
]
=
∑
s∈S ξsφ(s) · Eπ
[∑∞
n=0 λ
n
1γ
n
1 f(Sn, Sn+1) | S0 = s
]
(2.30)
where the change of the order of summation and expectation in (2.30) is justified by the dominated
convergence theorem, since by Condition 2.1(i), we have Eπ
[∑∞
n=0 λ
n
1 γ
n
1 ‖f(Sn, Sn+1)‖ | S0 = s
] ≤
‖f‖ ·∑∞n=0 1⊤(PΓ)n1 <∞.
16 Convergence of some Gradient-based TD Algorithms
Equations (2.23)-(2.25) then follow from (2.30) by specializing the function f to the corresponding
function in each case. In particular, for a given v ∈ ℜ|S|, corresponding to δ¯0(v) in (2.23), we let
f(s, s′) = r(s, s′)+ γ(s′)v(s′)− v(s). Then by (2.30) and the expression of T (λ)v− v given in (2.21),
we have Eζ
[
e0 · ρ0f(S0, S1)
]
= Φ⊤Ξ (T (λ)v − v), verifying (2.23). We omit the similar calculation
for (2.25). Equation (2.24) is implied by (2.23), as can be seen by letting r(s, s′) ≡ 0 and v = Φi.
This proves the proposition for the case of state-dependent λ.
In the case of history-dependent λ we consider, (2.23) is proved in [40, Theorem 3.2]. As just
mentioned, (2.24) is implied by (2.23). Let us verify (2.25). In this case the same proof of [40, The-
orem 3.2] (which works with the double-ended stationary state-trace process {(Sn, yn, en)}−∞<n<∞
and is similar to the preceding proof leading to (2.30)) shows that for any bounded function f on S,
Eζ
[
e0 · ρ0(1− λ1)f(S1)
]
= Eπζ
[
φ(S0) · Eπζ
[∑∞
n=0 λ
n
1 γ
n
1 · (1− λn+1)f(Sn+1) | S0
]]
,
where Eπζ is expectation w.r.t. the process described immediately after (2.20), the same process w.r.t.
which T (λ) is defined. Letting f(s) = γ(s)φi(s) for each i ≤ d, we then have
Eζ
[
e0 · ρ0(1− λ1) γ1φi(S1)
]
= Eπζ
[
φ(S0) · Eπζ
[∑∞
n=0 λ
n
1 γ
n+1
1 · (1− λn+1)φi(Sn+1) | S0
] ]
.
On the other hand, from the expression of T (λ) in (2.20), we see that the substochastic matrix P (λ)
in the affine operator T (λ) is given by
(P (λ)v)(s) = Eπζ
[∑∞
n=0 λ
n
1 (1− λn+1) · γn+11 v(Sn+1) | S0 = s
]
, s ∈ S, ∀ v ∈ ℜ|S|.
It then follows that Eζ
[
e0 · ρ0(1 − λ1)γ1φi(S1)
]
=
∑
s∈S ξsφ(s) · (P (λ)φi)(s) = Φ⊤ΞP (λ)Φi. This
proves the proposition for the case of history-dependent λ.
2.2.3 More properties of traces
In the rest of this subsection, we state several more properties of the trace iterates, which will be
needed in the subsequent convergence analysis. Some of the properties given in the part (i) of the
following proposition were in fact used to prove the ergodicity of the state-trace process given in
Theorem 2.1.
One important property of the trace iterates {en} is its uniform integrability—a set X of ℜm-
valued random variables is said to be uniformly integrable if lima→∞ supX∈X E[‖X‖1(‖X‖ > a)] = 0.
This property is much stronger than and entails that supn≥0 E[‖en‖] < +∞ [5, Theorem 10.3.5]. In
the case of history-dependent λ, since {en} lies in a pre-determined bounded set by the choice of
{λn} (cf. Condition 2.3(ii)), trivially {en} is uniformly integrable. So the part (ii) of the proposition
below concerns only the case of state-dependent λ.
Proposition 2.2. Under Assumption 2.1, the traces {en} have the following properties:
(i) Let {en} and {eˆn} be generated by the iteration (2.12), using the same trajectory of states
{Sn} and also the same initial memory state y0 in the case of history-dependent λ, but with
different initial e0 and eˆ0, respectively. Then en − eˆn a.s.→ 0. Moreover, for any initial e0, eˆ0
in a compact set E, E[‖en − eˆn‖] ≤ cn for some constant cn that depends on the set E and
satisfies cn → 0 as n→∞.
(ii) In the case of state-dependent λ, for any given initial e0, {en} is uniformly integrable.
Proof. In (i), that en − eˆn a.s.→ 0 is proved in [40, Lemma 2.1] for the case of history-dependent λ,
using the continuity condition in Condition 2.3(i), the supermartingale convergence theorem, and
the fact that (PΓ)n converges to a zero matrix under Condition 2.1(i). For state-dependent λ, it
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follows from the same argument (which is similar to the proof of [35, Lemma 3.2] for constant λ).
The proof, for both cases of λ, also shows that for all n,
E[‖en − eˆn‖] ≤ ‖e0 − eˆ0‖ · 1⊤(PΓ)n1.
Since limn→∞ 1
⊤(PΓ)n1 = 0 and supe,eˆ∈E ‖e− eˆ‖ <∞ if E is compact, the constants cn in (i) can
be chosen as cn = supe,eˆ∈E ‖e− eˆ‖ · 1⊤(PΓ)n1 for all n.
We now show (ii) is true. We can apply the same proof of a similar result [37, Prop. 2(i), p. 25],
which establishes the uniform integrability of the trace iterates produced by the ETD algorithm,
provided that we can show the following approximation property of what we call truncated traces.
(The proof of [37, Prop. 2(i)] uses only the approximation property just mentioned and does not care
about how {en} is generated. This is why we can apply that proof exactly to the case considered
here.) Specifically, for each integer K ≥ 1, define truncated traces {e˜n,K} as follows:
e˜n = en if n ≤ K; e˜n,K =
∑K
i=0 λ
n
n−i+1γ
n
n−i+1ρ
n−1
n−iφ(Sn−i) if n > K. (2.31)
By definition {e˜n,K} lies in a bounded set depending on the initial e0 and K.10 To use these
bounded truncated traces for establishing the uniform integrability of the original traces {en}, the
approximation property we need is that given an initial e0, for each K, there is a constant LK that
depends on K and e0 such that
supn≥0 E
[‖en − e˜n,K‖] ≤ LK , and LK ↓ 0 as K → +∞ (2.32)
(i.e., LK decreases to 0 as K →∞). For n > K, with c = max{‖e0‖,maxs∈S ‖φ(s)‖} <∞, we have
E
[‖en − e˜n,K‖] ≤ n−1∑
i=K+1
E
[
λnn−i+1γ
n
n−i+1ρ
n−1
n−i ‖φ(Sn−i)‖
]
+ E
[
λn1 γ
n
1 ρ
n−1
0 ‖e0‖
]
≤ c ·
n∑
i=K+1
E
[
γnn−i+1ρ
n−1
n−i
] ≤ c · n∑
i=K+1
1⊤(PΓ)i1 ≤ c ·
∞∑
i=K+1
1⊤(PΓ)i1.
Now let LK be the constant in the last expression above. Then the bound in (2.32) holds and
moreover, since under Condition 2.1(i) the matrix
∑∞
i=K+1(PΓ)
i converges to a zero matrix as
K → ∞, we have LK ↓ 0 as K → ∞ as required in (2.32). Feeding this approximation property of
truncated traces to the proof of [37, Prop. 2(i), p. 25], we obtain the uniform integrability of trace
variables stated in (ii).
The next proposition, particularly, its part (i), will be important for convergence analysis. It
will be used to show that the algorithms satisfy certain “averaging conditions” that will allow us to
relate their average dynamics to respective mean ODEs. Part (i) is similar to [37, Prop. 3] for the
ETD algorithm, and its proof is also similar, albeit simpler. Part (ii) will be used in the analysis of
the two-time-scale algorithms at their fast time-scale. In the proposition, the notation limm,n→∞ or
limm,n,j→∞ means that the limit is taken as m,n or m,n, j go to infinity in any possible way.
Proposition 2.3. Let Assumption 2.1 hold. Let f(z) be a vector-valued function that is Lipschitz
continuous in the trace variable e, and let f¯ = Eζ [f(Z0)]. Then the following hold:
(i) For each compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n
(
f(Zi)− f¯
)
1(Zn ∈ D) = 0 in mean.
10To see this, notice that for n > K, the truncated traces e˜n,K do not depend on the initial e0, and being the sum
of K + 1 functions of the states, they lie in a bounded set determined by K (since the state space is finite). For all
n ≤ K, e˜n,K also lies in a bounded set, which is determined by K and the initial e0.
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(ii) For a given sequence {ci} of positive numbers with ci → 0 as i→∞,
limm,n→∞
1
m
∑n+m−1
i=n E
[
ci · ‖f(Zi)‖
]
= 0, limm,n,j→∞
1
m
∑n+m−1
i=n E
[
cj · ‖f(Zi)‖
]
= 0.
Proof. For z to be in a given compact set D ⊂ Z, there is only a finite number of values that the
state and memory state components of z can take (since the spaces of states and memory states are
finite). This means that to prove (i) for each compact set D, it is sufficient to prove it for each D
of the form {(s, e, s′) | e ∈ E} or {(s, y, e, s′) | e ∈ E}, where E is an arbitrary compact set in ℜd,
and (s, s′) or (s, y, s′) (depending on the case of λ) is an arbitrary, possible state transition or an
arbitrary, possible triple of memory state and state transition. To simplify notation, consider such
a pair (s, s′) or triple (s, y, s′), and denote it by z¯o. Denote Zoi = (Si, Si+1) for the case of state-
dependent λ and Zoi = (Si, yi, Si+1) for the case of history-dependent λ. Then, as just discussed,
to prove (i), it is sufficient to show that for an arbitrary compact set E ⊂ ℜd and two arbitrary
sequences of integers mj , nj →∞,
lim
j→∞
1
mj
nj+mj−1∑
i=nj
(
f(Zi)− f¯
) · 1(enj ∈ E,Zonj = z¯o) = 0 in mean. (2.33)
To prove (2.33), we first define, for each j, auxiliary trace variables eji , i ≥ nj , to decompose the
difference term f(Zi)− f¯ in (2.33). Specifically, we define eji as follows:
(a) Fix a point e¯ ∈ E.
(b) For each j ≥ 1, define a sequence of traces, eji , i ≥ nj , by using the same recursion that
defines the traces {ei}, based on the same trajectory of {Si} or {(Si, yi)} (for each case of λ,
respectively), but starting at the iteration nj with the initial e
j
nj = e¯.
Let Zji = (Si, e
j
i , Si+1) or Z
j
i = (Si, yi, e
j
i , Si+1) (for each case of λ, respectively). We write the
summation in (2.33) as
nj+mj−1∑
i=nj
(
f(Zi)− f¯
)
=
nj+mj−1∑
i=nj
(
f(Zji )− f¯
)
+
nj+mj−1∑
i=nj
(
f(Zi)− f(Zji )
)
.
Equation (2.33) will follow immediately if we show that
lim
j→∞
1
mj
nj+mj−1∑
i=nj
(
f(Zji )− f¯
) · 1(enj ∈ E,Zonj = z¯o) = 0 in mean, (2.34)
lim
j→∞
1
mj
nj+mj−1∑
i=nj
(
f(Zi)− f(Zji )
) · 1(enj ∈ E,Zonj = z¯o) = 0 in mean. (2.35)
To prove (2.34), note that by construction, for all j, conditioned on the event Zonj = z¯
o, the
process {Zjnj+i}i≥0 has the same probability distribution: it is just the distribution of the process
Zˆi = (Sˆi, eˆi, Sˆi+1), i ≥ 0, or the process Zˆi = (Sˆi, yˆi, eˆi, Sˆi+1), i ≥ 0 (depending on the case of λ),
for a state-trace process {(Sˆi, eˆi)} or {(Sˆi, yˆi, eˆi)} that starts from eˆ0 = e¯ and (Sˆ0, Sˆ1) = z¯o or
(Sˆ0, yˆ0, Sˆ1) = z¯
o (depending on the case of λ). Therefore, the convergence-in-mean stated in (2.34)
is equivalent to
limm→∞
1
m
∑m−1
i=0
(
f(Zˆi)− f¯
)
= 0 in mean. (2.36)
Since the function f(z) is Lipschitz continuous in the trace variable e, (2.36) is true by Theo-
rem 2.1(ii). Therefore, (2.34) holds.
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We now prove (2.35). Again, by the Lipschitz continuity of f(z) in the trace variable e, it is
sufficient to show
lim
j→∞
1
mj
nj+mj−1∑
i=nj
∥∥ei − eji∥∥ · 1(enj ∈ E, Zonj = z¯o) = 0 in mean. (2.37)
By Prop. 2.2(i), for the given compact set E, starting from time nj and initial enj , e
j
nj ∈ E, we have
E
∥∥enj+i − ejnj+i∥∥ ≤ ci for some constant ci that satisfies ci → 0 as i→∞. This implies (2.37), and
hence (2.35) also holds. We have thus proved (i).
To prove (ii), note that since f(z) is Lipschitz continuous in the trace variable e, there is some
constant ℓ such that ‖f(z)‖ ≤ ℓ(1 + ‖e‖) for all z. Hence, E[‖f(Zi)‖] ≤ ℓ + ℓE[‖ei‖] for all i ≥ 0.
We also have supi≥0 E
[‖ei‖] < ∞ by Prop. 2.2(ii), and limi→∞ ci = 0 by assumption. These facts
together clearly imply (ii).
Remark 2.1 (About the Lipschitz continuity condition on f(·)). Note that for a bounded mea-
surable function f , Prop. 2.3(ii) holds trivially. For Prop. 2.3(i), however, our proof (in particular,
the proof of (2.35)) needs the function f to be Lipschitz continuous in the trace variable, even if
f is bounded and continuous, and it is not clear to us if this Lipschitz continuity condition can be
relaxed.
3 Convergence Analyses I
This section starts our convergence analysis of several gradient-based TD algorithms. The first two
subsections are for the two-time-scale GTDa and GTDb, respectively. In the subsequent Section 4,
we will analyze several other algorithms, including single-time-scale algorithms. The purposes of
this section are: (i) to present specific convergence results for GTD (Sections 3.1, 3.2); (ii) to
discuss a way to “robustify” the algorithms against the high-variance issue in off-policy learning
(Section 3.3), and to discuss a composite scheme of setting the λ-parameters that extends the ones
given in Section 2.1.3 (Section 3.4), both of which can also be applied to other algorithms later; and
(iii) to show the overall proof structure and the main proof arguments, so that when we analyze
other algorithms, we can focus on their differences from GTD, without repeating similar proofs.
In this and next sections, we use the weak convergence method from stochastic approximation
theory [8, Chap. 8] to analyze the algorithms for a broad range of stepsizes. The advantage of the
weak convergence method is that the conditions involved are much weaker than those for almost
sure convergence. As a result, one can characterize the asymptotic behavior of the algorithms for
slowly diminishing stepsizes and constant stepsizes, which are often used in practice. In comparison,
almost sure convergence, which we will address in Section 5, requires more stringent conditions, and
the range of stepsizes for convergence is narrower—especially narrow for the case of state-dependent
λ where the trace iterates can be unbounded and have unbounded variances.
In most part of this paper, we will analyze constrained versions of the algorithms, where the
iterates are confined in some bounded sets. This is not a serious limit in practice if the constraint
sets are large enough; in addition, constraints are certainly needed if constant stepsizes are used.
We find it better to state the convergence theorems close to where they are finally proved. For
quick access to the convergence results of this section, we list them here:
• GTDa: Theorem 3.1 (for diminishing stepsize), Theorem 3.2 (for constant stepsize), and The-
orem 3.3 (for averaged iterates in the constant-stepsize case);
• GTDb: Theorem 3.4;
• “robustified” biased variants of GTD: Theorem 3.5;
• GTD with a composite scheme of setting λ: Theorem 3.6.
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We remark that for the (constrained) GTDa and GTDb algorithms, the convergence theorems we
present in this section have the same conclusions and are proved essentially with the same arguments.
However, in the case of GTDa, these theorems can be improved further by using a minimax problem
formulation, and we will address that in Section 4.3 (see Theorem 4.5) when we have all the tools
needed.
3.1 GTDa
In this subsection we analyze a constrained version of GTDa under Assumption 2.1:
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤nxn), (3.1)
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
, (3.2)
where we take Bθ and Bx to simply be closed balls in ℜd centered at the origin and with large radii,
and ΠBθ and ΠBx denote the projection on the constraint sets Bθ and Bx, respectively, w.r.t. ‖ · ‖2
(the usual Euclidean norm). We will later impose a condition on Bx (cf. (3.16)) to ensure that it
is large enough so that the algorithm can carry out gradient-descent to minimize J(θ) over Bθ. A
much weaker condition on Bx also works for GTDa (under which GTDa computes gradients of a
function different from but related to J) and will be discussed in Section 4.3.
We choose the constraint sets this way because of a nice property: the projection operations will
not take the iterates outside the subspace span{φ(S)} if the iterates are initially in this subspace.
This is due to the nature of TD algorithms, as can be see from the above formulae and the formula
(2.12) for calculating traces:
en = λnγnρn−1en−1 + φ(Sn).
It is especially convenient to have the x-iterates lying in span{φ(S)}: It avoids all the nuisances due
to the possible linear dependence between the component functions of the feature map φ, so we can
focus the convergence analysis on issues that are important.
The GTDa algorithm (3.1)-(3.2) is a two-time-scale algorithm. Its θ-iterates vary at a slow time-
scale determined by the stepsizes {αn}, while its x-iterates vary at a fast time-scale determined
by the stepsizes {βn}. We will consider two types of stepsizes: diminishing stepsize and constant
stepsize. The latter refers to the case where αn = α and βn = β for all n, with α << β. For
diminishing stepsizes, we impose the following condition:
Assumption 3.1 (Condition on diminishing stepsizes for two-time-scale algorithms).
The (deterministic) nonnegative sequences {αn} and {βn} satisfy that∑
n≥0
αn =
∑
n≥0
βn =∞, αn, βn → 0 and αn/βn → 0 as n→∞.
Moreover, for some sequences of integers mn →∞ and m′n →∞,
lim
n→∞
sup
0≤j≤mn
∣∣∣∣αn+jαn − 1
∣∣∣∣ = 0, limn→∞ sup0≤j≤m′n
∣∣∣∣βn+jβn − 1
∣∣∣∣ = 0. (3.3)
The condition αn/βn → 0 above shows the separation between the time-scale of the θ-iterates
and that of the x-iterates. The condition (3.3) above allows large stepsizes that diminish very slowly,
such as n−c, c ∈ (0, 1]. This stepsize condition is used in the book [8, Chap. 8] to analyze stochastic
approximation algorithms with the weak convergence method; the results from that book will be
used in this section.
The structure of the proof is the same for the two-time-scale GTDa, GTDb, and other two-time-
scale algorithms that we will consider later. We first use the ergodicity of the state-trace process
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to identify the desired mean ODEs associated with the algorithms. We then use the ergodicity
property and other properties of the trace iterates given in Section 2.2 to show that the conditions
of the analyses in [8, Chap. 8] (for diminishing as well as constant stepsizes) are satisfied by each
algorithm. The theorems in [8, Chap. 8] ensure that the asymptotic behavior of the algorithm is
characterized by the asymptotic behavior of the solutions of its associated mean ODE. There are
actually two mean ODEs associated with a two-time-scale algorithm, one for each time-scale. We
apply the theorems in [8, Chap. 8] for single-time-scale algorithms twice to analyze the behavior of
the algorithm at each time-scale, feeding the result on the fast time-scale to the analysis of the slow
time-scale. For constrained algorithms, almost no conditions are imposed on the mean ODE for the
slow time-scale. This allows us to establish the connection between the behavior of an algorithm
and the solutions of its slow-time-scale ODE, without worrying about what those ODE solutions
actually are. We can study the ODE separately to get its solution properties and translate them into
the convergence properties of the algorithm. This last proof step is simpler and quicker to carry out,
so when presenting our proofs, we will first tackle this step by discussing the desired mean ODEs
and deriving their solution properties.
This subsection is relatively long. After we explain the main proof arguments for GTDa in this
subsection, we will apply the same arguments to other algorithms in later subsections, so they will
be much shorter than this one.
3.1.1 Associated mean ODEs and their solution properties
We first rewrite the GTDa algorithm in a form that is more concise and convenient for analy-
sis. Recall we defined the random variable Zn = (Sn, en, Sn+1) for state-dependent λ and Zn =
(Sn, yn, en, Sn+1) for history-dependent λ. From now on, let us write Zn = (Sn, yn, en, Sn+1) in
both cases, treating the memory states yn as dummy variables in the case of state-dependent λ.
Let Z denote the space of z as before. Let ωn+1 = ρn
(
Rn+1 − r(Sn, Sn+1)
)
, which is a noise term
in the observed one-stage reward and which, given the history (Z0, . . . , Zn) and (R1, . . . , Rn), has
zero-mean. We rewrite the GTDa algorithm (3.1)-(3.2) as
θn+1 = ΠBθ
(
θn + αn g(θn, xn, Zn)
)
, (3.4)
xn+1 = ΠBx
(
xn + βn(k(θn, xn, Zn) + enωn+1)
)
, (3.5)
where with z = (s, y, e, s′), the functions g(θ, x, z) and k(θ, x, z) are given by
g(θ, x, z) = ρ(s, s′)
(
φ(s)− γ(s′)φ(s′)) · e⊤x, k(θ, x, z) = e δ¯(s, s′, vθ)− φ(s)φ(s)⊤x. (3.6)
Recall that δ¯(s, s′, vθ) above is the temporal-difference term with the noise in the reward subtracted:
δ¯(s, s′, vθ) = ρ(s)
(
r(s, s′) + γ(s′)vθ(s
′)− vθ(s)
)
, and we use the shorthand δ¯0(vθ) for δ¯(S0, S1, vθ).
As mentioned earlier, there are two ODEs associated with the algorithm, one for each time-
scale. The slow-time-scale one depends on the solution to the fast-time-scale one. Let us work out
what these ODEs are—at this stage they are only desired ODEs that we wish to associate with the
algorithm, for their real connection with the algorithm can only be established after we carry out
the analysis using stochastic approximation theory in the following subsections.
For the fast time-scale, by Prop. 2.1, for each fixed (θ, x),
k¯(θ, x) := Eζ
[
k(θ, x, Z0)
]
= Eζ
[
e0 δ¯0(vθ)
] − Eζ[φ(S0)φ(S0)⊤] · x
= Φ⊤Ξ (T (λ)vθ − vθ)− Φ⊤ΞΦx. (3.7)
For the function g in the slow-time-scale iteration, by (2.24) in Prop. 2.1, for fixed (θ, x),
g¯(θ, x) := Eζ
[
g(θ, x, Z0)
]
= Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · e⊤0 x]
= (Φ⊤Ξ (I − P (λ))Φ)⊤x. (3.8)
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Recall from (2.5)-(2.6) that for any given θ, there is a unique solution xθ to the linear equation
k¯(θ, x) = 0, x ∈ span{φ(S)}. (3.9)
Let us define a function x¯(θ) = xθ. By (3.8),
g¯(θ, x¯(θ)) = Eζ
[
g(θ, x¯(θ), Z0)
]
= (Φ⊤Ξ (I − P (λ))Φ)⊤xθ =: g¯(θ), (3.10)
where we have let g¯(θ) stand for g¯(θ, x¯(θ)) in order to simplify notation for the subsequent analysis.
From the expression (2.8) of the gradient ∇J(θ), we see that
g¯(θ) = −∇J(θ).
At the fast time-scale determined by the stepsizes {βn}, we can view the algorithm (3.4)-(3.5)
as the single-time-scale algorithm,
θn+1 = ΠBθ
(
θn + βn · (αn/βn) g(θn, xn, Zn)
)
, (3.11)
xn+1 = ΠBx
(
xn + βn(k(θn, xn, Zn) + enωn+1)
)
. (3.12)
Since αn << βn, we wish the terms (αn/βn) g(θn, xn, Zn) are negligible, and we want to relate the
average dynamics of the algorithm to the mean ODE,(
θ˙(t)
x˙(t)
)
=
(
0
k¯
(
θ(t), x(t)
)
+ z(t)
)
, θ(0) ∈ Bθ, z(t) ∈ −NBx(x(t)), (3.13)
where NBx(x(t)) is the normal cone of Bx at x(t), and z(t) is the boundary reflection term. Specif-
ically, if x(t) is in the interior of Bx, the reflection term z(t) is zero. If x(t) is on the boundary of
Bx, z(t) cancels out the projection of k¯
(
θ(t), x(t)
)
on NBx(x(t)); namely,
z(t) = −ΠD
(
k¯(θ(t), x(t))
)
with D = NBx(x(t))
(the projection is w.r.t. ‖ · ‖2). This boundary reflection term is the “minimal force” needed to keep
the solution x(·) in the constraint set Bx (cf. [8, Chap. 4.3]).
At the slow time-scale determined by the stepsize {αn}, we can view the θ-iteration (3.4) as the
single-time-scale iteration:
θn+1 = ΠBθ
(
θn + αn(g(θn, x¯(θn), Zn) + ∆n)
)
, for ∆n = g(θn, xn, Zn)− g(θn, x¯(θn), Zn). (3.14)
We wish that xn “tracks” x¯(θn) so that the ∆n terms have negligible effects on the average dynamics
of the θ-iterates, thereby allowing us to associate the following mean ODE with the θ-iteration above:
θ˙(t) = g¯
(
θ(t)
)
+ z(t), z(t) ∈ −NBθ
(
θ(t)
)
, (3.15)
where NBθ (θ(t)) is the normal cone of Bθ at θ(t), and z(t) is the boundary reflection term; i.e., z(t)
equals minus the projection of g¯(θ(t)) on NBθ (θ(t)).
As mentioned earlier, if we can establish the connection between the algorithm and these two
ODEs, then the asymptotic properties of the solutions to these ODEs will tell us the asymptotic
behavior of the algorithm. So let us examine first the solution properties of these two ODEs.
For the fast-time-scale ODE (3.13), with θ(·) ≡ θ ∈ Bθ, note that the solution x(·) stays in the
subspace span{φ(S)} if x(0) ∈ span{φ(S)},11 and we wish x(t) to converge to x¯(θ) = xθ as t → ∞
11We have k¯(θ, x) ∈ span{φ(S)} (cf. the expression (3.7) of k¯). Therefore, its projection on the ball Bx lies in
span{φ(S)} and so does its boundary reflection term. This shows x(·) stays in span{φ(S)} if x(0) ∈ span{φ(S)}.
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(so that there is hope for the iterates xn to track x¯(θn) as desired for the slow-time-scale θ-iteration).
For this we need Bx to be large enough so that
12
Bx ⊃ {xθ | θ ∈ Bθ}. (3.16)
Now notice that for each θ, k¯(θ, x) = −∇f(x) for the convex quadratic function f(x) = 12x⊤Cx−x⊤b,
where C = Φ⊤ΞΦ and b = Φ⊤Ξ (T (λ)vθ−vθ), and f(x) attains its minimum at xθ. So the fast-time-
scale ODE is simply solving the problem infx∈Bx f(x) with gradient descent, and it is straightforward
to derive its solution properties stated in the following lemma. (We defer the proof details until after
we have discussed the slow-time-scale ODE, which has a similar analysis.)
Let clD denote the closure of a set D. The limit set of the ODE (3.13) is by definition the set⋂
t¯≥0
cl
{(
θ(t), x(t)
) ∣∣ θ(0) ∈ Bθ, x(0) ∈ Bx, t ≥ t¯}
where each set in the intersection is the closure of the set of points that can be reached after time t¯ by
a solution (θ(·), x(·)) of the ODE from some initial condition in Bθ×Bx. Since we are interested only
in those solutions with x(0), x(t) ∈ span{φ(S)} for all t, we focus on a smaller limit set corresponding
to those solutions, which is the set ∩t¯≥0 cl
{(
θ(t), x(t)
) ∣∣ θ(0) ∈ Bθ, x(0) ∈ Bx ∩ span{φ(S)}, t ≥ t¯}.
Lemma 3.1. Let the constraint set Bx satisfy (3.16). Then for all initial x(0) ∈ Bx ∩ span{φ(S)}
and θ(0) ∈ Bθ, the limit set of the ODE (3.13) is
{(
θ, x¯(θ)
) | θ ∈ Bθ}.
Now for the slow time-scale, consider the desired mean ODE (3.15). Let Θopt denote the compact
set of optimal solutions of infθ∈Bθ J(θ):
Θopt = argmin
θ∈Bθ
J(θ). (3.17)
Lemma 3.2. The limit set of the ODE (3.15) is
⋂
t¯≥0 cl
{
θ(t)
∣∣ θ(0) ∈ Bθ, t ≥ t¯} = Θopt.
To prove the lemma, we need the following facts concerning convex sets, which will also be useful
in later sections:
Lemma 3.3. Let D be a closed convex set in ℜd and let θ ∈ D. For any h ∈ ℜd, let y be the
projection of h on ND(θ), the normal cone of D at θ. Then y − h is the point in the convex set
ND(θ) − h that has the minimal ‖ · ‖2-norm. Moreover, h − y lies in the tangent cone of D at θ,
and 〈y, h− y〉 = 0.
The first statement of Lemma 3.3 is obvious: Since y is the closest point in ND(θ) to h, by
translation, y− h is the closest point in ND(θ)− h to the origin. The second statement about h− y
comes from a property of projections on a polar pair of cones [24, Ex. 12.22, p. 546].13
Here are the implications of Lemma 3.3 for a solution θ(·) of the ODE (3.15). Take D = Bθ,
θ = θ(t), h = g¯(θ(t)), and y = −z(t); recall that our boundary reflection term z(t) corresponds
precisely to −ΠND(θ)h. Therefore,
〈z(t), g¯(θ(t) + z(t)〉 = 0, (3.18)
and the vector −g¯(θ(t)) − z(t) = ∇J(θ(t)) − z(t) is the point in ∇J(θ(t)) +NBθ (θ(t)) that has the
minimal ‖ · ‖2-norm. Notice that for θ ∈ Bθ, the set ∇J(θ) + NBθ (θ) consists of the subgradients
12A sufficient condition for (3.16) is that radius(Bx) ≥ supθ∈Bθ
∥
∥Φ⊤Ξ (T (λ)vθ − vθ)
∥
∥
2
/c, where c is the smallest
nonzero eigenvalue of the matrix Φ⊤ΞΦ.
13This theorem asserts that given a closed convex cone K, h can be decomposed uniquely as the sum of two
orthogonal vectors, one in K and the other in the polar of K, and these two vectors are given by the projections of h
on the two cones, respectively.
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∂f(θ) of the convex function f(θ) = J(θ) + δBθ (θ) at the point θ (here δBθ(θ) denotes the indicator
function that takes the value 0 on Bθ and +∞ outside Bθ). For the problem infθ f(θ) (which is
equivalent to infθ∈Bθ J(θ)), at a non-optimal θ, 0 6∈ ∂f(θ), but unlike an arbitrary subgradient, the
minimal-norm subgradient has the property that its negation always points in a descent direction of
f . At an optimal θ, 0 ∈ ∂f(θ) by the optimality condition, and then, of course, the minimal-norm
subgradient must be the zero vector. Thus we see that the path of a solution θ(·) of (3.15) follows
descent directions of the objective function f that we want to minimize.
Let us now prove Lemma 3.2 for the desired mean ODE at the slow time-scale.
Proof of Lemma 3.2. Since g¯(θ) = −∇J(θ), the function V (θ) = J(θ) serves as a Lyapunov function
for the ODE (3.15). In particular, we have
V˙ (θ(t)) =
〈∇J(θ(t)),−∇J(θ(t))+ z(t)〉
= −∥∥∇J(θ(t)) − z(t)∥∥2
2
+
〈
z(t),−∇J(θ(t))+ z(t)〉
= −∥∥∇J(θ(t)) − z(t)∥∥2
2
, (3.19)
where the last equality follows from (3.18). As discussed before the proof, ∇J(θ(t)) − z(t) is
the minimal-norm subgradient of f at θ(t). So, if θ(t) ∈ Θopt, V˙
(
θ(t)
)
= 0 by the optimality
condition; if θ(t) 6∈ Θopt, then ∇J
(
θ(t)
) − z(t) 6= 0 and hence V˙ (θ(t)) < 0. Moreover, for any
0 < ǫ ≤ supθ∈Bθ J(θ)− infθ∈Bθ J(θ), there exists ηǫ > 0 such that14
V˙
(
θ(t)
) ≤ −ηǫ, if J(θ(t)) ≥ infθ∈BθJ(θ) + ǫ. (3.20)
Since V is bounded on Bθ, this implies that there exists a time tǫ such that all solutions of (3.15)
satisfy that
J(θ(t)) ≤ infθ∈BθJ(θ) + ǫ, ∀ t ≥ tǫ.
Thus the limit set of the ODE must be ∩ǫ>0{θ ∈ Bθ | J(θ) ≤ infθ∈Bθ J(θ) + ǫ} = Θopt.
The proof of Lemma 3.1 is similar:
Proof of of Lemma 3.1. For each θ ∈ Bθ, with θ(·) ≡ θ, consider a solution x(·) of the ODE (3.13)
with x(0) ∈ span{φ(S)}. We can write k¯(θ, x) = −C(x−xθ) for C = Φ⊤ΞΦ. Let Vθ(x) = 12‖x−xθ‖22.
Then with a calculation similar to (3.19), we have
V˙θ(x(t)) = 〈x(t) − xθ, −C(x(t) − xθ) + z(t)〉 = −〈x(t) − xθ, C(x(t) − xθ)〉+ 〈x(t) − xθ, z(t)〉.
Since x(t) ∈ span{φ(S)}, the first term on the r.h.s. is bounded above by −c ‖x(t) − xθ‖22, where
c > 0 is the smallest nonzero eigenvalue of the symmetric positive semidefinite matrix C. The second
term on the r.h.s. is nonpositive, because xθ ∈ Bx under our assumption and by the definition of
the boundary reflection term, −z(t) ∈ NBx(x(t)), which implies 〈x− x(t),−z(t)〉 ≤ 0 for all x ∈ Bx.
Thus, we have V˙θ(x(t)) ≤ −c‖x(t) − xθ‖22. Since on Bx, {Vθ | θ ∈ Bθ} are uniformly bounded, this
implies that for any ǫ > 0, there is a time tǫ independent of θ such that ‖x(t) − xθ‖22 ≤ ǫ for all
t ≥ tǫ. The conclusion of the lemma then follows.
We have now obtained solution properties of the desired mean ODEs. Next, we need to show
that everything we “wished” in the above actually holds for the GTDa algorithm, so that the θn
iterates produced by the algorithm will behave like the solutions θ(·) of the slow-time-scale ODE
and converge, in a sense to be made precise, to the optimal solution set Θopt.
14To derive (3.20), consider the convex function f(θ) = J(θ) + δBθ (θ) mentioned before the proof. As a set-valued
mapping, the subgradient mapping ∂f is outer semicontinuous and therefore its graph, gph ∂f = {(θ, y) | y ∈ ∂f(θ)},
is closed [24, Theorem 5.7]. Then the set gph ∂f ∩
(
{θ ∈ Bθ | J(θ) ≥ infθ∈Bθ J(θ) + ǫ} × ℜ
d
)
is also closed, and on
this set, the continuous function (θ, y) 7→ ‖y‖22 attains the minimal value, which must be nonzero (since no optimal θ
is involved in this set). We can take this value to be ηǫ in (3.20).
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3.1.2 Conditions to verify
We use the weak convergence method from stochastic approximation theory to analyze the con-
vergence properties of the algorithm for constant and slowly diminishing stepsizes. Specifically, in
the terminology of [8], our algorithm is of the type that involves “exogenous noises,” meaning that
the evolution of {Zn} is not influenced by the iterates {(θn, xn)} themselves. We will apply the
theorems in [8, Chap. 8] for this type of algorithms, and in this subsection, we first use the results
of Section 2.2 to verify several major conditions that will be needed when applying those theorems.
We list here only the conditions for the case of diminishing stepsize. The conditions for the
constant-stepsize case differ only in notation and will be addressed in Section 3.1.4 when we analyze
that case. We are going to show that the algorithm fulfills the following seven conditions. They are
closely related to the conditions in [8, Theorems 8.2.3 and 8.6.1]. (We will apply [8, Theorems 8.2.3]
twice, once for each time-scale, in our convergence proof.)
(i) The following sets of random variables are uniformly integrable:15{
g(θn, xn, Zn)
}
n≥0
,
{
g(θ, x, Zn) | n ≥ 0, (θ, x) ∈ Bθ ×Bx
}
,
{
k(θn, xn, Zn) + enωn+1
}
n≥0
,
{
k(θ, x, Zn) | n ≥ 0, (θ, x) ∈ Bθ ×Bx
}
.
(ii) The set of random variables {Zn}n≥0 is tight.16
(iii) The functions g(θ, x, z) and k(θ, x, z) are continuous in (θ, x) uniformly in z ∈ D, for any
compact set D ⊂ Z.
(iv) There exists a continuous function k¯(θ, x) such that for each (θ, x) ∈ Bθ×Bx, the convergence-
in-mean stated below in Lemma 3.4(i) holds for {k(θ, x, Zn)}. Also, the convergence-in-mean
stated in the first part of Lemma 3.4(iii) holds for {g(θ, x, Zn)} and each (θ, x) ∈ Bθ ×Bx.
(v) There exists a continuous function x¯(θ) such that {(θ, x¯(θ)) | θ ∈ Bθ} is the limit set of the
projected ODE θ˙(t) = 0, x˙(t) = k¯(θ(t), x(t)) + z(t), where z(t) ∈ −NBx(x(t)) is the boundary
reflection term, for all initial conditions θ(0) ∈ Bθ and x(0) ∈ Bx ∩ span{φ(S)}.17
More conditions for the algorithm at its slow time-scale:
(vi) The following sets of random variables are uniformly integrable:{
g(θn, x¯(θn), Zn)
}
n≥0
,
{
g(θ, x¯(θ), Zn) | n ≥ 0, (θ, x) ∈ Bθ ×Bx
}
.
(vii) For {g(θ, x¯(θ), Zn)} and some continuous function g¯(θ), the convergence-in-mean stated below
in Lemma 3.4(ii) holds for each θ ∈ Bθ.
Among the above conditions, the continuity condition (iii) and the condition (v) on the fast-time-
scale ODE are obviously satisfied: (iii) follows simply from the definitions of the functions g and k
(cf. (3.6)), and (v) follows from Lemma 3.1 and the continuity of the function x¯(θ) = xθ. In the case
of history-dependent λ, since the trace iterates lie in a given bounded set and hence {Zn} lie in a
compact set, the conditions (i)-(ii) also hold trivially. In the case of state-dependent λ, the tightness
condition (ii) follows from the fact supn≥0 E[‖en‖] <∞ (which is implied by Prop. 2.2(ii)), together
with the Markov inequality. The uniform integrability required by the condition (i) is ensured by
the uniform integrability of the traces {en} established in Prop. 2.2(ii). The proof of this uses the
15In this condition, the random variables in the first (third) set correspond to the terms that appear after the
stepsizes αn (βn) in the θ-iteration (x-iteration). For different algorithms, these two sets in the condition (i) can have
different expressions; for example, for GTDb, the first set will also involve the noise terms enωn+1.
16This means that for any ǫ > 0, there exists a compact set D such that infnP(Zn ∈ D) ≥ 1− ǫ.
17Normally, this condition is required to hold for all initial x(0) ∈ Bx, but here we are interested only in those
solutions from x(0) ∈ span{φ(S)} and they all stay in the subspace span{φ(S)} for the ODE under our consideration,
as discussed earlier.
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uniform integrability of {en} together with the following simple facts: the iterates θn and xn are
confined in bounded sets, the number of states is finite, the functions g, k are Lipschitz continuous
in the trace variable e uniformly w.r.t. (θ, x) in a bounded set and w.r.t. other components of z, and
the noise terms {ωn+1} have finite variances. We omit the proof because it is straightforward and
the details are the same as those given for a similar result [37, Prop. 2(ii)-(iv)] in the analysis of the
ETD algorithm with the weak convergence method.
We now address the two remaining convergence-in-mean conditions (iv) and (vii), which are
stated in the lemma below. The functions k¯(θ, x), g¯(θ), and x¯(θ) involved here are as defined in
Section 3.1.1. The main result we need is the first two parts of the lemma. We will use them
to relate the average dynamics of the algorithm to the desired mean ODEs at the fast and slow
time-scales, respectively. The third part of the lemma will also be needed in the analysis of the fast
time-scale, to show that the (αn/βn) g(θn, xn, Zn) terms in (3.11) are negligible as wished (the first
and second relations in this part will be used respectively in the diminishing-stepsize and constant-
stepsize cases). In the lemma, En denotes conditional expectation given the history (Z0, . . . , Zn)
and (R1, . . . , Rn). Recall that the notation “limm,n→∞” means that the limit is taken as m and n
go to infinity in any possible way, and the notation “limm,n,j→∞” is defined likewise.
Lemma 3.4. Under Assumption 2.1, the following hold for each θ ∈ Bθ, x ∈ Bx:
(i) For each compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n En
[
k(θ, x, Zi)− k¯(θ, x)
]
1(Zn ∈ D) = 0 in mean.
(ii) For each compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n En
[
g(θ, x¯(θ), Zi)− g¯(θ)
]
1(Zn ∈ D) = 0 in mean.
(iii) If {αn} and {βn} satisfy Assumption 3.1, then
limm,n→∞
1
m
∑n+m−1
i=n En
[
(αi/βi) · g(θ, x, Zi)
]
= 0 in mean.
For any positive sequence cj → 0 as j →∞,
limm,n,j→∞
1
m
∑n+m−1
i=n En
[
cj · g(θ, x, Zi)
]
= 0 in mean.
Proof. Note first that by Jensen’s inequality, it is sufficient to prove the convergence-in-mean state-
ments (i)-(iii) with the conditional expectation En removed. (E.g., for (i), it is sufficient to show that
limm,n→∞
1
m
∑n+m−1
i=n
(
k(θ, x, Zi)− k¯(θ, x)
)
1(Zn ∈ D) = 0 in mean.) Now for each fixed θ and x, as
functions of z, k(θ, x, z), g(θ, x, z), and g(θ, x¯(θ), z) are Lipschitz continuous in the trace variable e
(cf. (3.6)), and moreover, by (3.7)-(3.10), Eζ
[
k(θ, x, Z0)
]
= k¯(θ, x) and Eζ
[
g(θ, x¯(θ), Z0)
]
= g¯(θ). So
(i) and (ii) follow from Prop. 2.3(i), and (iii) follows from Prop. 2.3(ii). In particular, the first state-
ment in (iii) follows from the first equation in Prop. 2.3(ii) with ci = αi/βi, since limi→∞ αi/βi = 0
by Assumption 3.1.
Remark 3.1. Before we proceed to state and prove two convergence theorems for GTDa with
diminishing and constant stepsizes, we remark that besides the seven conditions listed above, when
analyzing the slow time-scale (in particular, to show that the noise terms ∆n in (3.14) have negligible
effects), our proofs will also use a Lipschitz continuity property of the function g: for (θ, x) ∈ Bθ×Bx
and z in a compact set, g(θ, x, z) is Lipschitz continuous in x uniformly w.r.t. (θ, z) (cf. the definition
(3.6) of g). This condition is different from the continuity condition (iii) above, and we use it to make
the proofs a little shorter—in fact, the condition (iii) is sufficient. Besides this Lipschitz continuity
property, the characterization of the limit set of the slow-time-scale mean ODE given in Lemma 3.2
will also be used in the proofs. The analysis applies to two-time-scale constrained TD algorithms
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other than GTDa, as long as they satisfy these same conditions. Lemma 3.2 is used only at the end
of the proofs; if an algorithm satisfies all the other conditions but the limit set of its slow-time-scale
mean ODE is not Θopt, then with that limit set in place of Θopt, the conclusions for GTDa also hold
for that algorithm.
3.1.3 Convergence proof for the diminishing-stepsize case
Recall Θopt is the set of optimal solutions of infθ∈Bθ J(θ). For a set D ⊂ ℜd, let Nǫ(D) denote the
ǫ-neighborhood of D. For any T > 0 and n ≥ 0, define an integer m(n, T ) that points to the last
iteration before the sum of the stepsizes αi between it and the n-th iteration exceeds T :
m(n, T ) = min
{
m ≥ n |∑m+1i=n αi > T}. (3.21)
To refer to an iteration i with n ≤ i ≤ m(n, T ), we will simply write i ∈ [n,m(n, T )].
We are now ready to prove our first convergence result for the constrained GTDa algorithm (3.1)-
(3.2) with diminishing stepsizes. Denote by dist(θ,Θopt) the distance between θ and the optimal
solution set Θopt. The convergence is, first of all, in the sense that dist(θn,Θopt) converges to 0 in
mean, and it implies the convergence of θn to Θopt in probability. But more strongly than this kind
of convergence of θn, the powerful weak convergence method allows one to assert that as n → ∞,
increasingly more consecutive θ-iterates must all lie in an arbitrarily small neighborhood of Θopt with
an arbitrarily high probability. This is what the following theorem says with the relation (3.22).
Theorem 3.1. Let Assumption 2.1 hold. Let {(θn, xn)} be generated by the two-time-scale con-
strained GTDa algorithm (3.1)-(3.2), with diminishing stepsizes that satisfy Assumption 3.1, with
the constraint set Bx satisfying the condition (3.16), and with initial x0, e0 ∈ span{φ(S)}. Then
for each given initial condition, limn→∞ E
[
dist(θn,Θopt)
]
= 0. Moreover, there exists a sequence of
positive numbers Tn →∞ such that for any ǫ > 0,
lim sup
n→∞
P
(
θi 6∈ Nǫ(Θopt), some i ∈ [n,m(n, Tn)]
)
= 0. (3.22)
Proof. First, we consider (θn, xn) together at the fast time-scale determined by {βn}. Our goal is
to show
lim sup
n→∞
E
[∥∥xn − x¯(θn)∥∥] = 0. (3.23)
We will then use (3.23) in analyzing the θ-iterates at the slow time-scale determined by {αn}.
At the fast time-scale, let gn(θn, xn, Zn) =
αn
βn
g(θn, xn, Zn), and rewrite the algorithm in the
form of a single-time-scale algorithm as(
θn+1
xn+1
)
= ΠBθ×Bx
(
θn + βn gn(θn, xn, Zn)
xn + βn
(
k(θn, xn, Zn) + enωn+1
) ) . (3.24)
To analyze its asymptotic behavior, we apply [8, Theorem 8.2.3] for single-time-scale algorithms
with diminishing stepsizes and exogenous noises. The desired mean ODE is (3.13), namely,(
θ˙(t)
x˙(t)
)
=
(
0
k¯
(
θ(t), x(t)
)
+ z(t)
)
, (3.25)
where θ(t) ∈ Bθ and z(t) ∈ −NBx(x(t)) is the boundary reflection term. Lemma 3.4(i) shows
that the function k¯(θ, x) in the ODE indeed characterizes the average dynamics of the x-iterates
in (3.24), while the first relation in Lemma 3.4(iii) shows that the constant zero function in the
ODE characterizes the average dynamics of the θ-iterates in (3.24). These two parts of Lemma 3.4
thus fulfill the convergence-in-mean condition (A.8.2.7) in [8, Theorem 8.2.3]. Regarding other
conditions in that theorem, the simple constraint set Bθ × Bx satisfies the condition required, and
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so does the stepsize {βn} due to Assumption 3.1. The rest of the conditions correspond to the
conditions (i)-(iii) we gave in Section 3.1.2. (In particular, (A.8.2.1) and (A.8.2.5) correspond to
our uniform integrability condition (i); (A.8.2.4) corresponds to our tightness condition (ii); and
(A.8.2.3) corresponds to our continuity condition (iii).) These conditions are all satisfied by (3.24),
as discussed earlier.
Thus we can apply [8, Theorem 8.2.3] to the iterates (3.24) and obtain the following conclusions.
Consider the sequence of continuous-time processes {(θn(·), xn(·))}n≥0 where for each n, θn(·) and
xn(·) are piecewise constant interpolations of the θ-iterates and x-iterates, respectively, with the
n-th iterates placed at t = 0:
θn(t) = θn+m and x
n(t) = xn+m for t ∈
[∑m−1
i=0 βn+i ,
∑m
i=0 βn+i
)
, m ≥ 0.
Then by [8, Theorem 8.2.3], for each subsequence of {(θn(·), xn(·))}n≥0, there is a further sub-
sequence {(θnj (·), xnj (·))}j≥0 that converges in distribution18 to (θ(·), x(·)), where (θ(·), x(·)) has
absolutely continuous paths satisfying the ODE (3.25) and moreover, almost surely, its path lies in
the limit set of the ODE (3.25). As discussed in Section 3.1.1, with the initial x0, e0 ∈ span{φ(S)},
we are only interested in those solutions of the ODE with initial x(0) and hence the entire solution
x(·) in span{φ(S)}. For all initial conditions x(0) ∈ Bx ∩ span{φ(S)}, by our assumption on Bx,
the limit set of the ODE (3.25) is the set {(θ, x¯(θ)) | θ ∈ Bθ} (Lemma 3.1). So, almost surely,
θ(·) ≡ θ(0) ∈ Bθ and x(·) ≡ x¯(θ(0)).
Let us now prove (3.23). Suppose it is not true. Then lim supn→∞ E
[∥∥xn − x¯(θn)∥∥] > 0, so
there must exist some ǫ > 0 and a subsequence {nj}j≥1 of integers such that
E
[∥∥xnj − x¯(θnj )∥∥] > ǫ, ∀ j ≥ 1. (3.26)
Consider the sequence of piecewise constant interpolated processes {(θnj (·), xnj (·))}j≥1. By the pre-
ceding proof, there exists a further subsequence, which we denote by {(θn′j (·), xn′j (·))}j≥1, that con-
verges in distribution to a process (θ(·), x(·)) with the properties described above. More conveniently,
as in [8, Chap. 8.2, p. 255], let us work with the Skorohod representation of these processes. Specif-
ically, by [5, Theorem 11.7.1], there exist some probability space and processes {(θ˜n′j (·), x˜n′j (·))}j≥1
and (θ˜(·), x˜(·)) defined on that probability space such that
(i) each of the tilde processes has the same probability distribution as the corresponding process
without tilde;
(ii)
{(
θ˜n
′
j (·), x˜n′j (·))}
j≥1
converges almost surely to (θ˜(·), x˜(·)).
Because the limit process (θ˜(·), x˜(·)) has continuous paths, the convergence of (θ˜n′j (·), x˜n′j (·)) to
(θ˜(·), x˜(·)) in (ii) is uniform on any compact interval of t. We then have x˜(·) ≡ x¯(θ˜(0)) a.s. and∥∥θ˜n′j (0)− θ˜(0)∥∥+ ∥∥x˜n′j (0)− x¯(θ˜(0))∥∥ a.s.→ 0, as j →∞.
Since x¯(θ) is a continuous function of θ, the above implies that ‖x˜n′j (0)− x¯(θ˜n′j (0))‖ a.s.→ 0 as j →∞.
In turn, since all the processes lie in the bounded set Bθ×Bx, by the bounded convergence theorem,
we have limj→∞ E
[∥∥x˜n′j (0)− x¯(θ˜n′j (0))∥∥] = 0, which is the same as
lim
j→∞
E
[∥∥xn′j (0)− x¯(θn′j (0))∥∥] = lim
j→∞
E
[∥∥xn′
j
− x¯(θn′
j
)∥∥] = 0,
because (θ˜n
′
j (·), x˜n′j (·)) has the same probability distribution as (θn′j (·), xn′j (·)). But the last equality
above contradicts (3.26). Therefore, (3.23) must hold.
18Involved here is the convergence of probability measures on the space of ℜ2d-valued functions on [0,+∞) or
(−∞,+∞) that are right-continuous with left limits, where the space of these functions is endowed with the Skorohod
metric, which makes it a complete separable metric space [8, p. 238-240].
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We now consider the slow time-scale determined by {αn} and rewrite the θ-iterates (3.1) of the
algorithm as
θn+1 = ΠBθ
(
θn + αn(g(θn, x¯(θn), Zn) + ∆n)
)
, (3.27)
where ∆n = g(θn, xn, Zn)− g(θn, x¯(θn), Zn). (3.28)
We view this as a single-time-scale algorithm and apply again [8, Theorem 8.2.3] or more precisely,
the proof of that theorem. As before, the constraint set Bθ and the stepsize {αn} satisfy the
conditions in the theorem, and the uniform integrability and tightness conditions in the theorem
are entailed by our conditions (i)-(ii) and (vi) listed in Section 3.1.2, which are all satisfied by the
algorithm. Another condition is the continuity of g(θ, x¯(θ), z) in θ uniformly in z in a compact
set, which corresponds to the condition (A.8.2.3) in [8, Theorem 8.2.3] and which is implied by our
condition (iii) and the uniform continuity of the function x¯(θ) on the bounded set Bθ. What remains
to be shown is that there is a mean ODE corresponding to (3.27).
The desired mean ODE is (3.15), namely,
θ˙(t) = g¯
(
θ(t)
)
+ z(t), z(t) ∈ −NBθ
(
θ(t)
)
, (3.29)
where z(t) is the boundary reflection term. Lemma 3.4(ii) relates the averages of {g(θ, x¯(θ), Zn)} in
(3.27) to the function g¯(θ) in the ODE (3.29), and it fulfills the condition (A.8.2.7) in [8, Theorem
8.2.3]. The ∆n terms in (3.27)-(3.28) are noise terms. We need to show that eventually their effects
become negligible so that the average dynamics of the algorithm is characterized by the desired
mean ODE. Specifically, if we can show for two arbitrary, fixed positive numbers t < T ,
lim sup
n→∞
E

∥∥∥ m(n,T )∑
i=m(n,t)
αi∆i
∥∥∥

 = lim sup
n→∞
E

∥∥∥ m(n,T )∑
i=m(n,t)
αi
(
g(θi, xi, Zi)− g(θi, x¯(θi), Zi)
)∥∥∥

 = 0,
then we can proceed as in the proof of [8, Theorem 8.2.3] to obtain its conclusions.19 For the
preceding relation to hold, it is sufficient that
lim sup
n→∞
m(n,T )∑
i=m(n,t)
αi E
[∥∥g(θi, xi, Zi)− g(θi, x¯(θi), Zi)∥∥] = 0. (3.30)
Let us prove (3.30) using (3.23) and the uniform integrability of {g(θn, xn, Zn)} and {g(θn, x¯(θn), Zn)}.
For any ǫ, by the tightness of {en} (implied by Prop. 2.2(ii)), there exists Kǫ > 0 such that
inf
n≥0
P(‖en‖ > Kǫ) < ǫ.
Since {g(θn, xn, Zn)} and {g(θn, x¯(θn), Zn)} are uniformly integrable (as verified in the previous
subsection), by [5, Theorem 10.3.5], there exist constants ηǫ which depend on ǫ, such that
sup
n≥0
E
[∥∥g(θn, xn, Zn)∥∥ · 1(‖en‖ > Kǫ)] < ηǫ, sup
n≥0
E
[∥∥g(θn, x¯(θn), Zn)∥∥ · 1(‖en‖ > Kǫ)] < ηǫ,
(3.31)
and ηǫ → 0 as ǫ→ 0.
19The term ∆n here corresponds to the noise term βn in [8, Theorem 8.2.3]. Our condition on ∆n is weaker than
the condition (A.8.2.6) in [8, Theorem 8.2.3] for noise terms. This is why, instead of directly applying the theorem, we
need to follow its proof. The part of the proof related to the treatment of the noise terms appears in [8, p. 251-254]
(presented there are the proof arguments for the constant-stepsize case, which, apart from notational differences, are
essentially the same as the arguments for the diminishing-stepsize case). What we need to do here is to use the
property of the noise terms to eliminate the B(·) term in the equation (2.6) of that proof [8, p. 252]. The condition
we give above is sufficient for this purpose.
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The function g(θ, x, z) is Lipschitz continuous in x uniformly w.r.t. (θ, z) ∈ Bθ×D for a compact
set D in the space of z. Hence, for some constant cǫ depending on Kǫ,
E
[∥∥g(θn, xn, Zn)− g(θn, x¯(θn), Zn)∥∥ · 1(‖en‖ ≤ Kǫ)] ≤ cǫ E[‖xn − x¯(θn)‖] , ∀n ≥ 0.
Combining this with (3.23), we have
lim
n→∞
E
[∥∥g(θn, xn, Zn)− g(θn, x¯(θn), Zn)∥∥ · 1(‖en‖ ≤ Kǫ)] = 0. (3.32)
Now
∑m(n,T )
i=m(n,t) αi E
[∥∥g(θi, xi, Zi)− g(θi, x¯(θi), Zi)∥∥] is bounded above by
(T − t+ αm(n,t)) · sup
m(n,t)≤i≤m(n,T )
E
[∥∥g(θi, xi, Zi)− g(θi, x¯(θi), Zi)∥∥ · 1(‖ei‖ ≤ Kǫ)]
+ (T − t+ αm(n,t)) · sup
m(n,t)≤i≤m(n,T )
E
[(∥∥g(θi, xi, Zi)∥∥+ ∥∥g(θi, x¯(θi), Zi)∥∥) · 1(‖ei‖ > Kǫ)] .
(To see this, recall that by the definition (3.21) of m(n, ·), ∑m(n,T )i=m(n,t) αi ≤ T − t + αm(n,t).) So,
letting first n → ∞ and then ǫ → 0, and using first (3.31) and (3.32) (together with the fact that
the stepsize is diminishing), and using then the fact limǫ→0 ηǫ = 0, we obtain (3.30).
Thus we have fulfilled the conditions to apply the proof of [8, Theorem 8.2.3]. From it we obtain
the conclusion that there exists a a sequence of positive numbers Tn →∞ such that for any ǫ > 0,
lim sup
n→∞
P
(
θi 6∈ Nǫ(LBθ ), some i ∈ [n,m(n, Tn)]
)
= 0,
where LBθ is the limit set of the ODE (3.29). This is just the set Θopt by Lemma 3.2, so we obtain
(3.22). Finally, since {θn} is bounded and (3.22) implies dist(θn,Θopt) → 0 in probability, the
convergence is also in mean by [5, Theorem 10.3.6]: limn→∞ E
[
dist(θn,Θopt)
]
= 0.
3.1.4 Convergence proof for the constant-stepsize case
The two-time-scale GTDa algorithm (3.1)-(3.2) can be carried out using constant stepsizes instead of
diminishing stepsizes, i.e., with αn = α, βn = β for all n and α << β. An analogue of Theorem 3.1 is
given below for this constant stepsize algorithm. Imagine that we run the algorithm simultaneously
for all possible stepsize parameters. The theorem concerns the asymptotic property of the algorithm,
as the stepsize parameters α, β approach 0 in a way such that α/β → 0. In the theorem the shorthand
notation “i ∈ [0, Tα,β/α]” refers to an iteration i with 0 ≤ i ≤ Tα,β/α.
Theorem 3.2. Let Assumption 2.1 hold. Let {(θα,βn , xα,βn )} be generated by the two-time-scale GTDa
algorithm (3.1)-(3.2) with constant stepsizes αn = α and βn = β for all n, where α << β. Moreover,
let the constraint set Bx satisfy the condition (3.16), and let the initial x
α,β
0 = x0, e0 ∈ span{φ(S)}.
Then for each given initial condition, the following holds: For any integers nα such that αnα →∞
as α→ 0, there exist positive numbers {Tα,β | α, β > 0} with Tα,β →∞ as (β, α/β)→ 0, such that
for any ǫ > 0,
lim sup
β→0, α/β→0
P
(
θα,βnα+i 6∈ Nǫ(Θopt), some i ∈ [0, Tα,β/α]
)
= 0. (3.33)
The proof of Theorem 3.2 given below parallels that of Theorem 3.1 and uses essentially the same
arguments. We will refer to the previous proof frequently to avoid repetition. First of all, we want to
make sure that several conditions are met by the algorithm, so that we can apply the theorems from
[8] for constant stepsize algorithms in our proof. These conditions are the same as the conditions
given in Section 3.1.2, except that in the uniform integrability condition, iterates generated with
different stepsize parameters all need to be considered. In particular, Conditions (ii)-(v) and (vii)
remain the same. In Conditions (i) and (vi), the iterates (θn, xn) now need to be indexed also by
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the stepsize parameters used to generate them. Specifically, besides those sets in Conditions (i) and
(vi) that involve fixed (θ, x), the following sets of random variables are required to be uniformly
integrable:{
g(θα,βn , x
α,β
n , Zn) | n ≥ 0, α > 0, β > 0
}
,
{
k(θα,βn , x
α,β
n , Zn) + enωn+1 | n ≥ 0, α > 0, β > 0
}
,{
g(θα,βn , x¯(θ
α,β
n ), Zn) | n ≥ 0, α > 0, β > 0
}
.
As before, that these sets are uniform integrable follows from the uniform integrability of {en} given
in Prop. 2.2(ii). Regarding other conditions used in the proof below, Remark 3.1 given at the end
of Section 3.1.2 applies here as well.
Proof. Consider an arbitrary sequence of stepsize parameters (α(m), β(m)),m ≥ 1, that satisfies
(α(m), β(m)) → 0 and α(m)/β(m) → 0 as m → ∞. For each m, let nm = nα for α = α(m), and let(
θ
(m)
n , θ
(m)
n
)
, n ≥ 0, denote the iterates generated by the algorithm with the stepsizes (α(m), β(m)).
As before we view the algorithm as a single-time-scale algorithm, first for the fast time-scale and
then for the slow time-scale. At the fast time-scale, for each m, we let gm =
α(m)
β(m)
· g, and rewrite
the algorithm as(
θ
(m)
n+1
x
(m)
n+1
)
= ΠBθ×Bx
(
θ
(m)
n + β(m) gm(θ
(m)
n , x
(m)
n , Zn)
x
(m)
n + β(m)
(
k(θ
(m)
n , x
(m)
n , Zn) + enωn+1
)
)
. (3.34)
At the slow time-scale, for each m, we rewrite the θ-iterates of the algorithm as
θ
(m)
n+1 = ΠBθ
(
θ(m)n + α
(m)(g(θ(m)n , x¯(θ
(m)
n ), Zn) + ∆
(m)
n )
)
, (3.35)
where ∆(m)n = g(θ
(m)
n , x
(m)
n , Zn)− g(θ(m)n , x¯(θ(m)n ), Zn).
In analyzing (3.34), our goal is to show the following analogue of (3.23):
lim sup
m→∞
sup
i≥nm
E
[∥∥x(m)i − x¯(θ(m)i )∥∥] = 0. (3.36)
We will then use this relation to bound the effects of the noise terms ∆
(m)
n in (3.35) at the slow
time-scale, similarly to the previous diminishing-stepsize case.
We consider first (3.34) at the fast time-scale. Its associated mean ODE is again (3.25). We
proceed with arguments paralleling those given in the previous proof, except that in place of [8,
Theorem 8.2.3], we now apply [8, Theorem 8.2.2] for single-time-scale, constant stepsize algorithms
and we verify that the conditions in [8, Theorem 8.2.2] are met.20 With the latter theorem, we obtain
the following conclusions. Let n′m,m ≥ 1, be any sequence of integers satisfying β(m)n′m → ∞ as
m → ∞. For each m, let (θ(m)(·), x(m)(·)) be piecewise constant interpolations of the iterates
(θ
(m)
n′m+i
, x
(m)
n′m+i
) given by
θ(m)(t) = θ
(m)
n′m+i
and x(m)(t) = x
(m)
n′m+i
for t ∈ [iβ(m), (i+ 1)β(m)), i ≥ 0.
Then, by [8, Theorem 8.2.2], for each subsequence of {(θ(m)(·), x(m)(·))}m≥1, there is a further
subsequence that converges in distribution to a process (θ(·), x(·)), where (θ(·), x(·)) has the same
property as before. Namely, (θ(·), x(·)) has absolutely continuous paths satisfying the ODE (3.25)
and moreover, almost surely, its path lies in the limit set of the ODE (3.25). As before, with the
initial x0, e0 ∈ span{φ(S)}, we are only interested in those solutions of the ODE with the initial
20The verification step is the same as that given immediately after (3.25) in the previous proof, except that we now
use the second (instead of the first) relation in Lemma 3.4(iii) to characterize the average dynamics of the θ-iterates
at the fast time-scale.
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x(0) ∈ Bx ∩ span{φ(S)}. For such initial conditions, by our assumption on Bx, the limit set of
the ODE (3.25) is {(θ, x¯(θ)) | θ ∈ Bθ} (Lemma 3.1). So, almost surely, θ(·) ≡ θ(0) ∈ Bθ and
x(·) ≡ x¯(θ(0)).
We use the preceding conclusions to prove (3.36). Suppose (3.36) does not hold. Then there
exists ǫ > 0 and a subsequence mj and integers n
′
j ≥ nmj such that
E
[∥∥x(mj)n′
j
− x¯(θ(mj)n′
j
)∥∥] > ǫ, ∀ j ≥ 1. (3.37)
Now in the preceding conclusions, let n′mj be n
′
j (note that n
′
j satisfies the requirement β
(mj)n′j →∞
as j → ∞, because β(mj)/α(mj) → ∞ and α(mj)n′j ≥ α(mj)nmj → ∞). By the preceding proof,
from the subsequence of interpolated processes {(θ(mj)(·), x(mj)(·))}j≥1, we can select a further sub-
sequence that has the weak convergence properties described above. Denote the latter subsequence
by {(θ(m′j)(·), x(m′j)(·))}. Then, as in the previous proof, working with the Skorohod representation
of these processes allows us to conclude that
E
[∥∥x(m′j)n′
j
− x¯(θ(m′j)n′
j
)∥∥]→ 0 as j →∞.
This contradicts (3.37); therefore, (3.36) must hold.
We now consider (3.35) at the slow time-scale, and apply the proof of [8, Theorem 8.2.2] to
connect it with the desired mean ODE (3.29). We proceed with arguments paralleling those given
immediately after (3.29) in the previous proof. As before, in order for the conclusions of [8, Theorem
8.2.2] to hold for (3.35), we need to show that the noise terms ∆
(m)
n in (3.35) are well-behaved.
Specifically, we want to show that for two arbitrary, fixed positive numbers t < T ,
lim sup
m→∞
E

∥∥∥ nm+⌊T/α
(m)⌋∑
i=nm+⌊t/α(m)⌋
α(m)∆
(m)
i
∥∥∥

 = 0.
Clearly, it is sufficient if we show
lim sup
m→∞
nm+⌊T/α
(m)⌋∑
i=nm+⌊t/α(m)⌋
α(m) · E
[∥∥g(θ(m)i , x(m)i , Zi)− g(θ(m)i , x¯(θ(m)i ), Zi)∥∥] = 0.
To prove this, we proceed as in the last part of the previous proof (that is, the proof immediately
after (3.30)), using (3.36) in place of (3.23), and also using, as before, the uniform integrability of
the sets
{
g(θα,βn , x
α,β
n , Zn) | n ≥ 0, α > 0, β > 0
}
and
{
g(θα,βn , x¯(θ
α,β
n ), Zn) | n ≥ 0, α > 0, β > 0
}
,
together with the fact that for z in a compact set and θ ∈ Bθ, the function g(θ, x, z) is Lipschitz
continuous in x uniformly w.r.t. (θ, z).
Having verified the required conditions in order to apply the proof of [8, Theorem 8.2.2], we
obtain the conclusions of [8, Theorem 8.2.2] for the sequences of iterates {(θ(m)n , θ(m)n )}n≥nm , m ≥ 1.
In particular, since Θopt is the limit set of the ODE (3.29) (Lemma 3.2), we have that for any T > 0
and ǫ > 0,
lim sup
m→∞
P
(
θ
(m)
nm+i
6∈ Nǫ(Θopt), some i ∈ [0, T/α(m)]
)
= 0. (3.38)
To finish the proof, we now show that (3.38), together with the arbitrariness of the stepsize sequence
{(α(m), β(m))}, implies the desired conclusion (3.33). To this end, for each (α, β, ǫ, T ), with c = α/β,
define
f(β, c, ǫ, T ) = P
(
θα,βnα+i 6∈ Nǫ(Θopt), some i ∈ [0, T/α]
)
.
Consider the sets Aj = {(β, c) | β ≤ 1/j, c ≤ 1/j}, j ≥ 1. For each T, ǫ > 0, by (3.38),
sup(β,c)∈Aj f(β, c, ǫ, T )→ 0 as j →∞.
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(Otherwise, we would be able to choose a sequence {(α(m), β(m))} with β(m) → 0 and α(m)/β(m) → 0
that violates (3.38); a contradiction.) This implies that for each m ≥ 1, there exists jm such that
sup(β,c)∈Aj f(β, c,
1
m ,m) ≤ 1m , ∀j ≥ jm. (3.39)
Choose a strictly increasing sequence jm,m ≥ 1, with the above property. Define sets Bm =
Ajm \ Ajm+1 . Then define the positive numbers Tα,β in the theorem as follows: for all (α, β) such
that (β, α/β) ∈ Bm, let Tα,β = m. (Define Tα,β arbitrarily if (α, β) belongs to none of the sets
{Bm}.) With this definition of Tα,β , let us show that (3.33) hold. For any ǫ > 0, there exists m¯ with
ǫ > 1/m¯. If (α, β) is such that (β, α/β) ∈ Bm for some m ≥ m¯, the probability in the left-hand side
(l.h.s.) of (3.33) is
P
(
θα,βnα+i 6∈ Nǫ(Θopt), some i ∈ [0, Tα,β/α]
)
= f(β, αβ , ǫ,m) ≤ f(β, αβ , 1m ,m) ≤
1
m
,
where the last inequality follows from (3.39) and our construction of Bm. If we let β → 0 and
α/β → 0, then the corresponding points (β, α/β) enter sets Bm with m increasing to +∞. So the
preceding relation shows that the limit on the l.h.s. of (3.33) equals 0.
3.1.5 Averaged iterates for the constant-stepsize case
We mention a result about the averaged iterates for the constant-stepsize case αn = α, βn = β
with α << β. It complements Theorem 3.2 by characterizing the asymptotic behavior of averaged
iterates for a fixed pair of stepsize parameters (α, β). Averaged iterates, such as
θ¯α,βn =
1
n−n0
∑n−1
i=n0
θα,βi (3.40)
for some given n0 ≥ 0, often behave better than the original iterates. Theoretical results regarding
the acceleration of convergence by averaging are discussed in [20] and [8, Chap. 10] (see also the
references in the latter book). In our case, we do not yet have a rate of convergence analysis for
the algorithms, so we cannot prove the acceleration of convergence for the averaged iterates.21 The
result below about the averaged iterates (3.40) is similar to a result proved in [37] in the ETD
context and follows from the same analysis.
Let Xn = (Sn, yn, en, θ
α,β
n , x
θ,β
n ) (treat yn as a dummy variable in the case of state-dependent λ).
Consider the m-step version of the Markov chain {Xn}: {(Xn, Xn+1, . . . Xn+m−1)}n≥0. Denote the
set of its invariant probability measures by Iα,βm . (The set Iα,βm is always nonempty, and it can have
multiple elements, despite that the state-trace process has a unique invariant probability measure.)
For the invariant probability measures in Iα,βm , consider their marginal distributions on the space of
the m θ-variables, and let I¯α,βm denote the set of all these marginals. For ǫ > 0, write N ′ǫ(Θopt) for
the open ǫ-neighborhood of Θopt, and write
[
N ′ǫ(Θopt)
]m
for the Cartesian product of m copies of
N ′ǫ(Θopt).
The following theorem is analogous to [37, Theorem 8, Section 3.3]. The second part of the
theorem bounds, in expectation, the maximal deviation from Θopt ofm consecutive averaged iterates.
The bound is expressed in terms of the minimal probability mass that the distributions in I¯α,βm assign
to
[
N ′ǫ(Θopt)
]m
. The first part of the theorem says that for an arbitrarily small ǫ, this minimal
probability mass increases to 1, as the stepsize parameters (α, β), as well as their ratio, approach
zero.
Theorem 3.3. In the setting of Theorem 3.2, consider the sequence of averaged iterates {θ¯α,βn }
given by (3.40). Then the following hold for any ǫ > 0 and m ≥ 1:
21However, we did observe in a numerical study of ETD that averaging has great advantages in both the diminishing-
stepsize case and the constant-stepsize case. For details of the study, see the companion note to the paper [37].
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(i) lim infβ→0, α/β→0 infµ∈I¯α,βm µ
([
N ′ǫ(Θopt)
]m)
= 1 and more strongly, with mα = ⌈mα ⌉,
lim inf
β→0, α/β→0
inf
µ∈I¯α,βmα
µ
([
N ′ǫ(Θopt)
]mα)
= 1.
(ii) For each initial condition of the algorithm and each stepsize pair (α, β),
lim sup
n→∞
E
[
max
n≤i<n+m
dist
(
θ¯α,βi ,Θopt
)] ≤ ǫκα,βm + 2 rBθ (1− κα,βm ),
where rBθ is the radius of Bθ, and κ
α,β
m = infµ∈I¯α,βm µ
([
N ′ǫ(Θopt)
]m)
.
We briefly explain how the theorem is proved. The starting point of this analysis is the obser-
vation that with constant stepsizes, the iterates jointly with the states/memory states and traces,
{(Sn, yn, en, θα,βn , xθ,βn )}, form a weak Feller Markov chain. By exploiting this fact—recall that weak
Feller Markov chains have nice ergodicity properties [15, 16], one can combine the convergence re-
sult of Theorem 3.222 with ergodicity properties of weak Feller Markov chains [15] and with the
ergodicity property of the state-trace process given in Section 2.2, to obtain the characterization
of the asymptotic behavior of the averaged iterates {θ¯α,βn } given in the above theorem. Because
such an analysis has already been carried out in detail, in the context of the ETD algorithm, in [37,
Sections 3.3, 4.3] and the same proof arguments can be applied here, we do not repeat the proofs.
We only remark that the analysis given in [37, Sections 3.3, 4.3] for ETD concerns the distances
from the θ-iterates to a single desired limit point. These distances are replaced, in the case here, by
the distances from the θ-iterates to the set Θopt. Because the distance function, dist(θ,Θopt), is a
convex function of θ (since the set Θopt is convex), the same analysis given in [37] applies here with
this replacement of the distant function.
3.2 GTDb
Consider now a constrained version of the two-time-scale GTDb algorithm (2.14)-(2.15):
θn+1 = ΠBθ
(
θn + αn
(
enδn(vθn)− ρn(1 − λn+1) γn+1φ(Sn+1) · e⊤nxn
))
, (3.41)
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
. (3.42)
It differs from the previous constrained GTDa algorithm only in the θ-iteration. Under the same
conditions for GTDa, we show that it is minimizing J(θ) over Bθ with stochastic gradient-descent
and has the same convergence properties.
The analysis is almost identical to that of GTDa given in the previous subsection. First, we
write the iterates equivalently as
θn+1 = ΠBθ
(
θn + αn(g(θn, xn, Zn) + enωn+1)
)
, (3.43)
xn+1 = ΠBx
(
xn + βn(k(θn, xn, Zn) + enωn+1)
)
, (3.44)
where Zn and the function k(·) are the same as in the case of GTDa, and only the function g(·) is
now different. It is defined according to (3.41) as follows: with z = (s, y, e, s′) (treat y as a dummy
variable in the case of state-dependent λ), for state-dependent λ,
g(θ, x, z) = e δ¯(s, s′, vθ)− ρ(s, s′)
(
1− λ(s′))γ(s′)φ(s′) · e⊤x, (3.45)
22More precisely, we use a version of Theorem 3.2 in which for each (α, β), the initial (S0, y0, e0, θ
α,β
0 , x
θ,β
0 ) is
distributed according to an invariant probability measure of the Markov chain {(Sn, yn, en, θ
α,β
n , x
θ,β
n )}.
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and for history-dependent λ,
g(θ, x, z) = e δ¯(s, s′, vθ)− ρ(s, s′)
(
1− λ(f(y, s′), e))γ(s′)φ(s′) · e⊤x, (3.46)
where f is the function in (2.16) that determines the next memory state. We then consider the mean
ODEs associated with the algorithm. For the fast time-scale, we calculated k¯(θ, x) = Eζ
[
k(θ, x, Z0)
]
already in Section 3.1.1. For the slow time-scale, let x¯(θ) = xθ as before (cf. (2.5)-(2.6) and (3.9)),
and let us calculate g¯(θ) = Eζ
[
g(θ, x¯(θ), Z0)
]
for each fixed θ. Using the expressions (2.23) and
(2.25) given in Prop. 2.1 and using also the second expression (2.10) of ∇J(θ), we have
g¯(θ) = Eζ
[
g(θ, x¯(θ), Z0)
]
= Eζ
[
e0 δ¯0(vθ)
] − Eζ[ ρ0(1− λ1)γ1φ(S1) · e⊤0 x¯(θ)]
= Φ⊤Ξ (T (λ)vθ − vθ)−
(
Φ⊤ΞP (λ)Φ
)⊤
xθ
= −∇J(θ),
which is also the same as in the GTDa case. Therefore, if we impose the same condition (3.16) on
the constraint set Bx, the mean ODEs for the fast and slow time-scales are the same ODEs (3.13)
and (3.15) for GTDa that we discussed in Section 3.1.1.
Next we check if the algorithm satisfies the conditions listed in Section 3.1.2 and in Remark 3.1;
if so, then we can apply the same convergence proof for GTDa. Clearly all the conditions that do not
involve the function g are satisfied, since only g is different from the previous case. Those involving
g are also satisfied, and it is straightforward to verify them using the above definition of g and the
fact that for each (θ, x), the function g(θ, x, ·) is Lipschitz continuous in the trace variable e. So we
will omit the details except for one subtle point in the case of history-dependent λ. In that case,
g(θ, x, z) is given by (3.46), and for g(θ, x, ·) to be Lipschitz continuous in the trace variable e, we
need the term ρ(s, s′)λ(f(y, s′), e)γ(s′)φ(s′) · e⊤x, as a function of e for given x and (s, y, s′), to be
Lipschitz continuous. This follows from Condition 2.3(i), which ensures the Lipschitz continuity of
the function e 7→ λ(y¯, e)e for each given memory state y¯, in the case of history-dependent λ.
We can now conclude that the convergence theorems we proved for GTDa also hold for GTDb:
Theorem 3.4. Consider the two-time-scale GTDb algorithm (3.41)-(3.42). Then in the case of
diminishing (constant) stepsize, under the same conditions in Theorem 3.1 (Theorem 3.2), the con-
clusions of Theorem 3.1 (Theorems 3.2 and 3.3) hold.
3.3 Biased Variant of GTD
For the case of state-dependent λ, we discuss in this subsection a biased variant algorithm that can
“robustfy” the off-policy TD algorithms against the high variance issue in off-policy learning. The
price it pays for being more robust is that some bias is introduced, so that instead of approaching the
set Θopt, it can only approach a neighborhood of Θopt, with the size of the neighborhood depending
on the degree of its “bias.” The idea has been applied to the ETD algorithm in [37] and to the
off-policy LSTD algorithms in [40], with its effectiveness observed experimentally and reported in
those references. In the present case of gradient-based TD algorithms, their variant algorithms can
be regarded as approximate (stochastic) gradient-descent algorithms.
In what follows, let us first describe the biased variant of GTD, before we explain further its
motivation. A convergence analysis of the variant algorithm will be given after that, starting with
its associated mean ODEs.
The biased variant we consider is, for the GTDa algorithm (3.1)-(3.2), given by
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · h(en)⊤xn), (3.47)
xn+1 = ΠBx
(
xn + βn
(
h(en) · δn(vθn)− φ(Sn)φ(Sn)⊤xn
))
, (3.48)
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where we have replaced en in the iterates with a certain bounded continuous function h(en) of en,
in order to robustify GTDa. A similar variant for the GTDb algorithm (3.41)-(3.42) is
θn+1 = ΠBθ
(
θn + αn
(
h(en)δn(vθn)− ρn(1 − λn+1) γn+1φ(Sn+1) · h(en)⊤xn
))
, (3.49)
with the same iteration (3.48) for xn+1.
Regarding the function h, besides boundedness, we require it to be Lipschitz continuous. In
order to relate the degree of its “bias” to the behavior of the variant algorithm, we will consider a
family of functions hK parametrized by K > 0, each of which can serve as h, and for each K > 0,
we require that hK : ℜn → ℜn is a bounded Lipschitz continuous function such that
‖hK(e)‖ ≤ ‖e‖ ∀ e ∈ ℜd, and hK(e) = e if ‖e‖ ≤ K. (3.50)
The parameter K reflects the degree of bias: the larger K is, the smaller the bias. We shall also
assume that
hK(e) ∈ span{φ(S)}, ∀ e ∈ span{φ(S)}. (3.51)
This is mostly for simplicity: when the matrix Φ has full column rank, (3.51) is satisfied trivially;
when Φ does not have full column rank, it allows us to keep exploiting the nice subspace span{φ(S)}
and focus the analysis on important issues, without being sidetracked. A simple example of functions
with the properties (3.50)-(3.51) are functions that downscale e when ‖e‖2 is too large. Simply
truncating e componentwise using some large thresholds also works when Φ has full column rank.
Let us now explain the motivation for using bounded h(en) in place of en in the algorithms.
With state-dependent (or constant) λ, in general, {en} can have unbounded variances and are also
naturally unbounded in common off-policy learning situations (see a related result and its discussion
in [35, Prop. 3.1 and Footnote 3, p. 3320-3322]). One can understand this unboundedness behavior
based on the ergodicity of the state-trace process: if the invariant probability measure ζ has an
unbounded support on the trace space, then, since the process is ergodic, {en} will surely visit every
part of the support however far away it is from the origin and however small its probability mass is
under ζ. When {en} visits such a distant part, its magnitude can stay large for many consecutive
iterations since en’s are calculated iteratively. This will result in drastic changes in the (θn, xn)-
iterates, causing the algorithms to “forget” rapidly what they have “learned,” if no measure is taken
to prevent such drastic changes from happening. If we replace en by h(en) in the (θn, xn)-iterates,
a “bias” is introduced when en visits the distant part of its space on which h(e) “downsizes” e. But
if that part has a small probability mass under ζ, the “total bias” introduced by using h(en) will
also be small. This is the motivation of the above variant algorithm, and it is also reflected in the
convergence analysis that we give below (cf. the proof of Lemma 3.7 below).
3.3.1 Associated mean ODEs
We start by calculating the functions involved in the desired mean ODEs. We do this for the biased
variant of GTDa; the case of GTDb is similar. We shall assume Assumption 2.1 and the conditions
(3.50)-(3.51) on the Lipschitz continuous functions h, hK throughout the analysis; to be concise, we
will not mention these conditions explicitly in the lemmas we derive below. First, we rewrite the
algorithm (3.47)-(3.48) as
θn+1 = ΠBθ
(
θn + αn gh(θn, xn, Zn)
)
,
xn+1 = ΠBx
(
xn + βn(kh(θn, xn, Zn) + h(en)ωn+1)
)
,
where, with z = (s, e, s′),
gh(θ, x, z) = ρ(s, s
′)
(
φ(s)−γ(s′)φ(s′)) ·h(e)⊤x, kh(θ, x, z) = h(e) δ¯(s, s′, vθ)−φ(s)φ(s)⊤x. (3.52)
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For each fixed (θ, x), since gh(θ, x, z) and kh(θ, x, z) are bounded functions of z, Eζ
[
gh(θ, x, Z0)
]
and
Eζ
[
kh(θ, x, Z0)
]
are well-defined and finite. For the fast time-scale, we define
k¯h(θ, x) := Eζ
[
kh(θ, x, Z0)
]
= Eζ
[
h(e0) δ¯0(vθ)
]− Eζ[φ(S0)φ(S0)⊤] x
= Eζ
[
h(e0) δ¯0(vθ)
]− Φ⊤ΞΦx. (3.53)
It is an affine function of (θ, x). Observe the following:
Lemma 3.5. For each θ, the linear system of equations, k¯h(θ, x) = 0, x ∈ span{φ(S)}, has a unique
solution x¯h(θ), and it is a continuous function of θ.
Proof. First, we show Eζ
[
h(e0) δ¯0(vθ)
] ∈ span{φ(S)} (otherwise k¯h(θ, x) = 0, x ∈ span{φ(S)} does
not have a solution). In view of the condition (3.51) on h(·), it is sufficient to show that w.r.t. the
invariant probability measure ζ of the state-trace process {(Sn, en)}, the set S × span{φ(S)} has
measure 1. By Theorem 2.1(i), from any initial condition of (S0, e0), the sequence of occupation
probability measures converge almost surely to ζ. On the other hand, if we let e0 ∈ span{φ(S)}, then
by the definition (2.12) of {en}, en ∈ span{φ(S)} for all n, so the occupation probability measures
all assign measure 1 to the set S × span{φ(S)}. It then follows that ζ must also assign measure 1
to this set. Consequently, Eζ
[
h(e0) δ¯0(vθ)
] ∈ span{φ(S)}. From this it follows that the equation
Φ⊤ΞΦx = Eζ
[
h(e0) δ¯0(vθ)
]
has a unique solution in span{φ(S)}, or equivalently, the solution to
k¯h(θ, x) = 0, x ∈ span{φ(S)} is unique.
To see that the solution x¯h(θ) is continuous in θ, note that ‖x¯h(θ)‖2 ≤
∥∥Eζ[h(e0) δ¯0(vθ)]∥∥2/c,
where c is the smallest nonzero eigenvalue of the matrix Φ⊤ΞΦ. Since Eζ
[
h(e0) δ¯0(vθ)
]
is an affine
function of θ, the preceding bound on ‖x¯h(θ)‖2 implies that for any point θ′, as θ → θ′, x¯h(θ) lies
in a bounded set, and then the limit of any of its convergent subsequences must be a solution to
k¯h(θ
′, x) = 0, x ∈ span{φ(S)}, by the continuity of k¯h(·). But the latter equation has a unique
solution x¯h(θ
′), so we must have x¯h(θ)→ x¯h(θ′) as θ → θ′. This proves the continuity of x¯h(·).
Henceforth, let x¯h(θ) be as in Lemma 3.5. The desired mean ODE for the fast time-scale is(
θ˙(t)
x˙(t)
)
=
(
0
k¯h
(
θ(t), x(t)
)
+ z(t)
)
, θ(0) ∈ Bθ, z(t) ∈ −NBx(x(t)), (3.54)
where z(t) is the boundary reflection term. Similar to the condition (3.16) on Bx for GTDa, we
shall require23
Bx ⊃ {x¯h(θ) | θ ∈ Bθ}. (3.55)
This condition ensures that for an initial condition θ(0) = θ and x(0) ∈ span{φ(S)}, the solution
x(t) of the ODE (3.54) converges to x¯h(θ) as t→∞. Moreover, we have an analogue of Lemma 3.1
about the limit set of the ODE (3.54), which follows from the same proof of Lemma 3.1 (with k¯h, x¯h
in place of k¯, x¯) and which will be needed in analyzing the variant algorithm at the fast time-scale:
Lemma 3.6. Let the constraint set Bx satisfy (3.55). Let x¯h(θ) be as in Lemma 3.5. Then for all
initial x(0) ∈ Bx ∩ span{φ(S)} and θ(0) ∈ Bθ, the limit set of the ODE (3.54) is⋂
t¯≥0
cl
{(
θ(t), x(t)
) ∣∣∣ θ(0) ∈ Bθ, x(0) ∈ Bx ∩ span{φ(S)}, t ≥ t¯} = {(θ, x¯h(θ)) | θ ∈ Bθ}.
For the slow time-scale, we define, for each θ,
g¯h(θ) := Eζ
[
gh(θ, x¯h(θ), Z0)
]
= Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · h(e0)⊤x¯h(θ)]. (3.56)
23Note that a sufficient condition for (3.55) is that radius(Bx) ≥ supθ∈Bθ
∥
∥Eζ
[
h(e0) δ¯0(vθ)
]∥∥
2
/c, where c is the
smallest nonzero eigenvalue of the matrix Φ⊤ΞΦ.
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It is a continuous function of θ, since the function x¯h(θ) is continuous. The desired mean ODE is
θ˙(t) = g¯h
(
θ(t)
)
+ z(t), z(t) ∈ −NBθ
(
θ(t)
)
, (3.57)
where z(t) is the boundary reflection term. We want to characterize the relation between its limit
set and the set Θopt, when h is chosen from the family of functions hK ,K > 0 mentioned earlier
and with large values of K (which correspond to small biases).
Let x¯K(·) and g¯K(·) stand for the function x¯h(·) and g¯h(·), respectively, when h = hK . The next
lemma shows the approximate gradient-descent nature of the variant algorithm.
Lemma 3.7. limK→∞ supθ∈Bθ
∥∥g¯K(θ) +∇J(θ)∥∥ = 0.
Proof. First, recall an expression of the gradient∇J(θ) from the analysis of the mean ODEs of GTDa
in Section 3.1.1 (cf. (3.7)-(3.10)): for each θ ∈ ℜd, ∇J(θ) = −Eζ
[
ρ0
(
φ(S0)−γ1φ(S1)
) ·e⊤0 xθ], where
xθ is the unique solution of the equation Φ
⊤ΞΦx = Eζ
[
e0 δ¯0(vθ)
]
in span{φ(S)}. Then by (3.56),
g¯K(θ) +∇J(θ) = Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · hK(e0)⊤x¯K(θ)] − Eζ[ ρ0(φ(S0)− γ1φ(S1)) · e⊤0 xθ]
= Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · hK(e0)⊤(x¯K(θ)− xθ)]
+ Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · (hK(e0)− e0)⊤xθ].
So to prove the lemma, it suffices to prove that as K →∞,
sup
θ∈Bθ
∥∥x¯K(θ) − xθ∥∥→ 0 and Eζ[∥∥hK(e0)− e0∥∥]→ 0. (3.58)
Since Eζ
[∥∥hK(e0) − e0∥∥] ≤ 2Eζ[‖e0‖1(‖e0‖ > K)] by (3.50), the second relation in (3.58) follows
from Eζ [‖e0‖] <∞ (Theorem 2.1(ii)). To show the first relation in (3.58), note that by the definition
of x¯K(θ) (cf. Lemma 3.5), x¯K(θ) − xθ is the unique solution of the following equation (in x) in the
subspace span{φ(S)}:
Φ⊤ΞΦx = Eζ
[(
hK(e0)− e0
) · δ¯0(vθ)]. (3.59)
This implies that ‖x¯K(θ)− xθ‖2 ≤
∥∥Eζ[(hK(e0)− e0) · δ¯0(vθ)]∥∥2/c, where c is the smallest nonzero
eigenvalue of the matrix Φ⊤ΞΦ. On the other hand,
sup
θ∈Bθ
Eζ
[∥∥hK(e0)− e0∥∥ · |δ¯0(vθ)|]→ 0 as K →∞,
since supθ∈Bθ sups,s′∈S |δ¯(s, s′, vθ)| <∞ and limK→∞ Eζ
[∥∥hK(e0)− e0∥∥] = 0 as just proved. There-
fore, supθ∈Bθ
∥∥x¯K(θ) − xθ∥∥ → 0 as K → ∞, proving the first relation in (3.58). The proof is now
complete.
Below is an analogue of Lemma 3.2 about the limit set of the ODE (3.57), which will be needed
in analyzing the variant algorithm at the slow time-scale:
Lemma 3.8. For any ǫ > 0, there exists Kǫ > 0 such that if K ≥ Kǫ, then with g¯ = g¯K , the limit
set of the ODE (3.57) satisfies
⋂
t¯≥0 cl
{
θ(t)
∣∣ θ(0) ∈ Bθ, t ≥ t¯} ⊂ Nǫ(Θopt).
Proof. Consider a solution θ(·) of (3.57) with g¯h = g¯K for some K. At time t, denote D = NBθ (θ(t))
and recall that the boundary reflection term z(t) = −ΠDg¯K(θ(t)). Define z˜(t) = −ΠD
(−∇J(θ(t))).
Then, by the non-expansiveness of the projection operator ΠD,∥∥z(t)− z˜(t)∥∥
2
≤ ∥∥g¯K(θ(t)) +∇J(θ(t))∥∥2. (3.60)
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We now calculate V˙ (θ(t)) for the function V (θ) = J(θ):
V˙ (θ(t)) =
〈∇J(θ(t)), g¯K(θ(t)) + z(t)〉
=
〈∇J(θ(t)), −∇J(θ(t)) + z˜(t)〉+ 〈∇J(θ(t)), g¯K(θ(t)) + z(t) +∇J(θ(t)) − z˜(t)〉
≤ 〈∇J(θ(t)), −∇J(θ(t)) + z˜(t)〉+ ∥∥∇J(θ(t))∥∥
2
· ∥∥ g¯K(θ(t)) + z(t) +∇J(θ(t)) − z˜(t)∥∥2
≤ 〈∇J(θ(t)), −∇J(θ(t)) + z˜(t)〉+ ∥∥∇J(θ(t))∥∥
2
· 2 ∥∥ g¯K(θ(t)) +∇J(θ(t))∥∥2 , (3.61)
where the last inequality follows from (3.60) and the triangle inequality. As we showed in the
proof of Lemma 3.2 for GTDa, the first term in (3.61) is always nonpositive and moreover, for any
0 < ǫ ≤ supθ∈Bθ J(θ)− infθ∈Bθ J(θ), there exists ηǫ > 0 such that〈∇J(θ(t)), −∇J(θ(t)) + z˜(t)〉 ≤ −ηǫ if J(θ(t)) ≥ infθ∈BθJ(θ) + ǫ. (3.62)
For the second term in (3.61), we can upper-bound it by
∆K := supθ∈Bθ
∥∥∇J(θ)∥∥
2
· 2 supθ∈Bθ
∥∥g¯K(θ) +∇J(θ)∥∥2,
which, by Lemma 3.7, converges to 0 as K → +∞. Therefore, we can choose K¯ǫ sufficiently large
so that ηǫ − ∆K ≥ ηǫ/2 for all K ≥ K¯ǫ. Together with (3.61) and (3.62), this shows that for any
solution of the ODE corresponding to such K, there exists a time τǫ (which depends on ηǫ but not
on K) such that whenever θ(t) is outside the set Eǫ := {θ | J(θ) ≤ infθ∈Bθ J(θ) + ǫ} ∩ Bθ, it will
visit Eǫ before the amount of time τǫ has elapsed.
Now assume that at some moment t0, θ(t0) ∈ Eǫ. Let us check how far away from the set Eǫ the
solution θ(t) can wander before it revisits this set. During such an excursion, by (3.61), the maximal
amount of increase in V (θ) relative to V (θ(t0)) is bounded by τǫ∆K . Hence, once the solution hits
Eǫ, it will not leave the set Eℓ, where ℓ = τǫ∆K + ǫ.
Finally, to finish the proof, consider any given ǫ′ > 0 (it is the given ǫ in the lemma). There
exists a sufficiently small ǫ˜ > 0 such that Eǫ˜ ⊂ Nǫ′(Θopt).24 We first choose ǫ < ǫ˜ and then choose
a threshold K¯ ′ ≥ K¯ǫ sufficiently large so that ℓ < ǫ˜ and hence Eℓ ⊂ Eǫ˜ for all K ≥ K¯ ′. (This is
possible because in the expression of ℓ above, we have ∆K → 0 as K →∞ by Lemma 3.7.) It then
follows that for all K ≥ K¯ ′, the limit set of the ODE (3.57) with g¯ = g¯K must be contained in
Eǫ˜ ⊂ Nǫ′(Θopt).
3.3.2 Convergence properties
We are now ready to address the convergence properties of the variant algorithm. It is straightfor-
ward to check that all the conditions used in our convergence proof of GTDa are satisfied by the
variant algorithm, by using the definition of the functions gh, kh and by using the results about the
desired mean ODEs for the fast and slow time-scales that we just derived.25 We can thus apply
the convergence proof for GTDa to the variant algorithm for each choice h = hK , with the corre-
sponding condition (3.55) on the constraint set Bx. (We remark that the threshold for the radius
will depend on K, but is bounded above for all K because of (3.50).) The result is that the conclu-
sions of Theorems 3.1-3.2 for GTDa hold also in this case, with the limit set of the slow-time-scale
24Otherwise, there would be a sequence of points {θi} in Bθ that converges to θ∞ and has the property that
limi→∞ J(θi) = J(θ∞) = infθ∈Bθ J(θ) and yet θ∞ 6∈ Θopt, a contradiction.
25In particular, among the conditions listed in Section 3.1.2, the uniform integrability conditions are trivially satisfied
because the boundedness of the function h(e) makes gh(θ, x, z) and kh(θ, x, z) bounded on Bθ×Bx×Z. The functions
gh(θ, x, z) and kh(θ, x, z) are simply affine functions of (θ, x) for each z. By their definitions, the uniform continuity
condition (iii) on gh and kh are also trivially satisfied, and so does the Lipschitz continuity condition on gh(θ, ·, z)
mentioned in Remark 3.1, which is required in the convergence proof. For the “averaging conditions” (iv) and (vii),
as the proof of Lemma 3.4 showed, they are satisfied if for each θ and x, the functions kh(θ, x, z) and gh(θ, x¯(θ), z)
are Lipschitz continuous in the trace variable e. This is true since h(e) is Lipschitz continuous by assumption.
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ODE (3.57) in place of the set Θopt. We then combine these conclusions with Lemma 3.8 to obtain
Theorem 3.5(i)-(ii) given below.
The theorem is stated for both GTDa and GTDb variants—the analysis of the GTDb variant
is essentially the same as that of the GTDa variant we gave. The conclusions about the biased
variant algorithms are very similar to those about GTD given earlier (cf. Theorems 3.1-3.4). The
only difference is that here, in order for the algorithms to approach a given small neighborhood of
Θopt, K needs to be sufficiently large (so that the bias is sufficiently small).
The property of the averaged iterates is addressed in the part (iii) of the theorem, whereN ′ǫ(Θopt)
is the open ǫ-neighborhood of Θopt, and the set I¯α,βm of probability measures is as defined in Sec-
tion 3.1.5 before Theorem 3.3. Like the latter theorem, the proof of this part is essentially the
same as that given in [37, Section 4.3] in the context of ETD and therefore omitted. (The result in
the part (iii) is analogous to [37, Theorem 9, Section 3.3] for biased variants of ETD.) Compared
with Theorem 3.3 for GTDa, the only difference is that here, for a desired small ǫ-neighborhood
N ′ǫ(Θopt), in order for the minimal probability mass κα,βm for this set to increase to 1 as (α, β)→ 0
and α/β → 0, K needs to be sufficiently large (i.e., the bias needs to be sufficiently small).
Theorem 3.5. For the case of state-dependent λ, consider the two-time-scale biased GTD algorithm
(3.47)-(3.48) or (3.48)-(3.49). In the algorithm, let the function h ∈ {hK | K > 0}, a family of
bounded Lipschitz continuous functions that satisfy (3.50)-(3.51). In addition, let the same condi-
tions in Theorem 3.1 (Theorem 3.2) hold for the case of diminishing (constant) stepsize, except that
the condition on the constrained set Bx is replaced by (3.55) for the chosen h = hK . Then for each
initial condition of the algorithm, the following hold:
(i) In the case of diminishing stepsize, for each ǫ > 0, there exists Kǫ > 0 such that if K ≥ Kǫ,
then it holds for some sequence of positive numbers Tn →∞ that
lim sup
n→∞
P
(
θi 6∈ Nǫ(Θopt), some i ∈ [n,m(n, Tn)]
)
= 0. (3.63)
(ii) In the case of constant stepsize, for each ǫ > 0, there exists Kǫ > 0 with the following property.
If K ≥ Kǫ, then for any integers nα that satisfy αnα → ∞ as α → 0, there exist positive
numbers {Tα,β | α, β > 0} with Tα,β →∞ as β → 0 and α/β → 0, such that,
lim sup
β→0, α/β→0
P
(
θα,βnα+i 6∈ Nǫ(Θopt), some i ∈ [0, Tα,β/α]
)
= 0. (3.64)
(iii) In the case of constant stepsize, consider the averaged iterates {θ¯α,βn } defined by (3.40). Then
for each ǫ > 0, there exists Kǫ > 0 such that if K ≥ Kǫ, then it holds for all m ≥ 1 that
lim infβ→0, α/β→0 infµ∈I¯α,βm µ
([
N ′ǫ(Θopt)
]m)
= 1, and more strongly, with mα = ⌈mα ⌉,
lim inf
β→0, α/β→0
inf
µ∈I¯α,βmα
µ
([
N ′ǫ(Θopt)
]mα)
= 1.
Furthermore, regardless of the choice of K, for each ǫ > 0 and each stepsize pair (α, β),
lim sup
n→∞
E
[
max
n≤i<n+m
dist
(
θ¯α,βi ,Θopt
)] ≤ ǫκα,βm + 2 rBθ (1− κα,βm ),
where rBθ is the radius of Bθ, and κ
α,β
m = infµ∈I¯α,βm µ
([
N ′ǫ(Θopt)
]m)
.
3.4 Extension to a Composite Scheme of Setting λ-Parameters
In this subsection we explain a composite scheme of setting the λ-parameters, which builds upon
the state-dependent and history-dependent λ considered so far in the paper but is more general than
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them. With this composite scheme, a larger set of generalized Bellman operators can be utilized for
the approximate policy evaluation task. We will explain this and show how the GTD algorithms can
be simply modified to minimize the projected-Bellman-error objective function J(θ), for the Bellman
operators T (λ) associated with this scheme. A convergence theorem for the GTD algorithms will be
given at the end.
We shall use primarily the GTDa algorithm as an illustrative example, and mention the GTDb
algorithm near the end, which is very similar. One can apply the same arguments given below to
other algorithms discussed earlier or to be discussed in the next section.
3.4.1 Multiple concurrent trace processes and associated Bellman operators
To explain the composite scheme of setting λ and its underlying idea, it is convenient to start with
an illustrative example of an algorithm that uses such a scheme. Consider the GTDa algorithm
(3.1)-(3.2). Let (θn, xn) be generated according to these same formulae, but with the trace iterates
en calculated differently as follows. Partition the state space S into disjoint subsets, say, S = ∪ℓi=1Si.
Associate each subset Si with a way of setting the λ-parameters λ(i)n and with a trace sequence e(i)n
generated according to the recursion
e(i)n = λ
(i)
n γnρn−1e
(i)
n−1 + φ(Sn) · 1(Sn ∈ Si). (3.65)
Then take their sum to be the trace en used in the algorithm:
en =
∑ℓ
i=1e
(i)
n . (3.66)
As will be seen shortly, the idea of the composite scheme is quite general. Here, for the purpose
of reusing the previous analyses, however, we shall restrict attention to the case where for each
i ≤ ℓ, the choice of λ(i)n is in the two classes (state-dependent and history-dependent λ) discussed
in Section 2.1.3 and obeys the conditions given there. Specifically, either λ
(i)
n = λ(i)(Sn) for a given
function λ(i), or λ
(i)
n is determined through (2.16) based on the memory states and the previous
trace in the i-th process :
yn = f(yn−1, Sn), λ
(i)
n = λ
(i)(yn, e
(i)
n−1). (3.67)
In the latter case, we require that the memory states {yn} satisfy Condition 2.2, and the λ(i) function
satisfies Condition 2.3.
The idea behind (3.65)-(3.66) is that by decomposing the trace en in this manner, one can
compose a generalized Bellman operator T (λ) from selected component mappings of other Bellman
operators and minimize the projected-Bellman-error objective function J(θ) for that T (λ). As a
simple example, if S = S1 ∪ S2 and T (0), T (1) are the Bellman operators (for the target policy)
associated with the constant λ = 0 and λ = 1, respectively, one can employ in J(θ) a composite
T (λ) given by
(T (λ)v)(s) = (T (0)v)(s) if s ∈ S1; (T (λ)v)(s) = (T (1)v)(s) if s ∈ S2.
To minimize J(θ) for this T (λ) using GTDa, one just modifies the definition of en in the algorithm
as shown above; namely, let en = e
(1)
n + e
(2)
n , where e
(1)
n and e
(2)
n are updated according to (3.65)
with λ
(1)
n = 0 and λ
(2)
n = 1, respectively. Such composite T (λ) is not possible with the form of
state-dependent or history-dependent λ-parameters we considered earlier. By using such Bellman
operators in the objective function J(θ), one can better regulate what information to use for ap-
proximating the value function vπ at specific states.
This idea of setting λ and its implementation through (3.65)-(3.66) were proposed by the author
in [39]. The properties of the associated state-trace processes and LSTD algorithms were further
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analyzed in [35, 40], with the second reference extending the scheme to include history-dependent
λ’s. We refer the reader to [40, Section 3] (especially Section 3.1 and the discussion before Corollary
3.1 in Section 3.2 therein) for the details of the generalized Bellman operator T (λ) associated with
(3.65)-(3.66). As before, for the purpose of this paper, we do not need the details of T (λ), and what
we care about is that the algorithms with the above redefinition of the trace iterates are indeed
minimizing J(θ) for the corresponding Bellman operator T (λ). So we will only describe T (λ) at an
abstract level in terms of other Bellman operators considered earlier, before we proceed to discuss
the convergence properties of the GTD algorithms.
With the new definition (3.65)-(3.66) for the trace iterates, instead of a single state-trace process,
there are now ℓ concurrent processes,
{(
Sn, yn, e
(i)
n
)}
, i ≤ ℓ, which share the same state and memory
state variables (treat the memory states yn as dummy variables if state-dependent λ’s are used in
the recursion (3.65) for the i-th trace process). Since the choice of λ in each of these state-trace
processes is assumed to satisfy the same conditions as required before, there is a Bellman operator
T (λ
(i)) associated with the i-th process for each i ≤ ℓ (cf. Section 2.1.3), and the theorems given in
Section 2.2 all hold for each of these ℓ state-trace processes individually.
Consider a Bellman operator T (λ) composed from the component mappings of T (λ
(i)), i ≤ ℓ, as
follows: for any v ∈ ℜ|S|,
(T (λ)v)(s) :=
(
T (λ
(i))v
)
(s) for s ∈ Si. (3.68)
This is the generalized Bellman operator corresponding to the above composite scheme of setting
the λ-parameters. Let us now proceed to show that the correspondingly modified GTD algorithms
minimize the projected-Bellman-error objective function J(θ), for this Bellman operator T (λ), and
that the convergence properties we derived earlier GTD continue to hold for the modified algorithms.
3.4.2 Convergence analysis for GTD
To present the analysis, we continue to use the GTDa algorithm as an illustrative example. (The
corresponding GTDb algorithm will be addressed at the end; see (3.80)-(3.81).) Substituting the
new definition (3.66) for en, GTDa now becomes
θn+1 = ΠBθ
(
θn + αn
∑ℓ
i=1ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · (e(i)n )⊤xn), (3.69)
xn+1 = ΠBx
(
xn + βn
(∑ℓ
i=1e
(i)
n δn(vθn)− φ(Sn)φ(Sn)⊤xn
))
. (3.70)
The first step is to identify the mean ODEs. By Theorem 2.1, for each i ≤ ℓ, the Markov chain{(
Sn, yn, e
(i)
n
)}
has a unique invariant probability measure ζ(i). Since conditioned on the states and
memory states, the evolution of traces in each of the ℓ processes is independent of one another,
the joint state-trace process {(Sn, yn, e(1)n , . . . , e(ℓ)n )} also has a unique invariant probability measure
ζ˜, which is determined by the collection ζ(i), i ≤ ℓ. Denote expectation w.r.t. the stationary joint
state-trace process by Eζ˜ . To identify the functions in the mean ODEs, we calculate the expectations
of several functions of the states and traces, for those functions involved in the algorithm, w.r.t. the
stationary joint state-trace process {(Sn, yn, e(1)n , . . . , e(ℓ)n )}.
Consider first the functions involved in the iteration (3.70) at the fast time-scale. We have
Eζ˜
[
φ(S0)φ(S0)
⊤
]
= Φ⊤ΞΦ as before. For each fixed θ and each i ≤ ℓ, applying Prop. 2.1 to the i-th
state-trace process, we have
Eζ˜
[
e
(i)
0 δ¯0(vθ)
]
= Eζ(i)
[
e
(i)
0 δ¯0(vθ)
]
=
(
Φ(i)
)
⊤Ξ
(
T (λ
(i))vθ − vθ
)
, (3.71)
where Φ(i) is the matrix whose s-th row equals φ(s)⊤ if s ∈ Si and equals the zero vector otherwise
(cf. the definition (3.65) of e
(i)
n ). Now by the definition of Φ(i) and the definition (3.68) of T (λ),∑ℓ
i=1
(
Φ(i)
)
⊤Ξ
(
T (λ
(i))vθ − vθ
)
= Φ⊤Ξ
(
T (λ)vθ − vθ
)
,
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so we obtain that for each fixed (θ, x),
Eζ˜
[∑ℓ
i=1e
(i)
0 δ¯0(vθ)
]− Eζ˜[φ(S0)φ(S0)⊤]x = Φ⊤Ξ (T (λ)vθ − vθ)− Φ⊤ΞΦx =: k¯(θ, x). (3.72)
Note that the function k¯(θ, x) here is exactly the one for GTDa in Section 3.1.1, apart from involving
a different T (λ).
Thus, for the mean ODE associated with the fast time-scale, we can proceed as in Section 3.1.1:
For each θ, define x¯(θ) to be the unique solution xθ to k¯(θ, x) = 0, x ∈ span{φ(S)}. The mean
ODE is the same as (3.13) (apart from a different definition of T (λ)). If we place the same condition
(3.16) on the constraint set Bx (with xθ being defined w.r.t. the Bellman operator T
(λ) here), then
as before, for all initial conditions x(0) ∈ span{φ(S)}, the solution x(t) of the ODE converges to
x¯(θ(0)) and the limit set of the ODE is characterized by Lemma 3.1.
Consider now the iteration (3.69) at the slow time-scale. In terms of the function g defined in
(3.6) earlier, with Z
(i)
n = (Sn, yn, e
(i)
n , Sn+1), we can write (3.69) equivalently as
θn+1 = ΠBθ
(
θn + αn
∑ℓ
i=1 g(θn, xn, Z
(i)
n )
)
. (3.73)
For each fixed (θ, x) and each i ≤ ℓ, by Prop. 2.1 applied to the i-th state-trace process, we have
Eζ˜
[
g(θ, x, Z(i)n )
]
= Eζ(i)
[
g(θ, x, Z(i)n )
]
= Eζ(i)
[
ρ0
(
φ(S0)− γ1φ(S1)
) · (e(i)0 )⊤x]
=
[(
Φ(i)
)
⊤Ξ (I − P (λ(i)))Φ]⊤x, (3.74)
where Φ(i) is as defined above, and P (λ
(i)) is the substochastic matrix in the operator T (λ
(i)). Thus,
Eζ˜
[∑ℓ
i=1 g(θ, x, Z
(i)
n )
]
=
∑ℓ
i=1
[(
Φ(i)
)
⊤Ξ (I − P (λ(i)))Φ]⊤x
=
[
Φ⊤Ξ (I − P (λ))Φ]⊤x, (3.75)
where P (λ) is the substochastic matrix in the affine operator T (λ), and the second equality follows
from the definition of Φ(i) and the definition (3.68) of T (λ). Then for x = x¯(θ), (3.75) yields
Eζ˜
[∑ℓ
i=1 g(θ, x¯(θ), Z
(i)
n )
]
=
[
Φ⊤Ξ (I − P (λ))Φ]⊤x¯(θ) =: g¯(θ) (3.76)
and g¯(θ) = −∇J(θ) by the gradient expression (2.8). This is also the same as in Section 3.1.1, apart
from that a different operator T (λ) in involved in defining the functions g¯ and J here. The mean
ODE for the slow time-scale is thus the same as (3.15), and its limit set, by Lemma 3.2, is the set
Θopt = argmin
θ∈Bθ
J(θ) = argmin
θ∈Bθ
1
2
∥∥Πξ(T (λ)vθ − vθ)∥∥2ξ, (3.77)
for the Bellman operator T (λ) defined in (3.68).
Finally, to apply the same convergence proofs given in Sections 3.1.3-3.1.4, we need to check if
the algorithm here meets the conditions required by those analyses, including uniform integrability,
continuity, and averaging conditions, etc. To see which conditions to verify, it is convenient to work
with the same formulae used earlier for the GTDa algorithm, with the trace now being the “total
trace” en =
∑ℓ
i=1 e
(i)
n :
θn+1 = ΠBθ
(
θn + αn g(θn, xn, Zn)
)
,
xn+1 = ΠBx
(
xn + βn(k(θn, xn, Zn) + enωn+1)
)
.
In the above, we take Zn to be (Sn, yn, en, Sn+1) together with e
(i)
n , i ≤ ℓ. We take the functions
g, k to be the ones defined earlier in (3.6), whose values depend only on the state transition and
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the “total trace” en. Since these are the same functions as before and only the trace iterates are
different, what we need to verify are just those conditions that involve the traces iterates {en}.
Consider first the uniform integrability conditions (i) and (vi) listed in Section 3.1.2. As men-
tioned there, these conditions are satisfied if {en} is uniformly integrable. In the case here, by
Prop. 2.2(ii), for each i ≤ ℓ, {e(i)n } is uniformly integrable. Then, since en =
∑ℓ
i=1 e
(i)
n , as a simple
consequence of the definition of uniform integrability, {en} is uniformly integrable as well. So the
uniform integrability conditions (i) and (vi) are met. Similarly, the tightness condition (ii) listed in
Section 3.1.2 is met, because Prop. 2.2(ii) implies the tightness of each {e(i)n }, i ≤ ℓ, and as a result,
both {en} and the joint trace process {(en, e(1)n , . . . , e(ℓ)n )} are also tight.
What remain to be verified are the averaging conditions (iv) and (vii) listed in Section 3.1.2, as
well as Lemma 3.4(iii), which corresponds to part of the averaging conditions needed for analyzing
the θ-iterates at the fast time-scale. These conditions are also satisfied, thanks to the properties of
the ℓ concurrent state-trace processes. We prove this in the lemma below, which is an analogue of
Lemma 3.4. In the lemma Z denotes the space of Zn.
Lemma 3.9. In the above context, for each θ ∈ Bθ, x ∈ Bx, the following hold:
(i) For each compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n En
[
k(θ, x, Zi)− k¯(θ, x)
]
1(Zn ∈ D) = 0 in mean.
(ii) For each compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n En
[
g(θ, x¯(θ), Zi)− g¯(θ)
]
1(Zn ∈ D) = 0 in mean.
(iii) If {αn} and {βn} satisfy Assumption 3.1, then
limm,n→∞
1
m
∑n+m−1
i=n En
[
(αi/βi) · g(θ, x, Zi)
]
= 0 in mean.
For any positive sequence cj → 0 as j →∞,
limm,n,j→∞
1
m
∑n+m−1
i=n En
[
cj · g(θ, x, Zi)
]
= 0 in mean.
Proof. For j ≤ ℓ, let Z(j)n = (Sn, yn, e(j)n , Sn+1) (treat the memory state yn as a dummy variable if
the j-th trace process is generated with state-dependent λ). Let Dj be the projection of the compact
set D on the space of Z
(j)
n ; note that Dj is also compact. Write k(θ, x, Zn) =
∑ℓ
j=1 k
o(θ, x, Z
(j)
n ),
where the function ko is given by ko
(
θ, x, (s, y, e, s′)
)
= e δ¯(s, s′, vθ)− 1ℓφ(s)φ(s)⊤x. For each (θ, x),
let k¯oj (θ, x) = Eζ(j) [k
o(θ, x, Z
(j)
0 )], and since the function k
o(θ, x, ·) is Lipschitz continuous in the
trace variable e, applying Prop. 2.3(i) to each of the ℓ state-trace processes, we have that for each
j ≤ ℓ and the compact set Dj ,
limm,n→∞
1
m
∑n+m−1
i=n
(
ko(θ, x, Z
(j)
i )− k¯oj (θ, x)
) · 1(Z(j)n ∈ Dj) = 0 in mean. (3.78)
Combining the relation (3.78) for all j ≤ ℓ, and using also the fact that Dj ’s are the projections of
the set D, we obtain
limm,n→∞
1
m
∑n+m−1
i=n
∑ℓ
j=1
(
ko(θ, x, Z
(j)
i )− k¯oj (θ, x)
) · 1(Zn ∈ D) = 0 in mean. (3.79)
Since
∑ℓ
j=1 k
o(θ, x, Z
(j)
i ) = k(θ, z, Zi) and
∑ℓ
j=1 k¯
o
j (θ, x) = k¯(θ, x) as we calculated earlier (cf. (3.71)-
(3.72)), we see that (3.79) is just the desired relation in the part (i) of the lemma except for the
conditional expectation En. The part (i) then follows from (3.79) by Jensen’s inequality.
The part (ii) follows from a similar argument, by writing g(θ, x¯(θ), Zn) =
∑ℓ
j=1 g(θ, x¯(θ), Z
(j)
n )
and using the calculations given in (3.74)-(3.75). Similarly, for the part (iii), we write g(θ, x, Zn) =∑ℓ
j=1 g(θ, x, Z
(j)
n ) and apply Prop. 2.3(ii) to the function g(θ, x, ·) and each of the ℓ state-trace
processes, and we then add up the results to obtain the part (iii).
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We have now verified all the conditions required in the convergence proofs, so we can conclude
that the convergence theorems given earlier for GTDa hold in the present context as well. Regarding
GTDb, if we employ the preceding composite scheme of setting λ, then with the “total trace” being
en =
∑ℓ
i=1 e
(i)
n , the algorithm becomes
θn+1 = ΠBθ
(
θn + αn
[
enδn(vθn)−
∑ℓ
i=1ρn
(
1− λ(i)n+1
)
γn+1φ(Sn+1) · (e(i)n )⊤xn
])
, (3.80)
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
. (3.81)
The analysis of this algorithm follows the same line of argument given above, apart from some non-
essential differences in calculations and definitions. We now summarize the results for both GTD
algorithms in the following theorem.
Theorem 3.6. Consider the two-time-scale GTDa algorithm (3.69)-(3.70) or GTDb algorithm
(3.80)-(3.81). Assume the following:
(i) Condition 2.1 holds.
(ii) For each i ≤ ℓ, the i-th trace process {e(i)n } is generated by (3.65) either with state-dependent
λ-parameters or with history-dependent λ-parameters of the form (3.67), where the memory
states {yn} and the function λ(i)(·) satisfy Conditions 2.2 and 2.3, respectively.
(iii) The constraint set Bx satisfies the condition (3.16) for the Bellman operator T
(λ) defined by
(3.68).
(iv) The initial x0 ∈ span{φ(S)} and for each i ≤ ℓ, the initial e(i)0 ∈ span{φ(S)}.
Then for diminishing stepsizes {αn}, {βn} that satisfy Assumption 3.1, the conclusions of Theo-
rem 3.1 hold, and for constant stepsizes αn = α, βn = β with α << β, the conclusions of Theo-
rems 3.2 and 3.3 hold, where the set Θopt in the theorems is now given by (3.77) for the Bellman
operator T (λ) in (3.68).
Remark 3.2. Finally, we note that one can also apply the “robustification” idea discussed in the
previous Section 3.3 to derive biased variants for the GTD algorithms that employ the composite
scheme of setting λ. Convergence properties of these “robustified” variants can be analyzed similarly,
by combining the arguments given in the present and previous subsections.
4 Convergence Analyses II
This section continues our analyses of gradient-based TD algorithms using the weak convergence
method. Section 4.1 is about the Mirror-Descent TD algorithms, and Section 4.2 is about the
single-time-scale GTDa algorithm and its biased variant, which use a minimax approach to solve the
minimization problem for off-policy policy evaluation. Section 4.3 revisits the two-time-scale GTDa
algorithm and its biased variant, and relaxes the conditions on their constraint set Bx by using the
minimax problem formulation and related results derived in Section 4.2. As before, we consider
constrained algorithms with slowly diminishing or constant stepsize. For the objective function, we
will treat the case where it has an additional regularizer that is smooth and convex, to demonstrate
that the convergence analysis remains essentially the same.
We will use the results of the previous sections to show that the average dynamics of the algo-
rithms are characterized by their associated mean ODEs. Most of the efforts in our convergence
analysis will be spend on the study of solution properties of these mean ODEs. In particular, for
the Mirror-Descent TD algorithms, we derive a suitable form of the constraint sets to ensure desired
convergence properties. For the single-time-scale GTDa algorithm, we use a general theory on dif-
ferential inclusion with maximal monotone mappings to analyze the limit set of its mean ODE, and
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we also show that its “robustified” biased variant solves minimax problems that approximate the
one solved by GTDa.
As before, convergence theorems will be stated close to where they are finally proved. For quick
access to the results of this section, here is the list:
• Mirror-Descent GTD and Mirror-Descent TD: Theorems 4.1 and 4.2, respectively;
• single-time-scale GTDa and its biased variant: Theorems 4.3 and 4.4, respectively;
• an improved result for two-time-scale GTDa and its biased variant: Theorem 4.5.
4.1 Mirror-Descent TD Algorithms
In this subsection we consider the mirror-descent variant of the TD algorithms. As mentioned in the
introduction, combining the mirror-descent idea [18] with TD learning was proposed in [12] (see also
[13]). We shall call the variant algorithms MD-GTD for GTD algorithms, and MD-TD for ordinary
TD algorithms.
In what follows, let ψ∗ : ℜd → ℜ be a differentiable convex function such that ψ∗(θ∗) grows to
+∞ at a faster than linear rate, as ‖θ∗‖ → +∞. Such a function is said to be co-finite and has
the property that limi→∞ ‖∇ψ∗(θ∗i )‖ = +∞ for every sequence {θ∗i } such that limi→∞ ‖θ∗i ‖ = +∞
[23, Lemma 26.7]. The θ∗-space on which ψ∗ is defined is dual to the θ-space we have been working
on thus far.26 One can think of a point θ∗ being a “mirror image” of the point θ = ∇ψ∗(θ∗). The
co-finiteness of ψ∗ implies that for any θ, its pre-image under ∇ψ∗ is non-empty: (∇ψ∗)−1(θ) 6= ∅.27
Thus every θ ∈ ℜd is “accessible” from the θ∗-space via its mirror images.
4.1.1 MD-GTD
Let Jp(θ) := J(θ) + p(θ), where J(θ) is the projected-Bellman-error objective function as before,
and p(θ) : ℜd → ℜ is a differentiable convex function that serves as a regularizer. In the convergence
analysis given later, we will require that infθ Jp(θ) has a unique optimal solution, which can be
ensured by a strictly convex p(·), for instance.
Note that to minimize Jp instead of J , one can modify the GTD algorithms by simply subtracting
the gradient term αn∇p(θn) in the θ-iteration. In the case of GTDa, for example, change (3.1) to:
θn+1 = ΠDθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤nxn − αn∇p(θn)). (4.1)
The two-time-scale MD-GTDa algorithm we consider is given by
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
, (4.2)
θ∗n+1 = ΠDθ∗
(
θ∗n + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn − αn∇p(θn)), (4.3)
θn+1 = ∇ψ∗(θ∗n+1), (4.4)
with θ0 = ∇ψ∗(θ∗0) for some given initial θ∗0 . This algorithm calculates xn like GTDa, at the fast
time-scale determined by {βn}. At the slow time-scale determined by {αn}, the algorithm obtains
θn indirectly from its “mirror image” θ
∗
n, which is updated according to (4.3), a formula that would
be identical to the slow-time-scale iteration (4.1) in GTDa if we remove all the superscripts ∗ in it.
The set Dθ∗ ⊂ ℜd is some large enough compact set to constrain the θ∗-iterates. We assume for
26The notation ψ∗ may look cumbersome with its superscript. We use it because dual to the convex function ψ∗
is its conjugate on the θ-space, which is usually denoted by the same symbol but without the superscript ∗, although
our analysis will not involve this conjugate function.
27Because (∇ψ∗)−1(θ) is precisely the nonempty set of optimal solutions to infθ∗
{
ψ∗(θ∗)−〈θ, θ∗〉
}
, whose objective
function is not only convex and finite everywhere but also coercive due to the co-finiteness of ψ∗.
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now that it is a large convex set with a smooth boundary; a specific choice of Dθ∗ that can ensure
the desired convergence will be discussed later. Note that if {θ∗n} is bounded, then so is {θn}.28
The MD-GTDb algorithm uses the same formulae (4.2) and (4.4) to compute xn+1 and θn+1.
To compute θ∗n+1, it uses a formula that resembles the slow-time-scale iteration (3.41) in GTDb:
θ∗n+1 = ΠDθ∗
(
θ∗n + αn
(
enδn(vθn)− ρn(1 − λn+1) γn+1φ(Sn+1) · e⊤n xn
)− αn∇p(θn)), (4.5)
where θn = ∇ψ∗(θ∗n). The convergence analyses of the two MD-GTD algorithms are essentially the
same. We will use MD-GTDa to show how we carry out this analysis, because it is simpler notation-
wise. (One can also apply the mirror-descent idea on the x-iteration, working with the x∗-iterates
in addition to the θ∗-iterates. We shall not consider these fancier algorithms here, although the line
of analysis would be similar.)
Associated mean ODEs
Let us focus on the iterates {(θ∗n, xn)} and discuss the mean ODEs associated with them, for the
MD-GTDa algorithm (4.2)-(4.4). Using the functions k(·), g(·) defined earlier for GTDa in (3.6), we
write (4.2)-(4.4) equivalently as follows: with θn = ∇ψ∗(θ∗n),
θ∗n+1 = ΠDθ∗
(
θ∗n + αn g(θn, xn, Zn)− αn∇p(θn)
)
, (4.6)
xn+1 = ΠBx
(
xn + βn
(
k(θn, xn, Zn) + enωn+1
))
. (4.7)
Consider first the fast time-scale determined by {βn}. Based on the reasoning and calculation given
in Sections 3.1, the desired mean ODE for this time-scale is(
θ˙∗(t)
x˙(t)
)
=
(
0
k¯
(∇ψ∗(θ∗(t)), x(t)) + z(t)
)
, θ∗(0) ∈ Dθ∗ , z(t) ∈ −NBx(x(t)), (4.8)
where z(t) is the boundary reflection term, and the function k¯(θ, x) is as defined before in (3.7).
Note that in this ODE, the function k¯(∇ψ∗(·), ·) is continuous, since the gradient mapping ∇ψ∗ is
continuous (cf. Footnote 28). As before, for each θ, let xθ be the unique solution to the linear system
of equations, k¯(θ, x) = 0, x ∈ span{φ(S)}. For each θ∗, define
x¯(θ∗) := xθ for θ = ∇ψ∗(θ∗).
Then, as shown in Sections 3.1, by making the radius of Bx sufficiently large, it can be ensured that
for any initial x(0) ∈ span{φ(S)}, the solution of the ODE (4.8) has the desired behavior that as
t→∞, x(t) converges to xθ for θ = ∇ψ∗(θ∗(0)), or equivalently, x(t)→ x¯(θ∗(0)). Moreover, it can
be ensured that the limit set of (4.8) is {(θ∗, x¯(θ∗) | θ∗ ∈ Dθ∗}, similar to Lemma 3.1 and with the
same proof.
Let us defer the precise condition on the radius of Bx and proceed to consider the desired mean
ODE for the slow time-scale. For fixed θ∗, with θ = ∇ψ∗(θ∗), we have
Eζ
[
g
(
θ, x¯(θ∗), Z0
)]
= Eζ
[
g
(
θ, xθ, Z0
)]
= −∇J(θ), (4.9)
as calculated earlier in (3.10). Thus, with g¯(θ) = −∇J(θ) as before, define
g¯p(θ) = g¯(θ) −∇p(θ) = −∇J(θ)−∇p(θ) = −∇Jp(θ),
and we see that the desired mean ODE for the slow time-scale is given by
θ˙∗(t) = (g¯p ◦ ∇ψ∗)
(
θ∗(t)
)
+ z(t), z(t) ∈ −NDθ∗
(
θ∗(t)
)
, (4.10)
28Since any convex differentiable function is continuously differentiable [23, Corollary 25.5.1], ∇ψ∗ is continuous on
ℜd and therefore maps bounded sets to bounded sets.
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where NDθ∗
(
θ∗(t)
)
denotes the normal cone of Dθ∗ at the point θ
∗(t), and z(t) is the boundary
reflection term.
Next we examine the solution properties of this ODE (4.10). We would like it to yield solutions
that lead to points θ∗ that are “mirror images” of those points θ with small values of Jp(θ). Based
on the idea of mirror-descent methods [18], we know this is the case when there is no constraint set
Dθ∗ . So we will aim at finding a suitable choice of the constraint set Dθ∗ , so that it does not “ruin”
the good property of mirror-descent.
Choice of the constraint set and the solution property of the corresponding ODE
To study the solution property of the ODE (4.10), let us pick an optimal solution θopt of the
problem infθ J(θ), and consider a candidate Lyapunov function for the ODE, which is from the
original idea behind mirror descent methods [18, p. 87]:
V (θ∗) = ψ∗(θ∗)− 〈θ∗, θopt〉. (4.11)
The co-finiteness of ψ∗ ensures that V is bounded below on ℜd. Let θ∗(·) be a solution of (4.10),
and let θ(t) = ∇ψ∗(θ∗(t)). We have
V˙
(
θ∗(t)
)
=
〈
θ˙∗(t), ∇ψ∗(θ∗(t))− θopt
〉
=
〈−∇Jp(θ(t)) + z(t), θ(t) − θopt〉
≤ Jp(θopt)− Jp(θ(t)) +
〈
z(t), θ(t)− θopt
〉
, (4.12)
where the last inequality follows from the inequality Jp(θopt) ≥ Jp(θ(t)) +
〈∇Jp(θ(t)), θopt − θ(t)〉
implied by the convexity of the function Jp. Thus, when the boundary reflection term z(t) = 0, as
is the case when θ∗(t) is in the interior of Dθ∗ , we have the desired relation that V˙
(
θ∗(t)
)
< 0 if θ(t)
is not an optimal solution of infθ Jp(θ). We would like this relation to hold also when θ
∗(t) is on the
boundary of Dθ∗ , so that V can serve as a Lyapunov function. This leads us to make a simple but
natural choice of the constraint set Dθ∗ as follows.
Let Dθ∗ be a level set of ψ
∗, Dθ∗ = {θ∗ | ψ∗(θ∗) ≤ ℓ}, for some finite number ℓ > infθ∗ ψ∗(θ∗).
Then the normal cone of Dθ∗ at a boundary point θ
∗ is just NDθ∗ (θ∗) =
{
a∇ψ∗(θ∗) | a ≥ 0}. If
θ∗(t) is on the boundary of Dθ∗ , the boundary reflection term z(t) = −a∇ψ∗
(
θ∗(t)
)
= −a θ(t) for
some a ≥ 0, and the second term in (4.12) becomes
−a〈θ(t), θ(t)− θopt〉 ≤ −a ‖θ(t)‖2 · (‖θ(t)‖2 − ‖θopt‖2).
The upperbound on the r.h.s. is nonpositive if we make Dθ∗ sufficiently large so that all its boundary
points θ∗ satisfy ‖∇ψ∗(θ∗)‖2 ≥ ‖θopt‖2 (which is possible since ‖∇ψ∗(θ∗)‖2 → +∞ as ‖θ∗‖2 → +∞;
cf. the co-finiteness property of ψ∗ mentioned at the beginning). Then we will have the desired
relation V˙
(
θ∗(t)
) ≤ Jp(θopt)− Jp(θ(t)) at all points θ∗(t).
We can now state precisely our assumptions on the constraint sets Dθ∗ and Bx. Define
Θ˜opt = argmin
θ∈ℜd
Jp(θ). (4.13)
Assumption 4.1 (Conditions on the constraint sets of MD-GTD algorithms).
(i) The constraint set Dθ∗ = {θ∗ | ψ∗(θ∗) ≤ ℓ}, where ℓ is large enough so that for some optimal
solution θopt ∈ Θ˜opt, ‖∇ψ∗(θ∗)‖2 ≥ ‖θopt‖2 for all points θ∗ on the boundary of Dθ∗.
(ii) With Dθ =
{∇ψ∗(θ∗) | θ∗ ∈ Dθ∗}, the constraint set Bx satisfies Bx ⊃ {xθ | θ ∈ Dθ}.29
29As before, a sufficient condition is that radius(Bx) ≥ supθ∈Dθ
∥
∥Φ⊤Ξ (T (λ)vθ−vθ)
∥
∥
2
/c, where c > 0 is the smallest
nonzero eigenvalue of the matrix Φ⊤ΞΦ.
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Note that in the above, θopt ∈ Dθ always (hence Dθ ∩ Θ˜opt 6= ∅; i.e., Dθ∗ includes at least one
“mirror image” of an optimal θ). This is a generic property of the function ψ∗, as the next lemma
shows.
Lemma 4.1. Given θ¯, let Dθ∗ = {θ∗ | ψ∗(θ∗) ≤ ℓ} where ℓ is such that ‖∇ψ∗(θ∗)‖2 ≥ ‖θ¯‖2 for all
points θ∗ on the boundary of Dθ∗. Then there exists at least one point θ¯
∗ ∈ Dθ∗ with ∇ψ∗(θ¯∗) = θ¯.
In particular, in Assumption 4.1, θopt ∈ Dθ.
Proof. As discussed at the beginning of the section, the co-finiteness of ψ∗ implies that the set of
points {θ¯∗ | ∇ψ∗(θ¯∗) = θ¯} is nonempty. If all these points are in Dθ∗ , we are done. Otherwise,
some point θ¯∗ from this set lies outside Dθ∗ . Let us find a point θ
∗ on the boundary of Dθ∗ with
∇ψ∗(θ∗) = θ¯, thereby proving the lemma. Consider the boundary point θ∗ = ΠDθ∗ θ¯∗. Then
θ¯∗− θ∗ ∈ NDθ∗ (θ∗), so θ¯∗− θ∗ = a∇ψ∗(θ∗) for some a > 0. Let f(t) = ψ∗(θ¯∗+ t(θ∗− θ¯∗)) for t ∈ ℜ.
We have
f ′(0)=〈∇ψ∗(θ¯∗), θ∗ − θ¯∗〉=−a〈θ¯, ∇ψ∗(θ∗)〉, f ′(1)=〈∇ψ∗(θ∗), θ∗ − θ¯∗〉= −a ‖∇ψ∗(θ∗)‖22.
Since f is convex, f ′(0) ≤ f ′(1) by [23, Theorem 24.1] and hence 〈θ¯, ∇ψ∗(θ∗)〉 ≥ ‖∇ψ∗(θ∗)‖22. But
‖∇ψ∗(θ∗)‖2 ≥ ‖θ¯‖2 since θ∗ is on the boundary of Dθ∗ . These two inequalities, together with the
Cauchy-Schwarz inequality, imply ∇ψ∗(θ∗) = θ¯. This completes the proof.
The next lemma is about the behavior of the solutions to the ODE (4.10) when the constraint set
Dθ∗ satisfies Assumption 4.1(i). We will use its second part on the limit set of the ODE to obtain
a convergence theorem for the MD-GTD algorithms.
Lemma 4.2. Under Assumption 4.1(i) on the constraint set Dθ∗, every solution θ
∗(·) of the
ODE (4.10) satisfies that θ∗(t) converges to the compact set (∇ψ∗)−1(Θ˜opt) ∩ Dθ∗ as t → ∞.
If, in addition, Θ˜opt = {θopt} (i.e., infθ Jp(θ) has a unique optimal solution), then the limit set of
the ODE (4.10) is (∇ψ∗)−1(θopt) ∩Dθ∗.
Proof. Consider the function V (·) defined in (4.11) for the point θopt in Assumption 4.1(i). Let θ∗(·)
be a solution of (4.10), and let θ(t) = ∇ψ∗(θ∗(t)) for t ≥ 0. As discussed earlier, by (4.12) and
Assumption 4.1(i) on Dθ∗ ,
V˙
(
θ∗(t)
) ≤ Jp(θopt)− Jp(θ(t)) ≤ 0. (4.14)
From this it follows that as t→∞, θ∗(t) converges to the compact set30
{θ∗ ∈ Dθ∗ | Jp(θopt)− Jp(∇ψ∗(θ∗)) = 0} = (∇ψ∗)−1(Θ˜opt) ∩Dθ∗ .
Now consider the limit set of (4.10) in the case Θ˜opt = {θopt}. Clearly, it contains the set
(∇ψ∗)−1(θopt) ∩ Dθ∗ , since for any θ¯∗ in the latter set, g¯p(∇ψ∗(θ¯∗)) = −∇Jp(θopt) = 0 by the
optimality condition and hence θ∗(·) ≡ θ¯∗ is a solution of (4.10). To show the other direction of
inclusion, define level sets Dη, Eǫ for η, ǫ > 0 by
Dη :=
{
θ∗ ∈ Dθ∗ | V (θ∗) ≤ inf θ˜∗V (θ˜∗) + η
}
, Eǫ :=
{
θ∗ ∈ Dθ∗ | Jp(∇ψ∗(θ∗)) ≤ Jp(θopt) + ǫ
}
.
30To see this, let θ¯∗ ∈ Dθ∗ be any point such that for some sequence of times tn → ∞, θ
∗(tn) converges to θ¯∗ as
n→∞. If Jp(∇ψ∗(θ¯∗)) > Jp(θopt), then since Jp ◦∇ψ∗ is a continuous function, there exist sufficiently small ǫ, δ > 0
such that Jp(∇ψ∗(θ∗)) > Jp(θopt) + ǫ for all θ∗ ∈ Nδ(θ¯
∗) (the δ-neighborhood of θ¯∗). Then, since V is bounded
below on Dθ∗ , by (4.14), the total amount of time the solution θ
∗(·) spends in Nδ(θ¯
∗) must be finite. But the solution
θ∗(·) is Lipschitz continuous (because by Lemma 3.3, g¯p(∇ψ∗(θ∗(t))) + z(t) is the projection of g¯p(∇ψ∗(θ∗(t)))
on the tangent cone of Dθ∗ at θ
∗(t), and therefore, for all t, ‖g¯p(∇ψ∗(θ∗(t))) + z(t)‖2 ≤ ‖g¯p(∇ψ∗(θ∗(t)))‖2 ≤
supθ∗∈Dθ∗ ‖g¯p(∇ψ
∗(θ∗))‖2 < ∞). So, whenever its path enters inside the smaller neighborhood Nδ/2(θ¯
∗), there is
some fixed amount of time, say ∆, that it has to spend inside Nδ(θ¯
∗) before it can exit Nδ(θ¯
∗). This means it will
not visit Nδ(θ¯
∗) any more after some finite time t, a contradiction to θ∗(tn)→ θ¯∗ with tn →∞. Therefore, we must
have Jp(∇ψ∗(θ¯∗)) = Jp(θopt).
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Note that (∇ψ∗)−1(θopt) is the set of optimal solutions to infθ∗ V (θ∗), and it is nonempty, convex
and compact. The sets Dη are also convex and compact, with ∩η>0Dη = (∇ψ∗)−1(θopt)∩Dθ∗ . Since
the function Jp ◦ ∇ψ∗ is continuous, the sets Eǫ are also compact and moreover, by the uniqueness
of θopt, ∩ǫ>0Eǫ = (∇ψ∗)−1(θopt) ∩Dθ∗ .
For each η, there must exist ǫ sufficiently small such that Eǫ ⊂ Dη. Otherwise, we could find
a sequence of points θ∗n ∈ Eǫn with ǫn → 0, but with V (θ∗n) − infθ∗ V (θ∗) > η for all n. Then any
limit point θ∗∞ of this bounded sequence {θ∗n} must lie in ∩ǫ>0Eǫ and hence in (∇ψ∗)−1(θopt), yet
it must also satisfy V (θ∗∞)− infθ∗ V (θ∗) ≥ η, which is impossible.
For any given η, consider this set Eǫ ⊂ Dη. Since V is bounded on Dθ∗ , (4.14) implies that there
exists a finite time tǫ such that every solution of (4.10) must visit the set Eǫ at least once before
time tǫ; i.e., there is a time t0 ≤ tǫ with θ∗(t0) ∈ Eǫ. Since V (θ∗(t)) is nonincreasing and Eǫ ⊂ Dη,
this means that θ∗(t) ∈ Dη for all t ≥ tǫ and all solutions θ∗(·) of (4.10). Consequently, the limit set
of (4.10) must satisfy
⋂
t¯≥0 cl
{
θ∗(t)
∣∣ θ∗(0) ∈ Dθ∗ , t ≥ t¯} ⊂ ∩η>0Dη = (∇ψ∗)−1(θopt) ∩ Dθ∗ . This
prove the other direction of inclusion and completes the proof.
Convergence results
We now use the preceding results about the limit sets of the two ODEs to characterize the
asymptotic behavior of MD-GTD. Besides Assumption 4.1 on the constraint sets Dθ∗ and Bx, we
shall also assume, as in the second part of Lemma 4.2, that infθ Jp(θ) has a unique optimal solution
θopt. It is straightforward to verify that the iterates {(θ∗n, xn)} generated by MD-GTD satisfy all
the conditions for applying the convergence proofs given earlier for GTDa.31 Thus the conclusions
of Theorems 3.1-3.2 hold for {(θ∗n, xn)}. In particular, about the asymptotic behavior of {θ∗n}, the
conclusions of those theorems hold with Θopt replaced by (∇ψ∗)−1(θopt) ∩Dθ∗ , the limit set of the
ODE (4.10). We can then translate these results about the asymptotic behavior of {θ∗n} to that of
{θn}, by using the following observation: Since the gradient mapping ∇ψ∗ is continuous and the set
Dθ∗ is bounded, for any ǫ > 0, there exists ηǫ > 0 (with ηǫ → 0 as ǫ→ 0), such that
θ∗ ∈ Nηǫ
(
(∇ψ∗)−1(θopt) ∩Dθ∗
)
=⇒ θ = ∇ψ∗(θ∗) ∈ Nǫ
(
θopt
)
. (4.15)
This gives us the convergence results for MD-GTD with both diminishing and constant stepsizes
stated in the following convergence theorem.
The theorem also includes conclusions about the averaged θ-iterates in the case of constant step-
size. The line of proof for this part is the same as that explained after Theorem 3.3 in Section 3.1.5.
It uses the observation that with a given pair of constant stepsizes (α, β), the MD-GTD iterates
together with the states and traces, (Sn, yn, en, θ
∗
n, θn, xn), jointly form a weak Feller Markov chain
(this proof is similar to the proof of [37, Lemma 6]). The proof then combines this observation with
those conclusions about the asymptotic behavior of the θ-iterates, and with ergodicity properties of
weak Feller Markov chains. As before, we omit the proof, since it is essentially the same proof given
in [37, Section 4.3].
Theorem 4.1. Consider the MD-GTDa algorithm (4.2)-(4.4) or the MD-GTDb algorithm given by
(4.2), (4.4), and (4.5), with the initial x0, e0 ∈ span{φ(S)}. Let Assumptions 2.1 and 4.1 hold, and
let θopt be the unique optimal solution to infθ Jp(θ). Then for diminishing stepsizes {αn}, {βn} that
satisfy Assumption 3.1, the conclusions of Theorem 3.1 about the θ-iterates hold with θopt in place
of Θopt. For the case of constant stepsize, the conclusions of both Theorem 3.2 (about the θ-iterates)
and Theorem 3.3 (about the averaged θ-iterates) hold with θopt in place of Θopt.
31Although the conditions are now on the (θ∗, x)-space instead of the (θ, x)-space, they are essentially the same as
before. For example, the “averaging condition” (iv) listed in Section 3.1.2 is now a convergence-in-mean condition
on {k(∇ψ∗(θ∗), x, Zn)} for each (θ∗, x). This is the same as the “averaging condition” on {k(θ, x, Zn)} for each
θ = ∇ψ∗(θ∗) and each x, which we already treated in Lemma 3.4. As another example, in the case here, we need that
for (θ∗, x) ∈ Dθ∗ × Bx and z in a compact set, the function g(∇ψ
∗(θ∗), x, z)−∇p(∇ψ∗(θ∗)) is Lipschitz continuous
in x uniformly w.r.t. (θ∗, z) (cf. Remark 3.1). This is the same as the function g(θ, x, z) being Lipschitz continuous in
x uniformly w.r.t. (θ, z) in a compact set, the same property that we verified earlier in the GTDa case.
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Remark 4.1 (About the condition on the minimization problem). For the convergence of GTD
algorithms, we do not need any condition on the minimization problem infθ∈Bθ Jp(θ); in particular,
we do not need Bθ to contain an optimal solution of the unconstrained minimization problem
infθ Jp(θ). The condition in the above theorem for MD-GTD is more stringent, as it requires not
only that Dθ contains an optimal solution of the unconstrained problem infθ Jp(θ), but also that
infθ Jp(θ) has a unique optimal solution. This condition is used in Lemma 4.2 to ensure that the limit
set of the ODE (4.10) has desirable properties—if the latter can be obtained under a weaker condition
on the minimization problem, the condition in the theorem can be correspondingly weakened.
Remark 4.2 (Biased variants). We mention that in the case of state-dependent λ, one can also
consider biased variants of the MD-GTD algorithms. Such variants can be analyzed by combining
the preceding analysis with the reasoning given in Section 3.3.
Remark 4.3 (MD-GTD with the composite scheme of setting λ). When the λ’s are set according to
the composite scheme described in Section 3.4, the changes in the MD-GTD algorithms are similar
to those in the GTD algorithms described earlier. In particular, with en =
∑ℓ
i=1 e
(i)
n , where e
(i)
n is
updated according to (3.65) for each i ≤ ℓ, MD-GTDa is still given by (4.2)-(4.4), and MD-GTDb
becomes
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
, (4.16)
θ∗n+1 = ΠDθ∗
(
θ∗n + αn
(
enδn(vθn)−
∑ℓ
i=1ρn(1− λ(i)n+1) γn+1φ(Sn+1) · (e(i)n )⊤xn
)− αn∇p(θn)),
(4.17)
θn+1 = ∇ψ∗(θ∗n+1). (4.18)
By combining the preceding analysis with the reasoning given in Section 3.4, it is straightforward
to show that the conclusions of Theorem 4.1 hold for these MD-GTD algorithms as well, where the
Bellman operator T (λ) in J(θ) and in Assumption 4.1 is now given by (3.68).
4.1.2 MD-TD
In the rest of this subsection, we discuss an algorithm that combines the mirror-descent method
with the original TD method. This MD-TD algorithm is given by
θ∗n+1 = ΠDθ∗
(
θ∗n + αnenδn(vθn)
)
, θn+1 = ∇ψ∗(θ∗n+1), (4.19)
with θ0 = ∇ψ∗(θ∗0) for some given initial θ∗0 . It is a single-time-scale algorithm like TD, and computes
the θ∗-iterates using a formula that resembles the TD algorithm.
We now derive the mean ODE associated with the θ∗-iterates, and we will introduce a few
conditions to ensure desired solution properties. By Prop. 2.1, for each fixed θ,
Eζ
[
e0δ¯0(vθ)
]
= Φ⊤Ξ (T (λ)vθ − vθ) =: g¯(θ). (4.20)
So the projected mean ODE associated with (4.19) is
θ˙∗(t) = (g¯ ◦ ∇ψ∗)(θ∗(t))+ z(t), z(t) ∈ −NDθ∗ (θ∗(t)), (4.21)
where z(t) is the boundary reflection term. We shall impose a strong condition on g¯, in order to
ensure desired convergence:
Assumption 4.2. The linear equation g¯(θ) = Φ⊤Ξ (T (λ)(Φθ)−Φθ) = 0 has a unique solution θTD,
and the matrix C = Φ⊤Ξ (P (λ) − I)Φ is negative definite (i.e., for some c > 0, θ⊤Cθ ≤ −c‖θ‖22 for
all θ ∈ ℜd).
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Suppose Assumption 4.2 holds. In addition, suppose the constraint set Dθ∗ is a level set of ψ
∗
that satisfies Assumption 4.1(i) with θTD in place of θopt. Note that by Lemma 4.1, θTD ∈ Dθ :=
{∇ψ∗(θ∗) | θ∗ ∈ Dθ∗} (i.e., in Dθ∗ there is at least one “mirror image” of θTD, through which the
algorithm can “access” θTD).
As a candidate Lyapunov function, consider the function
V (θ∗) = ψ∗(θ∗)− 〈θ∗, θTD〉.
Let θ∗(·) be a solution of (4.21), and let θ(t) = ∇ψ∗(θ∗(t)). Note that since g¯(θTD) = 0, g¯(θ) =
C(θ − θTD). Then similar to (4.12) in the previous MD-GTD case, we have
V˙
(
θ∗(t)
)
=
〈
g¯(θ(t)) + z(t), ∇ψ∗(θ∗(t)) − θTD
〉
=
〈
C(θ(t) − θTD), θ(t)− θTD
〉
+
〈
z(t), θ(t)− θTD
〉
≤ 〈C(θ(t) − θTD), θ(t)− θTD〉
≤ −c ‖θ(t)− θTD‖22, (4.22)
for some constant c > 0. In the above, the second equality uses the fact g¯(θ) = C(θ − θTD). The
second to last inequality uses the fact that our choice of the constraint set Dθ∗ ensures that the term〈
z(t), θ(t)− θTD
〉 ≤ 0 if θ∗(t) is on the boundary of Dθ∗ (cf. the discussion before Assumption 4.1(i)
in the previous case), so this term is always nonpositive. The last inequality follows from the negative
definiteness of the matrix C under Assumption 4.2. Thus V˙
(
θ∗(t)
)
< 0 for all θ(t) 6= θTD as desired.
Furthermore, similar to Lemma 4.2, we have that the limit set of the ODE (4.21) is32⋂
t¯≥0 cl
{
θ∗(t)
∣∣ θ∗(0) ∈ Dθ∗ , t ≥ t¯} = (∇ψ∗)−1(θTD) ∩Dθ∗ . (4.23)
As θ∗(t) approaches this limit set, the corresponding θ(t) = ∇ψ∗(θ∗(t)) converges to θTD, since for
any ǫ > 0, there exists ηǫ > 0 such that
θ∗ ∈ Nηǫ
(
(∇ψ∗)−1(θTD) ∩Dθ∗
)
=⇒ θ = ∇ψ∗(θ∗) ∈ Nǫ
(
θTD
)
(4.24)
(cf. the discussion preceding (4.15)). Likewise, if the iterates θ∗n of the MD-TD algorithm approach
the above limit set, the corresponding iterates θn = ∇ψ∗(θ∗n) approach the point θTD.
We now proceed to the convergence proof for MD-TD. We first establish the connection between
the average dynamics of the algorithm and the ODE (4.21) using stochastic approximation theory,
which will allow us to translate the solution property of the mean ODE (4.21) derived above to
the asymptotic behavior of the θ∗-iterates. We then use (4.24) to obtain convergence properties
for the θ-iterates. For the first step of this proof, we apply [8, Theorem 8.2.3] in the case of
diminishing stepsize and [8, Theorem 8.2.2] in the case of constant stepsize. The conditions of these
theorems are similar to those listed in Section 3.1.2, and it is straightforward to show that they are
satisfied.33 This gives us the convergence results about the θ-iterates generated by MD-TD stated in
the following convergence theorem. Those conclusions in the theorem about the averaged θ-iterates,
in the constant-stepsize case, are then obtained through a procedure similar to that described before
Theorem 4.1 in the previous subsection for MD-GTD (see also the explanation of the proof of
Theorem 3.3 in Section 3.1.5).
Theorem 4.2. Consider the MD-TD algorithm (4.19). Let Assumptions 2.1 and 4.2 hold, and let
Dθ∗ satisfy Assumption 4.1(i) with θTD in place of θopt. Then, in the case of diminishing stepsize,
32The limit set contains (∇ψ∗)−1(θTD) ∩Dθ∗ since each point in the latter set corresponds to a constant solution
to the ODE. The other direction of inclusion follows from the last part of the proof of Lemma 4.2, with θTD in place
of θopt and with the function θ 7→ −c ‖θ − θTD‖22 serving as the function Jp in the proof.
33We omit the details here, because in the subsequent Section 4.2.2, for another single-time-scale algorithm (GTDa),
we will describe similar conditions and explain how to verify them. In particular, see Footnote 40 therein.
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with the stepsizes {αn} satisfying those conditions given in Assumption 3.1 for the fast-time-scale
stepsizes, the conclusions of Theorem 3.1 about the θ-iterates hold with θTD in place of Θopt. In the
case of constant stepsize, the conclusions of both Theorem 3.2 (about the θ-iterates) and Theorem 3.3
(about the averaged θ-iterates) hold with θTD in place of Θopt, and with obvious modifications to
remove all the references to the fast-time-scale stepsize parameter β.
4.2 A Minimax Approach: Single-Time-Scale GTDa
In this subsection we analyze a constrained single-time-scale GTDa algorithm and its biased variant.
As in Section 4.1, we shall consider the regularized objective function Jp(θ) = J(θ) + p(θ), where
p(·) is a differentiable convex function (for the reason that the analysis is the same with or without
this regularizer p(·)). The goal of the single-times-scale GTDa algorithm is, as before, to solve
the minimization problem infθ∈Bθ Jp(θ), where Bθ is the constraint set. It computes {(θn, xn)}
according to
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn − αn∇p(θn)), (4.25)
xn+1 = ΠBx
(
xn + αn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
, (4.26)
using the same stepsize sequence {αn} in both iterations. Although the algorithm looks almost
identical to its two-time-scale counterpart, it is based on a different, minimax approach to minimize
Jp(θ), as first pointed out in [9, 13], and its behavior can thus also be quite different.
To analyze the asymptotic behavior of the algorithm, we will focus on the solution properties of
its associated mean ODE. Indeed, it is straightforward to apply stochastic approximation theory to
this single-time-scale algorithm and prove that its average dynamics is characterized by the mean
ODE, by using the analyses given in Sections 2.2 and 3.1.2. (The details of this proof step will be
explained in Section 4.2.2 after we state the convergence theorem.) So the solution properties of the
mean ODE will show us how the algorithm behaves and how the constraint sets can affect it.
The mean ODE associated with the algorithm (4.25)-(4.26) is(
θ˙(t)
x˙(t)
)
=
(
g¯
(
θ(t), x(t)
) −∇p(θ(t))
k¯
(
θ(t), x(t)
) )+ ( z1(t)
z2(t)
)
, z1(t) ∈ −NBθ(θ(t)), z2(t) ∈ −NBx(x(t)),
(4.27)
where z1(t), z2(t) are the boundary reflection terms, and the functions g¯, k¯ are given by
g¯(θ, x) =
(
Φ⊤Ξ (I − P (λ))Φ)⊤x, κ¯(θ, x) = Φ⊤Ξ (T (λ)vθ − vθ)− Φ⊤ΞΦx. (4.28)
(The derivations of the above are the same as those given at the beginning of Section 3.1.1 for
GTDa.) In order to study its solutions, we will need to first clarify its relation with a minimax
approach to solving the convex optimization problem infθ∈Bθ Jp(θ).
4.2.1 Solution properties of the associated mean ODE
Let us start by converting infθ∈Bθ{J(θ) + p(θ)} to a minimax problem. Notice the identity relation
that for all v ∈ ℜ|S|, 12‖v‖2ξ = supy
{〈y, v〉ξ − 12‖y‖2ξ}, where the maximization can be over the
approximation subspace Lφ only, if v ∈ Lφ:
1
2‖v‖2ξ = sup
y∈Lφ
{〈y, v〉ξ − 12‖y‖2ξ } = sup
x∈ℜd
{〈Φx, v〉ξ − 12‖Φx‖2ξ } = sup
x∈span{φ(S)}
{〈Φx, v〉ξ − 12‖Φx‖2ξ }.
We have J(θ) = 12‖v‖2ξ for v = Πξ(T (λ)vθ − vθ) ∈ Lφ. Then, using also the fact that 〈Φx,Πξv〉ξ =
〈Φx, v〉ξ for any v ∈ ℜ|S|, we can write infθ∈Bθ{J(θ) + p(θ)} equivalently as
inf
θ∈Bθ
sup
x∈ℜd
{〈Φx, T (λ)vθ − vθ〉ξ − 12‖Φx‖2ξ + p(θ)}. (4.29)
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Let us denote the function above by ψo, to simplify notation:
ψo(θ, x) := 〈Φx, T (λ)vθ − vθ〉ξ − 12‖Φx‖2ξ + p(θ). (4.30)
This function ψo is a continuous convex-concave function: convex in θ for each x and concave in x for
each θ. Since Bθ is compact, by [23, Corollary 37.3.2], the minimax problem (4.29) has a saddle-value.
Note also that due to the term − 12‖Φx‖2ξ, the function infθ∈Bθ ψo(θ, ·) (which is everywhere finite) is
strictly concave and coercive on the subspace span{φ(S)}, whereas it is constant over span{φ(S)}⊥.
This implies that in span{φ(S)} the minimax problem (4.29) has a unique dual optimal solution,
xopt = argmax
x∈span{φ(S)}
{
inf
θ∈Bθ
ψo(θ, x)
}
.
Then by [23, Lemma 36.2], the set Θopt × {xopt} is a subset of saddle points of the problem (4.29),
where
Θopt = argmin
θ∈Bθ
{J(θ) + p(θ)} = argmin
θ∈Bθ
{
sup
x∈ℜd
ψo(θ, x)
}
.
Instead of (4.29), below we shall focus on the minimax problem
inf
θ∈Bθ
sup
x∈Bx
ψo(θ, x), (4.31)
where we have added the compact constraint set Bx for the maximizer, the same constraint set in
the algorithm and its mean ODE. Its mean ODE (4.27) is related to the minimax problem (4.31),
as we will show below.
By [23, Corollary 37.6.2], the minimax problem (4.31) has a nonempty set of saddle points, which
we denote by Dθ ×Dx. The set Dθ is just the compact set of optimal solutions to the minimization
problem infθ∈Bθ{supx∈Bx ψo(θ, x)}, whereas the set Dx is the compact set of optimal solutions to
the dual maximization problem: supx∈Bx{infθ∈Bθ ψo(θ, x)}. The minimax problem (4.31) has a
unique dual optimal solution x¯ in span{φ(S)} (in other words, Dx ∩ span{φ(S)} = {x¯}). This
follows from the strict concavity and coercivity of the function infθ∈Bθ ψ
o(θ, ·) on span{φ(S)} and
its constancy over span{φ(S)}⊥ mentioned above. These saddle points of (4.31) can be related to
the saddle points of the original minimax problem (4.29) as follows.
Lemma 4.3. If xopt ∈ int(Bx) (the interior of Bx), then Dθ × {x¯} = Θopt × {xopt}.
The proof of this lemma is short, but we will give it at the end of this subsection, where we will
have all the definitions needed in the proof. The main effort of our analysis is to prove that Dθ×{x¯}
is the limit set of the ODE (4.27), as stated in the following proposition. We will spend the rest of
this subsection to prove it.
Proposition 4.1. For initial conditions x(0) ∈ span{φ(S)}, the limit set of the ODE (4.27) is the
subset of saddle points, Dθ×{x¯}, of the minimax problem (4.31), where x¯ is the unique dual optimal
solution of (4.31) in span{φ(S)}.
To setup the stage to prove Prop. 4.1, we shall need some properties of the ODE (4.27) as well as
some basic properties of the minimax problem (4.31). First, to apply the theory of convex analysis
to (4.31), it is more convenient to represent the constraint sets by functions and rewrite (4.31)
equivalently as
inf
θ∈ℜd
sup
x∈ℜd
ψ(θ, x)
for an extended-real-valued convex-concave function ψ(θ, x) given by
ψ(θ, x) := ψo(θ, x) + δBθ (θ)− δBx(x)
= 〈Φx, T (λ)vθ − vθ〉ξ − 12‖Φx‖2ξ + p(θ) + δBθ (θ) − δBx(x),
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where for a set D, δD(·) is the indicator function that takes the value 0 on D and +∞ outside D.34
The set of subgradients of ψ at (θ, x) is
∂ψ(θ, x) = ∂θψ(θ, x) × ∂xψ(θ, x)
where, expressed in terms of the function ψo or the functions g¯, k¯ in (4.28),
∂θψ(θ, x) = ∇θψo(θ, x) +NBθ (θ) = −g¯(θ, z) +∇p(θ) +NBθ (θ), (4.32)
∂xψ(θ, x) = ∇xψo(θ, x) −NBx(x) = k¯(θ, x)−NBx(x). (4.33)
(If either θ 6∈ Bθ or x 6∈ Bx, ∂ψ(θ, x) = ∅ by definition.) Note that (θ, x) is a saddle-point of (4.31) if
and only if (0, 0) ∈ ∂ψ(θ, x). We shall also need the set-valued mapping A from ℜd×ℜd to ℜd×ℜd
defined by
A(θ, x) := ∂θψ(θ, x)×
(− ∂xψ(θ, x)).
By [23, Corollary 37.5.2], A(·) is a maximal monotone mapping.35 We will soon use a general result
on differential inclusions with such mappings to help us in analyzing the ODE (4.27). To this end,
let us first relate the mapping A to the ODE.
Comparing the r.h.s. of the ODE (4.27) with the expressions (4.32)-(4.33) of the subgradients,
we see that if (θ(t), x(t)) = (θ, x), then
g¯(θ, x) −∇p(θ) + z1 ∈ −∂θψ(θ, x), k¯(θ, x) + z2 ∈ ∂xψ(θ, x), (4.34)
where z1, z2 are the boundary reflection terms in (4.27). Moreover, using Lemma 3.3, we can relate
the above two vectors in the r.h.s. of the ODE (4.27) to the set A(θ, x) as follows:
Lemma 4.4. Given (θ, x) ∈ Bθ × Bx, let z1 = −ΠD1(g¯(θ, x) − ∇p(θ)) for D1 = NBθ (θ), and let
z2 = −ΠD2 k¯(θ, x) for D2 = NBx(x). Then
(g¯(θ, x) −∇p(θ) + z1, k¯(θ, x) + z2) ∈ −A(θ, x)
and it is the vector in −A(θ, x) that has the minimal ‖ · ‖2-norm.
Proof. Applying Lemma 3.3 with D = Bθ, h = g¯(θ, x) − ∇p(θ) and y = −z1, and using also the
expression (4.32), we see that g¯(θ, x)−∇p(θ)+ z1 is the minimal-norm vector in the set −∂θψ(θ, x).
Then applying Lemma 3.3 with D = Bx, θ = x, h = k¯(θ, x) and y = −z2, and using also the
expression (4.33), we see that k¯(θ, x) + z2 is the minimal-norm vector in the set ∂xψ(θ, x). It then
follows that (g¯(θ, x) −∇p(θ) + z1, k¯(θ, x) + z2) is the minimal-norm vector in −A(θ, x).
We are now ready to study the limit set of the ODE (4.27). For this part of the proof, we use
y(·) to denote a solution (θ(·), x(·)) of the ODE, in order to simplify notation.
We shall use a very general result from [2, Chap. 3] concerning solutions to differential inclusions
with maximal monotone mappings. By [2, Theorem 1, Chap. 3], for a maximal monotone mappingA,
the differential inclusion y˙(t) ∈ −A(y(t)) has a unique absolutely continuous solution for any initial
condition in the domain of A, and this solution has the following properties:
(i) For almost all t, y˙(t) is the minimal-norm (w.r.t. the Euclidean norm ‖·‖2) vector in −A(y(t)).
(ii) The norm of the minimal-norm vector of A(y(t)) is nonincreasing as t increases.
34Outside Bθ × Bx, ψ takes either the value +∞ or −∞, and there are two consistent ways to assign these values
to ψ there; see [23, Section 33, p. 349]. Either way can be taken here as the convention to handle the difference
δBθ (θ) − δBx (x) when both terms are +∞. Such choices do not affect the subsequent analysis because the effective
domain of ψ is Bθ × Bx (see [23, Section 34] on equivalent saddle-functions).
35A set-value mapping G from ℜm to ℜm is monotone if 〈x−x′, y−y′〉 ≥ 0 for every y ∈ G(x) and y′ ∈ G(x′). It is
maximal monotone if for every (x′, y′) that satisfies 〈x−x′, y−y′〉 ≥ 0 for all (x, y) ∈ gphG, we have (x′, y′) ∈ gphG,
where gphG = {(x, y) | y ∈ G(x), x ∈ ℜm} is the graph of G.
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(iii) If y1(·), y2(·) are two solutions corresponding to two different initial conditions, then
‖y1(t)− y2(t)‖2 ≤ ‖y1(0)− y2(0)‖2, ∀ t ≥ 0.
For the maximal monotone mapping A in our case, we see that the solutions to the differential
inclusion with A are just the solutions to the mean ODE (4.27), so the solutions y(·) of the ODE
have the properties listed above. We now use these properties (especially, the third one) to study
the limit set of the ODE (4.27). By definition this is the set ∩τ≥0 cl
{
y(t) | y(0) ∈ Bθ×Bx, t ≥ τ
}
as
we recall. For any set D ∈ Bθ ×Bx and t ≥ 0, let F t(D) =
{
y(t) | y(0) ∈ D}, i.e., the union of y(t)
for all initial conditions in D. We say D is invariant (w.r.t. the ODE) if F t(D) = D for all t ≥ 0.
Lemma 4.5. The limit set of the ODE (4.27) is E := ∩t≥0F t(Bθ ×Bx) (a nonempty compact set),
and it is the largest invariant subset of Bθ ×Bx.
Proof. If t1 ≤ t2, F t2(Bθ × Bx) ⊂ F t1(Bθ ×Bx). By the property (iii) above, for a compact set D,
F t(D) is closed for each t. Hence for any τ ≥ 0,
cl
{
y(t) | y(0) ∈ Bθ ×Bx, t ≥ τ
}
= cl
( ∪t≥τF t(Bθ ×Bx)) = F τ (Bθ ×Bx),
so the limit set of the ODE is ∩τ≥0F τ (Bθ × Bx) = E. As the intersection of nonempty compact
sets, this set is nonempty and compact. That E is the largest invariant subset of Bθ × Bx follows
from [1, Ex. 6(c), p. 110] (which is a general result on semiflows).36
By the above lemma F t(E) = E for all t ≥ 0. The next lemma is a consequence of this invariance
of E and the solution property (iii) above. Its implications, especially, the following Cor. 4.1, will
be useful for our study of what points can be in E.
Lemma 4.6. Let y¯ ∈ E, and let y(·) be the solution of the ODE (4.27) with the initial condition
y(0) = y¯. Then there exist a sequence of times τi →∞ such that y(τi)→ y¯ as i→∞.
Proof. In this proof, abusing notation, we let F t also stand for the mapping that maps an initial
condition yˆ of the ODE (4.27) to its solution at time t. Thus, in particular, F t(yˆ) = y¯ means y(t) = y¯
if y(0) = yˆ.
Since E is invariant by Lemma 4.5, for each t ≥ 0, there exists some yt ∈ E such that F t(yt) = y¯.
Since E is compact, we can choose an increasing sequence ti →∞ such that yti → y∞ ∈ E. Then
‖F ti(y∞)− y¯‖2 = ‖F ti(y∞)− F ti(yti)‖2 ≤ ‖y∞ − yti‖2 → 0 as i→∞,
where the last inequality follows from the solution property (iii) of the differential inclusion given
earlier. Thus F ti(y∞)→ y¯ as i→∞. For any j > i, by the solution property (iii) again,
‖F tj−ti(y¯)− F tj (y∞)‖2 = ‖F tj−ti
(
F ti(yti)
)− F tj (y∞)‖2 ≤ ‖yti − y∞‖2.
Now choose an increasing sequence of integers ji such that ji > i and τi := tji − ti →∞ as i→∞.
We then have
‖F τi(y¯)− y¯‖2 ≤ ‖F τi(y¯)− F tji (y∞)‖2 + ‖F tji (y∞)− y¯‖2
≤ ‖yti − y∞‖2 + ‖F tji (y∞)− y¯‖2 → 0 as i→∞.
This proves the lemma.
36Alternatively, one can prove the invariance of E by using the solution property (iii) of the differential inclusion
listed above. Specifically, for each t ≥ 0, by the definition of E, it is clear that F t(E) ⊂ E. To prove the reverse
inclusion, suppose for some t ≥ 0 and y¯ ∈ E, y¯ 6∈ F t(E). Fix that t, and let ∆ be the set of all initial conditions
from which y¯ can be reached at time t; i.e., ∆ = {yˆ | yˆ ∈ Bθ × Bx and y(t) = y¯ if y(0) = yˆ}. Then ∆ ∩ E = ∅. By
the property (iii) listed above, ∆ is closed and therefore compact. Since E is by definition the intersection of nested
nonempty compact sets, ∩τ≥0F
τ (Bθ × Bx), in order to have ∆ ∩ E = ∅, we must have ∆ ∩ F
τ (Bθ × Bx) = ∅ for
some τ ≥ 0. This in turn implies that y¯ 6∈ F t+τ (Bθ × Bx) and hence y¯ cannot be in E, a contradiction. Thus we
must also have F t(E) ⊃ E for all t ≥ 0, proving that F t(E) = E for all t ≥ 0.
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Corollary 4.1. Let y(·) be a solution of the ODE (4.27) with y(0) ∈ E. Then, for any continuous
function V (·) on Bθ ×Bx such that V (y(t)) is nonincreasing in t, V (y(t)) is constant over t ≥ 0.
We are now ready to prove Prop. 4.1, which says essentially that E ∩ (ℜd × span{φ(S)}) is the
subset of saddle points, Dθ×{x¯}, of the minimax problem (4.31), where x¯ is its unique dual optimal
solution in span{φ(S)}. We will use the preceding corollary together with the special properties
of the convex-concave function ψo to prove this. (In particular, besides the uniqueness of x¯, one
property of ψo we will use is that the only term in ψo in which θ and x “interact” is a bilinear
function of (θ, x); cf. (4.30).)
Proof of Prop. 4.1. Let Eo be the limit set of the ODE for all initial conditions θ(0) ∈ Bθ, x(0) ∈
Bx ∩ span{φ(S)}. Any saddle point (θ˜, x˜) of the minimax problem (4.31) lies in E. This is because
(0, 0) ∈ ∂ψ(θ˜, x˜) and so, in view of Lemma 4.4, the solution of the ODE (4.27) from (θ˜, x˜) is just
θ(·) ≡ θ˜, x(·) ≡ x˜, implying that (θ˜, x˜) is in the limit set of the ODE, which is E by Lemma 4.5.
Thus, Dθ ×{x¯} ⊂ Eo ⊂ E ∩ (ℜd × span{φ(S)}). To prove the proposition, we now use Cor. 4.1 and
proof by contradiction to show that E ∩ (ℜd × span{φ(S)}) cannot contain other points than those
saddle points Dθ × {x¯}.
First, suppose (θˆ, xˆ) ∈ E where xˆ ∈ span{φ(S)} and xˆ 6= x¯. Let y(·) be the solution of the ODE
(4.27) with y(0) = (θˆ, xˆ). Since xˆ ∈ span{φ(S)}, the x-component of y(t) lies in span{φ(S)} for all
t; since y(·) is continuous, there is a nonzero t¯ such that for all t < t¯, the x-component of y(t) never
equals x¯. For any t ≥ 0, consider V˙ (y(t)) for the function V (θ, x) = 12‖θ − θ¯‖22 + 12‖x − x¯‖22, where
θ¯ ∈ Dθ so that (θ¯, x¯) is a saddle point of (4.31). To simplify notation, write
k¯(θ, x) = Aθ + b− Cx and g¯(θ, x) = −A⊤x,
where A = Φ⊤Ξ(P (λ) − I)Φ, C = Φ⊤ΞΦ, and the vector b is the constant term37 in the affine
function k¯(θ, x) (cf. (4.28)). Since (θ¯, x¯) is a saddle point of (4.31), (0, 0) ∈ ∂ψ(θ¯, x¯), so for some
z¯1 ∈ −NBθ (θ¯) and z¯2 ∈ −NBx(x¯),
A⊤x¯+∇p(θ¯)− z¯1 = 0, Aθ¯ + b− Cx¯+ z¯2 = 0 (4.35)
(cf. (4.32)-(4.33)). At a point (θ, x) = y(t), let z1 ∈ −NBθ (θ), z2 ∈ −NBx(x) be the boundary
reflection terms in (4.27) at time t. We have
V˙ (y(t)) = 〈θ − θ¯, −A⊤x−∇p(θ) + z1〉+ 〈x− x¯, Aθ + b− Cx+ z2〉 ≤ 0,
where the non-positivity follows from the monotonicity of the set-valued mapping A(·) and the fact
that (0, 0) ∈ −A(θ¯, x¯) and (−A⊤x−∇p(θ)+z1, Aθ+b−Cx+z2) ∈ −A(θ, x) (Lemma 4.4). Consider
each term in the expression of V˙ (y(t)) above. Using (4.35), we have
〈θ − θ¯,−A⊤x−∇p(θ) + z1〉 = 〈θ − θ¯, −A⊤x−∇p(θ) + z1〉+ 〈θ − θ¯, A⊤x¯+∇p(θ¯)− z¯1〉
= −〈θ − θ¯, A⊤(x− x¯)〉 − 〈θ − θ¯, ∇p(θ)−∇p(θ¯)〉 + 〈θ − θ¯, z1 − z¯1〉,
〈x − x¯, Aθ + b− Cx+ z2〉 = 〈x− x¯, Aθ + b− Cx+ z2〉 − 〈x − x¯, Aθ¯ + b− Cx¯+ z¯2〉
= 〈x− x¯, A(θ − θ¯)〉 − 〈x− x¯, C(x − x¯)〉+ 〈x − x¯, z2 − z¯2〉,
and hence
V˙ (y(t)) = −〈θ − θ¯, ∇p(θ)−∇p(θ¯)〉+ 〈θ − θ¯, z1 − z¯1〉 − 〈x− x¯, C(x − x¯)〉+ 〈x− x¯, z2 − z¯2〉.
In the summation on the r.h.s., each term is nonpositive,38 but the third term −〈x−x¯, C(x−x¯)〉 < 0 if
x ∈ span{φ(S)} and x 6= x¯. Thus V (y(t)) is a nonincreasing function of t and for almost all t ∈ [0, t¯ ),
37Recall the expression (2.3) of the operator T (λ): T (λ)v = r
(λ)
π +P
(λ)v; the vector b here is given by b = Φ⊤Ξ r
(λ)
π .
38For the first, second and forth terms, this is because ∇p(·), NBθ (·) and NBx(·) are all monotone set-valued
mappings [23, Corollary 31.5.2]. For the third term, it is because −C is a symmetric negative semidefinite matrix.
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V˙ (y(t)) < 0, so V (y(t)) cannot remain constant. This contradicts Cor. 4.1. Therefore, points like
(θˆ, xˆ) cannot lie in E; i.e., if (θˆ, xˆ) ∈ E and xˆ ∈ span{φ(S)}, then xˆ = x¯.
Next, suppose for some θˆ 6∈ Dθ, (θˆ, x¯) ∈ E. Let y(·) be the solution with y(0) = (θˆ, x¯). Since
y(t) ∈ E by the invariance of E (Lemma 4.5) and its x-component x(t) ∈ span{φ(S)} for all t, we
must have x(·) ≡ x¯ by the preceding proof. This means that for all t, x˙(t) = 0 and therefore by
(4.27) and (4.34),
0 = k¯(y(t)) + z2(t) ∈ ∂ψx(y(t)), (4.36)
where z2(t) is the boundary reflection term. Since y(·) is continuous and its θ-component starts
from θˆ outside the compact set Dθ, there is a nonzero time t¯ such that for all t < t¯, y(t) are not
saddle points of (4.31).
Consider now V˙ (y(t)) for the differentiable function V (θ, x) = 〈x¯, Aθ〉 + p(θ). At the point
(θ, x¯) = y(t), we have g¯(θ, x¯) = −A⊤x¯, so with z1 ∈ −NBθ (θ) being the boundary reflection term
z1(t) in (4.27), we have
V˙ (y(t)) = 〈A⊤x¯+∇p(θ), −A⊤x¯−∇p(θ) + z1〉
= −‖A⊤x¯+∇p(θ)− z1‖22 + 〈z1, −A⊤x¯−∇p(θ) + z1〉. (4.37)
By Lemma 3.3, the second term is 0. So V˙ (y(t)) ≤ 0, implying that V (y(t)) is a nonincreasing
function of t. For t < t¯, since (θ, x¯) = y(t) is not a saddle point of (4.31), the first term in (4.37)
is strictly less than 0 (otherwise, in view of (4.36) and (4.34), we would have (0, 0) ∈ ∂ψ(y(t)),
implying y(t) is a saddle point, a contradiction). Thus V˙ (y(t)) < 0 for almost all t in the interval
[0, t¯ ) and consequently V (y(t)) cannot remain constant. This contradicts Cor. 4.1. So we conclude
that if (θˆ, x¯) ∈ E, then θˆ ∈ Dθ. This completes the proof.
Finally, let us give the proof of Lemma 4.3, which says that if xopt is in the interior of the
constraint set Bx, then the limit set Dθ × {x¯} coincides with the desired set Θopt × {xopt}.
Proof of Lemma 4.3. The point xopt is the unique optimal solution of the maximization problem
supx∈ℜd{infθ∈Bθ ψo(θ, x)} in the subspace span{φ(S)}. So if xopt ∈ Bx, we must have x¯ = xopt.
Now suppose x¯ = xopt ∈ int(Bx), the interior of Bx. By the definition of a saddle point, we have
that θ¯ ∈ Dθ if and only if
ψo(θ, x¯) ≥ ψo(θ¯, x¯) ≥ ψo(θ¯, x), ∀ θ ∈ Bθ, x ∈ Bx, (4.38)
whereas θ¯ ∈ Θopt if and only if
ψo(θ, x¯) ≥ ψo(θ¯, x¯) ≥ ψo(θ¯, x), ∀ θ ∈ Bθ, x ∈ ℜd. (4.39)
Then any θ¯ ∈ Dθ must satisfy (4.39), because the second inequality in (4.38) together with the fact
x¯ ∈ int(Bx) implies that x¯ attains a local maximum of the concave function ψo(θ¯, ·), and hence
x¯ must attain the global maximum of ψo(θ¯, ·). This shows Dθ ⊂ Θopt. Of course, any θ¯ ∈ Θopt
satisfies (4.38) and is therefore in Dθ. This shows Dθ × {x¯} = Θopt × {xopt} if xopt ∈ int(Bx).
4.2.2 Convergence properties
We can now state our convergence results for the single-time-scale GTDa algorithm. Recall that
Θopt = argmin
θ∈Bθ
{J(θ) + p(θ)}, xopt = argmax
x∈span{φ(S)}
{
inf
θ∈Bθ
ψo(θ, x)
}
.
The set Θopt × {xopt} is a subset of saddle points of the minimax problem (4.29), which we want
to solve and which places no constraints on the maximizer. The set Dθ × {x¯} is a subset of saddle
points of the minimax problem (4.31) with the constraint set Bx for the maximizer.
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Theorem 4.3. Consider the GTDa algorithm (4.25)-(4.26) under Assumption 2.1. Let the initial
x(0), e0 ∈ span{φ(S)}. Then for each initial condition of the algorithm, the following hold:
(i) In the case of diminishing stepsize, let the stepsizes {αn} satisfy the conditions in Assump-
tion 3.1 for the fast-time-scale stepsizes. Then limn→∞ E
[
dist
(
(θn, xn), Dθ×{x¯}
)]
= 0. More-
over, there exists a sequence of positive numbers Tn →∞ such that for any ǫ > 0,
lim sup
n→∞
P
(
(θi, xi) 6∈ Nǫ(Dθ × {x¯}), some i ∈ [n,m(n, Tn)]
)
= 0. (4.40)
(ii) In the case of constant stepsize αn = α for all n, for any integers nα such that αnα →∞ as
α → 0, there exist positive numbers {Tα | α > 0} with Tα → ∞ as α → 0, such that for any
ǫ > 0,
lim sup
α→0
P
(
(θαnα+i, x
α
nα+i) 6∈ Nǫ(Dθ × {x¯}), some i ∈ [0, Tα/α]
)
= 0. (4.41)
(iii) In the case of constant stepsize, for the averaged iterates {(θ¯αn , x¯αn)},39 the conclusions of
Theorem 3.3 hold with the set Dθ × {x¯} in place of Θopt, with the averaged (θ, x)-iterates in
place of the averaged θ-iterates, and with obvious modifications to remove all the references to
the fast-time-scale stepsize parameter β.
If the constraint set Bx contains xopt in its interior, then Dθ × {x¯} = Θopt × {xopt} in the above.
Outline of proof. For the parts (i) and (ii), we first apply stochastic approximation theory to show
that the average dynamics of the algorithm is characterized by the mean ODE (4.27). Specifically, in
the case of diminishing stepsize, we apply [8, Theorem 8.2.3], and in the case of constant stepsize, we
apply [8, Theorem 8.2.2]. The required conditions are straightforward to verify.40 These theorems
give us the conclusions stated in the part (i) and (ii), respectively, with the set involved being the
limit set of the ODE associated with the algorithm, and we then use the expression of the limit set
given by Prop. 4.1 to obtain the conclusions as stated.
The procedure of deriving the part (iii) for the averaged (θ, x)-iterates is similar to that described
in Section 3.1.5 after Theorem 3.3. It uses the observation that with constant stepsize α, the iterates
(θαn , x
α
n) jointly with the states/memory states and traces form a weak Feller Markov chain, and the
proof of this part is essentially the same as that given in [37, Section 4.3].
Finally, the last statement about when Dθ × {x¯} = Θopt × {xopt} follows from Lemma 4.3.
39Similar to (3.40), these averaged iterates are given by θ¯αn =
1
n−n0
∑n−1
i=n0
θαi , x¯
α
n =
1
n−n0
∑n−1
i=n0
xαi .
40In order to apply [8, Theorems 8.2.2 and 8.2.3] to the algorithm (4.25)-(4.26), the conditions we need to verify
include uniform integrability, tightness, continuity conditions as well as an “averaging condition,” similar to those
listed in Section 3.1.2. In particular, for diminishing stepsize, using the notations of Section 3.1.2 for GTDa, we need
the following sets to be uniformly integrable
{(
g(θn, xn, Zn)−∇p(θn), k(θn, xn, Zn)+enωn+1
)}
n≥0
,
{(
g(θ, x, Zn)−∇p(θ), k(θ, x, Zn)
)
| n ≥ 0, θ ∈ Bθ , x ∈ Bx
}
.
Since the algorithm is constrained, the uniform integrability of these sets follows from the uniform integrability of
{en}, as explained in Section 3.1.2. For the same reason, the uniform integrability conditions are met in the case of
constant stepsize (we do not write down those sets here, which are the same as the above except that they involve
the (θ, x)-iterates generated with all stepsize parameters α.) The tightness condition on {Zn} is satisfied as before.
The continuity condition requires the functions g(θ, x, z) − ∇p(θ) and k(θ, x, z) to be continuous in (θ, x) uniformly
in z in a compact set. It is satisfied clearly as before. The functions g¯(θ, x) − ∇p(θ) and k¯(θ, x) are required to be
continuous, which are also clearly satisfied. Finally, the “averaging condition” requires that for each (θ, x) and each
compact set D ⊂ Z,
limm,n→∞
1
m
∑n+m−1
i=n En
[
g(θ, x, Zi)− g¯(θ, x)
]
1(Zn ∈ D) = 0 in mean,
limm,n→∞
1
m
∑n+m−1
i=n En
[
k(θ, x, Zi) − k¯(θ, x)
]
1(Zn ∈ D) = 0 in mean.
This follows from the same proof of Lemma 3.4(i), since both g(θ, x, ·) and k(θ, x, ·) are Lipschitz continuous in the
trace variable e. Note that the regularizer p(θ) does not appear in the “averaging condition” at all, although ∇p(θ)
appears in the algorithm and its mean ODE. This is because ∇p(θ) does not depend on z, so for fixed θ, ∇p(θ) and
Eζ [∇p(θ)] canceled each other out in the first convergence-in-mean requirement above. Thus, for the constrained
algorithm, the convergence analysis is the same with or without the regularizer p(·).
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Remark 4.4 (About the condition on Bx and a comparison with two-time-scale GTD).
Recall that for the two-time-scale GTDa and GTDb algorithms in Section 3, to ensure desired
convergence properties, we required the constraint set Bx to be large enough so that Bx ⊃ {xθ | θ ∈
Bθ}, where xθ is the unique solution to the linear system of equations, k¯(θ, x) = 0, x ∈ span{φ(S)}.
For each θ, an optimal solution to the maximization problem supx ψ
o(θ, x) is just xθ. Therefore,
xopt must be in the set {xθ | θ ∈ Bθ}, and if int(Bx) ⊃ {xθ | θ ∈ Bθ}, then xopt ∈ int(Bx). This
shows that, to ensure that the single-time-scale GTDa can approach the desired solution set Θopt,
a sufficient condition for Bx is one that is almost identical to the condition we imposed earlier for
the two-time-scale GTD. But the latter sufficient condition is clearly far more stronger than the
inclusion xopt ∈ int(Bx) needed by the single-time-scale GTDa. In particular, if xopt = 0, as is
the case when the optimal solutions in Θopt satisfy that J(θ) = 0 (i.e., they solve the projected
Bellman equation), then we only need 0 ∈ int(Bx), which is always true. Another remark is that,
as we will show in Section 4.3, the weaker condition xopt ∈ int(Bx) is in fact also sufficient for the
two-time-scale GTDa algorithm, because it can be viewed as a two-time-scale algorithm for solving
the minimax problem (4.31), with the maximizer operating at a faster time-scale than the minimizer.
This suggests an advantage of the single- or two-time-scale constrained GTDa algorithm over the
two-time-scale constrained GTDb algorithm.
Remark 4.5 (About setting λ according to the composite scheme). Theorem 4.3 also holds for the
single-time-scale GTDa algorithm when the λ-parameters are set according to the composite scheme
described in Section 3.4. The analysis is essentially the same as the one given in this subsection,
apart from that a different Bellman operator T (λ) is involved.
4.2.3 Biased variant
For the case of state-dependent λ, one can apply a biased variant of the single-time-scale GTDa
algorithm, which is more robust. Like its two-time-scale counterpart (3.47)-(3.48) we discussed in
Section 3.3, this algorithm uses a bounded function h(e) of traces in computing {(θn, xn)}:
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · h(en)⊤xn − αn∇p(θn)), (4.42)
xn+1 = ΠBx
(
xn + αn
(
h(en) · δn(vθn)− φ(Sn)φ(Sn)⊤xn
))
. (4.43)
We shall assume that h is a bounded Lipschitz continuous function. As in Section 3.3, we consider
a family of bounded Lipschitz continuous functions {hK |K > 0} that satisfy (3.50)-(3.51), and we
analyze the behavior of the above algorithm for h = hK , as K increases (and the degree of bias
correspondingly decreases). We will show that the algorithm solves minimax problems that are
approximations of the minimax problem infθ∈Bθ supx∈Bx ψ
o(θ, x) solved by GTDa.
The mean ODE associated with the above biased GTDa has the same form as the ODE (4.27)
of GTDa,(
θ˙(t)
x˙(t)
)
=
(
g¯h
(
θ(t), x(t)
) −∇p(θ(t))
k¯h
(
θ(t), x(t)
) )+ ( z1(t)
z2(t)
)
, z1(t) ∈ −NBθ(θ(t)), z2(t) ∈ −NBx(x(t)),
(4.44)
where the functions g¯h, k¯h are defined according to (3.47)-(3.48) as
g¯h(θ, x) = Eζ
[
ρ0
(
φ(S0)− γ1φ(S1)
) · h(e0)⊤x], k¯h(θ, x) = Eζ[h(e0) δ¯0(vθ)] − Φ⊤ΞΦx. (4.45)
Recall δ¯0(vθ) = ρ0r(S0, S1)+ρ0
(
γ1φ(S1)−φ(S0)
)⊤
θ. Denote C = Φ⊤ΞΦ, and define matrix Ah and
vector bh by
Ah = Eζ
[
h(e0) · ρ0
(
γ1φ(S1)− φ(S0)
)⊤]
, bh = Eζ
[
h(e0) · ρ0r(S0, S1)
]
. (4.46)
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Then
g¯h(θ, x) = −A⊤h x, k¯h(θ, x) = Ahθ + bh − Cx. (4.47)
Note that as shown in the proof of Lemma 3.5, under the condition (3.51) on the function h(e)
(which requires h(e) ∈ span{φ(S)} for e ∈ span{φ(S)}), bh ∈ span{φ(S)} and the column space of
Ah is contained in span{φ(S)}.
Now consider the minimax problem
inf
θ∈Bθ
sup
x∈Bx
ψoh(θ, x), (4.48)
for the convex-concave function
ψoh(θ, x) := x
⊤(Ahθ + bh)− 12 x⊤Cx + p(θ). (4.49)
The structure of this minimax problem and its relation with the ODE (4.44) are exactly the same as
that of the minimax problem (4.31) and its relation with the ODE (4.27). Thus, the same analysis
given in Section 4.2.1 for GTDa applies to the biased variant here. In particular, Prop. 4.1 holds in
this case, with the minimax problem involved being (4.48). That is, for all initial x(0) ∈ span{φ(S)},
the limit set of the ODE (4.44) is the subset of saddle points, Dhθ × {x¯h}, of the minimax problem
(4.48), where Dhθ consists of its primal optimal solutions and x¯
h is its unique dual optimal solution
in span{φ(S)}, i.e.,
Dhθ = argmin
θ∈Bθ
{
sup
x∈Bx
ψoh(θ, x)
}
, x¯h = argmax
x∈span{φ(S)}
{
inf
θ∈Bθ
ψoh(θ, x)
}
.
Moreover, regarding the convergence properties of the biased GTDa algorithm, the same conclusions
of Theorem 4.3(i)-(iii) hold with Dhθ × {x¯h} in place of Dθ × {x¯}.
We now relate the minimax problem (4.48) and its saddle points Dhθ × {x¯h} to the minimax
problem (4.31) solved by GTDa and its saddle points Dθ × {x¯}.
Lemma 4.7 (Approximation property of (4.48)). Let {hK | K > 0} be a family of bounded Lipschitz
continuous functions that satisfy (3.50)-(3.51). Then supθ∈Bθ,x∈Bx
∣∣ψohK (θ, x) − ψo(θ, x)∣∣ → 0 as
K →∞, and for any ǫ > 0, there exist Kǫ > 0 such that
DhKθ × {x¯hK} ⊂ Nǫ
(
Dθ × {x¯}
)
, ∀K ≥ Kǫ.
Proof. The proof is similar to that of Lemma 3.7. We can express the convex-concave function
ψo as ψo(θ, x) = x⊤(Aθ + b) − 12x⊤Cx + p(θ), where A = Eζ
[
e0 · ρ0
(
γ1φ(S1) − φ(S0)
)⊤]
and
b = Eζ
[
e0 · ρ0r(S0, S1)
]
. Then
ψohK (θ, x)− ψo(θ, x) = x⊤(AhK −A)θ + x⊤(bhK − b).
To prove supθ∈Bθ,x∈Bx
∣∣ψohK (θ, x)−ψo(θ, x)∣∣→ 0 as K →∞, since θ and x are confined in bounded
sets, it is sufficient to prove that ‖AhK − A‖ → 0 and ‖bhK − b‖ → 0 as K → ∞. In turn, in view
of the expressions of these matrices and vectors, it is sufficient to prove Eζ
[∥∥hK(e0) − e0∥∥] → 0 as
K →∞, which we already proved in the proof of Lemma 3.7.
For the second part of the lemma, we use proof by contradiction. Suppose the statement does
not hold. Then there exist some ǫ > 0, a sequence {Ki} with Ki →∞ as i→∞, and a sequence of
points (θi, xi) ∈ Dhiθ ×{x¯hi} with hi = hKi , such that (θi, xi) 6∈ Nǫ
(
Dθ×{x¯}
)
for all i. Since all the
points lie in the compact set Bθ × Bx, by choosing a subsequence if necessary, we can assume that
the sequence {(θi, xi)} converges to (θ∞, x∞) ∈ Bθ ×Bx. Then x∞ ∈ span{φ(S)} (since all the xi’s
lie in this subspace), and (θ∞, x∞) 6∈ Dθ × {x¯}.
62 Convergence of some Gradient-based TD Algorithms
On the other hand, each (θi, xi) is a saddle point of the minimax problem (4.48) for the corre-
sponding function ψohi . Therefore, (0, 0) ∈ ∂ψhi(θi, xi), where ψhi(θ, x) = ψohi(θ, x)+δBθ (θ)−δBx(x);
or equivalently,
−∇θψohi(θi, xi) ∈ NBθ (θi), ∇xψohi(θi, xi) ∈ NBx(xi). (4.50)
By [23, Theorem 35.7], the convergence of ψohi to ψ
o proved above implies that as (θi, xi)→ (θ∞, x∞),
∇ψohi(θi, xi)→ ∇ψo(θ∞, x∞). (4.51)
Then by the outer semicontinuity of the set-value mappings NBθ (·) and NBx(·) [24, Proposition 6.6],
(4.50) together with (4.51) implies that
−∇θψo(θ∞, x∞) ∈ NBθ (θ∞), ∇xψo(θ∞, x∞) ∈ NBx(x∞)
or equivalently, (0, 0) ∈ ∂ψ(θ∞, x∞) (where ψ(θ, x) = ψo(θ, x) + δBθ (θ)− δBx(x) as we recall). This
shows that (θ∞, x∞) is a saddle point of the minimax problem (4.31), so, since x∞ ∈ span{φ(S)},
(θ∞, x∞) ∈ Dθ × {x¯}, a contradiction. This proves the second part of the lemma.
Combining the preceding lemma with the convergence properties of the algorithm mentioned
earlier, we obtain the following convergence theorem.
Theorem 4.4. For the case of state-dependent λ, consider the biased single-time-scale GTDa al-
gorithm (4.42)-(4.43) under Assumption 2.1. In the algorithm, let the function h ∈ {hK | K > 0},
a family of bounded Lipschitz continuous functions that satisfy (3.50)-(3.51), and let the initial
x(0), e0 ∈ span{φ(S)}. Then for each ǫ > 0, there exists Kǫ > 0 such that if h = hK with K ≥ Kǫ,
the conclusions of Theorem 4.3(i)-(iii) hold for the algorithm (with “for any ǫ > 0” removed from
the statements). Moreover, as in Theorem 4.3, if the constraint set Bx contains xopt in its interior,
then in the conclusions, the set Dθ × {x¯} = Θopt × {xopt}.
4.2.4 Further remarks
Finally, we remark on another variation of the GTDa algorithm and show how the analysis given in
this subsection applies. In [10, 31] the unconstrained single-time-scale GTDa algorithm can use an
additional parameter η > 0 to scale the stepsizes αn for the x-iterates:
θn+1 = θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn, (4.52)
xn+1 = xn + ηαn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
)
. (4.53)
The analyses [10, 31] of this linear update rule equate it to the following recursion via a change of
variable x˜ = x/
√
η or x =
√
η x˜:
θn+1 = θn + αn
√
ηρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n x˜n, (4.54)
x˜n+1 = x˜n + αn
√
η
(
enδn(vθn)−
√
ηφ(Sn)φ(Sn)
⊤x˜n
)
. (4.55)
A constrained version of the above algorithm, for minimizing the regularized objective function
J(θ) + p(θ), is
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn − αn∇p(θn)), (4.56)
xn+1 = ΠBx
(
xn + ηαn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
. (4.57)
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Scaling the coordinates by 1/
√
η for the x-iterates as before, and with B˜x = Bx/
√
η and with the
correspondence xn =
√
η x˜n, we see that (4.56)-(4.57) are equivalent to
θn+1 = ΠBθ
(
θn + αn
√
ηρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n x˜n − αn∇p(θn)), (4.58)
x˜n+1 = ΠB˜x
(
x˜n + αn
√
η
(
enδn(vθn)−
√
ηφ(Sn)φ(Sn)
⊤x˜n
))
. (4.59)
Thus one can carry out this constrained algorithm in either form, and to analyze its behavior, it
suffices to analyze the behavior of (4.58)-(4.59). The latter can be understood by recognizing the
minimax problem associated with (4.58)-(4.59).
This minimax problem is similar to the minimax problem (4.31) discussed earlier and has the
same structure. Similar to the derivation of (4.29) and (4.31) in Section 4.2.1, for any a > 0, we can
express 1aJ(θ) as the optimal value of a maximization problem using the identity relation
1
2a‖v‖2ξ = sup
y
{〈y, v〉ξ − a2‖y‖2ξ}, ∀ v ∈ ℜ|S|,
and then convert the minimization problem infθ∈Bθ{J(θ)+ p(θ)} = infθ∈Bθ{a · 1aJ(θ) + p(θ)} to the
equivalent minimax problem
inf
θ∈Bθ
sup
x˜∈ℜd
{
a 〈Φx˜, T (λ)vθ − vθ〉ξ − a
2
2
‖Φx˜‖2ξ + p(θ)
}
. (4.60)
Adding the constraint set B˜x for the maximizer then gives the minimax problem associated with
(4.58)-(4.59):
inf
θ∈Bθ
sup
x˜∈B˜x
{
a 〈Φx˜, T (λ)vθ − vθ〉ξ − a
2
2
‖Φx˜‖2ξ + p(θ)
}
where a =
√
η. (4.61)
The two minimax problems above have the same structure as the minimax problems (4.29)
and (4.31) discussed in Section 4.2.1, and the reasoning we gave there applies here. In particular,
the mean ODE associated with (4.58)-(4.59) corresponds to differential inclusion with the maximal
monotone mapping associated with the minimax problem (4.61), and all the results given in Sec-
tions 4.2.1-4.2.2 for the single-time-scale GTDa (where η = 1) hold for the algorithm (4.58)-(4.59),
with the minimax problems (4.60) and (4.61) in place of (4.29) and (4.31), respectively. (These
results then translate easily to the alternative form of the algorithm, (4.56)-(4.57), via the corre-
spondence xn =
√
η x˜n.) Similarly, the results given in Section 4.2.3, which relate the biased variant
of GTDa to GTDa in the case of η = 1, also hold for the biased variant of the algorithm (4.58)-(4.59)
or (4.56)-(4.57) with η > 0, except that now the minimax problems involved are the problem (4.61)
and its approximations.
Although the line of convergence analysis is the same for different values of η, the behavior of
the algorithm is certainly affected by η. This is reflected by the different minimax problems corre-
sponding to different η, as shown above. In addition, we can also see the differences by considering
two extreme cases. Suppose we run the algorithm with a small constant stepsize, and let us examine
the algorithm of the form (4.56)-(4.57). If η is very large, the algorithm resembles the two-time-
scale GTDa algorithm with the x-iterates (which correspond to the maximizer) running at the fast
time-scale. If η << 1, however, then the algorithm again resembles a two-time-scale algorithm but
with the θ-iterates (which correspond to the minimizer) running at the fast time-scale.
4.3 Two-Time-Scale GTDa Revisited
In this subsection we revisit the two-time-scale GTDa algorithm and its biased variant. Recall that
in Section 3 we regarded them as (stochastic) gradient-descent and approximate gradient-descent
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algorithms for minimizing J(θ). There, for GTDa, we required that the constraint set Bx satisfies the
condition (3.16): Bx ⊃ {xθ | θ ∈ Bθ}, in order to ensure that the gradients ∇J(θ) can be computed
by the algorithm for all θ ∈ Bθ. This condition is, however, unnecessarily strong, as we already
remarked (cf. Remark 4.4 near the end of Section 4.2.2). Using the minimax problem formulation,
we can now address the behavior of the two-time-scale GTDa algorithm when Bx 6⊃ {xθ | θ ∈ Bθ}
and the algorithm cannot compute all the gradients ∇J(θ). In this case, as will be shown below, the
algorithm is using gradient-ascent to solve the inner maximization problem in the minimax problem
(4.31) at the fast time-scale, and using gradient-descent to solve the outer minimization problem in
(4.31) at the slow time-scale. Thus we can weaken the condition on Bx and require merely that Bx
contains xopt in its interior, without losing the convergence properties of GTDa derived earlier in
Section 3. Similarly, for the two-time-scale biased variant of GTDa, the condition on Bx can also
be weakened.
The result is summarized in the theorem below. The objective function we consider here is the
regularized objective function Jp as in Section 4.2, so the algorithms we refer to in the theorem
have, in their θ-iterations, the gradient term −αn∇p(θn), just as their single-time-scale counterparts
discussed in Section 4.2.
Theorem 4.5. For the two-time-scale GTDa algorithm and its biased variant, Theorems 3.1-3.3
and 3.5-3.6 still hold if we replace the condition on Bx in these theorems by the weaker condition
that xopt ∈ int(Bx), where xopt is the unique dual optimal solution of the minimax problem (4.29)
in span{φ(S)}.
In the rest of this subsection, we provide the proof details. To prove this theorem, we only need
to re-characterize, under the new condition on Bx, the limit sets of the mean ODEs associated with
the two algorithms. We will show that the fast-time-scale mean ODEs still have solution properties
that satisfy the requirements in order to apply the ODE-based stochastic approximation analysis
given earlier in Section 3. We will then consider the limit sets of the slow-time-scale mean ODEs,
and show that in the case of GTDa, the limit set is the desired optimal solution set Θopt, and in
the case of the biased variant, it is a set contained in a neighborhood of Θopt whose size decreases
as the bias introduced by the algorithm decreases. Theorem 4.5 then follow from these arguments.
Let us start with GTDa. Recall the minimax problem (4.31): infθ∈Bθ supx∈Bx ψ
o(θ, x), where
Bx is a ball centered at the origin as before and with an arbitrary radius. For each θ, let
J˜p(θ) = sup
x∈Bx
ψo(θ, x) = sup
x∈Bx
{〈Φx, T (λ)vθ − vθ〉ξ − 12‖Φx‖2ξ}+ p(θ). (4.62)
For the maximization problem above, denote by x˜(θ) its unique optimal solution in span{φ(S)}.
Lemma 4.8. The convex function J˜p(θ) is differentiable with ∇J˜p(θ) = ∇θψo(θ, x˜(θ)), and x˜(θ) is
a continuous function of θ.
Proof. For any optimal solution xˆ of the maximization problem (4.62), the projection of xˆ on
span{φ(S)} coincides with x˜(θ), so Φxˆ = Φx˜(θ). Consequently, ∇θψo(θ, xˆ) = ∇θψo(θ, x˜(θ)) for
all optimal solutions xˆ of (4.62). It then follows from [24, Corollary 10.14(b)] that the function J˜p(θ)
is differentiable at θ with ∇J˜p(θ) = ∇θψo(θ, x˜(θ)), for all θ ∈ ℜd.
For the continuity of x˜(θ), note that as θ → θ¯, J˜p(θ) = ψo(θ, x˜(θ))→ J˜p(θ¯) = ψo(θ¯, x˜(θ¯)) by the
continuity of the function J˜p. Let x∞ ∈ Bx∩span{φ(S)} be the limit of any convergent subsequence
of x˜(θ) as θ → θ¯. By the continuity of the functions ψo and J˜p, we have J˜p(θ¯) = ψo(θ¯, x∞) and
hence both x∞ and x˜(θ¯) are optimal solutions in span{φ(S)} for the maximization problem (4.62)
corresponding to θ¯. Since the latter has a unique optimal solution in span{φ(S)}, we must have
x∞ = x˜(θ¯). This proves that x˜(θ)→ x˜(θ¯) as θ → θ¯.
We now show that at the fast time-scale of GTDa, the associated mean ODE (3.13) has solutions
(θ(·), x(·)) with θ(·) ≡ θ(0) and x(t)→ x˜(θ(0)) as t→∞. This is a counterpart of Lemma 3.1 when
the condition (3.16) on Bx has been removed, and the proof is very similar to that of Lemma 3.1.
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Lemma 4.9. For all initial x(0) ∈ Bx ∩ span{φ(S)} and θ(0) ∈ Bθ, the limit set of the ODE (3.13)
is
{(
θ, x˜(θ)
) | θ ∈ Bθ}.
Proof. For each θ ∈ Bθ, with θ(·) ≡ θ, consider a solution x(·) of the ODE (3.13) with x(0) ∈
span{φ(S)}. Let Vθ(x) = 12‖x − x˜(θ)‖22, and we calculate V˙θ(x(t)). Note that by the optimality
of x˜(θ), there exists some z˜ ∈ −NBx(x˜(θ)) such that ∇xψo(θ, x˜(θ)) + z˜ = 0. This is the same as
bθ−Cx˜(θ)+z˜ = 0 for C = Φ⊤ΞΦ and bθ = Φ⊤Ξ (T (λ)vθ−vθ). Since k¯(θ, x) = ∇xψo(θ, x) = bθ−Cx,
we have
V˙θ(x(t)) = 〈x(t) − x˜(θ), bθ − Cx(t) + z(t)〉
=
〈
x(t)− x˜(θ), bθ − Cx(t) + z(t)−
(
bθ − Cx˜(θ) + z˜
)〉
= −〈x(t) − x˜(θ), C(x(t) − x˜(θ))〉 + 〈x(t) − x˜(θ), z(t)− z˜〉.
Since x(t) ∈ span{φ(S)}, the first term on the r.h.s. is bounded above by −c ‖x(t)− x˜(θ)‖22, where
c > 0 is the smallest nonzero eigenvalue of the symmetric positive semidefinite matrix C. The
second term on the r.h.s. is nonpositive by the monotonicity of the set-valued mapping NBx(·) [23,
Corollary 31.5.2]. Thus, we have V˙θ(x(t)) ≤ −c‖x(t) − x˜(θ)‖22. Since on Bx, {Vθ | θ ∈ Bθ} are
uniformly bounded, this implies that for any ǫ > 0, there is a time tǫ independent of θ such that
‖x(t)− x˜(θ)‖22 ≤ ǫ for all t ≥ tǫ. The conclusion of the lemma then follows.
Lemma 4.9, together with the continuity of x˜(θ) given in Lemma 4.8, shows that the fast-time-
scale mean ODE satisfies the requirements in the convergence proofs given earlier in Sections 3.1.2-
3.1.4. We now consider the mean ODE associated with the slow time-scale. Since at the fast time-
scale the x-iterates of GTDa “track” x˜(θ) instead of xθ for the slowly varying θ-iterates, instead of
the ODE (3.15), the mean ODE for the slow time-scale is now given by
θ˙(t) = g¯
(
θ(t), x˜(θ(t))
) −∇p(θ(t)) + z(t), z(t) ∈ −NBθ(θ(t)),
where z(t) is the boundary reflection term. (The reasoning is the same as that given in Sec-
tion 3.1.1 when deriving (3.10) and (3.15).) Since ∇θψo(θ, x˜(θ)) = −g¯(θ, x˜(θ)) +∇p(θ) (cf. (4.28)),
by Lemma 4.8, the above ODE is the same as
θ˙(t) = −∇J˜p(θ(t)) + z(t), z(t) ∈ −NBθ
(
θ(t)
)
, (4.63)
and it corresponds to using gradient-descent to minimize J˜p on Bθ. So by the same proof of
Lemma 3.2 (with the function J˜p in place of J), we see that the limit set of the ODE (4.63) is
the solution set argminθ∈Bθ J˜p(θ), which, by Lemma 4.3, coincides with the desired set Θopt when
xopt ∈ int(Bx). The first part of Theorem 4.5 for GTDa then follows; that is, Theorems 3.1-3.3 and
3.6 still hold for GTDa under the much weaker condition on Bx.
We now consider the two-time-scale biased variant of GTDa and apply the same reasoning to relax
the condition (3.55) on Bx in Theorem 3.5 for this algorithm. Recall the minimax problem (4.48)
associated with the biased variant of the single-time-scale GTDa discussed in Section 4.2.3. We can
view the two-time-scale biased variant algorithm as a two-time-scale algorithm for solving the same
minimax problem, but with the maximizer operating at the fast time-scale. In particular, for each
θ, recall that the inner maximization problem appearing in (4.48) is
J˜hp (θ) := sup
x∈Bx
ψoh(θ, x) = sup
x∈Bx
{
x⊤(Ahθ + bh)− 12 x⊤Cx
}
+ p(θ), (4.64)
where Ah, bh are given by (4.46) and C = Φ
⊤ΞΦ. This maximization problem has a unique optimal
solution in span{φ(S)} (because bh ∈ span{φ(S)} and the column space of Ah is contained in
span{φ(S)}; cf. Section 4.2.3). Let us denote this optimal solution by x˜h(θ).
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Lemma 4.10. The convex function J˜hp (θ) is differentiable with ∇J˜hp (θ) = ∇θψoh(θ, x˜h(θ)), and x˜h(θ)
is a continuous function of θ.
The proof of the lemma is the same as that of Lemma 4.8, except that in showing that ∇θψoh(θ, xˆ)
is the same for all optimal solutions xˆ of (4.64), we use the fact that the column space of Ah is
contained in span{φ(S)} (cf. the discussion immediately after (4.47)).
Consider now the mean ODE (3.54) associated with the fast time-scale of the biased variant
of GTDa. The next lemma characterizes the limit set of this ODE, and it is a counterpart of
Lemma 3.6 when the condition (3.55) on Bx has been removed. The proof is the same as that of
Lemma 4.9 (with x˜h(θ) in place of x˜(θ), Ahθ+ bh in place of bθ, and k¯h(θ, x) = ∇xψoh(θ, x) in place
of k¯(θ, x) = ∇xψo(θ, x)).
Lemma 4.11. For all initial x(0) ∈ Bx ∩ span{φ(S)} and θ(0) ∈ Bθ, the limit set of the ODE
(3.54) is
{(
θ, x˜h(θ)
) | θ ∈ Bθ}.
Finally, we consider the mean ODE associated with the slow time-scale of the biased variant of
GTDa. In view of Lemma 4.11, instead of the ODE (3.57), this mean ODE is now given by
θ˙(t) = g¯h
(
θ(t), x˜h(θ(t))
) −∇p(θ(t)) + z(t), z(t) ∈ −NBθ(θ(t)),
where the function g¯h(θ, x) is as defined in (4.45), and z(t) is the boundary reflection term. (The
reasoning is the same as that given in Section 3.3.1 when deriving (3.57).) Since ∇θψoh(θ, x˜h(θ)) =
−g¯h(θ, x˜h(θ)) +∇p(θ) (cf. (4.47) and (4.49)), by Lemma 4.10, the above ODE is the same as
θ˙(t) = −∇J˜hp (θ(t)) + z(t), z(t) ∈ −NBθ
(
θ(t)
)
. (4.65)
It corresponds to using gradient-descent to minimize J˜hp on Bθ. Hence the limit set of this ODE is
just the set of optimal solutions of the minimization problem, Dhθ = argminθ∈Bθ J˜
h
p (θ) (this follows
from the same proof of Lemma 3.2 with the function J˜hp in place of J). We now use the approximation
property given in Lemma 4.7 to relate the set Dhθ to the set Dθ = argminθ∈Bθ{supx ψo(θ, x)}, like
what we did in Section 4.2.3. Lemma 4.7 shows that for h ∈ {hK | K > 0} (the family of functions
defined earlier for the biased variant algorithm), given any ǫ > 0, we have DhKθ ⊂ Nǫ(Dθ) for
sufficiently large K (equivalently, when the bias introduced by the algorithm is sufficiently small).
Therefore, when xopt ∈ int(Bx) so that Dθ = Θopt (Lemma 4.3), DhKθ ⊂ Nǫ(Dθ) for allK sufficiently
large. Consequently, Theorem 3.5 remains valid for the two-time-scale biased variant of GTDa if
we replace its condition on Bx by the weaker condition xopt ∈ int(Bx). This establishes the second
part of Theorem 4.5.
5 Convergence Analyses III: Almost Sure Convergence
In this section we analyze the asymptotic behavior of the gradient-based TD algorithms with re-
spect to a stronger mode of convergence: almost sure convergence. We consider primarily those
constrained algorithms discussed in the previous sections, for diminishing stepsizes that satisfy the
square-summable condition
∑
n≥0 α
2
n < ∞ and
∑
n≥0 β
2
n < ∞, in addition to Assumption 3.1. We
analyze two-time-scale algorithms in Section 5.1 and single-time-scale algorithms in Section 5.2.
The convergence results we obtained are more limited in the case of state-dependent λ, and more
satisfactory in the case of history-dependent λ where the trace iterates {en} are bounded by the
choice of λ. Finally, in Section 5.3, we give a result on the unconstrained single-time-scale GTDa
algorithm for the case of history-dependent λ.
As discussed in Section 4.2.4, one can analyze single-time-scale GTDa with a scaling parameter
η > 0 for the x-iterates by using the same arguments for the algorithm without such scaling. So for
notational simplicity, we will focus on the latter case where η = 1 and give detailed arguments for
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this case only. The implications for the case with scaling are as explained at the end of Section 4.2.4
for constrained GTDa and in Remark 5.1, to be given in Section 5.3, for unconstrained GTDa.
The results of this section are listed here for quick access:
• two-time-scale GTD and MD-GTD with history-dependent λ: Theorems 5.1 and 5.2;
• single-time-scale GTDa with history-dependent λ: Theorem 5.3;
• single-time-scale GTDa and its biased variant with state-dependent λ: Theorem 5.4;
• single-time-scale unconstrained GTDa with history-dependent λ: Theorem 5.5.
5.1 Two-Time-Scale GTD and MD-GTD
We consider the regularized objective function Jp(θ) = J(θ) + p(θ) as in Section 4, where p(·) is a
convex differentiable function on ℜd. Let Θopt = argminθ∈BθJp(θ). Recall that the GTD algorithms
for minimizing Jp are the same as given before except that there is an extra gradient term−αn∇p(θn)
in the θ-iteration (cf. Section 4 or Section 5.1.1 below).
For two-time-scale GTD/MD-GTD algorithms, we only have almost sure convergence results for
the case of history-dependent λ (including the use of the composite scheme), where the trace iterates
{en} are kept bounded by the choice of the λ-parameters (cf. Condition 2.3(ii)). This, of course,
includes the special case of state-dependent λ in which one bounds the traces by using sufficiently
small λ.
Before stating our convergence theorems, we collect the conditions of the theorems in the two lists
below, for the GTD and MD-GTD algorithms, respectively. For GTDa and GTDb, the conditions
are the same except for the condition on the constraint set Bx, which can be made weaker for GTDa
(cf. Section 4.3). The weaker condition, as we recall, involves the point xopt, which is the unique
dual optimal solution of the minimax problem (4.29) in span{φ(S)}.
Assumption 5.1. For the two-time-scale GTD algorithms:
(i) Condition 2.1 holds.
(ii) The λ-parameters are set according to either (2.16) or (3.67), where the memory states satisfy
Condition 2.2, and the function λ(·) in (2.16) or each function λ(i)(·), i ≤ ℓ in (3.67) satisfies
Condition 2.3.
(iii) The stepsizes {αn} and {βn} satisfy Assumption 3.1 and the square-summable condition,∑
n≥0 α
2
n <∞,
∑
n≥0 β
2
n <∞.
(iv) In the case of GTDa, the constraint set Bx contains xopt in its interior; and in the case of
GTDb, the constraint set Bx satisfies the condition (3.16).
(v) The initial x0, e0 ∈ span{φ(S)}.
Theorem 5.1. Let {(θn, xn)} be generated by any of the two-time-scale GTD algorithms discussed
in Sections 3.1, 3.2 and 3.4. Then under Assumption 5.1, for each given initial condition, {θn}
converges almost surely to the set Θopt.
For the two-time-scale MD-GTD algorithms, we impose the same conditions on the constraint
sets and on the minimization problem infθ Jp(θ) as in Section 4.1.1:
Assumption 5.2. For the two-time-scale MD-GTD algorithms:
(i) The conditions in Assumption 5.1(i)-(iii) and (v) hold.
(ii) The constraint sets Dθ∗ and Bx satisfy Assumption 4.1.
(iii) The minimization problem infθ Jp(θ) has a unique optimal solution θopt.
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Theorem 5.2. Let {(θn, xn)} be generated by any of the two-time-scale MD-GTD algorithms dis-
cussed in Section 4.1.1. Then under Assumption 5.2, for each given initial condition, {θn} converges
almost surely to θopt.
In the rest of this subsection, we prove the two theorems above. The proof arguments for MD-
GTD are essentially the same as those for GTD; we will explain this after we give the proof details
for GTD.
5.1.1 Convergence proof for GTD
In this subsection we prove Theorem 5.1 for the GTD algorithms. As before, for notational simplicity,
we will use GTDa to show how we carry out the analysis. Because the condition on the constraint
set Bx is stronger for GTDb and weaker for GTDa, and because the proof for GTDb is essentially
the same as that for GTDa under the stronger condition on Bx, we will analyze GTDa under both
conditions.
Recall the two-time-scale GTDa algorithm for minimizing Jp(θ):
θn+1 = ΠBθ
(
θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤n xn − αn∇p(θn)),
xn+1 = ΠBx
(
xn + βn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
))
.
In terms of the functions g, k defined in (3.6), we can write it as
θn+1 = ΠBθ
(
θn + αn g(θn, xn, Zn)− αn∇p(θn)
)
,
xn+1 = ΠBx
(
xn + βn(k(θn, xn, Zn) + enωn+1)
)
,
where ωn+1 = ρn
(
Rn+1 − r(Sn, Sn+1)
)
. Similar to the proof given earlier, we first consider the fast
time-scale determined by the stepsize {βn}, and write the algorithm in the form of a single-time-scale
algorithm as (
θn+1
xn+1
)
= ΠBθ×Bx
(
θn + βn (αn/βn) ·
(
g(θn, xn, Zn)−∇p(θn)
)
xn + βn
(
k(θn, xn, Zn) + enωn+1
) ) . (5.1)
We want to show that its average dynamics is characterized by the mean ODE:(
θ˙(t)
x˙(t)
)
=
(
0
k¯
(
θ(t), x(t)
)
+ z(t)
)
, θ(0) ∈ Bθ, z(t) ∈ −NBx(x(t)), (5.2)
where the function k¯(·) is given by (3.7) as before, z(t) is the boundary reflection term.
We then consider the slow time-scale. For each θ, let us define x¯(θ) and g¯(θ), according to the
condition placed on the constraint set Bx:
• Under the stronger condition (3.16) on Bx, let x¯(θ) = xθ and g¯(θ) = −∇J(θ) as in Section 3.1.1
(cf. (3.9)-(3.10)).
• Under the weaker condition xopt ∈ int(Bx), let x¯(θ) = x˜(θ) and g¯(θ) = g¯(θ, x˜(θ)) as in
Section 4.3.
With these definitions, we write the θ-iterates at the slow time-scale equivalently as
θn+1 = ΠBθ
(
θn + αn(g(θn, x¯(θn), Zn)−∇p(θn) + ∆n)
)
, (5.3)
where ∆n = g(θn, xn, Zn)− g(θn, x¯(θn), Zn). (5.4)
Treating ∆n as noise terms, we want to show that the average dynamics of (5.3) is characterized by
the mean ODE:
θ˙(t) = g¯(θ(t)) −∇p(θ(t)) + z(t), z(t) ∈ −NBθ
(
θ(t)
)
, (5.5)
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where z(t) is the boundary reflection term.
The ODEs (5.2) and (5.3) above are the same mean ODEs for GTDa as discussed before in
Sections 3.1.1 and 4.3. However, because the notion of convergence here is different and stronger,
to show that the average dynamics of the algorithm is characterized by these mean ODEs, we need
to verify a different set of conditions, which are more demanding (the reason that we required the
traces to be bounded).
Conditions to verify
We will apply [8, Theorem 6.1.1] in our convergence proof. This theorem concerns single-time-
scale stochastic approximation algorithms with “exogenous noises.” We will apply it twice, first to
the fast-time-scale iterates (5.1) and then to the slow-time-scale iterates (5.3). In order to apply [8,
Theorem 6.1.1], we need to verify the conditions listed below. Let us first explain some notations in
the conditions. The ODE-based analysis works with continuous-time processes that are piecewise
linear or constant interpolations of the discrete-time iterates. There is a correspondence between
the continuous-time and the discrete-time, which is defined by the stepsizes used in the iterations.
Imagine placing consecutive iterations at moments on the continuous timeline that are separated by
the stepsizes used in these iterations. With respect to the stepsizes {βn}, define, for each t ≥ 0,
mβ(t) := min
{
n |∑ni=0βi > t}, m−β (t) := max{0,mβ(t)− 1}.
Thus mβ(t) points to the first iteration occurred after time t, and m
−
β (t) the latest iteration before
time t has elapsed. Abusing notation, we also denote
mβ(n, t) = min
{
j ≥ n | ∑ji=nβi > t}, m−β (n, t) = max{n,mβ(n, t)− 1}.
These are similar to the “iteration pointers” above, but work with a continuous timeline that has the
n-th iteration placed at time 0. The above pointers with the subscript β will appear in the conditions
for the fast-time-scale iterates. Likewise, with respect to the stepsizes {αn}, we define “iteration
pointers” mα(t),m
−
α (t), etc. These pointers will appear in the conditions for the slow-time-scale
iterates. Note that for any τ ≥ 0, we have ∑m−β (τ+t)i=mβ(τ) βi ≤ t and ∑m−α (τ+t)i=mα(τ) αi ≤ t.
The following conditions correspond to the conditions (A.6.1.1) and (A.6.1.3)-(A.6.1.7) in [8,
Chap. 6.1].41
Conditions for the fast time-scale:
(i) supn≥0 E
[∥∥k(θn, xn, Zn)+ enωn+1∥∥] <∞, supn≥0 E[(αn/βn) · ‖g(θn, xn, Zn)−∇p(θn)‖] <∞.
(ii) For each (θ, x) ∈ Bθ ×Bx, η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
βi
(
k(θ, x, Zi)− k¯(θ, x)
)∥∥∥ ≥ η

 = 0, (5.6)
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
αi
(
g(θ, x, Zi)−∇p(θ)
)∥∥∥ ≥ η

 = 0. (5.7)
(iii) For each η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
βieiωi+1
∥∥∥ ≥ η

 = 0.
41In our case, its condition (A.6.1.2) simply requires the function k(θ, x, z) to be continuous in (θ, x) for each z, and
the function g(θ, x¯(θ), z) to be continuous in θ for each z, which are clearly satisfied.
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(iv) There are nonnegative measurable functions f1(θ, x), f2(z) such that ‖k(θ, x, z)‖ ≤ f1(θ, x)f2(z)
for all (θ, x) ∈ Bθ ×Bx, where f1 is bounded on Bθ ×Bx. For each η > 0,
lim
t→0
lim
n→∞
P

supj≥n
m−
β
(jt+t)∑
i=mβ(jt)
βif2(Zi) ≥ η

 = 0.
(v) There are nonnegative measurable functions f3(θ, x), f4(z) such that
‖k(θ, x, z)− k(θ′, x′, z)‖ ≤ f3(θ − θ′, x− x′)f4(z), ∀ (θ, x), (θ′, x′) ∈ Bθ ×Bx,
where f3 is bounded on Bθ ×Bx and f3(θ, x)→ 0 as (θ, x)→ 0, and
P

lim supn→∞
mβ(n,t)∑
i=n
βif4(Zi) <∞

 = 1, for some t > 0.
Conditions for the slow time-scale:
(i) supn≥0 E
[‖g(θn, xn, Zn)−∇p(θn)‖] <∞.
(ii) For each θ ∈ Bθ, η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
g(θ, x¯(θ), Zi)− g¯(θ)
)∥∥∥ ≥ η

 = 0. (5.8)
(iii) For each η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
g(θi, xi, Zi)− g(θi, x¯(θi), Zi)
)∥∥∥ ≥ η

 = 0. (5.9)
(iv) There are nonnegative measurable functions f1(θ), f2(z) such that
‖g(θ, x¯(θ), z)−∇p(θ)‖ ≤ f1(θ)f2(z), ∀ θ ∈ Bθ,
where f1 is bounded on Bθ. For each η > 0 and T > 0,
lim
t→0
lim
n→∞
P

supj≥n
m−α (jt+t)∑
i=mα(jt)
αif2(Zi) ≥ η

 = 0.
(v) There are nonnegative measurable functions f3(θ), f4(z) such that∥∥g(θ, x¯(θ), z)−∇p(θ)− (g(θ′, x¯(θ′), z)−∇p(θ′))∥∥ ≤ f3(θ − θ′)f4(z), ∀ θ, θ′ ∈ Bθ,
where f3 is bounded on Bθ and f3(θ)→ 0 as θ → 0, and
P

lim supn→∞
mα(n,t)∑
i=n
αif4(Zi) <∞

 = 1, for some t > 0.
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Most of the above conditions can be quickly verified. Because we restrict attention to the case
of history-dependent λ, by our choice of the λ’s (cf. Condition 2.3(ii)), {en} lies in a pre-determined
bounded set. Since the iterates (θn, xn) are also confined in bounded sets, the conditions (i) for
both time-scales hold obviously. Consider now the conditions (iv)-(v) for the fast time-scale. By the
definition of k(·) (cf. (3.6)), we have for some constant c > 0,
‖k(θ, x, z)‖ ≤ c (‖θ‖+ ‖x‖+ 1) · (‖e‖+ 1), (5.10)
‖k(θ, x, z)− k(θ′, x′, z)‖ ≤ c (‖θ − θ′‖+ ‖x− x′‖) · (‖e‖+ 1), (5.11)
so in these conditions, we can let f1(θ, x) = ‖θ‖+ ‖x‖+1, f3(θ, x) = ‖θ‖+ ‖x‖, and f2(z) = f4(z) =
c (‖e‖ + 1). Since the traces {en} lie in a pre-determined bounded set, f2(Zi) and f4(Zi) are also
bounded for all i. Then, in view of the fact that
∑m−
β
(jt+t)
i=mβ(jt)
βi ≤ t and
∑mβ(n,t)
i=n βi ≤ t, it is trivially
true that the conditions (iv)-(v) for the fast time-scale are satisfied.
The conditions (iv)-(v) for the slow time-scale can be similarly checked. Using the definition of
g(·) (cf. (3.6)), we have that for some constant c > 0 and for all θ ∈ Bθ,
‖g(θ, x¯(θ), z)−∇p(θ)‖ ≤ c (‖x¯(θ)‖ + ‖∇p(θ)‖+ 1) · (‖e‖+ 1). (5.12)
Correspondingly, in the condition (iv) for the slow time-scale, we let f1(θ) = ‖x¯(θ)‖ + ‖∇p(θ)‖ + 1
and f2(z) = c (‖e‖+ 1). Since {en} lie in a pre-determined bounded set and
∑m−α (jt+t)
i=mα(jt)
αi ≤ t , we
see that the condition (iv) holds trivially.
Consider now the condition (v) for the slow time-scale. Note that ∇p(θ) is uniformly continuous
on the compact set Bθ (since ∇p(·) is continuous on ℜd). This implies that the function up : ℜ+ →
ℜ+,
up(ǫ) := sup
θ,θ′∈Bθ, ‖θ−θ′‖≤ǫ
‖∇p(θ)−∇p(θ′)‖ (5.13)
satisfies that up(ǫ)→ 0 as ǫ→ 0. Similarly, since x¯(θ) is continuous in θ,42 it is uniformly continuous
on Bx and hence the function ux¯ : ℜ+ → ℜ+,
ux¯(ǫ) := sup
θ,θ′∈Bθ, ‖θ−θ′‖≤ǫ
‖x¯(θ)− x¯(θ′)‖ (5.14)
satisfies that ux¯(ǫ)→ 0 as ǫ→ 0. We then have that for some constant c > 0 and for all θ, θ′ ∈ Bθ,∥∥g(θ, x¯(θ), z)−∇p(θ)− (g(θ′, x¯(θ′), z)−∇p(θ′))∥∥ ≤ ∥∥g(θ, x¯(θ), z)− g(θ′, x¯(θ′), z)∥∥
+
∥∥∇p(θ)−∇p(θ′)∥∥
≤ c‖x¯(θ)− x¯(θ′)‖ · ‖e‖+ up(‖θ − θ′‖) (5.15)
≤ c(ux¯(‖θ − θ′‖) + up(‖θ − θ′‖)) · (‖e‖+ 1).
Now, in the condition (v) for the slow time-scale, let f3(θ) = ux¯(‖θ‖)+up(‖θ‖) and f4(z) = c(‖e‖+1).
We see that as required, f3(θ) → 0 as θ → 0, and moreover, since {en} lie in a pre-determined
bounded set and
∑mα(n,t)
i=n αi ≤ t, the conditions (v) also holds trivially.
That the algorithm satisfies the condition (iii) for the fast time-scale is a consequence of the fact
that {eiωi+1} are martingale differences with bounded variances and {βi} are square-summable (see
42In the case x¯(θ) = x˜(θ), the continuity of x¯(·) is shown by Lemma 4.8. In the case x¯(θ) = xθ, one can use
a simpler argument to show that x¯(·) is Lipschitz continuous. In this case, x¯(θ) − x¯(θ′) is the unique solution
to the linear system of equations (in x): x ∈ span{φ(S)},Φ⊤ΞΦx = Φ⊤Ξ (P (λ) − I)Φ(θ − θ′) = 0. Therefore,
‖x¯(θ) − x¯(θ′)‖2 ≤ ‖Φ⊤Ξ (P (λ) − I)Φ(θ − θ′)‖2/c, where c is the smallest nonzero eigenvalue of the matrix Φ⊤ΞΦ.
From this inequality it follows that x¯(·) is Lipschitz continuous.
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[7, Example 1, Chap. 2.2, p. 30]). Consider now (5.7) in the condition (ii) for the fast time-scale. In
view of the boundedness of {en}, ‖g(θ, x, Zi)−∇p(θ)‖ ≤ c for some constant c, so for any j ≥ n,
max
0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
αi
(
g(θ, x, Zi)−∇p(θ)
)∥∥∥ ≤ c
m−
β
(jT+T )∑
i=mβ(jT )
αi ≤ c
m−
β
(jT+T )∑
i=mβ(jT )
βi · αi
βi
≤ c T · sup
i≥mβ(nT )
αi
βi
,
which converges to 0 as n→∞ (since αi/βi → 0 as i→∞). Therefore, (5.7) is satisfied.
We now prove that the algorithm satisfies (5.6) and (5.8) in the conditions (ii) as well. This proof
is longer and uses a result from [4] on the convergence of certain random probability measures. Let
us first explain this result.
A result for verifying the “averaging conditions” (5.6) and (5.8):
Focus, for now, on the case of history-dependent λ under Assumption 2.1 (the composite scheme
of setting λ will be treated later using the results we are going to derive first). Define random
variables µβ,tτ , µ
α,t
τ , τ ≥ 0, t > 0, that take values in the space of probability measures on Z as
follows: for Borel subsets D ⊂ Z,
µβ,tτ (D) =
1∑m−
β
(τ+t)
i=mβ(τ)
βi
m−
β
(τ+t)∑
i=mβ(τ)
βi 1(Zi ∈ D), µα,tτ (D) =
1∑m−α (τ+t)
i=mα(τ)
αi
m−α (τ+t)∑
i=mα(τ)
αi 1(Zi ∈ D).
Recall that the Markov chain {Zi} has a unique invariant probability measure (which is just the
probability distribution of Z0 in the stationary state-trace process). The following lemma concerns
the convergence of these random probability measures to the invariant probability measure of {Zi}
as τ →∞. It is implied by [4, Lemma 6, Chap. 6.3] and Theorem 2.1(i).43 In the lemma {βn} is a
generic stepsize sequence, so the lemma also applies to µα,tτ .
Lemma 5.1. Consider the case of history-dependent λ under Assumption 2.1. Let {βn} be positive
stepsizes such that
∑
n≥0 βn = ∞,
∑
n≥0 β
2
n < ∞, and either {βn} is eventually nonincreasing or
for some sequence of integers mn → ∞, limn→∞ sup0≤j≤mn
∣∣βn+j
βn
− 1∣∣ = 0. Then for each t > 0,
almost surely, as τ →∞, µβ,tτ converges weakly to the unique invariant probability measure of {Zi}.
We use this lemma to establish the following result, which leads directly to the verification of
the “averaging conditions” (5.6) and (5.8) for both time-scales.
Proposition 5.1. Let the conditions in Lemma 5.1 hold. Let f(z) be a vector-valued function on
Z that is continuous in the trace variable e, and let f¯ = Eζ [f(Z0)]. Then for each η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
βi
(
f(Zi)− f¯
)∥∥∥ ≥ η

 = 0. (5.16)
43A condition in [4, Lemma 6, Chap. 6.3] is that the set of random probability measures {µβ,tτ | τ ≥ 0, t > 0} is
almost surely tight, which is trivially satisfied in our case since {Zi} lie in a bounded set. It is also assumed in [4,
Lemma 6, Chap. 6.3] that the stepsize βn is eventually nonincreasing; however, this assumption is used only once in
the proof, as remarked in [4]. Where this assumption is used, the proof argument given in [4] also goes through if
one assumes instead that βn satisfies limn→∞ sup0≤j≤mn
∣
∣ βn+j
βn
− 1
∣
∣ = 0 for some mn → ∞. Thus we can include
the latter assumption as an alternative in Lemma 5.1. By [4, Lemma 6, Chap. 6.3], for each t > 0, any limit point of
{µβ,tτ }τ≥0 must be an invariant probability measure of the weak Feller Markov chain {Zi}. Since {Zi} has a unique
invariant probability measure by Theorem 2.1(i), we obtain Lemma 5.1.
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Proof. Fix η and T . Denote ∆j,t =
∑m−
β
(jT+t)
i=mβ(jT )
βi(f(Zi)− f¯ ), so (5.16) is the same as
lim
n→∞
P
{
sup
j≥n
max
0≤t≤T
‖∆j,t‖ ≥ η
}
= 0. (5.17)
Since {en} lies in a pre-determined bounded set by our choice of history-dependent λ under As-
sumption 2.1, for all i, ‖f(Zi)− f¯‖ ≤ c for some constant c. Let us replace the range of t in (5.17)
by a finite set of values. Let m be a positive integer such that c T/m ≤ η/2. If |t1− t2| ≤ T/m, then
‖∆j,t1 −∆j,t2‖ ≤ c T/m ≤ η/2. Therefore, to prove (5.17), it is sufficient to prove for the finite set
of t, Em = {iT/m | i = 1, . . . ,m}, that
lim
n→∞
P
{
sup
j≥n
max
t∈Em
‖∆j,t‖ ≥ η/2
}
= 0. (5.18)
By the Markov inequality,
lim
n→∞
P
{
sup
j≥n
max
t∈Em
‖∆j,t‖ ≥ η/2
}
≤ lim
n→∞
(2/η) · E
[
sup
j≥n
max
t∈Em
‖∆j,t‖
]
. (5.19)
Since supj≥nmaxt∈Em ‖∆j,t‖ ≤ c T , the relation (5.18) will follow from (5.19) and the bounded
convergence theorem if we show that limn→∞ supj≥nmaxt∈Em ‖∆j,t‖ = 0 a.s., i.e.,
lim sup
n→∞
max
t∈Em
‖∆n,t‖ = 0 a.s. (5.20)
So let us prove (5.20).
Denote by ζ′ the unique invariant probability measure of {Zi}. By Lemma 5.1, with probability 1,
it holds for all t ∈ Em that µβ,tτ converges weakly to ζ′ as τ → ∞. Since {Zn} lie in a compact set
by our choice of λ, the supports of all these probably measures are contained in the same compact
set. Then for the continuous function f(z), which is (component-wise) bounded on the compact set,
we have, by the definition of weak convergence, that almost surely, for all t ∈ Em,∫
f(z)dµβ,tτ −
∫
f(z)dζ′ → 0 as τ →∞. (5.21)
We have
∫
f(z)dζ′ = Eζ [f(Z0)] = f¯ . For τn = nT , by the definition of µ
β,t
τn ,
∫
f(z)dµβ,tτn =
∑m−
β
(nT+t)
i=mβ(nT )
βif(Zi)∑m−
β
(nT+t)
i=mβ(nT )
βi
.
Then, since for all t ≤ T , ∑m−β (nT+t)i=mβ(nT ) βi ≤ T , we obtain from (5.21) that, almost surely, for all
t ∈ Em, (m−β (nT+t)∑
i=mβ(nT )
βi
)
·
∥∥∥∥
∫
f(z)dµβ,tτn − f¯
∥∥∥∥→ 0 as n→∞,
which is the same as
∆n,t =
m−
β
(nT+t)∑
i=mβ(nT )
βi
(
f(Zi)− f¯)→ 0 as n→∞.
Consequently, maxt∈Em ‖∆n,t‖ → 0 as n → ∞, almost surely. This proves (5.20), from which the
desired relation (5.16) follows, as shown earlier.
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We can now apply Prop. 5.1 to show that the algorithm satisfies the required “averaging condi-
tions” (5.6) and (5.8). We will do this below, inside the end part of our proof for Theorem 5.1.
Completion of the proof of Theorem 5.1
In the rest of this proof of Theorem 5.1, we discuss separately the two cases of setting λ: set λ
according to (2.16), and set λ according to the composite scheme (3.67). This is because the first
case is simpler and provides the basis for treating the second case, as the analysis in Section 3.4
already showed.
Case I: history-dependent λ’s set according to (2.16). In this case, for each (θ, x), applying Prop. 5.1
with f(·) = k(θ, x, ·) and stepsizes {βn}, we see that the algorithm satisfies the averaging condition
(5.6) for the fast time-scale. For each θ, applying the proposition with f(·) = g(θ, x¯(θ), ·) and
stepsizes {αn}, we see that the algorithm satisfies the averaging condition (5.6) for the slow time-
scale. All the conditions required for the fast time-scale have now been verified. So we can apply
[8, Theorem 6.1.1] to the equivalent form (5.1) of the algorithm at the fast time-scale, and conclude
that almost surely, (θn, xn) converges to the limit set of the ODE (5.2) in Bθ × Bx for the initial
condition x(0) ∈ span{φ(S)}. This limit set is {(θ, x¯(θ)) | θ ∈ Bθ}, as shown by Lemma 3.1 if Bx
satisfies the stronger condition (3.16), and by Lemma 4.9 otherwise.
We now consider the θ-iterates (5.3) at the slow time-scale. Among the conditions listed above,
we still need to verify the condition (5.9) in (iii), which we do now. Using the almost sure convergence
of (θn, xn) to {(θ, x¯(θ)) | θ ∈ Bθ} just proved, and using also the uniform continuity of x¯(θ) on Bθ,
we have xn − x¯(θn) a.s.→ 0. Then, since {Zn} lie in a bounded set and since for all z in that set and
θ ∈ Bθ, g(θ, x, z) is Lipschitz continuous in x uniformly w.r.t. (θ, z), there is a constant c such that
for all i, ∥∥g(θi, xi, Zi)− g(θi, x¯(θi), Zi)∥∥ ≤ c‖xi − x¯(θi)‖ a.s.→ 0.
Consequently,
sup
j≥n
max
0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
g(θi, xi, Zi)− g(θi, x¯(θi), Zi)
)∥∥∥ ≤ c T · sup
i≥mα(nT )
‖xi − x¯(θi)‖ a.s.→ 0. (5.22)
The l.h.s. above is bounded by some constant because {Zn} and {(θn, xn)} are all bounded. So,
using the same reasoning that led to (5.20) in the proof of Prop. 5.1, (5.9) follows from the Markov
inequality, the almost sure convergence to zero in (5.22), and the bounded convergence theorem.
Thus all the conditions required for the slow time-scale are met. We can now apply [8, Theorem
6.1.1] to the θ-iterates (5.3) to conclude that almost surely, θn converges to the limit set of the
ODE (5.5) in Bθ. This limit set is Θopt, as we showed already in Section 3.1.1 and Section 4.3
for the two conditions on Bx. So we obtain the conclusions of Theorem 5.1 in the case of history-
dependent λ’s set according to (2.16), for the GTDa algorithm, as well as for the GTDb algorithm
(since its proof under the stronger condition (3.16) on Bx is essentially the same as given above).
Case II: history-dependent λ’s set according to the composite scheme (3.67). We proceed to verify
(5.6) and (5.8) in the conditions (ii) for both time-scales. Recall from Section 3.4 that in this case
we have ℓ concurrent state-trace processes,
{
(Sn, yn, e
(q)
n )
}
n≥0
, q ≤ ℓ, each of which has a unique
invariant probability measure ζ(q). As showed in the proof of Lemma 3.9, we can decompose k(·)
and g(·) as the sum of ℓ functions and write, for each (θ, x),
k(θ, x, Zn) =
∑ℓ
q=1 k
o(θ, x, Z
(q)
n ), g(θ, x, Zn) =
∑ℓ
q=1 g(θ, x, Z
(q)
n ), (5.23)
where ko(·) is a continuous function and Z(q)n = (Sn, yn, e(q)n , Sn+1), and we also have that
k¯(θ, x) =
∑ℓ
q=1k¯q(θ, x), where k¯q(θ, x) = Eζ(q)
[
ko(θ, x, Z
(q)
0 )
]
,
g¯(θ) =
∑ℓ
q=1g¯q(θ), where g¯q(θ) = Eζ(q)
[
g(θ, x¯(θ), Z
(q)
0 )
]
.
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We now apply Prop. 5.1 to the ℓ state-trace processes individually. For each q ≤ ℓ, applying Prop. 5.1
to the q-th process with f(·) = ko(θ, x, ·) and stepsizes {βn}, we obtain that for each η, T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥
m−
β
(jT+t)∑
i=mβ(jT )
βi
(
ko(θ, x, Z
(q)
i )− k¯oq(θ, x)
)∥∥∥ ≥ η

 = 0, ∀ q ≤ ℓ; (5.24)
and applying Prop. 5.1 to the q-th process with f(·) = g(θ, x¯(θ), ·) and stepsizes {αn}, we obtain
that for each η, T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
g(θ, x¯(θ), Z
(q)
i )− g¯q(θ)
)∥∥∥ ≥ η

 = 0, ∀ q ≤ ℓ. (5.25)
Clearly, that (5.24) and (5.25) hold for each η, T > 0 imply, respectively, that the desired relations
(5.6) and (5.8) also hold for each η, T > 0. We have thus verified the “averaging condition” (ii) for
both time-scales. From this point on, the rest of the proof is the same as that given above for the
first case of history-dependent λ. This completes our proof of Theorem 5.1.
5.1.2 Convergence proof for MD-GTD
The proof of Theorem 5.2 for MD-GTD follows the same steps and uses the same arguments as the
proof for GTDa we just gave. So we will only briefly explain the proof outline. In particular, take
MD-GTDa as an example. The associated mean ODEs for the fast and slow time-scales are the
same ODEs (4.8) and (4.10) discussed in Section 4.1.1. As in the previous GTDa case, we apply
[8, Theorem 6.1.1] twice to analyze the iterates {(θ∗n, xn)}, first to the fast time-scale and then to
the slow time-scale, to establish that the average dynamics of {(θ∗n, xn)} at the fast time-scale and
the average dynamics of {θ∗n} at the slow time-scale are both characterized by the respective mean
ODEs. Within this proof step, we first combine the conclusions obtained about the fast-time-scale
iterates with the characterization of the limit set of the fast-time-scale ODE (4.8) under the assumed
condition on Bx. This leads to the conclusion that xn − xθn a.s.→ 0, where θn = ∇ψ∗(θ∗n). We then
use this in the analysis of the slow-time-scale θ∗-iterates, and by applying [8, Theorem 6.1.1] again,
we obtain a convergence result about the θ∗-iterates—in particular, their almost sure convergence
to the limit set of the slow-time-scale ODE (4.10). Then, as in Section 4.1.1, we translate this
convergence of the θ∗-iterates to the convergence of the θ-iterates by using the relation (4.15).
To apply [8, Theorem 6.1.1] to MD-GTDa, we need to verify two sets of conditions for the fast
and slow time-scales, similar to those given in the previous subsection for GTDa. The conditions
are now on the (θ∗, x)-space instead of the (θ, x)-space, but they are essentially the same as those
for GTDa, after we make the change of variable θ = ∇ψ∗(θ∗), similar to the case with the weak
convergence proof method (cf. Footnote 31 in Section 4.1.1). We therefore omit the details about
the verification of these conditions.
5.2 Single-Time-Scale GTDa and Biased GTDa
We consider now the single-time-scale GTDa algorithm (4.25)-(4.26) and its biased variant discussed
in Section 4.2. We analyze separately the case with history-dependent λ, where the trace iterates
lie in a pre-determined bounded set, and the case with state-dependent λ, where the trace iterates
can be unbounded. In the former case, we have more satisfactory results, obtained with an analysis
similar to the one given in the previous subsection.
Assumption 5.3. For the single-time-scale GTDa algorithm:
(i) Condition 2.1 holds.
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(ii) The λ-parameters are set according to either (2.16) or (3.67), where the memory states satisfy
Condition 2.2, and the function λ(·) in (2.16) or each function λ(i)(·), i ≤ ℓ in (3.67) satisfies
Condition 2.3.
(iii) The stepsizes {αn} satisfy the conditions in Assumption 3.1 for the fast-time-scale stepsizes,
as well as the square-summable condition,
∑
n≥0 α
2
n <∞.
(iv) The initial x0, e0 ∈ span{φ(S)}.
In the convergence theorem below, the definitions of the saddle points Dθ×{x¯} and Θopt×{xopt}
are as in Section 4.2. Recall that Θopt = argminθ∈Bθ{J(θ) + p(θ)} and xopt is the unique dual
optimal solution in span{φ(S)} of the minimax problem (4.29) (which places no constraints on the
maximizer).
Theorem 5.3. Let {(θn, xn)} be generated by the single-time-scale GTDa algorithm (4.25)-(4.26).
Then under Assumption 5.3, for each given initial condition, {(θn, xn)} converges almost surely to
the subset Dθ×{x¯} of saddle points of the minimax problem (4.31). If the constraint set Bx contains
xopt in its interior, then Dθ × {x¯} = Θopt × {xopt}.
For the case of state-dependent λ (or the case of the composite scheme discussed in Section 3.4
that involves state-dependent λ), in general, the trace iterates can be unbounded. Our convergence
result for this case is limited: it is only for stepsizes αn = O(1/n). (This is also the reason why we
do not have a convergence theorem for the two-time-scale GTDa algorithm with state-dependent
λ—if we let the stepsize be O(1/n) for the fast time-scale, we do not have a choice of stepsize left
for the slow time-scale.)
Assumption 5.4. For the single-time-scale GTDa algorithm and its biased variant:
(i) The conditions in Assumption 5.3(i) and (iv) hold.
(ii) The stepsizes {αn} satisfy αn = O(1/n) and (αn − αn+1)/αn = O(1/n).
In the convergence theorem below, the family of functions {hK | K > 0} for the biased GTDa
algorithm are the same as in Theorem 4.4.
Theorem 5.4. Consider the case of state-dependent λ. Let Assumption 5.4 hold, and let {(θn, xn)}
be generated by the single-time-scale GTDa algorithm (4.25)-(4.26) or by its biased variant (4.42)-
(4.43) with h ∈ {hK | K > 0}. Then for each given initial condition, the following hold:
(i) In the case of GTDa, {(θn, xn)} converges almost surely to the subset Dθ×{x¯} of saddle points
of the minimax problem (4.31).
(ii) In the case of biased GTDa, for each ǫ > 0, there exists Kǫ > 0 such that if h = hK with
K ≥ Kǫ, then {(θn, xn)} converges almost surely to Nǫ(Dθ × {x¯}).
If the constraint set Bx contains xopt in its interior, then Dθ × {x¯} = Θopt × {xopt} in the above.
5.2.1 Convergence proofs
To prove the preceding convergence theorems, we will again apply [8, Theorem 6.1.1]. The mean
ODEs associated with the single-time-scale GTDa and its biased variant are, respectively, the
ODEs (4.27) and (4.44), which we analyzed in Section 4.2. We will use [8, Theorem 6.1.1] to
obtain the conclusion that the iterates produced by each algorithm converge almost surely to the
limit set of its associated ODE, thereby proving the convergence theorems above.
Thus, all we need to do is to show that the algorithms satisfy the conditions of [8, Theorem
6.1.1] under the assumptions of each theorem. For the single-time-scale GTDa, we need to verify
the five conditions listed below, which correspond to the conditions (A.6.1.1), (A.6.1.3)-(A.6.1.4),
and (A.6.1.6)-(A.6.1.7) in [8, Chap. 6.1]. In the conditions, the functions g, k, g¯, k¯ are as defined in
77
(3.6) and (4.28). The “iteration pointers” mα(·),m−α (·), etc. are defined w.r.t. the stepsizes {αn} as
in Section 5.1.1.
The conditions for the biased GTDa variant are the same, except that the functions g, k are
replaced respectively by the functions gh, kh (which are similar to g, k but with h(e) in place of e),
and the functions g¯, k¯ are replaced respectively by the functions g¯h, k¯h defined in (4.45), and finally,
in the conditions (i) and (iii), enωn+1 is replaced by h(en)ωn+1.
Conditions for GTDa:
(i) supn≥0 E
[‖g(θn, xn, Zn)−∇p(θn)‖] <∞, supn≥0 E[∥∥k(θn, xn, Zn) + enωn+1∥∥] <∞.
(ii) For each (θ, x) ∈ Bθ ×Bx, η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
g(θ, x, Zi)− g¯(θ, x)
)∥∥∥ ≥ η

 = 0, (5.26)
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
k(θ, x, Zi)− k¯(θ, x)
)∥∥∥ ≥ η

 = 0. (5.27)
(iii) For each η > 0 and T > 0,
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αieiωi+1
∥∥∥ ≥ η

 = 0. (5.28)
(iv) There are nonnegative functions f1(θ, x) and f2(z) such that
max
{‖g(θ, x, z)−∇p(θ)‖, ‖k(θ, x, z)‖} ≤ f1(θ, x)f2(z), (5.29)
where f1 is bounded on Bθ ×Bx, and for each η > 0,
lim
t→0
lim
n→∞
P

supj≥n
m−α (jt+t)∑
i=mα(jt)
αif2(Zi) ≥ η

 = 0. (5.30)
(v) There are nonnegative functions f3(θ, x) and f4(z) such that∥∥g(θ, x, z)−∇p(θ)− (g(θ′, x′, z)−∇p(θ′))∥∥ ≤ f3(θ − θ′, x− x′)f4(z),∥∥k(θ, x, z)− k(θ′, x′, z)∥∥ ≤ f3(θ − θ′, x− x′)f4(z),
where f3 is bounded on Bθ ×Bx and f3(θ, x)→ 0 as (θ, x)→ 0, and
P

lim supn→∞
mα(n,t)∑
i=n
αif4(Zi) <∞

 = 1, for some t > 0. (5.31)
Given the analysis in the previous section, Theorem 5.3 is evident:
Proof of Theorem 5.3. Assumption 5.3(ii) ensures that the trace iterates {en} lie in a pre-determined
bounded set. It is then evident that in the previous Section 5.1.1, we have already verified essentially
all the conditions listed above, when analyzing the two-time-scale GTDa under the same choice of
the λ-parameters. To avoid repetition, we will only discuss the condition (ii) here. Since g(θ, x, z)
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and k(θ, x, z) are continuous functions, applying Prop. 5.1 to each of them (for fixed (θ, x)) with
stepsizes {αn}, we see that the condition (ii) is satisfied when we set the λ-parameters according
to (2.16). If the composite scheme with history-dependent λ is used and the λ-parameters are set
according to (3.67), then we proceed as in the analysis of Case II in the last part of the proof for
Theorem 5.1. In particular, we first decompose g(·) and k(·) as the sums of ℓ functions and then
apply Prop. 5.1 to each of the functions, before we combine the results (cf. the reasoning given in
(5.23)-(5.25) in Section 5.1.1).
We now proceed to prove Theorem 5.4. It concerns the case of state-dependent λ. In this case,
without conditions to guarantee the boundedness of {en}, a major difficulty for the algorithms is in
satisfying the “averaging condition” (ii). We can only show that this condition is met for stepsizes
satisfying αn = O(1/n) and (αn − αn+1)/αn = O(1/n). The proof is given below. It utilizes the
ergodicity property of the state-trace process given in Theorem 2.1(ii), and it is similar to the proof
given in [35, Section 4.1] and [36, Section 4.1 and Appendix B] for the constrained off-policy TD
and ETD algorithms respectively.
Proof of Theorem 5.4. We give the proof for GTDa only, as the proof for the biased variant is
essentially the same, except that it involves the functions gh, kh, g¯h, g¯k instead of the functions
g, k, g¯, k¯, as mentioned earlier.
We need to show that the five conditions listed above are all met. Similar to the derivations
(5.10)-(5.11) and (5.12)-(5.15) in Section 5.1.1, in the conditions (iv)-(v), we can take
f1(θ, x) = ‖x‖+ ‖θ‖+ ‖∇p(θ)‖+ 1, f3(θ, x) = ‖x‖+ ‖θ‖+ up(‖θ‖),
and take f2(z), f4(z) to be c (‖e‖ + 1) for some constant c. (Note that as required, f3(θ, x) → 0 as
(θ, x)→ 0.)
Then, since the iterates (θn, xn) lie in the bounded set Bθ × Bx, using the bound (5.29),
we see that the two requirements in the condition (i) are implied by supn≥0 E[‖en‖] < ∞ and
supn≥0 E[‖enωn+1‖] < ∞. The latter inequality is itself implied by supn≥0 E[‖en‖] < ∞, because
given the history Zi, Ri, i ≤ n, the noise term ωn+1 has zero mean and finite variance which depends
only on the state transition (Sn, Sn+1). Since Prop. 2.2(ii) ensures supn≥0 E[‖en‖] <∞, we see that
the condition (i) is met.
We now focus on proving (5.26)-(5.28) and (5.30)-(5.31) in the conditions listed above. Consider
first (5.30)-(5.31) in the conditions (iv)-(v). Based on the remarks in [8, p. 166], to prove (5.30), it
is sufficient to show that with f¯2 = Eζ [f2(Z0)],
lim
n→∞
P

supj≥n max0≤t≤T
∥∥∥m
−
α (jT+t)∑
i=mα(jT )
αi
(
f2(Zi)− f¯2
)∥∥∥ ≥ µ

 = 0; (5.32)
and to prove (5.31), it is sufficient to prove (5.32) with f4 in place of f2 and f¯4 = Eζ [f4(Z0)] in
place of f¯2. The above condition (5.32) has the same form as (5.26)-(5.28) in the conditions (ii)-(iii).
(They are known as the asymptotic rate of change conditions, or the Kushner-Clark conditions;
cf. [7, Chap. 2.2]) By the examples in [8, Chap. 6.2, p. 171], one sufficient condition for this type of
assumptions is that a strong law of large numbers holds. In particular, let ψi represent any of the
following terms involved in the conditions (ii)-(v): g(θ, x, Zi)− g¯(θ, x), k(θ, x, Zi) − k¯(θ, x), eiωi+1,
f2(Zi) − f¯2, and f4(Zi) − f¯4. Then for each of the conditions to hold, it is sufficient that for the
respective ψi’s, we have αn
∑n−1
i=0 ψi
a.s.→ 0 and (αn − αn+1)/αn = O(αn).
Since the functions g(θ, x, ·), k(θ, x, ·), f2(·) and f4(·) are Lipschitz continuous in the trace vari-
able, by Theorem 2.1(ii), for stepsizes αn = O(1/n), we have αn
∑n−1
i=0 ψi
a.s.→ 0 for the corresponding
ψi’s. Consequently the relations (5.26)-(5.27) and (5.30)-(5.31) hold. For (5.28) in the condition
(iii), the proof that 1n
∑n−1
i=0 eiωi+1
a.s.→ 0 was given in the context of ETD in [36, Prop. 3.1(ii),
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Appendix A.4], and the same proof applies here. Thus all the required conditions are met, so we
can apply [8, Theorem 6.1.1], and using its conclusions, together with Prop. 4.1 and Lemma 4.3, we
then obtain the conclusions of the theorem.
5.3 Unconstrained Single-Time-Scale GTDa
Finally, we consider the unconstrained single-time-scale GTDa algorithm that uses the minimax
approach to solve the problem infθ Jp(θ), for the regularized convex, differentiable objective function
Jp(θ) = J(θ) + p(θ) as before. The algorithm is given by
θn+1 = θn + αn ρn
(
φ(Sn)− γn+1φ(Sn+1)
) · e⊤nxn − αn∇p(θn), (5.33)
xn+1 = xn + αn
(
enδn(vθn)− φ(Sn)φ(Sn)⊤xn
)
. (5.34)
For unconstrained algorithms, keeping the iterates bounded is a difficulty in theory as well as in
practice. We will impose stronger conditions on the above algorithm than those on the constrained
GTDa in the previous subsection. We shall consider only the case of history-dependent λ (including
the composite scheme with history-dependent λ), where the traces {en} lie in a pre-determined
bounded set by the choice of λ. To obtain a convergence theorem, we will apply stability and
convergence results from [4, Chap. 6.3], and to this end, we shall also impose stronger conditions on
the function p(·) in the regularized objective function.
Assumption 5.5 (Conditions on the objective function).
(a) The function p(·) is convex and differentiable, and its gradient mapping ∇p(·) is Lipschitz
continuous. Moreover, there is a convex differentiable function p∞(·) such that for each θ,
lima→∞ p(aθ)/a
2 = p∞(θ).
(b) The set of optimal solutions to infθ Jp(θ) is nonempty.
(c) The origin is the unique optimal solution of infθ
{
1
2‖Πξ(P (λ) − I)vθ‖2ξ + p∞(θ)
}
.
(c′) Alternative to (c), assume that ∇p(·) is such that ∇p(θ) ∈ span{φ(S)} for all θ ∈ span{φ(S)},
and that the origin is the uniquq optimal solution of infθ
{
1
2‖Πξ(P (λ) − I)vθ‖2ξ + p∞(θ)
}
in
span{φ(S)}.
We remark that Assumption 5.5(a) is especially strong. The requirement on∇p(·) being Lipschitz
continuous rules out regularizers such as p(θ) =
∑d
j=1 |θj |c, c ∈ (1, 2), which can be useful if sparse
solutions are preferred. The requirement on the convergence to p∞ also seems strong, since if ∇p(·)
is Lipschitz continuous, then for all a > 0, the functions p(aθ)/a2 are pointwise bounded and there
always exists a sequence of them converging to a finite convex function. It may be possible to relax
this requirement if one can make sure that the proof arguments in [4, Chap. 6.3] still go through
under weakened conditions. We also note that it can be shown that Assumption 5.5(a) and (c)
imply Assumption 5.5(b). However, the latter is a more natural assumption on the problem that
the unconstrained algorithm aims to solve, since p∞ is introduced only for the purpose of analysis.
The next two lemmas are two implications of the preceding assumptions. They concern the
optimal solutions of the minimization problem infθ Jp(θ) and the saddle points of its equivalent
minimax problem. We will need them to state our convergence result.
Lemma 5.2. Under Assumption 5.5(a)-(c), the set of optimal solutions of infθ Jp(θ) is compact. If
instead of Assumption 5.5(c), Assumption 5.5(c′) holds, then the subset of those optimal solutions
of infθ Jp(θ) in span{φ(S)} is nonempty and compact.
Proof. Proof by contradiction. Suppose that Assumption 5.5(a)-(c) hold and yet infθ Jp(θ) has an
unbounded (closed) set Θopt of optimal solutions. Let θi ∈ Θopt for i ≥ 0, with ai := ‖θi‖2 → +∞
as i→ +∞. Recall
Jp(θ) =
1
2
∥∥Πξ(T (λ)vθ − vθ)∥∥2ξ + p(θ) = 12∥∥Πξ(P (λ) − I)Φθ +Πξr(λ)π ∥∥2ξ + p(θ).
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By the optimality of the θi’s, Jp(θi) ≤ Jp(θ) for all θ ∈ ℜd. Therefore, with θ˜i = θi/ai = θi/‖θi‖2,
we have
1
a2i
Jp(aiθ˜i) =
1
a2i
Jp(θi) =
1
2
∥∥Πξ(P (λ) − I)Φθ˜i + 1aiΠξr(λ)π ∥∥2ξ + 1a2i p(aiθ˜i)
≤ 1
a2i
Jp(aiθ) (5.35)
for all θ ∈ ℜd. By choosing a subsequence if necessary, we can suppose that the sequence {θ˜i}
converges to a point θ˜∞ on the unit ball. Then, take i→ +∞ in both sides of (5.35), and we have,
by Assumption 5.5(a), that
lim
i→∞
1
a2i
Jp(aiθ˜i) =
1
2
∥∥Πξ(P (λ) − I)Φθ˜∞∥∥2ξ + p∞(θ˜∞)
≤ 12
∥∥Πξ(P (λ) − I)Φθ∥∥2ξ + p∞(θ) (5.36)
for all θ ∈ ℜd, where, to derive the inequality (5.36), we used the pointwise convergence of the convex
functions 1
a2
i
p(ai ·) to p∞(·), and to derive the first equality, we used the fact that this pointwise
convergence of 1
a2
i
p(ai ·) to p∞(·) implies that the convergence is uniform on a neighborhood of θ˜∞
[23, Theorem 10.8]. The inequality (5.36) implies that the point θ˜∞ 6= 0 is an optimal solution of
infθ
{
1
2‖Πξ(P (λ) − I)vθ‖2ξ + p∞(θ)
}
. This contradicts Assumption 5.5(c), under which the latter
optimization problem has the origin as its unique optimal solution. Therefore, the set of optimal
solutions to infθ Jp(θ) must be compact.
For the second part of the lemma, note that if ∇p(θ) ∈ span{φ(S)} for all θ ∈ span{φ(S)}, then
∇Jp(θ) ∈ span{φ(S)} for all θ ∈ span{φ(S)}. This implies that the subset Θ˜opt of those optimal
solutions of infθ Jp(θ) in span{φ(S)} is nonempty.44 Now apply the preceding proof argument with
the set Θ˜opt in place of Θopt, and it follows that Θ˜opt must be compact.
Recall from the discussion in Section 4.2.1 that the problem infθ Jp(θ) can be equivalently written
as the minimax problem
inf
θ
sup
x
ψo(θ, x) = inf
θ
sup
x∈span{φ(S)}
ψo(θ, x)
for the convex-concave function ψo(θ, x) = 〈Φx, T (λ)vθ − vθ〉ξ − 12‖Φx‖2ξ + p(θ) (cf. (4.30)), which is
constant over the subspace span{φ(S)}⊥ for each θ. Let Θopt = argmaxθ Jp(θ).
Lemma 5.3. Under Assumption 5.5(b), the maximization problem supx{infθ ψo(θ, x)} has a unique
optimal solution xopt in span{φ(S)}, and the set of saddle points of infθ supx∈span{φ(S)} ψo(θ, x) is
Θopt × {xopt}.
Proof. By the definition of a saddle point, (θ¯, x¯) is a saddle point of infθ supx ψ
o(θ, x) if and only if
∇ψo(θ¯, x¯) = (0, 0). The latter equation is the same as
(
Φ⊤Ξ (P (λ) − I)Φ)⊤x¯+∇p(θ¯) = 0, Φ⊤ΞΦx¯ = Φ⊤Ξ (T (λ)vθ¯ − vθ¯). (5.37)
Consider any θ¯ ∈ Θopt (which is nonempty by our assumption). The second equation in (5.37) has
a unique solution xθ¯ in span{φ(S)}, as discussed earlier (cf. (2.5)-(2.6)). By the optimality of θ¯ for
infθ Jp(θ), ∇Jp(θ¯) = ∇J(θ¯) +∇p(θ¯) = 0, and then using the expression (2.8) of ∇J(θ¯), we see that
(θ¯, xθ¯) satisfies the first equation in (5.37). Thus (θ¯, xθ¯) is a saddle point. It then follows from [23,
Lemma 36.2] that infθ supx ψ
o(θ, x) has a finite saddle-value and its saddle points are the points in
44To see this, let θopt be an optimal solution of infθ Jp(θ), and let θ¯ be the projection of θopt on span{φ(S)}. Then
by the convexity of Jp, Jp(θopt) ≥ Jp(θ¯) + 〈∇Jp(θ¯), θopt − θ¯〉 = Jp(θ¯), implying that θ¯ is also an optimal solution.
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Θopt ×Xopt, where Xopt = argmaxx{infθ ψo(θ, x)} is the set of dual optimal solutions. Obviously,
since in the preceding proof the point xθ¯ ∈ span{φ(S)}, Xopt ∩ span{φ(S)} 6= ∅. Suppose we can
find in this set two different points x1, x2. Then for any θ¯ ∈ Θopt, since both (θ¯, x1) and (θ¯, x2) are
saddle points, they must both satisfy (5.37). But the second equation in (5.37) has a unique solution
in span{φ(S)} for each θ¯, a contradiction. Therefore, Xopt ∩ span{φ(S)} must be a singleton.
Let Θ˜opt = argmaxθ Jp(θ) ∩ span{φ(S)} if Assumption 5.5(a)-(b) and (c′) hold; it is nonempty
and compact by Lemma 5.2. By the preceding Lemma 5.3, Θ˜opt × {xopt} is the subset of those
saddle points in span{φ(S)} × span{φ(S)} for the minimax problem infθ supx ψo(θ, x).
Here is our convergence result for the unconstrained GTDa:
Theorem 5.5. Let {(θn, xn)} be generated by the unconstrained single-time-scale GTDa algorithm
(5.33)-(5.34). Then under Assumption 5.3 and Assumption 5.5(a)-(c), for each given initial condi-
tion, {(θn, xn)} converges almost surely to the set Θopt × {xopt}. If instead of Assumption 5.5(c),
Assumption 5.5(c′) holds, then with θ0 ∈ span{φ(S)}, {(θn, xn)} converges almost surely to the set
Θ˜opt × {xopt}.
Remark 5.1 (About unconstrained GTDa with a scaling parameter η).
A version of Theorem 5.5 also holds for the unconstrained GTDa algorithm (4.54)-(4.55) or equiv-
alently, (4.52)-(4.53), which uses a scaling parameter η > 0. In this case, the conditions are the
same as stated by Theorem 5.5. In the conclusion, we only need to replace the minimax problem
infθ supx ψ
o(θ, x) by the minimax problem corresponding to η, which is
inf
θ∈ℜd
sup
x˜∈ℜd
{
a 〈Φx˜, T (λ)vθ − vθ〉ξ − a
2
2
‖Φx˜‖2ξ + p(θ)
}
, for a =
√
η, (5.38)
and use its unique dual optimal solution x˜opt in the subspace span{φ(S)} in replace of the point
xopt. The convergence conclusion for (4.54)-(4.55) then translates to that for (4.52)-(4.53) via the
correspondence x =
√
η x˜. The reasoning is essentially the same as that given in Section 4.2.4
for the constrained GTDa, which shows why the case η > 0 can be treated by the same line of
analysis for η = 1. In particular, the derivation of the preceding minimax problem (5.38) is similar
to that of (4.60), and since the two minimax problems, (5.38) and infθ supx ψ
o(θ, x), have the same
structure, the arguments we give in this subsection for proving Theorem 5.5 carry over to the general
case η > 0.
5.3.1 Convergence proof
We apply the “natural averaging” argument given in [4, Chaps. 6.2-6.3] to prove Theorem 5.5.
Assumption 5.5 is indeed introduced for this purpose. Let us derive more implications of it, which
will be needed to show that the conditions required by the analysis in [4] are satisfied.
First, consider the desired mean ODE for the unconstrained GTDa algorithm (5.33)-(5.34),
θ˙(t) = g¯(θ(t), x(t)) −∇p(θ(t)), x˙(t) = k¯(θ(t), x(t)), (5.39)
where the functions g¯, k¯ are defined as in (4.28):
g¯(θ, x) =
(
Φ⊤Ξ (I − P (λ))Φ)⊤x, κ¯(θ, x) = Φ⊤Ξ (T (λ)vθ − vθ)− Φ⊤ΞΦx.
Note that, as before, from any initial x(0) ∈ span{φ(S)}, the x-component of the solution of (5.39)
lies entirely in span{φ(S)}. Note also that if, as assumed in Assumption 5.5(c′), ∇p(θ) ∈ span{Φ(S)}
for all θ ∈ span{Φ(S)}, then from any initial θ(0) ∈ span{Φ(S)}, the θ-component of the solution of
(5.39) also lies entirely in span{φ(S)}. We can use the same analysis given in Section 4.2.1 for the
constrained GTDa to show that the above ODE has the following solution properties:
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Lemma 5.4.
(i) Under Assumption 5.5(a)-(c), consider the ODE (5.39) on the space ℜd × span{φ(S)}. Then
w.r.t. the latter space, the set Θopt × {xopt} is globally asymptotically stable.
(ii) Under Assumption 5.5(a)-(b) and (c′), consider the ODE (5.39) on the space span{φ(S)} ×
span{φ(S)}. Then w.r.t. the latter space, the set Θ˜opt×{xopt} is globally asymptotically stable.
Proof. Recall the solution properties of differential inclusion with a maximal monotone mapping A
given by [2, Theorem 1, Chap. 3] and described in Section 4.2.1. We apply them here with A being
the maximal monotone mapping (θ, x) 7→ (∇θψo(θ, x),−∇xψo(θ, x)). With y(t) = (θ(t), x(t)), the
ODE (5.39) is the same as y˙(t) = −A(y(t)). For any θ¯ ∈ Θopt and x¯ = xopt, y(·) ≡ (θ¯, x¯) is a
solution of (5.39). Then by the solution property (iii) for differential inclusion with A described
in Section 4.2.1, for any ǫ > 0, starting from the ǫ-neighborhood of Θopt × {xopt}, the solutions of
(5.39) remain in that same neighborhood.
Now consider an arbitrary solution y¯(·) of (5.39) with the initial y¯(0) ∈ ℜd× span{φ(S)}. Define
a set D ⊂ ℜd × span{φ(S)} by
D =
{
(θ, x)
∣∣∣ dist((θ, x), Θopt × {xopt}) ≤ dist(y¯(0), Θopt × {xopt})} ∩ (ℜd × span{φ(S)}).
Note that D is compact by Lemma 5.2, and any solution of (5.39) starting from D remains in D.
Then, as t → +∞, y¯(t) must converge to the set ∩t¯≥0 cl{y(t) | y(0) ∈ D, t ≥ t¯ }, which is the limit
set of the ODE (5.39) for all initial conditions in D.
We now apply the same proof arguments given in Section 4.2.1 for analyzing the limit set of the
ODE associated with the constrained GTDa. In particular, with the set D in place of the constraint
set Bθ×Bx, Lemma 4.5 and its proof remain valid for the case here, and Lemma 4.6 and Cor. 4.1 then
also hold for the ODE (5.39) here. In turn, the proof of Prop. 4.1 (which uses Cor. 4.1, as we recall)
also applies here, if we now take the sets Bθ and Bx appearing in that proof to be the entire space ℜd,
and let all the boundary reflection terms of the ODE be zero in that proof. The result of applying
the proof of Prop. 4.1 here is that the limit set ∩t¯≥0 cl{y(t) | y(0) ∈ D, t ≥ t¯ } = Θopt × {xopt},
analogous to Prop. 4.1. This shows that any solution y¯(t) must converge to Θopt×{xopt} as t→ +∞.
So w.r.t. the space ℜd × span{φ(S)}, the set Θopt × {xopt} is globally asymptotically stable.
The second part of the lemma follows from the same argument, with span{φ(S)} × span{φ(S)}
in place of the space ℜd × span{φ(S)}.
Consider now the minimization problem infθ
{
1
2‖Πξ(P (λ) − I)vθ‖2ξ + p∞(θ)
}
appearing in As-
sumption 5.5. The same reasoning given before (4.29) in Section 4.2.1 shows that it is equivalent to
the minimax problem
inf
θ
sup
x
ψ∞(θ, x), where ψ∞(θ, x) := 〈Φx, (P (λ) − I)vθ〉ξ − 12‖Φx‖2ξ + p∞(θ). (5.40)
Analogously to (5.39), consider the following ODE for solving this minimax problem:
θ˙(t) = −∇θψ∞(θ(t), x(t)), x˙(t) = ∇xψ∞(θ(t), x(t)), (5.41)
where
∇θψ∞(θ, x) =
(
Φ⊤Ξ (P (λ) − I)Φ)⊤x+∇p∞(θ), ∇xψ∞(θ, x) = Φ⊤Ξ (P (λ) − I)vθ − Φ⊤ΞΦx.
We need the following two implications of Assumption 5.5, which will be used in establishing the
boundedness of the iterates of the unconstrained GTDa algorithm.
Lemma 5.5. Under Assumption 5.5(a), for each (θ, x),
lim
a→+∞
1
a g¯(aθ, ax) − 1a ∇p(aθ) = −∇θψ∞(θ, x), lima→+∞
1
a k¯(aθ, ax) = ∇xψ∞(θ, x),
and the convergence is uniform on any compact set of (θ, x).
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Proof. It is clear that 1a g¯(aθ, ax) =
(
Φ⊤Ξ (I−P (λ))Φ)⊤x for any a > 0, and lima→+∞ 1a k¯(aθ, ax) =
Φ⊤Ξ (P (λ) − I)vθ − Φ⊤ΞΦx = ∇xψ∞(θ, x) and the convergence is uniform on any compact set of
(θ, x). Now note that 1a ∇p(aθ) is the gradient of the convex function 1a2 p(aθ) at θ. By Assump-
tion 5.5(a), as a → +∞, the function 1a2 p(aθ) converges pointwise to the convex differentiable
function p∞(θ). Then by [23, Theorem 35.10], as a → +∞, the gradients 1a ∇p(aθ) of 1a2 p(aθ)
converge to ∇p∞(θ) uniformly on any compact set of θ. The lemma then follows.
Lemma 5.6. Let Assumption 5.5(a) hold in what follows.
(i) Under Assumption 5.5(c) or (c′), the point x = 0 is the unique dual optimal solution in
span{φ(S)} for the minimax problem (5.40), and the point (θ, x) = (0, 0) is its saddle point.
(ii) If Assumption 5.5(c) (respectively, (c′)) holds, then for the ODE (5.41) on the space ℜd ×
span{φ(S)} (respectively, the space span{φ(S)} × span{φ(S)}), the point (θ, x) = (0, 0) is
globally asymptotically stable.
Proof. The first part follows from the same proof of Lemma 5.3 with the function ψ∞ in place of ψ
o
and with the point θopt = 0 in place of the set Θopt.
For the second part, the case of Assumption 5.5(c) follows from the proof of Lemma 5.4 with ψ∞
in place of ψo and with the point (θopt, xopt) = (0, 0) in place of the set Θopt×{xopt}. For the case of
Assumption 5.5(c′), note first that 1a ∇p(aθ)→ ∇p∞(θ) as shown in the proof of Lemma 5.5. Then,
since ∇p(aθ) ∈ span{φ(S)} for all θ ∈ span{φ(S)} under Assumption 5.5(c′), we have ∇p∞(θ) ∈
span{φ(S)} for all θ ∈ span{φ(S)}. The desired conclusion then follows from the first part of the
proof of Lemma 5.4, with ψ∞ in place of ψ
o, with the point (θopt, xopt) = (0, 0) in place of the set
Θopt×{xopt}, and with the space span{φ(S)}×span{φ(S)} in place of the space ℜd×span{φ(S)}.
Finally, we are ready to prove Theorem 5.5:
Proof of Theorem 5.5. First, let us note the space we work with in the proof. In the case where
Assumption 5.5(c) or (c′) holds, we restrict attention to the space ℜd × span{φ(S)} or the space
span{φ(S)} × span{φ(S)}, respectively. Recall that in each of these two cases, it is ensured by our
assumption on the initial condition x0, e0 and θ0 for the algorithm that all the iterates {(θn, xn)} lie
in the corresponding space ℜd × span{φ(S)} or span{φ(S)} × span{φ(S)}.
Under Assumption 5.3, by Prop. 2.1(i), the process {Zn} is an ergodic weak Feller Markov chain
with a unique invariant probability measure. To prove the theorem, we will apply the “natural
averaging” results of [4, Chaps. 6.2-6.3] for the “uncontrolled” case, which involves an ergodic weak
Feller Markov chain whose evolution is not affected by the (θ, x)-iterates of the algorithm. Under our
Assumption 5.3(ii), the traces {en} lie in a pre-determined compact set by the choice of λ. With the
trace component e of z restricted to this compact set, the continuous functions g(θ, x, z), k(θ, x, z)
in our GTDa algorithm are Lipschitz continuous in (θ, x) uniformly w.r.t. z. By Assumption 5.5(i),
the gradient mapping ∇p(θ) is Lipschitz continuous. These two facts together fulfill the condition
on the algorithm in [4, Chaps. 6.2, p. 68].
With the boundedness of {en} just mentioned, it also holds trivially that the set of random
probability measures µα,tτ , t ≥ 0 defined before Lemma 5.1 in Section 5.1.1 is tight for each τ ≥ 0.
This fulfills one major assumption in the analysis in [4, Chaps. 6.2-6.3] (cf. page 71 therein). The
second major assumption is for proving that the iterates of the algorithm are almost surely bounded,
and it is the condition in [4, Theorem 9, Chap. 6.3]. This condition is the same as the properties
stated in our Lemma 5.5 and Lemma 5.6(ii) above, and which is thus fulfilled by these lemmas.
Then, applying [4, Theorem 9, Chap. 6.3], we obtain that the iterates (θn, xn) are almost surely
bounded, and in turn, applying [4, Theorem 7 and Corollary 8, Chap. 6.3], we obtain that {(θn, xn)}
converges almost surely to an internally chain transitive invariant set of the ODE (5.39), for the
space ℜd× span{φ(S)} or the space span{φ(S)}× span{φ(S)} that we work with (which depends on
whether Assumption 5.5(c) or (c′) holds, as noted at the beginning of the proof). Finally, combining
this conclusion with Lemma 5.4, we obtain the conclusions of Theorem 5.5.
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6 Discussion
We have presented a collection of convergence results for a number of gradient-based off-policy TD
algorithms, including the two-time-scale GTD and mirror-descent GTD algorithms, the single-time-
scale GTDa algorithm, as well as the biased variants of these algorithms. For slowly diminishing
stepsize and constant stepsize, using the weak convergence method, we have shown that w.r.t. a
sense of convergence that is weaker than the almost sure convergence, all these algorithms have
comparable, satisfactory convergence properties, whether they employ state-dependent or history-
dependent λ. For the standard type of diminishing stepsize, however, concerning the almost sure
convergence of the algorithms, our results are more satisfactory in the case of history-dependent λ
where the traces are bounded, and more limited in the case of state-dependent λ (including constant
λ) where the traces can be unbounded. We believe this is not entirely an artifact of the analysis:
It could be that with general state-dependent (or constant) λ, in certain situations, the algorithms
need not converge almost surely under the standard diminishing stepsize condition, whereas in some
other situations, our current results can be strengthened. Further investigation is needed in order
to clarify this issue.
In this paper we have focused on one case of history-dependent λ where the way λ(·) and memory
states are defined ensures that the state-trace process has a unique invariant probability measure.
Another worthwhile subject for future research, as mentioned in the introduction, is to use stochastic
approximation theory for differential inclusions to study the asymptotic behavior of the TD algo-
rithms when the λ-parameters are chosen in a history-dependent way that is more flexible than the
one we considered and when the state-trace process can have multiple invariant probability measures.
Acknowledgement
I thank Professor Richard Sutton for helpful discussion. This research was supported by a grant
from Alberta Innovates—Technology Futures.
85
References
[1] Akin, E. (1993). The General Topology of Dynamical Systems. American Mathematical Society.
[2] Aubin, J.-P. and Cellina, A. (1985). Differential Inclusions: Set-Valued Maps and Viability Theory.
Springer, Berlin.
[3] Bertsekas, D. P. and Tsitsiklis, J. N. (1996). Neuro-Dynamic Programming. Athena Scientific, Belmont,
MA.
[4] Borkar, V. S. (2008). Stochastic Approximation: A Dynamic Viewpoint. Cambridge University Press,
Cambridge.
[5] Dudley, R. M. (2002). Real Analysis and Probability. Cambridge University Press, Cambridge.
[6] Karmakar, P. and Bhatnagar, S. (2015). Two timescale stochastic approximation with controlled Markov
noise and off-policy temporal difference learning. arXiv:1503.09105. To appear in Mathematics of Opera-
tions Research.
[7] Kushner, H. J. and Clark, D. S. (1978). Stochastic Approximation Methods for Constrained and Uncon-
strained Systems. Springer, New York.
[8] Kushner, H. J. and Yin, G. G. (2003). Stochastic Approximation and Recursive Algorithms and Appli-
cations. Springer, New York, 2nd edition.
[9] Liu, B., Liu, J., Ghavamzadeh, M., Mahadevan, S., and Petrik, M. (2015). Finite-sample analysis of
proximal gradient TD algorithms. In The 31st Conference on Uncertainty in Artificial Intelligence (UAI).
[10] Maei, H. R. (2011). Gradient Temporal-Difference Learning Algorithms. PhD thesis, University of
Alberta.
[11] Maei, H. R. and Sutton, R. S. (2010). GQ(λ): A general gradient algorithm for temporal-difference
prediction learning with eligibility traces. In The 3rd Conference on Artificial General Intelligence.
[12] Mahadevan, S. and Liu, B. (2012). Sparse Q-learning with mirror descent. In The 28th Conference on
Uncertainty in Artificial Intelligence (UAI).
[13] Mahadevan, S., Liu, B., Thomas, P., Dabney, W., Giguere, S., Jacek, N., Gemp, I., and Liu, J. (2014).
Proximal reinforcement learning: A new theory of sequential decision making in primal-dual spaces.
arXiv:1405.6757.
[14] Mahmood, A. R., Yu, H., and Sutton, R. S. (2017). Multi-step off-policy learning without importance-
sampling ratios. arXiv:1702.03006.
[15] Meyn, S. (1989). Ergodic theorems for discrete time stochastic systems using a stochastic Lyapunov
function. SIAM Journal on Control and Optimization, 27:1409–1439.
[16] Meyn, S. and Tweedie, R. L. (2009). Markov Chains and Stochastic Stability. Cambridge University
Press, Cambridge, 2nd edition.
[17] Munos, R., Stepleton, T., Harutyunyan, A., and Bellemare, M. G. (2016). Safe and efficient off-policy
reinforcement learning. In Advances in Neural Information Processing Systems (NIPS) 29.
[18] Nemirovsky, A. S. and Yudin, D. B. (1983). Problem Complexity and Method Efficiency in Optimization.
John Wiley & Sons, New York.
[19] Nummelin, E. (1984). General Irreducible Markov Chains and Non-Negative Operators. Cambridge
University Press, Cambridge.
[20] Polyak, B. T. and Juditsky, A. B. (1992). Acceleration of stochastic approximation by averaging. SIAM
Journal on Control and Optimization, 30:838–855.
[21] Precup, D., Sutton, R. S., and Singh, S. (2000). Eligibility traces for off-policy policy evaluation. In
The 17th International Conference on Machine Learning (ICML).
[22] Puterman, M. L. (1994). Markov Decision Processes: Discrete Stochastic Dynamic Programming. John
Wiley & Sons, New York.
[23] Rockafellar, R. T. (1970). Convex Analysis. Princeton University Press, Princeton, NJ.
[24] Rockafellar, R. T. and Wets, R. J.-B. (1998). Variational Analysis. Springer, Berlin, 1st edition.
[25] Rudin, W. (1966). Real and Complex Analysis. McGraw-Hill, New York.
[26] Scherrer, B. (2010). Should one compute the temporal difference fix point or minimize the Bellman
residual? The unified oblique projection view. In The 27th International Conference on Machine Learning
(ICML).
[27] Sutton, R. S. (1988). Learning to predict by the methods of temporal differences. Machine Learning,
3:9–44.
[28] Sutton, R. S. (1995). TD models: Modeling the world at a mixture of time scales. In The 12th
International Conference on Machine Learning (ICML).
86 Convergence of some Gradient-based TD Algorithms
[29] Sutton, R. S. (2009). The grand challenge of predictive empirical abstract knowledge. In IJCAI
Workshop on Grand Challenges for Reasoning from Experiences.
[30] Sutton, R. S. and Barto, A. G. (1998). Reinforcement Learning. MIT Press, Cambridge, MA.
[31] Sutton, R. S., Maei, H. R., Precup, D., Bhatnagar, S., Silver, D., Szepesva´ri, C., and Wiewiora, E.
(2009). Fast gradient-descent methods for temporal-difference learning with linear function approximation.
In The 26th International Conference on Machine Learning (ICML).
[32] Sutton, R. S., Mahmood, A. R., and White, M. (2016). An emphatic approach to the problem of
off-policy temporal-difference learning. Journal of Machine Learning Research, 17(73):1–29.
[33] Sutton, R. S., Szepesva´ri, C., and Maei, H. R. (2008). A convergent O(n) algorithm for off-policy
temporal-difference learning with linear function approximation. In Advances in Neural Information
Processing Systems (NIPS) 21.
[34] Tsitsiklis, J. N. and Van Roy, B. (1997). An analysis of temporal-difference learning with function
approximation. IEEE Transactions on Automatic Control, 42(5):674–690.
[35] Yu, H. (2012). Least squares temporal difference methods: An analysis under general conditions. SIAM
Journal on Control and Optimization, 50:3310–3343.
[36] Yu, H. (2015). On convergence of emphatic temporal-difference learning.
http://arxiv.org/abs/1506.02582; a shorter version appeared in The 28th Annual Conference
on Learning Theory (COLT).
[37] Yu, H. (2016). Weak convergence properties of constrained emphatic temporal-difference learning with
constant and slowly diminishing stepsize. Journal of Machine Learning Research, 17(220):1–58.
[38] Yu, H. and Bertsekas, D. P. (2010). Error bounds for approximations from projected linear equations.
Mathematics of Operations Research, 35(2):306–329.
[39] Yu, H. and Bertsekas, D. P. (2012). Weighted Bellman equations and their applications in approximate
dynamic programming. LIDS Technical Report 2876, MIT.
[40] Yu, H., Mahmood, A. R., and Sutton, R. S. (2017). On generalized Bellman equations and temporal-
difference learning. http://arxiv.org/abs/1704.04463. A short version appeared in The 30th Canadian
Artificial Intelligence Conference (CAI).
