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Abstract
Batteries are increasingly important in modern technologies. This is parti-
cularly true in the automotive sector, with hybrid vehicles using batteries to
augment the traction power traditionally provided by the internal combus-
tion engine. In such applications, one of the most important factors is the
Dynamic Charge Acceptance (DCA) performance of the battery.
This study investigates the standard method for establishing DCA perfor-
mance and determines how the individual parameters of the test procedure
and external factors influence the performance of lead-acid cells. This work
identifies shortcomings of the standard test, which result in the true DCA
performance being better than the standard test suggests. A series of mo-
difications are proposed, which are shown to produce a more representative
result.
An investigation is performed to determine the effect of cell degradation
on charge acceptance. This shows that the DCA test itself is not well suited to
assessing the effects of degradation on DCA, and causes the results to appear
worse than reality. The work also demonstrates that the usual methods of
characterising degradation do not correlate well with DCA performance, and
there is very little reduction in charge acceptance over the operational life of
the cell.
Investigations are undertaken into methods by which DCA performance
may be improved. This shows that the application of ac ripple currents to
batteries causes a significant increase in charge acceptance, and demonstrates
how the frequency of the ripple is important in achieving the best results.
This study also shows that the ripple currents have no detrimental effects on
the health of the battery.
Finally, the work is extended to cover lithium cells. This shows that
whilst the DCA performance of lithium is more consistent, maximum charge
acceptance is less than lead. It is shown that, by reducing maximum charge
voltage, cycle life of cells can be extended without significant loss of stored
energy.
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Chapter 1
Introduction
1.1 Background & Motivation
Batteries are now becoming an increasingly important aspect of modern
technologies. For many years, they have been used to provide energy in
low-power portable devices, and as an auxiliary supply in vehicles. Battery
technology in these areas is mature and well understood. Recently, driven
by environmental and economic factors, battery technology has begun to be
used far more widely, particularly in the power and automotive sectors.
With increases in the costs of electricity, together with more awareness
of the environmental impact of fossil fuel usage, it is becoming increasingly
popular for domestic consumers to install renewable energy systems on their
homes. These systems fall into two primary categories, heat and electricity.
Heat systems gather solar or geothermal heat energy, and store it for later
use; of more interest to this project are the electrical systems. These systems
use renewable resources to generate electricity, the major benefit with elec-
trical systems is the flexibility of the energy source. Whereas a heat system
is limited to heating the building, renewable electricity may be used to heat,
cool, light and power the building, depending on the requirements and sys-
tems installed. A secondary benefit of the electrical systems is the ability to
feed energy back into the grid. In many areas, such as the UK, consumers are
paid a feed-in tariff (FiT) for the energy they supply; this gives an additional
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Figure 1.1: UK FIT Accredited Installations, Jan 2010 – Jun 2018 [1]
financial incentive to the installation of an electrical system. The number of
installations which are accredited to receive this FiT, together with the total
installed capacity is shown in figure 1.1. It may be seen from this figure that
the uptake has been considerable over the period 2010 – 2018.
The energy may be generated in several ways, solar photovoltaic (PV)
systems convert sunlight directly into electricity, whilst other methods such
as wind turbines or hydro-electric systems use the energy from moving air or
water respectively to drive a generator. Once generated the electricity must
be stored until it is needed, this is particularly important for PV systems,
where demand is likely to be greatest when generation is least, at night, for
example. Batteries are the primary means of providing energy storage in
these systems. The ability of the battery to collect and store the energy
available is thus a critical factor in the overall effectiveness of the system,
and therefore it is of great importance that the performance of batteries in
such systems is well understood.
At a much larger scale, battery storage systems are beginning to be used
as high-power, short-term energy sources to provide distributed supply and
frequency balancing for mains power grids. In this application, large capacity
banks of batteries are placed at strategic points within the power distribution
system, they may then be used to meet short-term imbalances in demand and
2
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Figure 1.2: UK Electric Vehicle Registrations, Jan 2011 – Jun 2018 [2]
provide a power buffer to cover transient loads which traditional generating
stations cannot react quickly enough to correct. As with the domestic sy-
stems the performance of the batteries is the major limiting factor to the
overall effectiveness of the system.
Another aspect to consider with both systems is the capital cost of the
battery, in both cases this is a significant proportion of the cost of the overall
system. To maximise the cost efficiency of the systems it is crucial that the
batteries are operated in a way that maximises their lifetime, whilst still
maintaining satisfactory performance in terms of energy storage and supply.
In the automotive sector the battery has traditionally been simply an
auxiliary power source, used for starting, lighting and ignition (SLI) of the
vehicle, once running the internal combustion (IC) engine supplies all power.
Driven by a desire to reduce emissions and fuel consumption, modern Hybrid
Electric Vehicles (HEVs) are beginning to use the battery as an integral part
of the traction package, or in the case of fully Electric Vehicles (EVs), as
a complete replacement for the IC engine. Figure 1.2 shows the number of
hybrid and fully electric vehicles registered in the period 2011 – 2018, again
it may be seen that the uptake of such vehicles has been considerable.
There are many possible configurations of drive train for HEV applicati-
ons but all make the battery a key part of the vehicle’s transmission system.
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The increased mass and complexity of a HEV drive system, together with
the required battery packs means compromises must be made to the size and
performance of the IC engine fitted to the vehicle; this typically means the
use of a smaller, less powerful unit. Whilst the fitting of a smaller IC engine
is the main cost and environmental benefit of HEVs — a smaller engine uses
less fuel and produces less emissions — the reduction in performance is a
large disadvantage to consumers. To overcome this issue the HEV makes
use of its battery and electrical machine to supplement the power of the IC
engine when accelerating, and returning energy to the batteries by using the
electric machine as a generator under braking. In this way the performance
of the vehicle is maintained.
It may be seen that the use of batteries in HEV applications are sub-
ject to similar requirements to those of renewable and grid storage, that the
battery is a crucial and expensive part of the system. In all cases the per-
formance of the battery, both in terms of energy storage and longevity are
critical to the overall effectiveness and attractiveness of the systems in which
they are installed. The performance of batteries of various chemistries in all
these applications is now the subject of much research, and the continued
advancement of knowledge is necessary if these areas of technology are to
continue to advance.
The use of a battery as a dynamic energy storage device places certain
requirements on the system in which it is to be used. Firstly batteries are dc
devices, therefore any system with ac input or output requirements, such as
renewable or grid storage, will require ac-dc power conversion. Secondly, in all
the systems discussed, the power flow is bi-directional; energy flows into the
battery to be stored, at some later point it flows back out to perform useful
work. It is therefore necessary for the power electronics to be capable of bi-
directional operation. The final major consideration is the operating voltage
of the battery, whilst the specific values vary with chemistry, all batteries have
a defined voltage range in which they must be operated. There is a certain
amount of leeway given by the configuration of the batteries, the voltage may
be increased by using several in series, for instance, and practical systems
often utilise many batteries in various series and parallel configurations to
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achieve more desirable performance.
Clearly then, in most systems the battery cannot be used in isolation,
it must come with a power converter if it is to perform effectively. The
requirements discussed above also show that the power converter may need to
perform multiple tasks, it must certainly be bi-directional, but may also need
to be capable of inversion, rectification or transformation, or any combination
thereof. Furthermore, to maximise the effectiveness and attractiveness of
the system the converter must be as efficient as possible. It may be seen
therefore, that the converter is as critical to the overall system performance
as the battery itself.
In recent years advances in power transistor technology and microcon-
troller design have allowed for improvements to converter designs, of most
interest to this project is the increases in switching frequency which have been
achieved. Increasing the frequency of device switching in converters allows for
a reduction in the value of the inductors required, thus allowing the inductor
to be physically smaller. This then leads to reduced overall converter size and
reduced material costs. These benefits, combined with modern high-speed
switching devices and readily available, powerful microcontroller-based con-
trol systems have allowed high-frequency converters capable of meeting the
needs of a battery-based energy storage system to become readily available
at reasonable cost.
Any switched-mode converter will produce some ripple current on its out-
puts, this is a fundamental artefact of the way such converters work. The
use of high-frequency converters with battery systems applies the ripple pro-
duced onto the battery. As many of these systems, particularly in renewable
and grid storage applications are expected to be operating continuously for
long periods of time, the battery will be subjected to extended operation in
the presence of high-frequency ripple currents.
1.2 Thesis Contributions
The aim of this research is to investigate Dynamic Charge Acceptance (DCA)
and its associated effects as applied to automotive applications, and linked
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to this, investigate how the application of high-frequency current ripple to
batteries affects their performance in terms of DCA and lifetime. Together
these areas represent two important limiting factors to the increased uptake
of battery technology, namely energy storage effectiveness and longevity.
Through four novel chapters, investigations are presented into the analysis
of the effects of various external factors on DCA performance, and possible
methodologies to improve it. Increased understanding of DCA performance
of automotive batteries will lead to improvements in performance of HEVs,
better battery designs and control schemes to maximise DCA performance.
This should make HEVs more attractive, helping to reduce fossil fuel use and
environmental damage.
Results are also presented into the effects of the operation of batteries
in the presence of high-frequency ripple currents, showing the influence such
currents have on the lifetime and DCA performance of batteries. By better
understanding the effects of high-frequency ripple, it may be possible to
design converters to maximise the benefits or minimise any negative effects,
alternatively, it may be that the ripple has no detrimental effect. In this
case it would be possible to reduce the output filtering of the converter, thus
reducing component count, cost and complexity.
The novel results arising from this research have been the subject of two
journal articles and four conference proceedings papers. A summary of the
contributions presented in this thesis is given below:
Analysis of the effects of varying test and environmental conditions
on DCA performance
DCA has been recognised as a critical factor influencing the performance of
batteries in HEV applications. This has resulted in much research into DCA
and the factors which influence it, which has culminated in the adoption of a
European Standard test procedure for characterising DCA performance; this
procedure however, does not address all the factors which have been shown
to affect DCA performance.
Chapter 3 therefore presents a detailed sensitivity analysis to determine
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how varying the conditions used within the test procedure, together with
external factors, influence the results produced by the DCA test. This work
shows that the standard test methodology has several shortcomings, and for
HEV applications produces results which suggest significantly poorer DCA
performance than is likely to be the case in reality. A modified test procedure
is proposed and experimentally validated, showing the importance of using
charge currents which are representative of real-world conditions and of dis-
tinguishing DCA with respect to both temperature and operational history
independently.
Analysis of the effects of cell degradation on DCA performance
Chapter 4 extends the work of the previous chapter to consider the effects of
cell degradation on DCA performance. This demonstrates how the metho-
dology of the standard test procedure may again produce misleading results,
suggesting that DCA performance reduces proportionally in line with cell
capacity.
This is in fact not the case, and DCA performance is not closely correlated
with capacity as a cell degrades. Further, this chapter demonstrates that for
the typical lifetime of a cell, DCA performance does not significantly change,
despite the degradation of the cell and consequent loss of capacity. This
indicates that for applications where DCA performance is more important
than absolute capacity, cell lifetime may be longer than would typically be
expected from capacity loss alone.
Analysis of the influence of high-frequency ripple currents on DCA
performance and cell lifetime
Where the previous chapters considered how to better assess DCA perfor-
mance, Chapter 5 considers how DCA performance may be actively improved
by the application of high-frequency ripple currents. A wide-bandwidth hy-
brid battery model is proposed, which indicates the likely range of frequencies
over which ripple currents may be effective.
A range of ripple currents are applied to a battery using a custom-made
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ripple generator. This shows that the application of ripple currents can
significantly improve DCA performance, and that selection of the proper
frequency is vital if the benefits are to be maximised. This work demonstrates
that the battery suffers no detrimental effects as a result of being exposed to
ripple currents, even for long periods. Further it is shown that the presence
of ripple currents does not cause any worsening of cell imbalance issues.
DCA and charging performance of lithium-based cells
Chapter 6 extends the work of previous chapters to consider how aspects
of the research described in preceding chapters may be applied to lithium
based cells. Firstly, the DCA performance of lithium is considered; this shows
that whilst the charge acceptance of lithium is more consistent, lead-acid is
capable of much higher levels of charge acceptance than lithium.
Secondly, an investigation is performed to determine the most appropriate
charging strategy for lithium cells when they are subject to a high-rate charge.
This demonstrates that high-rate charging need not result in high levels of
degradation, and cycle life can be significantly extended simply by a small
reduction in the maximum charge voltage. Further it is shown that these
benefits may be achieved without significant loss of energy storage capability.
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Chapter 2
Literature Review
The work proposed for this project focusses on two separate but related
areas of battery research, and therefore the review undertaken has similarly
been divided into two sections. Furthermore, the objectives of the proposed
project differ between the areas, thereby necessitating a different kind of
review between each area.
For the DCA analysis the investigation is primarily concerned with ex-
tending the current DCA testing methodologies to better match real-world
HEV operating conditions. To this end the review has concentrated on un-
derstanding the ways batteries are now being used in the automotive sector
and the reasons for DCA becoming an important factor in their performance.
For high-frequency ripple effects on the other hand, the objective of the
work is to investigate whether ripple may be beneficial to DCA performance,
and if the application of ripple currents may have any damaging side-effects
for the battery. Therefore, the review has concentrated on identifying the
range of frequencies at which converters typically operate, and assessing any
previous work on ripple effects on battery life or DCA performance underta-
ken in this area.
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2.1 Dynamic Charge Acceptance
The years following the millennium have seen battery technology and per-
formance become increasingly important in automotive applications. Driven
by a desire to reduce emissions and rises in fuel costs, the function of au-
tomotive batteries has shifted from an auxiliary power source to providing
significant contributions to the performance of the vehicle; particularly in
the case of fully electric vehicles, where it is the only source of energy. This,
coupled with increasingly power-hungry driver-aids, entertainment and hea-
ting, ventilation and air-conditioning (HVAC) systems makes it increasingly
important that the behaviour of automotive batteries is well understood.
One key area which has emerged is that of the DCA performance of au-
tomotive batteries. Fundamentally, DCA is a measure of a battery’s ability
to accept charge under high-rate partial state of charge (HRPSoC) conditi-
ons. The DCA test procedure determines this ability by applying a current
waveform as shown in figure 2.1 to the battery under test, the response to
this stimulus is used to determine the DCA performance. The key aspect of
this waveform, from which DCA is determined is the initial charge pulse (t1
– t2), which lasts for 10 seconds. During this period of charging the terminal
voltage of the battery will rise, in the ideal case this rise will remain below
the maximum voltage allowable (2.47 V per cell for lead-acid), and all of the
available charge will be accepted by the cell. If, however, applied current
causes the voltage rises above the maximum safe value, the current is redu-
ced to maintain the voltage within its limits. In this case, as the current is
reduced, correspondingly, charge acceptance will also be less.
The charge pulse is followed by a rest period of 30 seconds, a discharge
pulse and finally another 30 second rest; together these make up one complete
DCA microcycle. Microcycles are not used individually, rather they are
grouped into a block of 20 to form a DCA Pulse Profile (DCAPP) which
is applied to the battery under test. DCA is calculated from the average
recuperation current, Irecu, from all the microcycles in the DCAPP. For each
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Figure 2.1: DCA Test Microcycle Current Profile (t1 – t5)
microcycle this is given by
Irecu =
Ahrecu · 3600
t
(2.1)
where Ahrecu is the charge accepted in ampere-hours and t is the length of
the charge pulse in seconds. Given that the charge pulse is known to have a
length of 10 seconds, the DCA for the complete 20-pulse DCAPP is given by
Irecu =
20∑
n=1
(Ahrecu(n)) · 18 (2.2)
A review of the literature concerning DCA has been undertaken to under-
stand how the changes in automotive battery usage have altered the demands
on the battery and how DCA has come to be an important factor. This has
revealed the literature to be separated into two broad groups, one concerning
the changes to battery demands over time and the emergence of DCA as a
concept [3–6], and the second concerning how batteries may be designed,
controlled or modelled to take account of or maximise DCA, and to develop
test procedures to quantify DCA performance [7–13]
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2.1.1 Identification & Emergence of DCA
Of all the literature reviewed, the first two papers provide the first indications
of how the use of batteries in automotive applications has begun to change.
They are amongst the first to mention DCA in literature [3,4]. These papers
present the initial work on the demands to be placed on batteries by the
use of hybrid technology in vehicles, they also begin to identify some key
conditions under which these batteries will be expected to operate. Such
conditions include HRPSoC operation, where the battery is exposed to high
charge and discharge currents across a wide range of state of charge (SoC)
conditions. This is presented in the context of examining the likely future
requirements for batteries supplied to large automotive original equipment
manufacturers (OEMs), in this case Ford. Taken together, they conclude
that, whilst lead-acid batteries remain a viable option for HEV applications,
it is important that the effects of these changed operating conditions be
considered.
The third paper in this group, [5], identifies charging, and specifically,
DCA as a key parameter which will influence the overall system performance
when batteries are used in hybrid and electric vehicle applications. This is the
first paper to propose specific test procedures to determine, amongst other
parameters, DCA performance. It also presents the results of an analysis into
some of the factors which influence DCA performance, and identifies the key
role that the history of the battery, i.e whether it has previously been charged
or discharged, and the rest period between this and the beginning of testing
plays in affecting the charge acceptance. A key conclusion of this paper is
that many testing regimes do not correlate well with the real-world operating
conditions of the battery, and therefore do not produce representative results.
Thus, if DCA performance is to be properly characterised, any test regime
must match as closely as practical the conditions a battery would see in
service. This paper also identifies that many of the factors which make DCA
an important factor in automotive applications, such as HRPSoC operation
and limited charge times are also found in other areas, such as static PV or
other renewable energy storage systems.
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The final paper examined in this area, [6], stands apart from the others so
far considered, firstly its publication date is significantly later (2012 vs. 2007
– 2009), and thus has the benefit of several years’ worth of real-world data
from vehicles to draw upon; secondly it is primarily focussed on the under-
lying chemical processes responsible for the battery performance observed.
The most useful feature of this paper, however, is the details it contains of
the typical currents and SoC ranges to be found in real-world hybrid vehicles.
The results of this work show that a typical HEV battery can expect to see
charge currents of up to 30 times the 1-hour rate, across a wide range of SoC
from around 50 % – 90 % SoC. This data allows comparisons to be drawn
between the currents which can be expected in service and those used during
the test procedures described below.
2.1.2 Developments in Charge Acceptance
The papers reviewed in this section form the second phase of research around
DCA. The work reported here was performed in the years following the pu-
blication of the papers covered in the previous section (with the exception
of [6], as mentioned above), once DCA had been formally identified and
codified as an important phenomena affecting automotive batteries. This
area can be further subdivided into two categories, those papers dealing
with the design and development of batteries and systems optimised spe-
cifically for performance under HRPSoC conditions [9, 13], and those con-
cerned with determining the factors responsible for DCA performance and
the development of models and test procedures to formally quantify such
performance [7, 8, 10–12].
The papers dealing with the development of batteries are useful sources
of information as they provide details of the way micro-hybrid vehicles have
been developed by major automotive manufacturers [9], and the challenges
this has posed for battery design. They also have detailed descriptions of
typical drive-cycle [9] and battery current [13] data extracted from real-world
testing of vehicles from a variety of OEMs, including BMW and VW. These
papers demonstrate how DCA has come to be recognised as a source of
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significant interest by major players in the automotive sector, and highlights
the importance of achieving a better understanding of the factors influencing
DCA performance.
Two papers, [7, 8] present the application of modelling and simulation
techniques to describe the underlying electrochemical processes which are re-
sponsible for the charge acceptance behaviour seen. This work is, of course,
useful in and of itself in furthering the understanding of DCA, but of par-
ticular interest to this project is the experimental validation of the results
described by [7]. This presents one of the first descriptions in literature of a
test procedure specifically designed to characterise DCA performance, taking
account of the various factors previously identified, such as SoC and history.
The procedure proposes the use of a series of repeated charge and discharge
pulses of varying currents to test the charge acceptance performance of the
battery. This represents the beginnings of the development of a standardised
method for testing and characterising the DCA performance of batteries.
The remaining papers reviewed in this area expand on this. The work
reported in [10] presents a detailed review of the previous literature and
identifies all the key factors which have been shown to influence battery
performance in micro-hybrid vehicles; these being SoC, rest time between
charges, temperature and history. This is then built upon by [11], which
proposes a detailed test procedure to fully analyse battery behaviour in such
applications. This test procedure includes specific features to measure the
DCA performance across a range of SoC and also considers the effects of
history by measuring DCA performance at the same SoC with both charge
and discharge history.
This is further extended by [12], which presents a comparison of several
variants of a DCA test procedure. This paper attempts to identify the most
appropriate method to achieve a consistent, realistic assessment of DCA
performance in a sensible time-scale. This work concludes that the most
important factor in achieving a consistent DCA result is that the battery
be properly conditioned to a known SoC before the beginning of the DCA
testing phase. The end result of the above literature is the adoption of a Eu-
ropean Standard DCA test procedure, EN 50342-6, also known as the ‘A3’
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test procedure, and described by [14]. This test, however, does have some
shortcomings. It does not fully account for all the factors shown to influ-
ence DCA performance, particularly in respect to SoC; further, the currents
specified in the test are far lower than those reported in practice.
2.2 High-Frequency Ripple Effects
A review of the current literature on this subject has been found somewhat
lacking; there are relatively few papers discussing the topic, and of those
several performed their analyses at frequencies only around twice that of
the mains supply (100 – 120 Hz) [15–18]. Only three papers discuss battery
behaviour at higher frequencies [19–21], but even these go no further than 4,
8 & 20 kHz respectively — far below that of current-generation converters.
No mention at all has been found of any work dealing with the effects of
ripple currents on DCA performance, although several recent studies have
examined the effects of ripple currents on charging performance of cells [22–
25], albeit these papers all concern themselves with lithium cells. Despite
these shortcomings the literature does provide useful information regarding
the current state of research and the potential failure modes of batteries when
exposed to ripple currents.
2.2.1 Typical Converter Frequencies
The first stage of analysis was to determine the typical operating frequency
of converters. This would be critical to informing the project as it determines
the frequencies of most interest, both in terms of literature review and the
investigation itself. Of most use in this area is a paper dealing with the
reliability of power converters [26], as this provides much detailed information
regarding the characteristics of contemporary power converters.
The paper is an exercise in establishing the limiting factors to converter
reliability, however it is the approach taken — that of a survey of power
converter manufacturers — which yields the most useful data. As part of
the background analysis the industry respondents were asked about their
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Figure 2.2: Converter Switching Frequencies Data [26]
current converter designs, such things as device types, power rating and,
crucially, switching frequency. This broad, industry-based approach makes
the results extremely useful as it not only aggregates the individual responses
of many manufactures (56 in total), it also shows the specifications of current
generation technology. These are exactly the kinds of converter designs that
would be installed alongside modern battery systems.
The results of the survey itself are also highly informative. The most
interesting results, in this case are those regarding converter switching fre-
quency — these are reproduced here as figure 2.2. Of the respondents, the
majority switching frequency (around 28 %) lay in the 5 kHz – 20 kHz brac-
ket, although a very similar number were in the range of 500 Hz – 5 kHz.
This suggests that the majority of current converters will be operating in the
range of 500 Hz – 20 kHz. However the results also show a significant number
of responses in the range of 20 kHz – >100 kHz, when taken as a whole, more
than half the responses indicated a frequency of greater than 5 kHz. This cle-
arly shows that high-frequency converters are already in common use today,
and this is likely to increase further in coming years given the benefits they
provide in terms of reduced size and weight over lower frequency designs.
It should be noted that switching frequency is, at least in part, a function
of converter power and whilst the paper does group respondents into power
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levels, it does not map typical frequency to power level in any way. That said,
the results remain useful as an indication of the typical range of switching
frequencies which may be encountered by batteries in modern systems.
2.2.2 Low-Frequency Ripple
The papers dealing with low-frequency effects concern themselves with the
current ripple produced as a result of the second harmonic of the line fre-
quency. Such a ripple is typically produced by the use of Flyback, Cuk [15]
or H-bridge converters [17] to charge the battery. These papers deal with the
effect this ripple has on the charging of the battery [15–17] and its long-term
capacity [16].
In all cases no differences were observed between charges performed with
or without a ripple current present. This is despite differences in the chemi-
stry of the batteries used in the studies (lead-acid [15], lithium polymer [16]
and lithium iron phosphate [17]). Furthermore, in comparative trials, ripple-
charged batteries did not experience any additional loss of capacity over those
charged with pure dc [16].
These findings suggest that low-frequency ripple charging does not affect
either the battery’s ability to accept charge or its long-term capacity.
2.2.3 Heating Effect
A second factor considered by the majority of the ‘low-frequency’ papers is
the effect of current ripple on the internal heating of the battery. Ripple
currents will cause I2R losses within the battery, leading to the generation of
heat. The assumed risk here is that the battery will be subjected to ripple
currents while ever the converter is connected to the battery, even when the
dc load is very small. Whilst the magnitude of this heating will be no greater
than the RMS dc equivalent, the long-term effects of this heating could be
detrimental to the battery. As a battery is essentially an electrochemical
system, the rate of internal reaction is strongly linked to temperature by the
Arhennius equation [18].
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At higher temperatures internal reactions will proceed more quickly, with
resultant advantages and disadvantages for battery performance. Higher
temperatures will speed the rate of the reversible reactions allowing for fas-
ter charges, but will also increase the rate of non-reversible reactions such
as plate corrosion and (in the case of lead-acid) sulphation. These non-
reversable processes are the cause of battery degradation — clearly the hotter
the battery the more quickly it will degrade. As the heat loss occurs within
the structure of the battery itself, the effect is likely to be more pronounced
than a similar degree of external heating which would have a lesser effect due
to the thermally-insulating properties of the electrolyte material.
In practice, whilst the papers do report a mild heating of the battery in
the presence of ripple currents [15, 17, 18], the magnitude of the increase is
limited to a degree or so. This increase is insufficient to cause any appreciable
additional degradation.
2.2.4 Ripple Charging
An area which has been the subject of some research in recent times is the
use of ripple currents to reduce the charge time of batteries, whilst not di-
rectly applicable to DCA performance, this area does share some similarities.
Reviewing the literature however, the results appear somewhat confused.
The work described in [22] investigates a method of charging lithium-ion
cells using both sinusoidal and pulsed charge currents. By determining the
frequency at which the cell exhibits the lowest impedance, around 1 kHz
in this case, and charging using a pure sinusoidal ripple current at this fre-
quency, with an amplitude of 3 Apk−pk and an offset of 1.5 A, the charging
time is seen to be improved by 17 % over those cells charged at 1.5 A dc.
This paper also reported that the ripple-charged cells exhibited a 16 % im-
provement in lifetime over those charged with dc alone.
A similar approach is reported by [23], using a 14.6 V LiFeMgPO4 battery.
In this case the optimal frequency is determined to be 400 Hz, the charge
profile used consists a 10 A dc component with a superimposed 7.5 Apk−pk
ac ripple. This results in an improvement to charge time and efficiency of
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5.1 % and 5.6 % respectively over dc charging alone, due to the reduction in
the effective impedance of the battery.
The same basic methodology is used by [24], with the addition of a phase-
locked loop (PLL) to automatically determine the optimal ripple current
frequency, which for the lithium-ion battery used in this study is determined
to be around 800 Hz. Although this paper does not report the level of
improvement seen when charging with this method, it does demonstrate once
again the importance of determining the optimal frequency for the ripple
current if its effect is to be maximised.
The three preceding papers show a consensus that charging with ripple
currents in the range of 500 Hz – 1 kHz is beneficial in producing a fas-
ter charge, and [22] suggests that such frequencies may also help to extend
lifetime in lithium cells.
These results are disputed by [25], which tested a range of charge current
profiles (pulse, sinusoidal, and triangular) with a wide range of frequencies
on lithium-ion cells, and found no benefit in any case over pure dc charging.
Further, this paper presents a physics-based model which shows that no
benefit should exist due to the ac ripple having no effect on the reactant
concentrations within the cell.
Clearly these results are somewhat confusing and contradictory, and only
examine lithium chemistries. Despite these limitations however, they all do
demonstrate that at the frequencies examined, whilst ripple charging may
not necessarily improve battery performance, it certainly does not cause it
to worsen. This therefore further contributes to the findings of the papers
dealing with low-frequency ripple which also suggest no detrimental effects
from ripple currents at similar frequencies.
2.2.5 Mid-Frequency Ripple
Of the papers which discuss mid-frequency behaviour (4 kHz – 20 kHz), the
one discussing the highest frequency — closest to that of a real-life application
— unfortunately provides the least information [21]. This paper is primarily
concerned with developing a battery model, therefore, whilst it discusses the
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electrical properties of batteries at higher frequencies, it does not analyse
the effects such frequencies will have on the long-term performance of the
battery.
The remaining two papers reported a similar test procedure, whereby one
set of batteries were exposed to ripple currents at up to 4 kHz and 8 kHz
respectively [19, 20], whilst a second set were cycled with conventional dc.
The methods by which the ripple was achieved however, varied between the
papers. That described in [19] used a controlled, sinusoidal ripple to test over
a range of frequencies (0.1 Hz – 4 kHz), whilst [20] applied a fixed frequency
of 8 kHz to an inductor to generate the required ripple. Despite the differing
methods, frequencies and battery chemistries (lead-acid [19] vs. lithium-
ion [20]), neither paper reported any degradation of the batteries according
to the metrics used.
The testing described in [19] measured the capacity change and predicted
life cycle of the batteries exposed to ripple currents and found the ripple
current to have no effect on the charge capacity, and only a negligible (1 %)
increase in discharge capacity. In terms of life cycle, the inherent distribution
of the battery life cycles was far greater than any change caused by the ripple
currents.
Different metrics were used by [20], which measured both the discharge
and regen resistance and the discharge and regen power for the batteries
tested. The current ripple had no measurable effect on any of these metrics
as compared to non-rippled batteries. Further it was found that temperature
has a far more pronounced effect on resistance and peak power than any
applied ripple. Which implies, although it is not explicitly stated by the
paper, that the heating effects of the ripple losses are insufficient to affect
the battery performance.
2.2.6 Microcycling
The final paper examined stands alone from the others in that it discusses
the effects of microcycles on the battery [27]. Note that the term microcycle
here is used to denote any general, short-duration, charge–discharge cycle;
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when applied to the DCA test procedure, microcycle — as introduced in
Chapter 3 — has a different, specific meaning; these should not be confused.
This is in contrast to the other papers which discuss only uni-directional
current. The paper deals with the use of batteries in renewable systems
where monitoring periods are long (≈ 1 hour). In such cases it is possible for
microcycling to occur without being recorded by the monitoring equipment.
The lack of monitoring causes predictions of energy throughput and SoC to
be inaccurate for such systems. It is not clear from the paper however if the
microcycles cause increased battery degradation, or how this is related to the
microcycle frequency.
2.3 Conclusions
Dynamic Charge Acceptance is relatively new area of research, whose ap-
pearance coincides with the rise of practical hybrid electric vehicles in the
last 10 years or so. Despite this, much research has been performed in this
area and applications for DCA have been identified beyond the automotive
sector. The factors which are important in influencing DCA performance
have been identified and described, and numerous test procedures have been
proposed to quantify charge acceptance, one of which has been adopted as
a European Standard. This test, however, has its limitations, and does not
fully account for all relevant factors, this leaves open the prospect of further
investigation to improve the existing procedure to better represent real-world
performance.
From the literature available it appears that the effects of ripple current
on batteries has not been extensively covered, especially at high-frequencies.
That said however, the papers above clearly indicate that such ripple has no
adverse effect on battery life or performance — this appears to hold true for
various battery chemistries and across a range of frequencies, although the
supposed benefits of ripple-charging would seem to be open to questioning.
Perhaps the lack of papers stems from the apparent absence of any interesting
phenomena at the frequencies previously studied. It is also clear however that
there is significant scope for investigation into the effects (if any) of higher
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frequency ripple currents.
That there is no published literature relating ripple currents to DCA per-
formance is perhaps not surprising, given the paucity of papers considering
ripple at all, and the relatively recent rise of DCA as an important phenome-
non. It does however demonstrate a clear gap in the current body of scientific
knowledge, and therefore provides broad scope for research.
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Chapter 3
Analysis of DCA Test
Conditions for Lead-Acid Cells
3.1 Introduction
Battery technology and performance has become increasingly prominent over
recent years, particularly in the automotive sector. Rising fuel costs and
increasing concerns over emissions have driven a shift in the function of
automotive batteries, from a purely auxiliary power source to providing a
significant contribution to vehicle performance. This is particularly true for
fully electric vehicles, where the battery is the only source of energy. When
coupled with ever more complex and power-hungry on-board devices, such as
driver-aids, HVAC and entertainment systems, this is making it particularly
important that the behaviour of batteries in automotive applications is well
understood.
3.1.1 Battery Use in Vehicles
Traditional IC engined vehicles carry a single lead-acid battery as a stand-by
power source, used only when the IC engine is switched off. Once started
the engine is used to provide all the vehicle’s power, both electrical, via the
alternator and mechanical via the gearbox and drive-train. In such a vehicle
the battery is subjected to infrequent discharges for short periods when the
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engine is started. Despite their limited duration, however, the discharge
currents are significant; around 16 times the 1-hour rate, C1. Once running
the engine is used, via the alternator to recharge the battery at a modest
rate back to full SoC, typically this will be done with a current of no greater
than 1 C1 [6]. Thus, in this method of working, the battery is only used
infrequently, being subject to shallow discharges and is always immediately
recharged and maintained at or near 100 % SoC. This is a duty which is well
suited to the characteristics of lead-acid batteries, which when combined with
their low cost, robustness and safety has made them the universal standard
chemistry for automotive use for decades. The use of lead-acid batteries
in this way, for SLI and their failure modes under these conditions is well
understood.
An addition which is becoming increasingly common is the fitting of a
stop-start system to an otherwise standard IC vehicle. Under such a system
the IC engine is automatically stopped when the vehicle is stationary for a
certain period of time, and restarted before moving off, without intervention
from the driver. This type of system is intended to significantly reduce the
amount of time the engine is running whilst the vehicle is stationary, thereby
reducing emissions and fuel-usage. This method of working does result in
a more demanding duty for the battery, as the number and frequency of
starting events, and hence the number of discharge–charge cycles is increased
over the more traditional method of operation, but the fundamental mode of
operation and mechanism for recharging remains the same.
More recently, with advances in battery technology, together with incre-
asing fuel costs and environmental concerns, vehicles are using batteries to
augment the IC engine, or replace it entirely. The batteries in these vehicles
are used in a very different way to those of a traditional IC vehicle, and can
be divided into two main duties.
Where the battery has replaced the IC entirely, as in full EVs, the de-
mands placed on the battery become very cyclic. Driving the vehicle uses
energy from the battery, causing it to discharge. Energy may be recovered
using regeneration during braking, but due to losses inherent in the electrical
and mechanical systems of the vehicle, and the fact that the charge efficiency
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of any battery is less than 100 %, not all of the energy available can be re-
covered and stored. Whilst such a system can therefore help to increase the
range of the vehicle, it can never fully replace the energy lost in driving, even-
tually the vehicle must be plugged into an external power supply to recharge
the batteries. This leads to the battery being subject to a repeating cycle of
charges and discharges. Such a duty places a premium on cycle-life, charging
time and battery capacity. Given such a duty, lithium-based batteries are
the obvious choice, their long cycle-life, fast-charge ability, and high energy-
density and specific power all work in their favour to offset the initial expense
and the difficulty of their recycling [28]. Even with these properties, howe-
ver, EV battery packs often have a lifetime significantly shorter than that
of the vehicle in which they are installed. The aforementioned difficulty and
expense of recycling lithium cells has lead to growing interest in second-life
applications, beyond their original automotive use [29].
Aside from completely replacing the engine, many hybrid vehicles are
now using batteries alongside the existing IC engine to provide traction po-
wer. In this application the battery acts as a power buffer, being able to
provide short, high-power bursts during rapid acceleration, such as starting
or overtaking, more efficiently than the IC could. There are several possible
configurations for the drive arrangement of such vehicles [30], depending on
whether the power is delivered in series or parallel, but the principle of ope-
ration is similar. In most cases it is possible for the vehicle to be powered
by either the engine or batteries alone, or by the two together. This allows
such vehicles to drive quietly and with zero emissions at low speeds, such as
within cities. It also allows for the fitting of a smaller, more efficient IC en-
gine sufficient for most driving, but maintain performance when needed, such
as accelerating to overtake by using their batteries to increase the available
power.
The battery can be recharged regeneratively during braking to recover
otherwise wasted energy, this is known as a brake energy recuperation (BER)
system, which reduces brake wear. Unlike in an EV however, the battery can
also be charged by the IC should the need arise. This eliminates the need to
plug the vehicle in to recharge – although plug-in Hybrid Electric Vehicles
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(PHEVs) retain the ability to do so – and means the user can operate it in the
same way as they would a conventional IC-engined vehicle. As the electrical
power requirements are much greater in a HEV, the installed batteries are
by necessity much larger than in a conventional vehicle, but less than that
of a full EV, and thus standard automotive alternator is not sufficient to
recharge them. Therefore recharging is typically performed by using the
electrical machine fitted within the drive-train as a generator [30].
The duty imposed on a HEV battery is much less predictable than either
that of an EV or a traditional SLI application and dominated by short, high-
power pulses of either discharge or charge. Aside from the large discharges
associated with starting the IC engine, there are additional discharge spi-
kes caused by acceleration, together with longer periods of lower discharge
currents where the vehicle is running in purely electric mode. The charging
profile is similarly modified, the batteries are no longer steadily charged back
to full SoC, instead operation is often at partial SoC. Charging from the en-
gine is controlled to a modest rate as before, but is now interspersed with
large charge spikes due to the BER system; these spikes can reach up to 30 C1
under heavy braking [6]. The operation of batteries under these conditions of
HRPSoC is becoming increasingly common as the number of HEVs increases
and thus the ability to perform reliably under these conditions becomes a
crucial factor for HEV batteries, other aspects such as capacity and cycle-life
assume a lesser priority.
In such applications lead-acid batteries remain a viable proposition [31–
33]. The physical size of HEV batteries is less than that of EV batteries
as they must share space with the IC engine, and their capacity need not
be as great, so the weight penalty associated with lead is reduced. This is
combined with the low initial cost and ready availability of lead recycling
infrastructure, which makes lead economically attractive in this application.
3.1.2 Charge Acceptance
The chief benefit of a HEV drive-train over a traditional IC vehicle, from
the users’ perspective, is its lower fuel consumption resulting from the lo-
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wer demands placed on the installed IC engine. To obtain the maximum
benefit from this system it is critical that as much energy as possible must
be recaptured and stored during any and all regenerative braking periods;
this is ‘free’ energy which would otherwise be wasted as heat in the braking
system. The main factor limiting the ability to capture this energy is the
charge acceptance of HEV batteries under HRPSoC. As the batteries used in
such applications are now required to provide more of the electrical power to
the vehicle it is crucial that they are able to be recharged sufficiently quickly
and that the performance of batteries under these conditions is well under-
stood. To this end numerous testing methodologies have been developed to
characterise the performance of automotive batteries, from stand-alone tests
such as DCA and Hybrid Pulse Power Characterisation (HPPC) tests to
full simulated drive-cycle tests like New European Drive Cycle (NEDC) and
Worldwide harmonized Light vehicles Test Procedure (WLTP).
Understanding the DCA performance of automotive batteries has been
identified as a key requirement for the development of electric vehicles [3,
4, 12], and standard test procedures have been designed to characterise the
DCA performance of batteries [14]. This chapter describes an investigation
into how varying the conditions and parameters of the standard DCA test
regime can provide a superior evaluation of DCA performance and lead to a
better understanding of the behaviour of the cell under real-world conditions.
3.2 DCA Overview
DCA is a measure of the charge efficiency of a battery, the higher the DCA
value the better the charge efficiency and the more energy may be stored.
The standard test for determining DCA performance involves the application
of a defined current waveform to the battery under test, the response of the
battery to this waveform is used to calculate DCA performance. The test
procedure is composed of two primary operations run sequentially, these
being: conditioning and microcycling.
27
Conditioning
The nominal or rated capacity of the tested cell, Cnom, is insufficient to
properly characterise its DCA performance, therefore the conditioning phase
is provided to experimentally determine the capacity of the battery prior
to performing the DCA analysis. This is achieved through a series of charge
and discharge cycles applied as shown in table 3.1. All charges are performed
with a constant-current, constant-voltage (CCCV) methodology, whilst the
discharges use a CC-only approach; with the per-cell voltage and current
limits and end conditions as shown in table 3.1. The capacity delivered during
step 6 of this sequence is used as the experimentally determined capacity of
the cell, Cexp. Step 7 recharges the battery to 80 % SoC using a coulomb-
counting method; this is achieved by charging until 80 % of the capacity
released in step 6 has been returned to the battery.
This closely matches the regime given by the European Standard DCA
Test A3 specification (EN 50342-6) [14], with the exception of the final rest
period, step 8; this has been reduced to 1 hour from the 20 hours given in
the test. It has been shown that for batteries which have previously been
charged, as is the case here, the rest period between the end of the charge
and the commencement of the testing phase has little effect on the DCA
result [12]. This has allowed the rest time to be reduced in order to speed
up the testing process.
Figure 3.1 shows the SoC profile for the conditioning phase of the standard
Table 3.1: Conditioning Operation Sequence
Step Mode Vlimit Ilimit End
1 Discharge (CC) – 2.0 Cnom A V = 1.75 V
2 Charge (CCCV) 2.47 V 0.5 Cnom A I = 0.02 Cnom A
3 Discharge (CC) – 2.0 Cnom A V = 1.75 V
4 Charge (CCCV) 2.47 V 0.2 Cnom A I = 0.02 Cnom A
5 Rest – – t = 1 h
6 Discharge (CC) – 0.2 Cnom A V = 1.75 V.
7 Charge (CCCV) 2.47 V 0.2 Cnom A C = 0.8 Cexp
8 Rest – – t = 1 h
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Figure 3.1: DCA Test A3 Conditioning Phase SoC Profile
A3 test procedure. It is not necessary for the initial SoC of the battery to
be known, nor is the SoC at the end of the first two discharges defined,
therefore this section of the profile is an approximation. This is implicit in
the published test procedure and does not affect the ability of the test to
determine Cexp as all SoCs after step 4 are well defined.
3.2.1 Microcycling
At the heart of the DCA test is the microcycle, it is this which defines
the current applied to the battery, and from which the performance may
be determined. The standard microcycle, as defined by the A3 DCA test
specification is given in figure 3.2, this is summarised in tabular form in
table 3.2.
DCA performance is calculated from the response of the battery to the
Table 3.2: Standard DCA Test A3 Microcycle Current Profile
Step Mode Vlimit Ilimit End
1, (t1 – t2) Charge (CCCV) 2.47 V 1.67 Cexp A t = 10 s
2, (t2 – t3) Rest – – t = 30 s
3, (t3 – t4) Discharge (CC) – 1.00 Cnom A C = Cstep 1
4, (t4 – t5) Rest – – t = 30 s
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Figure 3.2: DCA Test A3 Microcycle Current Profile (t1 – t5)
charging phase of the microcycle (step 1). During this phase the test proce-
dure replicates the high-rate charge pulses seen in HEV applications. This is
achieved by attempting to charge the battery with a current of 1.67 Cexp A
for 10 seconds. This charging will cause the terminal voltage of the battery
to rise, if voltage reaches the set limit of 2.47 V per cell (equivalent to 14.8 V
for a standard 6 cell battery) at any point during this step, the charge current
is reduced to maintain the battery at the voltage limit; a reduction in charge
current equates to a reduction in the charge accepted by the battery. DCA is
thus determined by the difference in the amount of charge actually accepted
by the battery compared to the total theoretically available from the charge
pulse. All current limits used during the microcycle are normalised to the
measured capacity of the battery (Cexp), which is obtained experimentally
during the conditioning phase.
This behaviour may be seen from figure 3.3, which has been produced
from the test data resulting from this study. Figure 3.3a shows the ‘ideal’
case, here the applied charge current causes the cell voltage to rise, but it
does not reach the maximum allowable voltage. In this case all the charge
available from the pulse is accepted. Figure 3.3b, on the other hand, shows
the alternative. In this case the same charge current is applied, but now
the voltage immediately rises to the limit, at which point the current must
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Figure 3.3: DCA Performance Examples. (a) All Charge Accepted, (b) Re-
duced Charge Acceptance
be reduced to avoid damage to the cell. Whilst the same amount of charge
was available as in the first case, in this instance only a fraction of this was
actually able to be accepted by the cell.
Microcycles are applied repeatedly to the battery in blocks of 20 to form
a DCAPP. Each microcycle, and hence each DCAPP, is inherently energy-
balanced. The amount of charge removed during the discharge in step 3 is
equal to that accepted by the cell during the charge step, i.e:∫ t2
t1
I(t) dt = −
∫ t4
t3
I(t) dt (3.1)
This is achieved by varying the length of the discharge cycle dynamically
during the test procedure, which ensures that the SoC of the battery does
not change between microcycles, and therefore does not drift over the course
of the DCAPP. Note that this assumes equal efficiencies for both charge and
discharge, in practice the difference between these efficiencies will have little
effect due to the small energy throughput and the tests being conducted
away from the extremes of SoC; this assumption is also implicit in the A3
test specification.
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Figure 3.4: DCA Test A3 SoC Profile & DCAPP Locations
3.2.2 Standard DCA Test A3 Procedure
Figure 3.4 shows the SoC profile and DCAPP locations as specified by the
standard DCA test procedure. The test begins with the conditioning phase,
consisting of two heavy discharges to establish the reserve capacity perfor-
mance of the battery, each followed immediately by a full recharge to 100 %
SoC. The battery capacity, Cexp, is then determined by a standard-rate dis-
charge to a minimum voltage of 1.75 V per cell. After this conditioning the
battery is recharged to 80 % SoC where the first DCAPP is performed, this
tests the DCA performance of the battery with charge history, i.e. after ha-
ving been previously subjected to charging. The battery is then fully charged
before being discharged to 90 % SoC for a second DCAPP, this time testing
with discharge history. As with the conditioning phase, coulomb-counting
is used to determine the SoC levels. The test then continues to perform
various configurations of simulated drive-cycles, but these are beyond the
scope of this investigation. Throughout the entirety of the test, the battery
is maintained at an ambient temperature of 25 ◦C.
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3.2.3 DCA Calculation
DCA is generally expressed as the average recuperation current, Irecu, in
units of A·Ah−1 (often simplified to C [12]), for the time of the charge pulse.
Thus, for a charge of arbitrary length, DCA is given by:
Irecu =
Ahrecu · 3600
Cexp · t (3.2)
where Ahrecu is the amount charge accepted during the pulse in ampere-
hours, Cexp is the capacity of the battery in ampere-hours and t is the length
of the pulse in seconds.
The DCA Test A3 calculates Irecu from the average current of all 20
charge pulses in the DCAPP. As both the number of pulses and their length
and are specified (as 20 pulses and 10 seconds respectively), this allows for
the simplification of equation 3.2 to
Irecu =
(
20∑
n=1
Ahrecu(n)
)
· 18
Cexp
(3.3)
3.3 Experimental Setup
The testing described below was performed using small form-factor 6 Ah
carbon-enhanced valve-regulated lead-acid (VRLA) cells, of an experimental
prismatic construction specifically designed for HEV applications [34] and
manufactured by Banner GmbH (figure 3.5). This makes them ideal for tes-
ting of this nature as the cells have been designed specifically to be optimised
for performance under HRPSoC conditions. Prior to this testing they were
used to evaluate the performance of the design and were known to be in good
condition. The nominal capacity of the cells, Cnom, is 6 Ah.
The testing described below was conducted using a Maccor Series 4000
automated test system (figure 3.6). This allows for the complete test proce-
dure to be pre-programmed into the tester and run on demand. The system
logs, in high-resolution, all important parameters (current, voltage, tempe-
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Figure 3.5: 2 V, 6 Ah, VRLA Cell
rature, etc) during the running of the test, this data was then analysed using
Matlab software to generate the results presented below.
Coupled to the testing equipment are environmental chambers, in which
the tested cells are placed (figure 3.7). These chambers are capable of both
heating and cooling and may be programmed to a specific temperature to
ensure the tested cells are maintained in known and controlled environmental
Figure 3.6: Maccor S4000 Test System (l) & Environmental Chambers (r)
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Figure 3.7: 8 Cells in Environmental Chamber
conditions for the duration of the procedure. Usually testing of this nature
would be performed with the cells placed in a water bath, in this case however
the form-factor of the cells — with terminals at opposite ends — prevents
this. Instead the cells have been placed in free air within the temperature
controlled chambers, this method has the advantage that it has been possible
to perform tests at temperatures below 0 ◦C. Throughout the course of testing
the Maccor has been used to record temperature data for the cell under test,
this has been achieved by attaching a single type-T thermocouple, as required
by the Maccor system, to the upper exterior surface of the cell, in the centre.
Additionally a second type-T thermocouple placed inside the chamber is used
to record the ambient temperature within. Testing has been conducted at -10,
0, 10, 25 & 40 ◦C, this range of temperatures covers the normal operational
range which may be expected to occur in real-world service.
35
3.4 Test Procedure Modifications
The standard DCA A3 Test is somewhat limited in its ability to characterise
the DCA performance of batteries. This is caused firstly by the fact that it
only performs DCA analyses at two points, both with similar SoC levels. As
DCA performance is critical to HEVs and the batteries in HEV applications
are likely to be cycled across a wide range of SoC it is important that DCA
performance be measured across a similarly wide range. A second concern
is that it has been shown that history has a large influence on DCA perfor-
mance. Whilst the standard test does assess performance with both charge
and discharge history, it makes this assessment at different SoC levels, this
makes any attempt to determine the influence of either SoC or history alone
much more difficult.
3.4.1 Modified SoC Profile
The shortcomings discussed above are addressed by the modified SoC profile
proposed by figure 3.8. The principal differences are the number and location
of the DCAPPs and the SoC at which they are performed. In this profile
DCA is measured in 10 places and five SoC across the SoC range, these being
90 %, 70 %, 50 %, 30 % and 10 % SoC, which is intended to assess DCA
performance over a range similar to that which may be experienced by a
HEV battery.
As the test procedure determines Cexp during the conditioning phase it is
simple to achieve the desired SoC for each DCAPP using the same coulomb-
counting method described above; starting from the fully charged state re-
ached at the end of the conditioning process, the cell is discharged until
0.1 Cexp Ah have been removed and the cell is at 90 % SoC. 0.2 Cexp Ah is
then removed following the next four DCAPP, thus reducing the SoC of the
cell by 20 % each time. After the fifth DCAPP the cell is discharged until
1.75 V is reached and its SoC is 0 %, this process is then repeated, but with
charges rather than discharges, for the next five DCAPPs as SoC increases.
The effects of the immediate charge and discharge history, that is, the last
operation performed on the battery, are also considered by measuring the
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Figure 3.8: Modified DCA Test SoC Profile & DCAPP Locations
DCA at the same SoC with both charge and discharge history.
3.4.2 Modified DCA Calculation
To better assess the performance of the cells tested, the DCA has been cal-
culated for each charge pulse within the DCAPP, rather than just as the
average for the whole pulse profile as specified by the A3 test. This allows
for any trends present during the DCAPP to be identified, the charge accep-
tance has therefore been calculated using a modified form of equation 3.2.
Given that the length of the charge pulse is known to be 10 s, the calculation
may be simplified to give
Irecu =
Ahrecu · 360
Cexp
(3.4)
Figure 3.9 shows the typical result of the DCA analysis obtained from
the modified test procedure. The abscissa is divided into five discrete secti-
ons, one for each SoC of the test procedure. Within each of these sections
are plotted the DCA results for each microcycle, arranged in chronological
order from left to right; each section thus contains 20 individual data-points.
Charge acceptance, in A·Ah−1 is shown on the ordinate axis. Two plots are
provided, giving the results of the testing with both discharge and charge
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Figure 3.9: DCA Analysis Result at 25 ◦C, Modified SoC Profile. (a) with
Discharge History, (b) with Charge History
history.
It may be seen from figure 3.9 that the modified test profile provides far
more information regarding the DCA performance across a range of SoC.
Despite this however there is a clear limitation imposed by charge current
used, it may be seen that at many of the SoC examined the cell is capable of
accepting all the charge available and thus the result is artificially limited to
the maximum charge current of 1.67 A·Ah−1 specified by the test procedure.
This result does however, begin to show the benefits of considering history,
as there are clear differences in the charge acceptance performance at the
same SoC levels, but with differing histories.
3.4.3 Increased Charge Current
To address the artificial limitation of charge acceptance discussed above, the
microcycle profile has been modified to increase the current during the charge
(step 1) to 4.00 A·Ah−1. This is a value which more closely equates to the
charge currents likely to be experienced by HEV batteries, whilst avoiding
the application of excessive stress to the cells. All other parameters of the
microcycle profile remain as indicated in figure 3.2 and table 3.2. Figure 3.10
shows the results following these modifications.
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Figure 3.10: DCA Analysis Result at 25 ◦C, Modified Microcycle Profile
and Increased Charge Current. (a) with Discharge History, (b) with Charge
History
This result shows three main points of interest. Firstly it demonstrates
the trend in DCA performance with varying history and SoC much more
clearly than the previous method. This is most clearly demonstrated with
the variation in charge acceptance with SoC, broadly DCA improves as SoC
reduces. This is to be expected as the total capacity of a battery is finite,
and as SoC may be considered analogous to the current battery capacity at
any given point, the further below 100 % SoC the more readily the battery
will accept charge at a given rate.
Secondly, by calculating and plotting the charge acceptance for each mi-
crocycle, performance trends within the DCAPP which would normally be
overlooked become apparent. It may be seen that there is typically a large
increase in performance between the first and second charge pulses, beyond
this, although performance continues to generally improve as the DCAPP
progresses, the rate of improvement slows with time. This effect is seen to
be more pronounced at lower SoC levels.
Finally, it can be seen that history of the cell results in a large difference
between charge acceptance at some SoC levels. Whilst the results at 90 %
SoC correlate well, at all SoC below this, tests with discharge history show
significantly improved DCA performance, reaching 4 A·Ah−1 at 50 % SoC;
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with charge history this level of charge acceptance is not observed until SoC
reduces to 10 %. This behaviour has previously been observed in lead-acid
batteries when subjected to the standard DCA test and similar profiles [11,
12].
This result clearly indicates that DCA performance is not merely governed
by the SoC of the cell at the time of testing, the electrochemical processes
occurring within the cell also affect the results. All testing was prefaced by
a 1-hour period where the cell was allowed to rest, open circuit, to allow for
these processes to reach an equilibrium. Despite the rest however, the effect
of operational history remains significant, thus it must also be considered as
a fundamental factor when assessing DCA performance.
3.4.4 Rest Period Variation
Whilst the 30 s rest period between operations in the microcycle specified
by the A3 test is perfectly reasonable for determining DCA performance and
is, of course, necessary for defining a standard test procedure, in real-world
applications the rest periods between charge pluses are likely to vary consi-
derably. To assess the effect of this variation on the test cells the microcyle
was further modified by altering the length of the rest periods used (steps 2
& 4). These were both increased and decreased by an order of magnitude
to test cell performance with rest periods of 300 s and 3 s, as well as the
standard 30 s; figures 3.11a & 3.11b show the results from this testing.
In this case, the most general observation is that charge acceptance is
indeed affected by the rest period, with shorter rest periods being seen to
improve DCA performance. It is also apparent that the rest period affects the
way charge acceptance changes throughout the DCAPP. With the shorter,
3 s rest periods the charge acceptance increases more rapidly during the
initial pulses before beginning to plateau. As the length of the rest period is
increased, however, this process becomes less pronounced, with the 300 s rest
tests showing little change in performance throughout the entire DCAPP.
There is also one isolated case (at 70 % SoC with discharge history) where
the 300 s rest period led to a pronounced decrease in charge acceptance over
40
 90  70  50  30  10 
State of Charge / %
0
0.5
1
1.5
2
2.5
3
3.5
4
I re
cu
 
/ (A
  A
h-
1 )
( a )
 10  30  50  70  90 
State of Charge / %
0
0.5
1
1.5
2
2.5
3
3.5
4
I re
cu
 
/ (A
  A
h-
1 )
( b )
300 s
30 s
3 s
0 10 20 30 40 50 60 70 80 90 100
State of Charge / %
0
0.5
1
1.5
2
2.5
3
3.5
4
I re
cu
 
/ (A
  A
h-
1 )
( c )
DH
CH
0 10 20 30 40 50 60 70 80 90 100
State of Charge / %
0
0.5
1
1.5
2
2.5
3
3.5
4
I re
cu
 
/ (A
  A
h-
1 )
( d )
300 s DH
300 s CH
30 s DH
30 s CH
3 s DH
3 s CH
Figure 3.11: DCA Analysis Result, Variation with Rest Period at 25 ◦C.
(a) with Discharge History, (b) with Charge History, (c) Average Charge
Acceptance Variation with 30 s Rest Period, (d) Average Charge Acceptance
Variation for all Rest Periods
the DCAPP. No satisfactory explanation has been found for this behaviour,
however.
To better illustrate the variations caused by history, the results were
recalculated using the DCA Test A3 method, as given by equation 3.3. This
produces a single, average DCA value for each DCAPP allowing history to
be more easily compared. Figure 3.11c shows the result of this recalculation
for the 30 s rest period alone, clearly demonstrating the effects of history,
and revealing the hysteresis-like behaviour resulting from this influence. The
greatest variation in performance lies within the mid-SoC range, which is the
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typical range of operation of a HEV battery. This clearly indicates the need
to properly analyse the behaviour of such batteries under these conditions if
their real-world performance is to be properly assessed.
Considering the average charge acceptance for the other rest periods,
shown in figure 3.11d, again the effects of history are apparent, with the
behaviour previously observed being exhibited regardless of rest period. It
may also be seen that the effect of the rest period is broadly consistent across
the SoC range. This is a very useful result, as in real-world applications the
rest periods between charge pulses are likely to vary significantly, this shows
that such variation does not have as great an impact on DCA performance
as other factors, such as SoC.
Although history continues to have a large influence, there is much greater
differentiation between rest periods for those results with discharge history.
When the cell has charge history however, there is very little difference bet-
ween the 30 s and 3 s rest periods in either the start and end points or shape
of the result. This is interesting and suggests that whilst DCA performance
is poorer when the cell has charge history, it is also more consistent with
regards to rest period.
3.4.5 Temperature Variation
As with rest period, it is necessary in order to define a repeatable standard,
for the A3 Test to fix the ambient temperature during testing to 25 ◦C. Ho-
wever, in practice this will not be the case, instead the batteries in HEVs
will be subject to significant variations in ambient temperature during their
operation. They are subject to the variation in climatic temperature condi-
tions experienced by the vehicle, becoming very cold during winter nights or
very hot during the height of summer. Similarly, the very act of using the
battery, particularly at high rates, will cause heating due to internal losses.
To examine performance across a range of temperatures, the test procedure
was repeated with the cell at an ambient temperature of -10, 0, 10, 25, or
40 ◦C, which were chosen to best represent the likely real-world conditions
HEV batteries may be exposed to.
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Figure 3.12: DCA Analysis Result, Variation with Temperature with 30 s
Rest Period. (a) with Discharge History, (b) with Charge History, (c)
Average Charge Acceptance
Prior to beginning the test procedure the cell was maintained at the
desired temperature for a period of 24 hours to allow the ambient and internal
temperatures to equalise. One complete test was then performed before the
ambient temperature was adjusted and the cell was again allowed 24 hours
to equalise. Figures 3.12a & 3.12b show the results of this testing, which, for
brevity, was conducted using only the standard rest period of 30 s.
The general trends in the shape of the charge acceptance throughout the
DCAPP and the effects of history are again present and much as previously
identified; the major point of interest here is the significant worsening of DCA
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Figure 3.13: Randles’ Cell Equivalent Circuit
performance as temperature decreases. It is well known that the effective
capacity of a battery is reduced as temperature decreases, but the DCA test
should account for this effect by measuring the capacity of the battery at the
beginning of the procedure and scaling the charge pulses appropriately, so
this alone cannot explain the results observed.
The standard electrical model of a lead-acid cell is the Randles model [35],
as given in figure 3.13, which models the cell as a pair of series connected
capacitors. From the Randles model, Rd represents the self discharge resis-
tance of the cell and Ri the resistance of the cell’s internal connections. The
elements of most interest in this case are Cb, Cs and Rt. Cb is the main charge
storage element of the cell, whilst Cs and Rt together model the transient
effects of current densities and ion concentrations on the plates of the cell.
Cb is typically several orders of magnitude larger than Cs [36].
The short-duration, high-current nature of the DCA charge pulse makes it
primarily a test of the surface capacitance of the cell. The DCA profile shares
many similarities with a Pseudo-random Binary Sequence (PRBS) profile,
which has been shown to be a good indicator to the values of the discrete
components comprising the Randles model [37]. This testing also showed a
significant reduction in the value of Cs as temperature is decreased. Clearly
a reduction in the surface capacitance will translate into a corresponding
reduction in the ability of the cell to accept charge.
The reduction in temperature will also affect the value of Cb. This is
to be expected as the electrochemical processes with the battery, model-
led by Cb, are governed by the Arrhenius equation [18]. This relationship,
first identified by Swedish chemist Svante Arrhenius in the late 19th century
relates temperature to the rate of a chemical reaction, for example, those
44
occurring within a cell [38]. Nowadays, this is seen as a useful generalisation
for many reactions occurring around room temperature, where it is usually
given that the reaction rate will double for every 10 ◦C increase in tempe-
rature [39, 40]. At lower temperatures the rate of reaction will be slowed,
meaning the amount of charge the cell will be capable of storing in Cb during
the 10 second DCA charge pulse will also be reduced [41]. Together these
phenomena have the effect of significantly reducing the ability of the cell to
accept charge efficiently under HRPSoC conditions as temperature decreases.
Considering the average charge acceptance, figure 3.12c reveals that the
hysteresis-like behaviour is again present, but the effect of temperature is
far more pronounced than that of the rest period, and has the effect of
shifting the entire curve downward as temperature decreases. The result of
this downward-shift is that at lower temperatures, the results with discharge
history begin to look very similar to those for charge history at higher tem-
peratures. This suggests that the effects of charge history may be considered
analogous to those of temperature, with the difference in performance bet-
ween charge and discharge history being roughly equivalent to the difference
in performance associated with a 50 ◦C change in temperature for these cells.
This may be observed by comparing the results at 0 or -10 ◦C with discharge
history to those at 40 ◦C with charge history.
3.5 Comparison with Standard Lead-Acid
The test methodology described above has been shown to yield informative
results regarding the DCA performance of carbon-enhanced lead-acid cells
across a range of conditions. The addition of carbon to the cell, specifically
the negative plate, has the effect of producing a capacitor-like action, which
has been shown to significantly improve charge acceptance under HRPSoC
conditions [13]. To quantify this level of improvement and to confirm the
validity of the test procedure described above, the methodology has been
extended to investigate the performance of standard lead-acid cells under the
same conditions. This testing phase used standard lead 2 V, 2.5 Ah, EnerSys
‘Cyclon’ VRLA cells (figure 3.14), which were brand new and unused at the
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Figure 3.14: 2 V, 2.5 Ah, EnerSys ‘Cyclon’ VRLA Cell
time of testing.
The results of the analysis for standard lead-acid are shown in figure 3.15.
As would be expected, they share many similarities with the carbon-enhanced
cells given their similar chemical composition, some differences are nevert-
heless apparent. The most obvious of these is in the effect of history, this
is much more equal for both discharge and charge history, also the trends
within each DCAPP exhibit much the same shape (both 30 & 3 s rests being
steeper than 300 s) regardless of charge history. It can also be seen that
the variation in DCA performance with respect to SoC is more linear for the
standard lead than that of the carbon-enhanced cells. As previously observed
DCA is improved with reduced rest periods.
Whilst this more uniform behaviour would at first seem to be advantage-
ous, as it makes the charge acceptance more predictable and reliable, it may
be seen that this uniformity comes at the expense of DCA performance when
the cell has discharge history. Figure 3.15d shows the average charge accep-
tance performance of the cells tested against that of the carbon-enhanced
cells previously examined, with ∆Irecu > 0 indicating a better performance
for standard lead. From this it can been seen that for equivalent SoC, with
discharge history the DCA performance of standard lead is much poorer
than those cells with carbon enhancement, whilst for charge history the im-
provements are only negligible.
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Figure 3.15: DCA Analysis Result for 2 V, 2.5 Ah Standard VRLA cell,
25 ◦C. (a) with Discharge History, (b) with Charge History, (c) Average
Charge Acceptance, (d) Difference in Average Charge Acceptance between
Carbon-Enhanced and Standard Lead
3.6 Extended Testing
After the completion of the initial testing with the carbon-enhanced lead-
acid cells, and the validation of the results against standard lead-acid, an
additional series of tests were performed to further analyse some interesting
features noticed in the results. All these tests were performed using the
carbon-enhanced Banner cells.
The first feature of interest is the DCA performance of the cells with
higher recuperation currents. The testing thus far had been limited to
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4.00 A·Ah−1 to avoid excessive stress on the cells, however as with the stan-
dard A3 test, this places an artificial limit on the maximum charge acceptance
and thus leaves uncertainty over the true capabilities of the cells. To defini-
tively determine this, the tests were repeated with a much increased current
limit.
The second area of interest was the effect of the rest period on the DCA
performance within the DCAPP, this is most evident in figure 3.11a from
the results at 70 % SoC. Here it can be seen that DCA performance incre-
ases slightly across the DCAPP in the case of the 3 s rest test, whilst it
remains broadly flat for the test with 30 s rest, and decreases significantly
with 300 s rest. This would seem to be a critical point in terms of SoC where
the DCA performance is highly dependent on the rest period, however the
20 microcycles of the standard DCAPP are insufficient to draw any solid
conclusions, therefore an additional test series was performed with a much
increased DCAPP length.
3.6.1 High Current Testing
The initial testing was performed with a charge current limit of 4.00 A·Ah−1,
this had the effect of artificially limiting the maximum charge acceptance to
this level. To fully understand the performance of the cells, the tests have
been repeated with the maximum charge current increased to 12.00 A·Ah−1,
this limit has been chosen as it is the maximum capability of the test equip-
ment. By increasing the limit it is possible to reveal the maximum charge the
cells are capable of accepting across the whole range of test parameters. This
gives a truer picture of the performance the cells under the typical HRPSoC
conditions they are likely to experience in HEV applications.
In this case the testing has examined the effects of rest period and tem-
perature. Whilst all three rest periods have been examined, for the sake of
brevity, only three temperatures were assessed, these being 40, 25 & 0 ◦C,
which cover both the A3 standard temperature, and two alternative extre-
mes. The results of this testing are shown by figure 3.16.
These results show broadly similar trends to those previously observed,
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Figure 3.16: DCA Analysis Result, Increased Current Limit. (a) 0 ◦C with
Discharge History, (b) 0 ◦C with Charge History, (c) 25 ◦C with Discharge
History, (d) 25 ◦C with Charge History, (e) 40 ◦C with Discharge History,
(f) 40 ◦C with Charge History
namely that increased temperature results in improved DCA performance.
Also observed in this case is that the rate of increase in charge acceptance
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during each DCAPP is greater at higher temperatures, this is most pronoun-
ced with long rest periods. It may be seen from figures 3.16a & 3.16b at 0 ◦C,
for the tests with 300 s rests, the DCA performance generally falls during the
DCAPP, this is in contrast to that of figures 3.16e & 3.16f at 40 ◦C where
at 300 s rests the DCA is generally flat or rising.
These results finally show the true capability of these cells, with charge
acceptance no longer being limited by the test procedure. From this it may
be seen that at the standard temperature of 25 ◦C charge acceptance exceeds
4 A·Ah−1 at 50 % and 30 % SoC with discharge and charge history respecti-
vely; and goes on to reach a maximum of around 7 – 8 A·Ah−1 at very low
SoC. At the higher temperature of 40 ◦C charge acceptance improves still
further to a maximum around 10 A·Ah−1.
An interesting observation is the effect of rest period at 25 ◦C. In this
instance it would appear that there is little difference between 30 s and 3 s,
and indeed at low SoC levels, a 30 s rest period results in the best charge
acceptance. This result is in contrast to all previous testing which has shown
consistently that a shorter rest period produces better charge acceptance in
all cases. This is indeed true for the other temperatures examined in this
testing phase.
To confirm the behaviour observed at 25 ◦C, the test was repeated on a
second cell, the results of which agree with the original test at this tempera-
ture, indicating the results are valid, although the reasons for this anomaly
remain unclear. What it does demonstrate, however, is the critical depen-
dence of charge acceptance performance on environmental factors and test
conditions.
3.6.2 Extended Microcycle Testing
A second area of interest is the DCA performance of the cells during the
DCAPP period. Analysis of the tests already performed shows that this
is not constant across the period, rather DCA is seen to either increase or
decrease as the DCAPP proceeds, apparently dependent on the rest period
within. This behaviour has only been noted due to the presentation of DCA
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results on a per-microcycle basis, the standard A3 test only requires that
they be reported as the average charge acceptance across the whole DCAPP
period, thus obscuring any changes which may occur during that time.
To investigate this phenomenon, a new test procedure has been designed
with the length of the DCAPP increased. A series of tests have been perfor-
med using this procedure, the results of which appear highly promising. It
has been shown that even with the longer period, DCA performance shows
significant variation, also the way the results are presented is key to revea-
ling the underlying performance. Initially testing took place using a modified
DCAPP consisting of 100 microcycles. This was performed with the cell at
70% SoC and with both discharge and charge history.
Figure 3.17a shows the analysis result when plotted against microcycle
number. From this it appears as if the DCA for all rest periods has essentially
stabilised by the end of the 100 pulses, this seems to be true for both charge
and discharge history. However it is clear to see from Figure 3.17b, which
shows the same data, but plotted against time, that this is far from true.
In fact only the result at 300 s has stabilised, the others continue to show
change. Of particular interest are the results with discharge history, here the
trend seems to show that the DCA follows a similar profile for all rest periods,
but is shifted up with reduced rest time. For cells with charge history it is
obvious that those with 3 s and 30 s rest periods have not stabilised, also
they do not appear to be following a common trend; certainly, at least, not
in the way those with discharge history do.
In light of these results the test was modified such that the DCAPP was
applied for a specified period of time, regardless of rest period. In this case
the test was run for 60,000 seconds (16.67 hours), which gives around 100
cycles with 300 s rest period, thus allowing for a comparison with the previous
test results. The result of this test is given in Figure 3.17c.
Considering first the results when the cell has charge history, this agrees
with that previously observed, in that the responses diverge quite signifi-
cantly with the two shortest rest periods increasing rapidly. It can also be
seen that the increase leads to a convergence between the charge and dis-
charge histories, although even after a significant period of cycling, the two
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Figure 3.17: DCA Analysis Result, Extended DCAPP at 70 % SoC and
25 ◦C. (a) against Microcycle #, (b) against Test Time, (c) Test with Con-
stant Time
never actually meet. This convergence is also observed with the 300 s rest
period, although in this case the result with discharge history reduces to meet
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that with charge history. Again, the two never meet.
The picture for discharge history is slightly more complex. Initially the
results appear to follow those previously observed, with all three rest periods
displaying a similar shape, shifted along the y-axis. This remains true for the
300 & 30 s rest periods, which correlate well across the test period. For 3 s
rest however, the trend diverges quite significantly from around the 2-hour
mark onwards. This divergence is possibly attributable to the increase in
cell temperature due to the much higher energy throughput associated with
the shortest rest period. As has been previously shown, DCA is partially
dependent on temperature, so the effect of this increase must be considered
when analysing these results.
Figure 3.18 shows the temperature measured on the surface of the cell for
the duration of the tests conducted with discharge history. It may be seen
that during 3 s rest section of the test procedure, the cell temperature rose by
around 4 ◦C. The maxima of this rise occurs around 2 hours after the start
of the test, at a similar time to when the divergence in DCA performance
becomes significant. This may be compared to the temperature increase of
around 1 ◦C seen for the equivalent test with 30 s and the negligible increase
with 300 s rest periods.
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3.7 Conclusions
Following the testing of carbon-enhanced lead-acid cells carried out over a
range of SoC, rest periods and temperatures there is clear correlation between
DCA and both SoC and temperature. DCA is improved at higher temperatu-
res and at lower SoC, furthermore there is some evidence to suggest the cells
may exhibit a ‘memory effect’ leading to improved DCA following a period
of discharging. It has also been shown that the rest period used within the
test regime affects the DCA response of the cells, in all cases reducing the
rest period improves charge acceptance. These trends have also been shown
to be present in standard lead-acid cells without carbon additives, whilst
carbon-enhancement is seen to improve DCA performance when the cell has
discharge history.
Secondly the work shows that to select a battery based on DCA perfor-
mance it is important to consider the range of SoC over which the battery
will be operated — picking a narrow SoC window to base results on risks
missing important changes in performance as SoC varies, which could lead
to sub-optimal performance in certain conditions. A second issue to con-
sider is the magnitude of the recuperation current, especially at low SoC.
Even increasing the current to 4 A·Ah−1, far in excess of the A3 standard
of 1.67 A·Ah−1 does not reveal the full capabilities of carbon-enhanced lead
cells, which reach 4 A·Ah−1 at around 50% SoC and will accept recuperation
currents of 6 – 8 A·Ah−1 at lower SoC.
These tests also show that DCA is not a static parameter, fundamental
to the cell. Rather it is critically dependent on environmental conditions, the
history of operations performed on the cell and the electrochemical balance
within the cell at any given time. In order to properly understand DCA
performance a more thorough test procedure is required than that provided
by the A3 Test, one that examines the charge acceptance at various SoC and
accounts for the effects of history.
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Chapter 4
Analysis of the Effects of Cell
Degradation on DCA in
Lead-Acid Cells
4.1 Introduction
A major problem often cited with the use of lead-acid batteries in HEV ap-
plications is their apparently poor DCA performance. The previous chapter
has demonstrated that the standard test for determining DCA performance
has several shortcomings, and does not fully represent the conditions found
in real-world situations. This indicates that the performance of lead-acid
batteries in HEV applications is likely to be better than predicted by the
standard testing methodology.
4.1.1 Lead-acid Cycle Life
A second criticism frequently made regarding the use of lead-acid cells in
automotive applications is their poor cycle life when compared with lithium-
based chemistries. Whilst this initially seems to be a reasonable argument,
and it is certainly true that a lithium cell will exhibit longer cycle life than
lead under the same conditions, there are other factors to be considered in
the HEV scenario which make such an argument less sound. Firstly, the
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batteries in a HEV are subjected to relatively few cycles, certainly fewer
than those in a full EV. Secondly the ability of the HEV to charge its battery
from the IC engine means that operation at very low SoC, which is known
to cause high levels of degradation, particularly in lead-acid cells, can be
avoided. Furthermore, as illustrated by the previous chapter, cycle life is not
the primary consideration for HEV batteries, rather it is their performance
under HRPSoC conditions and DCA which are the key features.
These factors combine to suggest that the shorter cycle life of lead-acid
cells may not be as much of a drawback as might first be expected; particu-
larly when the relative costs, both of initial purchase and end of life recycling,
of the use of lead vs lithium are considered. That said, however, there has
been little work published on the effects of cell degradation on DCA perfor-
mance, and thus an investigation has been performed to determine how DCA
is affected by cell degradation.
This is important not only for the automotive sector, but beyond that
there are numerous applications where batteries are used as buffers to ab-
sorb short high-power transients similar to those seen in HEV applications.
Typically these are large grid-connected storage systems, however some ap-
plications such as wind or solar PV energy storage are candidates for smaller
domestic applications, and many may be able to take advantage of second-life
EV and HEV batteries [29, 42].
4.1.2 DCA and Battery Degradation
Battery degradation is inevitable. Degradation occurs even if the battery
is simply stored, unused; this is known as calendar ageing, and in lead-acid
batteries is primarily due to corrosion of the positive plate [43]. This process
is slow however, and does not usually contribute significantly to overall de-
gradation, far higher levels of degradation are unavoidably caused by using a
battery. This results from several factors, in lead-acid batteries it is prima-
rily due to sulphation and corrosion of the plates [43]; lithium-based batteries
also suffer with lithium plating of the negative electrode and oxidation within
the cell [44].
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Regardless of the cell chemistry or source, degradation manifests itself in
three main ways: reduction in capacity, increase in internal resistance and
increase in self-discharge. Of these effects, capacity loss is the simplest to
diagnose, this being possible on-line using coulomb-counting [45]. Capacity
loss is also the most obvious symptom of degradation to the user, where it
is seen as a reduction in run-time and the resultant need for more frequent
recharging, therefore capacity loss alone is commonly used as a measure of
battery degradation, where it is referred to as the State of Health (SoH) of
the cell, which is generally defined as [44,46,47]:
SoH (t) =
Ct
Cnom
(%) (4.1)
where Ct is the measured capacity at time t and Cnom is the nominal capacity
of the cell. This change in capacity with degradation presents a problem
when considering DCA performance of a cell, as there are now two variables
at work. Firstly there is the actual loss in performance due to degradation,
but there is also the influence of the test procedure itself.
The DCA test in its standard form, as described in Chapter 3, normalises
all currents to the measured capacity of the battery, Cexp, thus giving Irecu
units of A·Ah−1. This is desirable and necessary when comparing the relative
performance of different batteries as it compensates for the effect of differing
battery capacities, but has the potential to present a problem when assessing
the change in DCA performance over time of batteries which have degraded.
As a degraded battery will have a lower capacity, the standard DCA test will
apply a lower current during the testing phase. This effectively makes the
test easier which may mask the true effects of the degradation. In reality, of
course, the demands placed on the battery will not be reduced simply because
it has degraded, therefore this should be accounted for when assessing a
battery’s DCA performance.
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4.2 Test Procedure
To determine the effects of degradation on DCA performance, and to assess
the effect the DCA test itself has on the results, a test procedure has been
developed. This procedure consists of two main components, the DCA testing
phase, to assess charge acceptance performance and the cycling phase to
stimulate controlled degradation of the cells.
Within a battery there will be differences in the individual cell perfor-
mance and rates of degradation. These differences, and their effect on overall
battery performance, are often hard to determine due to the impossibility of
accessing the individual cells to perform measurements. To overcome this,
single cells have been used for this study; these were of the standard lead-acid
EnerSys Cyclon 2 V, VRLA type, with a nominal capacity, Cnom, of 2.5 Ah
as used in the previous investigation, and were all new and unused.
4.2.1 DCA Testing
The previous work, described in Chapter 3 has shown that the standard A3
DCA test as outlined in [14] has some shortcomings when measuring per-
formance under HRPSoC conditions. The chief concerns are that it only
measures DCA performance in a narrow SoC window and makes the asses-
sment of the influence of history difficult to assess.
SoC has been shown to have a large impact on DCA performance so this
must be accounted for during the test procedure, particularly where cells will
be operated across a wide SoC range, such as those in HEVs. The history
of a cell, that is, whether it has previously been charged or discharged, also
significantly affects DCA performance. The standard DCA test attempts
to account for this, but measures charge and discharge history at different
SoC levels, which complicates any attempt to analyse the effects of charge
history in isolation. Both of these shortcomings have been addressed by the
test procedure adopted for this study; the DCA test has been performed
using the SoC profile shown in figure 4.1. This is modified slightly from
the method proposed in Chapter 3, the heavy discharges in the conditioning
phase have been dispensed with as there is no need to assess reserve capacity
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Figure 4.1: DCA Test SoC Profile & DCAPP Locations
in this test, and omitting them allows the testing to proceed more quickly
and avoids additional unnecessary degradation of the cells.
Starting from 100 % SoC the cell is initially discharged to 0 % SoC, from
this Cexp is calculated. The cell is then recharged for the beginning of the
DCA testing phase. This consists of 10 distinct DCAPPs applied across the
SoC range from 90 % – 10 % SoC, the first five of these assess performance
when the cell has discharge history, whilst the second five consider the effect
of charge history. The SoC levels are the same for both histories, allowing
the effect of this to be easily compared, and cover a wide SoC range, which is
typical of what may be expected in HEV applications. Upon completion of
the DCA test procedure the cell is recharged to 100 % SoC in preparation for
the continuation of testing. All charges and discharges (except those within
the DCAPP) are performed at 0.5 A (0.2 Cnom A) and all rest periods are of
1 hour in length.
The charge current applied by the standard A3 test within the DCAPP
is only 1.67 Cexp A, this is far less than the actual currents seen in many
HRPSoC applications, particularly in HEVs [6]. It has been shown in Chap-
ter 3 that increasing this current to 4 Cexp A yields results which better
represent the real-world performance of cells. This change is reflected in the
microcycle current profile given in figure 4.2, and is the profile used for this
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Figure 4.2: DCA Test Microcycle Current Profile (t1 – t5)
investigation.
The other concern here is the normalisation itself; as discussed above the
choice of normalising value may have a significant influence on the apparent
DCA performance of the cell. To assess this, two variants of the test proce-
dure were performed, the first with currents normalised to 4 Cexp, resulting
in a charge current which varies with capacity throughout the testing period.
For the second, normalisation was to 4 Cnom, in this case there was no change
in applied DCAPP current as the cell degraded.
4.2.2 Cycling
The second phase of the test procedure was that of cycling to degrade the
cells. The objective was to cause an accelerated ageing process to occur,
thereby degrading the cell more quickly than would be the case in reality,
whilst at the same time maintaining the relevance to real-world scenarios
by ensuring that the method of degradation was the same. To this end a
procedure was developed to subject the cell under test to 24 cycles at a rate
of 1 Cnom A, with a SoC range from 100 % – 20 %, and a 1-hour rest period
between discharging and charging.
This cycle profile is not intended to represent the duty a cell would be
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subjected to in real-world HRPSoC conditions, rather it is designed to cause
the cell to degrade in a timely manner whilst avoiding the very low SoC
regions where a real-world system would not be operated. Operation at very
low SoC causes additional stresses on the cell and is likely to lead to forms
of degradation which would not be seen in real-world applications.
Defining an end of discharge SoC of 20 % is simple, achieving this in
practice is rather more involved, however. Clearly it would not be possible
to use the method described in Chapter 3, as determining Cexp requires dis-
charging the cell to 0 % SoC, thus defeating the whole purpose of the exercise.
Nor would it be possible to determine Cexp periodically, as the capacity of
the cell will change with each passing cycle as its SoH degrades. What is
required is a limit which can be determined in advance, and which remains
constant regardless of cell degradation; fortunately, such a metric exists: the
cell voltage.
It is possible to determine the relationship between SoC and voltage sim-
ply by performing a single discharge test, although in practice the average of
several tests is used to compensate for minor variations in performance bet-
ween cycles. The process is simple, during the discharge both the cell voltage
and capacity are measured, capacity is converted to SoC by linearly scaling
between 0 Ah being 100 % SoC and the capacity at the end of the test being
0 % SoC; SoC is plotted on the abscissa, whilst the corresponding voltage
is plotted on the ordinate. From this it is simple to determine the voltage
required to achieve any given SoC. The relationship between voltage and SoC
for the Cyclon cells, as determined experimentally, is shown in figure 4.3.
Whilst simple and effective, to use this method properly requires under-
standing of its limitations. Firstly the result is only valid for the operation
from which it was measured, thus the curves derived from a discharge are
only valid for discharges, a second curve must be calculated for charging.
Secondly, the voltage given is not the open-circuit voltage (OCV), rather it
is the voltage reached at a given point in the discharge cycle, and thus it has
an associated current. This results in different currents resulting in different
voltages at the same SoC, this may also be seen from figure 4.3 which shows
the curves for two discharge currents.
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Figure 4.3: Discharge Curve for Cyclon Cells at Various Currents
This effect has two primary causes, one physical and one chemical. Firstly,
the fundamental construction of any cell results in the internal connections
having a non-zero impedance, thus at higher currents there will be a greater
voltage-drop across these connections and therefore the voltage measured at
the cell terminals will be further from that across the plates of the cell. This
has the effect of shifting the curve in the y-direction, for discharge this shift
will be downwards, whilst for charge it will be upward. It is this process
which accounts for the initial, rapid drop in terminal voltage, and is a result
of the battery reacting to the transition from open circuit conditions before
the test, to the applied discharge current. Secondly, the chemistry of the cell
has an effect; in this case lead-acid cells obey Peukert’s Law [48], which states
that at higher discharge rates the total capacity delivered will be less [49].
This has the effect of compressing the curve in x-axis at higher rates. For this
test procedure, the discharge current was chosen to be 1 Cnom A, therefore
20 % SoC will be reached when the voltage falls to 1.89 V and discharging
should be terminated at this point.
The complete test procedure began with an initial DCA test to establish
baseline values for charge acceptance and Cexp, this was then followed by
repeated applications of the Cycling and DCA testing phases. The initial
discharge within the DCA test making for an effective 25 cycles between
each analysis of DCA performance. The testing was continued until 200 cy-
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cles had been completed in total, and was conducted using a Maccor Series
4000 test unit. As was the case for previous testing, the cells were tested in
an environmentally-controlled chamber with the ambient temperature main-
tained at 25 ◦C ±2 ◦C throughout.
4.3 Results & Discussion
Four cells were subjected to the test procedure described above: A, B, C
& D, all of which were new and unused. Cells A & B were tested using
the modified DCA test method, proposed above, with normalisation to their
nominal capacity of 2.5 Ah throughout, whilst cells C & D were tested using
the standard Cexp normalisation.
4.3.1 Degradation
Figure 4.4 shows the reduction in cell capacity throughout the test, as mea-
sured from the 0.2 Cnom A discharge prior to the DCA testing phase. All the
tested cells are seen to have similar baseline capacities, which indicates they
are well matched. All four are also seen to follow a similar trend of capacity
loss as they age. This further suggests that they have performed equally and
shows that the differing currents used during the DCA testing phase do not
have any significant effect on the rate at which the cells degrade.
The results show the typical cycle life performance trend expected for
lead-acid cells: initial capacity loss within the first 25 cycles was minimal,
this soon increased however as the cells settled in to a trend of roughly li-
near degradation between cycles 25 and 150. During this period a typical
loss of 0.4 % per cycle, or around 10 % between every 25-cycle capacity me-
asurement, was observed. As the deterioration reached more severe levels,
however, the rate again reduced toward the end of testing. This shows that
whilst the test procedure has caused the cells to degrade more quickly than
would be seen in service, it has not changed the way in which this has occur-
red, and therefore the results can be considered representative of real-world
conditions.
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Figure 4.4: Capacity Loss with Degradation
Three of the cells took 75 cycles to degrade to around 80 % of their initial
capacity, this is the point at which they would usually be considered to have
reached their end-of-life condition in a HEV application, and hence can be
considered as the starting condition of cells for second-life applications. The
final cell (cell C) had degraded slightly quicker but still remained above 70 %
capacity at this point. By the end of the test, after 200 cycles, all four
cells had degraded to around 40 % of their initial capacity. This is a very
severe level of degradation and it is unlikely that they would ever reach this
condition without replacement in any real-world application.
4.3.2 DCA Performance
Figure 4.5 shows the DCA performance for cells C and D. Note that in order
to aid comparison, all results are given in terms of absolute current, rather
than being normalised to either Cnom or Cexp.
It is apparent that the results for the two cells are well correlated and
the results clearly show the importance of considering multiple SoC levels
and operational history when assessing DCA performance; in general terms,
DCA is improved at lower SoC and when the cell has discharge history.
Considering the effects of degradation, it is clear that the results may be
divided into two broad regions, depending on the performance of the cell in
the baseline test (cycle 0). For SoC above 70 % and 50 % for discharge and
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charge history respectively, the performance is determined by charge accep-
tance alone; it can be seen that under these conditions DCA performance
is always below the maximum current provided by the test, therefore the
charge acceptance capability of the cell is the only limiting factor. As de-
gradation occurs, the effects of history become important, the results with
discharge history (figures 4.5a & 4.5c) show performance gradually impro-
ving to reach a maxima around 75 cycles, before falling back gradually to
end with no significant loss of performance after the entire 200 cycles; this
despite the significant loss in capacity suffered by the cell during the same
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Figure 4.5: DCA Performance at Various SoC Levels with Cexp Normalisa-
tion. (a) Cell C with Discharge History, (b) Cell C with Charge History, (c)
Cell D with Discharge History, (d) Cell D with Charge History
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period. With charge history (figures 4.5b & 4.5d) the rise is again present,
but is less pronounced with the maximum being reached after 50 cycles; fol-
lowing this however, the loss of performance is much more pronounced, with
charge acceptance falling to around 50 % of the baseline performance after
200 cycles.
For the remaining SoC levels, regardless of history, DCA performance
follows a consistent downward trend for the entirety of the test, this trend
closely corresponds to the loss in capacity seen in figure 4.4. In this case
performance is limited by the maximum current provided by the test proce-
dure, which reduces in line with Cexp. From these results it is impossible to
determine the actual performance of the cell at lower SoC, as it is being mas-
ked by the effects of the DCA test procedure. This clearly demonstrates the
shortcomings of using the standard DCA testing methodology to characterise
cells as they degrade.
Figure 4.6 shows the DCA performance for cells A and B, again there is
a good correlation between the results for the two cells. It can be seen that
there is a demarcation depending on SoC as before, and the DCA perfor-
mance at high SoC levels is very similar to that previously observed for cells
C & D. This further confirms that the results seen in these cases is due to
the effects of cell degradation alone and is not being influenced by the DCA
testing methodology.
At lower SoC, however, the true picture now becomes more apparent.
In this case performance remains broadly constant up to the 75-cycle mark,
regardless of history, this must be due to charge acceptance being limited
by the DCA test itself. In this region greater charge acceptance would be
possible if the charge current within the DCA test were increased. Beyond
75 cycles the performance begins to decrease across the board, this can only
be as a result of the degradation of the cell as the maximum available current
remained at 10 A, the same as for the baseline case.
It may be seen that history again has a significant effect on performance.
As seen at higher SoC, charge acceptance reduces much more quickly when
the cell has charge history. Taking 30 % SoC as an example, performance
drops from 10 A at 75 cycles to around 4.5 A at 200 cycles, with charge
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Figure 4.6: DCA Performance at Various SoC Levels with Cnom Normalisa-
tion. (a) Cell A with Discharge History, (b) Cell A with Charge History, (c)
Cell B with Discharge History, (d) Cell B with Charge History
history; a loss of around 0.45 % per cycle. Over the same period with dis-
charge history, performance had only fallen to around 7.5 A; a loss of 0.20 %
per cycle. Again, this illustrates the importance of ensuring that the test
procedure fully reflects the operating conditions of the cell if the results are
to be accurate and informative.
It is also interesting to consider the results after 75 cycles. At this point
the cells had degraded to 80 % of their baseline capacity, the point at which
they would usually be considered too degraded to continue in HEV use. At
this point however, charge acceptance performance in all cases was at least
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as good as the baseline case, better, in some cases. This suggests that in
situations where DCA performance is more important than absolute capacity,
such as HEV applications or energy storage buffers, effective cell lifetime
could be greater than would be predicted from capacity loss measurements.
It also suggests that the DCA performance on-delivery of second-life batteries
is likely to be little changed from the performance when they were new;
although, of course, they will begin to show signs of degradation more rapidly.
4.4 Conclusions
It is apparent from this investigation that the effects of cell degradation
on DCA performance are complex, and not well correlated to capacity loss
alone. It is also clear that the DCA test procedure itself has a significant
influence on the observed performance. Together these factors highlight the
importance of ensuring that the DCA test procedure accounts for the actual
operating SoC window, and maintains a constant charge current as the cell
degrades if an accurate assessment of the true DCA performance is to be
achieved.
In this investigation the results were achieved with the current norma-
lised to the nominal cell capacity, but there is nothing inherently special
about this value. What these results show is that to obtain a true picture of
DCA performance as a cell degrades, it is crucial to use a consistent, fixed
normalisation point, specific to that cell. In this case, the nominal capacity
was chosen, but similarly valid results could be achieved by normalising to
an experimentally determined baseline capacity, or indeed any other fixed
value, if this were more convenient.
The results further suggest that reduction in capacity may not be the
best indication of the end-of-life point for cells. In applications where DCA
performance is more important than capacity, it is possible that the useful life
of the cell may be much longer than would be suggested by capacity loss alone.
This also has implications for second-life applications; in these situations,
although the cell has degraded and lost capacity, its DCA performance may
be very similar to that of a new cell.
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Chapter 5
Analysis of the Influence of
High-Frequency Ripple
Currents on DCA in Lead-Acid
Batteries
5.1 Introduction
Previous chapters have shown that lead-acid batteries are a viable proposi-
tion for HEVs. It has been shown that real-world DCA performance can be
expected to be better than that predicted by the current standard test pro-
cedure and that degradation of the battery will not significantly lessen DCA
capability across the normal SoH window for such batteries. Up until this
point, however, the work has been concentrated on determining the factors
which influence DCA performance and how it changes with time. This work
is now extended to examine the possibility of applying an external stimulus
to batteries to improve their DCA performance. The previous chapters have
demonstrated that reducing the rest period within the DCAPP results in
better charge acceptance; it is therefore considered if the application of a
sinusoidal ac ripple current will have a similar effect, as these ripple currents
will be present as a matter-of-course in any system fitted with modern swit-
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ched mode converters. Continuing from the previous work, this exercise has
also used lead-acid batteries as the basis for its investigation.
Whilst most efforts have focussed on DCA for automotive applications,
the underlying principle has much wider applications and is important in any
system where it is desirable for a battery to accept charge in a time-limited
fashion. Such applications include grid-connected storage systems, particu-
larly when operating in Enhanced Frequency Response (EFR) mode [50], and
smaller scale renewable energy systems. Clearly then, a greater understan-
ding of the factors influencing DCA performance, and methods for improving
it could have broad applications across the whole energy storage sector.
Previous work by the author, and others, has identified four main factors
which influence the DCA performance of batteries, and which therefore may
provide scope for improving it. These factors: SoC, temperature, history and
microcycling are now considered in turn.
The SoC of the battery has a very significant effect on DCA performance,
with much greater levels of charge acceptance being possible at low SoC.
Intuitively this makes sense as the main physical limitation on charge accep-
tance is the terminal voltage of the battery, a battery at a lower SoC will
have a lower terminal voltage, and therefore have a greater ability to accept
charge than one at a higher SoC. In practice, however, it is rarely practical
to take advantage of this. Whilst it is possible to arbitrarily limit the max-
imum SoC of the battery to achieve better DCA performance, this results
in the battery storing less energy than it is capable of. To achieve the same
energy storage ability, would thus require the use of a larger battery. Clearly,
in automotive applications where the size and weight of the battery pack is
fundamentally limited, this approach is not desirable.
Battery temperature is also important in DCA performance, with higher
temperatures promoting improved charge acceptance as seen in Chapter 3.
Again this is to be expected as the underlying electrochemical reactions go-
verning battery performance obey the Arrhenius equation [18], and thus pro-
ceed more easily at higher temperatures. Again, though, it is difficult to
take advantage of this effect as the high currents to which automotive batte-
ries are subjected cause internal heating due to losses within the battery. To
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avoid excessive temperatures being reached the batteries are cooled to around
40 ◦C – 50 ◦C, allowing the temperature to rise above this level would im-
prove DCA performance, but would also risk long-term damage or sudden,
catastrophic failure being caused in the process. It is also the case that this
natural heating of the battery takes some time to occur. The precise time
taken for this process will obviously vary depending on the ambient tempe-
rature of the battery and the level of current applied, but the fact remains
that during the early part of the drive the batteries will be cold and thus
unable to accept charge as well as when they have had chance to heat up.
The history of the battery, whether it has been recently charged or dis-
charged, also has a large influence on DCA performance, Chapter 3 shows
that higher charge acceptance is possible when the battery has discharge his-
tory. This effect is due to the differing electrochemical environment within
the battery between charge and discharge. Clearly, there is no way to relia-
bly take advantage of this effect, as it is impossible to predict in advance the
operations which will be performed on the battery.
The final method for influencing DCA performance is microcycling, which
involves repeatedly applying short charges and discharges to the battery.
This has been shown experimentally in Chapter 3 to improve charge accep-
tance in lead-acid cells, and simulations have shown that this effect is due to
the microcyling improving the homogeneity of the current distribution within
the cell [8]. This allows for charge to be accepted as efficiently as possible.
It has previously been identified by the above work that with microcycles
consisting of square-wave like pulses, increasing the frequency of the pulse
results in increased charge acceptance. This chapter presents the results of
an investigation to determine if a similar result could be achieved by injecting
a sinusoidal ripple current at a higher frequency, but of a lesser magnitude
than that used in the previously reported testing.
This approach represents the most practical method of improving charge
acceptance in real-world applications. The main benefit of microcycling is
that it essentially independent of the battery’s current state, and thus can
be applied at any point as required. With a balanced microcycle the amount
of energy added during charge is equal to that removed during discharge,
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therefore the overall SoC of the battery remains unchanged. This allows
the microcycling to be applied at any SoC, without risking over-charging
or -discharging the battery. Microcycling using sinusoidal currents also has
the potential to be highly efficient, by using a resonant circuit to produce
the ripple current, the energy used is simply cycled between the battery
and the reactive components in the resonator; in this approach the total
efficiency of the system is primarily governed by the charge efficiency of the
battery and the efficiency of the resonator, typically both of these would
be better than 95 %. Alternatively, the natural tendency of switched mode
converters to produce ripple currents as a fundamental part of their operation
could potentially be harnessed, thereby avoiding the need for any additional
hardware.
5.2 Battery Analysis
The batteries used in this study were RS Pro 698-8091 VRLA type (fi-
gure 5.1), consisting of six cells in series, with a nominal voltage of 12 V and
a rated capacity (Cnom) of 4 Ah. To maximise the effectiveness of the app-
lied ripple current and to minimise losses within the battery, it is important
that the frequency-dependent behaviour of the battery is understood [22–24].
Thus, before proceeding to the main testing phase, the batteries were ana-
lysed to determine their impedance response across a range of frequencies.
5.2.1 Spectroscopy
This analysis was performed using a Solartron Analytical 1260 and 1287 Elec-
trochemical Impedance Spectroscopy (EIS) instrument, in conjunction with
an environmentally controlled chamber to maintain the ambient temperature
of the battery at 25 ◦C ± 2 ◦C throughout the analysis period. This is cru-
cial, as the impedance response is highly dependent on the temperature of
the battery.
Prior to performing the analysis on each battery, it was discharged to
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Figure 5.1: 12 V, 4 Ah, RS Pro VRLA Battery
70 % SoC, this is the same as that at which the DCA testing was performed
(see below for details) and the battery rested. This ensures that the results of
the spectroscopy are representative of the performance of the battery during
the DCA test, as the frequency response will change with SoC [51]. The ana-
lysis was performed with the EIS instrument in potentiostatic mode, after
discharging to 70 % SoC the cell was rested for 10 hours to determine the
OCV, the test instrument then maintains this OCV potential throughout the
test period. Superimposed on the OCV potential is a sinusoidal ac voltage;
this causes a current to flow in the battery which is measured by the test
instrument. From the applied voltage and measured current the impedance
of the battery is determined by the Solartron software. This process is per-
formed repeatedly with the frequency of the applied voltage varying, in this
way a spectrum is produced giving the impedance of the battery across a
range of frequencies.
For this analysis the frequency range selected was 10 mHz – 1 MHz,
using a logarithmic sweep with 20 points per decade and a ripple voltage of
30 mVpk−pk. This range was selected to be representative of both the low
frequency components typical of the DCA test procedure as well as higher
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Figure 5.2: EIS Spectra. (a) Nyquist Plot, (b) Bode Plot - Magnitude Re-
sponse, (c) Bode Plot - Phase Response
frequencies commonly produced by power-electronic switching devices. The
range chosen also gives a wide spectrum which allows for a better under-
standing of the underlying performance of the battery. Figure 5.2 shows the
results of the analysis, with the measured response shown in blue.
From the spectroscopy result it is clear that the behaviour of the battery
can be separated into two broad regions. At low frequencies the response
is capacitive, as indicated by the imaginary component of the impedance,
Im(Z), and the phase angle being negative. Conversely, as frequency incre-
ases Im(Z) and the phase angle become positive, indicating an inductive re-
sponse. The crossover frequency between these two regions occurs at around
1.5 kHz. To better understand the performance of the battery, each region
was considered individually for modelling before the two models were com-
bined to produce a full representation of the battery behaviour.
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5.2.2 Modelling
A commonly used electrical model for the low-frequency behaviour of a bat-
tery is the Randles model [35], this models the battery as a pair of series
connected, parallel RC circuits, as shown in figure 5.3a. Whilst impro-
vements have been proposed to this model [36], the basic Randles circuit
is well regarded and provides a simplified second-order model, suitable for
this application.
The software provided with the EIS instrument (ZPlot & ZView 2 ) allows
for the fitting of models to measured data. When provided with an equiva-
lent circuit and some initial parameter estimates, the software performs an
iterative fitting process to determine the component values which best ap-
proximate the measured data; i.e. the smallest weighted error between the
measured and approximated frequency spectra. The results of this process
for the Randles model applied to the measured frequency spectrum from
10 mHz – 1.5 kHz are given in table 5.1–A.
A high-frequency battery model is proposed by [21]. This replaces the
capacitive elements of the Randles model with inductors and simplifies the
R1
R2 R3
C1 C2
R1 L1
R3
L2
R1
R2 R3
C1 C2
L1
L2
(a)
(b)
(c)
Figure 5.3: Battery Equivalent Circuit Models. (a) Randles, (b) High fre-
quency from [21], (c) Hybrid
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Table 5.1: Model Component Parameters
Model
Component A B C
R1 46.1 mΩ 41.1 mΩ 44.0 mΩ
R2 63.7 mΩ – 64.1 mΩ
R3 530.0 mΩ 412.6 mΩ 472.0 mΩ
C1 397.8 mF – 398.2 mF
C2 45.0 F – 45.0 F
L1 – 66.1 nH 63.5 nH
L2 – 140.4 nH 141.8 nH
parallel branches, to better represent the electrical behaviour of the battery
at higher frequencies. This model is shown in figure 5.3b, note that the com-
ponents have been numbered such that those representing the same elements
as in the Randles model share their numbers with those from the Randles
circuit. The results of the fitting process using this high-frequency model
applied to the measured frequency spectrum from 1.5 kHz – 1 MHz are given
in table 5.1–B.
It may be seen that the components common to both the models described
above, R1 & R3, have similar values. This is a good indication that the models
are describing the same system but at different frequencies, as the resistive
elements should be independent of frequency. Combining both models to
produce a hybrid model results in the equivalent circuit given in figure 5.3c.
This is similar to previously described models [51–53], but with the reactive
components replacing constant-phase elements.
Using the component values previously determined as a starting point and
the whole measured frequency spectrum, the results of the fitting process for
the hybrid model are given in table 5.1–C. The performance of this hybrid
model to the same stimulus as the actual battery is shown in figure 5.2, in
red. The similarities between the measured and approximated responses are
clear and suggest that the model is a reasonable and accurate description
of the behaviour of the battery. It should be noted, however, that these
parameters are only valid for the conditions at which they were determined,
in this case, 70 % SoC and 25 ◦C.
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5.2.3 Ripple Frequency Selection
Aside from providing a model describing the behaviour of the battery, the
spectroscopy results also allow for the selection of likely frequencies for af-
fecting the performance of the battery. As the hybrid model includes both
inductive and capacitive elements, this indicates that the battery will behave
in a similar way to a resonant circuit.
As f → ∞ the impedance of the inductors becomes significant and the
battery impedance will be dominated by that of L1, this being in series with
all other elements. As f → 0, conversely, the capacitive elements dominate;
as these are in parallel branches, the battery impedance will tend toward
the sum of R1, R2 and R3. This behaviour can clearly be seen from the
measured impedance spectrum in figure 5.2b, the impedance is relatively high
at low frequency; as frequency increases, the impedance falls to a minimum
at around 50 Hz. It then remains broadly flat until around 10 kHz, at which
point the inductance becomes significant and the impedance rises rapidly.
The main charge storage elements of the battery are modelled by the
capacitors, C2 in particular, therefore in order to affect the performance of
the battery as a whole it is important that the ripple current affects these
elements. At low frequencies the bulk of the current will flow in the resistan-
ces, whilst at high frequencies although C1 will be the favoured current path
through the network of C1 & R2, L2 will restrict current flow through C2.
Therefore, to maximise the current flow through the capacitive elements,
the frequency should be be selected to lie in the range at which the total
impedance of the battery is at a minimum.
The spectroscopy result given in figure 5.2b shows the battery impedance
to be at a minimum in the range of circa 50 Hz – 10 kHz. From this broad
range it is unclear which frequency would be best for influencing the battery.
Simple ac circuit analysis techniques can be used to determine the current
flow through any given component at a given frequency, this can then be
compared to the total input current to give the proportion of any applied
current which will be present in a component of interest at a specific fre-
quency. This analysis has been performed for the circuit given by the hybrid
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Figure 5.4: Relative Current Flow in Hybrid Model R1, C1 & C2
model from table 5.3–C, with the components of interest being R1, which
should see all applied current across all frequencies, and C1 & C2, the charge
storing elements of the battery. The results of this analysis, with a frequency
range of 10 mHz – 1 MHz, are given in figure 5.4.
As expected, this shows that all applied current flows through R1 for all
frequencies. For C1 it can be seen that very little current flows in this element
at low frequency, as frequency increases, however, the proportion rises until
all the applied current flows through this element for frequencies greater than
around 100 Hz. C2 starts with a much greater proportion of the applied
current, which soon reaches a maximum with all current flowing through
it by around 100 mHz. At very high frequencies however, the effect of L2
being in series begins to limit the current flow, with the proportion reducing
as frequency increases above around 100 kHz. This analysis shows that to
maximise the effectiveness of any applied ripple current, by directing as much
current as possible through the charge storing elements of the battery, the
ripple frequency should lie in the range of 100 Hz – 100 kHz, where both
currents are at a maximum.
As with the EIS spectra, this is a broad frequency range, an alterna-
tive approach, to narrow this somewhat, is to note that R1 & L1 together
model the impedance of the internal connections between the terminals and
cells within the battery, as such they do not represent the performance of
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the charge storing structures. By neglecting these components a frequency
spectrum for the charge storage elements alone may be produced, as shown
in figure 5.5.
As can be seen, this much more closely resembles the classical resonant
circuit impedance spectrum, with a clearly defined resonant frequency of
around 700 Hz. This corresponds to the point of minimum impedance, and
lies comfortably within the range of maximum effectiveness suggested by
both the current analysis and EIS spectrum. This also represents the point
of minimum battery impedance and thus the point of maximum efficiency
for any applied ripple current, which has been shown to be important in
maximising the benefits from the ripple current [22–24]; 700 Hz is therefore
selected as the baseline frequency of the ripple current used for the testing
described below.
5.3 Test Procedure
The test procedure is based on the previous work described in Chapter 3 to
determine how DCA performance is influenced by the test parameters.
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5.3.1 Effect of History on DCA Performance
A critical factor influencing DCA performance, as identified above, is the
operational history of the battery. This refers to the operations which have
been performed on the battery prior to the DCA test and may be divided
into discharge history, where the battery has previously been discharged, and
charge history where it was charged.
The effects of this history have been shown by Chapters 3 and 4 to be
very significant, with large differences in DCA performance at the same SoC,
dependent on the battery’s history. It is crucial therefore that this influence
be accounted for in the test procedure.
5.3.2 Test Rig
To perform the necessary testing, a custom test rig was constructed, which
is shown, in overview, in figure 5.6; the full circuit schematics for this rig
are given in the Appendix of this document. The rig consists of two current
sources connected to the battery under test. This approach allowed for the
ac ripple current to be applied independently of the dc currents used during
the DCA test and to charge and discharge the battery.
The dc current source is provided by a Maccor Series 4000 battery test
system, this is a commercial unit which is designed for the reliable and effi-
cient testing of batteries. In this case the unit was configured to provide a
maximum, bi-directional dc current of 20 A at up to 20 V. The system has
the ability to log data during the testing process, in this case the tester was
V (RMS)
I (RMS)
V (DC)
I (DC)
Maccor S4000
20A (max, bi-di)4A (max, RMS)
MP111-FD based
ripple generator
Figure 5.6: Test Rig Schematic
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Figure 5.7: Ripple Generator
configured to log the dc battery current and voltage. The analogue signals
were pre-filtered to remove the effects of the ac ripple before being passed to
the Maccor system for logging.
To produce the necessary ac ripple current, a bespoke ripple generator
was constructed (figure 5.7). This is based around the Apex Microtechnology
MP111-FD Power Operational Amplifier, which was chosen for its wide power
bandwidth and high current output. As constructed the generator is capable
of producing ripple currents up to 4 Arms across a frequency range from
100 Hz – 180 kHz, and contains the required circuitry to produce analogue
outputs scaled to the rms values of the generated current and voltage. These
signals were fed into axillary inputs on the Maccor system, so all logging and
data storage was centralised.
Figure 5.8: Superposition of ac and dc Components
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The ac ripple current is capacitively-coupled onto the dc bias current,
this eliminates the need for voltage matching between the generators and
ensures the ripple current present on the battery is always superimposed on
top of the existing dc voltage. This process is illustrated schematically by
figure 5.8.
5.3.3 Test Description
Figure 5.9 shows the SoC profile for the test procedure. This begins with a
high-rate discharge to test the reserve capacity of the battery, followed by
a 1-hour rest and recharge to 100 % SoC. The battery is then discharged
to 0 % SoC at the 5-hour rate, from this Cexp is determined. From this
point the battery is then fully recharged, rested and discharged to 70 % SoC.
Following another 1-hour rest the first DCAPP is performed, this testing the
DCA performance when the battery has discharge history. For the duration
of the DCAPP and the rest period leading up to it (tA – tB), a sinusoidal
ripple current of 1.6 Arms, equivalent to 0.4 Cnom Arms, at 700 Hz is applied
to the battery. This current level was chosen as it is high enough to influence
the performance of the battery, without being unrealistically large.
The battery is then fully discharged, rested and recharged to 70 % SoC.
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Figure 5.9: Test Procedure SoC Profile & DCAPP Locations
82
070
100
So
C 
/ %
( a )
Time
-0.2
0.0
0.2
0.4
4.0
Cu
rre
nt
 / 
(A
  A
h-
1 )
( b )
 DCAPP DCAPP 
DC
AC (RMS)
Figure 5.10: Test Procedure Details. (a) SoC Profile, (b) Applied Current
Profile
Again, after resting for 1 hour a second DCAPP is performed, testing the
DCA performance with charge history. As before the ripple current is applied
for the duration of the DCAPP procedure and the rest preceding it, tC – tD.
Figure 5.10 shows an enlargement of the time around the DCAPPs, allowing
the SoC and ac and dc currents to be seen in more detail.
5.4 Results & Discussion
The initial testing focussed on the effect of ac ripple current at a frequency
of 700 Hz, as identified by the battery characterisation above, later in this
investigation this will be extended to include the effect of varying ripple fre-
quencies. To establish a baseline performance, the test procedure described
above was applied to the battery under test, but without any injected rip-
ple current. The battery performance under these conditions is shown in
figure 5.11, in blue. This figure shows the average charge acceptance for each
of the 20 microcycles of the DCAPP, with charge and discharge history, this
shows the typical DCA performance traits as previously identified.
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The first and most obvious of these is the large difference in performance
dependent on the operational history of the battery; with discharge history
the performance is significantly better than when the battery has charge
history. Secondly, the history influences the performance as the DCAPP
progresses in different ways; with discharge history there is a general de-
crease in charge acceptance as the number of microcycles increases, whilst
with charge history the performance is broadly consistent across the whole
DCAPP.
5.4.1 Effects of 700 Hz Ripple
Figure 5.11 also shows the DCA performance of the battery when subjected
to the full test procedure with the 1.6 Arms, 700 Hz ripple current applied.
It may be clearly seen from this figure that the injection of a ripple current
improves the charge acceptance performance of the battery. The result shows
the same traits as identified for the baseline are present, but in all cases the
amount of charge accepted is greater.
This differs from the effect previously observed in Chapter 3 when the
rest period within the DCAPP was reduced. In those cases whilst DCA per-
formance was improved, the trend of charge acceptance within the DCAPP
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Figure 5.11: DCA Analysis Result - Effect of Injected Ripple Current
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Figure 5.12: DCA Analysis Result - Effect of Reduced Rest Period
was also altered; tending to increase as the number of microcycles increased.
This is illustrated by figure 5.12, which shows the effect on the DCA perfor-
mance of a VRLA cell when the rest period is reduced from 300 s as used in
this test, to 30 s; the data being taken from Chapter 3.
Comparing the results given in figure 5.12 with those observed from this
study (figure 5.11), it may be seen that the effect produced by the injected
ripple current is very different to that caused by reducing the rest period.
Whilst both methods improve DCA performance, the injected ripple current
does not alter the trend of charge acceptance within the DCAPP as reducing
the rest period does.
The magnitude of the improvement seen is illustrated by figure 5.13,
which shows the percentage increase in charge acceptance over the baseline
for each microcycle. This result is of particular interest as it shows a sig-
nificantly larger improvement in performance when the battery has charge
history, this is important as the absolute charge acceptance is much poorer
in this case, so this larger improvement will be more beneficial to the perfor-
mance of the battery. For completeness, table 5.2 gives the average perfor-
mance improvement for the compete DCAPP observed in this study.
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Figure 5.13: Charge Acceptance Improvement with 700 Hz Applied Ripple
Current
Table 5.2: Average Charge Acceptance Improvement with 700 Hz Applied
Ripple Current
History Increase
Discharge 5.9 %
Charge 17.2 %
5.4.2 Effect of Varying Frequency
The above result shows that an injected ac ripple current can increase charge
acceptance. From the previous work it was observed that increasing the
frequency of the microcycles used within the DCA test also increased charge
acceptance. To examine whether this trend continued with ac ripple currents,
the investigation was extended to consider frequencies higher than 700 Hz.
Three additional frequencies were selected, for further investigation: 4.5 kHz,
30.0 kHz and 180.0 kHz. These were selected as being evenly spaced, on a
logarithmic scale, between 700 Hz and the maximum capability of the test rig;
additionally they usefully bracket the most common converter frequencies as
identified by [26]. It was decided not to investigate frequencies lower than
700 Hz as there would be little scope for a reduction in frequency before
the limit of the test equipment was reached. Further it was determined
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Figure 5.14: DCA Analysis Result - Effect of Injected Ripple Currents of
Various Frequencies
from figures 5.4 and 5.5 that there was likely to be only minor performance
differences across the available frequency range.
The test procedure described above was repeated at each of the frequen-
cies of interest, the result of this testing is shown in figure 5.14, with the
baseline result and that at 700 Hz included for completeness. From these
results it is clear that moving to higher frequencies does improve charge
acceptance, furthermore it can be seen that, as at 700 Hz, the trend in DCA
performance throughout the DCAPP follows that of the baseline. This is
important as it suggests that whilst the injected ripple current improves the
battery’s charge acceptance it does not significantly alter its other behaviour.
Figure 5.15 shows the average increase in charge acceptance for the whole
DCAPP over the baseline, for each frequency of interest. This clearly de-
monstrates the benefits of increasing ripple frequency as charge acceptance
improvement increases from around 6 % and 17 % with discharge and charge
history respectively at 700 Hz to 24 % and 53 % at 180 kHz. It is also inte-
resting to note that the increase is not linear, rather most gains are achieved
with the initial increase from 700 Hz to 4.5 kHz. This is particularly true for
discharge history, which showed virtually no additional improvement beyond
this point. In the case of charge history, further improvement was observed
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Figure 5.15: Average Charge Acceptance Improvement with Applied Ripple
Currents
but at a far lesser degree than previously, and by 180 kHz this too shows
virtually no increase in performance with increased ripple frequency.
Aside from the obvious charge acceptance increases, moving to higher
ripple frequencies brings other benefits. Firstly, for a given power-rating the
size of the reactive components required in generating the ripple current is
reduced as frequency increases. This provides benefits in terms of material
cost and size constraints. A secondary advantage of moving to higher fre-
quencies is that the ripple frequency can be above 20 kHz, which is the upper
limit of human hearing, by going above this frequency the ripple generator
will produce no audible emissions.
Another important feature of this result is that charge acceptance is seen
to improve significantly when subjected to ripple currents at frequencies ty-
pical of those generated by modern converter designs. Were it possible to
harness these naturally-occurring ripple currents, it would seem possible that
the DCA performance of the battery could be increased without the need for
any additional ripple-generating hardware.
There are however disadvantages to higher frequency operation. As the
impedance of the battery increases with frequency, generating ripple cur-
rents at higher frequencies requires more power and will increase the losses
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Table 5.3: Battery Impedance and Power Requirements for Various Frequen-
cies of Ripple Current
Frequency Impedance Power
700 Hz 42.25 mΩ —
4.5 kHz 40.87 mΩ 0.97
30 kHz 60.72 mΩ 1.44
180 kHz 222.20 mΩ 5.26
within the system. This is illustrated by table 5.3 which shows the battery
impedance for each frequency of interest and the relative power required to
generate a ripple of a given current over that at 700 Hz.
Clearly, there is a trade-off to be made between the benefits of higher
frequency ripple current in terms of charge acceptance and the disadvantages
of much increased power requirements. In this case it would appear that
operation around 30 kHz would provide an acceptable solution.
5.4.3 Effect of Ripple Current on SoC
A major potential drawback of the use of ripple currents of any frequency
is the effect on the SoC of the battery. As the round-trip efficiency of the
battery is less than 100 %, not all of the energy removed during the negative
half-cycle will be returned during the positive half, even if the currents in
both are equal. Whilst the net loss of charge per cycle will be negligible, over
time the cumulative effect could produce a significant reduction of SoC.
Were this to be the case, it would add significant complexity to the system.
Either the Battery Management System (BMS) would need to measure and
account for the loss, which would require the use of high-frequency measuring
equipment, adding to the cost of the BMS, or the ripple generator would need
to produce a ripple current with a dc offset to compensate for the loss of SoC,
again adding significant complexity and cost.
To asses the effect of injected ripple currents on SoC a second test proce-
dure was devised. In this, a fully charged, well-rested battery was discharged
to 70 % SoC. It was then allowed to rest, open-circuit, for five days whilst
its OCV was logged every 10 seconds. This measured voltage profile was
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Figure 5.16: Voltage Profiles from 5-day SoC Test
used as a baseline, against which the effect of the ripple current could be
assessed. The test was then repeated, but in this case as soon as 70 % SoC
was reached and the dc bias current was removed, an ac ripple current was
applied for five days. During this period the terminal voltage of the battery
was again measured every 10 seconds. In this way, were the ripple current
to have an effect on the SoC of the battery it would be shown by a deviation
in the voltage profile from that of the baseline. The two extremities of the
previously explored ripple frequencies were tested, 700 Hz and 180 kHz.
Figure 5.16 shows the results of this testing. From this it is clear that
the presence of the ripple currents has no appreciable effect on the SoC of
the battery, all three curves follow identical patterns, the only differences
being due to a slight variation in the initial voltage. Table 5.4 summarises
the starting and ending voltages for the test, it may be seen that there was
a difference of only 1 mV between the tests with ripple current present and
Table 5.4: Battery Start, End and ∆V Voltages from 5-day SoC Test
Frequency Start (V) End (V) ∆V (V)
No ripple 12.685 12.865 0.180
700 Hz 12.687 12.868 0.181
180 kHz 12.680 12.861 0.181
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the baseline. This is well within the noise of the data and clearly shows that
even after five days the presence of the ripple currents has not appreciably
discharged, or indeed charged, the battery, and has thus not altered its OCV
curve. It may therefore be inferred that the SoC has also not been changed
by the presence of the ripple current.
5.4.4 Effect of Ripple Current on SoH
With the previous investigation showing the presence of ripple currents has
no measurable effect on the short-term SoC of the battery, the work was
extended to determine if the ripple current would cause any change in the
long-term SoH of the battery. To establish a baseline result a new battery,
of the same type used in the above study was subjected to a long-term cycle
life test. This consisted of applying repeated charges and discharges at a
current of 1 Cnom A to the battery, separated by rest periods of 2 hours. As
with the degradation test described in Chapter 4, this cycling was performed
between 100 % SoC and 20 % SoC. In this case the termination voltage
was determined to be 11.625 V, as shown by figure 5.17. To eliminate the
effects of varying temperature, this testing was again performed with the
battery in a environmental chamber, maintained at an ambient temperature
of 25 ◦C ± 2 ◦C throughout.
0 10 20 30 40 50 60 70 80 90 100
State of Charge / %
9.5
10
10.5
11
11.5
12
12.5
13
13.5
Te
rm
in
al
 V
ol
ta
ge
 / 
V
Figure 5.17: Discharge Curve for RS Pro Battery with 1 Cnom A Discharge
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For each charge–discharge cycle the discharge and charge capacities were
measured, from this the charge efficiency of the battery, that is, the propor-
tion of the energy used to charge the battery which can be recovered during
discharge, may be calculated. Additionally, before beginning the test, and
after every 50 cycles, the battery was weighed and had its impedance me-
asured using a Hioki BT3554 Battery Tester. This operates on the same
principle as the EIS system, but applies a fixed ac current of 16 mA at 1 kHz
to the battery whilst measuring the resultant voltage response, from which
the impedance of the battery can be calculated.
The primary method used to determine degradation was again the SoH
of the battery, determined by comparing the battery’s discharge capacity at
cycle n against that of cycle n = 0, the first discharge. However the additional
data gathered has also be used to assess the performance of the battery. As
described in the previous chapter, as the battery degrades, its impedance
will increase; any additional degradation caused by the ripple currents would
therefore manifest itself as a greater increase in impedance over the same
number of cycles than observed for the baseline. The mass of the battery is
also important, mass loss in lead-acid batteries is a sign of the battery being
overcharged, and losing electrolyte through gassing. By measuring the mass
of the battery, any mass loss compared to the baseline will be indicative of
the ripple currents causing overcharging of the battery.
Figure 5.18 shows the results of the baseline test, which ran for 500 cycles.
Throughout the course of this test, the battery SoH fell to 50 %, giving an
average rate of degradation of 0.1 % per cycle. The charge efficiency rapidly
increased to around 97 % during the first 20 cycles and thereafter steadily
increased before stabilising at around 99.5 % after 300 cycles. In the same
period there was a linear loss of mass of 4 g, from 1.554 kg to 1.550 kg and a
roughly linear increase in impedance of around 4 mΩ, from 29 mΩ to 33 mΩ.
To determine the effects of injected ripple currents, the test procedure
described above was repeated with two additional batteries. All cycling and
measurement parameters were as described above, in this case, however, a
ripple current of 1.6 Arms was injected during the 2 hour rest periods between
charges and discharges. For one battery this current had a frequency of
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Figure 5.18: Long-term Cycle Performance for Baseline Test. (a) SoH &
Charge Efficiency, (b) Mass & Impedance
700 Hz, and for the other it was 30 kHz.
Figure 5.19 shows the results of the test with 700 Hz ripple current, whilst
figure 5.20 shows that for 30 kHz. In both cases the long term effects of the
ripple current are negligible, the differences in SoH and charge efficiency
between all three tests are virtually indistinguishable. Whilst figure 5.19
shows slightly lower, and figure 5.20 slightly higher degradation than the
baseline test, the difference is so small as to be impossible to distinguish
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Figure 5.19: Long-term Cycle Performance with 700 Hz Ripple. (a) SoH &
Charge Efficiency, (b) Mass & Impedance
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Figure 5.20: Long-term Cycle Performance with 30 kHz Ripple. (a) SoH &
Charge Efficiency, (b) Mass & Impedance
between the effect of the ripple current or the natural variation in battery
performance due to manufacturing tolerances.
A similar phenomena is observed for the other measurements. Whilst
there are differences in the absolute values of mass and impedance for the
batteries with applied ripple current, these are again within the tolerance
one would reasonably expect to see between batteries of the same type. Any
effect caused by the ripple current would be shown by the magnitude of
change in mass or impedance throughout the tests, here, however the results
are virtually identical to that of the baseline case.
In terms of mass, the loss was 2 g in both cases, compared to 4 g for the
baseline case; in all cases the loss was around 0.25 % of the battery’s total
weight, which is so small as to be effectively zero. The impedance increase
was also the same for both tests, at 4 mΩ, this also being the same as the
baseline test. All in all, this suggests that, as in the case of short-term SoC,
the injection of ripple currents has no measurable effect on the long-term
SoH of lead-acid batteries.
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5.5 Effect of Ripple Currents on Cell Balan-
cing
Many battery systems, including those used in HEV applications, suffer from
issues with cell balancing. If the injection of ripple currents is to be practical
in real-world systems, it is important that they do not exacerbate these
problems; ideally, of course, the ripple current would help to improve the
situation. A further series of tests were therefore performed to assess the
effect of ripple currents on cell balance.
5.5.1 Cell Balancing
Nearly all practical battery systems require a terminal voltage greater than
that which can be provided by a single cell, this is achieved by stacking several
cells in series to form a string with the desired voltage. If greater capacity
is required, multiple strings can be connected in parallel until the required
performance is achieved. This configuration, of several parallel strings is
the basis of very many battery systems, in a wide variety of uses, from
automotive HEV and EV to large grid-scale storage systems, and may consist
of many thousands of individual cells. Cell balance issues affect any battery
containing cells in series, and therefore are applicable to a vast array of
battery applications.
The issues with cell balancing arise due to manufacturing differences lea-
ding to apparently identical cells, even those produced in the same batch at
the same time, exhibiting slightly different performance characteristics, which
then cause problems when such cells are operated in series. The performance
differences can be considered as though the cells will charge at different ra-
tes; in practice, of course, the reasons are considerably more complex but
essentially result in the cells having either differing capacities, impedances,
or most commonly, both [54]. External factors, such as uneven temperature
distribution within the battery pack, may also lead to imbalances [55].
Consider a battery comprised of two such cells C0 & C1, where C0 charges
more quickly than C1. When charged, C0 will reach full charge before C1,
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Figure 5.21: Cell Imbalance Example
and as the charging must be terminated at this point to avoid overcharging,
the two cells will contain different amounts of energy, C0 holding more than
C1. When discharged the cell with the least stored energy, C1, will become
depleted first, whilst energy is still stored in C0, again as the discharge must
be terminated when any cell reaches its minimum voltage to avoid damage,
the energy remaining in C0 is stranded in the system and cannot be recovered.
The problem is then exacerbated when the battery is recharged as, not
only will the performance imbalance again cause C0 to charge faster than C1,
but C0 already contains some energy stranded from the previous discharge.
Combined, this causes C0 to reach full charge even quicker, and C1 to store
even less energy than before. If steps are not taken to correct this imbalance,
the battery eventually becomes unusable as C0 will tend to become fully-
charged whilst C1 tends toward fully-discharged, thus no operations can be
performed on the battery and all energy stored in C0 is rendered useless.
This process is illustrated by figure 5.21.
There are three main methods to correct cell imbalance [56]. The simplest
is to perform an equalising charge on the battery, this involves applying a
higher charging voltage to the battery and allowing individual cells to become
overcharged until all cells are fully charged. This method is only possible in
batteries whose chemistries can tolerate being overcharged, such as lead-acid
and nickel metal hydride. Other drawbacks of this method are that the cells
which are overcharged are subject to higher degradation, and due to the
charge current falling rapidly when the equalising voltage is reached, it can
take a long time for all the cells to fully charge. For cells which cannot
tolerate overcharging, such as those which are lithium-based, or where it is
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desirable to avoid the degrading effects of overcharging, passive or active cell
balancing may be employed instead.
Passive balancing is achieved by connecting a resistor and switch in pa-
rallel with each cell. The cells may then be balanced by discharging all but
the least-charged cell through the resistors until the battery is balanced, at
which point it is usual to apply a ‘topping-off’ charge to fully recharge the
battery [57]. Although simple and requiring few components, passive balan-
cing does have some disadvantages. Firstly, the energy removed from the
cells during balancing is lost as heat in the resistors. This requires that the
balancing current be relatively modest, lest the resistors become too hot or
require heatsink mounting, thus increasing component count and cost. Limi-
ting the balance current in this way also makes the process of cell balancing
quite slow.
The concept behind active balancing is very simple: take the energy from
cells which have an excess and transfer it to those with a deficit, until all
cells are at the same level; implementing this concept, however, is rather
more complex [56–58]. A typical system uses a dc-dc converter and a switch
matrix to allow energy to be moved between a group of cells, as the number
of cells in the battery increases so does the required number of converters and
switch matrices. This makes an active balancing system far more complex
and expensive than the other options, the benefits, however, are that very
little of the stored energy is wasted and that balancing can be achieved in a
timely manner.
5.5.2 Test Procedure
Whilst there are many possible causes for cell imbalance, they all manifest
themselves as a difference in voltage between cells in the string. To determine
the level of imbalance, therefore, it is necessary to measure the individual cell
voltages within the battery, with the imbalance being given by the absolute
difference between the lowest and highest cell in the battery. The batteries
used previously in this investigation are constructed as a single sealed unit,
making such a measurement impossible. To assess the effect of ripple current
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Figure 5.22: 8 V, 4-cell Test Battery with Cell 0 Leftmost
on cell balance a bespoke battery was produced consisting of four EnerSys
Cyclon cells in series (figure 5.22), giving a nominal voltage of 8 V and a
capacity of 2.5 Ah. These cells were mounted to a PCB and provided with
connections to allow for measurements to be taken of the cell voltages during
testing. The test battery was also equipped to allow individual cells to be
charged or discharged independently so manual balancing or imbalancing
could be performed. Each cell was given an ID number, beginning with cell
0 at the negative end of the battery to cell 3 at the positive end.
Testing proceeded in two ways, firstly to determine the level of imbalance
which would be typical when the battery was cycled, and an assessment of
whether ripple current would affect this; and secondly, if the application of
a ripple current in isolation would alter the level of imbalance within the
string.
5.5.3 Cycle Imbalance
To obtain a baseline level of imbalance, the battery was subject to an equa-
lising charge to minimise the differences between the cells. It was then
subjected to five charge–discharge cycles at a rate of 1.25 A, equivalent to
0.5 Cnom A. To avoid causing excess degradation of the cells, the discharge
was terminated when the battery reached 20 % SoC, recharging was to 100 %
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SoC, however.
The results of this testing are shown in figure 5.23. It can be seen that
for the majority of the time imbalance is very low, with a typical value of
around 10 mV. There are short spikes where the imbalance briefly rises when
there is a sudden, rapid change in battery voltage, such as at the start of a
discharge, but these are corrected quickly and the imbalance returns to its
initial value; nearing the end of charging, however, imbalance climbs rapidly.
Charging was performed with the standard CCCV approach as seen from
figure 5.23a, as can be seen from this data the battery voltage is held constant
once CV-mode is reached. Figure 5.23b, however, shows that the picture for
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Figure 5.23: Cycle Imbalance Profiles for Baseline Test. (a) Battery Voltage
& Current Profile, (b) Cell Voltage & Imbalance
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the individual cells is very different. Despite the overall battery voltage
being held constant at 9.6 V, there is an increasing spread of cell voltages
as time passes, with two cells seeing a continued increase in voltage whilst
the other two see a corresponding decrease. This may also be observed from
the imbalance data, which shows a steadily rising imbalance until charging
is terminated. As the number of cycles increases, it may be seen that the
magnitude of the imbalance also increases, rising from around 130 mV for
the first cycle to around 190 mV by the fifth; this illustrates, in practice, the
cumulative nature of cell imbalance.
A second series of cycle tests was then performed, in the presence of an
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Figure 5.24: Cycle Imbalance Profiles with 30 kHz Ripple Current. (a)
Battery Voltage & Current Profile, (b) Cell Voltage & Imbalance
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applied ripple current. In this case, during the charge phase, when imbalance
is seen to be at its worst, the battery was subjected to a 30 kHz ripple current
of 1.25 Arms. The results from this test procedure are shown in figure 5.24.
Considering first the overall result for the battery, the presence of the
ripple current appears to have had no effect, the CCCV charging profile has
proceeded as before and the battery has not charged appreciably quicker, or
slower than before. The same is true from the cell perspective, cell imbalance
is still very low for much of the time, with the only real exceptions being
during CV-charging of the battery. It is also apparent that the ripple current
has not caused any great change in the level of imbalance either. The cells
were not equalised between the preceding baseline test and this investigation,
thus the imbalance continues from before, with a maximum of around 180 mV
for the first cycle.
Interestingly, however, the rate of increase appears to be less than that
observed in the baseline case, with the fifth cycle seeing a maximum imba-
lance of only 200 mV, and cycle three even saw a decrease. How much of this
is due to the influence of the ripple current, and how much is simply the cells
settling after equalisation is difficult to determine; what is clear, however,
is that the presence of the ripple current has not caused the imbalance to
become any worse than the baseline case.
5.5.4 Static Imbalance
The result of the above testing appears to indicate that ripple currents do
not increase imbalance, and may possibly improve matters, however the full
picture is somewhat difficult to determine due to the influence of additional
factors. To eliminate these, a second test procedure was performed, with
ripple current alone.
In this case individual cells of the battery were independently discharged
to produce a deliberate imbalance, the battery was then allowed to rest for
several hours for the cell voltages to stabilise, at which point a 30 kHz,
1.25 Arms ripple current was applied to the battery for a period of 2 hours.
The results of this testing are shown in figure 5.25, from which it is very
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Figure 5.25: Static Imbalance Profiles with 30 kHz Ripple Current. (a)
Battery Voltage & Current Profile, (b) Cell Voltage & Imbalance
clear that the ripple current has had no effect on the cell imbalance seen. It
may therefore be further concluded that the slowing of the rate of imbalance
increase seen in the cycle testing was caused by a stabilisation in battery
performance following the equalising charge, rather than as a consequence of
the ripple current.
5.6 Conclusions
The work has shown that the application of ac ripple currents to lead-acid
batteries can significantly improve their charge acceptance. Improvements
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in charge acceptance of over 50 % have been seen, with the use of ripple
currents of 0.4 Cnom A. The improvements have been observed across a wide
range of frequencies, and are seen to become greater as the frequency of
the ripple is increased. The increase is not linear, however, and moving to
frequencies greater than 30 kHz provides little practical benefit; especially
when the increasing power requirements due to increased battery impedance
are considered.
The application of sinusoidal ripple currents does not appear to have any
detrimental effect on many crucial aspects of battery performance including
SoC, where even after a period of five days no effect was measured; SoH,
which showed no difference in performance across 500 cycles; and cell imba-
lance where neither cycling nor static imbalance were affected by the presence
of a ripple current.
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Chapter 6
Considering Lithium
Chemistries
6.1 Introduction
Up until this point the work performed has focused solely on lead-acid cells,
whilst these remain common and are appropriate in many applications, it
cannot be denied that in many areas lithium-based cells are superior. As
technology has progressed and systems have become more complex, portable,
and power-hungry, the lithium cell has become fundamental to the operation
of many everyday devices such as mobile phones and tablets. Lithium cells
are also the basis for many large-scale battery systems, like those installed
in electric vehicles or used for grid-scale storage.
As many of these areas also have requirements for the batteries to charge
in a limited time or from charges which are infrequent but at a high rate,
the work has been extended to consider the operation of lithium cells in
such environments. Firstly by examining the DCA performance of lithium
cells, and then to consider the most appropriate charging methodology to
minimise degradation whilst maintaining cell performance. As this chapter
examines two separate issues, which, although related, do not have quite
as much coherence as other chapters, the conclusions are given within each
section, rather than being combined at the end.
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6.2 DCA Performance of Lithium-ion
The testing of both standard and carbon-enhanced lead-acid cells described
in Chapter 3 yielded useful results regarding their performance. This in-
vestigation was extended to determine if the test methodology used in that
work could also be applied to lithium cells. For this testing new Mottcell
IFR26650 3.2 V, 3.3 Ah, 26650-type lithium iron phosphate (LFP) cells were
used (figure 6.1). The only changes made to the test procedure described
in Section 3.4.3 were to vary the voltage limits used, this being necessary to
compensate for the differing voltages between lead-acid and LFP cells. As
before, all testing was performed under environmentally controlled conditions
at 25 ◦C ±2 ◦C. Figure 6.2 shows the results of these tests.
The LFP results show some differences from those observed with the
lead-based chemistries, although to some extent, all the trends previously
identified are present. Firstly, in a trend reminiscent of standard lead-acid,
variation with operational history is virtually eliminated, with lithium sho-
wing only a very slight reduction in DCA performance when the cell has
charge history. Similarly, the effects of the rest period are clearly evident,
across all SoC a reduced rest period improves DCA performance. As with
the history behaviour, however, this effect is much more consistent and the
shapes of the DCAPP remain broadly similar despite the changing rest pe-
riods.
The most dramatic change however is that the influence of SoC is much
reduced compared to all previous results. This has the benefit of making
Figure 6.1: 3.2 V, 3.3 Ah, Mottcell IFR26650 LFP 26650 Cell
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the DCA performance much more consistent across a wide SoC range, but
does have some downsides. Whilst performance over carbon-enhanced lead is
much improved at high SoC, as this reduces the lead-acid cells begin to show
better performance, especially below around 30 % SoC. It has been shown
that if the charge current is allowed to increase beyond 4 A·Ah−1 carbon-
enhanced lead will accept up to around 8 A·Ah−1 (see Section 3.6). This
compares favourably with the lithium cells which would seem unlikely to be
capable of accepting more than around 4.5 A·Ah−1 under similar conditions.
These results also indicate that the test methodology described by Chap-
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ter 3 is a useful device for determining the DCA performance of cells with
a range of chemistries. It also reinforces the validity of the test and of the
trends identified, as these too appear largely independent of the chemistry
of the cell investigated.
6.3 Lithium-ion Charging Strategies
Lithium-ion (Li-ion) batteries have become very popular in recent years for
the improved performance they offer over earlier chemistries, especially their
increased energy density and cycle life. When first introduced, these benefits
were used to increase the performance of the devices in which they were
installed, by increasing run-time between recharges and reducing the need
to replace degraded batteries. Over time, however, designers and engineers
have come to recognise that, with a little circuitry to avoid overcharging or
excessive temperatures, Li-ion batteries can also be charged more rapidly
than previous chemistries.
Whilst rapid charging has allowed for devices to become more complex
and powerful without needing to extend the time taken to charge, it does have
its downsides. Charging at a higher rate causes greater cell degradation, and
the increased power usage means the frequency of charging is also increased,
further adding to the rate of degradation. In many cases, this is not major
problem; laptop and smart-phone batteries may have an expected lifetime of
2 – 3 years of heavy use, by which point the user is likely to want to upgrade
to better hardware anyway, regardless of remaining battery life. In such
situations, the increased degradation is commercially viable, as the benefit
of increased performance to the user outweighs the cost of reduced life.
Away from high-end consumer electronics, however, battery systems are
being developed using Li-ion cells where the cost of degradation is far more
significant and damaging to the operational and commercial viability of the
system. One such area which is now seeing the increasing use of Li-ion
batteries, and which also presents a particularly challenging environment
for them to operate in, is the provision of portable power banks to extend
electrification in developing countries.
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6.3.1 Renewable Energy in the Developing World
Throughout the developing world, over a billion people have no access to
mains power [59]; in the absence of this, many rely on diesel generators for
electricity and oil lamps for lighting, neither of which are environmentally
sound and pose significant health risks due to their emission of toxic fumes.
Efforts are being made to combat this, with projects to expand the provision
of renewable energy supplies to developing countries [60], but in many cases
such systems remain economically unviable or are frustrated by regulatory
or political factors [61].
An alternative approach is to use rechargeable Li-ion battery packs to
provide power; an example of such a pack produced by Mobile Power Ltd
of Sheffield, is shown in figure 6.3. In this model a central base-station is
provided in which the packs are stored and charged by whatever means is
most appropriate, typically solar PV. Users then rent the packs on a pay-per-
charge model and are free to take the pack to where it is needed. Depending
on the design, the packs can provide power to charge a mobile phone or
laptop, run a television and may also include LEDs for lighting purposes.
When the pack has been discharged, it is returned to the base-station where
it is recharged ready for the next use.
This model provides the benefits of renewable energy, without the high
costs associated with installing a micro-grid system, thus making it attractive
Figure 6.3: Portable Li-ion Battery Pack – Courtesy of Mobile Power Ltd
108
to low-income users. It also has the advantage that it requires no infrastruc-
ture aside from the base-station, thus reducing ongoing maintenance costs
and making provision viable even in sparsely populated areas. Clearly, howe-
ver, this is a challenging environment in which to operate batteries; the usage
profile is very cyclic, with the battery pack typically being used until it is
fully discharged before being returned to the base-station for a full recharge
also, the largest market for these systems is sub-Saharan Africa, thus am-
bient temperatures are high. Both of these factors are known to contribute
to degradation in Li-ion cells.
As the cells form the most expensive part of such a system as well as
its main consumable, it is important that they be used in such a way to
maximise their value. Typically this will be achieved by optimising for cell
lifetime, energy stored, charging speed or some combination thereof.
6.3.2 Test Procedures
To determine the best optimisation strategy, three test procedures have been
developed; each procedure has been designed to maximise either energy sto-
red, cycle life or charge speed. The effects of each of these procedures on
cell performance may then be compared to identify the most appropriate
charging methodology to extract the maximum value from the cell. The
test procedures described below were performed with a Maccor Series 4000
automated battery test system. The cells used in this investigation were
Samsung ICR18650-26J, Li-ion 18650-type (figure 6.4) with a nominal capa-
Figure 6.4: 3.6 V, 2.6 Ah, Samsung ICR18650-26J Li-ion 18650 Cell
109
city of 2.6 Ah, and all testing was performed with the cells in free-air within
temperature-controlled chambers maintained at an ambient temperature of
35 ◦C ± 2 ◦C:
Method 1
This method attempts to extract the maximum possible energy from
the cell. The cell is to be charged and discharged at a rate of 1 Cnom A,
separated by 1-hour rest periods. The discharge cut-off voltage is 2.8 V
and charging is to be performed using a CCCV profile with a charge
voltage of 4.2 V and a cut-off current of 0.05 Cnom A. This is similar to
the method used by many cell manufacturers to determine cycle life,
and thus will provide baseline performance data on the effects of cycling
at increased temperature, but in an otherwise standard manner. The
charging profile for this method is shown in figure 6.6a.
Method 2
This method attempts to maximise cycle life by reducing stress on the
cell; this is achieved by limiting voltage excursions at the end of char-
ging and discharging. As with method 1, the cell is to be cycled at a
rate of 1 Cnom A with 1-hour rest periods. The discharge cut-off voltage
is increased to 3.25 V, charging is again CCCV with a cut-off current
of 0.05 Cnom A, but the cell is to be charged such that 1 hour after
charge termination its OCV relaxes to 4.1 V; this specification was a
requirement of the application for which these tests were undertaken.
This means that the maximum voltage applied to the cell will be re-
duced from 4.2 V, to some lesser amount. By operating the cell within
a narrower voltage window, this method attempts to maximise cycle
life, at the expense of energy delivered. The charging profile for this
method is shown in figure 6.6b.
Method 3
This test is similar to method 2 in that it attempts to reduce stress on
the cell, but in this case the objective is to minimise charging time. All
parameters are as in method 2 apart from charging. Here the cell is
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once again to be charged to 4.2 V, but the current cut-off is increased
to 0.2 Cnom A. This will result in the cell spending less time at the peak
voltage and produce a faster overall charge. The charging profile for
this method is shown in figure 6.6c.
All parameters required for testing are well defined, apart from the charge
voltage limit for method 2, which has been determined experimentally. One
cell was subjected to five cycles of method 2, for each cycle the charge voltage
was increased from 4.115 V to 4.135 V in 5 mV increments. The results of
this test are given in figure 6.5, which clearly demonstrates that to achieve
an OCV of 4.1 V, 1 hour after charge termination, the cell should be charged
to 4.12 V.
With the charge voltage limit for method 2 determined, all three test
procedures can be fully specified; table 6.1 details the full parameters for
each test and figure 6.6 shows the charging current and voltage profiles for
each of the three methods as measured from the first test cycle. Two cells
were subjected to each test, giving six tested cells in total, identified as cells
A – F. Cells A and D were tested with method 1, cells B and E with method
2, and cells C and F with method 3.
The test procedure described above represents one discharge–charge cycle,
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Figure 6.5: OCV Determination Test for Method 2 Charging
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Table 6.1: Full Test Parameters for all Methods
End condition
Step Operation Method 1 Method 2 Method 3
1 1 C Discharge 2.80 V 3.25 V 3.25 V
2 1-hour rest
3 1 C Charge 4.20 V, 0.05 C 4.12 V, 0.05 C 4.20 V, 0.20 C
4 1-hour rest
in all cases after 100 such cycles the cell was subjected to a full capacity
assessment, by performing a single cycle of method 1, and an impedance test.
The results of these tests then can be compared to a baseline result taken
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before the commencement of the test procedure to determine the effects of
the testing on the health of the cell. Following each 100-cycle profile, the
condition of the cell was assessed, and if suitable, it was subjected to a
further 100 cycles of testing.
6.3.3 Impedance Testing
Before beginning the test procedure, a single cell was subject to an EIS test
to determine its frequency-dependant impedance. The effect of the various
test procedures on the impedance of the cells would form an important part
of the test process, therefore it was necessary to establish a baseline result
and determine the most appropriate method to measure impedance. In this
case the frequency range chosen was 5 mHz – 5 kHz, the results of this test
are given in figure 6.7.
This shows two important features, firstly the difference in impedance
caused by differing SoC is minimal. This indicates that power loss within
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the cell during charge or discharge is essentially constant regardless of the SoC
and therefore there is no power-loss benefits to be gained by early termination
of either charge or discharge, and such operation is not likely to lead to
significant increase in cell temperature due to increased losses.
Secondly, it many be seen from figure 6.7b that the absolute impedance
varies little across the whole range of frequencies investigated. This indica-
tes that the complexity incurred by assessing impedance across a range of
frequencies is unnecessary, a representative result may be obtained from a
single-frequency assessment.
6.3.4 Results & Discussion
The results of this study can be divided into two broad areas, firstly the
direct impact of the differing methods, such as the effect on the cell’s energy
storage ability or charge time. These effects are produced immediately as
a direct result of the method chosen. The second area is that of the long-
term impact of the various methods, such as the effect on cell lifetime. In
these cases the influence of the various methods takes many cycles to become
apparent.
Initial Capacity
All cells were tested for capacity prior to the start of cycle testing, the results
of this are shown in table 6.2.
These show the cells were all very close to their nominal capacity and that
there was very little variation between them; this is further reinforced by the
mean capacity being 2.598 Ah with a standard deviation of only 0.004 Ah.
This result confirms that prior to starting the testing process all the cells were
well matched and in good condition, thus it is reasonable to conclude that
performance variations observed during the testing process are as a result of
the tests applied to the cells rather than some underlying condition present
at the start of the test.
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Table 6.2: Starting Capacity for all Cells
Cell Capacity
A 2.604 Ah
B 2.600 Ah
C 2.597 Ah
D 2.598 Ah
E 2.597 Ah
F 2.591 Ah
Capacity Reduction
Due to the altered charge and discharge cut-off points used in methods 2
and 3, these cells will no longer deliver their rated capacity, instead it will
be somewhat lower. Table 6.3 shows the magnitude of this loss as given by
the average capacity delivered from the first test cycle for both cells of the
given test procedure. The table gives the values in terms of both absolute
capacity, and as a percentage of the cell’s rated value of 2.6 Ah.
From this it may be seen that despite the differing charging profiles, the
difference in available capacity between methods 2 and 3 is minimal. It is also
apparent that the reduced voltage window of methods 2 and 3 only reduces
the available energy stored in the cells by around 15 % compared to that of
method 1.
Charge Speed
By limiting the charge termination point, either by reducing the peak voltage
as in method 2 or by increasing the termination current as in method 3, the
time taken to charge the cell will be less than that required for method 1.
Allowing the cells to charge faster is an important benefit and may allow for
improvements in cell utilisation as less time needs to be ‘wasted’ recharging
Table 6.3: Available Capacity from all Tests
Method 1 Method 2 Method 3
Ah % Ah % Ah %
2.601 100.0 2.174 83.6 2.249 86.5
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Table 6.4: Charge Speed Improvement
Method Charge Time %
1 105.5 minutes —
2 78.3 minutes 74.2
3 57.6 minutes 54.6
depleted cells.
Many factors influence the time taken to charge a cell, such as starting
condition, temperature, and cell health, however an assessment of the poten-
tial benefits has been made by comparing the average times taken for the six
cells to recharge after their first discharge cycle. At this point the cells are
new and have been shown to be well matched, the only significant variable
being the test procedure applied.
Table 6.4 summarises the result of this test, which may also be seen from
figure 6.6. From these results it is clear that both methods 2 and 3 result
in appreciably lower charging times, method 3 in particular nearly halves
the time taken for the cell to charge. Some reduction in speed is to be
expected, as less energy is being stored in the cells; however it may be seen
in this case that whilst the stored energy is reduced by 15 %, the charge time
is reduced considerably more. Whilst this is only a snapshot, it does give
a useful indication of the likely benefits to charging speed of the modified
charge profiles under investigation.
State of Health
As cells are cycled, they are subject to degradation. In Li-ion cells the main
sources of this degradation are lithium plating of the negative electrode and
cell oxidation [44]. This physical degradation leads to performance degra-
dation which is exhibited as a reduction in the SoH of the cell. Figure 6.8
shows the capacity loss profile for all cells, as measured from the full capacity
test taken every 100 cycles. This test yields Ct, and as Cnom is known to be
2.6 Ah for these cells, their SoH may also be calculated.
The first observation is that there is a significant difference in perfor-
mance between the various methods, with some cells displaying very rapid
116
0 100 200 300 400 500 600 700 800
Cycle #
1.30
1.43
1.56
1.69
1.82
1.95
2.08
2.21
2.34
2.47
2.60
Ca
pa
cit
y 
/ A
h
50
55
60
65
70
75
80
85
90
95
100
St
at
e 
of
 H
ea
lth
 / 
%
Cell A
Cell B
Cell C
Cell D
Cell E
Cell F
Figure 6.8: State of Health Profile for all Cells
degradation, whist others show very little. Considering first the cells sub-
jected to method 1 (cells A & D), it is clear that this is the most aggressive
of the methods and results in the highest levels of degradation. For the first
200 cycles there is little difference with the other tests, however after this
point the level of degradation increases rapidly. For this investigation it was
determined that a cell had reached the end of its useful life when its SoH fell
to around 50 %, for cell A this was reached after 500 cycles, at which point
it was withdrawn from testing. Cell D fared somewhat better, reaching 600
cycles with a SoH above 50 %, however clearly this cell too is at the end of
its useful life. The two cells in this test show quite significant variations in
performance between them, however, this test is also the most strenuous and
as such is likely to exacerbate any small variations which may exist between
cells.
The cells subjected to method 2 (cells B & E), on the other hand, perfor-
med far better. These cells show very little degradation, both comfortably
reaching 800 cycles with a SoH of 86 % for cell B and 73 % for cell E. They
also exhibit much better consistency of performance, with the only appre-
ciable difference in their SoH profiles becoming apparent after 500 cycles.
Clearly method 2 is more suited to providing long cell lifetimes than either
of the alternatives examined.
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Table 6.5: SoH Cost by Cell & Method
End Condition SoH Loss (per Cycle)
Method Cell Cycle SoH Cell Method Average
1
A 500 48.69 % 0.103 %
0.091 %
D 600 53.23 % 0.078 %
2
B 800 85.88 % 0.018 %
0.026 %
E 800 72.88 % 0.034 %
3
C 800 66.61 % 0.042 %
0.056 %
F 700 51.27 % 0.070 %
The results for method 3 (cells C & F) show that it is an improvement
over method 1, but not as good as method 2. Again there is a large variation
in performance after around 300 cycles, where cell C performs almost as well
as those from method 2 reaching 800 cycles with a SoH of around 67 %, cell
F shows more rapid degradation, reaching end of life after 700 cycles with a
SoH of 51 %.
To quantify these results a simple linearisation has been applied to de-
termine the typical degradation per cycle for each cell, the results for the
two cells subjected to the same test procedure have then been averaged to
produce an indication of the typical degradation per cycle for each method,
this is given in table 6.5.
Cell Impedance
A secondary measure of degradation is the impedance of the cell. This is a
much more difficult metric to measure, requiring specialised equipment such
as the EIS tester [62], thus it is not practical to perform in most real-life sys-
tems. Cell impedance is however an important factor governing performance,
as increasing impedance causes increased losses within the cell. This results
in lower charge efficiency, and greater heating of the cell. This is a significant
concern when ambient temperatures are already high and the energy availa-
ble for recharging the cells is limited. The Maccor test system used in this
investigation has the ability to perform impedance measurements at a single
frequency of 1 kHz. As the results of the EIS testing above in figure 6.7b sho-
118
wed that the impedance of the cells at 1 kHz is a representative figure, this
has therefore been utilised to show the effects of the various test procedures
on the impedance of the cells. Figure 6.9 shows the impedance measured for
all cells across a range of SoC from 100 % to 0 %, in 20 % intervals.
The first observation is that in all cases there is very little change in
impedance with SoC, as seen in the baseline case, and the initial impedance
of all six cells was closely grouped in the 55 – 65 mΩ range, beyond that,
however there is a clear difference in the impedance trend depending on the
test procedure applied. Those cells subjected to method 1 (figure 6.9a & 6.9d)
show a general trend of rapidly increasing impedance as the cycles progress.
This is particularly true in the case of cell A, whose increase in impedance is
well correlated with the decrease in SoH. Cell D exhibits somewhat different
behaviour, with a large increase in impedance in the first 100 cycles, after
which impedance stabilises before increasing again after 400 cycles. This
trend is not matched by its SoH, however it is clear that both cells subjected
to method 1 saw a large increase in impedance as the testing progressed.
For those cells tested with method 2 (figure 6.9b & 6.9e) the results show
very consistent performance, with both cells exhibiting a gentle, linear in-
crease in impedance as the testing progressed. Interestingly, cell B, which
demonstrates the best SoH performance shows a slightly larger increase in
impedance than cell E, whose SoH performance is somewhat poorer. This
demonstrates the importance of this analysis, as it shows that SoH and im-
pedance are not necessarily well correlated.
As with SoH, the impedance results for method 3 (figure 6.9c & 6.9f) lie
between the two extremes of the other methods. Cell C exhibits an impe-
dance profile very similar to that of those for method 2, although the increase,
whilst still broadly linear, is more pronounced. Cell F, on the other hand,
shows a profile much like those of method 1, with the increase in impedance
becoming greater as the test progresses. In this case, however, the increase
is less than that seen in method 1.
These results further reinforce those from the SoH assessment, and show
that method 1 is the most degrading to the cells, whilst method 2 is the least.
Method 3 lies between these two extremes.
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Figure 6.9: Cell Impedance at Various SoC Levels. (a) Cell A, (b) Cell B,
(c) Cell C, (d) Cell D, (e) Cell E, (f) Cell F
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6.3.5 Conclusions
The results of this study show that, in this application, attempting to max-
imise stored energy is not the optimal strategy, as whilst method 1 does
deliver the largest amount of energy stored per cycle, it also suffers from the
highest degradation of all the methods tested, this being two – four times
higher than the other methods. When this is combined with the fact that
alternative methods delivered 85 % of the energy of this approach, the total
energy delivered over the life of the cell is the lowest in this instance. This
method also has the largest increase in cell impedance, and hence reduction
efficiency of all the methods investigated.
Of the remaining two methods, there was little to choose between them in
terms of energy storage ability. Method 2 showed a clear advantage in terms
of degradation with both cells so treated achieving 800 cycles with more than
70 % of their initial capacity remaining and little increase in impedance.
Method 3, however had the advantage of increased charge speed, charging in
around 75 % of the time taken by method 2. This advantage, however, comes
at the cost of nearly twice the rate of degradation per cycle than method 2.
It would seem, therefore, that the optimal strategy is a balance between
methods 2 & 3. It being desirable to charge using method 2 by default, but
if demand for battery-packs were high, greater throughput could be achieved
by switching to method 3 charging. As long as this was limited to reasonably
short periods, demand could be satisfied more quickly without significantly
impacting on cell lifetime or energy stored. Obviously, the decision on when
precisely to make the switch will be driven by the economics of the situation.
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Chapter 7
Conclusions & Further Work
This investigation has performed a comprehensive assessment of the issues
associated with the testing and performance of lead-acid batteries in HEV
applications. The results generated by this process have extended the current
state of knowledge in this area and has prompted proposals for methods by
which some of these issues may be overcome. Furthermore, some preliminary
work has considered how the different charging methods can be applied to
cells with lithium chemistries.
7.1 Chapter 2
This chapter undertook a detailed review of the literature surrounding the
use of batteries in automotive applications, how this has changed in recent
years and the issues which have arisen from this change. It also examined
the current state of knowledge of the effects of ripple currents on battery
performance.
This showed that the advancement in battery technology and changing
environmental sensibilities had combined to make hybrid electric vehicles a
practical and commercially viable proposition by the mid-2000’s. For the
typical duty cycles present in HEV applications, lead-acid remained a sen-
sible choice of battery chemistry, despite other higher-performance options
being available, due to its low initial cost and high availability of recycling
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infrastructure. Despite this however, there were challenges to the use of lead-
acid batteries in HEVs, particularly in respect of operation under HRPSoC
conditions and their DCA performance.
As time passed, more work was performed and the main factors influen-
cing DCA performance were isolated: SoC, operational history, rest periods
and temperature. Test procedures began to be proposed to identify and cha-
racterise the DCA performance of batteries. Around this time automotive
OEMs began to demand that batteries be designed to operate specifically
under HRPSoC conditions and studies were undertaken to establish the best
way to achieve this. By 2015, the work had culminated in the official adoption
of a European Standard test procedure to determine the DCA performance
of lead-acid batteries for automotive applications. This procedure, howe-
ver, had some shortcomings and did not fully address all the factors which
influence DCA performance.
In terms of the effects of high frequency ripple, the review found very
little literature dealing with the subject, particularly at the higher frequencies
likely to result from modern power converters. What little literature there
was however appeared to form a consensus that there was no detrimental
effect on batteries caused by ripple currents. No literature at all was found
which described the influence of ripple on DCA performance.
Together, this gave a clear direction to both strands of the research:
firstly, to investigate fully the effect of varying the test parameters and envi-
ronmental conditions on the standard DCA test, and further to investigate
the influence of ripple on DCA performance.
7.2 Chapter 3
This described a detailed investigation into the effects on DCA performance
of varying the parameters and environmental conditions used in the standard
DCA test procedure. Beginning with an analysis of the test procedure, this
revealed the major shortcomings of the test itself: the currents used were
far lower than those seen in practice, the effects of history were difficult
to properly assess, and the procedure only examined performance across a
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very narrow SoC band. Added to this were two additional parameters for
investigation: the effect of varying rest period within the test procedure, and
the influence of temperature on the results.
To remedy these defects a modified test procedure was proposed, which
increased the charge currents to a more realistic level and considered a full
range of SoC conditions, with consistency between charge and discharge his-
tory. This modified procedure was then performed on carbon-enhanced lead-
acid cells, designed specifically for HEV use, using a range of rest periods and
temperatures. The results of this testing showed that the DCA performance
achieved was significantly better than that which would be predicted by the
standard test, further it was shown that reducing the rest period within the
test improves charge acceptance, as does the battery having discharge his-
tory. Again these traits were impossible to determine from the standard
test methodology. Finally it was shown that increasing the temperature also
increases charge acceptance.
The testing was then extended to consider the performance of standard
lead-acid. This showed that the behaviour was broadly similar, with the ex-
ception that carbon enhancement improves charge acceptance over standard
lead when the cell has discharge history. Finally the work investigated the
effect of further increasing the charge current, which showed an upper limit
of charge acceptance of around 8 A·Ah−1, and applying much longer microcy-
cles, which showed a tendency for charge and discharge history performance
to equalise after a long period of cycling.
The work described has advanced the state of scientific knowledge in
this area, by demonstrating that the deficiencies of the standard test do
have a real and significant impact on the difference between the performance
suggested and that which may actually be achievable. Whilst the modified
test procedure described is not proposed as a practical alternative to the
European Standard method, it does offer an indication of what elements
need to be accounted for if the current standard is to be improved upon.
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7.3 Chapter 4
This chapter builds upon the preceding one and considers the effect of cell
degradation on DCA performance. The shorter cycle life of lead-acid cells is
something which often gets an oblique reference in literature, but no work
was found which had investigated whether this would be an issue for DCA
performance, and if so, how serious it would be.
Analysing the mathematics underpinning the DCA calculation, the work
showed that the fact the test procedure normalises to the measured capacity
of the cell has the potential to skew the DCA results as a cell degrades. A
degraded cell will have a lesser capacity, and therefore the currents applied by
the DCA test will be lower, thereby resulting in an easier test and artificially
limiting the maximum potential charge acceptance.
A batch of lead-acid cells were subjected to 200 charge–discharge cycles,
with their DCA performance being analysed every 25 cycles. For one set of
cells this analysis used the standard, variable, DCA normalisation method,
whilst the others were normalised using the, static, nominal capacity of the
cell.
The results of this showed that the standard normalisation did indeed
mask the true DCA performance, making it appear as if charge acceptance
fell in unison with capacity. The alternative method, however, showed that
in reality capacity is a poor indicator of charge acceptance, and no loss in
performance was observed until the cells had lost around 30 % of their initial
capacity, by which point they would likely be reaching the end of their useful
life.
This is a very important piece of work, and is the first time such a result
has been reported in literature. From a practical perspective, it suggests
that the batteries in HEVs may have a longer life than would normally be
predicted, and that for applications where charge acceptance is a primary
concern an alternative measure, other than capacity, is needed to determine
the end of life point for the battery.
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7.4 Chapter 5
Up until this point, the investigations had been passive, determining the fac-
tors which influence charge acceptance and how they may be better assessed,
Chapter 5 begins to consider methods to actively improve DCA performance.
It had been previously identified in Chapter 3 that by reducing the rest pe-
riod within the test, charge acceptance could be improved. This would be
deeply impractical in real-life, but it did suggest that there may be potential
to increase charge acceptance with purely electrical means.
Moving from individual cells, to a more representative battery, a de-
tailed characterisation was performed using EIS techniques to determine the
frequency-dependant behaviour of the battery. This was used to produce an
electrical model of the battery, derived from the traditional Randles circuit
combined with a high-frequency model proposed in literature. From this mo-
del analyses were performed to determine the best frequency for affecting the
battery performance, which was shown to be around 700 Hz. A bespoke test
rig was constructed to allow ac ripple currents to be applied to the battery
simultaneously with a dc bias current, and to ensure all relevant parameters
were measured.
A DCA test, using the knowledge gained from the previous chapters, was
applied to the battery, both with and without a 1.6 Arms ripple current pre-
sent. This showed that the ripple current did increase the charge acceptance
performance of the battery, particularly when it had charge history. This was
significant as the DCA performance was significantly poorer with charge his-
tory, so the ripple current was seen to begin to compensate for the difference
between charge and discharge history.
The work was then extended to consider higher frequencies of 4.5 kHz,
30 kHz and 180 kHz. This showed that increasing the frequency of the ripple
further increased DCA performance, with improvements over the baseline of
more than 50 % being observed. This performance increase was not linear
however, with most improvement being seen by around 30 kHz. Again this
is significant, as the losses in the battery begin to rise dramatically above
30 kHz, due to the battery performance becoming inductive at very high
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frequencies.
Whilst the above work had shown that an applied ripple current could
improve DCA performance, it was important to determine if the ripple was
in any way damaging to the battery. A further series of tests was thus
performed, comparing the SoC, SoH and cell imbalance performance between
batteries with and without ripple current. In all cases, it was found that the
presence of ripple currents had no measurable effect on any of these metrics.
Again, this is the first report in literature of the use of ripple currents
to improve DCA performance, and whilst the methodology described is not
likely to be practical in a real-world system, it does show that it is possible,
and thus may lead to practical methods by which this may be achieved.
This also adds to the existing body of evidence that ripple currents are not
damaging to batteries.
7.5 Chapter 6
Chapter 6 represents a departure from the previous work, as it describes
an expansion of the investigation to consider lithium-based cells. The work
contained within covers two separate, but related areas.
Firstly, the work undertaken in Chapter 3 is extended and applied to
lithium cell. Using an identical testing methodology, albeit with different
voltage limits, the DCA performance of a LFP cell is determined. The results
of this show that the trends in performance identified previously also exist in
lithium chemistries, cell performance is broadly similar to that of standard
lead, with little variation due to operational history and only a moderate
influence from the rest period. The main difference is that charge acceptance
is very consistent across all SoC, with far less variation than previously seen.
This work shows that the test methodology developed is valid across a
range of chemistries, as are the factors which have been shown to influence
DCA performance in lead-acid batteries. The result also shows that whilst
the performance of lithium may be more consistent, it is unable to achieve
the same magnitude of charge acceptance as carbon-enhanced lead-acid.
The second area of investigation considered the optimal charging method
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for lithium cells when charged at a high rate. Three test procedures were
developed, one standard, one in which the charge voltage was reduced, to
limit voltage stress and the final one with an increased charge current termi-
nation, to limit the time the cell spent at the peak voltage. In all cases the
cells were to be charged and discharged at a rate of 1 Cnom A, with 1 hour
rest periods between charging and discharging.
Six Li-ion cells were subjected to these procedures, two for each test. The
results showed that by reducing the charge voltage cycle life is improved sig-
nificantly, with a typical degradation of around one-third that of the baseline.
Increasing the charge termination current also produced a increase in cycle
life, albeit not as great, however, it did allow for charging to be completed
more quickly than either of the other methods.
This work showed that high-rate charging is possible, without causing
significant degradation or loss of energy stored, simply by a small reduction in
the voltage window used, and benefits can also be achieved without sacrificing
charge speed. This could have significant benefits in many applications where
the fast-charging of lithium cells is desired.
7.6 Further Work
The work described above has produced useful results and extended the
current state of knowledge, it does however point to some areas which may
benefit from further investigation:
DCA Test Procedure
Chapters 3 & 4 have identified the limitations of the current DCA test
standard, using the work described above it is proposed to develop an
alternative test procedure which better accounts for the issues identi-
fied.
DCA Improvement
Chapters 5 has demonstrated that it is possible to improve DCA per-
formance using ripple currents. It is proposed that this work should be
extended to develop a practical method of implementation, perhaps by
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using the converter fitted within the vehicle to generate the necessary
ripple.
Other Chemistries
This work has focussed heavily on lead-acid cells, however Chapter 6
has shown that some of the traits identified are also present in other
cell chemistries. It is proposed that elements of this work are extended
to consider how other chemistries behave under similar conditions.
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Appendix: High Frequency
Test Rig Schematics
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Figure A2: Signal Processing
140
-2
4V
VI
3
VO
2
ADJ
1
U7 LM
31
7E
M
P
+2
4V
C2
2
0.
1u
F
C2
3
1u
F
R1
2
47
0
R1
3
47
0
+2
.5
V
VI
2
VO
3
ADJ
1
U8 LM
33
7N
C2
4
0.
1u
F
R1
4
47
0
R1
5
47
0
C2
5
1u
F
-2
.5
V
RL
2
RL
Y-
D3
2A
RLY
-2
.5
VR
16
10
k
RM
S_
EN
+2
.5
V
EN
+
EN
-
R1
7
10
k
VI
1
VO
3
GND
2
U9 78
12
+2
4V
+1
2V
C2
6
0.
1u
F
C2
7
1u
F
C2
8
1u
F
C2
9
1u
F
+2
4V
-2
4V
1 2
J1
3
CO
NN
-S
IL
2
+1
2V
R1
8
27
0
R1
9
27
0
+2
.5
V
-2
.5
V
D2 LE
D
D3 LE
D
RS
 1
71
-1
23
4
3m
m
 R
ed
 L
ED
Figure A3: Power Supplies
141
1 2 3
J2 TB
LO
CK
-I3
-2
4V
+2
4V
J1 BN
C_
PC
B
SI
G
_I
N
1 2
J4 TB
LO
CK
-I2 1 2
J5 TB
LO
CK
-I2
+B
AT
B+-B
AT
B- S+ S-+V
S
-V
S
G
ND
PI
NTP
1
PI
N TP
2
PI
N
12
J6 SIL
-1
00
-0
2 1 2
J7 SIL
-1
00
-0
2
1 2 3 4
J1
0
CO
NN
-S
IL
4
1 2 3 4
J1
1
CO
NN
-S
IL
4
SI
G
SI
G
_I
N -2
4V
+2
4V
SI
G
SI
G
_I
N
1 2
J1
2
CO
NN
-S
IL
2
1 2
J3 TB
LO
CK
-I2
1 2
J9 TB
LO
CK
-I2
+1
2V
EN
+
EN
-
1 2
J8 SIL
-1
00
-0
2
1 2
J1
4
SI
L-
10
0-
02
I_RMS
TP
1
TP
2
1 2
TP
3
CO
NN
-S
IL
2
Figure A4: IO Connections
142
