Abstract. Deep reinforcement learning, which has recently attracted the interest of AI researchers, combines deep neural networks (DNNs) and reinforcement learning (RL). By approximating a function in RL with a DNN, it enables an agent to learn in a complex environment represented by low-level features such as the pixels used in a 3D video game. However, learning from low-level features is sometimes problematic. For example, a small difference in input pixels results in completely different behaviors of an agent. In this study, as an example of such problems, we focus on the viewing directions of an agent in a 3D virtual environment (Minecraft) and analyze their effect on the efficiency of deep reinforcement learning.
Introduction
Recent developments in deep neural networks (DNNs) have enhanced the capability of DNNs to process high-dimensional data and to serve as vision in autonomous agents. This progress has made it possible for artificial intelligence (AI) to learn behaviors in video games directly from the screen images, which is called visual learning. In particular, Deep Q-Network (DQN) [3] [4] , an algorithm proposed by DeepMind for Google, outperformed a human expert player in Atari 2600 games with 2D image data. In 2016, Google DeepMind proposed an asynchronous method [2] . One of the algorithms based on this method, called asynchronous advantage actor-critic (A3C), has surpassed all existing methods in efficiency and gain score.
Deep reinforcement learning (DRL) algorithms combine deep learning (DL) and reinforcement learning (RL). In DL, image data is used to define the representation of states, while RL is used for approximating the outputs of the DNN to outputs of RL. But image data are too complex to use as a representation. For example, image data expressed using RGB has a ⟨height⟩ × ⟨width⟩ × ⟨3(RGB)⟩ × ⟨256(0∼255⟩ pattern. However, in most RL environments, visual information available to agents is restricted, which very much complicates the process of representation learning. In the case of learning from first-person view image data in a 3D virtual environment, agents have limited information about the environment and sometimes misunderstand their states. Furthermore, when pixels change color due to a change in the sight direction, learning from such image data becomes unstable. In order to acquire best action from the first-person views in a 3D environment, an algorithm that can handle this complexity is needed. In this study, as a preparation for developing such algorithm, we investigate differences in learning processes and acquired behavior in relation to the elevation angle of the agent's view when playing Minecraft.
The viewing direction is deeply related to the important psychological state of humans and animals such as attention and curiosity. It is also an important means of communication among them. We think controlling the viewing direction is an essential element to build autonomous agents and multiagent systems that operate in complex environments.
Related Work
This section describes the research related to deep reinforcement learning and the environment of Minecraft.
Deep Reinforcement Learning
Deep reinforcement learning algorithms approximate policy π(s, a; θ), value function V (s; θ), Q(s, a; θ), or both of them with the outputs of deep learning, where s, a, and θ represent state, action, and DNN parameters, respectively. These algorithms combine deep learning and reinforcement learning and use image data for learning specific actions. However, using non-linear approximators such as neural networks decreases the robustness of reinforcement learning. It is well known that loss of robustness is caused by the correlation between data sorted by a time series and a policy or a value function. Two DRL methods, DQN and A3C, solve this problem in their own way.
Deep Q-Network DQNs use two methods for stability. One of them is called experience replay in which tuples, sets of [state, action, reward, next state], are saved to experience replay memory for the last T steps of exploration. The algorithm then learns by mini batches randomly sampled from the experience replay memory every few explorations. Although this method reduces correlations, it has two weak points. One is that the on-policy algorithms are not applicable because the data from exploration is based on a previous policy. The other is that the size of the experience replay memory tends to be large.
The second method is called fixed target network. In DQNs, there is a learning phase after every few explorations. During that phase, a little changes in value functions update the policy greatly, causing loss of robustness of the algorithm. To avoid this problem, the DNN parameters θ are fixed to θ − during the learning phase. This contrivance is called fixed target network.
Asynchronous Advantage Actor-Critic In A3C, the algorithm contains parallel threads for collecting data by exploration to reduce correlation, and the threads run asynchronously. Since asynchronous threads run apart from each other, the collected data is the same as the randomly sampled data. Each threads computes in the following order.
1. Copy from global network parameter θ to thread's own local network parameter θ − . 2. Explore the learning environment based on own parameter, and compute the gradient dθ from the loss function L(θ). L(θ) is computed from temporal difference error. 3. After several explorations, send gradient dθ to global network and update parameter by gradient decent. 4. Return to step 1. and repeat the process until T max .
Here, copying parameter at 1 has the same effect as the fixed-target network of the DQN. These parameters are optimized by gradient decent of the REIN-FORCE algorithm [6] and use Advantage function for estimating a current state value in this time. Advantage function is as follows:
Owning Advantage function, the algorithm could use more future data than temporal difference error calculated by Bellman equation. Using Advantage function, the gradient of parameters are calculated by the following formula.
Here, third term of (2) is the entropy term for stochastic normalization.
Minecraft (Project Malmo)
Minecraft is a videogame sold by Microsoft in a genre called sandbox. Sandbox games have no forced mission, so the playing styles and the environment are flexible. In Minecraft, the environment is made of various cubes, but is similar to the real world we live in. The environment has the following features.
-Agents are affected by gravity, but cubes placed in the environment are not, with some exception. -Enemies are spawned under certain circumstances.
-There is a concept of time. Time affects Brightness of the environment.
-There is a concept of biome and different terrains; various blocks and creatures are existed in each biome.
The agents can perform the following actions.
-Destroy and get almost all blocks by continuous attack. Some blocks require a special tool for destroying. -Relocate the conquered blocks to the adjacent spaces.
Experiment in Minecraft

Purpose of the experiment
The purpose of the experiment is to investigate the differences in the learning process and acquired behavior in relation to the elevation angle of the agent's view in Minecraft.
Configuration of learning task
Here, we describe the configuration of the task using Project Malmo. The outline of the learning task is to "advance without falling down the road and without branching", as a simple problem is preferred for investigating the effect of changes in the elevation angle. An episode ends when the agent reaches the goal (the end of the road), or falls down the road, or when time is up. The score is calculated and recorded by the advantage function. The environment is composed of a road having several corners, and the agent gets RGB images (84 × 84 × 3) as a representation of the current state (Fig. 1) . The agent can take actions that combine"advance, turn left, turn right" with the exception of taking no action. The reward for the agent is designed as +1.0 when the goal is reached, -1.0 when the agent falls down the road or when time is up, and +0.1 when the agent proceeds down the road for 1 block in Minecraft in order to avoid acquiring the behavior of the agent turning in the same spot. In the experiment, we set the elevation angle of the agents' view to 0
• , −30 • , and −45 • , then learn during 2 million steps (a step is about 0.1 second) (Fig. 2) . Because the information about the road is different from each angle, it is expected that the results of the experiment will also be different. Fig.3 shows the average score of every 10,000 steps in the learning process of 2 million steps. It indicates that the more information about the road is caught in the agent's view, the earlier the agent acquires suitable behavior. 
Experimental results
Difference in learning process
Difference in acquired behavior
After the learning process, we collect the data on the average scores, average advanced degrees and the goal arrival rates from 1,000 episodes. The results are presented in Fig. 4 . It also shows the significance of the information about the road in the agent's view. These results are similar to the results of the previous experiments 3.3.
The points of falling down
The points where the agents fall down are shown in Fig. 5 . The agents with a view of 0 • fall down at the beginning of the road, in its straight part, because the agent cannot obtain useful information enough to pass. On the contrary, the agents with a view of −30
• and −45
• can obtain information that helps them reach the goal. However, they also fall down at a certain point. This is because the actions are discrete and binarized to "do" or "not do", which sometimes cause the agents to lose sight at the corners of the road.
Discussion
In the experiment of learning process, the learning process is affected by the agents' view during the time required for learning. In the experiment 3.3, the acquired behavior is also affected by the view. This proves that the amount of information necessary to achieve the learning task is extremely important for exploration in a 3D virtual environment by the first-person view. Furthermore, in the experiment 3.3, it is necessary not only to give the appropriate view but also to make the actions continuous. Therefore, we consider that the control of the agents' view is an important issue for exploration in a 3D virtual environment by the first-person view. 
Additional experiment
We prepared a more difficult task for evaluating the difficulty of learning the control of agent's view direction. In this new task, the basic rules are the same as in the previous task, but the road is randomly generated with a fixed length. The road does not have any branches or loops, and its terminus is a tower of specific blocks. Fig. 6 is an example of the generated road of such environment. We compared the learning process and acquired behavior with the agent controlling the view direction (the sight-controlling agent), in addition to the agents with fixed angles in our previous experiment. 
Result of additional experiment
We compared difference in learning process and acquired behavior. Fig. 7 shows the average scores of the learning process and Fig. 8 shows the evaluations of each agent. Both of them indicate the difficulty of controlling agent's sight direction.
In Fig. 7 , the sight-controlling agent could not outperform other agents even if it was trained for longer than the others. In Fig. 8 , the sight-controlling agent shows the results similar to the agent with a view of 0 • and it indicates the training was not successful.
Discussion on additional experiment
In the additional experiment, the difficulty of controlling agent's sight direction was indicated. It might be caused by vast and discrete action space. The sightcontrolling agent has 17 patterns of actions, which are about 3 times as many as the actions of other agents. It can affect the results as the curse of dimensionality. Hence, to learn complex behavior to control site direction, we improve the learning algorithm so that it can solve the problem of the large actions space.
Conclusion and Future work
In this paper, we explained the methods of Deep Reinforcement Learning, then investigated the effects of directions of agents' view in 3D virtual environment for the task acquiring behavior using one of the methods, A3C.
As a future work, we suggested controlling agents' view direction and presented the results of the preliminary experiment. Since A3C was proposed in 2016, the methods with various additions to A3C is proposed. One of these methods [5] used curiosity by self-supervised prediction. It calculates internal reward from input images apart from external reward given as reply of action by the environment. We consider concept of internal reward is useful for exploration in 3D virtual environment by first person view. Therefore, we set a goal for proposing an algorithm to control agent's view direction. 
