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Περίληψη
Το επιστημονικό πεδίο της Ενισχυτικής Μάθησης έχει πετύχει αξιοσημείωτα αποτελέσματα σε
πολλούς διαφορετικούς κλάδους (Βιοϊατρική, επιχειρηματικότητα, όραση υπολογιστών, παιχνίδια
κ.α.). Συγκεκριμένα στον χώρο της ρομποτικής, τα τελευταία χρόνια, έχει γίνει σημαντική πρόοδος
στην εφαρμογή αλγορίθμων ενισχυτικής μάθησης και έχουν εξαχθεί εξαιρετικά αποτελέσματα. Στα
πλαίσια της παρούσας εργασίας, μελετάται η πλοήγηση αυτόνομου οχήματος στον χώρο με χρήση
αλγορίθμων βαθιάς ενισχυτικής μάθησης. Το πρόβλημα που αντιμετωπίστηκε, αφορά κίνηση σε συ-
νεχή χώρο με το όχημα να λαμβάνει μετρήσεις από το περιβάλλον και να διαμορφώνει σύμφωνα
με αυτές την ταχύτητά του. Συγκεκριμένα, σχεδιάστηκαν τρία μοντέλα ενισχυτικής μάθησης (DQN,
REINFORCE, A2C) και συγκρίθηκαν τα αποτελέσματα που έδωσαν σε διάφορες συνθήκες περιβάλ-
λοντος κατά την πλοήγηση τους σε αυτό. Κυρίως, μελετήθηκε η προσέγγιση κάποιου στόχου από το
όχημα, σε περιβάλλοντα με ή χωρίς ύπαρξη εμποδίων.
Λέξεις κλειδιά
Τεχνητή Νοημοσύνη, Ενισχυτική Μάθηση, Βαθιά Ενισχυτική Μάθηση, Αυτόνομη Πλοήγηση, Νευ-
ρωνικά Δίκτυα, DQN, REINFORCE, Δράστης - Κριτής, A2C.
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Abstract
The field of Reinforcement Learning has achieved remarkable results in many different fields
such as bio medicine, business, computer vision, games, etc. Particularly in the field of robotics there
has been made significant progress and the obtained results are remarkable. In this thesis, we study
autonomous vehicle navigation using deep reinforcement learning algorithms. The problem we en-
countered, relates to navigating in a continuous space area with the vehicle receiving measurements
from the environment and adjusting its speed accordingly. Specifically, we designed three reinforce-
ment learning models (DQN, REINFORCE, A2C) and compared their performance in various envi-
ronments. In particular, the task of the autonomous vehicle is to approach a specific goal point in maps
with or without obstacles.
Key words
Artificial Intelligence, Reinforcement Learning, Deep Reinforcement Learning, Autonomous Navi-
gation, Neural Networks, DQN, REINFORCE, Actor - Critic, A2C
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Κεφάλαιο 1
Εισαγωγή
1.1 Αυτόνομη Πλοήγηση
Ο όρος αυτόνομη πλοήγηση σημαίνει ότι ένα όχημα είναι σε θέση να σχεδιάσει την πορεία του και
να εκτελέσει μια συγκεκριμένη τροχιά χωρίς ανθρώπινη παρέμβαση. Σε μερικές περιπτώσεις, χρησι-
μοποιούνται στη διαδικασία σχεδιασμού απομακρυσμένα βοηθήματα πλοήγησης, ενώ άλλες φορές
οι μόνες διαθέσιμες πληροφορίες για τον υπολογισμό μιας διαδρομής βασίζονται σε εισροές αισθητή-
ρων στο ίδιο το όχημα. Ένα αυτόνομο ρομπότ είναι αυτό που όχι μόνο μπορεί να διατηρήσει τη δική
του σταθερότητα καθώς κινείται αλλά και μπορεί να προγραμματίσει τις κινήσεις του. Τα αυτόνομα
ρομπότ χρησιμοποιούν βοηθήματα πλοήγησης όταν είναι δυνατόν, αλλά μπορούν επίσης να βασί-
ζονται σε οπτικά, ακουστικά και οσφρητικά σημάδια. Μόλις συγκεντρωθούν βασικές πληροφορίες
θέσης, ο αλγόριθμος του οχήματος πρέπει να εφαρμοστεί για να μεταφράσει κάποια βασικά κίνητρα
(λόγος για να εγκαταλείψει την παρούσα θέση) σε ένα σχέδιο διαδρομής και κίνησης. Η σχεδίαση της
τροχιάς ίσως χρειαστεί να ικανοποιήσει τις εκτιμώμενες ή ανακοινωθέντες προθέσεις άλλων αυτό-
νομων ρομπότ, προκειμένου να αποφευχθούν οι συγκρούσεις, λαμβάνοντας υπόψη τη δυναμική του
περιβλήματος κίνησης του ρομπότ.[1]
Έχουν γίνει προσπάθειες επίλυσης προβλημάτων αυτόνομης πλοήγησης από την σκοπιά πολ-
λών διαφορετικών επιστημονικών πεδίων και τεχνικών. Μια κλασική μέθοδος είναι η τεχνική ’Ταυ-
τόχρονου εντοπισμού θέσης και χαρτογράφησης’(Simultaneous Localization and Mapping)[2]. Από
την οπτική της τεχνητής νοημοσύνης, έχουν εκπονηθεί πολλές μοντελοποίησεις και πειράματα, σε
ανάλογα προβλήματα. Η χρήση τεχνητών νευρωνικών δικτύων έχει δώσει αξιόλογα αποτελέσματα
στην πλοήγηση στον χώρο [3],[4] και στην αποφυγή εμποδίων [5],[6],[7]. Μια ακόμα προσέγγιση
επίλυσης προβλημάτων αυτόνομης πλοήγησης είναι η εφαρμογή αλγορίθμων ενισχυτικής μάθησης.
Συγκεκριμένα, έχει γίνει μελέτη για αποφυγή εμποδίων [8], πλοήγηση στον χώρο [9], αντιμετώπιση
δυναμικών εμποδίων [10],[11] και χρήση δεδομένων εικόνας για την επίτευξη του επιθυμητού στό-
χου [12]. Στην παρούσα εργασία θα χρησιμοποιηθούν μοντέλα Βαθιάς Ενισχυτικής Μάθησης για
την επίλυση του προβλήματος. Σε αυτόν τον τομέα έχουν επιτευχθεί αξιοσημείωτα αποτελέσματα.
Κάποιες από τις βασικές δουλείες που έχουν πραγματοποιηθεί, αφορούν την πλοήγηση σε άγνωστο
χάρτη [13], χρήση δεδομένων εικόνας και βίντεο ως δεδομένων εισόδου για την επίλυση του προ-
βλήματος [14],[15],[16],[17], καθώς και επίλυση προβλημάτων πολυπρακτορικών συστημάτων [18].
Τέλος, αλγόριθμοι βαθιάς ενισχυτικής μάθησης έχουν χρησιμοποιηθεί σε προβλήματα εξερεύνησης
και χαρτογράφησης του περιβάλλοντος [19],[20],[21].
1.2 Αντικείμενο της διπλωματικής
Στην παρούσα διπλωματική θα εφαρμοστούν αλγόριθμοι βαθιάς ενισχυτικής μάθησης σε προβλή-
ματα πλοήγησης, με την λογική ’από άκρη σε άκρη’. Με τον όρο αυτόν, εννοούμε πως το μοντέλο,
λαμβάνει όλα τα δεδομένα εισόδου και αποφασίζει μια δράση εξ’ ολοκλήρου, η οποία συνδυάζει
όλες τις παραμέτρους εσωτερικά. Η προσέγγιση αυτή επιλέχθηκε καθώς η προσθήκη νέων περιορι-
σμών και παραμέτρων σε κάθε πείραμα, δεν αλλάζει την φύση της μοντελοποίησης του προβλήματος.
Αντίθετα προσθέτοντας απλά τα νέα δεδομένα στην είσοδο και αλλάζοντας ορισμένες παραμέτρους
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του μοντέλου, είναι σε θέση να ανταποκριθεί με επιτυχία στις νέες προδιαγραφές και δυσκολίες του
προβλήματος.
Στόχος, λοιπόν, της συγκεκριμένης εργασίας, αφορά στην αντιμετώπιση προβλημάτων αυτόνομης
πλοήγησης, εκκινώντας από πολύ απλούς στόχους και προσθέτοντας συνεχώς βαθμούς δυσκολίας και
πολυπλοκότητας. Με αυτόν τον τρόπο αξιοποιούμε την τεχνική ’από άκρη σε άκρη’ που αναφέραμε.
Για την εκπαίδευση των οχημάτων μοντελοποιήθηκαν τρεις διαφορετικές τεχνικές βαθιάς ενισχυτικής
μάθησης, (DQN, REINFORCE και A2C) και αξιολογήθηκαν οι αποδόσεις τους κατά την πλοήγηση
τους στον χώρο σε μια σειρά προκλήσεων. Επιπλέον, εκτός από τους αλγορίθμους, μοντελοποιήθηκε
και το περιβάλλον στο οποίο δρα το αυτόνομο όχημα.
1.3 Οργάνωση κειμένου
Η εργασία χωρίζεται σε 5 κεφάλαια. Στο Κεφάλαιο 1(Εισαγωγή) γίνεται αναφορά στις δουλείες
που έχουν επιτευχθεί στα προβλήματα αυτόνομης πλοήγησης, από την σκοπιά της τεχνητής νοημο-
σύνης και στην συνέχεια η ιδέα της εργασίας. Στο Κεφάλαιο 2(Θεωρητικό υπόβαθρο) αναλύονται τα
επιστημονικά πεδία της Μηχανικής μάθησης, συγκεκριμένα της Ενισχυτικής μάθησης και των νευ-
ρωνικών δικτύων. Στο Κεφάλαιο 3(Βαθιά Ενισχυτική Μάθηση) επεξηγούνται οι αλγόριθμοι Βαθιάς
Ενισχυτικής Μάθησης που υλοποιήθηκαν μαζί με το μαθηματικό τους υπόβαθρο. Στην συνέχεια (Κε-
φάλαιο 4) παρατίθενται η σχεδίαση του περιβάλλοντος και των αλγορίθμων που χρησιμοποιήθηκαν
καθώς και τα αποτελέσματα των επιτυχημένων πειραμάτων. Τέλος, στο Κεφάλαιο 5 (Συμπεράσματα),
ερμηνεύονται τα αποτελέσματα των πειραμάτων, γίνεται σύγκριση μεταξύ των πειραμάτων και πα-
ρουσιάζεται ο τρόπος με τον οποίο θα μπορούσε να κατευθυνθεί η μελλοντική έρευνα μέσω της
συγκεκριμένης διπλωματικής.
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Κεφάλαιο 2
Θεωρητικό υπόβαθρο
2.1 Μηχανική μάθηση
2.1.1 Τι είναι η Μηχανική μάθηση;
Η Μηχανική μάθηση (Machine learning) αφορά την επιστημονική μελέτη των αλγορίθμων και
των στατιστικών μοντέλων, τα οποία χρησιμοποιούνται από κάποιο υπολογιστικό σύστημα, ώστε να
εκτελέσουν ένα συγκεκριμένο έργο χωρίς την χρήση προκαθορισμένων οδηγιών, αλλά βασιζόμενα
σε μοτίβα και τεκμήρια.[22] Με απλά λόγια, είναι η προσπάθεια να προγραμματίσουμε υπολογιστές
να μαθαίνουν από εμπειρίες (δεδομένα) και να παράγουν εξειδικευμένα συμπεράσματα και γνώσεις
από αυτές.[23]
2.1.2 Χρησιμότητα Μηχανικής μάθησης
Υπάρχουν αρκετοί λόγοι για τους οποίους η μηχανική μάθηση είναι σημαντική. Μερικοί από
αυτούς είναι οι εξής:
• Μερικά προβλήματα δεν μπορούν να οριστούν καλά, παρά μόνο με παραδείγματα. Δηλαδή,
σε ορισμένες περιπτώσεις είναι εύκολο να προσδιοριστούν ζεύγη εισόδου/εξόδου, αλλά όχι
ένας συνοπτικός τρόπος συσχέτισης αυτών. Σε αυτές τις περιπτώσεις αλγόριθμοι μηχανικής
μάθησης είναι ικανοί να προσαρμόσουν την εσωτερική τους δομή, για να παράξουν σωστά
αποτελέσματα για μεγάλο αριθμό δεδομένων.[24]
• Είναι πιθανό, ανάμεσα σε μεγάλο όγκο δεδομένων να υπάρχει συσχέτιση, την οποία αλγόριθμοι
μηχανικής μάθησης να μπορούν εύκολα να διακρίνουν. (Εξόρυξη δεδομένων)[24]
• Εργαλεία μηχανικής μάθησης, είναι εξαιρετικά χρήσιμα, όταν το περιβάλλον στο οποίο θα χρη-
σιμοποιηθούν έχει χαρακτηριστικά και παραμέτρους άγνωστες στο σχεδιαστή. Σε αυτή την πε-
ρίπτωση, αλγόριθμοι μηχανικής μάθησης ανταποκρίνονται καλύτερα από κλασικές μεθόδους
επίλυσης του προβλήματος.[24]
• Τα περιβάλλοντα συνήθως είναι χρονικά μεταβαλλόμενα. Σε αυτή την περίπτωση υπολογιστικά
συστήματα μηχανικής μάθησης που προσαρμόζονται στα δεδομένα εισόδου, προσφέρουν μια
καλή λύση, σε αντίθεση με προγραμματισμένα εργαλεία, που υστερούν ως προς την προσαρ-
μοστικότητα.[24]
2.1.3 Μέθοδοι Μηχανικής μάθησης
Το επιστημονικό πεδίο της μηχανικής μάθησης, έχει κατηγοριοποιηθεί σε αρκετούς κλάδους δια-
φορετικών τύπων εκμάθησης. Στο συγκεκριμένο κεφάλαιο θα γίνει συσχέτιση ως προς την αλληλε-
πίδραση του συστήματος με το περιβάλλον του, κατά την διάρκεια της εκπαίδευσης.
Επιβλεπόμενη μάθηση
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ΗΕπιβλεπόμενη μάθηση αφορά την εκμάθηση ενός μοντέλου, το οποίο στοχεύει στην προσέγγιση
μιας συνάρτησης, η οποία να συνδέει την είσοδο τού με μια έξοδο, χρησιμοποιώντας ζεύγη εισόδου-
εξόδου ως ορθά παραδείγματα.[25] Πιο συγκεκριμένα, κάθε παράδειγμα μάθησης, είναι ένα ζευγάρι
ενός αντικειμένου εισόδου και μίας επιθυμητής εξόδου.
Μη - Επιβλεπόμενη μάθηση
Στην μη επιβλεπόμενη μάθηση, το μοντέλο μαθαίνει μοτίβα των δεδομένων εισόδου, παρά το
γεγονός ότι δεν υπάρχει αναπληροφοριοδότηση.[25] Η πιο κοινή λειτουργία της μη επιβλεπόμενης
μάθησης, είναι η ομαδοποίηση δεδομένων. (clustering)
Ενισχυτική μάθηση
Στην ενισχυτική μάθηση, η εκπαίδευση του μοντέλου, γίνεται μέσα από ”επιβραβεύσεις” ή ”τιμω-
ρίες” που καθορίζονται από το περιβάλλον, κατά την διάρκεια της αλληλεπίδρασής του συστήματος
με αυτό.[25]
2.1.4 Βαθιά Μάθηση
Η βαθιά μάθηση είναι ένα πεδίο της τεχνητής νοημοσύνης που μιμείται τη λειτουργία του ανθρώ-
πινου εγκεφάλου στην επεξεργασία δεδομένων και στη δημιουργία μοτίβων, στη λήψη αποφάσεων.
Αποτελεί ένα υποσύνολο της μηχανικής μάθησης που περιλαμβάνει δίκτυα ικανά να μαθαίνουν χωρίς
επίβλεψη από δεδομένα που είναι αδόμητα ή μη επισημασμένα.[26]
Με την βοήθεια της βαθιάς μάθησης, καθίσταται εφικτή η μοντελοποίηση δεδομένων με πολύ-
πλοκες αρχιτεκτονικές, συνδυάζοντας διάφορους μη γραμμικούς μετασχηματισμούς. Όραση υπολο-
γιστών, Αναγνώριση φωνής και εικόνας, Επεξεργασία φυσικής γλώσσας, Βιοπληροφορικής είναι ορι-
σμένα από τα πολλά πεδία εφαρμογής της.[27][28][26]
2.2 Νευρωνικά Δίκτυα
2.2.1 Τεχνητός Νευρώνας
Σε ένα νευρωνικό δίκτυο, ο κάθε νευρώνας συνθέτει την βασική υπολογιστική μονάδα του συστή-
ματος. Η δομή του, αποτελεί μια απλοποιημένη μαθηματική προσέγγιση του βιολογικού νευρώνα του
νευρικού συστήματος του ανθρώπου. Όπως φαίνεται και στο Σχήμα 1 ένας νευρώνας απαρτίζεται από
έναν γραμμικό συνδυασμό των εισόδων του, ο οποίος στην συνέχεια περνά από μια συνάρτηση (συ-
νήθως μη γραμμική). Αναλυτικότερα, ο αθροιστής υπολογίζει τον γραμμικό συνδυασμό της εισόδου
xi με τα βάρηwi του νευρώνα και προσθέτει και έναν σταθερό όρο b. Εν συνεχεία, το αποτέλεσμα του
αθροιστή περνά ως είσοδος στον μη γραμμικό όρο φ(), που ονομάζεται συνάρτηση ενεργοποίησης.
Σχήμα 1: Δομή τεχνητού νευρώνα.[29]
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Εάν η συνάρτηση ενεργοποίησης ισούται με +1 όταν η είσοδος είναι θετική και με −1 όταν η
είσοδος είναι αρνητική, τότε ο νευρώνας αυτός αναφέρεται ως perceptron. Από το μοντέλο φαίνεται
πως η είσοδος της συνάρτησης ενεργοποίησης του νευρώνα είναι
υ =
m∑
i=1
xiwi + b (2.1)
Ο στόχος του perceptron είναι να ταξινομήσει ορθά, ομάδες δεδομένων [x1, x2, ..., xm] σε δύο
διαφορετικές κλάσεις. Αυτό επιτυγχάνεται με την δημιουργία ενός υπερεπιπέδου το οποίο θα χωρίζει
τον χώρο σε δύο υποχώρους. Το υπερεπίπεδο αυτό ορίζεται ως
m∑
i=1
xiwi + b = 0 (2.2)
Συνεπώς, στόχος του perceptron είναι να προσαρμόσει τα βάρη του [w1,w2, ...,wm] για την δη-
μιουργία ενός υπερεπιπέδου που να ομαδοποιεί σωστά τα δεδομένα σε δύο κατηγορίες. Για να συγκλί-
νει το perceptron σε κάποιο υπερεπίπεδο, αναγκαία προϋπόθεση είναι τα δεδομένα να είναι γραμμικώς
διαχωρίσιμα. [30]
2.2.2 Τεχνητά νευρωνικά δίκτυα
Στο προηγούμενο κεφάλαιο μελετήθηκε πλήρως η δομική μονάδα ενός νευρωνικού δικτύου, δη-
λαδή ο νευρώνας. Για να λυθούν όμως προβλήματα με μεγάλη πολυπλοκότητα, είναι απαραίτητο να
συνδυαστούν πολλοί διαφορετικοί νευρώνες μεταξύ τους, με κάποια συγκεκριμένα αρχιτεκτονική. Η
αρχιτεκτονική αυτή συνθέτει ένα τεχνητό νευρωνικό δίκτυο. Υπάρχουν πολλά διαφορετικά είδη νευ-
ρωνικών δικτύων, όπως τα Convolutional neural networks, Hopfield networks, Generative adversarial
network κ.α. Στο συγκεκριμένο κεφάλαιο θα μελετηθεί η δομή και η λειτουργία του Feed Forward
Neural Network.
Το συγκεκριμένο νευρωνικό δίκτυο είναι χωρισμένο σε επίπεδα, οπού το κάθε επίπεδο αποτελείται
απο έναν ορισμένο αριθμό νευρώνων. Η ροή επεξεργασίας της πληροφορίας, γίνεται σειριακά ανά
επίπεδο από την αρχή προς το τέλος. Η δομή ενός Feed Forward Neural Network φαίνεται αναλυτικά
και στο Σχήμα 2. Κάθε νευρωνικό δίκτυο, εμπεριέχει τις εξής κατηγορίες επιπέδων:
Σχήμα 2: Feed Forward Neural Network
• Επίπεδο Εισόδου. Αυτό το επίπεδο, δέχεται τα δεδομένα εισόδου. Παρέχει δηλαδή πληροφο-
ρία από το περιβάλλον στο δίκτυο, χωρίς περαιτέρω επεξεργασία. Ο νευρώνες αυτοί, δηλαδή,
μεταβιβάζουν απλώς την πληροφορία στο κρυφό επίπεδο.
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• Κρυφό Επίπεδο. Μπορεί να είναι παραπάνω από ένα επίπεδο, τα οποία επεξεργάζονται τα
δεδομένα εισόδου και εξάγουν τα κατάλληλα χαρακτηριστικά, τα οποία μεταβιβάζουν στο επί-
πεδο εξόδου. Καθώς αυξάνεται το βάθος των κρυφών επιπέδων τόσο αυξάνεται και το βάθος
των χαρακτηριστικών που εξάγονται.
• Επίπεδο Εξόδου. Με την επεξεργασία των δεδομένων από τα ενδιάμεσα επίπεδα,σε αυτό το
επίπεδο λαμβάνεται μία απόφαση από το δίκτυο.
2.2.3 Συνάρτηση ενεργοποίησης
Όπως έχει ήδη αναφερθεί, η συνάρτηση ενεργοποίησης έχει την ευθύνη να αποφασίσει εάν ένας
νευρώνας πρέπει να ενεργοποιηθεί ή όχι, εισάγοντας μια μη γραμμικότητα στην έξοδο. Στα νευρωνικά
δίκτυα είναι απαραίτητη η συνάρτηση ενεργοποίησης ώστε να έχει την δυνατότητα να πραγματοποι-
ήσει πολύπλοκα έργα και να δώσει εύστοχα αποτελέσματα. Παρακάτω παρουσιάζονται ορισμένες
κλασσικές συναρτήσεις ενεργοποίησης.
Σιγμοειδής συνάρτηση. Η σιγμοειδής συνάρτηση ενεργοποίησης εκφράζεται από τον μαθηματικό
τύπο.
S(x) =
1
1− e−x (2.3)
Σχήμα 3: Σιγμοειδής συνάρτηση
Υπερβολική Εφαπτομένη συνάρτηση. Η tanh συνάρτηση ενεργοποίησης εκφράζεται από τον
μαθηματικό τύπο
f(x) = tanh(x) =
ex − e−x
ex + e−x
(2.4)
Rectified Linear Unit (ReLU). Η ReLU συνάρτηση ενεργοποίησης εκφράζεται από τον μαθη-
ματικό τύπο
f(x) = x+ = max(o, x) (2.5)
2.2.4 Συνάρτηση Απώλειας
Στόχος στην επιβλεπόμενη και στην ενισχυτική μάθηση είναι να επιστρέφει μια συνάρτηση, η
οποία θα συσχετίζει εύστοχα τα δεδομένα εισόδου με τις επιθυμητές εξόδους. Με αυτό τον τρόπο
εισάγεται η έννοια της Συνάρτησης απώλειας L(ŷ,y) η οποία ποσοτικοποιεί την ζημιά που προκύπτει,
όταν ο αλγόριθμος προβλέπει ŷ , ενώ η πραγματική τιμή είναι y. Η Συνάρτηση απώλειας, πρέπει
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Σχήμα 4: Υπερβολική Εφαπτομένη συνάρτηση
Σχήμα 5: Rectified Linear Unit (ReLU)
να είναι κάτω φραγμένη, με το ελάχιστο να συμβαίνει, όταν η πρόβλεψη είναι σωστή. Οι παράμε-
τροι, συνεπώς, του δικτύου μετά την εκπαίδευση, θα έχουν τις κατάλληλες τιμές ώστε η L να έχει
ελαχιστοποιηθεί. Θεωρώντας μια συνάρτηση εισόδου - εξόδου y = f(x; θ) την οποία προσπαθεί να
προσεγγίσει το δίκτυο, τότε προκύπτει ότι L(ŷ,y) = L(f(x; θ),y) = L(θ), όπου θ τα βάρη του νευ-
ρωνικού δικτύου. Συνεπώς, στόχος της εκπαίδευσης είναι η επιλογή των βαρών θd, τέτοια ώστε να
επιτευχθεί η σχέση
θd = argmin
θ
L(θ) (2.6)
2.2.5 Οπίσθια Διάδοση
Όπως θα έχει γίνει ήδη αντιληπτό, η προσαρμογή των βαρών των νευρώνων ενός νευρωνικού
δικτύου είναι η πιο σημαντική παράμετρος ώστε το μοντέλο να δίνει αξιόπιστα αποτελέσματα. Συνε-
πώς προκύπτει άμεσα η ανάγκη μιας διαδικασίας εκπαίδευσης, δηλαδή αναπροσαρμογής των βαρών,
η οποία να μας εξασφαλίζει την σύγκλιση του μοντέλου στο επιθυμητό αποτέλεσμα. Η τεχνική της
Οπίσθιας Διάδοσης είναι μια τέτοια διαδικασία, η οποία αναλύεται συνοπτικά στην συνέχεια[30]:
1. Αρχικοποίηση. Αρχικοποίηση των βαρών και των κατωφλιών εντός ομοιόμορφης κατανομής
με μέση τιμή 0 και διασπορά τέτοια ώστε η τυπική απόκλιση των παραμέτρων των νευρώνων
να είναι ανάμεσα στα όρια της συνάρτησης ενεργοποίησης.
2. Παρουσίαση των παραδειγμάτων εκπαίδευσης. Παρουσίαση στο δίκτυο μιας εποχής από
δεδομένα εκπαίδευσης. Ως εποχή ορίζουμε κάθε μια συνολική διαδικασία εκπαίδευσης ενός
συνόλου δεδομένων. Για παράδειγμα αν εκπαιδεύσουμε μια ομάδα δεδομένων για τρεις εποχές,
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σημαίνει πως θα γίνει αναπροσαρμογή των βαρών των νευρώνων τρεις φορές για κάθε ένα από
τα δεδομένα. Για κάθε παράδειγμα στο σύνολο, πραγματοποιείται μια αλληλουχία από ευθύς
υπολογισμούς και υπολογισμούς ανάδρασης που περιγράφονται στα βήματα 3 και 4.
3. Ευθύς υπολογισμός. Ορίζουμε το παράδειγμα εισόδου ως (x(n),d(n), όπου το x(n) εφαρμό-
ζεται στην είσοδο του δικτύου και το d(n) αντιπροσωπεύει την επιθυμητή έξοδο για την συγκε-
κριμένη είσοδο. Υπολογίζονται τα τελικά αποτελέσματα στην έξοδο oj(n) για τον j νευρώνα
εξόδου και προκύπτει το σφάλμα εξόδου ej(n) = dj(n)− oj(n)
4. Υπολογισμός ανάδρασης. Σε αυτό το βήμα υπολογίζονται τα δs (local gradients) του δικτύου
σύμφωνα με τους τύπους
δ(l)j (n) =

e(L)j (n)φ
′
j(υ
(L)
j (n)) ,για τους νευρώνες του επιπέδου εξόδου
φ′j(υ
(l)
j (n))
∑
k δ
(l+1)
k (n)w
(l+1)
kj (n) ,για τους νευρώνες των κρυφών επιπέδων
όπου στον παραπάνω τύπο ο ’τόνος’ ισοδυναμεί με παράγωγο ως προς την μεταβλητή. Εν κα-
τακλείδι, η προσαρμογή των βαρών γίνεται σύμφωνα με τον τύπο
w(l)ji (n+ 1) = w
(l)
ji (n) + α[w
(l)
ji (n− 1)] + ηδj(l)(n)y(l−1)i (n)
όπου η είναι η παράμετρος του ρυθμού εκμάθησης.
5. Επανάληψη.Επανάληψη των προηγούμενων βημάτων για νέες εποχές των παραδειγμάτων εκ-
παίδευσης έως ότου πληρείται κάποιο κριτήριο τερματισμού.
2.2.6 Βελτιστοποίηση
Προκειμένου να εκπαιδεύσουμε το μοντέλο, πρέπει να λύσουμε το πρόβλημα βελτιστοποίησης
της συνάρτησης απώλειας. Μια κοινή λύση είναι να χρησιμοποιηθεί η μέθοδος με βάση την κλίση
(gradient descend). Gradient είναι η κλίση της εφαπτομένης της συνάρτησης σε αυτό το σημείο και
δείχνει την κατεύθυνση της μεγαλύτερης αύξησης της. Οι μέθοδοι αυτοί προσπαθούν να ελαχιστο-
ποιήσουν την συνάρτηση απώλειας L(θ) υπολογίζοντας επανειλημμένα μια εκτίμηση της πάνω σε
ένα σύνολο εκμάθησης, υπολογίζοντας τις παραγώγους των παραμέτρων θ του μοντέλου σε σχέση
με την εκτίμηση των απωλειών και ενημερώνοντας τις παραμέτρους στην αντίθετη κατεύθυνση της
κλίσης.[31]
Η μέθοδος με βάση την κλίση είναι μια από τους πιο δημοφιλείς αλγόριθμους για τη βελτιστοποί-
ηση σε νευρωνικά δίκτυα. Υπολογίζει τη κλίση(παράγωγο) της συνάρτησης απωλειών σε σχέση με
τις παραμέτρους θ για ολόκληρο το σύνολο δεδομένων. Ο ρυθμός εκμάθησης η είναι μια ’υπερπαρά-
μετρος’ που ελέγχει το βαθμό στον οποίο οι παράμετροι του μοντέλου προσαρμόζονται σε σχέση με
την παράγωγο της συνάρτησης απώλειας. Η μέθοδος με βάση την κλίση ορίζεται τυπικά ως:
θ = θ− η∇θL(θ) (2.7)
2.3 Ενισχυτική μάθηση
2.3.1 Εισαγωγή
Η ιδέα της εκμάθησης μέσω αλληλεπίδρασης με το περιβάλλον μας είναι η πρωταρχική μορφή
εκμάθησης. Από την στιγμή που ένας έμβιος οργανισμός γεννιέται και ξεκινά να πράττει δεν έχει
κάποιον ’δάσκαλο’, αλλά έχει μια άμεση σύνδεση αίσθησης - πράξης με το περιβάλλον του. Με την
εξάσκηση αυτής της επικοινωνίας, ο οργανισμός παράγει μια πληθώρα πληροφοριών αιτίου - αιτιατού
που αφορούν τις συνέπειες των πράξεων του καθώς και την ανάπτυξη μιας καλύτερης στρατηγικής
26
για την επίτευξη στόχων. Στην διάρκεια της ζωής του, οι αλληλεπιδράσεις αυτές αποτελούν αδιαμφι-
σβήτητα μια κύρια πηγή γνώσης για το περιβάλλον του και τον εαυτό του.[32]
Το πεδίο της ενισχυτικής μάθησης μελετά την υπολογιστική προσέγγισή για την εκμάθηση μέσω
αλληλεπίδρασης. Αντί να προσπαθήσουμε άμεσα να μοντελοποιήσουμε το πως μαθαίνουν οι άνθρω-
ποι και τα ζώα, εξερευνούμε εξιδανικευμένες καταστάσεις εκμάθησης και αξιολογούμε την αποτελε-
σματικότητα διαφόρων μεθόδων μάθησης. Συγκεκριμένα, η ενισχυτική μάθηση είναι πεδίο της μη-
χανικής μάθησης το οποίο ασχολείται με το πως αλγοριθμικοί πράκτορες θα πρέπει να πράττουν σε
ένα περιβάλλον, με στόχο να μεγιστοποιούν κάποιο κέρδος.[33] Το πεδίο της ενισχυτικής μάθησης
αποτελεί συνδυασμό πολλών επιστημονικών τομέων, όπως φαίνεται και στο Σχήμα 6.
Σχήμα 6: Διαφορετικά επιστημονικά πεδία που συνθέτουν την Ενισχυτική Μάθηση
Υπάρχουν ορισμένες βασικές διαφορές μεταξύ της ενισχυτικής μάθησης και των υπολοίπων αλ-
γορίθμων μηχανικής μάθησης. Συγκεκριμένα,
• Σε αντίθεση με την επιβλεπόμενη μάθηση, δεν υπάρχει ’δάσκαλος’, παρά μόνο ένα σήμα επι-
βράβευσης ή τιμωρίας.
• Η ανάδραση κατά την εκπαίδευση είναι καθυστερημένη, όχι άμεση.
• Η χρονική διάρκεια είναι αρκετά σημαντική. Υπάρχει η έννοια της αλληλουχίας και της συσχέ-
τισης στα δεδομένα. Δεν είναι ,δηλαδή, ανεξάρτητα και τυχαία κατανεμημένα.
• Οι πράξεις του πράκτορα επηρεάζουν τις μεταβάσεις του, άρα και τα μελλοντικά δεδομένα που
θα λάβει και με τα οποία θα εκπαιδευτεί.
2.3.2 Μοντελοποίηση του προβλήματος
Η στρατηγική για την επίλυση ενός προβλήματος ενισχυτικής μάθησης είναι η χρήση στατιστι-
κών μοντέλων και μεθόδων δυναμικού προγραμματισμού για να προσεγγιστεί η χρησιμότητα μιας
ορισμένης πράξης στις διάφορες καταστάσεις του περιβάλλοντος.
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Στο κλασσικό μοντέλο ενισχυτικής μάθησης, ένας πράκτορας είναι συνδεδεμένος με το περιβάλ-
λον του μέσω της παρατήρησης του και της πράξης, όπως φαίνεται αναλυτικά στο Σχήμα 7. Σε κάθε
βήμα t της αλληλεπίδρασης, ο πράκτορας λαμβάνει ως είσοδο, κάποια παρατήρηση της τωρινής του
κατάστασης Ot στο περιβάλλον. Εν συνεχεία, αποφασίζει μια πράξη At μέσω κάποια στρατηγικής,
η οποία θεωρείται η έξοδος του. Η κάθε πράξη με την σειρά της, αλλάζει την κατάσταση του, και
παράγει και μια αξία της συγκεκριμένης κατάστασης η οποία δίνεται στον πράκτορα ως ένα βαθ-
μωτό σήμα ενίσχυσης (ανταμοιβή) Rt . Στόχος του πράκτορα είναι η επιλογή πράξεων που στοχεύ-
ουν στην αύξηση του μακροπρόθεσμου αθροίσματος των ανταμοιβών. Η εκπαίδευση επιτυγχάνεται
μέσω προσπάθειας - λάθους για αρκετά βήματα, με χρήση διαφόρων αλγορίθμων και μεθόδων που
θα αναλυθούν στα επόμενα κεφάλαια.[33]
Σχήμα 7: Αλληλεπίδραση Πράκτορα - Περιβάλλοντος
Πράξη
Ως πράξη Αt, ορίζουμε τις δυνατές επιλογές που έχει ο πράκτορας για να αλληλεπιδράσει με το
περιβάλλον του.
Ανταμοιβή
Ως ανταμοιβή Rt, ορίζουμε ένα βαθμωτό σήμα ανάδρασης, το οποίο υποδεικνύει το πόσο καλά
έπραξε ένας πράκτορας σε κάθε βήμα t. Όπως ήδη αναφέρθηκε, στόχος του πράκτορα είναι η επίτευξη
της μέγιστης μακροπρόθεσμης ανταμοιβής. Η ενισχυτική μάθηση βασίζεται στην υπόθεση ενίσχυ-
σης.
Ορισμός
Όλοι οι στόχοι μπορούν να περιγραφούν μέσω της μεγιστοποίησης των αναμενό-
μενων μακροπρόθεσμων ενισχύσεων (ανταμοιβών).
Ιστορικό & Κατάσταση
Ως ιστορικό ορίζουμε μια αλληλουχία από παρατηρήσεις Ot, πράξεις At, ανταμοιβές Rt
Ht = O1,R1,A1, ...,At−1,Ot,Rt (2.8)
Ως κατάσταση St ορίζουμε την πληροφορία που χρησιμοποιείται για να καθοριστεί το τι θα συμβεί
μελλοντικά. Η κατάσταση, συνεπώς είναι συνάρτηση του Ιστορικού:
St = f(Ht) (2.9)
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Ορίζουμε ως κατάσταση περιβάλλοντος Set το σύνολο των δεδομένων που χρησιμοποιεί ώστε να
διαλέξει την επόμενη παρατήρηση και ανταμοιβή. Η κατάσταση του περιβάλλοντος δεν είναι συνή-
θως ορατή στον πράκτορα, αλλά ακόμα και στις περιπτώσεις που έχει πλήρη γνώση, είναι πιθανό να
εμπεριέχει περιττή πληροφορία.
Αντιστοίχως, ορίζουμε ως κατάσταση του πράκτορα Sat , το σύνολο των πληροφοριών που αφο-
ρούν την εσωτερική δομή του και την λειτουργία του.Μπορεί να αναπαρασταθεί από κάθε συνάρτηση
ως προς το ιστορικό
Sat = f(Ht) (2.10)
Πλήρως παρατηρήσιμο περιβάλλον
Σε ένα πλήρως παρατηρήσιμο περιβάλλον, ο πράκτορας παρατηρεί απευθείας την κατάσταση του
περιβάλλοντος.
Ot = Sat = Set (2.11)
Μερικώς παρατηρήσιμο περιβάλλον
Σε ένα μερικώς παρατηρήσιμο περιβάλλον, ο πράκτορας παρατηρεί έμμεσα την κατάσταση του
περιβάλλοντος.
Sat ̸= Set (2.12)
Συνεπώς, πρέπει να κατασκευάσει την δική του αναπαράσταση του περιβάλλοντος.
2.3.3 Μαρκοβιανές διαδικασίες αποφάσεων
Στα προβλήματα Ενισχυτικής μάθησης, ο πράκτορας λαμβάνει αποφάσεις από παρατηρήσεις της
κατάστασης του περιβάλλοντος στο οποίο ενεργεί. Καθίσταται ,λοιπόν, σαφής η εξάρτηση των πρά-
ξεων που θα πραγματοποιήσει με τις παρατηρήσεις του. Στην ιδανική περίπτωση, θα θέλαμε το σήμα
που λαμβάνει ο πράκτορας από το περιβάλλον ως είσοδο(παρατήρηση) να μην περιέχει μόνο τις στιγ-
μιαίες μετρήσεις, αλλά και τις παρελθοντικές καταστάσεις που είναι απαραίτητες για την λήψη ικα-
νοποιητικών αποφάσεων. Μια παρατήρηση που πληροί την παραπάνω προϋπόθεση λέμε ότι πληρεί
την Μαρκοβιανή Ιδιότητα.[32]
Ορισμός
Μια κατάσταση St ορίζεται ως Μαρκοβιανή αν και μόνο αν
Pr[St+1|St] = Pr[St+1|S1, ..., St] (2.13)
Με απλά λόγια, μια κατάσταση για να είναιΜαρκοβιανή, θα πρέπει το μέλλον να είναι ανεξάρτητο
από το παρελθόν δεδομένου του παρόντος.
Για μια Μαρκοβιανή κατάσταση s και την διάδοχη s′ ορίζουμε ως Πιθανότητα Μεταβατικής Κα-
τάστασης και ως Πίνακα Μεταβατικής Κατάστασης, αντίστοιχα
Pss′ = Pr[St+1 = s
′ |St = s],P =
P11 ... P1n. .
Pn1 ... Pnn
 (2.14)
Με την βοήθεια των παραπάνω μεγεθών είμαστε, πλέον, σε θέση αναλύσουμε τις Μαρκοβιανές
Διαδικασίες. Από την οπτική της στατιστικής,Μαρκοβιανή Αλυσίδα ή Διαδικασία είναι ένα στοχαστικό
μοντέλο το οποίο περιγράφει μια αλληλουχία από δυνατά γεγονότα, στα οποία η πιθανότητα του
καθενός, εξαρτάται μόνο από την κατάσταση που πραγματοποιήθηκε στο προηγούμενο γεγονός.[34]
Από την σκοπιά του προβλήματος της Ενισχυτικής μάθησης, ορίζουμε ως μιαΜαρκοβιανή διαδικασία
μια τυχαία διαδικασία χωρίς μνήμη η οποία πληρεί την Μαρκοβιανή ιδιότητα. Συγκεκριμένα
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Ορισμός
Μια Μαρκοβιανή Διαδικασία (Αλυσίδα) ορίζεται ως ένα σύνολο < S,P >
1. S είναι ένα πεπερασμένο σύνολο από καταστάσεις
2. P είναι ένας πίνακας μεταβατικών καταστάσεων πιθανότητας,
Pss′ = Pr[St+1 = s
′ |St = s]
Αν εμπλουτίσουμε μια Μαρκοβιανή διαδικασία, προσθέτοντας ένα ποσό ανταμοιβής σε κάθε κα-
τάσταση τότε δημιουργήσαμε μιαΜαρκοβιανή Διαδικασία Ανταμοιβής.
Ορισμός
Μια Μαρκοβιανή Διαδικασία Ανταμοιβής ορίζεται ως ένα σύνολο < S,P,R, γ >
1. S είναι ένα πεπερασμένο σύνολο από καταστάσεις
2. P είναι ένας πίνακας μεταβατικών καταστάσεων πιθανότητας,
Pss′ = Pr[St+1 = s
′ |St = s]
3. R αποτελεί μια συνάρτηση ανταμοιβής,Rs = E[Rt+1|St = s]
4. γ είναι ένας παράγοντας έκπτωσης, όπου γ ∈ [0, 1]
Όπως έχει ήδη αναφερθεί, στόχος ενός πράκτορα είναι να διαλέξει την βέλτιστη πολιτική, ώστε
να μεγιστοποιήσει την συνολική ανταμοιβή που θα λάβει από το περιβάλλον. Αν υποθέσουμε πως
κάθε χρονική στιγμή t λαμβάνει ανταμοιβή Rt, τότε η συνολική θα είναι
Συνολική Ανταμοιβή =
∑
n
Rn (2.15)
Συνήθως, όμως, χρησιμοποιούμε έναν εκπτωτικό όρο στην κάθε μεμονωμένη ανταμοιβή. Αυτό
εξυπηρετεί για αρκετούς λόγους. Αρχικά, από μαθηματική σκοπιά βεβαιώνουμε πως το άθροισμα
δεν αποκλίνει όταν τα βήματα τείνουν στο άπειρο. Επιπλέον, η αβεβαιότητα σχετικά με το μέλλον
ίσως να μην περιγράφεται πλήρως. Από την οπτική της ενισχυτικής μάθησης, η χρονική έκπτωση των
ανταμοιβών προσομοιώνει την συμπεριφορά των ζωντανών οργανισμών, οι οποίοι δίνουν μεγαλύτερη
έμφαση στην άμεση επιβράβευση. Τέλος, υπάρχουν ορισμένες περιπτώσεις που μπορεί να χρησιμο-
ποιηθεί η συνολική ανταμοιβή χωρίς έκπτωση, όπως ορίστηκε προηγουμένως, αν όλες οι καταστάσεις
σε μια μαρκοβιανή αλυσίδα, τερματίζουν. Η εκπτωτική αυτή συνολική ανταμοιβή ονομάζεται και Συ-
νάρτηση Επιστροφής (Gt) και ορίζεται ως
Gt =
∞∑
n=0
γnRt+n+1, όπου γ ∈ [0, 1] (2.16)
Ένα από τα σημαντικότερα μεγέθη για την ενισχυτική μάθηση είναι η συνάρτηση τιμών (Value
Function) η οποία συνήθως ορίζεται ως V (t). Η συνάρτηση αυτή αντιπροσωπεύει την αξία μιας κατά-
στασης στην οποία μπορεί να βρεθεί ο πράκτορας. Ισούται με την αναμενόμενη συνολική ανταμοιβή
ενός πράκτορα που ξεκινά από την κατάσταση s. Καθίσταται, λοιπόν, σαφής η εξάρτηση της με την
πολιτική που θα ακολουθήσει ο πράκτορας για την επιλογή πράξεων. Συνεπώς,
V (s) = E[Gt|St = s] (2.17)
Με την βοήθεια της συνάρτησης τιμών που μόλις ορίσαμε, είμαστε σε θέση να αναλύσουμε την
εξίσωση του Bellman για τις Μαρκοβιανές Διαδικασίες Ανταμοιβής. Η εξίσωση αυτή προκύπτει από
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απλή αλγεβρική αντικατάσταση στον τύπο της συνάρτησης τιμών, αλλά το αποτέλεσμα είναι ιδιαι-
τέρως σημαντικό. Συγκεκριμένα, η V (s) μπορεί να χωριστεί σε δύο τμήματα, το άμεσο κέρδος Rt+1
και την συνάρτηση τιμών για την επόμενη κατάσταση αλλά με έκπτωση.
V (s) = E[Gt|St = s] = E[Rt+1 + γRt+2 + γ2Rt+3 + ...|St = s] =
E[Rt+1 + γ(Rt+2 + γRt+3 + ...)|St = s] = E[Rt+1 + γGt+1|St = s] = E[Rt+1 + γV (St+1)|St = s]
Τέλος, είμαστε πλέον έτοιμοι να ορίσουμε πλήρως τηνΜαρκοβιανή Διαδικασία Αποφάσεων(Markov
Decision Process - MDP)ως μιαΜαρκοβιανή Διαδικασία Ανταμοιβής με την δυνατότητα λήψης απο-
φάσεων.
Ορισμός
Μια Μαρκοβιανή Διαδικασία Αποφάσεων ορίζεται ως ένα σύνολο
< S,A,P,R, γ >
1. S είναι ένα πεπερασμένο σύνολο από καταστάσεις
2. είναι ένα πεπερασμένο σύνολο από πράξεις
3. P είναι ένας πίνακας μεταβατικών καταστάσεων πιθανότητας,
Pa
ss′ = Pr[St+1 = s
′ |St = s,At = a]
4. R αποτελεί μια συνάρτηση ανταμοιβής,Ras = E[Rt+1|St = s,At = a]
5. γ είναι ένας παράγοντας έκπτωσης, όπου γ ∈ [0, 1]
2.3.4 Σχεδίαση με Δυναμικό Προγραμματισμό
Ο όρος δυναμικός προγραμματισμός (dynamic programming) αποδίδεται σε αλγορίθμους, που
έχουν ως σκοπό τον υπολογισμό βέλτιστων πολιτικών σε μια Μαρκοβιανή Διαδικασία Αποφάσεων,
δεδομένου ενός πλήρους μοντέλου του περιβάλλοντος. Οι κλασσικοί αλγόριθμοι δυναμικού προ-
γραμματισμού έχουν περιορισμένη πρακτική χρησιμότητα εξαιτίας της μεγάλης υπολογιστικής πο-
λυπλοκότητας τους και της υπόθεσης της ύπαρξης πλήρους μοντέλου του περιβάλλοντος. Ωστόσο, η
σπουδαιότητά τους από θεωρητικής άποψης είναι μεγάλη καθώς παρέχουν το απαραίτητο υπόβαθρο
για την κατανόηση της πλειονότητας των πρακτικά εφαρμόσιμων μεθόδων ενισχυτική μάθησης, οι
οποίες στην ουσία μπορούν να ιδωθούν ως απόπειρες επίτευξης του ίδιου στόχου, με μικρότερη υπο-
λογιστική πολυπλοκότητα και χωρίς να απαιτείται πλήρες μοντέλο του περιβάλλοντος. Στην ουσία, η
κύρια ιδέα του δυναμικού προγραμματισμού (αλλά και της Ενισχυτικής Μάθησης γενικότερα) είναι
η χρήση των συναρτήσεων τιμών για την οργάνωση και δόμηση του χώρου των πολιτικών, με σκοπό
την αποδοτική αναζήτηση των βέλτιστων εξ αυτών.[35][36]
Βασικοί όροι για το δυναμικό προγραμματισμό είναι η αξιολόγηση πολιτικής (policy evaluation)
και η βελτίωση πολιτικής (policy improvement). Η αξιολόγηση πολιτικής αναφέρεται στον επαναλη-
πτικό υπολογισμό των συναρτήσεων τιμών για μια δεδομένη πολιτική και μπορεί να συναντηθεί και
ως το πρόβλημα της πρόβλεψης (prediction problem). Χρησιμοποιώντας την εξίσωση Bellman είναι
δυνατόν να υπολογιστεί η συνάρτηση τιμών κατάστασης V π, υπό την τρέχουσα πολιτική π
V π(s) =
∑
α
π(s, α)
∑
s′
Pα
ss′ [Rαs + γVk(s
′
)] (2.18)
Αντίστοιχα, η βελτίωση πολιτικής αναφέρεται στον υπολογισμό μιας βελτιωμένης πολιτικής, δε-
δομένης της συνάρτησης αξίας για την πολιτική αυτήν. Για κάποια κατάσταση s αρκεί να εξακριβωθεί,
αν είναι καλό να τροποποιήσουμε την τρέχουσα πολιτική ώστε να επιλέγει ντετερμινιστικά κάποια
ενέργεια a = π(s). Ένας τρόπος για να γίνει αυτό, είναι ο υπολογισμός της αξία επιλογής της a στην
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τρέχουσα κατάσταση και κατόπιν της εφαρμογής της τρέχουσας πολιτικής . Συνεπώς, χρησιμοποιώ-
ντας την παρακάτω εξίσωση για τον υπολογισμό της συνάρτησης τιμών ενέργειας,
Qπ(s, α) =
∑
s′
Pa
ss′ [Ras + γV π(s
′
)] (2.19)
αρκεί να διερευνηθεί εάν ισχύει Qπ(s, α) ≥ Vπ(s). Εάν αυτό ισχύει –πράγμα που σημαίνει ότι είναι
καλύτερο να επιλεχθεί η α και να ακολουθηθεί η π έπειτα, από το να ακολουθείται η π συνέχεια– τότε
μπορεί να υποτεθεί ότι κάποιος θα ανέμενε ότι θα ήταν καλύτερο να επιλέγεται η α κάθε φορά που
ο πράκτορας αντιμετωπίζει την s, κι ότι η καινούρια πολιτική θα ήταν σε γενικές γραμμές καλύτερη
από την προηγούμενη. Αυτό ισχύει σε περίπτωση που συγκρίνονται δύο οποιεσδήποτε ντετερμινιστι-
κές πολιτικές και π0, ως ειδική περίπτωση του λεγόμενου θεωρήματος βελτίωσης πολιτικής (policy
improvement theorem).
Θεώρημα
Για κάθε πιθανό ζεύγος, ντετερμενιστικών πολιτικών π και π′ , εάν ισχύει
Qπ(s, α) ≥ V π(s), ∀s ∈ S, τότε V π′ ≥ V π
Αυτό σημαίνει ότι η π0 είναι καλύτερη από την π και η εφαρμογή της επιφέρει μεγαλύτερη ή ίση
συνολική ανταμοιβή από όλες τις καταστάσεις. Το συμπέρασμα αυτό μπορεί εύκολα να επεκταθεί
στην περίπτωση των στοχαστικών πολιτικών, όπου σε περίπτωση που έχουμε δύο ή περισσότερες
βέλτιστες ενέργειες για κάποια κατάσταση, τότε σε κάθε μια αποδίδεται ένα μέρισμα των πιθανοτή-
των.
Συνδυάζοντας την αξιολόγηση πολιτικής με τη βελτίωση πολιτικής, προκύπτουν οι δύο ευρύ-
τερα διαδεδομένες μέθοδοι δυναμικού προγραμματισμού, η επανάληψη ως προς την πολιτική (policy
iteration) και η επανάληψη ως προς την αξία (value iteration), οι οποίες είναι σε θέση να υπολογίζουν
βέλτιστες συναρτήσεις αξίας και πολιτικές, για πεπερασμένες Μαρκοβιανές διαδικασίες αποφάσεων
για τις οποίες είναι γνωστό το πλήρες μοντέλο του περιβάλλοντος. Η επανάληψη ως προς την πο-
λιτική, υλοποιείται με διαδοχικές εναλλαγές αξιολόγησης πολιτικής με βελτίωση πολιτικής, μέχρις
ότου να επέλθει σύγκλιση. Σημαντικό μειονέκτημα του αλγορίθμου είναι ότι σε κάθε επανάληψη
εκτελείται ένα βήμα αξιολόγησης πολιτικής, το οποίο συνεπάγεται μεγάλο υπολογιστικό κόστος. Ο
αλγόριθμος της επανάληψης ως προς την αξία βελτιώνει την παραπάνω διαδικασία, προσεγγίζοντας
επαναληπτικά τη βέλτιστη συνάρτηση V , σύμφωνα με τον παρακάτω τύπο:
Vk+1 = maxα
∑
s′
Pα
ss′ [Rαs + γVk(s
′
)] (2.20)
όπου Vk+1 είναι η εκτίμηση της συνάρτησης αξίας στο βήμα k + 1
Επιπλέον, γενικεύοντας τις παραπάνω ιδέες, μπορεί να οριστεί η γενικευμένη επανάληψη με βάση
την πολιτική (generalized policy iteration), ως η αλληλεπίδραση 2 διεργασιών που επενεργούν πάνω
σε μια προσεγγιστική συνάρτηση αξίας και μια προσεγγιστική πολιτική. Η μια διεργασία (αξιολό-
γηση πολιτικής) θεωρεί την πολιτική σταθερή και πραγματοποιεί μια αξιολόγησή της κατά κάποιον
τρόπο, αλλάζοντας την συνάρτηση αξίας, ώστε να προσεγγίζει περισσότερο την πραγματική συνάρ-
τηση αξίας για την πολιτική αυτή. Η άλλη (βελτίωση πολιτικής), θεωρεί την συνάρτηση αξίας σταθερή
και τροποποιεί την πολιτική με σκοπό να τη βελτιώσει, θεωρώντας ότι η συνάρτηση αξίας της είναι
η τρέχουσα συνάρτηση αξίας. Παρόλο που η κάθε μία διεργασία πραγματοποιεί αλλαγές στο στοι-
χείο βάσει του οποίου παίρνει αποφάσεις η άλλη, ουσιαστικά συνεργάζονται προκειμένου να βρουν
μια κοινή λύση: μια πολιτική και μια συνάρτηση αξίας που δεν τροποποιούνται από καμία από τις
διεργασίες, πράγμα που σημαίνει ότι είναι βέλτιστες. Σε αρκετές περιπτώσεις και υπό συνθήκες, η
γενικευμένη επανάληψη με βάση την πολιτική έχει αποδειχθεί ότι συγκλίνει στη βέλτιστη πολιτική.
Μια ιδιότητα των μεθόδων δυναμικού προγραμματισμού που χρήζει αναφοράς είναι το γεγονός,
ότι αυτές ενημερώνουν εκτιμήσεις για τις αξίες των καταστάσεων με βάση εκτιμήσεις για τις αξίες των
διάδοχων καταστάσεων. Η ιδέα της ενημέρωσης εκτιμήσεων, βάσει άλλων εκτιμήσεων αναφέρεται
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στη διεθνή βιβλιογραφία με τον όρο bootstrapping. Αρκετές μέθοδοι ενισχυτικής μάθησης, εφαρμό-
ζουν bootstrapping παρ’όλο που δεν απαιτούν πλήρες μοντέλο του περιβάλλοντος, όπως οι μέθοδοι
μάθησης χρονικών διαφορών που θα συζητηθούν σε επόμενη ενότητα.
2.3.5 Πρόβλεψη άνευ Μοντέλου
Στην προηγούμενη ενότητα, μελετήσαμε την σχεδίαση αλγορίθμου με χρήση Δυναμικού Προ-
γραμματισμού για την επίλυση προβλημάτων, με γνώση του μοντέλου του προβλήματος, ή αλλιώς με
γνωστή Μαρκοβιανή Διαδικασία Αποφάσεων. Στο παρόν κεφάλαιο θα αναλύσουμε την αξιολόγηση
πολιτικών για άγνωστα μοντέλα. Συγκεκριμένα:
• Αξιολόγηση πολιτικής Monte Carlo
• Αξιολόγηση πολιτικής Χρονικών Διαφορών TD(0)
• Αξιολόγηση πολιτικής Χρονικών Διαφορών TD(λ)
2.3.5.1 Αξιολόγηση πολιτικής Monte Carlo
Οι μέθοδοι Monte Carlo αναφέρονται σε μια κατηγορία αλγορίθμων ενισχυτικής μάθησης, που
αποσκοπούν στη μάθηση συναρτήσεων αξίας και βέλτιστων πολιτικών, με χρήση εμπειρίας υπό τη
μορφή δειγμάτων επεισοδίων (sample episodes). Σημεία-κλειδί των μεθόδων Μonte Carlo είναι η
απλότητά τους και ο τρόπος με τον οποίον σχετίζονται με τις υπόλοιπες μεθόδους ενισχυτικής μάθη-
σης, από θεωρητικής σκοπιάς. Σε αντίθεση με το δυναμικό προγραμματισμό, οι εν λόγω μέθοδοι δεν
απαιτούν πλήρη γνώση σχετικά με το περιβάλλον. Συγκεκριμένα, αν και το μοντέλο του περιβάλλο-
ντος είναι απαραίτητο, απαιτείται από αυτό μόνο η δυνατότητα παραγωγής δειγμάτων μεταβάσεων.
Με άλλα λόγια, το μόνο που απαιτείται από τις μεθόδους Monte Carlo είναι να λαμβάνει δείγματα
ακολουθιών καταστάσεων, ενεργειών και ανταμοιβών. Με τα δείγματα αυτά μπορεί να παράγει την
αξία μας κατάστασης, σύμφωνα με τον τύπο
V (st)← V (st) + α[Gt − V (st)] (2.21)
Συγκεκριμένα, όσον αφορά την αξιολόγηση πολιτικής, ας υποθέσουμε πως θέλουμε να υπολογί-
σουμε την αξία μιας κατάστασης, δεδομένου ενός συνόλου επεισοδίων που προκύπτουν, ακολουθώ-
ντας μια πολιτική π και περνώντας από τις αντίστοιχες καταστάσεις s. Κάθε εμφάνιση μιας κατάστα-
σης s σε ένα επεισόδιο, καλείται επίσκεψη στην κατάσταση. Η μέθοδοςMonte Carlo κάθε-επίσκεψης,
υπολογίζει την V π(s), ως τον μέσο όρο των επιστροφών ακολουθώντας όλες τις επισκέψεις στην κα-
τάσταση s σε ένα σύνολο επεισοδίων. Η μέθοδος Monte Carlo πρώτης-επίσκεψης, υπολογίζει την
μέση τιμή μόνο για τις επιστροφές που ακολουθούν τις πρώτες επισκέψεις στην κατάσταση s. Οι δύο
,εν λόγω, τεχνικές αξιολόγησης πολιτικής είναι αρκετά παρεμφερείς, αλλά με διαφορετικές θεωρη-
τικές ιδιότητες. Στο Σχήμα 8 παρουσιάζεται ο αλγόριθμος για την μέθοδο πρώτης επίσκεψης, που
αναλύσαμε προηγουμένως.
2.3.5.2 Αξιολόγηση πολιτικής Χρονικών Διαφορών TD(0)
Ημάθηση χρονικών διαφορών (temporal difference learning) είναι μια από τις πιο βασικές και και-
νοτόμες ιδέες που έχει αναδείξει το επιστημονικό πεδίο της ενισχυτικής μάθησης. Οι μέθοδοι μάθησης
χρονικών διαφορών, θα μπορούσαν να ιδωθούν ως συνδυασμός στοιχείων των μεθόδων δυναμικού
προγραμματισμού και των μεθόδων Monte Carlo. Συγκεκριμένα, όπως και στο δυναμικό προγραμ-
ματισμό, έτσι και στις μεθόδους μάθησης χρονικών διαφορών, η ενημέρωση των εκτιμήσεων για τις
συναρτήσεις αξίας γίνεται εν μέρει βάσει των εκτιμήσεων που έχει ήδη μάθει ο πράκτορας, μέχρι τη
χρονική στιγμή εκείνη, χωρίς να είναι απαραίτητο να έχει προκύψει κάποιο οριστικό αποτέλεσμα.
Αντίστοιχα, όπως και στις μεθόδους Monte Carlo, δεν απαιτείται πλήρης γνώση για το μοντέλο του
περιβάλλοντος στο οποίο δρα ο πράκτορας, παρά μόνον εμπειρία αλληλεπίδρασης του με αυτό.[37]
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Σχήμα 8: Αλγόριθμος αξιολόγησης πολιτικής Monte Carlo
Οι μέθοδοι Monte Carlo προσπαθούν να εκτιμήσουν κατ’ ευθείαν το Rt, κρατώντας το μέσο όρο
των ενισχύσεων που λαμβάνει ο πράκτορας και μετακινώντας τη συνάρτηση τιμών προς αυτήν την
κατεύθυνση, όπως αναφέρθηκε προηγουμένως. Αντιθέτως, η ιδέα πίσω από τις TD μεθόδους είναι η
συνάρτηση τιμών να μετακινείται προς τον ίδιο στόχο χρησιμοποιώντας μόνο την άμεση ενίσχυση
και τις ήδη αποθηκευμένες τιμές ως
V (st)← V (st) + α[Rt+1 + γV (st+1)− V (st)] (2.22)
Η πιο απλή μέθοδος της οικογένειας αυτής, TD(0) αξιολογεί την πολιτική όπως φαίνεται στο Σχήμα
9.
Σχήμα 9: Αλγόριθμος αξιολόγησης πολιτικής Χρονικών Διαφορών TD(0)
2.3.5.3 Ίχνη Επιλεξιμότητας
Τα ίχνη επιλεξιμότητας (eligibility traces) σε συνδυασμό με τα σφάλματα χρονικών διαφορών,
παρέχουν έναν αποδοτικό κι επαυξητικό τρόπο μεταβολής των χαρακτηριστικών των μεθόδων ενι-
σχυτικής μάθησης, ώστε αυτά να μπορούν να κλιμακωθούν και να καλύπτουν ολόκληρο το εύρος της
φιλοσοφίας για τη διενέργεια των ενημερώσεων των εκτιμήσεων των συναρτήσεων αξίας, από την
ενημέρωση επεισόδιο προς επεισόδιο, των μεθόδων Monte Carlo έως τη βήμα προς βήμα ενημέρωση
των μεθόδων μάθησης χρονικών διαφορών. Αναδιατυπώνοντάς συνοπτικά το παραπάνω, ενσωμα-
τώνοντας ίχνη επιλεξιμότητας σε μεθόδους μάθησης χρονικών διαφορών, τους αποδίδονται χαρα-
κτηριστικά των μεθόδων Monte Carlo. Έτσι επιτυγχάνεται η διατήρηση των πλεονεκτημάτων τους,
συνδυάζοντάς τα παράλληλα με την ανοχή που επιδεικνύουν οι μέθοδοι Μonte Carlo, σε περιπτώσεις
όπου η διαδικασία προς μάθηση δεν είναι πλήρως Markov ή χαρακτηρίζεται από μακροπρόθεσμα
καθυστερούμενες ανταμοιβές.
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Ο παρών τρόπος ανάλυσης παρουσιάζει τα ίχνη επιλεξιμότητας σαν μια γέφυρα ανάμεσα στις
Monte Carlo και μεθόδους Χρονικών Διαφορών. Ονομάζουμε στόχο(επιστροφή) n βημάτων την έκ-
φραση
G
(n)
t = Rt+1 + γRt+2 + ...+ γn−1Rt+n + γnV (St+n) (2.23)
και Μέθοδο Χρονικών Διαφορών n την ακόλουθη σχέση
V (St)← V (St) + α(G(n)t − V (St)) (2.24)
Εν συνεχεία, ορίζουμε την έννοια της λ-επιστροφής(λ-return), η οποία συνδυάζει όλες τις επιστρο-
φές των n-βημάτων. Πιο συγκεκριμένα, πρόκειται για το βεβαρημένο μέσο όρο όλων των στόχων n
– βημάτων
Gλt = (1− λ)
∞∑
n=1
λn−1G(n)t (2.25)
Είναι εύκολο να δούμε ότι G1t = Gt , G0t = G
(0)
t , δηλαδή μια μέθοδος με λ-επιστροφή ,περι-
λαμβάνει όλο το φάσμα των μεθόδων από τις Monte Carlo μέχρι τις Μεθόδους Χρονικών Διαφορών,
δίνοντας βάρη στους στόχους διαφόρων βημάτων, όπως φαίνεται στο Σχήμα 10
Σχήμα 10: Συνάρτηση Βάρους για την μέθοδο TD(λ)
2.3.5.4 Αξιολόγηση πολιτικής Χρονικών Διαφορών TD(λ)
Η αξιολόγηση πολιτικής TD(λ) χρησιμοποιεί την λογική των ιχνών επιλεξιμότητας, που αναφέρ-
θηκε στην προηγούμενη ενότητα. Θα συμβολίσουμε το ίχνος για την κατάσταση s, τη χρονική στιγμή
t, με et(s) ∈ R+. Σε κάθε χρονικό βήμα, όλα τα ίχνη επιλεξιμότητας για όλες τις καταστάσεις φθί-
νουν κατά παράγοντα γλ, εκτός του ίχνους για την κατάσταση που μόλις επισκέφθηκε ο πράκτορας,
το οποίο αυξάνεται κατά 1:
et(s) =

γλet−1(s) , s ̸= s1
γλet−1(s) + 1 , s = s1
(2.26)
για όλες τις καταστάσεις s ∈ S όπου λ ∈ [0, 1] (Σχήμα 11). Όπως είναι φανερό, η συμπεριφορά πλη-
σιάζει προς τις μεθόδους Monte Carlo όσο το λ πλησιάζει το 1 και το αντίστροφο. Τα ίχνη επιλεξιμό-
τητας καταγράφουν κάθε χρονική στιγμή, ποιες καταστάσεις έχει επισκεφθεί ο πράκτορας πρόσφατα
(σε όρους γλ).
Το πνεύμα της αξιολόγησης TD(λ) είναι ότι η τιμή μιας κατάστασης ανανεώνεται ανάλογα με το
πόσο πρόσφατα την επισκέφθηκε ο πράκτορας. Η ανανέωση των τιμών είναι
Vt+1(st) = Vt(st) + α[RSt+1 + γVt(st+1)− Vt(st)]et(st) (2.27)
Μπορεί να αποδειχθεί ότι ο παρακάτω αλγόριθμος αξιολογεί μια πολιτική με επιστροφή το Gλt .Ο
αλγόριθμος Αξιολόγησης πολιτικής Χρονικών Διαφορών TD(λ), παρουσιάζεται στο Σχήμα 12.
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Σχήμα 11: Ίχνη επιλεξιμότητας
Σχήμα 12: Αλγόριθμος αξιολόγησης πολιτικής Χρονικών Διαφορών TD(λ)
2.3.6 Έλεγχος άνευ μοντέλου
Όπως αναλύθηκε προηγουμένως,η πρόβλεψη άνευ μοντέλου προσεγγίζει την συνάρτηση τιμών
για άγνωστη Μαρκοβιανή διαδικασία απόφασης. Στο παρόν κεφάλαιο, θα μελετήσουμε τον Έλεγχο
άνευ μοντέλου, ο οποίος έχει ως στόχο την βελτιστοποίηση της συνάρτησης τιμών, όταν η Μαρκο-
βιανή διαδικασία απόφασης είναι άγνωστη ή υπερβολικά μεγάλη για να χρησιμοποιηθεί. Αντίθετα,
χρησιμοποιεί δείγματα από εμπειρίες που έχουν συγκεντρωθεί κατά την εξερεύνηση του περιβάλλο-
ντος.
Ο μόνος γενικός τρόπος για να διασφαλιστεί ότι όλες οι ενέργειες είναι επιλεγμένες απείρως συ-
χνά, είναι ο πράκτορας να συνεχίσει να τις επιλέγει. Υπάρχουν δύο προσεγγίσεις για να διασφαλιστεί
αυτό, η μέθοδος on - policy και μέθοδος off - policy.
• On - policy: Πρόκειται για τρόπο εκμάθησης της πολιτικής π με εμπειρίες που συγκεντρώθηκαν
από την ίδια πολιτική π
• Off - policy: Πρόκειται για τρόπο εκμάθησης της πολιτικής π με εμπειρίες που συγκεντρώθηκαν
από διαφορετική πολιτική μ
2.3.6.1 Έλεγχος Monte Carlo
Είμαστε πλέον έτοιμοι, να εξετάσουμε, τον τρόπο με τον οποίο η εκτίμηση Monte Carlo, μπορεί
να χρησιμοποιηθεί στον έλεγχο, για την προσέγγιση βέλτιστων πολιτικών. Η γενική ιδέα, είναι να
εργαστούμε με τον ίδιο τρόπο, όπως στο κεφάλαιο του Δυναμικού Προγραμματισμού, δηλαδή σύμ-
φωνα με την ιδέα της γενικευμένης επανάληψης με βάση την πολιτική (generalized policy iteration
ή GPI). Στην GPI (Σχήμα 14), διατηρούμε μια προσέγγιση της πολιτικής και μια προσέγγιση της συ-
νάρτησης τιμών. Η συνάρτηση τιμών τροποποιείται επανειλημμένα για να προσεγγίσει περισσότερο
την συνάρτηση τιμών της τρέχουσας πολιτικής και η πολιτική βελτιώνεται σε σχέση με την τρέχουσα
συνάρτηση τιμών.
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Αυτά τα δύο είδη αλλαγών λειτουργούν ενάντια το ένα στο άλλο, σε κάποιο βαθμό, καθώς το
καθένα δημιουργεί έναν κινούμενο στόχο για τον άλλο, αλλά μαζί προκαλούν την σύγκλιση των δύο
συναρτήσεων ως προς τις βέλτιστες.[32]
Βελτιστοποίηση της πολιτικής επιτυγχάνεται κάνοντας την, άπληστη σε σχέση με την τρέχουσα
συνάρτηση τιμών. Σε αυτή την περίπτωση έχουμε μια συνάρτηση πράξης - αξίας και συνεπώς δεν
είναι απαραίτητη η ύπαρξη μοντέλου για την οικοδόμηση της. Για κάθε λειτουργία πράξης - αξίαςQ,
η αντίστοιχη άπληστη πολιτική είναι αυτή που αποφασίζει μια δράση με στόχο την μεγιστοποίηση
της τιμής Q
π(s) = argmax
α
Q(s, α) (2.28)
Αποδεικνύεται, ότι ο έλεγχος Monte Carlo συγκλίνει στην βέλτιστη πολιτική, δοθέντων μόνο δειγμά-
των επεισοδίων χωρίς περαιτέρω γνώση του περιβάλλοντος.
(a) (b)
Σχήμα 14: Σχηματική αναπαράσταση της γενικευμένης επανάληψης με βάση την πολιτική (GPI), με
δύο διαφορετικούς τρόπους
On - Policy Έλεγχος Monte Carlo
Υπάρχουν πολλές πιθανές παραλλαγές στις on - policy μεθόδους. Μια πιθανή υλοποίηση, είναι
να μετατοπίζουμε σταδιακά την πολιτική προς μια θεωρητική βέλτιστη. Η on-policy μέθοδος που πα-
ρουσιάζουμε σε αυτήν την ενότητα χρησιμοποιεί ε-άπληστη πολιτική, πράγμα που σημαίνει ότι τις
περισσότερες φορές θα επιλεγεί μια ενέργεια που έχει μέγιστη εκτιμώμενη αξία, αλλά με πιθανότητα
ε να επιλέξει μια τυχαία ενέργεια. Με αυτό τον τρόπο, όλες οι μη άπληστες ενέργειες δίνουν την ελά-
χιστη πιθανότητα επιλογής, ε|A(s)| , και το υπόλοιπο, μεγαλύτερο μέρος του 1− ε+ ε|A(s)| , δίνεται στην
άπληστη πράξη. Οι ε-άπληστες πολιτικές, είναι παραδείγματα πολιτικών ορισμένων σαν πολιτικές
για τις οποίες π(s, α) ≥ ε|A(s)| , για όλες τις καταστάσεις και τις δράσεις. Στο Σχήμα 15 παρουσιάζεται
αναλυτικά ο αλγόριθμος.
Off - Policy Έλεγχος Monte Carlo
Στις μεθόδους off - policy, υπάρχουν δύο διαχωρισμένες λειτουργίες. Η πρώτη είναι η πολιτική
που χρησιμοποιείται για τη δημιουργία συμπεριφοράς, η οποία ονομάζεται πολιτική συμπεριφοράς.
Αντίθετα, η δεύτερη πολιτική είναι η πολιτική που αξιολογείται και βελτιώνεται, η οποία ονομάζε-
ται πολιτική εκτίμησης. Ένα πλεονέκτημα αυτού του διαχωρισμού είναι ότι η πολιτική εκτίμησης
μπορεί να είναι ντετερμινιστική, π.χ. άπληστη, ενώ η πολιτική συμπεριφοράς μπορεί να συνεχίσει να
δοκιμάζει όλες τις πιθανές ενέργειες.
Οι off - policy μέθοδοι ελέγχου Monte Carlo, χρησιμοποιούν την τεχνική εκτίμησης της συνάρτη-
σης τιμών για μια πολιτική, ενώ ακολουθούν μια άλλη. Λαμβάνουν αποφάσεις, δηλαδή, με την πολι-
τική συμπεριφοράς, ενώ παράλληλα τροποποιούν και βελτιώνουν την πολιτική εκτίμησης. Η τεχνική
αυτή, προϋποθέτει ότι η πολιτική συμπεριφοράς έχει την πιθανότητα να διαλέγει όλες τις πράξεις
που μπορούν να επιλεγούν από την πολιτική εκτίμησης. Στο Σχήμα 16 παρουσιάζεται αναλυτικά ο
αλγόριθμος.
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Σχήμα 15: On-policy αλγόριθμος ελέγχου πολιτικής Monte Carlo
Σχήμα 16: Off-policy αλγόριθμος ελέγχου πολιτικής Monte Carlo
2.3.6.2 Έλεγχος Χρονικών Διαφορών TD
Ας υποθέσουμε, ότι μόνο ένας πεπερασμένος αριθμός από εμπειρίες είναι διαθέσιμος. Σε αυτή την
περίπτωση, μια συνηθισμένη προσέγγιση του προβλήματος είναι η επανάληψη των ίδιων εμπειριών
κατά την εκπαίδευση, έως ότου η μέθοδος να συγκλίνει. Δεδομένης μιας προσεγγιστικής συνάρτησης
τιμών V, οι ανανεώσεις,
V (st)← V (st) + α[Gt − V (st)], V (st)← V (st) + α[Rt+1 + γV (st+1)− V (st)] (2.29)
υπολογίζονται κάθε χρονική στιγμή t, κατά την οποία ο πράκτορας επισκέπτεται μια μη τερματική
κατάσταση. Η συνάρτηση τιμών, όμως, αλλάζει μόνο μια φορά με το άθροισμα όλων των αλλαγών.
Στην συνέχεια, όλη η διαθέσιμη εμπειρία επεξεργάζεται ξανά με μια καινούργια συνάρτηση τιμών
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για την δημιουργία νέων αξιολογήσεων. Η διαδικασία αυτή, συνεχίζεται μέχρις ότου η συνάρτηση να
συγκλίνει. Η ορολογία της διαδικασίας αυτής, ονομάζεται ενημέρωση παρτίδας. Υπό την διαδικασία
αυτή, ο έλεγχος χρονικών διαφορών TD(0) συγκλίνει ντετερμινιστικά σε μία μόνο λύση ανεξάρτητη
της παραμέτρου α, αρκεί να είναι ικανοποιητικά μικρή.
Για τον έλεγχο TD ακολουθείται η διαδικασία της γενικευμένης επανάληψης με βάση την πολι-
τική (GPI), όπως και στον έλεγχο Monte Carlo. Και στην συγκεκριμένη περίπτωση, εμφανίζεται η
πρόκληση μεταξύ εξερεύνησης και εκμετάλλευσης της υπάρχουσας πολιτικής. Η λογική είναι όμοια
και χωρίζεται ξανά σε δύο κατηγορίες.
On - Policy Έλεγχος TD: Sarsa
Το πρώτο βήμα, είναι η εκμάθηση μιας συνάρτησης πράξης - αξίας αντί για την συνάρτηση κα-
τάστασης - αξίας V(s). Στην συγκεκριμένη περίπτωση για μια on - policy μέθοδο, πρέπει να προσεγ-
γίσουμε την Qπ(s, α) για την συγκεκριμένη πολιτική π και για όλες τις καταστάσεις s και δράσεις α.
Το θετικό είναι, πως η Qπ χρησιμοποιεί την ίδια TD μέθοδο, όπως περιγράφηκε παραπάνω για την
εκμάθηση V π.
Στην προηγούμενη ενότητα εξετάσαμε τις μεταβάσεις από μία κατάσταση σε μια άλλη και μά-
θαμε την αξία των καταστάσεων αυτών. Αλλά η σχέση μεταξύ των καταστάσεων και των ζευγών
καταστάσεων - πράξεων, είναι συμμετρική. Τώρα σκεφτείτε τις μεταβάσεις από ένα ζεύγος κατά-
στασης - πράξης σε ένα άλλο και να πρέπει να μάθει την αξία του ζεύγους αυτού. Επίσημα αυτές οι
περιπτώσεις είναι ίδιες: είναι και οι δύο αλυσίδες Markov με διαδικασία ανταμοιβής. Τα θεωρήματα
που εξασφαλίζουν τη σύγκλιση των τιμών κατάστασης υπό Έλεγχος Χρονικών Διαφορών (0) ισχύουν
επίσης για το αντίστοιχο αλγόριθμο για τιμές δράσης:
Q(St, at)← Q(St, at) + α[Rt+1 + γQ(St+1, at+1)−Q(St, at)] (2.30)
Η ανανέωση αυτή γίνεται μετά από κάθε μετάβαση σε μη τερματική κατάσταση. Αν η κατάσταση
s είναι τερματική, τότε η Q θεωρείται ίση με μηδέν. Η μέθοδος αυτή, χρησιμοποιεί κάθε στοιχείο από
σύνολο των εμπειριών (st, αt, st+1, αt,+1. Αυτός είναι ο λόγος που ο συγκεκριμένος αλγόριθμος πήρε
το όνομα Sarsa. Στο Σχήμα 18 παρουσιάζεται αναλυτικά ο αλγόριθμος για TD(0) και TD(λ).
Off - Policy Έλεγχος TD: Q - learning
Μια από τις μεγαλύτερες ανακαλύψεις στην ενισχυτική μάθηση, αφορά έναν off - policy αλγό-
ριθμο ελέγχου ο οποίος ονομάζεται Q - learing. Η πιο απλή του μορφή ονομάζεται Q - learning ενός
βήματος και ορίζεται ως
Q(St, at)← Q(St, at) + α[Rt+1 + γmax
α′
Q(St+1, α
′
)−Q(St, at)] (2.31)
Σε αυτή την περίπτωση, η εκπαιδευμένη συνάρτηση πράξης - αξίας Q, προσεγγίζει κατευθείαν
την ιδανική συνάρτησηQ∗, ανεξαρτήτως της πολιτικής που ακολουθείται. Αυτό, απλοποιεί δραματικά
την ανάλυση του αλγορίθμου. Η πολιτική αυτή, βέβαια, εξακολουθεί να επηρεάζει με τις αποφάσεις
της το ζεύγος κατάστασης - πράξης που θα δεχθεί επίσκεψη και θα ανανεωθεί. Παρόλα αυτά, όλα τα
προαπαιτούμενα για ορθή σύγκλιση, είναι όλα τα ζευγάρια να συνεχίζουν να ανανεώνονται.[38] Ο
αλγόριθμος Q - learning παρουσιάζεται στο Σχήμα 19.
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(a) SARSA
(b) SARSA-λ
Σχήμα 18: Αλγόριθμοι on-policy ελέγχου χρονικών διαφορών
Σχήμα 19: Off-policy αλγόριθμος ελέγχου πολιτικής Q learning
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Κεφάλαιο 3
Βαθιά Ενισχυτική Μάθηση
3.1 Μηχανισμοί προσέγγισης συναρτήσεων τιμών
Τα συστήματα ενισχυτικής μάθησης είναι καλό να έχουν δυνατότητες γενίκευσης (generalization),
ειδικά σε περιπτώσεις που χρησιμοποιούνται για τη δημιουργία τεχνητής νοημοσύνης σε εφαρμο-
γές μεγάλης κλίμακας. Για να επιτευχθεί αυτό, συνήθως χρησιμοποιούνται μέθοδοι επιβλεπόμενης
μάθησης (supervised learning) για προσέγγιση συναρτήσεων (function approximation), θεωρώντας
κάθε ανάστροφη ενημέρωση (backup) για την συνάρτηση αξίας, ως παράδειγμα εκπαίδευσης. Συ-
γκεκριμένα, οι μέθοδοι βαθμωτής καθόδου κατά την κλίση (gradient descent) επιτρέπουν τη φυσική
επέκταση με δυνατότητες προσέγγισης συναρτήσεων, των τεχνικών που συζητήθηκαν στις προηγού-
μενες ενότητες. [39]
Σχήμα 20: Ενοποιημένη επισκόπηση των μεθόδων Ενισχυτικής Μάθησης
Ειδικά για την περίπτωση των μεθόδων γραμμικής καθόδου κατά την κλίση (linear gradient
descent), υπάρχει μεγάλο θεωρητικό ενδιαφέρον, ενώ αποδίδουν καλά και στην πράξη, εφόσον
τροφοδοτούνται με τα κατάλληλα χαρακτηριστικά κατάστασης. Η επιλογή των κατάλληλων χαρα-
κτηριστικών κατάστασης είναι κρίσιμης σημασίας και αποτελεί έναν σημαντικό τρόπο προσθήκης
πρότερης γνώσης σε συστήματα ενισχυτικής μάθησης. Οι μέθοδοι γραμμικής καθόδου κατά την
κλίση, περιλαμβάνουν μεταξύ άλλων τις συναρτήσεις ακτινικής βάσης (radial basis functions), την
κωδικοποίηση πλακιδίων (tile coding) και την κωδικοποίηση Kanerva (Kanerva coding). Αρκετά
διαδεδομένες είναι κι οι μέθοδοι ανάστροφης διάδοσης σφάλματος με χρήση νευρωνικών δικτύων, οι
οποίες παρουσιάζουν πάρα πολύ καλές επιδόσεις σε συγκεκριμένες εφαρμογές όπως το TD-Gammon
[40], ωστόσο παρουσιάζουν προβλήματα σε άλλα κλασικά πεδία δοκιμών όπως το αυτοκίνητο πλα-
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γιάς (Mountain Car). Επιπλέον οι θεωρητικές εγγυήσεις που παρέχουν για σύγκλιση σε πολιτικές
κοντά στην βέλτιστη, είναι πιο αδύναμες σε σχέση με αυτές των γραμμικών μεθόδων. Μάλιστα, πα-
ρουσιάζουν το φαινόμενο να «ξεχνούν» πράγματα που έχουν ήδη μάθει (unlearning past experience).
Στην παρούσα ανάλυση θα χρησιμοποιήσουμε τον αλγόριθμο DQN που αναπτύχθηκε από την
DeepMind και αποτέλεσε σημαντικό βήμα για την χρήση νευρωνικών δικτύων στην ενισχυτική μά-
θηση.[41]
3.2 Mέθοδος DQN
Η εκμάθηση πρακτόρων, απευθείας από υψηλών διαστάσεων αισθητήριες εισόδους, όπως όραση
και φωνή, αποτελεί μια από τις προκλήσεις της ενισχυτικής μάθησης. Αυτό συμβαίνει, διότι η ενι-
σχυτική μάθηση παρουσιάζει αρκετές δυσκολίες από την σκοπιά της βαθιάς μάθησης. Καταρχήν, η
εκμάθηση γίνεται μέσα από βαθμωτές επιβραβεύσεις οι οποίες είναι σποραδικές, θορυβώδεις και με
καθυστέρηση. Επιπλέον, υπάρχει μεγάλη συσχέτιση των δεδομένων στην ενισχυτική μάθηση, κα-
θώς τα γεγονότα που συμβαίνουν είναι διαδοχικά. Τέλος, η κατανομή των δεδομένων αλλάζει καθώς
ο αλγόριθμος μαθαίνει νέες συμπεριφορές, το οποίο από την πλευρά της βαθιάς μάθησης αποτελεί
πρόβλημα, καθώς υποθέτει σταθερή κατανομή.
Ο συγκεκριμένος αλγόριθμος, επιτυγχάνει να ξεπεράσει τις παραπάνω δυσκολίες και να εκπαι-
δευτεί με πολιτικές ελέγχου από ακατέργαστα δεδομένα με χρήση νευρωνικών δικτύων. Το δίκτυο
εκπαιδεύτηκε με μια παραλλαγή της μεθόδου Q - learning με χρήση της στοχαστικής καθόδου κατά
την κλίση μεθόδου για την ανανέωση των βαρών του νευρωνικού δικτύου. Επιπλέον για να αντιμε-
τωπιστεί το πρόβλημα των συσχετιζόμενων δεδομένων, χρησιμοποιήθηκε ένας μηχανισμός αναπα-
ραγωγής εμπειρίας [42], ο οποίος επιλέγει τυχαία δείγματα από παρελθοντικές μεταβάσεις.
Όπως σε κάθε πρόβλημα ενισχυτικής μάθησης, έχουμε έναν πράκτορα, ο οποίος αλληλεπιδρά με
το περιβάλλον του μέσα από ένα σύνολο από δυνατές πράξεις A. Ως στόχο, ορίζουμε την επιλογή
δράσεων, τέτοιων ώστε να μεγιστοποιείται η συνολική μελλοντική ανταμοιβή. Υποθέτουμε, πως οι
μελλοντικές ανταμοιβές μειώνονται με έναν εκπτωτικό όρο γ ανά χρονικό βήμα και συνεπώς η συ-
νολική επιστροφή ορίζεται ως Gt =
∑T
t′=t γ
t
′−tRt′ , όπου Τ είναι ο αριθμός των χρονικών βημάτων
κατά τον οποίο το επεισόδιο τερματίζει. Ορίζουμε ως βέλτιστη συνάρτηση πράξης - αξίας Q∗(s, α)
ως την μέγιστη αναμενόμενη επιστροφή που μπορεί να επιτευχθεί, ακολουθώντας οποιαδήποτε στρα-
τηγική.
Q∗(s, α) = max
π
E[Gt|st = s, αt = α, π] (3.1)
Η βέλτιστη συνάρτηση πράξης - αξίας, υπακούει την εξίσωση του Bellman. Η συγκεκριμένη εξί-
σωση μπορεί διαισθητικά να εξηγηθεί ως εξής: αν μια βέλτιστη τιμήQ∗(s′ , α′) για την κατάσταση s′
στην επόμενη χρονική στιγμή, ήταν γνωστή για όλες τις πιθανές δράσεις α′ , τότε η βέλτιστη στρα-
τηγική είναι η επιλογή της πράξης α′ , η οποία μεγιστοποιεί την αναμενόμενη τιμή της έκφρασης
R+ γQ∗(s′ , α′).
Q∗(s, α) = Es′∼E [R+ γmax
α′
Q∗(s
′
, α′)|s, α] (3.2)
Η βασική ιδέα πίσω από πολλούς αλγορίθμους ενισχυτικής μάθησης είναι η προσέγγιση της συ-
νάρτησης πράξης - αξίας χρησιμοποιώντας την εξίσωση Bellman ως μια επαναληπτική ανανέωση,
Q∗(s, α) = E[R + γmax
α′
Q∗(s
′
, α′)|s, α]. Τέτοιοι αλγόριθμοι συγκλίνουν στην βέλτιστη συνάρτηση
Q.
Qi → Q∗ καθώς i→∞ (3.3)
Στην πράξη, η προσέγγιση αυτή δεν είναι καθόλου αποτελεσματική, καθώς η συνάρτηση πράξης -
αξίας , υπολογίζεται ξεχωριστά για κάθε κατάσταση, χωρίς καμία γενίκευση. Αντιθέτως, είναι συνη-
θισμένη η χρήση προσεγγιστικών συναρτήσεων τιμών για την εκτίμηση της συνάρτησης Q.
Q(s, α; θ) ≈ Q∗(s, α) (3.4)
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Ως προσεγγιστική συνάρτηση τιμών ορίζουμε ένα νευρωνικό δίκτυο με βάρη θ. Το δίκτυο αυτό, το
ονομάζουμε Q - δίκτυο. Στην προκείμενη περίπτωση, η εκπαίδευση μπορεί να επιτευχθεί με την ελα-
χιστοποίηση των loss functions Li(θi), οι οποίες αλλάζουν με κάθε επανάληψη i.
Li(θi) = Es,α∼ρ(.)[(yi −Q(s, α; θ))2] (3.5)
όπου yi = Es′∼E [R + γmax
α′
Q∗(s
′
, α′ ; θi−1)|s, α] είναι ο στόχος της επανάληψης i και ρ(s, α) είναι
μια κατανομή πιθανότητας συναρτήσει των καταστάσεων και των πράξεων, την οποία ονομάζουμε
κατανομή συμπεριφοράς. Οι παράμετροι από τις προηγούμενες επαναλήψεις, παραμένουν σταθερές
καθώς βελτιστοποιούμε την loss function.
Σημειώνεται, ότι ο αλγόριθμος είναι model - free. Επιλύει ,δηλαδή, την πρόκληση της ενισχυ-
τικής μάθησης απευθείας χρησιμοποιώντας δείγματα από το περιβάλλον E , χωρίς να κατασκευάζει
μια εκτίμηση αυτού. Επιπλέον, πρόκειται για έναν αλγόριθμο off-policy. Μαθαίνει με μια άπληστη
στρατηγική α = max
α
Q(s, α; θ), ενώ ακολουθεί μια κατανομή συμπεριφοράς η οποία εξασφαλίζει
ικανοποιητική εξερεύνηση του χώρου κατάστασης. Στην πράξη, η στρατηγική είναι ε-άπληστη και
ακολουθεί την άπληστη στρατηγική με πιθανότητα 1 − ε και επιλέγει κάποια τυχαία πράξη με πιθα-
νότητα ε.
Τέλος, όπως και στον αλγόριθμο TD-Gammon και στην τεχνική DQN χρησιμοποιούμε την τε-
χνική της αναπαραγωγής εμπειριών, κατά την οποία, αποθηκεύουμε τις εμπειρίες του πράκτορα, για
κάθε χρονικό βήμα σε ένα σύνολο δεδομένων που το ορίζουμε ως D. Κατά την διάρκεια εκτέλεσης
του αλγορίθμου, πραγματοποιούμε ανανεώσεις των βαρών του δικτύου με χρήση τυχαίων δειγμάτων
από το σύνολο D της μνήμης. Ο αλγόριθμος παρουσιάζεται αναλυτικά στο Σχήμα 21.
Η συγκεκριμένη προσέγγιση, έχει αρκετά πλεονεκτήματα σε σχέση με την κλασική μέθοδο του
online Q-learning. Καταρχήν, κάθε βήμα των εμπειριών χρησιμοποιείται, ενδεχομένως, σε αρκετές
ανανεώσεις των βαρών, με αποτέλεσμα να επιτρέπει μεγαλύτερη αποδοτικότητα των δεδομένων. Επι-
πλέον, η εκμάθηση απευθείας από συνεχόμενα δείγματα δεν είναι αποτελεσματική, εξαιτίας της ισχυ-
ρής συσχέτισης μεταξύ τους. Συνεπώς, με την χρήση της αναπαραγωγής εμπειριών επιτυγχάνεται
τυχαία χρήση δειγμάτων των δεδομένων με αποτέλεσμα να μειώνεται δραστικά η συσχέτιση αυτών.
Τέλος, η εκμάθηση on-policy έχει ως αποτέλεσμα, οι συγκεκριμένες παράμετροι εκείνης της χρονικής
στιγμής, να αποφασίζουν τα επόμενα δείγματα δεδομένων με τα οποία θα εκπαιδευτούν μελλοντικά
οι παράμετροι.
Σχήμα 21: Αλγόριθμος DQN
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3.3 Αναζήτηση πολιτικής
Οι μέθοδοι αναζήτησης πολιτικής, δεν χρειάζεται να διατηρούν έναν αλγόριθμο συνάρτησης τι-
μών, αντιθέτως ερευνούν απευθείας μια βέλτιστη πολιτική π∗. Τυπικά, επιλέγεται μια παραμετροποι-
ημένη πολιτική πθ, της οποίας οι παράμετροι ανανεώνονται με τέτοιο τρόπο, ώστε να μεγιστοποιούν
την αναμενόμενη επιστροφή E[Gt|θ], χρησιμοποιώντας είτε gradient-based είτε gradient-free βελ-
τιστοποιήσεις.[43] Νευρωνικά δίκτυα τα οποία κωδικοποιούν πολιτικές, εκπαιδεύτηκαν με επιτυχία
τόσο σε gradient-free όσο και σε gradient-based μεθόδους.
Όταν σχεδιάζουμε πολιτικές απευθείας, είναι σύνηθες οι παράμετροι εξόδου να αποτελούν κα-
τανομές πιθανότητας. Για συνεχές πεδίο δράσεων, αυτό μπορεί να σημαίνει την μέση τιμή και την
τυπική απόκλιση μιας κανονικής κατανομής (Gaussian distribution), ενώ για διακριτές πράξεις μπο-
ρεί να αναπαριστά τις ατομικές πιθανότητες μιας κατανομής. Το αποτέλεσμα σε κάθε περίπτωση είναι
μια στοχαστική πολιτική από την οποία μπορούμε άμεσα να λαμβάνουμε πράξεις. Για τις gradient-
free μεθόδους, η εύρεση καλύτερης πολιτικής προϋποθέτει μια αναζήτηση ανάμεσα σε μοντέλα μιας
ήδη ορισμένης κλάσης. Ένα κύριο πλεονέκτημα των gradient-free πολιτικών αναζήτησης, είναι πως
μπορούν να βελτιστοποιήσουν μη παραγωγήσιμες συναρτήσεις.[44]. Στην συνέχεια θα αναλύσουμε
εκτενέστερα τον τρόπο με τον οποίο μοντελοποιούμε τις πολιτικές που μόλις περιγράψαμε.
3.4 Policy Gradients
Όπως ήδη γνωρίζουμε, στόχος της Ενισχυτικής μάθησης είναι η μεγιστοποίηση μιας αναμενόμε-
νης ανταμοιβής καθώς ακολουθούμε μια πολιτική π. Όπως αναφέραμε και στην προηγούμενη ενό-
τητα, ορίζουμε ένα σύνολο παραμέτρων θ για να παραμετροποιήσουμε την πολιτική αυτή πθ. Συνε-
πώς, μπορούμε να ορίσουμε ως στόχο την μεγιστοποίηση της συνάρτησης
J (θ) = E[(τ)] (3.6)
Όπως και σε άλλα προβλήματα μηχανικής μάθησης, εάν μπορέσουμε να βρούμε τις παραμέτρους
θ∗ οι οποίες μεγιστοποιούν την συνάρτηση J , τότε έχουμε λύσει το πρόβλημα μας. Μια συνηθισμένη
προσέγγιση για την επίλυση του παρόντος έργου, είναι να χρησιμοποιήσουμε Gradient Ascent(or
Descent). Στην gradient ascent, η ανανέωση των βαρών γίνεται ως εξής:
θt+1 = θt + α∇J (θt) (3.7)
Το ερώτημα που τίθεται σε αυτό το σημείο, είναι το πως θα βρεθεί το ανάδελτα της συνάρτησης,
καθώς το ολοκλήρωμα είναι υπολογιστικά ασύμφορο. Συνεπώς πρέπει να βρεθεί μια εναλλακτική.
Πρώτο βήμα είναι να αναδιατυπώσουμε το ανάδελτα της J
∇E[r(τ)] = ∇
∫
π(τ)r(τ)dτ =
∫
∇π(τ)r(τ)dτ =
∫
π(τ)∇ log π(τ)r(τ)dτ (3.8)
∇E[r(τ)] = E[r(τ)∇ log π(τ)] (3.9)
Policy Gradient Θεώρημα
Η παράγωγος της αναμενόμενης τιμής της συνολικής ανταμοιβής (επιστροφής)
ισούται με την αναμενόμενη τιμή του γινομένου της ανταμοιβής επί την παράγωγο
του λογαρίθμου της πολιτικής π
∇E[r(τ)] = E[G(τ)∇ log π(τ)] (3.10)
Σε αυτό το σημείο θα αναλύσουμε τον ορισμό της πολιτικής π.Συγκεκριμένα
πθ(τ) = P(s0)
∏T
t=1 πθ(αt|st)p(st+1, Rt+1|st, αt)
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Για να κατανοήσουμε καλύτερα τον παραπάνω τύπο, θα εξηγήσουμε κάθε όρο ξεχωριστά.P αντι-
προσωπεύει την κατανομή πιθανότητας εκκίνησης σε κάποια κατάσταση s0. Στην συνέχεια, εφαρμό-
ζουμε τον κανόνα του γινομένου για κάθε επόμενη πράξη, καθώς η επιλογή κάθε δράσης είναι ανε-
ξάρτητη από την προηγούμενη. Αυτό προκύπτει από τιςΜαρκοβιανές διαδικασίες αποφάσεων, καθώς
κάθε κατάσταση περιέχει όλη την απαραίτητη πληροφορία για την επιλογή της επόμενης πράξης και
είναι ανεξάρτητη του παρελθόντος. Για κάθε βήμα, λαμβάνεται από τον πράκτορα μια απόφαση δρά-
σης χρησιμοποιώντας την πολιτική πθ και με την αλληλεπίδραση με το περιβάλλον του, οδηγείται σε
μια καινούργια κατάσταση. Οι όροι αυτοί πολλαπλασιάζονται για το χρονικό διάστημα T βημάτων,
το οποίο αναπαριστά το μήκος της τροχιάς. Συνεπώς, για τον λογάριθμο της πολιτικής ισχύει
log πθ(τ) = logP(s0) +
T∑
t=1
log πθ(αt|st) +
T∑
t=1
log p(st+1, Rt+1|st, αt)⇒ (3.11)
∇ log πθ(τ) =
T∑
t=1
∇ log πθ(αt|st)⇒ (3.12)
∇Eπθ [r(τ)] = Eπθ [r(τ)(
T∑
t=1
∇ log πθ(αt|st))] (3.13)
Το αποτέλεσμα που καταλήξαμε είναι ιδιαιτέρως σημαντικό, διότι δεν χρειάζεται να γνωρίζουμε
την κατανομή των καταστάσεων P ούτε τις δυναμικές του περιβάλλοντος p, οι οποίες είναι ιδιαι-
τέρως δύσκολο να μοντελοποιηθούν. Όλοι οι αλγόριθμοι οι οποίοι χρησιμοποιούν το συγκεκριμένο
αποτέλεσμα είναι Μodel-free αλγόριθμοι.
Η αναμενόμενη τιμή ή ισοδύναμα ο όρος του ολοκληρώματος εξακολουθεί να αποτελεί πρόβλημα
που πρέπει να αντιμετωπιστεί. Μια απλή, αλλά αποτελεσματική, προσέγγιση είναι η μέθοδος Monte
Carlo που έχουμε ήδη αναλύσει. Να προχωρήσουμε, με απλά λόγια, σε δειγματοληψία ενός μεγάλου
αριθμού από τροχιές, και να υπολογίσουμε την μέση τιμή αυτών. Αυτή είναι μια προσέγγιση όμοια
με την εκτίμηση ενός ολοκληρώματος συνεχούς χώρου μέσω ενός συνόλου από διακριτά σημεία του
χώρου αυτού.
Τέλος, δεν έχουμε ασχοληθεί καθόλου με την ανταμοιβή G(τ της εκάστοτε τροχιάς. Παρόλο που
η παράγωγος της παραμετροποιημένης πολιτικής δεν εξαρτάται από την ανταμοιβή, ο όρος αυτός αυ-
ξάνει την διασπορά σε μια δειγματοληψία Monte Carlo. Συγκεκριμένα υπάρχουν Τ σε αριθμό πηγές
που δημιουργούν αύξηση στην διασπορά με την κάθε μία να συνεισφέρει κατάRt. Μια άλλη προσέγ-
γιση είναι η χρήση της επιστροφής Gt καθώς, από την σκοπιά της βελτιστοποίησης του στόχου της
ενισχυτικής μάθησης, ανταμοιβές του παρελθόντος δεν συνεισφέρουν σε κάποιο επίπεδο. Επομένως,
αν αντικαταστήσουμε τον όρο r(τ) με μια εκπτωτική επιστροφήGt, τότε οδηγούμαστε στην κλασικό
Policy Gradient αλγόριθμο που ονομάζεται REINFORCE.
3.5 Μέθοδος REINFORCE
Όπως αναφέρθηκε και στην προηγούμενη ενότητα, ο αλγόριθμος REINFORCE, υπολογίζει το
policy gradient ως εξής:
∇Eπθ [r(τ)] = Eπθ [
T∑
t=1
Gt∇ log πθ(αt|st)] (3.14)
Ακόμη και τώρα δεν έχει λυθεί το πρόβλημα της διασποράς στα δείγματα των τροχιών. Ένας
τρόπος να καταλάβουμε διαφορετικά το πρόβλημα, είναι να φανταστούμε τον στόχο της ενισχυτικής
μάθησης ως τηνΜέγιστη Πιθανότητας Εκτίμησης. Στην στατιστική, η μέγιστη πιθανότητα εκτίμησης
είναι μια τεχνική προσέγγισης των παραμέτρων μια κατανομής πιθανότητας με στόχο να μοντελο-
ποιεί όσο καλύτερα γίνεται τα δεδομένα που παρατηρούμε.[45] Στην συγκεκριμένη τεχνική, δεν έχει
σημασία πόσο κακές είναι οι αρχικές εκτιμήσεις, στο όριο των δεδομένων, το μοντέλο θα συγκλί-
νει στις πραγματικές παραμέτρους. Παρόλα αυτά, στην περίπτωση που τα δείγματα των δεδομένων
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έχουν μεγάλη διασπορά, η σταθεροποίηση των παραμέτρων του μοντέλου εξακολουθεί να είναι αρ-
κετά δύσκολη. Στο πλαίσιο μας, κάθε διακύμανση της τροχιάς μπορεί να προκαλέσει μια μη βέλτιστη
μετατόπιση στην κατανομή πιθανότητας της πολιτικής. Το πρόβλημα αυτό επιδεινώνεται από την
κλίμακα των ανταμοιβών.[46]
Συνεπώς, προσπαθούμε να βελτιστοποιήσουμε τη διαφορά μεταξύ των ανταμοιβών, εισάγοντας
μια άλλη μεταβλητή που ονομάζεται πρότυπη τιμή b. Για να διατηρηθεί αμερόληπτη η εκτίμηση
κλίσης, η πρότυπη τιμή είναι ανεξάρτητη από τις παραμέτρους της πολιτικής.
REINFORCE με πρότυπη τιμή
∇Eπθ [r(τ)] = Eπθ [
T∑
t=1
(Gt − b)∇ log πθ(αt|st)] (3.15)
Συμπερασματικά, για να κατανοήσουμε το λόγο που χρησιμεύει η πρότυπη τιμή, πρέπει αρχικά
να παρατηρήσουμε πως η παράγωγος παραμένει ίδια με τον επιπλέον όρο. Επιπλέον, η χρήση της
πρότυπης τιμής, τόσο στην θεωρία όσο και στην πράξη, μειώνει την διασπορά, ενώ διατηρεί την
παράγωγο ανεπηρέαστη.[47] Ο αλγόριθμος REINFORCE παρουσιάζεται στο Σχήμα 22.
Σχήμα 22: Αλγόριθμος REINFORCE
3.6 Μέθοδοι Δράστη - Κριτή
Στις προηγούμενες ενότητες αναλύθηκαν δύο βασικές μέθοδοι ενισχυτικής μάθησης:
• Βασιζόμενες στην Αξία. Προσπαθούν να βρουν ή να προσεγγίσουν τη βέλτιστη συνάρτηση
τιμών, η οποία είναι μια αντιστοίχηση μεταξύ μιας πράξης και μιας αξίας. Όσο μεγαλύτερη
είναι η αξία, τόσο καλύτερη είναι η δράση. Οι μέθοδοι Q-learning και DQN, είναι μέθοδοι
αυτής της κατηγορίας.
• Βασιζόμενες στην Πολιτική. Πρόκειται για μεθόδους που προσπαθούν να ανακαλύψουν την
βέλτιστη πολιτική απευθείας. Μια τέτοια μέθοδος είναι η μέθοδος REINFORCE.
Κάθε μέθοδος έχει τα πλεονεκτήματά της. Για παράδειγμα, οι βασιζόμενες στην πολιτική μέθοδοι
είναι καλύτερες για συνεχή και στοχαστικά περιβάλλοντα, έχουν ταχύτερη σύγκλιση, ενώ οι μέθοδοι
με βάση την αξία είναι πιο αποτελεσματικές και σταθερές στο δείγμα.
Όταν αυτές οι δύο αλγοριθμικές οικογένειες εγκαθίστανται στην επιστημονική κοινότητα, το επό-
μενο προφανές βήμα είναι να προσπαθήσουμε να τις συγχωνεύσουμε. Και έτσι γεννήθηκαν οι αλγό-
ριθμοι Δράστη - Κριτή. Οι μέθοδοι αυτές επιδιώκουν να επωφεληθούν από όλα τα πλεονεκτήματα
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τόσο από τις βασιζόμενες στην αξία όσο και τις βασιζόμενες στην πολιτική μεθόδους, ενώ εξαλείφουν
όλα τα μειονεκτήματά τους. Το ερώτημα είναι πώς επιτυγχάνεται αυτό;
Η κεντρική ιδέα είναι ότι διαχωρίζουμε τον αλγόριθμο σε δύο πράκτορες. Έναν για τον υπολογι-
σμό δράσεων βασιζόμενο στην κατάσταση, και έναν άλλο ο οποίος παράγει τις τιμές Q της εκάστοτε
πράξης.
Ο Δράστης παίρνει ως είσοδο την κατάσταση και εξάγει την καλύτερη δράση. Βασικά ελέγχει
τον τρόπο συμπεριφοράς του πράκτορα, μαθαίνοντας τη βέλτιστη πολιτική (μέθοδος βασισμένη στην
πολιτική). Ο κριτής, από την άλλη πλευρά, αξιολογεί μια πράξη με τον υπολογισμό της συνάρτησης
αξιολόγησης (μέθοδος βασιζόμενη στην αξία). Αυτά τα δύο μοντέλα συμμετέχουν σε ένα παιχνίδι
όπου και οι δύο γίνονται καλύτεροι στο δικό τους ρόλο καθώς εκπαιδεύονται. Το αποτέλεσμα είναι
ότι η συνολική αρχιτεκτονική θα μάθει να παίζει πιο αποτελεσματικά το παιχνίδι από ό,τι οι δύο
μέθοδοι ξεχωριστά. Η δομή του αλγορίθμου Δράστη - Κριτή φαίνεται στο Σχήμα 23.
Ο Δράστης μπορεί να είναι μια προσεγγιστική συνάρτηση όπως ένα νευρωνικό δίκτυο και στόχος
του είναι να παράγει την καλύτερη πράξη για μια δεδομένη κατάσταση. Φυσικά, μπορεί να είναι ένα
πλήρως συνδεδεμένο νευρωνικό δίκτυο ή ένα συνελικτικό ή οτιδήποτε άλλο. Ο Κριτής είναι μια άλλη
προσεγγιστική συνάρτηση, η οποία λαμβάνει ως είσοδο το περιβάλλον και τη δράση του Δράστη, τα
επεξεργάζεται και εξάγει μια αξία (τιμή Q) για το δεδομένο ζεύγος. Υπενθυμίζουμε σε αυτό το σημείο,
ότι η τιμή Q είναι ουσιαστικά η μέγιστη μελλοντική ανταμοιβή.
Η εκπαίδευση των δύο δικτύων εκτελείται χωριστά και χρησιμοποιεί gradient ascent (για να βρεθεί
το μέγιστο και όχι το ελάχιστο) ώστε να ενημερώσουν και τα δύο, τα βάρη τους. Καθώς ο χρόνος
περνά, ο Δράστης μαθαίνει να παράγει όλο και καλύτερες ενέργειες (αρχίζει να μαθαίνει την πολιτική)
και ο Κριτής συνεχώς βελτιώνει την αξιολόγηση αυτών των δράσεων. Ο Κρίτης, εν προκειμένω,
συμμετέχει στην εκπαίδευση και του δράστη, αντικαθιστώντας την συνάρτηση επιστροφής Gt. Ο
Δράστης, δηλαδή, δεν εκπαιδεύεται ανά επεισόδιο, έχοντας ανάγκη την συνολική αξία του επεισοδίου.
Αντιθέτως, βασίζεται στην εκτίμηση του Κριτή. Είναι σημαντικό να γίνει κατανοητό ότι η ενημέρωση
των βαρών συμβαίνει σε κάθε βήμα (Learning TD) και όχι στο τέλος του επεισοδίου, σε αντίθεση με
τις μεθόδους policy gradients.
Σχήμα 23: Δομή Αλγορίθμου A2C
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Κεφάλαιο 4
Υλοποίηση και Αξιολόγηση Πειραμάτων
4.1 Εισαγωγή
Στην παρούσα διπλωματική θα μελετήσουμε την συμπεριφορά αλγορίθμων βαθιάς ενισχυτικής
μάθησης για προβλήματα πλοήγησης σε περιβάλλοντα συνεχούς χώρου και χρόνου. Συγκεκριμένα,
θεωρούμε αυτόνομο όχημα το οποίο πρέπει να εκπαιδευτεί ώστε να ολοκληρώνει επιτυχώς μια κίνηση
με σκοπό την μεταφορά του, σε έναν επιθυμητό τελικό χωρικό στόχο. Για την υλοποίηση της ανωτέρω
πρόκλησης, θα χρησιμοποιήσουμε τις μεθόδους βαθιάς ενισχυτικής μάθησηςDQN, REINFORCE και
A2C (Δράστη - Κριτή), και η μοντελοποίηση όλου του προβλήματος έγινε με χρήση της γλώσσας
προγραμματισμού python.
Είναι σημαντικό να αναφερθεί η λογική ’από άκρη σε άκρη’ που ακολουθήθηκε στην παρούσα
εργασία. Ο όρος αυτός σημαίνει, πως ο τρόπος προσέγγισης του προβλήματος αφορά στην ενιαία επε-
ξεργασία των δεδομένων εισόδου για την δημιουργία μιας ενοποιημένης επίλυσης του προβλήματος
και την παραγωγή ενός διανύσματος ταχύτητας στην έξοδο, σε πραγματικό χρόνο.
Στο κεφάλαιο αυτό παρουσιάζεται, αρχικά, ο τρόπος με τον οποίο προσημειώθηκε το περιβάλλον
που ενεργεί ο πράκτορας καθώς και οι παραδοχές που υιοθετήθηκαν. Στην συνέχεια αναλύεται η σχε-
δίαση των πρακτόρων που εκπαιδεύτηκαν και τέλος παρατίθενται τα αποτελέσματα των πειραμάτων
που πραγματοποιήθηκαν.
4.2 Μοντελοποίηση του Προβλήματος
4.2.1 Αυτόνομη Πλοήγηση
Στην παρούσα διπλωματική μελετάμε το πρόβλημα της αυτόνομης πλοήγησης από την σκοπιά της
ενισχυτικής μάθησης. Σε αυτή την περίπτωση θεωρούμε ότι υπάρχουν ορισμένοι βασικοί άξονες κατά
την εκπαίδευση του πράκτορα, που αυξάνουν την πολυπλοκότητα και την γενικευμένη λειτουργία του
αλγορίθμου. Οι άξονες αυτοί παρουσιάζονται στην συνέχεια:
Μοντελοποίηση κίνησης
Με τον όρο μοντελοποίηση κίνησης εννοούμε, τις αποφάσεις που μπορεί να λάβει το αυτόνομο
όχημα και τι αποτελέσματα αυτές προκαλούν στο περιβάλλον. Αυτό με πιο απλά λόγια, σημαίνει εάν
το όχημα αποφασίζει την μελλοντική του μετατόπιση, την μελλοντική του ταχύτητα, την μελλοντική
του επιτάχυνση ή οποιαδήποτε άλλο τρόπο μετακίνησής του στο επίπεδο, μπορούμε να μοντελοποιή-
σουμε. Από την σκοπιά της ρομποτικής, κάθε ρομποτικό όχημα έχει ενσωματωμένους ελεγκτές θέσης
ταχύτητας και δύναμης(επιτάχυνσης). Υπάρχει, δηλαδή, η δυνατότητα να λαμβάνει μια μετατόπιση,
μια ταχύτητα ή μια δύναμη-επιτάχυνση και να την υλοποιεί με εξαιρετική ακρίβεια και σε πολύ μικρό
χρονικό διάστημα. Προφανώς με δεδομένους τους φυσικούς περιορισμούς (αδράνειας, τριβής κτλ).
Στο συγκεκριμένο πείραμα, ως επιλογές δράσεων του αυτόνομου οχήματος θεωρούμε τις αποφά-
σεις ταχύτητας. Όσον αφορά τις επιλογές ταχυτήτων θεωρήσαμε δύο περιπτώσεις. Η πρώτη αφορά
ένα διάνυσμα ταχυτήτων με μια γραμμική ταχύτητα με προσανατολισμό που αλλάζει ως προς το σχε-
τικό σύστημα αξόνων του οχήματος ώστε να το μετακινεί ”ευθεία” σύμφωνα με το δικό του σύστημα
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και μια γωνιακή ταχύτητα περιστροφής με κατεύθυνση το διάνυσμα που είναι κάθετο στο επίπεδο
κίνησης (Σχήμα ). Η δεύτερη μοντελοποίηση που χρησιμοποιήθηκε, αφορά την ύπαρξη μόνο γραμ-
μικών ταχυτήτων ως προς τους δύο άξονες του συστήματος του επιπέδου (συστήματος αναφοράς)
χωρίς να αλλάζει ο προσανατολισμός του οχήματος. (Σχήμα ).
Μια επιπλέον παραδοχή της μοντελοποίησης, είναι η δυνατότητα του οχήματος να λαμβάνει ακα-
ριαία την επιθυμητή ταχύτητα, ενώ στην πραγματικότητα ο ελεγκτής (PID συνήθως) χρειάζεται ένα
χρονικό διάστημα ’ανάβασης’ (Σχήμα ). Ο λόγος που επιλέχθηκε αυτή η απλοποίηση είναι επειδή το
πρόβλημα εστιάζει στην αλγοριθμική προσέγγιση του προβλήματος παρά στην αντιμετώπιση σφαλ-
μάτων λόγω φυσικών παραγόντων. Εκείνη η σκοπιά του προβλήματος αφορά την βελτιστοποίηση
των τεχνικών από την πλευρά του αυτομάτου ελέγχου.
Θέση Εκκίνησης - Στόχου
Μια εξαιρετικά σημαντική παράμετρος κατά την εκπαίδευση ενός πράκτορα, είναι η θέση από
την οποία εκκινεί καθώς και η θέση του επιθυμητού στόχου. Επιπλέον, μείζονος σημασίας είναι εάν
οι θέσεις αυτές είναι σταθερές ή αλλάζουν από επεισόδιο σε επεισόδιο. Η αλλαγή αυτή προσθέτει
πολυπλοκότητα στο πρόβλημα καθώς ο πράκτορας θα πρέπει να κάνει μια γενίκευση και να προσαρ-
μόζεται σε κάθε συνδυασμό εκκίνησης - στόχου.
Τοπολογία Χάρτη - Στατικά Εμπόδια
Η πλοήγηση σε χώρο με εμπόδια, αποτελεί μια από τις μεγαλύτερες προκλήσεις προς επίλυση.
Ανάλογα με τον τρόπο που έχουν δομηθεί τα εμπόδια στον χάρτη δημιουργούν σημαντικές μη γραμ-
μικότητες και συνεπώς τοπικά ελάχιστα (ή μέγιστα) καθιστώντας την σύγκλιση ενός πράκτορα στο
επιθυμητό αποτέλεσμα εξαιρετικά δύσκολο.
Δυναμικά Εμπόδια
Ως δυναμικά εμπόδια, ορίζονται τα εμπόδια που αλλάζουν την θέση τους στον χώρο κατά την
διάρκεια εκτέλεσης του πειράματος. Χωρίζονται σε δύο κατηγορίες. Η πρώτη αφορά την εκτέλεση
μια περιοδικής κίνησης ή έστω μιας ομοιόμορφης κίνησης που καθιστά εφικτή και αξιόπιστη την
πρόβλεψη μελλοντικής θέσης. Η δεύτερη κατηγορία αφορά την ύπαρξη δυναμικών εμπορίων που
εκτελούν τυχαίες και απρόβλεπτες κινήσεις.
Μια συγκεκριμένη περίπτωση της δεύτερης κατηγορίας, αφορά την ύπαρξη πολλών πρακτόρων
να ενεργούν στο ίδιο περιβάλλον. Τέτοιες λογικές πλέον αφορούν μελέτη πολυπρακτορικών συστη-
μάτων, με τα οποία δεν θα ασχοληθούμε στην παρούσα διπλωματική.
Οδομετρία
Με τον όρο οδομετρία, περιγράφονται συνολικά όλα τα στιγμιαία μεγέθη θέσης, ταχύτητας, επι-
τάχυνσης κ.α. ενός οχήματος. Γνώση της δοσομετρίας του, λοιπόν, σημαίνει επακριβής γνώση των
παραπάνω στοιχείων κάθε στιγμή. Στα συγκεκριμένα πειράματα, θεωρούμε δεδομένη, από τον πρά-
κτορα, την γνώση της θέσης του και της ταχύτητας του.
4.2.2 Προσομοίωση του Περιβάλλοντος
Το περιβάλλον που εκτελούνται τα πειράματα είναι συνεχούς χώρου. Αυτό σημαίνει ότι το πρό-
βλημα δεν μπορεί να μοντελοποιηθεί με κάποιο πλέγμα δυνατών θέσεων. Αντίθετα το αυτόνομο
όχημα έχει την δυνατότητα να βρεθεί σε οποιαδήποτε θέση του πεδίου δράσης του και πρέπει να
είναι σε θέση να πράξει ορθά. Αναλυτικότερα το περιβάλλον προσομοίωσης μοντελοποιήθηκε ως
ένα ορθογώνιο επίπεδο, διαστάσεων 7× 8 τετραγωνικών μέτρων.
Όσον αφορά το περιβάλλον προσομοίωσης, δημιουργήθηκε με την απλή λογική της αποθήκευ-
σης της θέσης και της ταχύτητας όλων των στοιχείων που ήταν απαραίτητα για την πλήρη γνώση
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του χώρου. Δηλαδή, η θέση του οχήματος και των εμποδίων κάθε στιγμή και οι διαστάσεις τους, η
ταχύτητα του οχήματος, η θέση του επιθυμητού στόχου κτλ.
Κάθε βήμα κίνησης θεωρούμε ότι είναι 100ms και σε αυτό το διάστημα υποθέτουμε πως η ταχύ-
τητα είναι ομαλή. Χρησιμοποιήθηκαν και οι δύο μοντελοποιήσεις ταχύτητας που αναφέρθηκαν στην
προηγούμενη παράγραφο με τους κάτωθι τύπους ομαλής κίνησης(Σχήμα ):
Τύπου 1:Δx = υx × Δt,Δy = υy × Δt (4.1)
Τύπου 2:Δx = υr × cos θ× Δt,Δy = υr × sin θ× Δt, θ = ω× Δt (4.2)
4.2.3 Μοντελοποίηση των Ανταμοιβών
Ένα πρωταρχικό κομμάτι της μελέτης αφορά τον τρόπο με τον οποίο γίνεται η επιλογή των αντα-
μοιβών. Είναι σαφές πως η σύγκρουση με κάποιο εμπόδιο θα πρέπει να τιμωρείται με κάποια αρνη-
τική τιμή, ενώ η πρόσβαση στον επιθυμητό στόχο να επιβραβεύεται με μια μη αρνητική. Η δυσκολία
έγκειται στην επιλογή των στιγμιαίων ανταμοιβών που δεν αποτελούν τερματικές καταστάσεις.
Για προβλήματα διακριτού χώρου η σταθερή ’χρονική’ τιμωρία, δηλαδή μια σταθερή αρνητική
τιμή σε κάθε βήμα, αποτελεί ικανοποιητική προσέγγιση για την επίλυση του προβλήματος. Στην συ-
γκεκριμένη περίπτωση, όμως, που το περιβάλλον είναι συνεχούς χώρου, η τυχαία άφιξη του πράκτορα
στον τελικό στόχο, θα είναι εξαιρετικά σπάνια, λόγω του τεράστιου εύρους επιλογών. Συνεπώς, η προ-
σέγγιση αυτή αποτυγχάνει καθώς λαμβάνει, κατά πλειοψηφία, σε κάθε επεισόδιο την ίδια αρνητική
αξία ανεξαρτήτως των κινήσεων που επιλέγει.
Συμπερασματικά, είναι ύψιστης σημασίας, η δημιουργία τέτοιων μη τερματικών ανταμοιβών, οι
οποίες να εμπεριέχουν μιας μορφής πληροφορία για την πρόοδο του πράκτορα προς τον στόχο. Στην
προσπάθεια αυτή, πειραματιστήκαμε με τις εξής βασικές ανταμοιβές:
• Σχετική Απόσταση από τον Στόχο. Δηλαδή, πόσο απέχει το όχημα από τον στόχο. Η προσέγ-
γιση αυτή έγινε με δύο τρόπους:
Νόρμα τύπου 1:Ανταμοιβή = −(|Δx|+ |Δy|) (4.3)
Νόρμα τύπου 2:Ανταμοιβή = −
√
Δx2 + Δy2 (4.4)
• Σχετική Γωνία. Στην περίπτωση της μοντελοποίησης της ταχύτητας τύπου 2 (όπου αλλάζει ο
προσανατολισμός του οχήματος), θεωρούμε ως σημαντική ανταμοιβή την ελάχιστη απόκλιση
μεταξύ της σχετικής γωνίας του πράκτορα με το σταθερό σύστημα αναφοράς και της γωνίας
του ευθύγραμμου τμήματος πράκτορα - στόχου. Με απλά λόγια επιβραβεύεται η προσπάθεια
του πράκτορα να ’κοιτάει’ συνεχώς τον στόχο.
• Μεταβολή της Σχετικής Απόστασης από τον Στόχο. Σε αυτή την περίπτωση, δεν ενδιαφε-
ρόμαστε για την απόσταση του οχήματος από τον στόχο, αλλά αν αυτή αυξήθηκε ή μειώθηκε
στην τελευταία μετατόπιση. Η ιδέα είναι πως δεν μας αφορά πόσο απέχουμε από τον στόχο,
αλλά το αν μειώνουμε ή αυξάνουμε την απόσταση αυτή, οπότε και επιβραβεύουμε ή τιμωρούμε
τον πράκτορα αντίστοιχα.
Ανταμοιβή = −((
√
Δx2 + Δy2)τωρινή τιμή − (
√
Δx2 + Δy2)προηγούμενη τιμή) (4.5)
• Συνδυασμός των τεχνικών μείωσης της απόστασης (1 και 3) και της γωνίας με βάρη κανονικο-
ποίησης, ανάλογα με την παράμετρο που θέλουμε να δώσουμε έμφαση.
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4.2.4 Σχεδίαση των Πρακτόρων
Για την επίλυση του προβλήματος σχεδιάστηκαν, τρεις πράκτορες. Κάθε ένας υλοποιεί και έναν
διαφορετικό αλγόριθμο βαθιάς ενισχυτικής μάθησης. Σε όλες τις περιπτώσεις, θεωρήθηκε πως οι
πράξεις που μπορεί να πραγματοποιήσει ο πράκτορας είναι διακριτές, και για τους δύο τρόπους μο-
ντελοποίησης της ταχύτητας. Οι δυνατές πράξεις για κάθε τρόπο κίνησης παρουσιάζονται αναλυτικά
στον Πίνακα 1. Επιπλέον, θεωρήθηκε πως όλοι οι πράκτορες προσομοιώνουν οχήματα τα οποία κα-
ταλαμβάνουν κυκλικό χώρο και οι διαστάσεις τους είναι ακτίνας R = 0.3m.
Πίνακας 1: Σύνολο των πράξεων του πράκτορα για τις δύο μοντελοποιήσεις ταχυτήτων.
Σύνολο Διακριτών Πράξεων
Τύπου 1 Τύπου 2
υx υy υr ω
1.0 0.0 1.0 0.0
-1.0 0.0 0.0 0.8
0.0 1.0 0.0 -0.8
0.0 -1.0 - -
4.2.4.1 Πράκτορας DQN
Αρχικά, o αλγόριθμος DQN σχεδιάστηκε με ένα νευρωνικό δίκτυο, δύο κρυφών επιπέδων οι νευ-
ρώνες των οποίων αλλάζουν αναλόγως του πειράματος. Το δίκτυο προσεγγίζει την συνάρτηση Q,
η οποία αξιολογεί την επιλογή κάθε μιας από τις δυνατές δράσεις, για την κατάσταση στην οποία
βρίσκεται εκείνη την στιγμή ο πράκτορας.
Επιπλέον, χρησιμοποιήθηκε η τεχνική της αναπαραγωγής εμπειριών. Ο πράκτορας, δηλαδή, απο-
θηκεύει παρελθοντικά στιγμιότυπα καταστάσεων (συγκεκριμένα τα 10.000 πιο πρόσφατα) και εφαρ-
μόζει εκπαίδευση στο νευρωνικό δίκτυο, από ένα δείγμα 200 τυχαίων δειγμάτων των στιγμιοτύπων
αυτών, κάθε φορά.
Τέλος, μία ακόμα σημαντική παράμετρος της σχεδίασης του αλγορίθμου, είναι ο τρόπος με τον
οποίο λαμβάνει αποφάσεις. Για να επιτευχθεί ισορροπία μεταξύ ’εκμετάλλευσης’ της πολιτικής και
’εξερεύνησης’, χρησιμοποιούμε την ε - άπληστη τεχνική για την επιλογή των πράξεων. Αναλυτικό-
τερα, η ιδέα της συγκεκριμένης τεχνικής αφορά τον ορισμό μιας παραμέτρου ε, η οποία έχει τον
ρόλο της πιθανότητας επιλογής μιας πράξης τυχαία. Αρχικά, η τιμή της είναι ίση με ένα, και σε κάθε
εποχή εκπαίδευσης μειώνουμε την τιμή αυτή κατά ένα μέγεθος ελάττωσης ε - decay. Συνεπώς κατά
την εκκίνηση του αλγορίθμου, η επιλογή των πράξεων γίνεται τυχαία, και σταδιακά διαλέγει όλο και
περισσότερο με βάση την πολιτική του.
4.2.4.2 Πράκτορας REINFORCE
Ο αλγόριθμος REINFORCE μοντελοποιήθηκε με ένα νευρωνικό δύο κρυφών επιπέδων ξανά, το
μέγεθος των οποίων τροποποιήθηκε κατάλληλα για κάθε πείραμα. Το νευρωνικό δίκτυο, αυτό, λαμ-
βάνει ως είσοδο την κατάσταση του περιβάλλοντος (στιγμιαία θέση του πράκτορα, θέση επιθυμητού
στόχου κτλ), και δίνει ως έξοδο μια κατανομή πιθανότητας για την επιλογή μιας από τις δυνατές
πράξεις του πράκτορα.
Με το πέρας κάθε επεισοδίου, γινόταν αποθήκευση όλων των διαδοχικών καταστάσεων, πράξεων
και ανταμοιβών του πράκτορα ως ιστορικό. Με την χρήση του ιστορικού αυτού κατά την εκπαίδευση,
πραγματοποιείται ανανέωση των βαρών του νευρωνικού δικτύου ανά έναν συγκεκριμένο αριθμό επει-
σοδίων. Το ιστορικό αυτό στην συνέχεια άδειαζε, ώστε να αποθηκεύσει τα επόμενα δεδομένα. Ο λόγος
που επιλέχθηκε ο αριθμός των επεισοδίων να είναι μεγαλύτερος του 1, είναι η αύξηση των δειγμάτων
που λαμβάνονται πριν την αλλαγή του δικτύου. Με αυτό τον τρόπο, βελτιώνεται η αξιολόγηση των
προσωρινών βαρών του νευρωνικού πριν αναπροσαρμοστούν εκ νέου.
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Τέλος, χρησιμοποιήθηκε η τεχνική της πρότυπης τιμή για να αποσυμπλέξουμε τα πειράματα από
το πρόβλημα της μεγάλης διακύμανσης των ανταμοιβών. Συγκεκριμένα έγινε κανονικοποίηση σε
κάθε μια από τις εκπτωτικές(μειωμένες) ανταμοιβές, ως προς την μέση τιμή και τυπική απόκλιση
αυτών.
4.2.4.3 Πράκτορας A2C
Στον συγκεκριμένο αλγόριθμο εκπαιδεύονται δύο νευρωνικά δίκτυα. Ένα για τον Δράστη και ένα
για τον Κριτή. Και τα δύο δίκτυα, αυτά, είναι δύο κρυφών επιπέδων και 12 νευρώνων έκαστο. Στο
επίπεδο εξόδου, ο Δράστης δίνει μια κατανομή πιθανότητας όλων των δυνατών πράξεων (όπως στο
policy gradient), ενώ ο Κριτής, δίνει μια εκτίμηση αξίας της κατάστασης στην οποία βρίσκεται κάθε
στιγμή.
Για την εκπαίδευση και των δύο δικτύων υλοποιήθηκαν δύο προσέγγισης. Η πρώτη, αναπροσαρ-
μόζει τα βάρη των δικτύων ανά κάποιο συγκεκριμένο αριθμό επεισοδίων με την χρήση του ιστορικού
που αναφέραμε και στον αλγόριθμο Policy Gradient. Η δεύτερη τεχνική χρησιμοποιεί την αναπαρα-
γωγή εμπειριών για την δημιουργία του δείγματος των δεδομένων που θα χρησιμοποιηθούν για την
εκπαίδευση σε κάθε εποχή, όπως στον αλγόριθμο DQN. Εν τέλει, όπως θα φανεί και από τα αποτε-
λέσματα στην συνέχεια, η τεχνική της αναπαραγωγής εμπειριών κατάφερε να δώσει αποτελέσματα.
4.3 Πειραματικά Αποτελέσματα
4.3.1 Προσέγγιση των Πειραμάτων
Στην παρούσα ενότητα θα εξηγήσουμε συνοπτικά την συλλογιστική που ακολουθήθηκε για την
πορεία εκτέλεσης των πειραμάτων. Και για τους τρεις αλγορίθμους η σειρά των πειραμάτων ήταν
όμοια, με την διαφοροποίηση να εμπίπτει στην αποτελεσματικότητα τους ως προς κάθε περίπτωση.
Στο συγκεκριμένο σημείο, θα γίνει αναφορά στις παραμέτρους ως προς τις οποίες κατηγοριοποιήθηκε
η πειραματική διαδικασία. Δόθηκε έμφαση στην μοντελοποίηση των ταχυτήτων, καθώς και στις θέ-
σεις εκκίνησης και θέσεις στόχου. Πιο συγκεκριμένα, εάν αυτές θα είναι συγκεκριμένες και συνεχώς
ίδιες (σταθερές), ή εάν θα είναι τυχαίες και θα αλλάζουν από επεισόδιο σε επεισόδιο. Τέλος, εξαι-
ρετικά σημαντική παράμετρος είναι η μορφή του χάρτη. Αν, δηλαδή, είναι άδειος ή εάν υπάρχουν
εμπόδια.
Καταρχάς, για κάθε διαφορετική παράμετρο του πειράματος έγινε προσπάθεια να επιλυθεί και με
τις δύο μοντελοποιήσεις ταχύτητας που αναφέραμε στα προηγούμενα κεφάλαια. Στην συνέχεια για
κάθε περίπτωση, προσπαθήσαμε να επιλύσουμε το πιο απλό πρόβλημα, που είναι η πλοήγηση σε άδειο
χάρτη, σταθερής αρχικής θέσης και σταθερού τελικού στόχου. Επόμενη πρόκληση ήταν η δυνατότητα
γενίκευσης σε άδειο χάρτη, για τυχαία αρχική θέση ή τυχαίο τελικό στόχο και στην συνέχεια και τα
δύο ταυτόχρονα. Τέλος, για την περίπτωση αρχικής και τελικής θέσης σταθερής έγινε μελέτη σε χάρτη
με ύπαρξη εμποδίων.
Εν κατακλείδι, μετά από εκτενή μελέτη και πειραματισμό με τα διαφορετικά μοντέλα, επετεύχθη
με επιτυχία η σύγκλιση πολλών εξ αυτών στον επιθυμητό στόχο. Στο σημείο αυτό, αξίζει να αναφερθεί
πως η συνθήκη τερματισμού, κατά την εκπαίδευση των αλγορίθμων είναι, ο πράκτορας να έχει επιτύ-
χει τον σκοπό του στα 100 ή 200 πιο πρόσφατα επεισόδια. Στον Πίνακα 2 παρουσιάζονται αναλυτικά
όλες οι διαφορετικές παράμετροι που τροποποιήθηκαν κατά την εκτέλεση των αλγορίθμων, μαζί με
την περιγραφή αυτών. Στα επόμενα κεφάλαια, θα αναλυθούν τα αποτελέσματα των πειραμάτων και
τα ορθώς εκπαιδευμένα μοντέλα, για κάθε αλγόριθμο ξεχωριστά.
4.3.2 Πράκτορας DQN
Σε πρώτη φάση θα μελετηθεί, όπως ήδη αναφέραμε, το πρόβλημα σταθερής αρχικής θέσης και
σταθερού στόχου, σε άδειο χάρτη. Στο συγκεκριμένο πείραμα και με τις δύο μοντελοποιήσεις ταχυ-
τήτων, βρέθηκε η βέλτιστη λύση του προβλήματος. Σε κάθε ένα από τα επόμενα πειράματα χρησιμο-
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Πίνακας 2: Παράμετροι των πειραμάτων
Παράμετροι Περιγραφή DQN REINFORCE A2C
reward_type Ο τύπος των ανταμοιβών για τα μη τερματικά βήματα ✓ ✓ ✓
collision_reward Ανταμοιβής σύγκρουσης του πράκτορα με εμπόδιο ✓ ✓ ✓
goal_reward Ανταμοιβή άφιξης του πράκτορα στον επιθυμητό στόχο ✓ ✓ ✓
episode_steps Μέγιστο πλήθος βημάτων ανά επεισόδιο ✓ ✓ ✓
actor_learning_rate Η ταχύτητα εκμάθησης του δράστη ✓ ✓
critic_learning_rate Η ταχύτητα εκμάθησης του κριτή ✓ ✓
epsilon Παράμετρος ε της ε - άπληστης τεχνικής ✓
epsilon_decay Ρυθμός μείωσης της τιμής ε ✓
epsilon_min Ελάχιστη τιμή της ε ✓
gamma Εκπτωτικός όρος για μελλοντικές ανταμοιβές ✓ ✓ ✓
neural_network_actor Νευρωνικό Δίκτυο του Δράστη ✓ ✓
neural_network_critic Νευρωνικό Δίκτυο του Κριτή ✓ ✓
ποιήθηκε νευρωνικό δίκτυο με 12 νευρώνες σε κάθε ένα από τα δύο κρυφά επίπεδα, με συναρτήσεις
ενεργοποίησης τις συναρτήσεις ReLU, ενώ στο επίπεδο εξόδου η συνάρτηση ενεργοποίησης είναι
γραμμική. Στην συνέχεια παρουσιάζονται αναλυτικά τα αποτελέσματα για κάθε περίπτωση.
4.3.2.1 Σταθερή θέση Εκκίνησης και Στόχου
Μοντελοποίηση ταχύτητας Τύπου 1
Πείραμα 1
Οι τιμές των παραμέτρων που χρησιμοποιήθηκαν κατά την εκπαίδευση του αλγορίθμου, φαίνο-
νται στον Πίνακα 3. Στο συγκεκριμένο πείραμα, ο πράκτορας οδηγήθηκε σε βέλτιστη επίλυση του
προβλήματος για το εύρος δράσεων που είχε στην διάθεση του. Η αρχική θέση του οχήματος είναι
στο σημείο (1.0, 1.0) και η θέση του στόχου στο σημείο (4.0, 4.0) Συγκεκριμένα η τροχιά του παρου-
σιάζεται στο Σχήμα 24.
Πίνακας 3: Παράμετροι Πειράματος 1
Παράμετροι DQN
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 0
episode_steps 500
critic_learning_rate 0.001
epsilon_decay 0.999
epsilon_min 0.01
gamma 0.95
Πείραμα 2
Όπως και στο προηγούμενο πείραμα και ο πράκτορας του Πειράματος 2 συγκλίνει στην βέλτιστη
διαδρομή. Στην συγκεκριμένη περίπτωση, η θέση του τελικού στόχου είναι στο σημείο (5.0, 5.0). Σε
αυτό το σημείο να τονίσουμε πως για τις επιλογές ταχυτήτων ’τύπου 1’, κάθε τροχιά η οποία βρίσκεται
εντός του ορθογωνίου παραλληλογράμμου μεταξύ της αρχικής θέσης και του επιθυμητού στόχου
και συνεχώς πλησιάζει τον στόχο, είναι βέλτιστη. Οι παράμετροι και η τροχιά του εκπαιδευμένου
αλγορίθμου παρουσιάζονται στον Πίνακα 4 και στο Σχήμα 25, αντίστοιχα.
Μοντελοποίηση ταχύτητας Τύπου 2
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Σχήμα 24: Τροχιά αυτόνομου οχήματος για το Πείραμα 1
Πίνακας 4: Παράμετροι Πειράματος 2
Παράμετροι DQN
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 0
episode_steps 200
critic_learning_rate 0.001
epsilon_decay 0.99
epsilon_min 0.01
gamma 0.95
Πείραμα 3
Στο συγκεκριμένο πείραμα επετεύχθη η βελτιστοποίηση της τροχιάς και για την μοντελοποίηση
ταχυτήτων ’τύπου 2’, όπως φαίνεται στο Σχήμα 26. Αυτό που δεν μπορεί να παρατηρηθεί στο σχήμα,
είναι η περιστροφή του πράκτορα. Η διαδικασία που ακολουθεί είναι, αρχικά, η στροφή μέχρι να
’κοιτάει’ τον στόχο και στην συνέχεια κινείται ευθεία προς αυτόν. Οι παράμετροι παρουσιάζονται
στον Πίνακα 5. Ο τελικός στόχος είναι στο σημείο (4.0, 4.0).
Πείραμα 4
Τελευταίο πείραμα για την περίπτωση της σταθερής θέσης και στόχου, είναι όμοιο με το Πεί-
ραμα 3, με μια βασική διαφορά στις δράσεις περιστροφής. Συγκεκριμένα, αντί για τις δύο δράσεις
[0.0,±0.8], περιστρέφεται και μετατοπίζεται παράλληλα [0.5,±0.5]. Οι υπόλοιπες παράμετροι φαί-
νονται στον Πίνακα 6. Όπως φαίνεται στο Σχήμα 27 το συγκεκριμένο μοντέλο λειτουργεί σχεδόν
βέλτιστα, καθώς δεν βρίσκει μετωπικά τον στόχο και συνεπώς διανύει μεγαλύτερη απόσταση από
αυτή που θα χρειαζόταν.
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Σχήμα 25: Τροχιά αυτόνομου οχήματος για το Πείραμα 2
Πίνακας 5: Παράμετροι Πειράματος 3
Παράμετροι DQN
reward_type Σχετική Γωνία
goal_reward 0
episode_steps 200
critic_learning_rate 0.001
epsilon_decay 0.999
epsilon_min 0.01
gamma 0.95
4.3.2.2 Τυχαία θέση Εκκίνησης και Στόχου
Στην συνέχεια έγινε προσπάθεια να επιλυθεί το πρόβλημα άδειου χάρτη, αλλά τυχαίας αρχικής
θέσης και τυχαίου τελικού στόχου. Σε αυτό το πρόβλημα η μοντελοποίηση ταχύτητας ’τύπου 2’ απέ-
τυχε κατά την εκπαίδευση και δεν έδωσε αξιόπιστα αποτελέσματα. Αντίθετα, η προσέγγιση ταχύτητας
’τύπου 1’, ανταποκρίθηκε πολύ καλύτερα.
Κατά την αντιμετώπιση της συγκεκριμένης πρόκλησης με χρήση της τεχνικής DQN, παρουσιά-
στηκε σε όλα τα Πειράματα που εκπαιδεύτηκαν επιτυχώς, το εξής φαινόμενο. Λόγω της άπληστης
πολιτικής επιλογής κινήσεων, σε ορισμένες περιπτώσεις ο πράκτορας εγκλωβιζόταν σε ’κυκλικές’
τροχιές. Διάλεγε, δηλαδή, δράσεις που τον οδηγούσαν σε θέσεις που είχε ήδη βρεθεί.
Πείραμα 5
Στην συνέχεια, παρατίθεται το πείραμα τυχαίας αρχικής θέσης και τυχαίου τελικού στόχου, που
έδωσε τα καλύτερα αποτελέσματα. Οι παράμετροι του Πειράματος 5 παρουσιάζονται στον Πίνακα 7.
Η αξιολόγηση του αλγορίθμου έγινε σε ένα δείγμα 1000 περιπτώσεων τυχαίων αρχικών δεδομένων.
Τα αποτελέσματα ήταν 83.5% επιτυχίες ενώ για τις αποτυχίες (16.5%), ευθύνεται πάντα το φαινόμενο
’κυκλικών τροχιών’ που αναφέρθηκε στην προηγούμενη παράγραφο. Στο Σχήμα 28, παρουσιάζονται
ορισμένες τροχιές επιτυχημένων επεισοδίων, ενώ στο Σχήμα 29 φαίνεται το φαινόμενο ’κυκλικών
τροχιών’.
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Σχήμα 26: Τροχιά αυτόνομου οχήματος για το Πείραμα 3
Πίνακας 6: Παράμετροι Πειράματος 4
Παράμετροι DQN
reward_type Σχετική Γωνία
goal_reward 0
episode_steps 200
critic_learning_rate 0.001
epsilon_decay 0.999
epsilon_min 0.01
gamma 0.95
Πείραμα 6
Παρόλο που το συγκεκριμένο πείραμα δεν δίνει καλύτερα αποτελέσματα από τοΠείραμα 5, αξίζει
να γίνει αναφορά λόγω της μοντελοποίησης της ανταμοιβής με την ιδέα τηςΜεταβολής της Σχετικής
Απόστασης από τον Στόχο. Ο παράμετροι παρουσιάζονται στον Πίνακα 8.Μετά από την αξιολόγηση
1000 τυχαίων δειγμάτων, όπως και προηγουμένως, το ποσοστό επιτυχιών ήταν 73.5%.
Ο λόγος που γίνεται αναφορά στο συγκεκριμένο πείραμα, αφορά την φύση των ανταμοιβών αυ-
τών. Πρόκειται για ανταμοιβές που παίρνουν και θετικές τιμές. Συνεπώς χωρίς την κατάλληλη θετική
επιβράβευση για την άφιξη στον στόχο, υπάρχει κίνδυνος, ο πράκτορας να επιλέξει να κινείται προς
τον στόχο καθ’ όλη την διάρκεια του επεισοδίου χωρίς να τον φτάνει, με στόχο να συλλέξει όσες περισ-
σότερες θετικές ανταμοιβές μπορεί. Στο συγκεκριμένο πείραμα, κατά την εκπαίδευση, ο πράκτορας
συνέκλινε στον επιθυμητό στόχο. Παρόλα αυτά, η συγκεκριμένη μοντελοποίηση των ανταμοιβών δεν
ενδείκνυται για προβλήματα ελαχιστοποίησης απόστασης ή χρόνου.
4.3.3 Πράκτορας Policy Gradient
Σε κάθε ένα από τα επόμενα πειράματα χρησιμοποιήθηκε νευρωνικό δίκτυο με 12 νευρώνες σε
κάθε ένα από τα δύο κρυφά επίπεδα, με συναρτήσεις ενεργοποίησης τις συναρτήσεις ReLU, ενώ στο
επίπεδο εξόδου η συνάρτηση ενεργοποίησης είναι η softmax. Η σειρά εκτέλεσης των πειραμάτων εί-
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Σχήμα 27: Τροχιά αυτόνομου οχήματος για το Πείραμα 4
Πίνακας 7: Παράμετροι Πειράματος 5
Παράμετροι DQN
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 0
episode_steps 200
critic_learning_rate 0.001
epsilon_decay 0.99
epsilon_min 0.01
gamma 0.95
ναι η ίδια με αυτή για τον αλγόριθμοDQN.Αρχικά, μελετήθηκε το πρόβλημα σταθερής αρχικής θέσης
και σταθερού στόχου, σε άδειο χάρτη. Συγκεκριμένα μελετήθηκε η συμπεριφορά του προβλήματος
και για τις δύο μοντελοποιήσεις ταχυτήτων για διαφορετικούς τύπους μη τερματικών ανταμοιβών.
Στην συνέχεια παρουσιάζονται αναλυτικά τα αποτελέσματα του πρώτου προβλήματος, για κάθε πε-
ρίπτωση.
4.3.3.1 Σταθερή θέση Εκκίνησης και Στόχου
Μοντελοποίηση ταχύτητας Τύπου 1
Πείραμα 7
Στον Πίνακα 9 παρουσιάζονται οι παράμετροι εκπαίδευσης του πράκτορα. Στο συγκεκριμένο πεί-
ραμα επετεύχθη η προσέγγιση του στόχου [6.0, 6.0] από την θέση [1.0, 1.0] με βέλτιστη τροχιά (Σχήμα
30).
Πείραμα 8
Στον Πίνακα 10 παρουσιάζονται οι παράμετροι εκπαίδευσης του αλγορίθμου. Στο συγκεκριμένο
πείραμα επετεύχθη η προσέγγιση του στόχου [4.0, 4.0] από την θέση [1.0, 1.0] με βέλτιστη τροχιά
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Σχήμα 28: Επιτυχημένες τροχιές αυτόνομου οχήματος για το Πείραμα 5
Πίνακας 8: Παράμετροι Πειράματος 6
Παράμετροι DQN
reward_type Μεταβολή της Σχετικής Απόστασης από τον Στόχο
goal_reward 50
episode_steps 200
critic_learning_rate 0.001
epsilon_decay 0.995
epsilon_min 0.01
gamma 0.95
(Σχήμα 31). Η ανταμοιβή σε αυτή την περίπτωση είναι και πάλι η σχετική απόσταση από τον στόχο,
αλλά αυτή την φορά μοντελοποιημένη με την ευκλείδεια νόρμα, σε αντίθεση με τις υπόλοιπες περι-
πτώσεις που είναι με νόρμα τύπου 1.
Μοντελοποίηση ταχύτητας Τύπου 2
Πείραμα 9
Οι παράμετροι του πειράματος παρουσιάζονται στον Πίνακα 11. Στο συγκεκριμένο πείραμα επι-
λέχθηκε η ανταμοιβή της μεταβολής της σχετικής θέσης από τον στόχο. Η τροχιά στην οποία συνέ-
κλινε ο πράκτορας παρουσιάζεται στο Σχήμα 32. Εκ πρώτης όψεως, δείχνει σαν να έχει εκπαιδευτεί
λανθασμένα. Το παράδοξο όμως είναι ότι όσες φορές και αν επαναληφθεί το πείραμα, η τροχιά θα
είναι πάντα η ίδια.
Αν αναλυθεί εκτενώς η μορφή της ανταμοιβής, τότε το αποτέλεσμα είναι απολύτως κατανοητό.
Όπως αναφέραμε και στην αντίστοιχη μοντελοποίηση ανταμοιβής για τον αλγόριθμο DQN (Πείραμα
6) δεν είναι ορθό να χρησιμοποιηθούν θετικές ανταμοιβές στην προσπάθεια επίλυσης προβλήματος
ελαχιστοποίησης βημάτων για την επίτευξη ενός τελικού σκοπού. Το συγκεκριμένο Πείραμα, απο-
τελεί ξεκάθαρη απόδειξη του προηγούμενου ισχυρισμού. Όπως παρατηρούμε στην τροχιά, το όχημα
κινείται συνεχώς προς τον στόχο. Μειώνει δηλαδή συνεχώς την μεταξύ τους απόσταση. Συνεπώς, αν
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Σχήμα 29: Αποτυχημένες κυκλικές τροχιές αυτόνομου οχήματος για το Πείραμα 5
Πίνακας 9: Παράμετροι Πειράματος 7
Παράμετροι REINFORCE
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 50
episode_steps 200
actor_learning_rate 0.001
episodes_per_update 3
gamma 0.95
ο πράκτορας ελαχιστοποιούσε την τροχιά θα λάμβανε μικρότερο αριθμό από θετικές ανταμοιβές πριν
λάβει την τελική θετική ανταμοιβή άφιξης. Είναι, πλέον, εμφανές πως η τροχιά που ακολουθεί του
προσφέρει μεγαλύτερη συνολική επιστροφή από την επιλογή της μικρότερης τροχιάς.
Ένα ακόμα ενδιαφέρον στοιχείο, αφορά το σημείο κατά το οποίο αποφάσισε να αλλάξει πορεία
προς τα πάνω. Αν υποθέσουμε πως ο πράκτορας κινείται συνεχώς προς τα δεξιά, τότε σύμφωνα με την
συγκεκριμένη μοντελοποίηση ανταμοιβών, θα λάμβανε όλο και μικρότερες θετικές ανταμοιβές, μέχρι
να φτάσει στο ύψος του επιθυμητού στόχου, όπου από εκεί και πέρα θα άρχιζε να απομακρύνεται και
συνεπώς να λαμβάνει αρνητικές ανταμοιβές. Επομένως, ο πράκτορας πλησιάζει αρκετά στην νοητή
αυτή ευθεία μεταξύ της θέσης του και του στόχου, λαμβάνει όσο το δυνατόν περισσότερες θετικές
ανταμοιβές, πριν αρχίσει να κινείται προς τον στόχο.
Συμπερασματικά, το συγκεκριμένο πείραμα είναι ενδεικτικό της σημασίας που έχουν οι ανταμοι-
βές στα αποτελέσματα των Πειραμάτων. Ενώ, δηλαδή, η τροχιά για το πρόβλημα που θέλουμε να
επιλύσουμε είναι πολύ μακριά από την βέλτιστη, ο πράκτορας έχει βρει την βέλτιστη επιλογή για τις
ανταμοιβές που του δόθηκαν.
Πείραμα 10
Οι παράμετροι του πειράματος παρουσιάζονται στον Πίνακα 12. Πρόκειται για ανταμοιβή Σχετι-
κής γωνίας και όπως φαίνεται και στο Σχήμα 33 συνέκλινε από την θέση [1.0, 1.0] στον τελικό στόχο
[4.0, 4.0] με βέλτιστο τρόπο.
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Σχήμα 30: Τροχιά αυτόνομου οχήματος για το Πείραμα 7
Πίνακας 10: Παράμετροι Πειράματος 8
Παράμετροι REINFORCE
reward_type Ευκλείδεια Απόσταση
goal_reward 200
episode_steps 200
actor_learning_rate 0.001
episodes_per_update 3
gamma 0.95
4.3.3.2 Τυχαία θέση Εκκίνησης και Στόχου
Στην συνέχεια, αποτελέσματα έδωσαν μόνο τα πειράματα με την μοντελοποίηση ταχυτήτων τύ-
που 1. Το πρώτο αφορά σταθερό τελικό στόχο και τυχαία αρχική θέση, ενώ στο δεύτερο πείραμα,
τόσο η αρχική θέση όσο και ο επιθυμητός στόχος είναι τυχαία.
Πείραμα 11
Στον Πίνακα 13 παρουσιάζονται αναλυτικά οι παράμετροι του πειράματος. Πρόκειται για πείραμα
τυχαίας αρχικής θέσης του πράκτορα αλλά σταθερή τελικής θέσης [4.0, 4.0]. Στο Σχήμα 34 παρου-
σιάζονται οι πορείες ορισμένων τυχαίων επεισοδίων. Η τροχιά του κάθε επεισοδίου απεικονίζεται με
διαφορετικό χρώμα στο σχήμα. Όσον αφορά τον κόκκινο κύκλο γύρω από το σημείο του τελικού
στόχου, δεν δείχνει το όχημα. Αντιθέτως δείχνει το εύρος χώρου γύρω από το οποίο, αν φτάσει το κέ-
ντρο του πράκτορα, τότε έχει πετύχει τον σκοπό του. Το ποσοστό επιτυχίας είναι εξαιρετικό 97.3%,
αλλά η τροχιά απέχει κατά πολύ της βέλτιστης και αυτό οφείλεται στην μεγάλη στοχαστικότητα των
δράσεων σε αρκετές από τις καταστάσεις. Το φαινόμενο αυτό θα εξηγηθεί στο Κεφάλαιο 5.
Πείραμα 12
Το τελευταίο επιτυχημένο πείραμα αφορά το πρόβλημα τυχαίας αρχικής θέσης και τυχαίου τελι-
κού στόχου. Οι παράμετροι του πειράματος παρουσιάζονται στον Πίνακα 14. Όσον αφορά τα αποτε-
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Σχήμα 31: Τροχιά αυτόνομου οχήματος για το Πείραμα 8
Πίνακας 11: Παράμετροι Πειράματος 9
Παράμετροι REINFORCE
reward_type Μεταβολή της Σχετικής Απόστασης από τον Στόχο
goal_reward 0
episode_steps 200
actor_learning_rate 0.0001
episodes_per_update 3
gamma 0.95
λέσματα των πειραμάτων, ο αλγόριθμος REINFORCE απέδωσε πολύ μεγαλύτερα ποσοστά επιτυχη-
μένων προσπαθειών. Συγκεκριμένα, σε έναν αριθμό 1000 επεισοδίων αξιολόγησης του αλγορίθμου,
προέκυψε πως το 98.1% πέτυχαν την αποστολή τους. Στο Σχήμα 35 παρουσιάζονται ενδεικτικά ορι-
σμένες τυχαίες τροχιές από την διαδικασία επαλήθευσης.
Κοιτώντας τις τροχιές αυτές συμπεραίνει κανείς απευθείας, πως παρόλο που όλες συγκλίνουν
στον επιθυμητό στόχο, καμία δεν ακολουθεί μια τροχιά κοντά στην βέλτιστη. Ακόμα χειρότερα φαί-
νεται πως σε πολλές περιπτώσεις ακολουθούν πολύ ανορθόδοξες πορείες στην προσπάθειά τους. Το
φαινόμενο αυτό ερμηνεύεται στο Κεφάλαιο 5.
4.3.4 Πράκτορας Δράστη - Κριτή
Οπράκτορας A2C αποτελείται από δύο νευρωνικά δίκτυα ανεξάρτητα, ένα για τον δράστη και ένα
για τον κριτή. Το νευρωνικό δίκτυο του δράστη είναι ίδιας αρχιτεκτονικής με αυτό του REINFORCE
ενώ του κριτή ίδιο με του DQN, με μόνη διαφορά πως έχει μια τιμή εξόδου. Για την περίπτωση του
Δράστη - Κριτή ακολουθήθηκε η ίδια πορεία εκτέλεσης πειραμάτων, από σταθερές θέσεις σε τυχαίες.
Για το πρόβλημα σταθερού σημείου εκκίνησης και σταθερού επιθυμητού στόχου, το μοντέλο A2C
συνέκλινε στην βέλτιστης λύση, όπως και τα προηγούμενα. Συνεπώς, δεν υπάρχει ουσιαστικός λόγος
να παρουσιαστούν τα πειράματα. Η παρουσίαση των αποτελεσμάτων ξεκινά από το πρόβλημα τυχαίας
αρχικής και επιθυμητής θέσης για την μοντελοποίηση ταχυτήτων τύπου 1.
Στην συνέχεια, επειδή στο γενικευμένο πρόβλημα αρχικής - τελικής θέσης, ο πράκτορας A2C
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Σχήμα 32: Τροχιά αυτόνομου οχήματος για το Πείραμα 9
Πίνακας 12: Παράμετροι Πειράματος 10
Παράμετροι REINFORCE
reward_type Σχετική Γωνία
goal_reward 50
episode_steps 200
actor_learning_rate 0.0001
episodes_per_update 3
gamma 0.95
έδωσε τα καλύτερα αποτελέσματα συγκριτικά με τα προηγούμενα δύο μοντέλα, έγινε μελέτη ακόμα
πιο πολύπλοκων προβλημάτων.
Συγκεκριμένα, η πρώτη επιτυχημένη προσπάθεια, αφορά τον τρόπο με τον οποίο μετακινείται το
όχημα. Όπως έχουμε ήδη αναφέρει, η προσέγγιση που ακολουθήσαμε, είναι ο πράκτορας να επιλέγει
μια ταχύτητα και αυτή να υλοποιείται ακαριαία. Στην πραγματικότητα αυτό δεν συμβαίνει. Για παρά-
δειγμα, εάν ο πράκτορας κινείται με μια ταχύτητα 0.1m/s και στην συνέχεια αποφασίσει να κινηθεί
με την ίδια ταχύτητα αλλά προς την αντίθετη κατεύθυνση, τότε χρειάζεται έναν χρόνο να επιβραδύνει
και στην συνέχει να επιταχύνει ξανά. Η ουσία της συγκεκριμένης απόκλισης από την πραγματικότητα
είναι, πως αν ο πράκτορας επιλέξει μια ταχύτητα για ένα συγκεκριμένο χρονικό διάστημα, δεν είναι
δεδομένο που ακριβώς θα βρεθεί. Σύμφωνα με την μέχρι τώρα μοντελοποίηση, είναι ασφαλές να θε-
ωρήσει κατά την εκπαίδευση, βέβαιη την σύνδεση ταχύτητας και μελλοντικής θέσης που θα βρεθεί,
πριν ακόμα πραγματοποιηθεί.
Επειδή, δεν υπάρχει η δυνατότητα να μοντελοποιηθεί στο περιβάλλον που σχεδιάσαμε, η δυνα-
μική σχέση που θα πραγματοποιούσε αξιόπιστα την κίνηση, ακολουθήθηκε η εξής προσέγγιση. Εφό-
σον εστιάζουμε την ουσία στην στοχαστικότητα της μελλοντικής θέσης για μια επιλογή ταχύτητας,
δώσαμε μια τυχαία στοχαστική τιμή στην υλοποίηση της μετατόπισης. Συγκεκριμένα, θεωρήσαμε
πως για μια συγκεκριμένη ταχύτητα, η μετατόπιση θα βρίσκεται μεταξύ ενός εύρους τιμών ±10%
γύρω από την ντετερμινιστική μετατόπιση της ευθύγραμμης ομαλής κίνησης. Δηλαδή,
Δx = (υ+ e) ∗ Δt, όπου e ∈ [−10%, 10%]× Εύρος ταχυτήτων
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Σχήμα 33: Τροχιά αυτόνομου οχήματος για το Πείραμα 10
Πίνακας 13: Παράμετροι Πειράματος 11
Παράμετροι REINFORCE
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 50
episode_steps 200
actor_learning_rate 0.0 01
episodes_per_update 3
gamma 0.95
Τέλος, μια ακόμα αύξηση της πολυπλοκότητας του προβλήματος είναι η δυνατότητα κίνη-
σης(μοντελοποίηση ταχύτητας τύπου 2), όχι μόνο προς τις τέσσερις βασικές κατευθύνσεις ξεχω-
ριστά, αλλά και με συνδυασμό αυτών. Και σε αυτή την περίπτωση, ο πράκτορας ανταποκρίθηκε
ικανοποιητικά. Στον Πίνακα 15 φαίνονται οι παράμετροι για όλα τα κάτωθι πειράματα.
Πείραμα 13
Πρόκειται για το πρόβλημα τυχαίας εκκίνησης και τυχαίου στόχου. Ο συγκεκριμένος αλγόριθμος
έδωσε εξαιρετικά αποτελέσματα και συγκεκριμένα κατά την επαλήθευση σε 1000 τυχαία επεισόδια,
είχε 98.5% επιτυχία. Ορισμένες από τις τροχιές των επεισοδίων της επαλήθευσης παρουσιάζονται
στο Σχήμα 36. Είναι εμφανές πως οι τροχιές είναι αισθητά καλύτερες από αυτές του αλγορίθμου
REINFORCE.
Πείραμα 14
Στο συγκεκριμένο πείραμα, όπως ήδη αναφέραμε, έχουμε προσθέσει μια στοχαστικότητα στην
ταχύτητα. Η στοχαστικότητα αυτή συνεισφέρει ταυτόχρονα και στις δύο κατευθύνσεις. Δηλαδή, εάν
ο πράκτορας κινείται προς την κατεύθυνση του x′x, πέραν της αλλοίωσης αυτής της ταχύτητας, θα
προκληθεί και μια μικρή μετατόπιση ως προς τον άξονα y′y. Το μοντέλο απέδωσε ικανοποιητικά
και σε πείραμα αξιολόγησης 1000 επεισοδίων, είχε 98.7% επιτυχία. Στο Σχήμα 37 παρουσιάζονται
ενδεικτικά, ορισμένες τροχιές του οχήματος κατά την αξιολόγησή του.
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Σχήμα 34: Τροχιές αυτόνομου οχήματος για το Πείραμα 11
Πίνακας 14: Παράμετροι Πειράματος 12
Παράμετροι REINFORCE
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 50
episode_steps 200
actor_learning_rate 0.0 01
episodes_per_update 3
gamma 0.95
Πείραμα 15
Το Πείραμα 15, αποτελεί το τελευταίο και πιο πολύπλοκο πείραμα που εκτελέστηκε με επιτυχία.
Συγκεκριμένα, πρόκειται για ένα πρόβλημα τυχαίας εκκίνησης και τυχαίου επιθυμητού στόχου, με
στοχαστικό σφάλμα στην ταχύτητα, και μεγαλύτερη ελευθερία κινήσεων. Συγκεκριμένα, ο πράκτορας
πλέον αντί για τέσσερις επιλογές ταχυτήτων έχει οκτώ. Μπορεί, δηλαδή, να κινηθεί και διαγωνίως
στην κατεύθυνση των διχοτόμων των τεσσάρων βασικών ταχυτήτων και με μέτρο ίσο με αυτών. Στο
Σχήμα 38 παρουσιάζονται ορισμένες τροχιές του αλγορίθμου. Ο αλγόριθμος έδωσε ποσοστό επιτυχίας
ίσο με 97.3%.
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Σχήμα 35: Τροχιές αυτόνομου οχήματος για το Πείραμα 12
Πίνακας 15: Παράμετροι Πειραμάτων A2C
Παράμετροι A2C
reward_type Σχετική Απόσταση από τον Στόχο
goal_reward 50
episode_steps 200
actor_learning_rate 0.0001
critic_learning_rate 0.001
gamma 0.95
Σχήμα 36: Τροχιές αυτόνομου οχήματος για το Πείραμα 13
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Σχήμα 37: Τροχιές αυτόνομου οχήματος για το Πείραμα 14
Σχήμα 38: Τροχιές αυτόνομου οχήματος για το Πείραμα 15
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Κεφάλαιο 5
Συμπεράσματα
Συνοψίζοντας, στην συγκεκριμένη εργασία σχεδιάστηκαν τρεις διαφορετικοί αλγόριθμοι (DQN
,REINFORCE, A2C) οι οποίοι κατάφεραν να επιλύσουν μέχρι και το πρόβλημα τυχαίας αρχικής και
τελικής θέσης, σε άδειο χάρτη. Στην συνέχεια, για τον αλγόριθμο Α2C, ο οποίος όπως ήταν αναμε-
νόμενο έδωσε τα βέλτιστα αποτελέσματα στο προηγούμενο πρόβλημα, μελετήθηκαν ορισμένα πιο
δύσκολα προβλήματα. Ορισμένα από αυτά, εκπαιδεύτηκαν με επιτυχία ενώ κάποια άλλα απέτυχαν.
Τα πετυχημένα πειράματα παρουσιάστηκαν αναλυτικά στο Κεφάλαιο 4.
Σε αυτό το κεφάλαιο θα συγκριθούν, αρχικά, τα αποτελέσματα των τριών αλγορίθμων για το γε-
νικό πρόβλημα σε χάρτη χωρίς εμπόδια. Στην συνέχεια, θα αναλυθούν τα μη επιτυχώς εκπαιδευμένα
μοντέλα και οι λόγοι που εκτιμούμε ότι συνέβη αυτό. Τέλος, θα γίνει αναφορά σε ιδέες και κατευθύν-
σεις εξέλιξης των πειραμάτων και μελλοντικής έρευνας.
5.1 Απόδοση Αλγορίθμων
Το κυρίως πρόβλημα που μελετήθηκε στην εργασία αυτή, ήταν η πλοήγηση ενός οχήματος σε
ένα επίπεδο συνεχούς χώρου χωρίς εμπόδια. Κατά την πλοήγηση του, θα έπρεπε να είναι σε θέση
να προσεγγίσει κάποιον τελικό στόχο (οπουδήποτε και αν βρισκόταν στο επίπεδο), γνωρίζοντας την
θέση του, και ανεξαρτήτως που θα βρισκόταν κατά την εκκίνηση του επεισοδίου.
Για την επίλυση της πρόκλησης αυτής σχεδιάστηκαν τρεις ευφυείς πράκτορες βασιζόμενοι στις
τεχνικές DQN, REINFORCE και A2C, αντίστοιχα. Όλοι τους κατά την εκπαίδευση, συνέκλιναν στην
συνθήκη τερματισμού. Στην συνέχεια, όμως, έγινε επαλήθευση των εκπαιδευμένων μοντέλων και
παρατηρήθηκε πως είχαν διαφορετική συμπεριφορά. Η αξιολόγηση έγινε σε ένα δείγμα 1000 επεισο-
δίων όπου η κατηγοριοποίηση της τροχιάς έγινε ως εξής. Εάν το όχημα φτάνει στον τελικό στόχο με
τον ελάχιστο σχεδόν αριθμό βημάτων (με τον όρο ’ελάχιστο σχεδόν’, εννοούμε απόκλιση ±5% του
ελάχιστου αριθμού βημάτων), τότε θεωρούμε πως ο πράκτορας πέτυχε τον στόχο του με βέλτιστο
τρόπο(optimal). Η δεύτερη κατηγορία, είναι η περίπτωση όπου ο πράκτορας πέτυχε τον στόχο αλλά
όχι με βέλτιστο τρόπο(success). Τέλος, η τελευταία κατηγορία αφορά την περίπτωση που ο πράκτορας
απέτυχε να φτάσει στον στόχο(failure). Τα αποτελέσματα παρουσιάζονται στο Σχήμα 39
Στα αποτελέσματα του αλγορίθμουDQN το 45.6%είναι βέλτιστες τροχιές, το 36.9%επιτυχίες και
το 16.5% αποτυχίες. Παρατηρείται μεγάλο ποσοστό αποτυχιών δεδομένου πως κατά την εκπαίδευση
είχε 200 συνεχόμενες επιτυχίες. Ο λόγος που το μοντέλο έχει τόσο μεγάλο ποσοστό αποτυχιών, είναι
το φαινόμενο ’Των κυκλικών Τροχιών’, κατά τις οποίες ο πράκτορας επισκέπτεται μια θέση που έχει
βρεθεί και στο παρελθόν. Σε αυτή την περίπτωση, λόγω της ντετερμινιστικής άπληστης πολιτικής που
ακολουθεί, δεν μπορεί να ξεφύγει από την επαναλαμβανόμενη τροχιά.
Ένα εύλογο ερώτημα είναι, πώς κατά την εκπαίδευση έφτασε σε 200 συνεχόμενες επιτυχίες χωρίς
να πέσει στο φαινόμενο των ’Των κυκλικών Τροχιών’. Ο λόγος που δεν πέφτει σε κυκλικές τροχιές
κατά την εκπαίδευση είναι διότι η ανανέωση των βαρών του νευρωνικού δικτύου γίνεται μετά από
κάθε βήμα κίνησης. Συνεπώς, όταν πλέον ο πράκτορας θα έχει αποκτήσει την γενική εικόνα ότι πρέπει
να κινηθεί προς τον στόχο, τότε σε περίπτωση που πέσει σε ατέρμονη επανάληψη, μετά από έναν
αριθμό κινήσεων θα έχουν αλλάξει τα βάρη με τέτοιον τρόπο, όπου θα διαλέξει σε μια κατάσταση
διαφορετική πράξη.
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Στον αλγόριθμο REINFORCE είναι εμφανές πως έχει εξαιρετικά ποσοστά επιτυχίας (97.6%),
αλλά μηδαμινά ποσοστά βέλτιστων διαδρομών (0.5%). Μια ερμηνεία μπορεί να είναι πως τα 200
συνεχόμενα επιτυχημένα επεισόδια, δεν είναι αρκετά για να εκπαιδευτεί το μοντέλο. Στην πραγμα-
τικότητα, όμως, η αύξηση των συνεχόμενων επιτυχιών δεν βελτιώνει το αποτέλεσμα. Συνεπώς, είναι
διαφορετικός ο λόγος που δεν συγκλίνει σε βέλτιστη πολιτική.
Αρχικά, ο λόγος που ο πράκτορας δεν φτάνει με βέλτιστο τρόπο στον στόχο είναι πως σε κάθε κα-
τάσταση, οι πιθανότητες επιλογής των πράξεων δεν είναι κατανεμημένες ούτως ώστε μια μόνο δράση
να είναι κοντά στην μονάδα και οι υπόλοιπες κοντά στο μηδέν. Συνεπώς, είναι αρκετά πιθανό ακόμα
και στην ίδια κατάσταση ο πράκτορας να λαμβάνει συχνά διαφορετικές δράσεις. Στην συνέχεια, θα
δοθεί μια εξήγηση αυτού του φαινομένου.
Λόγω της εκπαίδευσης για ολόκληρα επεισόδια, υπάρχει μεγάλη συσχέτιση στα δεδομένα εκ-
παίδευσης ανά εποχή. Επομένως είναι εξαιρετικά δύσκολο για τον πράκτορα να αποσυμπλέξει την
συνεισφορά κάθε κίνησης με την ανταμοιβή της. Αντίθετα αναπροσαρμόζει τα βάρη του νευρωνικού
δικτύου για την συνολική αξία όλου του επεισοδίου. Συνεπώς, είναι πιθανό δύο διαφορετικά επεισό-
δια, να αλλάζουν τα βάρη με τέτοιο τρόπο που το ένα να αναιρεί την αύξηση της πιθανότητας για μια
πράξη σε κάποια κατάσταση ή αντίστοιχα να αυξάνει την πιθανότητα μια άλλης δράσης.
Συμπερασματικά, για να επιτευχθεί η σύγκλιση κοντά στην μονάδα της πιθανότητας μιας δράσης
για κάθε κατάσταση, θα έπρεπε για πολύ μεγάλο αριθμό αρχικών και τελικών θέσεων να υπάρξουν
πολλαπλά επεισόδια κατά την εκπαίδευση. Αυτό είναι ασύμφορο σε περιβάλλον συνεχούς χώρου
έως και αδύνατο. Σε κάθε περίπτωση αποκλίνει από την στρατηγική επίλυσης τέτοιων προβλημάτων
αποτελεσματικά.
Εν κατακλείδι, ο πράκτορας A2C είναι φανερό πως παρουσιάζει τα καλύτερα αποτελέσματα,
συγκριτικά με τα άλλα δύο μοντέλα. Συγκεκριμένα το ποσοστό βέλτιστων διαδρομών είναι 75.3%
ενώ το ποσοστό απλών επιτυχιών είναι 23.3%. Επίσης είναι σημαντικό να σημειωθεί πως σε αντίθεση
με τον αλγόριθμο REINFORCE, οι περιπτώσεις για τις οποίες ο A2C πράκτορας δεν συγκλίνει με
βέλτιστο τρόπο δεν διαφέρει και πολύ από την πορεία με τα ελάχιστα βήματα.
Σχήμα 39: Στατιστικά απόδοσης των μοντέλων
Μια ακόμα παράμετρος που καθιστά τον αλγόριθμο Δράστη - Κριτή εξαιρετικά αποδοτική προ-
σέγγιση του προβλήματος είναι η ταχύτητα σύγκλισης. Συγκεκριμένα, θα συγκριθεί η ταχύτητα των
δύο πρακτόρων (REINFORCE, A2C) να εκπαιδευτούν στο ίδιο πρόβλημα με την ίδια συνθήκη τερ-
ματισμού. Στο Σχήμα 40 παρουσιάζουμε την συνάρτηση της συνολικής αξίας ανά επεισόδιο καθ’ όλη
την διάρκεια της εκπαίδευσης.
Από το διάγραμμα μπορεί να παρατηρήσει κανείς εύκολα την κατά πολύ μεγαλύτερη ταχύτητα
σύγκλισης σε σχέση με τον αλγόριθμο REINFORCE. Συγκεκριμένα, ο πράκτορας A2C χρειάστηκε
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4353 επεισόδια, σε αντίθεση με τον πράκτορα REINFORCE που χρειάστηκε 44618. Επιπλέον, από
το διάγραμμα, μπορούμε να δούμε την σταδιακή βελτίωση της συνολικής αξίας του κάθε επεισοδίου,
καθώς προχωρά η εκπαίδευση.
Σχήμα 40: Γραφικές Παραστάσεις Αξίας - Επεισοδίου
5.2 Μοντελοποίηση πρακτόρων με ταχύτητα Τύπου 2
Κατά την διαδικασία των πειραμάτων, έγιναν δεκάδες προσπάθειες να επιλυθεί το πρόβλημα τυ-
χαίας αρχικής και τελικής θέσης με μοντελοποίηση ταχυτήτων τύπου 2. Κανένα πείραμα, όμως, δεν
συνέκλινε κατά την εκπαίδευση και για τον λόγο αυτό δεν παρουσιάστηκαν αποτελέσματα στο Κε-
φάλαιο 4, ακόμα και αποτυχημένα, καθώς θεωρήθηκε πως δεν έχουν κάποια αξία. Οι προσπάθειες
έγιναν ως προς τον πειραματισμό των ανταμοιβών.
Αρχικά, έγινε προσπάθεια να χρησιμοποιηθεί η μοντελοποίηση ανταμοιβών ’Σχετικής απόστασης
από τον στόχο’. Εκ πρώτης ανάλυσης φαίνεται αρκετή για να επιλύσει το πρόβλημα. Η αστοχία όμως
ήταν στο γεγονός πως η περιστροφή του οχήματος χωρίς να αλλάζει θέση δεν άλλαζε την ανταμοιβή.
Συνεπώς δεν άλλαζε η αξία της επιλογής της περιστροφής σε καμία κατάσταση. Αυτό βέβαια δεν
θα έπρεπε να αποτελεί αναγκαστικά πρόβλημα σύγκλισης καθώς δεν είναι ανάγκη μια πράξη να έχει
άμεση ανταμοιβή για να θεωρηθεί ότι θα αυξήσει την συνολική αξία. Συμπερασματικά, όμως, με την
συγκεκριμένη μοντελοποίηση ταχυτήτων δεν επιτεύχθηκε σύγκλιση.
Στην συνέχεια, δοκιμάστηκε η μοντελοποίηση της ’Σχετικής Γωνίας’. Η συγκεκριμένη επιλογή
κατάφερε να επιλύσει προβλήματα σταθερής αρχικής και τελικής θέσης, αλλά σε κάθε άλλη περί-
πτωση απέτυχε να δώσει αποτελέσματα. Αυτό ερμηνεύεται καθώς, χρειάζεται πολλές επιτυχίες για να
αρχίσει να δημιουργεί την σύνδεση της θέσης του στόχου με την τιμή που λαμβάνει στην είσοδο. Δια-
φορετικά, επειδή η αλλαγή θέσης δεν συμβάλει στην ανταμοιβή, η επιλογή την γραμμικής ταχύτητας
θα γινόταν λιγότερο συχνά. Στην περίπτωση της σταθερής αρχικής και τελικής θέσης, ο αριθμός των
’τυχαίων’ επιτυχιών ήταν αρκετός ώστε να συγκλίνει στην βέλτιστη λύση. Στην γενική περίπτωση,
όμως, όχι.
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Τέλος, δοκιμάστηκε η μοντελοποίηση ανταμοιβών, η οποία συνδυάζει την ’Σχετική απόσταση
από τον στόχο’ και την ’Σχετική Γωνία’. Σε αυτή την περίπτωση, παρόλο που αρχικά προβάλλεται ως
ικανή να αντιμετωπίσει το πρόβλημα, κατά την διαδικασία των πειραμάτων, οδηγούσε τον πράκτορα
σε τροχιές που δεν είχαν κάποιο νόημα στην επίτευξη του στόχου.
5.3 Η αποτυχία υλοποίησης της αποφυγής εμποδίων
Για το πρόβλημα σε χάρτη με εμπόδια, επίσης, δεν επετεύχθη η σύγκλιση κάποιου μοντέλου ή
αν συνέκλινε, αυτό οφείλεται σε σύμπτωση λόγω της πολύ αραιής κατανομής των εμποδίων (Σχήμα
41). Σε αυτή την περίπτωση, η τροχιά που ακολουθεί το όχημα είναι σχεδόν βέλτιστη. Αυτό σημαίνει
πως πιθανώς να επέλεγε την ίδια διαδρομή και χωρίς την ύπαρξη του εμποδίου. Με απλά λόγια, αν
τα εμπόδια που υπάρχουν στον χάρτη δεν αναγκάζουν τον πράκτορα να αποκλίνει από την ιδανική
πορεία του, τότε δεν μπορούμε να είμαστε βέβαιοι πως το μοντέλο έχει εκπαιδευτεί προσπαθώντας
να τα αποφύγει ενώ προσεγγίζει τον στόχο, ταυτόχρονα.
Σχήμα 41: Τροχιά πράκτορα DQN, με ύπαρξη εμποδίου
Σε κάθε περίπτωση θεωρούμε πως ο λόγος που δεν μπόρεσαν οι αλγόριθμοι να δώσουν αποτελέ-
σματα οφείλεται στην φύση του προβλήματος συνεχούς χώρου. Σε ένα διακριτοποιημένο περιβάλλον,
με έλλειψη γνώσης του χάρτη, μετά από πολλές προσπάθειες θα ευρισκόταν κάποιο μονοπάτι προ-
σέγγισης στόχου. Στο παρόν πρόβλημα είδαμε πως αυτό είναι αδύνατο.
Συμπερασματικά, θεωρείται αναμενόμενη η αποτυχία μοντελοποίησης των εμποδίων χωρίς καμία
μεταβλητή εισόδου η οποία να δίνει πληροφορία για την θέση των εμποδίων στον πράκτορα σχετικά
με την θέση στην οποία βρίσκεται. Συνεπώς, θα έπρεπε στην είσοδο του νευρωνικού δικτύου, να
υπάρχει μια ένδειξη αισθητήρα για την σχετική θέση των εμποδίων ως προς το όχημα. Για παράδειγμα,
αισθητήρα laser scanner, εικόνα ή βίντεο.
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5.4 Κατεύθυνση Μελλοντικής Έρευνας
Όπως έχει ήδη αναφερθεί, το πρόβλημα μοντελοποιήθηκε με την εξής λογική. Η πιο απλή περί-
πτωση να αφορά την πλοήγηση σε χώρο χωρίς εμπόδια, με αρχική θέση και τελικό στόχο σταθερά.
Αντίθετα, η πιο γενική περίπτωση να αφορά, την πλοήγηση σε άγνωστο χάρτη με εμπόδια στατικά και
δυναμικά, τυχαίας αρχικής θέσης και τυχαίου επιθυμητού στόχου. Συνεπώς επέκταση της παρούσας
εργασίας αποτελεί η έρευνα και δημιουργία μοντέλων σταδιακά προς την γενικότερη κατεύθυνση.
Συγκεκριμένα, θα δοθούν τρεις βασικές κατευθύνσεις επέκτασης των μοντέλων.
Πρώτη κατεύθυνση που προτείνεται, αφορά την μελέτη και επίλυση των ίδιων προβλημάτων με
την μοντελοποίηση ταχυτήτων τύπου 2. Στην συγκεκριμένη εργασία, έγιναν πολλές προσπάθειες αλλά
καμία δεν απέδωσε. Επίσης, πρόκειται για την περίπτωση που είναι περισσότερο ’θολή’ από τις υπό-
λοιπες ως προς τον τρόπο με τον οποίο θα προσπεραστεί η δυσκολία της. Η μελέτη και αντιμετώπιση
αυτού του προβλήματος παρουσιάζει ιδιαίτερο ενδιαφέρον καθώς πραγματικά ρομποτικά οχήματα
κινούνται με την λογική ’τύπου 1’ πολύ πιο συχνά από την ’τύπου 2’. Συνεπώς, μετά την εκπαίδευση
σε περιβάλλον προσομοίωσης, υπάρχει η δυνατότητα να εφαρμοσθεί και σε πραγματική διάταξη.
Επόμενο πεδίο μελέτης που παρουσιάζει ενδιαφέρον, είναι η αντιμετώπιση σε χάρτη με εμπό-
δια. Σε αυτή την περίπτωση, θεωρούμε, όπως ήδη αναφέρθηκε, πως η αντιμετώπιση μόνο μέσα από
τις αρνητικές ανταμοιβές κατά την σύγκρουση δεν αποτελεί καλή προσέγγιση σε προβλήματα συνε-
χούς κίνησης. Αντίθετα, το πρόβλημα εστιάζεται στην πληροφορία εισόδου και όχι στις παραμέτρους
εκπαίδευσης. Επομένως, προτείνεται η προσπάθεια επίλυσης προβλημάτων σε χώρο με εμπόδια, με
χρήση αισθητήρων που να δίνουν μια εικόνα στο όχημα για τον προσανατολισμό των εμποδίων στον
χώρο, σχετικά με την θέση που βρίσκεται εκείνη την στιγμή. Με αυτές τις τιμές στην είσοδο, πιστεύ-
ουμε πως το μοντέλο θα είναι σε θέση να συνδέσει με πιο γενικό τρόπο την εξάρτηση της δράσης που
πρέπει να επιλέξει με την αποφυγή συγκρούσεων, σαν πιο γενικό κανόνα.
Τέλος, μια ακόμα προσέγγιση και ίσως η πιο ενδιαφέρουσα είναι η μοντελοποίηση πολλών αυτό-
νομων πρακτόρων στον χώρο με διαφορετικούς στόχους ο κάθε ένας. Πλέον, δηλαδή πρόκειται για
πολυπρακτορικά συστήματα στα οποία οι πράκτορες κινούνται ταυτόχρονα. Σε ένα ακόμα πιο εξε-
λιγμένο επίπεδο θα μπορούσαν πολλά οχήματα να συνυπάρχουν σε χώρο με εμπόδια, επιλύοντας με
αυτό τον τρόπο την πιο γενική περίπτωση του προβλήματος.
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