Abstract. We prove the global-in-time existence of nonnegative weak solutions to a class of fourth order partial differential equations on a convex bounded domain in arbitrary spatial dimensions. Our proof relies on the formal gradient flow structure of the equation with respect to the L 2 -Wasserstein distance on the space of probability measures. We construct a weak solution by approximation via the time-discrete minimizing movement scheme; necessary compactness estimates are derived by entropy-dissipation methods. Our theory essentially comprises the thin film and Derrida-Lebowitz-Speer-Spohn equations.
1. Introduction
Main results.
This work is concerned with nonnegative solutions u : [0, ∞) × Ω → R + to the partial differential equation ∂ t u(t, x) = ∇ · u(t, x)∇ [F z (x, u(t, x), ∇u(t, x)) − ∇ · F p (x, u(t, x), ∇u(t, x))]
(1.1)
is a bounded and convex domain with smooth boundary ∂Ω and exterior unit normal vector field ν. Additionally, the sought-for solution u is subject to the no-flux and homogeneous Neumann boundary conditions u(t, x)∂ ν [F z (x, u(t, x), ∇u(t, x)) − ∇ · F p (x, u(t, x), ∇u(t, x))] = 0 = ∂ ν u(t, x) (1.2)
for t > 0 and x ∈ ∂Ω, and to the initial condition u(0, ·) = u 0 ∈ L 1 (Ω), u 0 ≥ 0 and For the nonlinearity F -to which we refer as Lagrangian -we assume Assumption 1.1 (Conditions for F ). F ∈ C 2 (Ω × R + × R d ), with:
(i) Radial symmetry: There is some F : Ω × R + × R + → R with ∂ r F (x, z, r) ≥ 0 such that F (x, z, p) = F (x, z, |p|) for all p ∈ R d . (ii) Convexity: There exists γ > 0 such that N (x, u(t, x), ϕ(x))η(t) dx dt, (1.4) where N (x, ρ, ψ) := F x (x, ρ, ∇ρ) · ∇ψ + (F (x, ρ, ∇ρ) − ρF z (x, ρ, ∇ρ))∆ψ + F p (x, ρ, ∇ρ) · (∇ρ∆ψ + ρ∇∆ψ + ∇ 2 ψ∇ρ).
Particularly, u ∈ L ∞ ([0, T ]; H 1 (Ω)) ∩ L 2 ([0, T ]; H 2 (Ω)) for each T > 0, and u(t, ·) is a probability density on Ω at each t ≥ 0. Furthermore, the map t → Ω F (x, u(t, x), ∇u(t, x)) dx is almost everywhere equal to a non-decreasing function.
The second part of this paper is devoted to a special case of equation (1.1) where the Lagrangian F does not satisfy the conditions from Assumption 1.1: Specifically, we let
for a map f : R + → R subject to Assumption 1.3 (Conditions for f ).
(i) f ∈ C 3 ((0, ∞)), f (0) = 0, f ′′ (z) < 0 for all z > 0 and there exist C > 0 and α ∈ (iii) There exists δ > 0 such that
A typical example satisfying Assumption 1.3 is the square root f (z) = √ z -see also Remark 7.4 below.
Note that since f ′ is assumed to be unbounded at zero, especially the convexity assumption (ii) is not met by F . Nevertheless, we have Theorem 1.4 (Existence of weak solutions: non-convex case). Assume that F is as in (1.5) , and that f satisfies Assumption 1.3. Let moreover a nonnegative initial datum u 0 with u 0 L 1 = 1 and f (u 0 ) ∈ H 1 (Ω) be given. Then, there exists a nonnegative weak solution u : [0, ∞) × Ω → [0, ∞] to (1.1)-(1.3): For all ϕ ∈ C ∞ (Ω) with ∂ ν ϕ = 0 on ∂Ω and all η ∈ C ∞ c ((0, ∞)) with η(0) = 0, one has
where
) for each T > 0; and u(t, ·) is a probability density on Ω at each t ≥ 0. Furthermore, the map t → Ω 1 2 |∇f (u)| 2 dx is almost everywhere equal to a non-decreasing function.
Strategy of proof.
The cornerstone of the proofs of Theorems 1.2 and 1.4 is the variational structure of equation (1.1): Formally, it can be written as a gradient flow of the free energy functional Φ :
with respect to the L 2 -Wasserstein distance W 2 on the space of probability measures P(Ω) on Ω. Indeed, for sufficiently regular F and u, one finds
is the first variation of Φ in L 2 at u. Since Φ is finite on a subspace of absolutely continuous probability measures only, we shall from now on (by a slight abuse of notation) identify the measure µ with its Lebesgue density u and also write u ∈ P(Ω).
Note that the energy functional Φ is in general not λ-convex along geodesics in (P(Ω), W 2 ) [7] . Hence, the theory developed by Ambrosio, Gigli and Savaré [1] is not immediately applicable. Still, a continuous flow for (1.1) can be defined as the time-continuous limit of the so-called minimizing movement scheme, dating back to De Giorgi [10] :
Fix a step size τ > 0 and define a sequence (u n τ ) n∈N recursively by
With this sequence, we define the discrete solution u τ as the piecewise constant interpolant, i.e. for each t ≥ 0, we set
The strategy of proof for Theorems 1.2 and 1.4 can now be summarized as follows: First, we prove that the scheme (1.7)&(1.8) is well-defined, that is, the successive minimizers in (1.7) exist. By an application of the flow interchange technique from [20] , we then derive an additional regularity property for the time-discrete solution u τ . In the framework of Assumption 1.1, the respective entropy-dissipation estimate formally amounts to
We consequently are in position to derive an approximate weak formulation satisfied by the time-discrete solution curves, and can pass to the continuous-time limit τ ց 0 afterwards recovering the weak formulation of the original problem (1.4).
1.3.
Examples and relation to the literature. The method used here is by now almost a standard technique to construct weak solutions to equations with a formal gradient flow structure. Since the seminal paper by Jordan, Kinderlehrer and Otto [15] on the variational structure of the Fokker-Planck equation, various second order equations (e.g. [22] ), fourth order equations (e.g. [13, 14, 20, 19] ) and systems (e.g. [18, 4, 5, 26] ) have been analysed using this strategy. As models for physical or biological processes, sensible solutions should admit nonnegative values only. Since there exists no general comparison principle for equations of fourth order, this is a nontrivial issue. Thus, considering the dynamics on a suitable space of nonnegative measures, nonnegativity can be directly obtained from existence -and a formal Wasserstein gradient flow structure might be an indication for it. However, in more specialized situations, other methods could be used (see e.g. [6, 2, 3, 9, 17] ). Our framework comprises two important examples:
• The thin film equation 10) modelling the spreading of a liquid film over a solid surface, can be interpreted as the evolution of the Wasserstein gradient flow of the Dirichlet energy [20] , which fits into the framework of Assumption 1.1 for F (x, z, p) = 1 2 |p| 2 . Equation (1.10) can also be considered in the more general form
with a possibly nonlinear mobility function m : R + → R + . For the physically relevant cases, the existence of solutions to (1.11) has been shown e.g. in [3, 9] . Note that -with respect to a modified version of the Wasserstein distance -a formal gradient structure of (1.11) may also be available [19] .
In the simplified framework of one spatial dimension, the long-time asymptotics of the classical thin film equation (1.10) have been analysed in [8] , also with entropy-dissipation methods.
• The Derrida-Lebowitz-Speer-Spohn equation 12) arises in the description of interface fluctuations in the Toom model [11, 12] as well as in models for semiconductors (see e.g. [16] ). Often written in the form of the quantum drift diffusion equation
with a confinement potential V : R d → R, existence and long-time behaviour of solutions were studied e.g. in [6, 17, 16, 14, 20] . In [14, 20] , the formal Wasserstein gradient flow structure of (1.12) with respect to the Fisher information functional Φ(u) = 4 ∇ √ u 2 L 2 is employed to construct weak solutions via the minimizing movement scheme. Actually, one may consider the more general class of functionals Φ β (u) = Ω u β |∇u| 2 dx for β ≤ 0, which are in general not geodesically λ-convex with respect to the L 2 -Wasserstein distance. Note, however, that in the range β ∈ [−5, −4], displacement convexity can be proved, see [7] . Theorem 1.4 presented here especially comprises the range β ∈ [−1, 0), by considering f (z) = z α with α = 1 + β 2 , which is in accordance to Assumption 1.3. Thus, this work provides a generalization of the existence results from [20] for a wider class of energy functionals.
1.4. Outline of the paper. After a brief preliminary section, we prove the well-posedness of the minimizing movement scheme under Assumption 1.1 in Section 3. After that, the additional regularity of the discrete solution is deduced in Section 4, and a discrete weak formulation is derived in Section 5. The proof of Theorem 1.2 is then completed by passing to the continuous-time limit (Section 6). The extension of the strategy to the framwork of Assumption 1.3 will be sketched in Section 7.
Preliminaries
In this section, we briefly summarize basic facts about gradient flows in the space of probability measures on the (bounded) set Ω. For more details on optimal transport and gradient flows, we refer to the monographs by Villani [25] and Ambrosio et al. [1] .
A sequence (µ n ) n∈N in P(Ω) is said to converge narrowly to some limit probability measure µ ∈ P(Ω) if for all continuous and bounded maps f : Ω → R, one has
Note that if all measures are absolutely continuous and their respective densities converge weakly in L p (Ω) for some p ≥ 1, narrow convergence of µ n to µ follows.
The space P(Ω) can be endowed with the so-called
, where Γ(µ 0 , µ 1 ) denotes the set of all transport plans from µ 0 to µ 1 , i.e.
Γ(µ 0 , µ 1 ) := {γ ∈ P(Ω × Ω) : γ has marginals µ 0 and µ 1 } .
Since Ω is a bounded subset of R d , the infimum above is attained without further restrictions (e.g. finiteness of second moments) on the measures µ 0 and µ 1 . Moreover, narrow convergence and convergence with respect to W 2 are equivalent. Furthermore, if µ 0 is absolutely continuous with respect to the Lebesgue measure, the minimizer for W 2 is given in terms of the push-forward µ 1 = T # µ 0 for a measurable map T : Ω → Ω, and the Wasserstein distance reads
In this non-Euclidean framework, one can define a notion of convexity via the so-called displacement interpolation: A functional A : P(Ω) → R ∪ {+∞} is called displacement λ-convex for some λ ∈ R if for each µ 0 , µ 1 ∈ P(Ω), there exists a constant-speed geodesic curve µ s : [0, 1] → P(Ω) connecting µ 0 and µ 1 such that
For displacement convex functionals, we shall use the following notion of gradient flow : Definition 2.1 (κ-flows [1] ). Let A : P(Ω) → R∪{+∞} be proper, lower semicontinuous and κ-displacement convex w.r.t. W 2 for some κ ∈ R. A continuous semigroup S A on (P(Ω), W 2 ) satisfying the evolution variational estimate 1 2
for arbitrary w, w in the domain of A and for all s ≥ 0, as well as the monotonicity condition
The cornerstone of the rigorous derivation of (1.9) is Theorem 2.2 (Flow interchange lemma [20, Thm. 3.2] ). Let A be a proper, lower semicontinuous and displacement λ-convex functional on (P(Ω), W 2 ) and assume that there exists a λ-flow S A . Let furthermore Ψ be another proper, lower semicontinuous functional on (P(Ω), W 2 ) such that Dom(Ψ) ⊂ Dom(A). Assume that, for arbitrary τ > 0 and w ∈ P(Ω), the functional
2 + Ψ possesses a minimizer w on P(Ω). Then, the following holds:
There, D A Ψ(w) denotes the dissipation of the functional Φ along the λ-flow S A of the functional A, i.e.
The following theorem provides an extension of the Aubin-Lions compactness lemma to our metric setting: 
then there exists a subsequence that converges in measure w.r.t. t ∈ (0, T ) to a limit U : (0, T ) → X.
The minimizing movement scheme
This section is devoted to the study of the energy functional Φ defined in (1.6) and of the associated minimizing movement scheme (1.7). Throughout, we assume that u 0 ∈ P(Ω) ∩ H 1 (Ω) and that F satisfies the conditions from Assumption 1.1.
Proposition 3.1 (Properties of the energy).
The energy functional Φ is proper, nonnegative and lower semicontinuous in (P(Ω), W 2 ). Moreover, there exist C 0 > 0 and C 1 > 0 such that
L 2 , we deduce (3.1). It remains to prove that Φ is lower semicontinuous. Let W 2 (µ n , µ) → 0 as n → ∞ for a sequence (µ n ) n∈N and a limit µ in P(Ω). If lim inf n→∞ Φ(µ n ) = +∞, there is nothing to prove. We thus can assume without loss of generality that (Φ(µ n )) n∈N is bounded. Hence µ n is absolutely continuous for every n ∈ N, and by Alaoglu's theorem, there exists a subsequence (non-relabelled) on which u n ⇀ u in H 1 (Ω). Since F is jointly convex in (x, z, p) by Assumption 1.1(ii) and bounded w.r.t. x ∈ Ω, Φ is lower semicontinuous with respect to weak convergence in H 1 (Ω) [23, Thm. 10.16] , completing the proof.
The properties from Proposition 3.1 allow us to show the well-posedness of the minimizing movement scheme (1.7). For the sake of presentation, we introduce the notation
for the Yosida penalization associated to Φ, for given τ > 0 and v ∈ P(Ω).
Proposition 3.2 (Minimizing movement scheme). If τ > 0 and v ∈ P(Ω) with Φ(v) < ∞, then there exists a minimizer u ∈ P(Ω) of Φ τ (·; v) satisfying Φ(u) < ∞.
Proof. Since also Φ τ (·; v) is nonnegative, infimizing sequences for this functional are bounded. The existence of a minimizer is now directly obtained from the properties in Proposition 3.1; recall that u n ⇀ u narrowly implies in particular that
From the scheme (1.7), the following classical estimates directly follow (see for instance [1] ): 7)& (1.8) . Then the following holds:
3)
Later, we need the following classical result on boundary values:
Additional regularity of the discrete solution
The main result of this section is concerned with the additional regularity of the minimizers in (1.7) and reads 
with γ > 0 from Assumption 1.1(ii) and some constant C 3 ≥ 0. In particular, u ∈ H 2 (Ω).
Proof. The main idea of proof is to apply the flow interchange lemma (Theorem 2.2) to the free energy Φ, with the following choice of the auxiliary functional: It is well-known (see for instance [21] ) that Boltzmann's entropy E(v) = Ω v log(v) dx is a lower semicontinuous displacement 0-convex functional on (P(Ω), W 2 ), and its corresponding gradient flow semigroup S E (see Definition 2.1) is a solution to the heat equation with Neumann boundary conditions
For the dissipation of Φ at u along the smooth flow S E , we obtain (write u s := S E s (u) for brevity)
Integration by parts yields with the canonical unit vectors e 1 , . . . ,
For the boundary term, we use the boundary condition (4.3) and Assumption 1.1(i) to get
The last expression above is nonnegative since F r ≥ 0 thanks to Assumption 1.1(i) and due to Lemma 3.4.
By elementary linear algebra, we have that
using Assumption 1.1(ii) in the last step. With Assumption 1.1(iii), one moreover has
so all in all there exists C > 0 such that
where the last estimate holds since u s H 1 is nonincreasing w.r.t. s > 0 due to the properties of the heat flow and Lemma 3.4. Passing to the limit inferior as s ց 0 yields by lower semicontinuity that
Combining (4.4) with the flow interchange estimate (2.2) obviously yields (4.1).
The discrete weak formulation
We are now in position to derive a discrete version of the weak formulation (1.4):
Lemma 5.1 (Discrete weak formulation). Let τ > 0 and define the discrete solution u τ by (1.7)& (1.8).
Then, for all ϕ ∈ C ∞ (Ω) with ∂ ν ϕ = 0 on ∂Ω and all η ∈ C ∞ c ((0, ∞)) ∩ C(R + ), the following discrete weak formulation holds: Proof. We use the so-called JKO method [15] (see also [20, 26] ) introducing a suitable perturbation of the successive minimizers in the scheme (1.7). Specifically, for fixed ϕ ∈ C ∞ (Ω) with ∂ ν ϕ = 0 on ∂Ω, we denote by X (·) : R + × Ω → Ω the smooth flow associated to the ordinary differential equatioṅ y(s) = ∇ϕ(y(s)), for s > 0.
Using the minimality property of u n τ , one has for all s > 0:
The discrete weak formulation (5.1) is obtained by passing to the limit as s ց 0 in (5.2). Since u n τ and u n−1 τ are probability densities, there exists an optimal transport map T :
using the elementary identity |a|
in the last step. By dominated convergence and the definition of X s , one has
Using the Taylor expansion ϕ(T (x))
for some intermediate value x, the right-hand side above can be recast to
).
To pass to the limit in the first term of the r.h.s. in (5.2), we introduce the volume distortion V s := det(∇X s ) > 0 associated to the vector field X s , for small s > 0. The following identities hold (see [20, §2] for a proof):
Using the change of variables x = X s (y), we can rewrite Φ(X s# u n τ ) as follows:
By dominated convergence, one consequently has
by applying (5.3). Putting together, we have proved that
Since N (x, u n τ , ϕ) is linear with respect to ϕ, repeating the calculations above for −ϕ in place of ϕ yields the converse inequality and hence
We now introduce a nonnegative temporal test function η ∈ C ∞ c ((0, ∞))∩C(R + ), multiply (5.4) with τ η(nτ ) and sum over n ∈ N to obtain (5.5) using the total square distance estimate (3.3) to simplify the last term. Rearranging above as
and introducing η τ (s) := η s τ τ , the discrete weak formulation (5.1) is obtained by rewriting (5.5) in spatio-temporal integral form, recalling the definition of the discrete solution u τ . For sign-changing test functions η, we decompose into positive and negative part and subtract the respective estimates (5.5) also to arrive at (5.1).
Passage to continuous time
In order to pass to the continuous-time limit τ ց 0, the following a priori estimates are required: Proposition 6.1 (A priori estimates). For each fixed T > 0, there exist constants C 1 , C 2 > 0 such that for all τ ∈ (0, T ), the discrete solution u τ defined via (1.7)& (1.8) admits the estimates
Proof. Since Φ(u 0 ) is finite, the first estimate is an immediate consequence of the energy estimate (3.2) from Proposition 3.3 and (3.1) from Proposition 3.1. For the second estimate, we define N := T τ ∈ N and use the additional regularity estimate (4.1) from Proposition 4.1:
Using the elementary estimate − 1 e ≤ z log(z) ≤ z 2 for z ≥ 0 in combination with the uniform estimate on
which is a finite value, thanks to the assumptions on Ω and u 0 .
We are now able to identify a candidate for the limit curve:
Proposition 6.2 (Convergence). Let T > 0, a vanishing sequence of step sizes τ k ց 0 (k → ∞) and the associated family of discrete solutions (u τ k ) k∈N be given. There exists a (non-relabelled) subsequence and a limit map 
which has relatively compact sublevels in X by the Rellich-Kondrachov compactness theorem. Furthermore, define g :
, if ρ, ρ are probability densities on Ω, +∞, otherwise, which is an admissible choice for the application of Theorem 2.3. Using the technique from [26] , one verifies that hypothesis (2.4) holds, thanks to the estimates from Proposition 3.3. Since hypothesis (2.3) coincides with the second part of Proposition 6.1, we conclude with Theorem 2.3 that (on a subsequence) u τ k (t, ·) converges to u(t, ·) in H 1 (Ω), in measure with respect to t ∈ (0, T ). Using the uniform estimate in
With weak convergence and the Radon-Riesz theorem, we consequently have (b).
To complete the proof of Theorem 1.2, it remains to verify that u is a weak solution to (1.1).
Proposition 6.3 (Continuous-time limit). Let (τ k ) k∈N be the subsequence on which the convergence properties from Proposition 6.2 hold. Then,
Moreover, for almost every t ∈ [0, T ], one has
Proof. Since
is an immediate consequence of the convergence properties stated in Proposition 6.2. For the proof of (6.2), we first note that
for some constant C > 0, thanks to the bounds on F from Assumption 1.
Convergence of the integral is obtained by Vitali's convergence theorem as follows: Let ε > 0. Since
there exists δ ∈ 0,
Consequently, for those A and all k ∈ N,
which allows us to apply Vitali's convergence theorem to the family (N (·, u τ k , ϕ)η τ k ) k∈N . The proof of (6.3) can be obtained by a similar argument: Starting from the first part of (c) from Proposition 6.2, we deduce that for every subsequence of (τ k ) k∈N , there exists a sub-subsequence (τ k ) k∈N on which Φ(u τ k ) converges to Φ(u) as k → ∞. For the convergence, we employ Vitali's theorem in almost the same way as above; the necessary uniform integrability is a consequence of Assumption 1.1(ii).
Obviously, (6.1)&(6.2) imply that u satisfies the weak formulation (1.4) in Theorem 1.2. The remaining assertion on the monotonicity of Φ(u(t, ·)) w.r.t. t is an immediate consequence of the discrete estimate (3.2) and the convergence (6.3).
Extension to non-convex Lagrangians
In this section, we sketch the possible extension of the strategy described above to the case covered by Assumption 1.3. For the sake of brevity, we skip most of the technical details. Recall that the free energy is defined as
if u ∈ P(Ω) and f (u) ∈ H 1 (Ω); and Φ(u) = +∞ otherwise. We first summarize several properties on the nonlinearity f which are elementary consequences of Assumption 1.3: We are now in position to construct a discrete solution via the minimizing movement scheme (1.7):
Proof. Let an infimizing sequence (
for some C > 0. Using Poincaré's inequality together with Lemma 7.1 yields
Using Alaoglu's theorem in combination with the Rellich-Kondrachov compactness theorem, one has (on a non-relabelled subsequence) that w k := f (u k ) converges to some w weakly in H 1 (Ω) as well as strongly in L 2 (Ω) and pointwise almost everywhere on Ω. By Prokhorov's theorem, u k → u in (P(Ω), W 2 ), on a further subsequence. Clearly,
. By weak lower semicontinuity of Φ τ (·; v) (following by weak lower semicontinuity of 1 2 ∇w 2 L 2 ), it is easy to conclude that u is a minimizer. As before, the minimizer gains in regularity: Proposition 7.3 (Additional regularity). Let τ > 0 and v ∈ P(Ω) with f (v) ∈ H 1 (Ω). Then, a minimizer u ∈ P(Ω) of Φ τ (·; v) admits the estimate 
Denote, for brevity, f s := f (S E s (u)) (and analogously f ′ s etc.) and u s := S E s (u), for s > 0. Since u s is smooth and strictly positive, one obtains
using the product rule
Since ∆f s ∇f s · ν = 0 and ∇f s · ∇ 2 f s ν ≤ 0 on ∂Ω (recall Lemma 3.4), we have with integration by parts that
where δ ∈ (0, 1) is a parameter to be specified below and
. By Gauß' theorem, we first obtain
Proposition 7.5 (Discrete weak formulation and a priori estimates). Let τ > 0 and define the discrete solution u τ by (1.7)& (1.8). Then, for all β > 0, ϕ ∈ C ∞ (Ω) with ∂ ν ϕ = 0 on ∂Ω and all η ∈ C ∞ c ((0, ∞)) ∩ C(R + ), the following discrete weak formulation holds:
where N f is defined as in Theorem 1.4 and κ ≥ 0 is such that
Furthermore, the following a priori estimates hold for each fixed T > 0:
for some constants C j > 0 and some p > 1.
Proof. The a priori estimates on u τ are obtained in the same way as in the proof of Proposition 6.1. Note that, thanks to Assumption 1.3 and Sobolev's inequality, we have for all t ∈ [0, T ]:
To derive the discrete weak formulation (7.7), we use the flow interchange lemma (Theorem 2.2) with the displacement (−κ)-convex regularized potential energy
for β > 0. The associated (−κ)-flow S V is given by (see [1] for more details)
Let τ > 0 and n ∈ N. Since S Using Hölder's inequality and Lemma 7.1(c), we can estimate from below:
for some constant C > 0 depending on ϕ. The following Sobolev inequality holds for all ρ ∈ H 2 (Ω):
∈ (0, 1). (7.11) Using (7.11) in (7.10), recalling that
) by Lemma 7.1(b), one obtains 12) which is bounded from below, using Young's inequality in the last step. We are now concerned with the passage to the limit inferior as s ց 0. In view of the flow interchange lemma (Theorem 2.2), we can assume that at least for small s > 0 the quantity − d ds Φ(u s ) is bounded from above. By (7.12), we infer that ∇ 2 f s L 2 is bounded in s. We conclude that (on a suitable subsequence) f (u s ) ⇀ f (u We thus arrive at
The flow interchange lemma (Theorem 2.2) then yields for ϕ and −ϕ, respectively: To arrive at (7.7) for arbitrary test functions η ∈ C ∞ c ((0, ∞)) ∩ C(R + ), we decompose η = η + − η − into its positive and negative parts and use (7.13) for η + and η − , respectively (recall that |η| = η + + η − ).
