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Abstract 
 
Site selection for large-scale facilities is often a group 
multi-criteria decision-making problem under uncertainty. 
Creating a practical, user friendly, interactive 
environment for knowledge sharing among decision-
makers and stakeholders can contribute significantly to 
the process by making the optimal solution easier to find, 
and enabling dissemination of information to affected 
groups. Existing algorithms for site selection have little or 
no capability for handling a non-consensus group 
environment, or to factor quantitative uncertainty into an 
analysis. This paper presents a new fuzzy algorithm that is 
practical to implement in raster GIS and suitable for 
multiple decision-maker site-selection problems under 
uncertainty. Differing linguistic assessments from 
decision-makers are combined using a relevance matrix, 
and quantitative uncertainty is modelled using a method 
based on type-2 fuzzy sets. Outputs from the algorithm 
have a high information value as they include measures 
for conflict, risk and uncertainty, as well as compensatory 
and non-compensatory aggregated suitability.  
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1. Introduction 
 
Site selection for facilities such as airports, highways, and 
heavy industry is often extremely complex. As multiple 
stakeholders are usually involved in the selection of a 
given location, there is a strategic need to take into 
account multiple criteria, which are often conflicting, 
incommensurate and subject to uncertainty. The spatial 
variation of suitability and the weighting of each criterion 
is often hard to measure, and may be the basis of 
disagreement amongst a group of heterogeneous decision-
makers. Solving such problems is often described as a 
‘surprisingly difficult task’ [1]. Most GIS-based solution 
methods assume consensus among decision-makers [2] 
and have no capacity for dealing with conflicts, risks, and 
uncertainty based on the source data, thereby losing 
potentially important information in the aggregation 
phase.  
 
Fuzzy multiattribute methods have been widely used and 
recommended as decision-making tools [3-6], but have 
been largely overlooked in GIS applications. One possible 
reason for this is the need to avoid a large computational 
burden. In raster GIS the decision area may contain 
millions of cells, with each cell representing an alternative 
that will ideally be analyzed in a real-time interactive 
environment. Literature on fuzzy decision-making in a 
GIS environment has largely been based upon inference 
systems [7], non-compensatory methods [8], or the use of 
fuzzy sets to describe crisp utility functions [9]. There is 
therefore a need for a computationally efficient algorithm 
that maximizes information value while minimizing 
calculation time.  
 
This paper extends existing work in two ways. Firstly by 
providing an efficient algorithm to aid the selection of an 
optimal site that does not rely on consensus from 
decision-makers, and handles quantitative and linguistic 
uncertainty (quantitative uncertainty is defined here as 
uncertainty based on source data, and is separate from the 
linguistic uncertainty inherent in the vagueness of 
linguistic suitability assessments). Secondly, it provides 
the framework for a new interactive method of 
information dissemination to stakeholders affected by, but 
not directly responsible for, the site selection decision. 
 
 
2. Algorithm Design 
 
The linguistic approach to decision-making was chosen 
here because it has been shown to be an effective tool for 
modelling qualitative information in real world decision-
situations. For background on the linguistic approach see 
references [4-6, 10]. Linguistic processing provides an 
easy method for decision-makers to input preferences, and 
generates easily understandable natural language outputs. 
At a basic level the process used here consists of 
accepting linguistic inputs from decision-makers, 
performing an aggregation and deriving output 
parameters, and interactively exploring alternatives.  
 
The core components of a site selection problem are 
represented in the following notation: 
 
A = (A1,A2,……AI)     The set of I feasible 
alternatives 
C = (C1,C2,……CJ)        The set of J criteria 
D = (D1,D2,……DK) The set of K decision-makers 
Wk = (Wk1,Wk2,……WkJ) The set of criterion weights 
based on the kth decision-
maker’s preferences 
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N.B. Deriving the relevance matrix is ideally achieved via 
consensus, and should be based on the competency of a 
decision-maker to make assessments relating to each criterion. 
However it may also be derived via a non-weighted averaging of 
each decision-maker’s assessments of the competencies of 
others in the group.  
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2.1 Term set operations 
 
Four term sets are used for decision-maker input and 
linguistic outputs:  
 
T(S) site suitability terms (as triangular fuzzy 
numbers (TFN (a,b,c)) on [0,1]) 
T(W) terms for weighting of criteria and decision-
maker relevance (as crisp numbers on [0,1]) 
T(U) terms describing the level of uncertainty (as 
labels U0, Un,,….UN-1 , where N is the number of 
uniformly distributed, ordinal uncertainty terms) 
T(G)  terms for generating new suitability terms in 
T(S) and providing linguistic feedback (as crisp 
numbers on [0,1]) 
 
Herrera and Herrera-Viedma (2000) offer advice on 
choosing term sets, see [6]. Generally the sets will have an 
odd cardinality between five and nine, with the middle 
term centered on 0.5. Two operations are performed on 
the linguistic suitability terms prior to aggregation. The 
first is generation of new suitability terms to enable 
decision-makers to utilize context specific words and 
increase the resolution of the set. Secondly, uncertainty 
scaling of suitability terms provides a means to quantify 
uncertainty based on source data separate from the 
linguistic uncertainty of the suitability term.  
 
Term generation is facilitated by a hedging procedure that 
enables the addition of up to four new suitability terms to 
a set of around five primary terms, whilst still preserving 
the ordinal quality of the set. The first step in this process 
is choosing the term that will immediately precede the 
new term in utility. The semantic value of the new term 
will take the form of a TFN, with its center of gravity 
situated between this term and the next term above. The 
breakpoints of the new term are derived via Equation 1: 
gxxxx )(' −+− −+=    (1) 
Where: 
'x  is the value of the new breakpoint 
−x  is the value of the breakpoint in the lower term 
The matrix of relevance of the kth 
decision-makers opinion with respect 
to criterion j. (values are scaled after 
input so each criterions relevance 
values sum to 1) 
+x  is the value of the corresponding breakpoint in the  
      higher term 
g   is the generation term 
 
There are two types of uncertainty inherent in decision-
maker suitability assessments, linguistic and quantitative. 
Linguistic uncertainty is represented by the fuzziness of 
the primary suitability term (TFN(a,b,c)), whereas 
quantitative uncertainty is represented using the concept 
of a type-2 fuzzy set and its footprint of uncertainty 
(FOU) [11]. The FOU of the suitability term is defined 
here by moving vertices a and c of the primary TFN 
outwards to the boundary of [0,1], see Figure 1.  The 
expected value of the secondary membership function 
(2MF) for FOU points along the suitability axis will vary 
with the quantitative uncertainty assessment, with primary 
vertices a and c being reallocated to the point with the 
highest expected value, see Figure 2. These points are 
derived as follows:  
The matrix of criterion outcomes for 
alternative i and criterion j, based on 
decision-maker k’s suitability and 
uncertainty assessments. 
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Where: 
 
Supp is the width of the support of the new primary 
membership 
n is the term number chosen by the decision-maker 
from a set of N-1 uniformly distributed 
uncertainty terms 
 
The scaled term now envelops both suitability and 
quantitative uncertainty information in a type-1 fuzzy 
number, enabling the use of relatively simple type-1 
processing procedures whilst increasing information 
value.  
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Figure 2. The effect of uncertainty assessments on the 
primary MF 
 
Weighting coefficients may also be dynamic, whereby 
one criterion per decision-maker (Wjk j=1..J), and one 
decision-maker per criterion (Rjk k=1..K), may be deemed 
‘critically important’. This enables one set of criterion 
outcomes to outweigh all others combined, whilst still 
allowing other outcomes to contribute to the overall score. 
The weighting coefficient for critical importance is 
calculated prior to aggregation via Equation 5. 
∑
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Where: 
cW   is the critical weighting coefficient 
nW   is the static weight of factor n (the static weight 
of critical is 1) 
N     is the number of weights in the set 
 
The final step is to normalize all weights in the set by 
dividing by Wc. 
 
 
 
 
2.2 Information input 
 
Categorical criteria such as land use are easily classified 
using a suitability term scaled for uncertainty, however 
continuous variables such as proximity are difficult to 
represent via fuzzy terms without breaking the raw value 
into discrete categories. Here both the continuous nature 
of the variable and the fuzziness of its utility value are 
preserved using a fuzzification procedure. Decision-
makers classify points on the domain of the source 
variable according to their suitability and uncertainty, and 
values that lie at a point x, in between the classified 
points, are given a fuzzy rating as follows: ( )( )
lh
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x xx
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Where: 
Suppx is the width of the support of the suitability TFN 
at point x 
Supph is the width of the support of TFN (ah,bh,ch) at 
the next highest rated point 
Suppl is the width of the support of TFN (al,bl,cl) at 
next lowest rated point 
xh is the next highest rated point 
xl is the next lowest rated point 
 
 
2.3 Aggregation and Output Parameters 
 
The aggregation used here is based on fuzzy 
multiattribute decision-making theory. In order to process 
linguistic variables, procedures for performing arithmetic 
operations on the parameter based fuzzy numbers are 
needed. A comprehensive set of operations was developed 
by [4] and is used here. The aggregation uses inputs from 
all decision-makers, and each decision-maker’s 
assessments are weighted using the relevance matrix. This 
first aggregation is compensatory, as described by 
Equation 10. 
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Where: 
iS  is the suitability of alternative i. 
ijkO  is the criteria outcome for alternative i with 
relation to criterion j and decision-maker k, 
including quantitative uncertainty. 
jkR  is the relevance of decision-maker k’s opinion 
with respect to criterion j.  
jkW  is the weight assigned to criterion j by decision-
maker k 
The aggregation output is a fuzzy number representative 
of each alternative’s overall compensatory suitability. To 
enable the derivation of a linguistic rating for each 
alternative we carry out a simple score range 
normalisation using Equation 11.  
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Normalisation of TFN’s is accomplished by using crisp 
numbers for xmax and xmin, with xmin set to 0 and xmax set to 
cmax, the third breakpoint of the highest possible score 
using the defined weighting and relevance parameters in 
an aggregation.   
 
The method used here to rank fuzzy numbers is a scoring 
function that measures a TFN’s centre of gravity along 
the x-axis. For fuzzy numbers with a non-zero area the 
score is calculated using Equation 12. 
 
Rs(i) = Rs(TFN(a,b,c)) = 
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Where: 
Rs(i) is the suitability score for alternative i 
  
Rating a fuzzy number via a linguistic approximation is 
essentially a pattern recognition problem, solved by 
extracting a set of features for comparison. As the 
suitability set is ordinal we choose the score from 
Equation 12 as our feature for comparison when rating 
suitability, as shown in Equation 13:  
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Where: 
sl  is the linguistic suitability term approximation  
      operator 
ns  is the nth term in a set of N-1 suitability terms 
iS  is the overall suitability of alternative i as a TFN 
 
Risk is the probability of making a decision that does not 
satisfy all criteria according to some minimum standard. 
It is therefore apparent in alternatives that rate poorly on 
at least one criterion, and this may not be adequately 
represented in a compensatory aggregation procedure. A 
risk score is derived via Equation 14 and a linguistic 
assessment of risk for each alternative is generated using 
the result from Equation 14 in Equation 15: 
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Where: 
Rr(i)  is the risk score for alternative i 
MinO   is the minimum outcome required to eliminate 
risk (specified linguistically by decision-makers) 
rl   is the linguistic risk term approximation operator 
nr   is the nth element of a set of N-1 risk terms (we 
use the term generation term set here) 
∧  is the minimum operator 
 
Conflict occurs when an alternative is rated poorly and 
weighted highly on a criterion by one decision-maker, and 
is rated well, or weighted poorly on the same criterion by 
another decision-maker. Risk is a necessary but not 
sufficient condition for conflict, so the analysis is limited 
to those alternatives with a risk measure greater than zero. 
Conflict is assessed using Equation 16, and a linguistic 
assessment of the level of conflict is obtained in an 
identical way to that of Risk. Again the term generation 
terms are used. 
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Where: 
Rc(i) is the conflict score for alternative I 
nis sS =)(l  
The uncertainty score Ru(i) is the width of the support of 
the aggregated output, and uncertainty is rated 
linguistically by Equation 17. 
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Where: 
ul (i)  is the linguistic uncertainty 
approximation for alternative I 
U((ls(Si),un) is the TFN of the linguistic suitability 
term approximation for Si, scaled for 
uncertainty using un 
nu   is the nth term in a set of N-1 uncertainty 
terms 
 
 
2.4 Exploring alternatives 
 
Decision-makers can now decide which parameters are 
most important as they explore and reduce the set of 
feasible alternatives in an interactive, iterative process. 
Alternatives are reduced by selecting minimum standards 
for each of the four parameters or creating an overall 
adjusted suitability value via Equation 18. The adjusted 
suitability score is then used to generate an adjusted 
linguistic suitability rating using equation 13. Weighting 
of the four parameters is via consensus, or a non-weighted 
averaging of each decision-maker’s preferences, which 
enables a variety of non-compensatory outcomes to be 
generated. 
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Where: 
A(i) is the adjusted suitability value of alternative i 
ws is the weighting of the suitability score 
wu is the weighting of the uncertainty score 
wr is the weighting of the risk score 
wc is the weighting of the conflict score 
 
 
3. Implementation 
 
An implementation of the algorithm in ArcView GIS is 
used here to illustrate aspects of its practical application. 
Figures 3 and 4 show customized user forms for creating 
criterion outcome maps (Oijk i=1…I  where each raster cell 
is an alternative) from continuous and discrete 
(categorical) variables. 
 
Aggregation of outcome maps is performed to generate 
compensatory outcomes that can be adjusted to 
incorporate the derived risk, conflict and uncertainty 
assessments. To illustrate the underlying semantic values 
obtained, compensatory suitability outcomes for five 
alternatives in a three criteria, three decision-maker 
problem are shown in Figure 5. Compensatory and 
adjusted suitability are given in Table1. 
 
Interactive alternative exploration is shown in Figure 6. 
Users can view the decision area as a regular map or use 
raster maps of criterion outcomes or aggregated 
suitability. Clicking on a particular location produces a 
natural language analysis of its corresponding raster cell 
in terms of criterion outcomes, conflicts, risks, 
uncertainty, and compensatory and adjusted aggregated 
suitability.  
 
 
Figure 3. Fuzzifying a continuous variable 
 
 
Figure 4. Classifying categorical variables 
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Figure 5. Semantic values for compensatory suitability 
Table 1. Compensatory and adjusted outcomes 
 
Compensatory 
Rank Compensatory Suitability Uncertainty 
A1 2 Good Certain 
A2 4 Indifferent Uncertain 
A3 1 Good Totally certain 
A4 3 Indifferent Certain 
A5 5 Bad Moderately certain
Wgts  Moderately important Irrelevant 
 
 Risk 
 
Conflict 
Adjusted 
Suitability 
Adjusted 
Rank 
A1 Zero Zero Good 1 
A2 Zero Zero Good 2 
A3 Very large Large Indifferent 3 
A4 Large Very large Indifferent 5 
A5  Very Large Medium Indifferent 4 
Wgts Unimportant Important   
 
 
 
Figure 6. Alternative exploration 
 
 
4. Conclusions 
 
This paper has presented a computationally efficient 
algorithm for multi-criteria, multi-decision-maker site 
selection problems under linguistic and quantitative 
uncertainty, and outlined its implementation in ArcView 
GIS. Whilst the algorithm makes computationally 
deriving a solution from input data possible, it’s major 
strength is the high information value of outputs. In real 
world site-selection problems there is often no perfect 
way to mathematically derive a solution, so a focus on an 
interactive exploration of alternative outcomes, 
particularly conflicts, is perhaps the best way to support 
decision-makers in their task.  
 
An intelligent, interactive, geographic, point and click 
environment to explore alternative outcomes in several 
dimensions could also play a useful role in information 
sharing amongst stakeholder groups. Simple queries could 
be answered automatically, enabling stakeholders to 
develop a more comprehensive understanding of how 
each criterion effects the decision before engaging in 
direct contact. Such an information system made available 
via the Internet has potential to enhance any public 
consultation process and help to create a meaningful 
dialogue between participants.   
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