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Abstract-The stability of two-dimensional interpolating polynomials as the interpolation points coalesce is 
discussed. The results are applied to finite element bases for curved elements and a large class of such 
bases are shown to be singular as the curved sides degenerate to straight sides. It is shown that forcing the 
nodes to coalesce along certain paths can overcome part of the singularity in the sense that the limit of the 
interpolant is well defined though certain of the individual basis functions may still be singular. Finally, a 
basis is constructed which results in total stability as the element degenerates. 
PART I. TWO-DIMENSIONAL INTERPOLATION 
INTRODUCTION 
In the finite element method for regions with curved boundaries a mesh is imposed which 
results in elements bordering the boundary having at least one curved side. There is a wide 
variety of basis functions defined on such elements which one could use; the choice depending 
on whether one decides to do Lagrange or Hermite interpolation, and also on the required order 
of the basis. Isoparametric transformation methods could be used or, if better than first order 
accuracy were desired, direct methods or high order transformation methods. Whatever method 
is chosen it is reasonable to assume that it would be desirable to employ the same basis in all 
the elements bordering the boundary. As one moves round the boundary the degree of 
distortion of the curved side from its straight line counterpart will vary. If the radius of 
curvature of the boundary moves continuously from some finite value to infinity, the curved 
side of the elements change continuously to straight lines. For a straight-sided element one 
would not use a basis designed for a curved element. The two bases are constructed in different 
ways and indeed are usually of a different dimension. In the discussions of basis construction 
for curved elements most authors have considered a fixed element and have not 
considered what happens to the basis as the element changes hape in such a way that the 
curved sides become straight sides. It is with this situation that we will be concerned and will 
attempt to answer the questions: “Are the basis functions defined in the limit?‘; “Is the 
interpolant defined in the limit ?” We will see that for many bases the answer to both questions 
is “no”. However, by choosing the nodes carefully we can produce an interpolant which is well 
defined in the limit and thus the methods again become viable. We will discuss a popular 
example but hope the arguments are sufficiently clear as to comprise a method by which any 
basis could be examined. Thus, though the arguments are followed through in a single example, 
the ideas behind them are of more general application. We will start by making a conceptual 
link with a one-dimensional problem. 
One-dimensional interpolation 
Consider Lagrange interpolation in one dimension. It is well known (see, e.g. Davis [ 11) that 
the interpolation problem with polynomials of degree n at n + 1 distinct points has a unique 
solution. The system is said to be unisolvent and, further, as two points coalesce, the 
interpolant is well defined interpolating function value and first derivative at the point where 
coalescence has taken place. This situation is well known and well understood but for the 
purpose of drawing analogies with the two-dimensional problem we will isolate certain 
processes in the one-dimensional case. 
249 
250 ROBIN J. Y. MCLEOD 
1. As the geometry changes from the distinct to the coalesced state the bases at every stage 
are polynomials of degree n. The limit of the basis then a polynomial of degree n. 
2. The interpolating conditions (or linear functionals) are changing as the geometry changes 
and have a well defined limit. 
Thinking of the basis plus the linear functionals as comprising a “state”, we have: 
3. Starting from some initial state which possesses the finite interpolation property does the 
limiting state also possess this property? For interpolation on the real line the answer is 
yes, but the two-dimensional case is not as straightforward as we shall now see. 
Two-dimensional interpolation 
In immediate contrast o the one-dimensional case we do not have unisolvence in the plane. 
This result is given by Haar’s theorem[l] which we quote in its two-dimensional form. 
THEOREM 1 (Haar). Let S be a point set in Euclidean two-space. Suppose that S contains an 
interior point p. Let cfi(X, y)}, i = 1,2,. . . , n, n > 1, be defined on S and continuous in a 
neighbourhood of p. Then this set of functions cannot be unisolvent on S. 
Other useful results worth quoting are the following. 
Let X be a vector space of dimension  and let L,, L2,. . . , L, be linear functionals defined 
on X. For a given set of values wl, w2,. . . , w,, the interpolation problem is to find an x E X 
such that 
L;(X)= Wi, i = 1,2, . . . , n. 
THEOREM 2. Let xl, x2, . . . ,x,, be independent in X and L,, L2,. . . , L, be independent in the 
conjugate space X*, then 
ILiCXj>l # 09 
where IAijI denotes the determinant of the matrix [Aij]. 
THEOREM 3. The interpolation problem possesses a unique solution for arbitrary values 
Wl,W2,..., w, if and only if Lr, Lz, . . . , L, are independent in X*. Such a system is said to 
possess the finite interpolation property. 
THEOREM 4 (Bezout). If two curves of orders m and n have more than mn common points, they 
have a common component. 
We note here that the common points must be counted with the appropriate multiplicities 
and refer the reader unfamiliar with the related algebraic geometry to Walker’s excellent 
introductory book[7]. The above theorems are standard results and permit the following 
corollary, which is significant enough for us to be given as a theorem. 
THEOREM 5. Let P”(x, y) be the space of polynomials of degree n in the independent variables x 
and y. Consider pointwise interpolation in P,,(x, y) at (1/2)(n + 2)(n + 1) distinct points (i.e. 
Licf(X, y)) = f(xi, yi)). If any subset of (m/2)(3 + 2n - m) + 1 points lie on a unique curve of 
degree m then the finite interpolation problem does not have a unique solution for arbitrary 
values. 
Proof. Let (m/2)(3 + 2n -m) + 1 points lie on a curve of degree m. The remaining [(n - 
m)(n -m +3)/2] points in most general position determine a curve of degree (n -m). The 
product of the polynomials corresponding to these two curves defines a polynomial of degree n 
which interpolates the homogeneous conditions. Hence, for any basis {zi} of P, (x, y), ILi(Zi)l = 0 
and by theorems 2 and 3 we obtain the desired result. 
This theorem also applies to Hermite interpolation where the interpolation of the zero 
values for function and partial derivatives up to order k - 1, say, is equivalent to an algebraic urve 
having a k-fold point. We illustrate theorem 5 with an example, but first let us introduce some 
notation. 
Let A,B,C,D ,... etc. be points in the plane, and let (A;B) denote the polynomial of 
minimal degree defined by the algebraic urve through A and B, (A; B; C; D; E) the polynomial 
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defined by the algebraic urve through A, B, C, D and E, etc. Note that these two examples 
would be linear and quadratic polynomials respectively. Let (A; B)D denote the polynomial 
(A; B) normalised to have unit value at D. Note that (A; B)c and (A; B; C; D; E)F would, in 
general, be unique whereas (A; B; C), would not since the minimal degree is 2 but there still 
remains a two parameter family of such polynomials. 
Example. Let A, B and C be colinear points in the plane D, E and F also in the plane such 
that the six points do not lie on a conic and the only subset of three or more points which lie on 
a line are A, B and C, (Fig. 1). Consider pointwise interpolation of function value at these six 
points, first partial derivatives at points A, C and F and second partial derivatives at A. This 
gives fifteen conditions and we seek a solution in P4(x, y). By theorem 5, the finite interpolation 
problem does not have a unique solution for arbitrary values since the system is equivalent o 
having six points lying on the line AC. This can be argued in the following way. Interpolating 
the homogeneous conditions is equivalent o having a quartic curve with a triple point at A, 
double points at C and F and also passing through points B, D and E. Points A, B and C lie on 
a line, hence the quartic and the line have six points in common. By B&out’s theorem they 
have a common component which must be (A; C). Similarly, the quartic has a component 
(A; F) and hence the quartic (A; C)(A; F)(A; C; D; E; F) is a non-zero polynomial belonging 
to Ps(x, y) which interpolates the homogeneous conditions. The problem does not therefore 
have a unique solution for arbitrary values. If we now interpolate function value only at C but 
function value and first partial derivatives at D we have a significantly different situation. We 
can no longer apply theorem 5 and theorems 2, 3 and 4 show us that we have a unique 
interpolant for arbitrary values, viz. interpolating the homogeneous conditions implies that the 
quartic has components (A; C), (A; F) and (A; D) (theorem 4). There must be an additional 
factor which is zero when evaluated at D, E and F. This factor cannot be linear (since D, E and 
F are not colinear) and hence the only polynomial in P4(x, y) which interpolates the homo- 
geneous conditions is the zero polynomial. Theorems 2 and 3 give us the required result. 
Limits 
Consider polynomial interpolation in P.(x, y) of a differentiable function u(x, y). We will let 
Li, i = 1,2,. . . , N, (N = (l/2)@ + 2)(n + I)), be linear functionals defined on P.(x, y), and fi, 
i=l,2,... , N, be a basis for P.(x, y). When the system possesses the finite interpolation 
property then a normalised set of basis functions can be constructed and then any polynomial 
in Pn(x, y) can be written in the form 
qn (X9 Y) = $ Lit% (Xi9 Yi)Mt& Y ). 
If we have Lagrange interpolation then the system has the finite interpolation property if the 
points do not lie on an algebraic urve of degree n but does not have this property if they do. If 
the points move from positions not on a curve of degree n to positions on such a curve Cm, say, 
while remaining distinct, then the only functions for which a unique interpolant exists in the 
limit will be those functions which have zero value at the limit points and zero limit value along 
each curve of approach. Such a restricted class is of little interest and we conclude that in 
F 
0 
o* 
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Fig. I. Points A, B and C are colinear. Function value is interpolated at the six points, first partial 
derivatives at points A, C and F, and second partial derivatives at A. 
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does not exist. This extends, using the idea of multiple points, to Hermite interpolation. The 
significance is that in the limit the linear functionals are dependent. We have thus shown a 
simple though significant result. 
THEOREM 6. If the points remain distinct in the limit then the limiting state does not possess the 
finite interpolation property. 
We will see later that this simple result will mean that we must place severe restrictions on 
the way we choose our nodes for the basis functions in the finite element method, which is, 
after all, a particular type of interpolation problem. Continuing, for the moment, with standard 
Lagrange or Hermite interpolation in the plane, we see that it is necessary to have points 
coalescing in the limit. In this situation it is obvious that the normalised basis functions for the 
interpolant will become singular in the limit though perhaps the interpolant will have a well 
defined limit. Disregarding for the moment he implication of the remaining interpolation points 
and conditions, consider Lagrange interpolation at two points denoted by 1 and m respectively. 
Assume that for some initial state the system possesses the finite interpolation property. Now 
let I coalesce with m along a differentiable path with local parameterisation given by x = XC?), 
y = Y(i), see Fig. 2. 
Let i = 0 correspond to point I and let point m correspond to parameter value t. Let 4(x, y) 
be a normalised basis function corresponding to some point other than I or m. Let 
w-) = WG), Y(i)). 
Then +(O) = q?(t) =O, therefore 3s E(0, t) such that (d$/dt)(s) = 0, by the Mean Value 
Theorem. Therefore 
\$ s = 0. 
Therefore in the limit, 4(x, y) satisfies the interpolation conditions, 
dc%n, Ym) = 0, V4(X”, Yin) * t = 0, 
where (x,,,, y,,,) are the coordinates of m and t is the vector given by 
Lim (Ji, ~‘) 
t+l (X2 + liy ’ 
Fig. 2. Point I coalesces with point m as t -0. ‘!‘he path of approach is given by x = X(i), y = Y(i). Point 
m corresponds to 1 = 0 and point I to i = t. 
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where ’ represents d/dt. Hence 4 is well defined in the limit but will have different interpolation 
properties. The basis functions corresponding to points I or m however, will not be well defined 
in the limit and we examine the corresponding interpolant. 
Let $J(x, y) and &(x, y) denote the normalised basis functions corresponding to points 1 
and m respectively. The part of the interpolant o the function u(x, y) due to these basis 
functions is 
z = uh YIMX, Y) + wn, Ym)#Jm(X, Y), 
or, for brevity, u&J + u,,&,,. Considering u, restricted to the curve of approach, as a function of 
the parameter t, we write Z in the form 
where P, = (du/dt)l,, and p is a point on the curve of approach somewhere between 1 and m. 
Let 4J + do,,, = TJ and tc#tl =p. By application of the mean value theorem we see that in the 
limit n and p satisfy the conditions 
770 = 1, P(O) = 0, i(O) = 0, P(O) = 1, 
and hence, though certain of the basis functions are singular in the limit, the limit of the 
interpolant may be well defined. This is the analogy to the one-dimensional situation referred to 
earlier. We now have an interpretation of the limiting interpolation problem which we can use 
to examine the existence of well defined basis functions for the finite element interpolation 
problem for though we know the limiting conditions we must consider each particular space of 
functions before we can determine whether or not the resulting system possesses the finite 
interpolation property which is a necessary requirement of a finite element basis. We can 
extend the above result to the case where derivatives are also interpolated. 
Let function value and derivatives up to and including order .Z be interpolated at I and 
including order Z at m. Assume Z 2 .Z (for .Z > Z the argument is reversed though the result is 
the same). This gives a total of (l/2)(1 + 2)(Z + 1) + (1/2)(.Z +2)(.Z + 1) conditions. Denote the 
corresponding linear functionals by LJJ and MiJ where 
L0d.f) = fh Yr) 
a’-j+‘f(xl, YI) afj-‘(s, Yr) 
Ljcf) = axi-j+l ay’-1 ’ 
i=l,2,...,.Z; j = 1,2,. . . , (i + l), 
M..cf) = a’-“‘f(&m Ym) a~‘-‘(&I, Ym)
1' axi-i+J ayj-1 9 i=i 2 9 ,**-9Z; j = 1,2,. . . , (i + l), 
and (aOf/ax”) = @‘flay’) = 1. Let I and m be connected by a differentiable path given 
parametrically by x = X(i), y = Y(i), let I correspond to i = t and m to i= 0, and define the 
(1/2)(.Z +2)(.Z + 1) linear functionals ZVJJ by 
dK 
NijW = p (Mjcf)), i=o,1,2 ,..., Z, j = 1,2,. . . , (i + l), 
where K = Z + .Z - 2i + 1. If the interpolant exists in the limit as 1 coalesces with m, then 
THEOREM 7. It can be shown that 
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when the basis functions $ir, 8rr, I(lii and xii are such that 
Lij(+ob) = 1 if u = i, b = j, and 0 otherwise 
&(%b) = 0 
Mi(hb) = MjCyob) = 0 
Mij($‘ob) = Mij(Oob) = 1 if a = i, b = j, and 0 otherwise 
Nij($ab) = 0 
Mjhab) = 1 if ll = i, b = j, and 0 otherwise. 
Proof. Considering, basis functions for points other than I or m let f(x, y) interpolate the 
homogeneous conditions at 1 and m and consider Z$cf). Let f(t) = f(x(t), y(t)) then since I 2 _Z, 
3si E (0, t) such that 
If i <J, 3-z E (0, sl) and q2 E (~1, t) 
@ ~xw+’ d2 ( ai? f(r2) -$Zf f(r2)) = $ (,f.!;_, j(q2) -5 j(q2)) =0. 
Therefore, 3s~ E (r2, q2) such that 
9 ,jxl-J+l d3 ( aiY” f(sd-$ j(s3)) =o 
Continuing in this way we get, by Rolle’s theorem, 3S2(,-i)+l E (0, t) such that 
dz(J-i)+l 
dt2U-i)+1 ( $$&I ftS2(I-i)+t) T$f j(S2(,-i)+l)) = 0. 
Now if J < 1, 3S2(,-i,+2 E (0, S2o-i)+i) such that 
Continuing in this way we get 3st E (0, t) such that 
where k=Z+.Z-2i+l. 
As 1+ m, t + es& + 0, hence in the limit Nrrcf) = 0. 
We must now consider that part of the interpolant due to interpolation of the non- 
homogeneous conditions at points I and m. We can assume a normalised basis for this and write 
this part of the interpolant as 
Expanding &r(U) about m we get 
Lij(U) = Mir(u) + t $ Mij(u) +. 
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where p E (0, t). 
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1 = i=Jy+‘) Mij(U)(Bij + Oij) +‘=‘y+‘) Mij(U)$ 
i=O.j=l i=J+l,j=l 
Put 8ij + 4ij = $ij, i = 0, 1, . . . , .I, j = 1,2, . . . , (i + 1). Then 
if a = i, b = j, 
= 0, otherwise. 
Let 0, = $ij, i = J + 1,. . . , I, j = 1,2,. . . , (i + l), then in the limit we have 
Nij($&)=O, U=O,l,..., Z, i=O,l,..., J, 
b, j = 1,2,. . . , (i + 1). 
NOW since ZMij(4ob) = 0 and Lij(dab) = 0 for (u, b) # (i, j), we get, in the limit 
Nij(4ob) = 0, for (a, b) # 6, i). 
Also 
unless Q Q k. 
Continuing these two relationships we see that the only non-zero limit must come from the 
term 
=k! 
Put xii = (tk/k !)dij and then in the limit we have 
Mjkab)=l ifa=i,b=j, 
= 0 otherwise, 
and hence if the limit of the interpolant is well defined we have a normalised basis interpolating 
the conditions given by the linear functionals 
Mij, i=O,l,..., Z, j=1,2,...,(i+l), 
N;j, i=O,l,..., .Z, j=1,2,...,(i+l). 
Example. Consider interpolation of function value and first partial derivatives at two points 
I and m. This gives the six conditions I&, y,), u(x,,,, y,), (au/%x)(xr, yI), (&/8x)(x,, y,,,), 
(~u/~Y)(x,, YI) and (au/ay)(x,, y,,,). From theorem 7 the limiting conditions are 4x,,,, y,), 
(auZax)(x,, Ymh (au/ay)(&, Y,), (d3u/dt’)(x,, y,), (dldt)[(au/ax)(x,,,, y ,)] and (dldtMM8y) 
(x,,,, ym)l. With six degrees of freedom at a single point one would normally like to interpolate 
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function value and partial derivatives up to and including second order. One may then have 
wished the limiting condition (d2/dt2#u(x,,,, y )] in place of (d’/df’)[u(x,, ym)l in an attempt o 
obtain the three second order partial derivatives. However, were this the case the conditions 
would not be linearly independent, viz.: assume, without loss of generality that the tangent o 
the path of approach at coalescence is in the direction of the x-axis. Then 
and 
d d -3_ 
dt dx 
d2 
Jp4xm, YmN = a~(Xm,Ym)+12~(xm,Ym) 
and is therefore linearly dependent on (d/dt)(au/Jx)(x,, y,)] and (&/8x)(x,, y,,,). It would then 
be impossible to fmd any basis which would result in the system possessing the finite 
interpolation property. 
Determination of the limiting interpolation conditions does not guarantee a solution, for 
once we restrict our attention to a particular space of basis functions we may find that the limit 
state still has no unique solution for arbitrary values. For example, consider the simple situation 
in which we attempt o interpolate function value at three non-colinear points A, B and C, 
restricting ourselves to linear polynomials. This system possesses the finite interpolation 
property. Now let C coalesce with B along a path whose tangent at B is in a direction parallel 
to Al?. It is then impossible to find a linear polynomial which is zero at A, zero at B and has 
non-zero slope in the direction AB. Coalescence in any other direction would result in a well 
posed limiting interpolation problem. Similarly with function value interpolated at six points not 
on a conic (Fig. 3), the system comprising these conditions and second degree polynomials 
possesses the finite interpolation property. Any five of the six points determine a conic and 
hence a tangent direction at each of the five points. If the sixth point coalesces with one of 
these along this direction then the limiting system will not possess the finite interpolation 
property. However, for any finite interpolation problem there can only be a finite number of. 
such degenerate directions and hence an infinite number of non-degenerate ones. 
Several points coalescing 
The preceding ideas can be applied to the situation of several points coalescing. This will be 
the case of most applicability to finite element bases for curved elements. We will illustrate by a 
simple example. 
Fig. 3. Points A, 8, C, D and E determine a unique conic. If we are interpolating in Pz(x, y) and F 
coalesces with E along a path which is tangential to the conic at F, then the limit state does not possess the 
finite interpolation property. 
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Fig. 4. Points A, 8, C and D are given by (- t, t2), (t”‘, t), (sin 1, t) and (r2 - r2) respectively, and coalesce 
at t = 0. E has coordinates (I, 2). 
Let points A, B, C and D in Fig. 4 be given by the coordinates (- 1, t*), (t3’*, t), (sin t, t) and 
(t*, - t*) respectively. Let function value and derivatives up to and including second order be 
interpolated at A, and function value only at points B, C and D. Let function value be 
interpolated at a fifth point with coordinates (1,2). Points A, B, C and D coalesce at t = 0 and 
we can determine the limiting interpolating conditions as follows. 
Point B coalesces with point A in a direction given by 
lim 
(t”* + t, t - t*) 
1a [(P + ty + (t - Y2)21m =(l* *I* 
The rate of coalescence is O(t). 
From theorem 7, the limiting interpolating conditions would be U, u,, u,, u,, u,,, uYY and 
[(a/ax) + (a/ay)13u. Similarly, points C and A coalesce in a direction given by (2,l) giving an 
additional condition of [2(8/8x) + (8/8y)13u. Finally, points D and A coalesce along (LO) giving 
[(a/ax) + 013u. The final limiting interpolating conditions are then u, uxr uY, uu, uXY, uyy, uux, 
3umY -t 3uXYY + u,,, and 12u,, + 6uXYY +u,,,. 
This does not imply that the limit of all interpolants interpolating the initial conditions will 
interpolate these new conditions in the limit, for the limit of the interpolant may not exist. If, 
however, it does exist then it will interpolate the limit conditions. The existence depends not 
only on the limit conditions but also on the functions used to attempt he interpolation. 
Let 4(x, y) E P~(x, y). For t # 0, let 4(x, y) interpolate the homogeneous condition at points 
A, B, C and D and the unit condition at point (1,2). Then 4(x, y) is given uniquely by 
~(x 
, 
y) = [(y - t2)(t3’* +t) - (x + t)(t - t*)][(y - t*)(sin t + t) - (x + t)(t - t*)l 
[(2 - t2)(t3’* +t) - (1 + t)(t - t*)][(2 - t*)(sin t + t) - (I+ t)(t - t*)] 
x [(y - t*)(t* + t) - (x + t)(- 2?)] 
[(2 - t*)(t* + t) - (1 + t)(- 2t9 . 
3 xy* x*y 
F$ t$(x, y) =$-T+T. 
The limit does exist and interpolates the limiting conditions 
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4(1.2)= 1, 
m 0) = (#4lO) = 4,(&O) = &x(&O) = hy(O, 0) = 4,,(0,0) 
= ‘&xx (0, 0) = 0, 
41x,co,o,=;, 4xyy(O,O)=-1, 4,,,(0,0)=2. 
Therefore, 
and 
3440,O) + 36*,,(0,0) + 4yyy(O, 0) = 0, 
12440,O) + 6440,O) + &JO, 0) = 0. 
Had 4(x, y) interpolated the unit condition at (1, 0), say, instead of (1,2), then the limit, lim,a 
would not have existed. 
PART II. APPLICATION TO NODE SELECTION 
The construction of basis functions for curved elements has been discussed in the 
literature[24,6]. The required number of nodes and their positions have been determined. For 
a given element which comprises traight sides and sides which are “definitely curved”, there is 
no problem in constructing suitable basis functions. We will be concerned here with the case 
where the curved side is almost straight. We would like to be able to deal with this case as it is 
one which is likely to occur as one moves round the smooth boundary of a region which has a 
curved part and a straight part. We would like to have an interpolant which is non-singular in 
the limit. Ideally, we would like to have the individual basis functions non-singular in the limit. 
We note here that singularities under this type of change can occur without the use of curved 
elements: the isoparametric eight node quadrilateral element becomes ingular as it degenerates 
into a triangle. The reason for this is exactly that of the first section, viz. three nodes not on a 
line degenerate in the limit to positions where they do lie on a line. It is then impossible to have 
a linear polynomial with zero value at two of the points and non-zero value at the third. We also 
note that this is a special case of an eight node element with two straight sides and a conic third 
side where the conic is the product of two straight lines. The isoparametric eight node 
quadrilateral element is first order though second-order eight-node bases for the same shape 
exist ([6], pp. N-182]. We will discuss by way of example ight-node second-order bases for the 
element bounded by two straight sides and a conic arc. Singularities can occur in several ways and 
we attempt o clarify our terminology. 
We think of a “state” as comprising a particular element geometry, a particular set of nodes 
and a corresponding basis. We assume that one state is changing to another by continuous 
deformation of the element geometry and by continuous and differential movement of the 
nodes. We assume further that the final state is of no higher order, and usually lower order, 
than the original state, specifically a conic degenerating to a line. As the geometry and nodes 
change so will the corresponding basis. It may happen that in the limit as we approach the final 
state each of the basis functions is well defined. Hence the entire basis is well defined, the 
interpolant is well defined and there will be no problem of stability in the limiting process. 
However for most high order bases for curved elements (and certain straight-sided ones) and 
for some first order bases, some of the basis functions are ill-defined in the limit. This situation 
is slightly analogous to the coalescing of points in one-dimensional Lagrange interpolation. 
Though some of the individual basis functions are singular in the limit the interpolant o some 
suitably differentiable function may exist. This then would provide an interpretation of the 
interpolation as one state degenerates to another ([6], pp. 37-39) and would give us a suitable 
mathematical formulation to use for the limiting case. However, it is most likely that not only 
will the individual basis functions be singular in the limit but the interpolant also will be 
ill-defined. This would lead to an unstable numerical method for “close to” limiting cases and a 
situation one would like to avoid. 
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One simple and practical, if unaesthetic, way of avoiding this dilliculty is to change bases 
from one suitable to a curved element o one for a straight-sided element as the curve becomes 
close to a straight line[5]. This is slightly analogous to changing from interpolation in P,(x) to 
interpolation in P,_,(x) as two points coalesce in one dimension. That is, we would not seek a 
limit in the original interpolating space but change spaces as we approach the limit. This is a 
discontinuous process and not the procedure we will discuss here. Here we will discuss the 
situation where one attempts to find a limit. 
If each basis function is well-defined in the limit we will call the bases “limit stable”. If the 
interpolant is well-defined in the limit, but at least one of the individual basis functions is not, 
we will call the bases “limit consistent”. If the interpolant is singular in the limit we will call the 
corresponding basis “limit unstable”. We will see that the most obvious choices of nodes lead 
to limit unstable bases but by careful node selection limit consistent bases can be produced. 
Finally, we will construct a limit stable bases. 
Rather than attempt o list results for all the likely elements and bases, we will outline a 
technique by which each case can be examined. This approach has the advantage that the 
particular situation chosen, for example, will be simple while the technique will still be 
applicable for much more complex elements and bases, and could be used in the future 
development of further bases. The steps in the analysis can be summarised as follows. 
Find the limiting functional form of the basis functions. At this stage we will not be 
concerned about normalising constants for these are only of concern when one is actually 
attempting the interpolation. This defines the limit bases one will be using in the 
interpolation attempt. 
Determine whether the interpolation problem defined by the limit basis and the limit 
interpolating conditions has a solution. We will see that in general this will not be the 
case, i.e. we have a limit unstable situation. 
Determine whether there is a set of interpolating conditions such that the interpolation 
problem defined by these conditions together with the limit bases, has a unique solution. 
There may be several such sets. 
A suitable choice of interpolating conditions is also governed by the fact that the original 
set must tend to this suitable final set as the element deforms to its final state. The nodes 
must then be selected in such a way that these final conditions are obtained from the 
original ones by continuous deformation of the element o its final state. 
The isoparametric six node degree one basis for the element comprising two straight sides 
and a parabolic one is well known to be limit stable. The four node rational basis counterpart 
has also been shown to be limit stable[6]. It is instructive, however, to reprove this from the 
viewpoint of the previous sections. The node placement is shown in Fig. 5. Let A be the point 
Fig. 5. Node positions for a first order basis for the element bounded by two straight sides and a conic arc. 
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where the line 12 again meets the conic and let B be the point where the line 13 again meets the 
conic. Let the conic be given by f(x, y) = 0. Then the rational basis is given by 
wZ(x y) = (1; 3)2(4, A)z 
9 
(A; B)2 
w3Cx, yj = (1; 2)3(‘t @3. 
(A;@3 ’ 
w,Cx yj = (1; 2)4(1; 314 
’ (A;Bh ’ 
Now, as shown by Wachspress in [6], as the curve degenerates to the line (2; 3), the lines (4; A) 
and (4; I?) approach the lines through 4 parallel to (1,2) and (1,3), respectively, i.e. y - Y = 0 
and x -X = 0 in our Fig. 5. The line (A; B) approaches the line at infinity. Hence the limiting 
functional form of the basis spans { 1, x, y, xy}. Now the limiting interpolating conditions are the 
same, viz. function value interpolation at four distinct points in the plane. There is a unique 
solution to this interpolation problem since the four points thus defined do not lie on a curve of 
the form olxy + px + yy + 6 = 0. Hence the four node rational basis is limit stable. 
This, however, is the exception rather than the rule. For high order bases for curved 
elements extra nodes must be introduced on the curved sides. The normalisation of the basis 
functions then demands that a basis function association with a particular node on a curved side 
is zero at all other nodes on that curved side. A way of constructing such a function has been 
given by Wachspress and is intimately connected with the construction of what is called the 
“adjacent” factor for a particular node, i say. This is the unique minimal degree polynomial 
which is zero at all nodes on the curved side except the two vertex nodes and node i. It is also 
zero at a predetermined number of interior nodes. Also following Wachspress’s terminology we 
define a polycon to be a closed figure in the real plane bounded by lines and tonics. We then 
have the following result. 
THEOREM 8. If all nodes remain distinct as the curve degenerates to a line, then any bases of 
order k for polycons, using the minimal adjacent factor can only be limit stable if k = 1. 
Proof. We have shown that if k = 1 then there exists a limit stable basis. 
Let k > 1. There are 2k - 1 nodes between vertices on each conic arc. The adjacent factor 
for node i say, is a polynomial of degree k - 1 which is zero at the remaining 2k - 2 of these 
nodes and at an additional [(k - l)(k - 2)/2] interior nodes. Let one of the tonics degenerate to a 
line. Then since the nodes remain distinct the adjacent polynomial of degree k - 1 now has 
2k - 2 zeros on the line. By Theorem 4, the polynomial must have the linear form of the line as 
a factor and hence is also zero at node i. The corresponding basis function is function is 
singular and the basis cannot be limit stable. 
X P 
Fig. 6. Node positions for a second order basis for the element bounded by two straight sides and a conic 
arc. The triangle in the p, q plane is mapped onto the element in the x, y plane by the transformation 
x = WP. 4), Y = Y@, 4). 
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We will now discuss a particular case of some importance in greater detail. 
In Fig. 6 let the conic (3; 7; 4; 8; 5) be given by 
j(x,y)=ax*+bxy+cy*-(l+a)x-(l+c)y+l=O. (2) 
Let (0, l/c) be denoted by point 9 and (l/a, 0) by point 10. Let the triangle 1,3,5 in the p, q 
plane be mapped onto the curved element 1,3,5 in the x, y plane by a transformation 
x = x(P, q), Y = y(P, q), (3) 
where p = 0+x = 0 and y = q, and q = OJy = 0 and x = p, and the transformation reduces to 
the identity when the curve j(x, y) = 0 reduces to the line 1 -X - y = 0. Let ‘I):(X, y), i = 
1,2,... ,6, be quadratic polynomials defined by 
Ti(Xj, Yj) = &j, i,j=l,2 6. ,***, (4) 
Then two examples of high order bases are: 
1. Rational basis [6]: 
w,(x 
7 
y) = j(x, ~)(2; 6)1; 
(9; 1O)l 
W2(x* Y) = (9; ;&o$;, y2) ; 
w (x y) = x(2; 7; 4; 8; 10)s. 
3 * (9; IO)3 ' 
Wx,y)=g@; 
Ws(x, Y) = 
y(4;7;6;8;%. 
(9; 10)s ’ 
Yf(X, Y) 
w6(x’ ‘) = (9; 10),&x6, ye) ’
XY (4; 8)7 
W7(x, Y) = (9; ; 
xy(4; 7)s 
Ws(x* Y) = (9; 10)* .
2. High order transjomation [3]. 
w,(X, y,p,q)= T,(X, y)- 7-1(x7, y7)w7(x, Y,P,q)- Tl(x8, YE)~S(x~Y~~~d~ 
w,(X, y,p,q)= T2(x,y)- T2(x7. y7)w7(x,%P,4)- T2(x8, YS)wS(xv YIP, 4); 
w,(X, y,p,q)= T3(x, y)- T3(x7, Y7)w7(x, Y,P, q)- T3(xS, Y8)w8(x~ Y,Pt 4); 
w,(X, j’,p,q)= T4(x,y)- T4(x7, y7)w7(x, Y,!h q)- T4(xS, YS)wS(xv Y,?h 4); 
w5(X,J',p,q)= T5(x, j’)- TS(x7, y7)w7(x, Y,P, d- TS(x8, YS)wS(x9 hP,d; 
w,(x,y,p,q)= ?-6(x,y)- T6(x7,y7)w7(x,Y,p,d- T6(x8, Y8)w8(x~ Y.P14); 
w7(x, y, p, 4) = F; w& y, p, 4) = e 
where (4; 8)7 and (4; 7)8 are linear in x, y. 
Both these bases employ the minimal adjacent factor; for the nodes on the curved side this 
is the linear polynomial defined by two of the three non-vertex nodes. 
As the curve j(x, y) = 0 degenerates to the line 1 -x - y = 0, the line (9; 10) = 0 goes to the 
line at infinity. The linear forms (4; 7), (4; 8) and (7; 8) all degenerate to 1 -x - y. The quadratic 
(2: 7; 4; 8; 10) becomes y( 1 -x - y) and the quadratic (4; 7; 6; 8; 9) becomes x(1 - x - y). 
These degenerations cause singularities in the rational basis since, for example, there is no 
linear form which is zero at points 4 and 7 without also being zero at points 3, 8 and 5. 
The limiting functional forms of the basis functions all have a factor 1 -x - y and it is 
impossible that the basis could span even a constant. The High Order Transformation basis 
suffers from exactly the same singularities and both bases are limit unstable. 
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This undesirable situation is a result of the limiting form of the adjacent factors. The 
foregoing suggests that node coalescence may provide a limit consistent basis for this would 
alter both the limit conditions and the limiting form of the basis. The desirable situation would 
be to force coalescence of the three points on the curved side in such a way that in the limit we 
interpolate function value and the two first partial derivatives. Though we shall see later that 
such coalescence is not straightforward to achieve, it gives insight into the complex limiting 
procedures to assume for the moment hat such coalescence can be arranged. 
Let the three points 4, 7 and 8 coalesce in the limit in such a way that the interpolating 
conditions are function value and two first partial derivatives. Then, in the limit, the three linear 
forms (4; 7), (4; 8) and (7; 8) are linearly independent and linear combinations of them could be 
used to span 1, x, y. Furthermore the minimal adjacent factor quadratic forms (2; 7; 4; 8; 10) and 
(4; 7; 6; 8; 9) now tend to different limits. In the limit they have double points at (l/2, l/2) rather 
than three separate simple points on the line 1 -x - y = 0. This is a relaxation of the 
interpolating conditions and no longer implies that the linear form 1 - x - y must be a factor. In 
fact 
lim (2; 7; 4; 8; 10) = lim (4; 7; 6; 8; 9) = 4xy - 2x - 2y + 1. 
The limiting form of the basis in this case is now linear combinations of 1, x, y, x2, xy, y2, x2y 
and xy’. The coalescence of points have given both a different limiting form of the basis and 
different limiting conditions. To examine the consistency of the limit basis and the limit 
conditions let S = (1, x, y, x2, xy, y*, x*y, xy*} and let P(x, y) E S and interpolate the homo- 
geneous limit conditions. Then since P(x, y) has zeros at (0, l), (1,O) and a double zero at 
(l/2, l/2) we have, by Bezout’s Theorem, 
P(x,y)=O or P(x,y)=(l-x-y)Q(x,y), 
where Q(x, y) is of the form axy + bx + cy + d and must be zero at (0, 0), (l/2,0), (0, l/2) and 
(l/2, l/2). No such Q(x, y) exists and hence 
P(x,y)=O. 
Since the only solution interpolating the homogeneous conditions is the zero polynomial, the 
system possesses the finite interpolation property. Such an initial state is then limit consistent. 
That is, for limit consistency, we must force coalescence of the nodes on the curved side as the 
side degenerates toa straight line. The coalescence in the above example must also be such that 
the limiting interpolating conditions are function value and two first partial derivatives. 
Node selecfion 
It has been the assumption so far that the limiting procedure is through continuous and 
continuously changing conic arcs to the straight line. However, such a limiting procedure could 
not lead to the three limiting conditions of interpolation function value and two first partial 
derivatives. Instead the directions of coalescence in the limit must be along the line 1 - x - y = 
0. The limiting interpolating conditions would then be 
4 ux - uyr & - 2uxy + uyy, 
and the singularity remains. The alternative of coalescence of points 7 with 3 and 8 with 5 
would lead to conditions u, uX - uy at points 3 and 5 and the singularity is still not surmounted. 
The nodes could be defined in such a way that the limiting directions are linearly 
independent and hence the desired limiting conditions obtained. We would, however, be forced 
to discuss the limit in a different norm than that assumed so far. Such an analysis will not be 
discussed here. We conclude then that the above bases are limit unstable in the limiting sense 
discussed here. We further note that numerical tests indicate that the singularity does not 
become apparent until the curves have become extremely flat indeed[5]. It does nevertheless 
exist and an alternative basis is required for curved elements which are pathologically close to 
their straight-sided counterparts. 
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We will now give an example of a limit stable second order basis for the element bounded 
by two straight sides and a parabolic arc. The node requirements and positions have already 
been given and the situation is that of Fig. 6. We will give a High Order Transformation method 
and a Rational Basis method. If point 4 is given by (X, Y), then a suitable transformation is 
given by 
x = p(l+ a4), y=dl+Pp), (7) 
where a = 2(2X - l), p = 2(2Y - 1). 
This transformation ensures that the curve is a parabola nd the gradient of the axis is /3/a. 
We must choose nodes 7 and 8 and suitable basis functions W, and W,. The first six of 
equations (6) will then give the remainder of the basis and conformity and global second order 
will be assured. 
Let node 7 be at the intersection of the parabola and the line through node 2 with gradient 
/3/a, Let node 8 be at the intersection of the parabola nd the line through node 6. Also let the 
point with coordinates (l/2, l/2) be denoted as point 11. 
The parabola can be written in normal form 
I= am2, (8) 
where I is a linear form corresponding to a line with gradient -(o//3) and m is a linear form 
corresponding to a line with gradient P/a. Hence 
(2; 7) = b7m + c7 
(6; 8) = bsm + cg 
(11;4)= b4m +c4, 
(9) 
for some constants b4, b7, bs, ~4, ~7, cg. Let 
The functions are zero when p = 0 and q = 0 and hence on the straight sides of the element. 
Conformity is then assured. We must show that these functions reduce to quadratics on the 
curved side. 
Now 
l-p-q=O=Sf(x,y)=O. 
(3; 5) thought of as a quadratic in p, q has two intersections with the line 1 -p - q = 0. 
These are at p = 0 and p = 1. Therefore 
Now 
(3;5)=p(l-p)modf. 
therefore 
pq =pU -p)modf, 
Now 
pq=(3;5)modf. 
(6; 8)(11; 4) = (bsm + cd(b4m + c4) 
= bsb4m2 + (cgb4 + c4be)m + cgc4 
i.e. 
s % I + (cBb4 + c4bs)m + cBc4 mod f, 
= (8; 4) mod f. 
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Therefore 
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W7(x, Y, P, 4) = (3; 5)(& 4) mod f. 
Similarly, 
WE@, Y, P, q) = (3; 5)(7: 4) mod f; 
that is, the basis functions reduce to quadratics in x, y on the curved side. The completed basis 
is then given by these W7, W8 and WI,. . . , W, given by eqns (6). 
A rational basis could also be produced by choosing 
Since 
w (x yj = (1;5)70; 3)7(6;8)7(11;4)7 
7 7 
(9; lo)7 
w8(& y 
) = ( 1; 5)8( 1; 3)8@; 7)8( 11; 418 
(9; 1018 ’ 
(11) 
(‘$~~~)3) =(3; 5) mod f, 
, 
these functions are quadratic on the curved side. The rational basis is likewise completed by the 
Wl,,..., W6 of eqns (6). 
To show the stability, let the limiting direction of node 4 with its limiting position (l/2, l/2) 
be given by (y, 6) with y and 6 of the same sign and neither zero, i.e. 
lim (LlI,p)=(y,6). 
a.B+o((Q +p ) 
Then 
.‘;T W7(x, Y, P, 4) = 5 
( 
SY - v -1 
I( 
6 Y 
7 
ay-yx-p1, 
> 
say, and 
= wr&, Y), 
say. Also, in the limit, the Ti(X, y), i = 1,. . . , i, remain linearly independent and hence span 
polynomials of degree less than or equal to 2. Hence the limit basis spans 1, x, y, x2, xy, y’, 
Wt(x, Y) and Wt(x, Y). 
the rational basis has the same limit and both bases are limit stable. 
CONCLUSION 
High order bases for curved elements are relatively new. The theory of such bases is still in a 
formative stage and many aspects of their implementation warrant investigation. Some recent 
comparisons of one such method[see pp. 241-2471 against the corresponding isoparametric 
method give numerical evidence that high order methods give substantial improvements in 
accuracy and justify the need for further studies of both practical and theoretical nature. In this 
paper our main aim has been to discuss from a theoretical viewpoint the particular type of 
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interpolation problem carried out by such bases, and the stability of these bases as elements 
degenerate. This has led to both a discussion of the stability of standard (as opposed to finite 
element) interpolation i  the plane and, using the insight hus gained, the production of a limit stable 
basis. 
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