This paper presents an approach to the local stereo matching problem using edge segments as features with several attributes. We have verified that the differences in attributes for the true matches cluster in a cloud around a center. The correspondence is established on the basis of the minimum squared Mahalanobis distance between the difference of the Ž . attributes for a current pair of features and the cluster center similarity constraint . We introduce a learning strategy based on the Self-Organizing feature-mapping method to get the best cluster center. A comparative analysis among methods without learning is illustrated. q
Introduction
The key step in stereovision is image matching, namely, the process of identifying the corresponding points in two images that are generated by the same physical point in space. This paper is devoted solely to this problem. The stereo correspondence problem can be defined in terms of finding pairs of true matches that satisfy three competing constraints: Ž similarity, smoothness and uniqueness Marr and . Poggio, 1979 . The similarity constraint is associated to a local matching process where a minimum difference attribute criterion is applied. The results computed in the local process are later used by a global ) Corresponding author. E-mail: pajares@eucmax.sim.ucm.es. matching process where other constraints are im-Ž posed, for example, smoothness Marr and Poggio, . Ž 1979 , Minimum differential disparity . Ž Nevatia, 1985 , Figural continuity Pollard et al., . 1981 . A good choice of local matching strategy is the key for good results in the global matching process.
This paper presents an approach to the local stereopsis correspondence problem by developing a learning strategy based on the Self-Organizing Fea-Ž . Ž ture-Mapping SOFM algorithm Kohonen, 1989; Kosko, 1992; Martin-Smith et al., 1993; Haykin, . 1994; Sonka et al., 1995; Flanagan and Hasler, 1995 . Two sorts of techniques have been broadly used Ž for stereo matching, Dhond and Aggarwal, 1989;  . Ozanian, 1995; Pajares, 1995 area-based and fea-Ž . ture-based. 1 Area-based stereo techniques use cor-Ž . relation between brightness intensity patterns in the local neighbourhood of a pixel in one image and brightness patterns in the local neighbourhood in the Ž . other image Fua, 1993 , where the number of pairs Ž . of features to be considered becomes high. 2 Feature-based methods use sets of pixels with similar attributes, normally either pixels belonging to edges ŽKim and Aggarwal, 1987; Marr and Poggio, 1979;  . Mousavi and Schalkoff, 1994; Pollard et al., 1981 Ž or the corresponding edges themselves Ayache and Faverjon, 1987; Cruz et al., 1995a,b; Hoff and Ahuja, . 1989; Medioni and Nevatia, 1985; Pajares, 1995 . As Ž . shown in Ozanian, 1995 , these last methods lead to a sparse depth map only, leaving the rest of the surface to be reconstructed by interpolation; but they are faster than area-based methods, because there are Ž . much fewer points features to be considered.
There are intrinsic and extrinsic factors affecting Ž . the stereovision matching system: a extrinsic, in a practical stereo vision system, the left and right images are obtained at different positionsrangles; Ž . b intrinsic, the stereovision system is equipped Ž with two different physical cameras i.e., with differ-. ent components , which are always placed at the Ž . same relative position left and right . A systematic noise appears for each camera.
Due to the above-mentioned factors, the corresponding features in the two images may display different attribute values. This may lead to incorrect matches. Thus, it is very important to find features in both images which are unique or independent of Ž possible variation in the images Wuescher and . Boyer, 1991 . Our experiment has been carried out in an artificial environment where the edge segments are abundant. Such features have been studied in Ž . terms of reliability Breuel, 1996 and robustness Ž . Wuescher and Boyer, 1991 and, as mentioned before, have also been used in previous stereovision matching works. This fact justifies our choice of features, although they may be too localised. Four Ž average attribute values module and direction gradi-. ent, variance and Laplacian are computed for each edge-segment as shown later.
The extrinsic factors have been broadly considered in the literature. This paper deals with both kinds of factors but it is mainly concerned with the intrinsic factors since we have verified their significance and as a result, a research line based in learning strategies has been opened to solve the Ž stereovision matching problem Cruz et al., 1995a,b;  . Ž . Pajares, 1995 . In Cruz et al., 1995a Pajares, 1995 , for each pair of features the difference in attributes is computed and a Gaussian Probability Density Func-Ž . tion PDF is associated with all differences in attributes for all pairs of features classified as true matches. The mean vector and covariance matrix needed by the PDF are estimated following a maximum likelihood method, which leads to a learning law. Afterwards, given a pair of features, a probability of matching is computed based on the PDF. In Ž . Cruz et al., 1995b; Pajares, 1995 , the perceptron criterion function is used to establish the difference between the attribute vectors for left and right images, then the synaptic weights of the perceptron are Ž updated through a learning law this learning law is Ž different from that given in Cruz et al., 1995b;  .. Pajares, 1995 . Following this, for each pair of features the difference of attributes combined with the synaptic weight vector determines if the pair is a true or false match.
In stereovision matching we are only concerned with the true matches and correspondence is based Ž on a minimum distance criterion similarity con-. straint between attributes of features. We have verified that their differences in attributes cluster in a Ž . cloud around a center Pajares, 1995 . Hereinafter, we will associate the terms cloud and cluster, without distinction, with the grouping of the differences in attributes for the true matches. This cluster is surrounded by differences in attributes corresponding to false matches. Hence, we attempt to design and optimize our stereo matching system at the same time as we provide a robust method for any stereo matching system. Our goal is to learn the best cluster center without target prototypes. Therefore this is an unsupervised learning approach. Unsupervised learn-Ž . ing is also used by Cruz et al. 1995a and Pajares Ž . 1995 . The SOFM technique is chosen due to its self-organizing capability. The variability in attribute values in the two images suggests that a better representative cluster center can be obtained considering differences in attributes close to the cloud although they do not belong to the cloud. The SOFM also embodies this possibility. Moreover, the convergence of weights in the learning process, in terms of training patterns, is faster in the SOFM than in the Cruz et al. 1995a and Pajares 1995 , due to the conjunction in the learning rate of two Ž . functions: 1 a neighbourhood function associated with the dispersion of the vectors in the cluster Ž through the Mahalanobis distance Duda and Hart, . Ž . 1973; Maravall, 1993 , and 2 a decreasing function related to the number of training vectors. This paper is organized as follows. In Section 2 the local stereo matching system is designed with three basic modules performing the following three Ž . operations: 1 extraction of features and attributes, Ž .
Ž . 2 training, using the SOFM and 3 matching for the current stereo-pairs. In Section 3, to show the effectiveness of the learning process, a test strategy is designed, and a comparative analysis is performed against classical methods without learning and other recent works using learning processes. Finally, in Section 4, the conclusions are presented.
Local stereo correspondence
Our local stereo matching system is equipped with a parallel optical axis geometry and designed Ž . Ž . with three basic modules: 1 image analysis, 2 Ž . training, and 3 current stereo matching. The function of the image analysis module is to extract Ž information features and their properties or at-. tributes from the scene and to make this information available to the training module or to the current stereo matching module. The image analysis is also responsible for performing an initial selection of pairs of features, supplying, to either of the other two systems, only those pairs that verify two conditions: Ž . 1 their absolute value of the difference in the direction of the gradient is below a specific thresh-Ž old, fixed to 308 the direction of the gradient is an . Ž . attribute that will be defined later and 2 their overlap rate, percentage of coincidence when one segment slides over another one following an epipo-Ž . lar line Medioni and Nevatia, 1985 , surpasses a certain value, fixed to 70%.
The system works in two mutually exclusive modes: OFF-LINE or training process and ON-LINE or decision matching process. In both modes the image analysis extracts features and attributes. In the OFF-LINE mode the system updates, through the corresponding training process, the cluster center vector and the covariance matrix associated with the cloud of the differences in attributes. During the ON-LINE process the system uses the updated cluster center vector and the covariance matrix obtained during the last OFF-LINE process, and computes the Mahalanobis distance between the cluster center vector and the attribute difference vector of a given incoming pair of features to decide if it is a true or a false match.
Feature and attribute extraction
As stated in the Introduction, due to the intrinsic and extrinsic factors, the corresponding features in both images may display different values. This may produce incorrect matches. Hence, we have chosen edge-segments as features due to the following rea-Ž . Ž . sons: a they have high reliability Breuel, 1996 Ž . Ž . and robustness Wuescher and Boyer, 1991 , b they are abundant in the environment where the experi-Ž . ments have been carried out, and c they have been successfully used in previous stereovision matching Ž works Ayache and Faverjon, 1987; Cruz et al., 1995a,b; Hoff and Ahuja, 1989; Medioni and Neva-. tia, 1985; Pajares, 1995 . The contour edges in both images are extracted using the Laplacian of Gaussian filter in accordance Ž with the zero-crossing criterion Huertas and . Medioni, 1986 . For each zero-crossing in a given Ž . image, its gradient vector magnitude and direction Ž . Ž as in Leu and Yau, 1991 , Laplacian as in Lew et . Ž . al., 1994 and variance as in Krotkov, 1989 , are computed from the gray levels of a central pixel and its eight immediate neighbours. To find the gradient magnitude of the central pixel, we compare the gray level differences from the four pairs of opposite pixels in the 8-neighbourhood; the largest difference is taken as the gradient magnitude. The gradient direction of the central pixel is the direction out of the eight principal directions whose opposite pixels yield the largest gray level difference and also points in the direction which the pixel gray level is increasing. A chain-code with 8 principal directions allows the normalization of the gradient direction. Once the zero-crossings are detected we use the following two algorithms for extracting the edge-segments or fea-Ž . Ž . tures: a Tanaka and Kak 1990 , adjacent zerocrossings are connected if their corresponding differ-( )ences in gradient magnitude and gradient direction do not overpass the quantities of "20% and "458 Ž . Ž . respectively, b Nevatia and Babu 1980 , each detected contour according to the preceding algorithm is approximated by a series of piecewise linear line segments. Hence, we have built edge-segments made up of a certain number of zero-crossings. As stated before, for each zero-crossing we have com-Ž puted four attributes magnitude and direction gradi-. ent, Laplacian and variance . We consider the four attributes for all zero-crossings belonging to a given edge-segment and for each attribute an average value is finally obtained. All average attribute values are scaled, so that they fall within the same range. These four averaged values are the associated attributes to the given edge-segment. Moreover, each edge-segment is identified with initial and final pixel coordinates, its length and its label.
Therefore, given a stereo-pair of edge-segments, where an edge-segment comes from the left image and the other from the right image, we have four Ž associated attributes for each edge-segment i.e., two . groups of four attributes . With the two groups of attributes we make up two 4-dimensional vectors x l and x , where their four components are the four r averaged attribute values of each edge-segment. The sub-indices ''l'' and ''r'' are denoting edge-segments belonging to the left and right images respectively. Now, for the given stereo-pair of edge-segments, we obtain a 4-dimensional difference vector Ä 4 of attributes x s x , x , x , x from x and x .
The components of x are the corresponding differences for module and direction gradient, Laplacian and variance, respectively. We must consider that an ideal true match has its representative difference vector, x, null. Nevertheless, in any real system and due to the intrinsic and extrinsic factors, x differs at least slightly from the null vector.
Training process: SOFM applied to stereoÕision

Brief description of the SOFM
The SOFM is a particular case of competitive learning neural networks developed by Kohonen Ž . 1989 . Basically, given a set of neurons, they can learn competitively if they have common input connections and they learn stimuli patterns selectively, in such a way that this selectivity depends only on the specialization that neurons themselves develop during the training phase. The simplest scheme of competitive learning consists of the iterative execu-Ž . tion of the following steps: 1 present a stimulus Ž . Ž . vector, x, 2 compute the winning neuron, 3 change its synaptic weight vector and those of the neurons belonging to a certain neighbourhood, by small quantities towards the applied input stimulus vector.
In the Kohonen network the winning neuron is, by definition, the neuron that has the synaptic weight vector closest to the input stimulus, where ''closest'' can be defined in different ways. Typically, it is Ž . based on a distance, d x,m . Moreover, the weight modification not only affects the winning neuron but also those neurons belonging to a certain neighbourhood.
The SOFM in stereoÕision matching
Ž During our experiments Cruz et al., 1995a; Pa- . jares, 1995 , we have verified that the differences in attributes for the true matches cluster in a cloud Ž . around a center which differs from the null vector with an associated Probability Density Function Ž . PDF . Without loss of generality the PDF is considered a Gaussian one, with two unknown parameters: Ž . a the mean difference vector m, that will be learnt Ž . and which is the center of the cloud, and b the covariance matrix C, that is to be estimated as seen later.
We consider the pattern space R 4 of the differences in attributes for true and false matches quantized into r regions of quantization or neurons, each one with an associated prototype m or synaptic r weight vector. Fig. 1 illustrates the quantization of the space R 4 . This quantization could be considered as a Voronoi tessellation bordered by hypersurfaces in R 4 so that each partition contains a reference Ž . vector synaptic weight vector that is the ''nearest neighbour'' to any vector within the same partition Ž . Patterson, 1996; Kohonen, 1995 . The cloud where true matches cluster is a neuron, with its cluster center m as the synaptic weight vector. Without loss of generality, this neuron is considered a hyper-sphere in R 4 with radius R. The remainder of neurons in R 4 are associated with false matches and these neurons, different from the central one, are similar in size to the central one. In stereovi- sion matching we are only concerned in the detection of true matches. This is because, if a given pair of features is not a true match, it is obviously a false Ž . one i.e., only two possible classes are used . According to the SOFM if this neuron wins, its synaptic weight vector is updated and also the corresponding synaptic weight vectors of the neurons belonging to a certain neighbourhood. Each neuron and all neurons surrounding it form the neighbourhood required Ž . by the SOFM. Therefore, the cluster center m is Ž . updated in the following two cases: 1 when the Ž . central neuron results in being the winner and 2 when the central neuron belongs to the neighbour-Ž hood of any other neuron associated to false . matches which result in being the winner. We have verified in our experiments, that in the second case, the movement of m is insignificant compared to the first one. Also, the movement of any m is insignifir cant when it is updated due to the activation of a Ž neuron different from itself including the case in . which the winning neuron is the central one . Whereby and taking into account that we are only concerned with the detection of true matches, we have decided that the learning in our model is performed only by the central neuron if it results in being the winner. Due to the verified specific behaviour of our stereovision matching system, the neighbourhood is reduced to include the winning neuron only and no learning takes place among the losers, hence, the SOFM performs vector quantiza-Ž . tion Patterson, 1996 . Now the goal is to compute the best representative cluster center m, through the corresponding OFF-LINE learning process. The training is carried out with a set of n stimuli vectors X s Ä 4 x , x , . . . , x , each stimulus vector is the differ-1 2 n ence vector of the attributes for a pair of features Ž . see Section 2.1 . At each iteration k a stimulus vector x is supplied to the system, so k ranges from k 1 to n. When the winning neuron is the central one the synaptic weight vector m, is moved in the direction of input stimulus x . The adaptive update rule is k given by
Ž . where m k is the corresponding value for the synaptic weight vector or cluster center before the Ž . stimulus x is processed, and the vector m k q 1 is k the corresponding synaptic updated weight vector
x y m k is the squared Mahalanobis k distance between the current stimulus vector and Ž . Ž . m k Duda and Hart, 1973; Maravall, 1993 . It is the metric used to determine whether the central neuron wins or does not during the competition process. The covariance matrix C, used in the computation of such distance, is the one obtained during the last OFF-LINE process, since the one corresponding to the current OFF-LINE process is not Ž available yet C measures the dispersion of the 
Ž . Ž . sions c k and h d define the learning rate when they are taken jointly. This definition of the learning rate introduces an important improvement with regard to previous research works involving learning Ž . Cruz et al., 1995a; Pajares, 1995 . In these references, the learning rate is computed as follows:
Ž . where p x is the matching probability of the pati tern stimulus x associated to the central neuron, and i is computed as a decreasing exponential function of Ž the Mahalanobis distance defined by the Gaussian . Ž . PDF . The denominator in Eq. 3 grows with the number of iterations k. For values of k smaller than Ž a given threshold T T is about 100 in our experi-. ments , the number of training patterns is not still significant and the values of the learning rate h are k still high. This leads to undesired high variabilities of m at this initial training phase. We avoid this by Ž . introducing the constant value a in c k . However, when k grows and the Mahalanobis distance is Ž . Ž . Ž . smaller than R, the c k h d learning rate in Eq. 1 takes greater values than h . This is a training phase, k where the number of training patterns can be considered significant, and the convergence of the SOFM is Ž faster than the convergence in Cruz et al., 1995a;  . Pajares, 1995 . So, we need a smaller number of stimuli vectors to get a similar m to the one com-Ž . puted in Cruz et al., 1995a; Pajares, 1995 and therefore, the computational cost is reduced.
Finally, we must estimate the covariance matrix C in order to get the second parameter of the PDF describing the cluster as stated before. This process is carried out according to a maximum likelihood Ž . method Cruz et al., 1995a; Pajares, 1995 , where as before the same set of n stimuli vectors is supplied Ž . i.e., processed :
where it is important to point out that m k is the Ž . value computed through Eq. 1 during the current Ž . Ž . OFF-LINE process; c k and h d are, as before, Ž . Ž . given by Eq. 2 , but using m k of the current Ž . Ž . OFF-LINE process for computing h d . C k and Ž . C kq 1 are the covariance matrices before and after the stimulus x is processed, respectively. Finally, k ''T'' denotes transpose.
From the above considerations we can infer that the learning rules governing the described training Ž . Ž . Ž . process are given by Eqs. 1 , 2 and 4 .
The current stereo matching process
This is an ON-LINE process in which a pair of new stereo images are to be matched. The image analysis system extracts pairs of features and supplies their corresponding four-dimensional difference vectors of the attributes x, to the stereo matching system. For each x received, the system computes 
Experimental validation, comparative analysis and performance evaluation
To assess the validity and performance of our method, we design a test strategy with the following two goals: 1. 
Design of a test strategy
The objective is to prove the validity and generalization of the method by varying environmental conditions in two ways: by using new images with Ž . different features different objects and by changing the illumination. With this aim in mind, and the two goals pointed out before, 8 pairs of stereo-images captured with natural illumination are used as initial samples. Figs. 2-4 show three representative left images. Furthermore, three sets of stereo-images, which are different from each other, are used and will constitute the inputs for the test: SP1, SP2 and SP3 with 6, 6 and 10 stereo-images. A representative Ž . Fig. 2 . Left original training image blocks .
Ž
. Fig. 3 . Left original training image furniture . stereo pair is shown for each SP set in Figs. 5-7 , Ž . respectively. The first set of stereo images SP1 has Ž been captured with natural illumination as the initial . stereo-images samples and the remaining two sets with artificial illumination.
We assume that this is the first time that an OFF-LINE training process is carried out by the Ž . system, i.e., the parameter vector m,C is set ini-Ž . tially to 0, I , because at this moment we have no knowledge of the behaviour of the system and it is considered as an ideal system where the differences in attributes values are null and no dispersion of the patterns in the cluster is considered.
The test process involves the following steps in which the parameter vector changes:
Step 0. The system performs an OFF-LINE training process using the stimuli vectors provided by the 8 pairs of initial stereo-images. As explained in Section 2.2.2, the stimuli vectors are the difference vectors of the attributes.
Step 1. The system processes two sets of stereoimages SP1 and SP3 during an ON-LINE process. Only the stimuli vectors coming from set SP1 are used for a new OFF-LINE training process because the stimuli vectors from set SP3 will again Ž . be ON-LINE processed later in Step 3, so that no interferences derived from its own processing arise at this step.
Step 2. The system processes set SP2 in a new ON-LINE process. The processing conditions are similar to those of set SP3 in Step 1, however, here the stimuli vectors are incorporated into a new OFF-LINE training process.
Step 3. The system once again performs an ON-LINE process with set SP3. At this point, the system is already familiar with the environment of this set, because it was trained with stimuli vectors from SP2 during Step 2 with similar illumination.
Here it is intended to show better results than those obtained in Step 1 for set SP3.
Ž .
According to point 2 of Section 2.2.2, we have a unique neuron associated to the cloud where the differences in attributes for the true matches cluster around a center m. The cloud was considered a hyper-sphere with radius R. With this approach the size of the cloud is constant but the cloud position varies as the synaptic weight vector or cluster center m changes after each OFF-LINE training process Ž . i.e., during the four test steps . The computed results of the cluster center vector m during Steps 0-3 0.201, y0.014, 0.402, 0.393 , 0.311, y0.968, 4 Ä 4 0.555, 0.735 , 0.415, y0.121, 0.720, 0.896 . At first, we are unable to fix the range of values for each element of the m vector, because these values depend on the differences in attribute values; such differences are due to intrinsic and extrinsic factors and we have no control over such factors. Nevertheless, for illustrative purposes, we have verified dur-Ž ing our experiments Cruz et al., 1995a; Pajares, . 1995 that the values for the elements of m are w x restricted to the range y1.5..1.5 .
The changes in the covariance matrix C throughout the 4 steps are not statistically significant, in which case it suffices to give C for Step 0. To compare the effectiveness of the method, the KA and MN local matching techniques are selected. Ž . These methods work in the following way: a in KA, given two potential pixels for matching, a probability is computed through two weighting functions. One is based on the directional difference according to 16 fixed patterns, and the other is based on the Ž . difference in the gradients of gray-level intensity, b in the MN method, the local stereo-correspondence is established between edge segments by defining a boolean function indicating whether two segments Ž are potential matches if they overlap two segments overlap if by sliding one of them in a horizontal . direction, they intersect and have similar contrast and orientation. In short the KA and MN methods measure differences between attribute values and for comparison purposes, they can be replaced by the Euclidean distance, as it computes the same measurement. Thus, a comparison can be established with the Mahalanobis distance proposed in our method. Table 1 records all computed results for the stereo-pair representative of the set SP1. There are four columns: the first one indicates the order num-Ž . ber on for each pair of features appearing in the Of all the possible combinations of pairs of matches formed by segments of left and right images, only 39 of them are considered, as the remainder do not meet the initial restriction, which states that the value of the difference in the direction of the gradient must be less than "458 and the overlap rate Ž . percentage of overlapping coincidence greater than 75%. These matches are directly classified as False by the system and omitted from the results' table.
ComparatiÕe analysis
The choice of such thresholds is supported by the parallel optical axis geometry with the given flexibility in order to avoid errors during previous stages. Of the 39 pairs considered, there are unambiguous and ambiguous ones, depending on whether a given left image segment corresponds to one and only one, or several right image segments, respectively. In any case, the decision about the correct match is made by choosing the result of the smaller value for each one Ž of the methods in the unambiguous case, there is . only one as long as it does not surpass a fixed threshold, which coincides with the radius R of the Ž . hyper-sphere see Sections 2.2 and 2.3 . R is set to 10 in this paper. Table 2 shows results for the stereo-pair representative of set SP3 with the same symbols and criteria as those explained in Table 1 , although two values, identified by numbers 1 and 3, are obtained for the Mahalanobis distance according to the processing for this stereo-pair in Steps 1 and 3, respectively. An overview of the results in Table 2 , allows us to check that, in general, for truerfalse matches the minimumrmaximum values for the Mahalanobis distance are obtained during Step 3 as compared with those obtained in Step 1. These results are the best ones and correspond to a phase of increased learning.
From results in Tables 1 and 2 and results for the Ž stereo-pair representative of set SP2 these last are omitted because they are similar to those of the . stereo-pair representative of set SP3 in Step 1 we build Table 3 in which the final results are summarized. It displays the number of successes and failures for the stereo-pairs representing sets SP1, SP2 and SP3 according to the decision process explained above. Also, it shows a coefficient m, which provides a decision margin when ambiguities arise.
Ž . Such a coefficient is obtained as follows: a for each ambiguity case, we select two pairs of matches, one Ž . is the true match ) and the other one the match Ž . with the closest distance value to the true match, b with the two selected pairs of matches we compute the difference between their corresponding distance Ž . values, c finally, the coefficient m is the average value for all ambiguity cases. Hence, a minimum Ž . value most negative value for m indicates that decisions can be taken with a higher degree of confidence. The processing of set SP3 in Steps 1 and Analyzing all results, the following conclusions may be inferred: 1. The learning process improves the matching results. As training progresses the results are better. 2. The absolute value of the decision margin in-Ž creases with the training i.e., better decisions are . made with a greater learning . 3. Our stereovision local matching approach produces better results than the KA and MN classical local stereovision matching techniques. 4. Due to the definition of the learning rates, Eqs.
Ž . Ž . 2 and 3 , we have verified that the approach developed in this paper requires less training than other local stereovision matching techniques us-Ž ing also learning Cruz et al., 1995a; Pajares, . Ž . 1995 CP to get a similar number of successes. Indeed, Table 4 shows the number of training patterns to get a similar m at each step for the SOFM and CP methods. We can point out that with a similar m we obtain also similar percentages of successes over the same dataset described in Section 3.1. The total results show a reduction of a 12% in SOFM over CP considering the four steps. We can point out that the difference in percentage increases as the training grows. The Table 4 Number of training patterns used in the different STEPs to achieve a similar cluster center m for the SOFM and CP methods
Step 0
Step 1 Step 2 Step 3  Total   SOFM  482  362  283  325  1452  CP  506  394  346  403  1649 extra number of training patterns processed by CP were supplied through additional stereo images, exactly 1, 1, 2 and 2 in the four steps, respectively. 5. As stated in Section 2.2.2 the processing complexity of the original SOFM has been reduced and now it can be considered similar to that in CP. Therefore, no additional processing time is added by the SOFM as compared to CP.
Concluding remarks
Our local stereovision matching method improves results as the training progresses, and shows a greater effectiveness as compared to other recent learning strategies. Also, it has been found to compare favorably with classical local stereo matching methods, where no learning is involved. This last fact is justified because the cluster center vector moves away from the null vector as training progresses. Such behaviour is not affected by the nature of the different objects nor by illumination conditions, but the intrinsic factors are decisive. The mismatches could be solved by applying global matching constraints.
