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Probes, Hardware and Software for Next-Generation Super-Resolution
Microscopy
Zusammenfassung
Die superauflösende Mikroskopie ermöglicht die optische Abbildung mittels Fluoreszenzsonden
unterhalb der Beugungsgrenze. In stochastischen Superauflösungsmikroskopie werden Molekü-
le zwischen dem nicht-fluoreszierenden Zustand (OFF-Zustand) und dem fluoreszierenden Zu-
stand (ON-Zusstand) “geschaltet“, um ihrePositionpräziser als dieBeugungsgrenze zubestimmen.
Die bekanntesten Mikroskopietechniken der lokalisationsbasierten Superauflösungsmikroskopie
sindphoto-activated localizationmicroscopy (PALM)und stochastic optical reconstructionmicro-
scopy (STORM). Hier wird die Umschaltung zwischenDunkel- undHellzustandmithilfe photo-
physikalischer oder photochemischer Prozesse durchgeführt. Eine kürzlich eingeführte Methode
der Superauflösungsmikroskopie namens DNA-PAINT (deoxyribonucleic acid - point accumu-
lation for imaging in nanoscale topography) basiert auf der DNA-DNAWechselwirkung. Im Ver-
gleich zu STORM oder PALM wechseln die Fluoreszenzmoleküle nicht zwischen dem dunklen
und dem hellen Zustand. Das sogenannte “Blinken“ in DNA-PAINT wird durch transiente Hy-
bridisierung kurzer fluoreszierender DNA Stränge (Imager) an ihre Ziele erzeugt.
DieArbeiten in dieserDissertation konzentriert sich auf drei unterschiedliche Fortschritte im tech-
nologischen Aspekt der Superauflösungsmikroskopie.
Sonden
Im ersten Projekt dieser Arbeit zeige ich die Kombination von Einzelmolekül-Förster-Resonanz-
energietransfer (englisch Förster resonance energy transfer (FRET)) mit DNA-PAINTMikrosko-
pie, umeinige aktuelle EinschränkungenderDNAbasierten Superauflösungsmikroskopie zuüber-
winden. Ich evaluiere das neuartige Sondendesign mithilfe von in vitro Experimenten mit DNA
nanostructure und zeige die Leistungsfähigkeit der FRET-basierten Sonden im zellulärenKontext.
Hardware
Im zweiten Projekt beschreibe ich eine kosteneffiziente Mikroskop-Plattform für Einzelmolekül-
studien, die um eine Größenordnung erschwinglicher ist und dennoch eine leistungsstarke Ab-
bildungsfähigkeit bietet. Unter Verwendung von zweidimensionalen (2D) und dreidimensionalen
(3D) in vitro Superauflösungsexperimenten von DNA Nanostrukturen bewerte ich die Leistung
derMikroskopie-Plattform. Schließlich zeige ich exemplarische Experimente für die zelluläre Bild-
gebung in mehreren Farben.
Software
Im letzten Projekt stelle ich ein Softwarepaket vor, das zur Unterstützung der Analyse von Daten
in Superauflösungsmikroskopie entwickelt wurde. Es basiert auf dem Konzept des tiefen Lernens
(englisch deep learning) mithilfe von künstlichen neuronalen Netzen und wurde entwickelt, um
dieKlassifikation von nanoskaligenMustern zu automatisieren, die in superaufgelösten Bildern zu
finden sind. Ich evaluiere die Leistung des Softwarepakets anhand von in vitro Superauflösungsex-
perimenten von DNANanostrukturen sowie von in Zellproben.
vii
viii
Probes, Hardware and Software for Next-Generation Super-Resolution
Microscopy
Abstract
Super-resolution microscopy enables optical imaging using fluorescence probes below the diffrac-
tion limit. In stochastic super-resolutionmicroscopy, molecules are „switched“ between non-fluo-
rescent dark-state (OFF-state) andfluorescent bright-state (ON-state) in order to pinpoint their po-
sition with sub-diffraction precision. Themost prominent techniques of localization-based super-
resolution microscopy are photo-activated localization microscopy (PALM) and stochastic opti-
cal reconstruction microscopy (STORM). Here, the switching between dark- and bright-state
is accomplished using photophysical or photochemical processes. A recently introduced super-
resolution microscopy method called DNA-PAINT (deoxyribonucleic acid - point accumulation
for imaging in nanoscale topography) is based onDNA-DNA interaction. In contrast to STORM
or PALM, the fluorescence molecules do not switch between dark and bright states. The so-called
„blinking“ inDNA-PAINT is created by transient hybridization of short fluorescentDNA strands
(imagers) to their targets.
The work in this dissertation focuses on three different advancements in the technological aspect
of super-resolution microscopy.
Probes
In the first project of this thesis, I demonstrate the combination of single-molecule Förster reso-
nance energy transfer (FRET) with DNA-PAINT imaging to overcome some current limitations
of the DNA-based super-resolution microscopy. I evaluate the novel probe design with in vitro
experiments using DNA nanostructures and prove the performance of the FRET-based probes in
a cellular context.
Hardware
In the second project, I describe a cost-efficient single-molecule microscope platform, which is an
order of magnitude more affordable, while still yielding high-performance imaging capacity. Us-
ing two-dimensional (2D) and three-dimensional (3D) super-resolution in vitro experiments using
DNAnanostructures, I asses the performance of themicroscopy platform. Finally, I present exem-
plary experiments for multiplexed cellular imaging.
Software
In the last project, I present a software package that is developed to assist during super-resolution
data analysis. It is based on the deep learning concept of the artificial neural network (ANN) and
designed to automate the classification of nano-scaled patterns found in super-resolution images.
I evaluate the performance of the software package using super-resolution in vitro experiments of
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This chapter introduces three prominent fields of current scientific research that are the subject of
this thesis. The historical background is explained and a general picture of the respective research
area is presented.
Super-ResolutionMicroscopy
Lightmicroscopy provides a powerful tool for scientists to study phenomena that are unobservable
for the naked eye. Opticalmicroscopy is particularly indispensable in biology andhas become an in-
tegral part of life sciences. It is often the primarymethod of investigation for physical relationships.
For several centuries, light microscopes were restricted in their imaging power. This limitation be-
comes particularly apparent when a light microscope is used to observe highly detailed features in
the nanometer range. Typically, the captured images will appear fuzzy, and the structures in the
nanometer range can no longer be identified due to this blurring. A fundamental physical phe-
nomenon determines this limitation in the spatial resolution capability of the light microscope:
Due to the wave nature of light, observations of details that were located closer than approximated
half the wavelength of light were prohibited. The visible light ranges from 400 - 700 nm, which
ultimately restricts the spatial resolution of conventional light microscopes to about 200 nm. If
nano-scaled features are below this barrier, they are undetectable using a light microscope. This
restriction in spatial resolution is the so-called diffraction orAbbe limit [8].
For a long time, researchers were forced to accept this limitation of conventional light micro-
scopes. However, technological developments in recent decades presented approaches to over-
come the diffraction limit [9, 10]. With these inventions, the research field of super-resolution
microscopy or nanoscopy was formed, which marks an paradigm shift in light microscopy. For
their ground-breaking innovations, the inventors of the super-resolution microscopy were hon-
ored with the Nobel Prize in Chemistry in 2014 [11]. Figure 1.1 highlights the advancement in
spatial resolution between diffraction-limited (a) and super-resolution microscopy (b).
The foundation for these technologies was the temporal separation of emission signals of indi-
vidual molecules, often referred to as switching or blinking of fluorescence probes between bright
and dark states. By sparsely or targeted activation of a small subset of fluorescence probes, the
positions of the molecules can be localized with sub-diffraction-limited accuracy. This method al-
lows researchers to investigate biological studies with nanometer-precise spatial resolution, which
is crucial to study interplays between macromolecules in a cellular environment. The recently in-
troduced super-resolutionmicroscopymethod called DNA-PAINT (deoxyribonucleic acid-point
accumulation for imaging in nanoscale topography) accomplishes the switching of fluorescence by
utilizing repetitive, transient interactions of short deoxyribonucleic acid (DNA) strands that are
fluorescently labeled (termed imagers) with its complementary docking sites. These imagers dif-
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fuse freely in solution and bind stochastically to the target site, which creates the single-molecule
signals.
Figure 1.1: Comparison, diffraction-limited versus super-resolution microscopy. (a)
Diffraction-limited image of alpha-tubulin filaments in a fixed cell. Bright areas indicate
a higher density of fluorescently-labeled alpha-tubulin proteins. (b) Super-resolution mi-
croscopy rendering of the same area shown in (a) highlights the dramatically increased spa-
tial resolution. This improvement enables the observation of the underlying tubulin network
structure. Scale bars 200 nm. Adapted from [2]
DNA andDNANanotechnology
The biomolecule deoxyribonucleic acid (DNA) is widely known as the carrier of genetic informa-
tion in living organisms. Genetic instructions, the blueprint of cellular components like proteins,
are encoded and stored in the sequence of genomic DNA.
In early research conducted by the Swiss doctor Friedrich Mischer, DNA was isolated from
white blood cells for the first time in 1869 [12]. Half a century later, Phoebus Levene discovered
the main components of DNA [13]. He observed that DNA is formed out of sugar deoxyribose,
phosphate groups, and four nucleobases: adenine, thymine, guanine, and cytosine. While the com-
pounds were identified, the molecular structure of DNA was still questioned until the year 1953.
Basedon anX-raydiffraction imageofDNArecordedbyRosalindFranklin andRaymondGosling
inMay 1952 [14], James Watson and Francis Crick published the first correct double-helix model
of DNA a year later [15]. They unraveled that the DNA nucleobases interact in pairs. Adenine
forms a bond with thymine and guanine pairs with cytosine [15]. This phenomenon is called the
Watson-Crick base pairing.
In addition to its relevance for genetics in biological life, DNA has been used as a molecular
building material. The interdisciplinary field of DNA nanotechnologywas initiated in 1980s by
Nadrian Seeman. He proposed to facilitate DNA and theWatson-Crick base pairing rule as a tool
to engineer nanoscopic DNA complexes for structural protein analysis [16]. Seeman suggested to
create nanoscaled cages out of short DNA strands to host proteins of interest. Figure 1.2 a illus-
tratesmacromolecules incorporated into aDNA cage and a sketch of theDNA stand arrangement
for building a DNA lattice.
Anothermilestone forDNAnanotechnologywas the invention of the so-calledDNA origami
byPaulRothemund in 2006 [17]. He demonstrated thatDNAnanostructures can be constructed
using two types of DNA strands. A long single-stranded DNAmolecule acts as a scaffold and gets
folded into shape using short single-stranded DNA strands. Typically, the scaffold is derived from
the genome of bacterial phages, while the short oligonucleotides, termed staples, are designed using
computer software and then artificially synthesized. In his publication, Rothemund presented
several two-dimensional (2D) DNA origami structures. A subset is shown in Figure 1.2 b. The
initial 2D DNA origami design was later extended also into the third dimension, which led to the
possibility of engineering almost arbitrary nanoscaled three-dimensional (3D) DNA complexes
4
[18, 19, 20].
Figure 1.2: DNAnanotechnology (a) A sketch of a DNA lattice which represents nanoscaled cages to incorporatemacromolecues
of interests. Here, the macromolecules, for example proteins, are illustrated with gray objects. The lower sketch illustrates the
DNA strand routing in a junction, the building block of a periodic DNA crystal. Reprinted by permission from Springer Nature [21],
copyright (2003) (b) DNA origami, nanoscale objects formed out of DNA. A long DNA scaffold strand is folded into an artificial
shape using smaller DNA strands, called staple strands. The first row illustrates the routing of the scaffold strand. In the second
row, the scaffold is gradual colored according to the base pair (bp) index, starting with the first bp in red up to 7,000th bp in purple.
The bottom row depicts atomic force microscopy (AFM) images of folded DNA origami. AFM images have a size of 165 × 165
nm. Reprinted by permission from Springer Nature [17], copyright (2006).
Artificial Intelligence andDeep Learning
The computer science branch of artificial intelligence (AI) has gained tremendous attention in
recent years. Because of its rapid progress in the last decade, applications of AI already dramati-
cally interfere with our daily life, from the recommendation systems in video streaming platforms,
online shops, or news feeds in social media to anomaly detection for fraud prevention with credit
cards charges. Modern spam filters deploy artificial intelligence to detect unwanted scam or adver-
tising emails. Online assistant systems on smartphones use AI-based speech recognition to interact
with people in a human-like manner. Photos taken by smartphones are immediately put into face
recognition algorithms to group the images according to the individuals on the picture. While re-
search on AI has been carried out for almost a century, several essential accomplishments pushed
AI into everyday technologies. First, the great available computation power allows the widespread
adoption of AI, even on handheld devices like smartphones. Second, the enormous storage ca-
pability and universal accessibility of large amounts of data boost the performance of AI-assisted
applications. And finally, the flourishing field of AI research, partly now also hosted at private
companies, is propelling the progress at a fast pace with improved and more efficient algorithms.
Today, artificial intelligence (AI) describes the research on computational agents that act intelli-
gently [22]. A computational agent is an abstract depiction of a device or software that performs
actions whose behavior and actions can be attributed to intelligence. For example, a fitness tracker
that records the exercise of a swimmer and automatically detects the turnaround at the poolside
would represent a computational agent. It experiences the environment with the help of sensors
and learns the swimming patterns from repeated training. All this with the overall aim of tracking
the exercises in the best possible way.
In principle, hard-coded knowledge, a catalog of rules and information that allows a computer
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agent to take action, is already a form of AI. This approach is known as knowledge base AI. It
stores a large amount of information and facts and provides an intelligent interface engine that




Amore prominent area of AI research is the field of machine learning. In contrast to knowl-
edge baseAI, which is oftenhuman-annotated information,machine learning defines a set ofmeth-
ods that enable the computer agent to collect knowledge on his own. It learns from raw data, ex-
tracts patterns, and uses the discovered models to predict future data or to make decisions. Many
calculation tasks in machine learning can be performed by providing the correct representation of
the raw data. These representations are composed of so-called features. For example, to predict
the future real estate market using machine learning, the raw data should include records about
the past housing market with features like the number of rooms, the housing price, and the area
of the real estate. However, correlations and features within the data are not always apparent to
humans at first glance. Therefore, the computational agent can be formulated to not only extract
patterns but also to discover the various features in the first place. The task of unraveling the fea-
tures hidden in the raw data is referred to as representational learning. In the context of vision
systems, representational learning is often falling short. Every pixel represents a feature, and it re-
quires the computational agent to untangle the important from unimportant features, which can
be very challenging. For example, the viewing angle in an image strongly influences the shape of
objects like dogs. Two photos of the same ”doggo” can result in different representations.
In deep learning this limitation can be overcome with the introduction of simpler represen-
tations. The principle of deep learning is grounded in the hierarchical nature of the perceptual
world. In other words, complex representations can be described with a composition of simpler
representations. Objects are composed of motifs. Patterns likewise form motifs, and ultimately,
patterns are constructed from simple shapes such as curves and lines. For example, a face can be
represented with simpler shapes like circles for the eyes, lines for the eyebrows, and arcs for the lips.
With artificial neural networks (ANNs), it is possible to create computational agents that can learn
this hierarchical composition of motifs and patterns and store this gathered knowledge. The Venn
diagram in Figure 1.3 illustrates the relations between these areas in AI research.
Figure 1.3: Venn diagram of areas in artificial intelligence. Adapted from [23].
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Content of thisWork
The structure of this work follows the sequence of a single-molecule experiment. It starts with a
novel probe design for the super-resolution microscopy imaging, then focuses on the microscope
hardware used to acquire the raw data and finally ends with the data analysis. Progress is presented
at each step of the workflow.
In the following chapter 2, the theoretical framework relevant for this thesis will be presented.
It introduces the physical background as well as technical concepts and methods related to DNA-
based super-resolution microscopy and deep learning for image recognition. The content of this
chapter is gathered frompublished research studies or specialist literature and is part ofwell-established
knowledge. No novel scientific findings are described or claimed.
In chapter 3, a novel probe design forDNA-based super-resolutionmicroscopy is described. Here,
the imaging technology DNA-PAINT is extended with the molecular energy transfer FRET to
overcome speed limitations in data acquisition.
The chapter 4 presents a cost-efficient single-molecule fluorescence microscopy platform, termed
LiteTIRF. This open-source setup requires only a tenth of the costs compared to a commercial
system, while still offering high performance. The LiteTIRF system includes the possibility of
operating in the so-called total internal reflection fluorescence (TIRF) mode, a sensitive imaging
illumination, which improves the visualization of surface-bound fluorophores, essential for single-
molecule studies.
The chapter 5 focuses on the last step of a single-molecule experiment, the analysis of the gathered
raw data. This part presents a software package named nanoTRON, which automates the classifi-
cation of nanoscaled patterns observed in super-resolution images using deep learning.
The last part, chapter 6, gives an outlook to DNA-based super-resolution microscopy with an






Fluorescence describes the emissionof photons by atomsormolecules, called fluorescentmolecules
or fluorophores, as a consequence of an energy release. This phenomenon belongs to the group
of luminescence and can be explained as a multiple-step process and visualized with the so-called
Jablonski diagram [24]. The Jablonski diagram illustrates the different electronic energy levels
and their intra-molecular electronic energy transitions of atoms or molecules. Typically, radiative
energy exchange processes like fluorescence emission or photon absorption are highlighted with
straight arrows, while non-radiative energy changes are indicated with squiggly pointers. Every
electronic energy state is again composed of multiple vibrational energy levels. Figure 2.1 a de-
picts the underlying mechanisms of fluorescence.
If a fluorescent molecule in the ground state S0 absorbs energy in the form of a photon, the
molecule transitions into a higher energy electronic state S1. Very rapidly, in the order of picosec-
onds, the molecule relaxes non-radiatively into the lowest excited state by dissipating energy into,
for example, vibrations. After relaxation, the molecule can release the remaining excitation energy
by the emission of a photon, switching it back into the energy-favorable ground state. The dif-
ference in absorption and fluorescent emission energy is called the Stokes-shift, first described by
George Gabriel Stokes in the year 1852 [25]. This difference in energy results in different wave-
lengths, which can be exploited to separate the excitation and emission light using optical filters.
Due to the multiple combinations between different vibrational energy levels and electronic en-
ergy states, transition energies are broadened from very narrow lines to expanded spectrum. This
broadening is depicted inFigure 2.1 bwith an exemplary fluorescence spectrumof an organic dye.
A fluorescence molecule can undergo the cycle of energy absorption and dissipation up to a few
thousand times, before they suffer structural changes, resulting in photobleaching; hence, the loss
of fluorescence.
The adoption of the phenomenon of fluorescence formicroscopy provides exquisite advantages
over conventional transmission-based light microscopy. Among the most considerable benefits re-
mains the excellent contrast. In combination with the ongoing emergence of highly sensitive cam-
eras, fluorescencemicroscopy enables unique signal-to-noise imaging. Another remarkable feature
of fluorescencemicroscopy is the precise labeling of the targets. Fluorescent probes canbe delivered
with high specificity using labeling agents like antibodies or even incorporated into the genome of
the organism. Lastly, the use of different fluorescence probes in the same sample allows for mul-
tiplexed imaging. By choosing spectrally independent probes, it is possible to gather fluorescence
images with commonly up to five colors. However, fluorescent molecules differ dramatically in
performance [26], which often results in trade-offs between the multiplexing power and image
quality.
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Figure 2.1: Fluorescence. (a) Jablonski diagram of a fluorescent molecule. Different energy levels with their vibrational sub-
energy levels are horizontally grouped together. Straight arrows indicate radiative energy transitions. Here, absorption is marked
in green and fluorescent highlighted in orange. Non-radiative transitions are plotted with squiggly pointers. Adapted from [27] (b)
Fluorescence spectrum of the organic fluorophore ATTO 565 from ATTO-TEC GmbH. The excitation maximum is around 564
nm, the emission maximum at around 590 nm, resulting in a Stokes shift of approximately 26 nm. Spectrum data and permission
for reuse from [28].
2.2 Total Internal Reflection Fluorescence
Conventional wide-field microscopy or laser-scanning microscopy is often limited in contrast due
to the large excitation volume, which results in the excitation of the vast majority of fluorescent
molecules outside thefieldof depth. Theout-of-focus signals increase thefluorescencebackground
and reduce image contrast. Especially single-molecule studies require sensitive illumination to col-
lect fluorescence emission with significant signal-to-noise ratios. The so-called total internal reflec-
tion fluorescence (TIRF) microscopy provides an attractive imaging modality for single-molecule
studies [29, 30]. Fluorescence excitation is confined in a thin layer above the cover glass. This
subtle excitation volume can be achieved with a coherent light source, e.g., a laser, that gets totally-
reflected at the interface between glass and sample solution. Under these conditions, an evanescent
field at the interface between the cover glass and sample is generated. The electric field of this stand-
ing wave can then excite fluorophores in the solution in a range of up to 200 nm.
TIRF setups commonly fall into different categories, which distinguish the configuration of
how total internal reflection (TIR) is generated. In prism-based TIRF microscopes, traditionally,
a prism made of quartz glass is placed onto the sample, and a coherent light source is coupled into
the prism. The beam propagates through the quartz and the cover glass until it is reflected from
the cover glass-water interface [30, 31]. Besides prism quartz, it was demonstrated that the cover
glass itself could be coated with a thin layer of optical substrate to couple the light source into the
sample and guide the beam for TIR. These TIRF microscopy setups are called waveguide-TIRF
microscopes [32, 33].
One of the simple-to-implement solutions for TIRF is the so-called objective-based TIRF con-
figuration [34], illustrated in Figure 2.2 a. Here, the objective, which collects the fluorescence
emission, is also used to generate the evanescent wave. For this purpose, an objective with high
numerical aperture (NA), the angular range of the objective, is available for collecting the light.
Therefore, the coherent light source is coupled into the objective parallel to the optical axis of the
objective. By displacing the beam to the periphery of the objective, while keeping the parallelism to
optical axes of the objective, the angle between the beam and the normal to the interface glass-water
gets increased. If the critical angle is reached, the beamwill be totally-reflected, and the evanescent
wave will protrude into the sample. A zoomed-in sketch of the optical path inside the objective is
depicted in Figure 2.2 b.
Tokunaga et al. demonstrated that the objective-based TIRF setup can also be used to generate
a laminar excitation sheet of light, which reaches deeper into to sample, while still illuminating
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only a fraction of the entire specimen [35]. This mode of illumination is called highly inclined and
laminated optical sheet (HILO) and is also shown in Figure 2.2 b.
Figure 2.2: (a) Objective-based TIRF setup. The schematic drawing sketches a typical TIRF microscope setup. A laser serves
as a coherent light source and a scientific camera as the detector. For objective-based TIRF, the laser beam is first spectrally
cleaned-up using an excitation filter, then coupled through a beamsplitter into the high NA objective. By translating the laser
beam parallel to the optical axes to the periphery of the objective lens, the laser beam can be controlled to get a totally-internal
reflection. Fluorescent emission is guided and focuses on to the camera with a tube lens. Undesired laser light interferences in
the emission are spectrally filtered using an emission filter. Adapted from [2]. (b) Zoom-in cartoon of the objective illustrates
three different illumination modalities with an objective-based TIRF microscope. In epifluorescence (Epi), the laser beam co-aligns
with the optical axes of the objective, which results in the excitation of the fluorescently labeled specimen above the field of view.
By shifting the laser beam to the periphery of the objective lenses, the beam gets tilted. Before the angle of total-reflection is
reached, a laminar sheet of excitation light (HILO) [35] can be used to excite volumes deeper in the sample. Upon the critical
angle, the laser beam gets totally reflected, and an evanescent wave propagates into the specimen. The excitation volume in
TIRF reaches up to 200 nm into the sample, yielding high contrast fluorescence images from targets near the coverslip. Figure
part b is a reprint by permission from Springer Nature Methods [35], copyright (2008).
2.3 From the Diffraction Limit to Super-ResolutionMicroscopy
2.3.1 The Diffraction Limit
Until the emergence of the first super-resolution techniques in the 21st century [9, 36, 37], optical
microscopywas restrictedby an allegedphysical limitation. ErnstAbbepostulated1873 that spatial
resolution of optical microscopes is restrained by the physical nature of light, the diffraction of
light [8]. He proposed in his work “Beiträge zur Theorie des Mikroskops und der mikroskopischen
Wahrnehmung” that it is not possible to resolve two light points if they are placed closer together as
half of thewavelength of emission [8]. LordRayleigh expressed the phenomenological observation
of Abbe into mathematical equations [38]. Ultimately, the diffraction limit of a light microscope
can be described with the wavelength λ and the distance d between the two light points [8]:
d =
λ





Rayleigh noted in hiswork that the formula originated from the Franco-Italianmathematician and
astronomer Joseph-Louis Lagrange, who lived a century before Abbe [38]:
...The application to the microscope was traced by means of a somewhat extended form
of Lagrange’s general optical theorem,...
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Historically, Hermann vonHelmholtz also published an article in the same year 1873 as Abbe and
once again a year later the formalism of light microscopes [39, 40], where he characterized the per-




On a coarse-grained interpretation, the diffraction limit can be explained as the result of the in-
complete transmission of information of optical components like the objective of the microscope.
Intuitively, this can be compared to a radio transmitter that is not capable of reproducing the full
spectrum of acoustic frequencies of a song. In the case of the microscope, the objective has a lim-
ited range of optical frequencies, which can be captured and transmitted through the tube lens
onto the camera. The capability of transmission of optical frequencies is described as the optical
(or modulation) transfer function OTF(ωx,ωy), or transfer function. The imaging process of an
arbitrary object A(x, y) described with the spatial coordinates x and y in the focal plane of an ob-
jective can be formulated mathematically as:
F ′[A(x, y)] = F [A(x, y)] · OTF(ωx,ωy) (2.2)
|ω| : =
√
ω2x + ω2y < Ω with Ω = 2πNA/λ (2.3)
F ′[A] is the resulting Fourier transformed image at the back focal plane. The complete transform
of the objectF [A] is limited to the transmittable frequencies of the objective. It acts as a low-pass
filter of optical frequencies of the object A(x, y), meaning that the transfer function vanishes for
all values of ω obeying |ω| ≥ Ω. For imaging a coherent light illumination the cutoff frequency
ω is given by ω = 2πNA/λ. The tube lens operates as an inverse Fourier transformation ofF ′[A]
back into object space. Themultiplication in Fourier space, corresponds to a convolution in object
space. Hence, the whole image process can be formulated as:
A′(x, y) = A(x, y)⊗ PSF(x, y) (2.4)
PSF(x, y) is called the point spread function. As the name suggests, it is the mathematical descrip-
tion of the imaging process of a point light source. For a lens and a point light source at the optical
axis of the lens, the PSF is given by the Airy function, illustrated in Figure 2.3 a. Since cameras
can not detect the electric field, the image on the camera screen of the point emitter gets broadened
with the intensity distribution I(r) shown in Figure 2.3 bwith I(r) ∝ [E(r)]2.
Figure 2.3: (a) 3D plot of 2D Airy function. Shown in the normalized electronic field distribution E(r) in the object plane of a point
source as a function of the distance to the optical axis in optical units. (b) Intensity distribution I(r), proportional to the square of
the absolute values of the electronic field distribution E(r). Adopted from [41].
2.3.2 Single-Molecule LocalizationMicroscopy
Since the invention of light microscopy, the limitation in spatial resolution due to diffraction was
a fundamental barrier. Eric Betzig and Stefan Hell were honored with the Nobel Price in Chem-
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istry in the year 2014 for developing methods surpassing the diffraction limit [11]. Betzig and
Hell published technologies for super-resolutionmicroscopy to bypass the diffraction limit. Their
approaches approximate the lost optical frequencies from the process of imaging or modify the
operation of imaging itself [9, 10]. Revisiting the formula of the imaging process using an optical
microscope in equation (2.4), we note that A′(x, y) describes the recorded image on the camera.
The point-spread function PSF(x, y) for an objective is given by the intensity function (see Fig-
ure 2.3 b) with the assumption that the light source is a single point light source. The approxi-
mation is justified if individual fluorescent dyes or proteins with dimensions of single nanometers
are recorded, which are small compared to the point spread function (PSF) with diameters in the
several hundred-nanometer ranges. These circumstances enable the reconstruction (or approxima-
tion) of the distribution A(x, y), hence the underlying sub-diffraction pattern.
In 2006, Betzig et al. published a technique for far-field fluorescence microscopy called photo-
activated localization microscopy (PALM), where they exploit these circumstances [9]. The dis-
covery of photoactivatable fluorescent proteins in 2002 from Lippincott-Schwartz et al. paved
the way for Betzig’s invention of the PALM super-resolution microscopy technology [43]. Flu-
orescent proteins were genetically attached to the target of interest. Through stochastic activa-
tion using weak laser pulses, a small subset of photoactivatable fluorescent proteins undergo a
transition from the deactivate (dark) state into the activated (bright) state. Photons from the
activated subset of fluorophores are collected until they photobleach and suffer the loss of fluo-
rescence. PALM belongs to the group of single-molecule localization microscopy (SMLM) tech-
niques.
Figure 2.4: SMLM movie sketch. Ev-
ery frame contains only a subset of fluo-
rescent molecules that are activated and
emit photons. The distance between
the activated molecules is larger than
the diffraction limit, which allows for sub-
diffraction localization. Adapted from
[44].
In a SMLM experiment, a time series of images is recorded,
where different subsets of distinct fluorophores are activated, as
displayed in Figure 2.4 . Reconstruction to a sub-diffraction,
i.e., a super-resolved image, is typically performed with software
algorithms. So far, a large variety of different frameworks were
published [45, 46]. However, they usually operate along a ba-
sic workflow. First, single-molecule signals get identified in every
frame. In the second step, the detected signals get localized by
fitting a distribution function, for example, a 2D gaussian func-
tion. Here, the center of the fitted distribution function approx-
imates the position of the fluorescent molecule with dedicated
precision. It is worth to point out that in those steps, the data
gets transformed from image data to a tabular list of localized
molecules. This underlying method is illustrated in Figure 2.5 .
Super-resolved images are typically rendered from the localiza-
tion table as 2D histograms. The precision of an individual local-
ized single-molecule signal described by the standard deviation






The achievable spatial resolution of diffraction-limited imaging from equation (2.1) is modified
for super-resolution by a factor of 1/
√







Zhuang et al. published a similar implementation in SMLM called stochastic optical reconstruc-
tion microscopy (STORM), where they utilize organic fluorescent dyes instead of genetically en-
gineered fluorescent proteins [48]. While organic dyes offer higher photon emission and better
photo-stability, these probes require labeling agents like antibodies or nanobodies to decorate the
proteins of interest. Another notable difference of STORM is that the fluorescent molecules are
switched between the deactivated and activated state until they are photo-bleached.
Figure 2.5: SMLM relies on the temporal separation of single-molecule signals. Therefore, the target structure in the examined
sample is labeled with the fluorescence molecule. The fluorescence probes are switched between bright and dark states. The
switching can be implemented with different approaches. After the movie is recorded, the single-molecule signals are localized
in every frame. After reconstruction, a super-resolved image is created by plotting the localizations in a 2D histogram. Reprinted
by permission from Annual Reviews, Inc. [49] copyright (2009).
2.3.3 DNA-PAINT and Exchange-PAINT
Amore recent approach in localizationmicroscopy-based super-resolutionmicroscopy calledDNA-
PAINTwas published by Jungmann et al. in 2010 [50]. The technique is based on the concept of
point accumulation for imaging in nanoscale topography (PAINT), where in contrast to PALMor
STORM, imaging is carried out using diffusing fluorescentmolecules that interact transientlywith
the sample [51]. When the fluorescent molecule is bound to the sample, increased fluorescence
from the binding site can be collected and subsequently localized with sub-diffraction resolution.
However, a fundamental limitation of PAINT is achieving specificity in targeting the molecules
or proteins of interest. The binding interaction relies onmolecular processes like electrostatic cou-
pling or hydrophobic interactions, which are challenging to control.
DNA-PAINT leverages themethod of PAINTwith the use of DNAhybridization reactions of
short single-strandedDNAoligonucleotides, called imagers to their complementary single-stranded
sequences. These complementary DNA strands, the so-called docking sites, are attached to the
molecules of interest. Imagers are coupled with fluorescence dyes and diffuse freely in solution.
Upon the binding to the docking site, amplified fluorescence due to the immobilization can be de-
tected. This sequence-specific binding to the complementary target enables programmable inter-
actions with high precision in targeting molecular components of interest. The so-called activated
(bright) and deactivated (dark) states of the single-molecule signals are achieved by the repetitive,
transient binding of imagers to the docking strand, see Figure 2.6 . Unbound imagers in solu-
tion diffuse too fast for being localized during the camera exposure times, hence only increases the
background fluorescence signal. In contrast to PALM or STORM, DNA-PAINT does not suffer
from photobleaching as a reservoir of diffusing imagers can visit the docking site. Although this
allows a virtually unlimited acquisition time, it also requires the application of imaging with small
excitation volumes like TIRF or HILO due to the artificial background fluorescence.
Utilizing hybridization reactions of DNA strands to create the artificial blinking delivers a sub-
stantial advantage. By changing the DNA length and sequences, the kinetic parameters of the
blinking reaction can be controlled and tailored to specific needs. The bright time τbright, the pe-
riod the imager is bound to the docking strand, is given by the length and the composition of the
imager sequence, hence the number of complementary bases. The dissociation rate describes the






Whereas the dark time τdark, the period between binding events, is controlled by the concentration





Figure 2.6: DNA-PAINT super-resolution microscopy. (a) Stochastic switching between fluorescence bright- and dark-states
(blinking) is created using DNA fluorescent probes called imagers. The short single-stranded oligonucleotides labeled with flu-
orescent molecules interact transiently with single-stranded complementary DNA strands at the target, called docking strands.
Adapted from [1]. (b) The time trace visualizes the fluorescent intensity captured from one docking site. The duration an imager
is bound, the bright time τbright for a given imaging buffer system at a specific temperature depends on the length of the formed
duplex of the imager and docking strand. The phase between binding events, the dark time τdark is given by the concentration
of the imagers in solution. Adapted from [50].
In 2014, Jungmann et al. published an extension ofDNA-PAINTcalledExchange-PAINT,which
enables comprehensivemultiplexed imaging in a sequential fashion [52]. The concept ofExchange-
PAINT is depicted in Figure 2.7 . Initially, different targets are labeled with orthogonal docking
strands. After labeling, single-molecule blinking data of the first target is acquired. As the imagers
bind only transiently, the solution with the imagers can be removed by washing with an imager-
free solution. After the sample is cleared, the next imager with a different sequence is introduced.
Subsequent washing and imaging rounds are carried out until the data of all targets is acquired.
Figure 2.7: Exchange-PAINT, a multiplexing application using pseudo colors. The sam-
ple is labeled with single-stranded docking sites, where every target has a unique docking
sequence. In sequential imaging rounds with imagers complementary to the docking se-
quences and subsequent washing rounds multiple targets can be imaged. Reprinted by
permission from Springer Nature Methods [52], copyright (2014).
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Exchange-PAINT does not rely on spectral multiplexing. The ”pseudo” colors are encoded in
the orthogonal nucleotide sequence of the imager strand. This sequential approach enables the
usage of the same dye in every imaging round, preferably a fluorophore with the highest photo-
stability and low unspecific interactions. Ultimately, Exchange-PAINT eliminates the compro-
mise between emission wavelength and spatial resolution of conventional diffraction-limited or
super-resolved spectral multiplexing.
2.3.4 Stimulated Emission DepletionMicroscopy andMINFLUXNanoscopy
In the year 1994, Stefan Hell published the theory for a new scanning fluorescence microscope is
called stimulated emission depletion (STED) microscope, which uses the principle of reversible
saturable optical linear fluorescence transitions (RESOLFT) microscopy [10]. It is based on stim-
ulated emission [53] using inhomogeneous illumination, which can switch fluorescencemolecules
into a fluorescence deactivated (dark) state. Spontaneous emission of photons, thus fluorescence,
gets prevented by the STED laser as the excited fluorophore is forced to relax into the ground state
via the radiation of a photon by stimulated emission. Photons from stimulated emission have a
different wavelength than photons from fluorescence and can, therefore, be separated with optical
filters. This process is illustrated with the Jablonski diagram in Figure 2.8 a. A typical STEDmi-
croscope setup is depicted in figure Figure 2.8 b [49]. Besides the laser for fluorescence excitation,
the microscope includes a STED laser. By excluding a small spot in the center of the STED laser,
the effective area of fluorescence excitation gets shrunk, and the achievable resolution surpasses the
diffraction limit. This is visualized in Figure 2.8 c. The ”donut-shape” STED beam profile is usu-
ally generated via a phase mask in the STED path. During data acquisition, the sample is scanned
point by point, and fluorescent signals are recordedwith a photodetector instead of a camera. Half
a decade after Hell proposed the STEDmicroscope, the optical setup wasmanufactured, andHell
et al. published the first super-resolved microscopy images [36, 37].
Figure 2.8: STED microscopy (a) Jablonski diagram visualizing the phenomenon of stimulated emission that is utilized in STED
microscopy. It describes the process of a photon that interacts with an excited atom or molecule, causing it to release the excita-
tion energy in the form of another photon. Importantly, the emitted photon shares identical physical properties like wavelength as
the incoming photon. Adopted from [49]. (b) The basic schematic sketches a typical STED microscope used for super-resolution
imaging. Besides the excitation laser, the STED laser with a phase mask is incorporated into the excitation path. The phase mask
creates the ”donut-shaped” STED beam profile. The objective focuses the excitation and STED beam onto the sample. The
emission light is collected by the objective and recorded with a photon detector. Reprinted by permission from Annual Reviews,
Inc. [49] copyright (2009). (c) By combining the ”donut-shaped” STED pattern with the excitation beam, the effective PSF can be
contracted below the diffraction limit. Fluorescent molecules in the high-intensity areas of the STED beam (saturated depletion
area) are forced to undergo stimulated emission. Therefore, they do not release the excitation energy via fluorescence and can
be excluded from the emission path using optical filters. In the center of the STED beam, the zero-point, fluorescence can occur
and collected with a detector. Reprinted by permission from Annual Reviews, Inc. [49] copyright (2009).
In 2017, Balzarotti et al. demonstrated that the donut-shaped laser profile could also be utilized to
”triangulate” fluorophores down to single-nanometer resolution [54, 55]. By probing the fluores-
cent emission of the molecule around the zero-point of the beam pattern, the localization of the
fluorescent probe can be predicted. The technique is termedminimal photon fluxes (MINFLUX)
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nanoscopy andpromises versatile imagingmodalities fromnanometer super-resolutionmicroscopy,
nanometer-precise short-range tracking tomicro-scale long-range tracking, although requiring very
complex and sophisticated instrumentation.
2.4 Förster Resonance Energy Transfer
Various molecular processes can release the energy of an excited fluorophore. The non-radiative
transfer of the energy from one fluorescent molecule to another at close proximity is called Förster
resonance energy transfer (FRET) [56]. In this interaction, themolecule which releases the energy
is called donor (D), whereas the energy receivingmolecule is named acceptor (A). An excited donor
can be approximated with a localized dipole, hence oscillating charges [57], and the surrounding
area divided into different layers of interaction. Figure 2.9 a illustrates and excited fluorescence
molecule and the nearby environment. If an acceptor molecule is right next to the excited donor
with a distance smaller then∼1 nm, in the range of the so-called contact zone, the energy can be
transferred directly via the exchange of excited electrons. This process is called Dexter electron
transfer and was theoretically proposed by D. L. Dexter in 1953 [58]. In the upper zone, the near-
field zone, the excitation energy is predominantly transferred via dipole-dipole interactions, the
traditional FRET. The oscillating donor charges create an electric field and can be described as a
dipole, figuratively speaking, it acts as a nanoscopic antenna. The near-field zone extends typically
up to∼10 nm. If the distance between donor and acceptor is even greater, in the intermediate and
radiation zone, the energy transfer can no longer be described with the FRET theory.
Figure 2.9: FRET. (a) The proximity area of an excited donor molecule can be divided into several zones of interaction for an
acceptor molecule. The contact zone (< ∼ 1 nM) describes the area where excitation energy can be transferred via the direct
exchange of electrons from the donor to the acceptor molecule. Here, FRET does not apply. In the higher zone, the near-field
zone, FRET is the dominant process of energy transfer. The donor transmits the excitation energy via dipole-dipole interaction. In
the intermediate and the far-field zone, radiative energy transfer can occur and FRET typically does not apply. Adapted from [57]
(b) The energy transfer efficiency E(r) of FRET plotted against the separation distance r between donor and acceptor in units of
the Förster radius R0. At a distance of r = R0, half of the excitation energy is transferred to the acceptor molecule. Adapted
from [27]
In order for FRET to occur, several conditions must be met. First, the distance between donor
and acceptor needs to be in the range of the near-field zone, in the order of nanometers. The
energy transfer in FRET depends strongly on the distance r between donor and acceptormolecule.
Figure 2.9 b plots the non-linear energy transfer efficiency function E(r) in terms of the so-called
Förster-radiusR0, which denotes the radius r, where E(r) drops to 50%. Due to the dipole-dipole






The probability of the energy transfer from the donor to the acceptor per time can be described by










where: r = distance between donor and acceptor
λ = wavelength
FD(λ) = normalized fluorescence intensity of the donor
εA(λ) = extinction coefficient of the acceptor
ΦD = quantum yield of the donor
κ = orientation factor
τD = lifetime of the donor in the absence of an acceptor
NA = Avogadro’s number
n = refractive index of the medium
A detailed derivation of the equation (2.10) can be found in [56, 57]. Besides the distance, also the
fluorescence spectrum of both fluorescence molecules plays a crucial role. FRET can only occur if
the emission spectrum of the donor molecule overlaps with the excitation (absorption) spectrum
of the acceptor. Figure 2.10 a illustrates the spectra of a very common FRET dye pair: Cy3, as
donor dye and Cy5 as acceptor dye. The integral in (2.10) can be derived by the so-called overlap
integral J(λ). The spectral overlap of the donor emission and the acceptor absorption curve is







Using the overlap integral J(λ) the transfer rate equation (2.10) can be rewritten in amore compact













The last essential requirement for FRET is the orientation of the fluorescence molecules, which
is described with orientation factor kappa-squared κ2 and included in the equations (2.10) and
(2.12). For the calculation of kappa-squared, the fluorophores are described as point-dipoles with
a transition dipole moment p = qμ, where q = eD is the electron charge e multiplied with the
amplitude of the dipole oscillationsD and μ is the unit vector of the direction of the dipole oscil-
lations. Figure 2.10 b visualizes the geometric relation between the donor and acceptor dipole
moments. Using the unit vectors of the dipole moments and the separation vector, kappa-squared
is defined as:
κ = μD · μA − 3(μD · rDA) · (rDA · μA)
= cosΘT − 3 cosΘD · cosΘA
(2.13)
where: μD = unit vector of the donor dipole direction
μA = unit vector of the acceptor dipole direction
rDA = unit vector of the separation direction between donor and acceptor
ΘD = angle between the donor dipole and separation direction vector
ΘA = angle between the acceptor dipole and separation direction vector
ΘT = angle between donor and acceptor dipole direction
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The orientation factor κ2 can range from 0 to 4, depending on the relative orientation of the tran-
sient dipole moments of the fluorescent molecules. For processes with isotropic and fast random
dynamics of the dipole orientation, the average value ⟨κ2⟩ = 2/3 is commonly used [59].
Figure 2.10: Spectral overlap and dipole orientations. (a) Normalized excitation and emission spectrum of the FRET dye pair
Cy3 and Cy5, which is frequently used. The spectral overlap of the emission spectrum of the donor with the excitation spectrum
is highlighted. Mathematically it is described as J(λ) in equation (2.11). Spectral data and permission for reprinting from [60].
(b) The orientation of the transition dipole moments represented by the unit vector of the donor μD and the acceptor μA. The
direction of the distance between donor and acceptor is denoted with the unit vector rDA. ΦD and ΦA mark the angle from
the dipole moments of the donor (D) and acceptor (A) to the separation direction. ΦT is defined as the angle between donor
dipole orientation and acceptor dipole orientation. Using geometric calculations kappa-squared κ2 can be derived, see (2.13).
Adapted from [61].
The efficiency of the energy transfer E(r) plotted in Figure 2.9 b can be derived by the fraction






Intuitively, the FRETprocess competeswith all other possible processes of the energy release of the
donor, which is described in the donor decay rate τ−1D , the inverse of the donor lifetime. Efficient
FRETmeans that the rate of transfer kT is much faster than the decay rate τ−1D . With the equation






This short-ranged interplaybetweenfluorescent dyes presents a powerful imagingmethod forprob-




Under biological conditions, the DNA molecule is typically observed as a complex of two single-
stranded DNA polymers. Each polymer consists of repeating monomers called nucleotides. The
nucleotide, in turn, consists of a backbone section and one of four nucleobases: adenine (A),
thymine (T), guanine (G)or cytosine (C). In a single-strandedDNApolymer, nucleotidemonomers
are connected covalently by phosphodiester bonds, linking the 3’-hydroxyl (-OH) group of one
backbone section and the 5’-hydroxyl group of the following backbone group. These connection
positions providing the DNA strand with an intrinsic direction, described with the so-called 3’
and 5’ ends. Figure 2.11 a illustrates the chemical structure of the double-stranded complex. Two
single-strandedDNAmolecules join by the formation of hydrogenbonds between the nucleobases.
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Here, the hydrogen bonds are highlighted with dashed blue lines. With the so-calledWatson-Brick
base pairing, adenine pairs with thymine using two hydrogen bonds, and guanine with cytosine
by three hydrogen bonds [15]. The antiparallel structure of the double-stranded DNA complex is
highlighted with the complementary DNA directional ends at each duplex terminus.
Figure 2.11 b depicts a cartoon of the three-dimensional structure of a double-stranded DNA
molecule in the so-called B-form. It describes a right-handed helix with amajor and aminor groove
and a diameter of 2 nm. Every 10.5 bps with a rise of 0.34 nm per bp, the DNA completes a full
turn. In this configuration, the stability of the complex originates not only from the hydrogen
bonds. The π-orbitals of the aromatic ring of one base with the π-orbital of the following base
along a single-strand align to each and overlap. This effect is called π-stacking and greatly stabilizes
the duplex.
Figure 2.11: DNA (a) Chemical structure of a double-stranded DNA polymer. It forms out of two single-stranded DNA molecules
that align antiparallel and form base pairs by hydrogen bonds, highlighted with dashed blue connection lines. (b) 3D cartoon of
a 16-bp-long DNA helix in the B-form. The yellow represents the negatively charged backbone. Nucleobases are highlighted in
red. The structure originates from the PDB model 3BSE and is plotted using the software package PyMOL [63, 64].
2.6 DNA origami as a Nanoscopic Pegboard
In 2006, Paul Rothemund presented the concept of DNA origami [17]. In contrast toNadrian C.
Seeman’s strategy of engineering DNA crystals out of short DNA strands [16], a DNA origami
is composed out of a long single-stranded DNA molecule, termed scaffold, and short oligonu-
cleotides, called staples. The scaffold strand is typically derived from the 7249 bp long M13mp18
viral phage, while the staple strands can be synthesized artificially. The computer-designed staples
bind to specific areas of the single-stranded scaffold and ultimately fold the scaffold molecule into
a desired shape in the nanoscale. This assembly process is typically driven by thermal annealing, in
a so-called folding ramp. Figure 2.12 a visualizes the folding process. Initially, scaffold and staple
molecules are combined in a folding buffer. The solution is then heated up, typically cooled down
in a controlled fashion. During this thermal ramp, the staples strands bind to the complementary
DNA bases on the scaffold strand, highlighted here with colored scaffold sections. The synthesis
of the DNA origami structures in solution is highly parallel and in a self-assembly fashion. Fig-
ure 2.12 b depicts the folded DNA origami, with the routed scaffold strand and the incorporated
staple strands.
20
In the initial publication of Rothemund, he presented a single-layered DNA origami nanos-
tructure with the dimensions 100×70 nm, termed Rothemund rectangle origami (RRO) [17].
Jungmann et al. modified the design to correct internal twisting due to the underwinding of the
DNA helices [65]. The resulting DNA origami nanostructure offers a highly symmetric andmod-
ular platform, which can be visualized in Figure 2.12 c as a grid of hexagons with 5 nm spacing
[45]. Every hexagon represents a modification site. By extending specific staple strands (see Fig-
ure 2.12 d, the RRO can serve as be pegboard for the functionalization with DNA-conjugated
molecules [66]. In the context of super-resolution microscopy, the rectangular DNA origami of-
fers an exquisite platform for the evaluation of novel imaging techniques [67, 68, 69, 70, 71] as well
as cutting edge microscopy setups [72, 73, 74, 33, 54, 75] using a nanoscopic ruler.
Figure 2.12: RRODNA origami. The folding process to synthesize DNA origami nanostructures. The long scaffold strand (typically
M13mp18 phage genome DNA) is combined with the short staple strands in a folding buffer. By thermal annealing, the staple
strands bind to the corresponding region of the scaffold strand. Adapted from [17] (b) After the folding process is finished, the
scaffold strands is routed in a controlled fashion using the complementary-binding staple strands. In the case of the RRO, the
staple positions incorporate highly symmetric. Adapted from [45] (c) The symmetry leverages the RRO as an excellent molecular
pegboard. Every staple strand can serve as a modification site, here illustrated as a grid of hexagons with a spacing of 5 nm.
Adapted from [45] (d) By extending the staple strand, the modification sites get accessible for attachment of DNA-conjugated
molecules or transient interaction, for example, DNA-PAINT imaging. Here the RRO is functionalized the so-called 20-nm-grid
DNA origami, with a 3×4 grid of DNA-PAINT binding sites with a spacing of 20 nm. The red hexagons indicate the extended
staple strands.
2.7 Deep Learning for Vision Systems
One of the most popular areas for deep learning is the field of computer vision. Potential appli-
cations range from autonomous cars, designed to understand human automobile traffic [76] to
camera-based surgery robots, which should minimize the invasiveness of operations [77]. These
examples constitute only aminuscule fraction of the potential possibilities for deep learning-based
vision systems. However, all those applications share the fundamental computational challenge of
perceiving and recognizing images in an automated way. In the last three decades, artificial neural
network (ANN) gained tremendous attention for solving these tasks of extracting the underlying
patterns encoded in pictures, with as little human interaction involved as possible [78].
While there is a large variety of architectures of proposed artificial neural networks, the funda-
mental building block stays the same. From ”shallow” neural networks with only a single layer
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to profoundly deep neural networks with up to 250+ layers, all operate with the basic unit of the
so-called perceptrons [79, 80].
2.7.1 The Perceptron
Similar to theDNAstrands forDNAorigami, so does the single-neuronperceptron reflect the fun-
damental element of an artificial neural network. Inspired by the work ofMcCulloch & Pitts [81]
on amodel of the neuron andHebbs theory of biological learning [82], in 1958, FrankRosenblatt
presented the mathematical model of an artificial perceptron [83]. It consisted of a single neuron
and featured synaptic weights and bias, and most importantly, a learning algorithm. Remarkably,
although the learning algorithm has changed over the decades, this concept of an artificial neuron




The perceptron model describes the central task of an artificial neuron. It operates as a single
computational unit, which takes a set of inputs, for example, image pixel values, then performs
calculations and outputs a response. In particular, the neuron receives inputs [x0, . . . , xn] and
scales every input xi with a weight factor wi. All weighted inputs xi · wi are summed up, and a
bias b is added. Finally, the weighted sum
∑
i xiwi + b is passed through a so-called activation
function to limit the output signal to a finite value. It squishes the output to a value between a
given output range. Therefore it is sometimes also referred to as the squishification function. An
analogy to the neurobiological action potential canmotivate the application of activation function.
Rosenberg proposed the binary threshold-based activation function for the perceptron, illustrated
in Figure 2.14 b. Consequently, if the weighted sum exceeds a particular threshold value, the
output y of the neuron jumps from 0 to 1. The neuron ”fires”. With the additional bias term b,
the threshold value can be adjusted. Figure 2.13 illustrates a single-neuron perceptron and the
operations performed by the neuron. The calculation process of a perceptron is called the forward
propagation and can be summarized in three essential steps:
1. Weight: All inputs xi get multiplied by an input-specific weight factor wi.
2. Sum: All weighted inputs are summed up, and a note-specific bias b is added.
3. Activate: The total sum is put into an activation function, which calculates the output y.
Figure 2.13: Single-unit perceptron is the elementary unit of an artificial
neural network. It takes the inputs xi, scales all inputs with the corre-
sponding weight factor wi, and adds the weighted inputs up to a total
sum. Before the weighted sum is passed through an activation function,
a bias b is added. The final output y is limited by the activation function
to a finite value, here between [0, ..., 1]. Modern ANN typically operate
with non-linear activation function, as depicted with the sigmoid function.
Adapted from [85].
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The activation function plays a crucial role in the mapping of the input data to an output value.
Figure 2.14 displays different types of activation functions: linear, threshold-based, and mod-
ern non-linear activation functions. Threshold-based activation functions, like the step function
shown in Figure 2.14 b were commonly used in the early neural network research [84]. Modern
deep-learning developments [86, 80, 79, 87, 88, 89] are primarily achieved using non-linear activa-
tion functions, like the sigmoid (or logistic), hyperbolic tangent or most recent the rectified linear
unit (ReLU) activation function, see Figure 2.14 c-e [90]. The non-linearity in the activation
enables the complex mapping of non-linear inputs, which most real-world problems require [84].
Figure 2.14: Activation functions (a) Identity, a linear activation function. (b) Binary step activation function. (c) Sigmoid or
logistic activation function. (d) Hyperbolic tangent activation function. (e) ReLU activation function [90].
Importantly, a perceptron network (or just perceptron) is an artificial neural network with only a
single layer of neurons, meaning that it can havemultiple neurons in parallel, all having xi as inputs
and multiple outputs yj with j corresponding to the number of neurons.
FollowingRosenberg’s proposal of the perceptron, he engineered the ”Mark 1 perceptron” [91].
A hardware-based perceptron network, which captured a 400-pixel image and passed the pixel in-
puts via an array of 400 photocells into the artificial neurons. Theweights of the neuronswere con-
trolled using potentiometers, adjustable resistors, driven by electric motors [84, 91]. Figure 2.15
shows a photograph of the Mark 1 perceptron at the Cornell Aeronautical Laboratory.
Minsky and
Papert were not










successes of Rosenblatt, Widrow & Hoff [92], and others, caused great excitement and anticipa-
tion in artificial neural networks and research about AI.
However, in the year 1969, the two mathematicians and cognitive scientists, Marvin Minsky
and Seymour Papert, published a book with the unimposing title Perceptrons: An Introduction to
Computational Geometry. Minksy and Papert demonstrated that Rosenblatt’s single-layer percep-
tron network with the threshold-based activation function is restricted to linearly-separable clas-
sification and, therefore, not capable of performing the exclusive OR (XOR) boolean operation.
Ultimately, they proved that the single-layer perceptron with the threshold activation, which was
used back then, is not a universal computing unit. The table Table 2.1 states theXOR logic. While
pointing out this limitation, Minsky and Papert also presented a solution to overcome this issue.
By expanding the artificial neural network from an individual single-layer perceptron to a stack of
multiple consecutive single-layer perceptrons, it is possible tomodel every boolean operation. This
concept of stacked perceptrons was initially also proposed by Rosenberg [94], and others [95]. At
this point, however, an efficient learning algorithmwas still missing. It is said that with their book,
Minksy and Papert started a long regression around the field of AI, which is now often called the
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first winter of AI [96]. Funding was cut, pessimism increased, and the belief in the artificial intelli-
gence gradually vanished. In the following decades, the field of AI research slowly recovered. Dur-
ing this period, essential concepts such as an efficient learning algorithm called back-propagation








Table 2.1: XOR boolean operation
Figure 2.15: Mark 1 perceptron. Hardware-based implementation of Rosenberg’s perceptron algorithm pro-




Minksy and Papert proposed that a multilayer perceptron (MLP), i.e., a ANNwith multiple con-
secutive perceptrons, can overcome the limitations of Rosenblatt’s perceptron. The XOR prob-
lem, for example, described in the previous chapter, can be solved by two layers of perceptrons.
While the terminology refers to consecutive layers of single-layer perceptrons, in practice today, it
is generally recognized as a singleANNwith several layers of neurons, sometimes called nodes. The
MLP consists of three different layer categories, the input layer, the hidden layers, and an output
layer. The hidden and output layers are composed of artificial neurons with weighted inputs in
contrast to the input layer, which can be seen as a transition layer. Here, inputs xi are broadcasted
into the MLP without processing. Figure 2.16 sketches an exemplary MLP with two hidden
layers and one output layer, i.e., three layers of neurons, ultimately a three-layer MLP.
Figure 2.16: Multilayer perceptrons consist of consecutive layers of neurons. The input
layer feeds the inputs xi into the ANN by distributing every input to every neuron (node) in
the first so-called hidden layer. Hidden layers are layers of nodes between the input layer
and the final output layer. During the forward pass, every node performs the ”Weight-Sum-
Activate” calculation, described in Figure 2.13 . After the data is passed through the first
hidden layer, every calculated output is forwarded to every node in the second hidden layer
for processing. Here, the outputs from the second layer are gathered in the final output layer,
and a concluding value of y is determined. Adapted from [85].
During the forward propagation (or forward pass), the inputs xi are transmitted from the input
layer to the first hidden layer. Every input xi is forwarded to every neuron of the first hidden layer.
Same as for a perceptron, at the neuron, the inputs are weighted, summed up with a bias added,
and finally passed through the activation function, which calculates the output yj. This output, in
turn, is broadcasted to every neuron in the second hidden layer. This ”wiring” is called a fully con-
nected (FC) network. After passing through every hidden layer, the output layer yields the final
computed value of y for the given inputs xi.
Without training of theMLP, the output y is nonsensical and has nomeaningful value because the
weights and biases are initialized with random numbers. By providing the network with labeled
data and a learning algorithm, the weights and biases can be adjusted to bring the output y closer
to the ground truth label. The learning enhances not only the efficiency on the labeled data, but it
also increases the general ”intelligence” of the ANN so that the performance is generalized beyond
the training data.
During the learning algorithm, the labeled data is passed through the network. After the out-
put y is determined, an error regarding the ground-truth value (target value) is calculated using a
so-called loss (or cost) function. Importantly, the error is averaged over the whole training data.
At the beginning of the learning, the loss usually starts at an arbitrary value, because the weights
and biases are also initialized randomly. The loss gets decreased by correctly changing the weights
and biases. This is typically achieved using an algorithm called back-propagation (back-prop), dis-
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cussed already in the earlyAI years by various researchers [95], but usually referencedby a two-book
overview published by the parallel distributed processing (PDP) research group [98, 99].
In the first step of the learning algorithm, the error is passed back into the network to determine
gradients of the weights and biases and ultimately update the weights and biases of the ANN ac-
cordingly to reduce the error, thus decrease the loss. Therefore, the negative value of the computed
gradients of weights and biases are multiplied with a so-called learning rate. The negative gradients
determine thedirectionof the correction, and the learning rate controls the amountof change. The
learning rate is typically in the range of 10-5 to 5 and ismanually set as a parameter. Since the error is
calculated over the average of the training data, the performance of theANNalso increases for each
data point. By repetitively performing the forward and back-propagation and subsequently mod-
ifying the weights and biases, the minimum of the loss function can be calculated. This process
of repetitively changing the weights and biases is the so-called gradient descent. The underlying
challenge is basically an optimization problem to find the minimum of the loss function, which
results in the most suitable weights and biases to best approximate the target values. Common for


















In practice, these adjustments for optimizing the MLP are not performed using gradient descent,
but instead with a method called stochastic gradient descent (SGD) [101, 102, 85]. Here only
a random subset of the training data is selected to calculate the error, the gradients, and thus the
changes for adjustment. By taking only subsets of the training data, the learning process is dramati-
cally accelerated. Figure 2.17 a illustrates a simplified loss functionwith a single weight factor and
the SGD approach to localize the minimum. After all subsets of the entire training data are used
for the optimization, the first so-called epoch of learning is completed. Usually, the optimization
continues in subsequent epochs with different and shuffled subsets until either a stop criterion or
the maximum number of epochs is reached.
The learning process can be visualized with the help of a so-called learning curve by plotting the
loss (cost) throughout the epochs. A schematic learning curve is depicted in Figure 2.17 b. To
make the learning more robust, a common practice for deep learning is the train-validation split
[85]. Here, a small fraction of the training data set is set aside. The reduced training set is used for
learning, thus adjusting theweights andbiases, while the validation set serves as an evaluation of the
learning progress. By additionally observing the loss of the validation set, it is possible to identify
potential learning artifacts, for example, overlearning. Overlearning (or overfitting) can happen
when the loss of the training set decreases to zero, but the loss of the validation set starts to increase
again. This deviation indicates that the ANN is beginning to learn specific features of the training
data and will perform more inferior with unknown data. With the loss of the validation set, an
early-stop criterion can be set to avoid the overfitting. Once the criterion is reached, the learning is
terminated. Another approach to prevent potential overfitting is to reduce the complexity of the
MLP by reducing the number of layers and nodes.
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Figure 2.17: (a) Simplified loss functionC(w)with one weight parameterw illustrates the SGD algorithm for finding the minimum
of the loss function. By calculating the gradient of the weight using a subset of the training data, the adjustments to the weight
factorw can be estimated. By repetitively performing the forward- and back-propagation, the valuew approaches to the minimum
of the loss function. Orange arrows indicate the single stochastic gradient descent steps, the product of the negative gradient
and the learning rate. Every arrow is a single iteration of adjustment. The direction of change is determined by the negative value
of the gradients. The scale of adjustment is set by the learning rate. Adapted from [84]. (b) Artificial learning curve visualizes the
learning progress of the ANN. Typically, the total loss of training and validation set, which is calculated during forward-propagation
in every epoch, is plotted throughout the training. In the early stage, the loss of both data sets declines rapidly. This period is
the domain of underfitting, meaning that the ANN is still capable of increasing knowledge. While the training loss still decreases,
after iterations of training, the validation loss starts to increase again. This divergence indicates that the ANN is beginning to learn
specific features of the training set, and performs worst with new data. As a rule of thumb, the training should be stopped around
the epoch, when the validation set to increase and the ANN starts to overlearn. Adapted from [85].
2.7.3 Convolutional Neural Networks
In 1989, Lecun et al. published a specialized form of an ANN called the convolutional neural
network (CNN) [103, 104, 95]. Over the last few decades, CNNs gained tremendous popularity
in the processing of image data for object recognition [78]. Convolutional neural networks expand
the concept of the MLP with new types of layers, the convolutional layers, and the pooling layers.
By adding these layers, the strategy of the ANNwas leveraged from operating on bare input values
to more sophisticated processing of the data. In the MLP, described in the previous chapter, the
input data is transformed into a one-dimensional vector, with the consequence that local image
information from neighboring pixels is lost.
This limitation is overcome with CNN by the introduction of the convolutional and pooling
layer, where neurons calculate their outputs using image filters, which capture local image patterns
or features. These can be specific lines or curve segments, for example. Deeper layers combine the
features to resemble larger patterns, spirals, or corners, for example. The last layers of the CNN are
used for the identification and classification of the whole image using the more general elements
composed out of the features. This higher level of perception is especially relevant for the clas-
sification of noisy real-world images with shadows and changing lighting, for example, cars and
pedestrians for autonomous driving. However, this superior intelligence comes with the price of
more extensive computation and is usually carried out using high-performance graphical process-
ing units (GPUs) [105, 95].
Figure 2.18 depicts a simple CNN with a single convolutional, pooling, and FC layer. The
convolution layer can be described as the composition of three ”sub-layers”. First, the input im-
age is convoluted with a convolution filter (or mask), a so-called kernel. Here, the 3 × 3 kernel,
composed of nine weightsw0 . . .w8, is slid over the image, with specific step size, termed stride pa-
rameter. Contrary toMLP, a neuron in the folding layer works only in a limited space of the image,
the so-called receptive field (area). Importantly, each neuron in the convolutional layer performs
the processing of its responsible receptive field with the same weight matrix. The kernel is shared
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between the neurons: w0 w1 w2w3 w4 w5
w6 w7 w8
 (2.17)
This convolution operation produces the second ”sub-layer”, the feature map, which is finally
passed through a non-linear activation function ”sub-layer”. The sharing of the kernel allows the
translation invariant feature detection, meaning that features can be detected in every area of the
image. Every convolutional layer can apply multiple convolutional filters. Consequently, the out-
put of the conventional layer gets expanded to higher dimensions. The weights of the kernels are
trained by the network, similar to the weights of the neurons in the FC layers.
It is common practice, after a convolutional layer, to down-sample the featuremap using a pool-
ing layer. Similar to the convolutional layer, a kernel is scanned over the feature map, which per-
forms, for example, a max-pooling operation. In doing so, the maximum value of the receptive
field of the pooling neuron is selected. Finally, these pooling layer outputs are broadcasted into
a convolutional ANN layer with fully connected neurons. Each neuron of the FC layer receives
all outputs of the pooling layer. The inputs get weighted, summed up, a bias is added, and passed
through an activation function.
Figure 2.18: A simple CNN with a single convolutional layer, one pooling layer, and a single fully connected layer. The input image
is a 2D grid of brightness values, showing ”Fluff,” a dog occasionally visiting the institute with its owner. For the processing in the
first layer, the convolutional layer, a convolution mask (kernel), is passed over the image. Every neuron of the convolutional layer
operates with a fraction of the input image, called the receptive field. Here, the image region highlighted with the blue square
is the receptive field of the first neuron. The image area is convoluted with a 3 × 3 kernel, and the output is passed through a
non-linear activation function. Importantly, the weights of the kernel are shared between all neurons of the convolutional layer.
The square with the black border in the image layer indicates the receptive area of the neuron next to the first neuron. In this
configuration, the convolutional filter is shifted by one pixel, the so-called stride. The outputs of the convolution layer resemble
the feature map. After the activation function is applied to the feature map, the output is down-sampled with a pooling layer.
Same as for the convolutional layer, the neurons of the pooling layer operate on a local area of the feature map, indicated with
the grey area. The outputs of the pooling layer are distributed to a fully connected layer. Adapted from [84]
In state-of-the-art CNNs like the AlexNet [87, 88], the block of the convolutional and pooling
layer is typically repeated multiple times. Another very prominent 7-layer CNN architecture was
published by LeCun et al. in 1998, the so-called LeNet-5 [86]. The design is illustrated in Fig-
ure 2.19 . It is composed of three convolutional layers, two pooling layers, and three fully con-
nected layers.
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Figure 2.19: LeNet-5 CNN architecture proposed by LeCun et al. in. 1998. The 7-layer CNN features three convolutional layer
(C1, C3, C5) with 6, 15 and 120 filters (feature maps). The first two convolutional layers are followed by a pooling layer (S2 and





Fast, Background-Free DNA-PAINT Imaging
Using FRET-Based Probes
DNA-PAINTbelongs to the group of single-molecule localizationmethod in super-resolutionmi-
croscopy [50]. Opposed to STORM [48] or PALM [9], the fluorescence molecules don’t switch
between dark and bright states. The necessary temporal single-molecule signal (blinking) is cre-
ated by transient hybridization of short fluorescent DNA strands (imagers) to their targets, illus-
trated in Figure 3.1 a. In this implementation, DNA-PAINT suffers from the drawback of non-
fluorogenic imaging probes. This means that the freely-diffusing imager strands contribute to the
overall background fluorescence. This limitation, in turn, leads to the shortcoming that DNA-
PAINT in its current implementation is rather slow compared to other SMLM methods [106].
Ultimately, DNA-PAINT is restricted to imaging of fixed samples or rather slow processes on the
tens-of-minutes timescale.
3.1 Naive speed acceleration for DNA-PAINT
A naive approach to speed-up DNA-PAINT can be directly derived from the central kinetic de-
scription of the dynamic behavior. The dark time τdark, the time between the two consecutive
binding events of an imager strand to the binding site is inverse proportional to the concentration
of imager in solution, see equation 2.8. By increasing the imager concentration, the dark time
will decrease, and the binding sites will be visited more frequently. Due to the non-fluorogenic,
this will, however, lead to the scarification of imaging quality. The spatial resolution capability in
SMLM methods is dependent on the signal-to-background ratio and therefore deteriorates with
higher imager concentration.
3.2 FRET interaction for Background Reduction
With the introduction of FRET-based imaging probes, the limitation of non-fluorogenic probes
in DNA-PAINT imaging was overcome. This is achieved by combining single-molecule FRET
with DNA-PAINT. The novel approach is termed FRET-PAINT. It allows the decoupling of
the concentration of imager probes from the fluorescence background. Two implementations
of FRET-PAINT were presented. First, the so-called fixed FRET-PAINT., where the acceptor
molecule is attached at the binding site, while the donor interacts transiently to the binding site.
Upon hybridization of the donor and excitation using the donor excitation wavelength, the donor
molecule transfers the excitation energy to the fixed acceptor via FRET. For downstream super-
resolution reconstruction, the acceptor signal is recorded with a camera. The sketch Figure 3.1 b
visualizes the probe design of fixed FRET-PAINT. With the introduction of the fixed acceptor to
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the binding site, the photobleaching-resistant advantage of DNA-PAINT was sacrificed. There-
fore, a second approach is presented, where both donor and acceptor interact transiently with the
binding site. This method is termed dynamic FRET-PAINT and is illustrated in Figure 3.1 c.
Since the acceptor is also stochastically exchanged here, the photobleaching-resistant imaging is
restored.
Figure 3.1: Fluorescence. (a) ConventionalDNA-PAINT. The imager interacts transiently with the docking site, which is attached
to the target (red box). The fluorescence molecules get excited using a coherent light source, and the fluorescence emission is
collected. Since the freely diffusing imagers also emit fluorescence, the overall background in the acquired images is increased. (b)
Fixed FRET-PAINT. Here the acceptor molecule is attached to the docking site. Donor molecules coupled to the imager transfer
excitation energy to the acceptor molecule while binding to the target site. For super-resolution microscopy reconstruction, the
acceptor emission is recorded. As there are acceptors at the target only activated by binding the donor, the image background is
not artificially elevated. (c) Dynamic FRET-PAINT introduces the replenishment of the acceptor to overcome photobleaching of
the fluorescence probes. The acceptor is attached to an orthogonal imager strand, which also binds transiently and repetitively to
the extended docking site. Upon binding of both imager species, the excitation energy of the donor is transferred to the acceptor
molecule, and the single-molecule signal can be acquired. Due to the short-range interaction of FRET and the orthogonal imager
sequences, the collected signals originate only from the target sites.
The imaging performance of both FRET-PAINT variants were assayed in in vitro experiments
using DNA origami structures. Therefore the speed-increase and spatial-resolution capability of
FRET-PAINTwas evaluated. Finally, todemonstrate the applicability inbiological imaging, FRET-
PAINT was used to perform in situ experiments in a cellular environment. Therefore, the micro-
tubules were labeled with primary and secondary antibodies in fixed cells, with the secondary anti-
bodies carrying the FRET-PAINT docking site.
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ABSTRACT: DNA point accumulation in nanoscale top-
ography (DNA-PAINT) enables super-resolution microscopy
by harnessing the predictable, transient hybridization between
short dye-labeled “imager” and complementary target-bound
“docking” strands. DNA-PAINT microscopy allows sub-5 nm
spatial resolution, spectrally unlimited multiplexing, and
quantitative image analysis. However, these abilities come at
the cost of nonfluorogenic imager strands, also emitting
fluorescence when not bound to their docking strands. This
has thus far prevented rapid image acquisition with DNA-
PAINT, as the blinking rate of probes is limited by an upper-
bound of imager strand concentrations, which in turn is
dictated by the necessity to facilitate the detection of single-
molecule binding events over the background of unbound, freely diffusing probes. To overcome this limitation and enable fast,
background-free DNA-PAINT microscopy, we here introduce FRET-based imaging probes, alleviating the concentration-limit of
imager strands and speeding up image acquisition by several orders of magnitude. We assay two approaches for FRET-based
DNA-PAINT (or FRET-PAINT) using either fixed or transient acceptor dyes in combination with transiently binding donor-
labeled DNA strands and achieve high-quality super-resolution imaging on DNA origami structures in a few tens of seconds.
Finally, we also demonstrate the applicability of FRET-PAINT in a cellular environment by performing super-resolution imaging
of microtubules in under 30 s. FRET-PAINT combines the advantages of conventional DNA-PAINT with fast image acquisition
times, facilitating the potential study of dynamic processes.
KEYWORDS: Super-resolution microscopy, DNA nanotechnology, DNA-PAINT, FRET, fluorogenic probes
Since their inception, super-resolution techniques haveenabled researchers to perform optical microscopy below
the classical diffraction limit of light with thus far
unprecedented spatial resolution.1 In most super-resolution
implementations, molecules are “switched” between non-
fluorescent dark- (or OFF-) and fluorescent bright-states (or
ON-states) to pinpoint their position with subdiffraction
precision. In the case where this switching happens in a
targeted fashion, locations of fluorophores are “targeted” by a
“focused” beam of light that actively defines local ON- and
OFF-states. Methods based on this approach are generalized
under the concept of reversible saturable/switchable optically
linear fluorescence transition (RESOLFT),2 a prominent
example being stimulated emission depletion microscopy
(STED).3 In comparison, stochastic reconstruction methods
such as photoactivated localization microscopy (PALM)4 or
(direct) stochastic optical reconstruction microscopy [(d)-
STORM]5,6 rely on stochastic switching of dye molecules
between fluorescence ON- and OFF-states and subsequent
single-molecule localization in a diffraction-limited area. A
recently developed approach termed MINFLUX7 combines
approaches from targeted and stochastic switching methods to
harness advantages of both implementations. In comparison,
PAINT8 and related techniques9,10 achieve single-molecule
switching and localization by using freely diffusing dye
molecules that interact with targets either statically or
transiently, thus creating the necessary “blinking” for stochastic
super-resolution reconstruction. In DNA-PAINT,11−15 a
variation of the PAINT concept, dye-labeled imager strands
transiently bind to their complementary (unlabeled) target-
bound strands (Figure 1A).
Image acquisition in DNA-PAINT is usually performed using
total internal reflection fluorescence (TIRF)16 microscopy or
highly inclined and laminated optical sheet (HILO)17
illumination, only exciting imager strands close to the coverslip
surface. While these imaging modalities reduce fluorescent
background from unbound, freely diffusing imager strands in
solution, the efficient detection of single fluorescent molecules
in DNA-PAINT is furthermore facilitated by rather long camera
integration times (up to hundreds of milliseconds),15 roughly
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matching the binding times of typical DNA-PAINT imager/
docking pairs. The latter fact ensures a high signal-to-
background ratio, as unbound imagers quickly diffuse through
the “field of view”, thus contributing fewer photons per camera
pixel than target-bound, immobilized imager strands. Typical
diffraction-limited (i.e., not yet super-resolved) results of a
DNA-PAINT image acquisition are obtained by calculating a
standard deviation image from a movie acquisition11 (Figure
1B). Intensity vs time traces of single spots show blinking due
to transient binding of imagers to docking strands (Figure 1C).
For typical imager concentrations of a few up to tens of
nanomolar, high signal-to-background ratios in TIRF or HILO
illumination can be obtained, resulting in high-quality super-
resolution images.
However, the achievable temporal resolution in DNA-
PAINT (for a moment not considering the binding duration
of imager strands) is ultimately limited by the influx rate of
imagers to docking strands, which in turn is determined by the
association rate kon of DNA hybridization reactions and the
concentration of imager strands. Association rates for DNA-
PAINT are in the range of 106 (M s)−1 under typical DNA-
PAINT imaging conditions.11 Assuming an imager concen-
tration of, for example, 10 nM, this means that every docking
strand is on average visited by an imager every 100 s, yielding a
single-molecule blinking event used for downstream super-
resolution reconstruction. As high-quality super-resolution
images are usually reconstructed based on multiple binding
(and thus blinking) events per docking site, image acquisition
times in DNA-PAINT can quickly reach tens of minutes up to
several hours depending on sample geometry, molecular
density of docking sites, and desired spatial resolution. An
easily accessible way to increase acquisition speeds would be to
considerably raise the concentration of imager strands, and thus
the influx rate of probes to target strands. While this seems
straightforward to implement, one rapidly reaches an upper
limit of the imager concentration due to the fact that probes are
nonfluorogenic, meaning they get excited and emit fluorescence
also if they are not bound to their respective target strands.
Figure 1. FRET-based DNA-PAINT. (A) Original DNA-PAINT concept. Short, dye-labeled oligonucleotides transiently bind to complementary
target strands, creating stochastic “blinking” that enables super-resolution imaging. (B) Typical diffraction-limited DNA-PAINT raw data obtained by
calculating a standard deviation image of a 7500 frames long movie (integration time: 100 ms, imager concentration: 5 nM). (C) Intensity vs time
trace of yellow highlighted region from panel B shows stochastic binding events observable as “spikes”. (D) FRET-PAINT concept. Docking strands
are labeled with a fixed acceptor dye (e.g., Atto 647N), while transiently binding imager strands are labeled with a donor dye (e.g., Atto 488). Only
donor dyes are excited, and upon binding to a docking strand, the energy from the excited donor is transferred to the acceptor, whose emission is
then detected downstream. (E) Typical standard deviation image of the acceptor (left) and donor channel (right) of a 7500 frames movie. Note that
the same spots are observed in the acceptor and donor channel. (F) Intensity vs time traces of the yellow highlighted areas in panel E for the
acceptor (red) and donor channel (green). Note that almost all stochastic “blinking” events are observed in the acceptor channel only up to ∼400 s,
at which point most likely all acceptor dye molecules in the area of interest are permanently photobleached. At the same time, stochastic blinking
events become observable only in the donor channel from ∼400 s onward. This suggests that FRET with a high efficiency occurs between donor and
acceptor dyes in FRET-PAINT. The integration time was 100 ms, and the donor strand concentration was 50 nM. Scale bars, 2 μm.
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This very fact leads to the point, where single-molecule binding
events become undetectable over the background of
fluorescent, unbound imager strands, even in TIRF or HILO
illumination. This is a well-accepted limitation of single-
molecule experiments, where concentration of fluorescent
analytes exceeds a few tens of nanomolars.18
To overcome this limitation and enable fast, background-free
DNA-PAINT microscopy, we here introduce FRET-based
imaging probes, inspired by experiments visualizing ligand−
receptor interactions on cell membranes.19 Using our FRET-
based probes, we alleviate the concentration limit of imager
strands and achieve an image acquisition speed-up by several
orders of magnitude. We assay two approaches for FRET-
PAINT based on fixed or transient acceptor dyes in
combination with transiently binding donor-labeled DNA
strands and show high-resolution imaging on DNA origami
structures in a few tens of seconds. We furthermore apply
FRET-PAINT in a cellular environment and demonstrate
efficient super-resolution imaging of microtubules in HeLa cells
in under 30 s.
To reduce the fluorescent background created by unbound
imager strands in solution and to speed up DNA-PAINT image
acquisition, we first designed FRET-based imaging probes using
a fixed acceptor dye (e.g., Atto 647N) conjugated to the
docking strand combined with a donor dye (e.g., Atto 488)
conjugated to the imager strand (Figure 1D). We chose Atto
488 and Atto 647N as FRET pair based on the large shift
between the excitation wavelength of the donor and acceptor to
minimize direct excitation of acceptor dye molecules upon 488
nm illumination of the donor (Figure S1). To assay the
Figure 2. FRET-based probes enable fast DNA-PAINT imaging. (A) Schematic representation of a DNA origami with four spots containing Atto
647N-modified staple strands (three per spot, spaced 60 and 40 nm apart) for FRET-PAINT. (B) Imaging scheme showing Atto 488-labeled donor
strands, which transiently bind to the fixed Atto 647N acceptor conjugated to a staple strand of the origami. (C) Design scheme detailing an Atto
488-labeled donor strand binding with 7 bp to the complementary part on the docking strand. Upon binding, the donor is spaced from the acceptor
on the docking strand by a 5T spacer. The 7 bp binding region enables rapid dissociation of the donor strand (off-rate: koff = 11.4 s
−1), while the 5T
spacer between donor and acceptor allows for optimized FRET efficiencies. Both features enable fast FRET-PAINT imaging under appropriate
imaging conditions such as high donor strand concentrations and fast camera integration times. (D) Standard deviation image of the donor channel
obtained from 1000 frames acquired at a 35 ms integration time using a 1200 nM concentration of Atto 488-labeled donor strands. No single
molecules are visible due to the overwhelming background of donor strand fluorescence. (E) Intensity vs time trace of the yellow highlighted region
of interest (ROI) 1 from panel D shows no detectable single-molecule events, just “constant” fluorescence background due to the high concentration
of donor strands (1200 nM). (F) The standard deviation image of the Atto 647N acceptor channel however shows identifiable diffraction-limited
DNA-PAINT single-molecule events. (G) Intensity vs time trace of ROI 1 (same as in the donor channel) shows clear “spikes” upon binding of a
donor strand and subsequent energy transfer to the acceptor. Note the fast blinking due to the high off-rate and concentration of donor strands. (H)
Super-resolution reconstruction of the four-corner DNA origami structures from ROI 2 and 3 in panel F show clearly resolvable spots spaced 60 and
40 nm apart, respectively. (I) Sum image of 30 DNA origami structures underlines the achievable image resolution and quality obtained in 35 s
acquisition time. (J) Fitting of the cross-sectional histogram of the localizations in the yellow highlighted area in panel I to a Gaussian yields a
standard deviation of 12.9 nm, suggesting an achievable localization-precision-limited resolution of ∼30 nm under these conditions. Scale bars, 500
nm (D, F), 100 nm (H, I).
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efficiency of our FRET-PAINT approach, we performed an
initial proof-of-principle experiment using 50 nM concentration
of donor strands and DNA origami-bound acceptor strands. We
excite the donor strands using a 488 nm laser and
simultaneously detect the donor and acceptor emission using
a dual-EMCCD-camera system (see Supporting Information
for details). A typical standard deviation image of the donor
and acceptor channels is shown in Figure 1E, where the same
single-molecule spots are visible in the donor and acceptor
channel, respectively. This suggests specific binding of the
donor strands to the acceptor-labeled docking strands and
efficient FRET between them. To assay the resulting FRET
process more quantitatively, we plotted intensity vs time traces
for a single binding area (Figure 1F). There are two
observations we want to highlight in the intensity vs time
traces of the corresponding donor and acceptor channels: (1)
Repetitive stochastic blinking events are observed in the
acceptor channel up to ∼400 s, after which point blinking
ceases, suggesting that acceptor dyes are permanently photo-
bleached. (2) At the same time, stochastic blinking events
become detectable in the donor intensity vs time trace after
∼400 s. These observations suggest that efficient FRET indeed
occurs between the donor and the acceptor strand upon
binding of the donor to the target in the first part of the image
acquisition. In this case, the donor emission using our imaging
system is not detectable anymore. Only after permanent
photobleaching of the acceptor dye molecules on the target
strands, transient binding of the donor strands is observed in
the donor channel.
To assay the achievable speed-up in image acquisition with
FRET-PAINT, we designed an in vitro experiment using 2D
rectangular DNA origami structures20 (Figure 2). In DNA
origami, a long single-stranded molecule (called “scaffold”) is
folded into a predesigned shape by ∼200 short DNA strands
(called “staples”). Each staple has a unique sequence and
specifically binds certain parts of the scaffold together. After
completion of the self-assembly reaction, the scaffold is “folded”
into the desired shape, and the staple strands are placed at
prescribed positions in the final DNA origami structure. Here,
we designed a DNA origami rectangle carrying 12 acceptor-
labeled binding sites in four spots, spaced 60 nm × 40 nm apart
and performed FRET-PAINT with Atto 488-labeled donor
Figure 3. “Dynamic” FRET-based probes allow sub-20 nm-resolution imaging. (A) Schematic representation of a DNA origami with 12 positions
containing docking strand extensions spaced 20 nm apart for dynamic FRET-PAINT. (B) Imaging scheme showing Atto 488-labeled imager strands,
which transiently bind to the “dual” docking site, where also Atto 647N-labeled acceptor strands (with orthogonal sequence) can transiently (but
independently) bind. (C) Design scheme detailing a 9 bp interaction region of the Atto 488-labeled donor strand and a 5T-spacer to the 10 bp
interaction of the Atto647N acceptor strand with the docking sequence. In this scenario, docking strands are not labeled with a fixed acceptor dye.
Again, only donor dyes are excited, and upon binding of a docking strand to a docking strand already (transiently) populated with an acceptor
imager, energy from the excited donor is transferred to the acceptor, whose emission is downstream detected similarly to the fixed FRET case in
Figure 2. Note that the interaction of the acceptor imager with the docking strand is designed to be more stable than the one of the docking site with
the donor strand. This increases the overall probability of an acceptor strand being bound to the docking site upon donor imager binding. This
facilitates efficient FRET-PAINT imaging, while simultaneously providing immunity to photobleaching due to replenishing of both donor and
acceptor strands. (D) Representative super-resolution images of 20 nm grid structures highlighting the high-resolution capability of dynamic FRET-
PAINT. (E) Intensity vs time trace of the acceptor channel shows transient FRET signals over an extended time frame due to replenishing of both
donor and acceptor strands. (F) Cross-sectional histogram of the highlighted structure in panel D fitted to a three-component Gaussian clearly
shows the resolved distance of 20 nm between docking strands. The average standard deviation of 4.5 nm of the Gaussian fits suggests an achievable
localization-precision-limited resolution of ∼11 nm. Scale bars, 50 nm.
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strands (Figure 2A and B). To achieve optimal energy transfer
between donor and acceptor, we used 5T bases as a spacer21 to
the donor on the acceptor strand (Figure 2C). We also
designed a 7 bp interaction region between donor and acceptor
strands, yielding a fast dissociation rate (koff = 11.4 s
−1,
measured using Picasso15). We then performed FRET-PAINT
using a 1200 nM concentration of Atto 488-labeled donor
strands for 1000 frames using an integration time of 35 ms,
resulting in a total image acquisition time of 35 s. While
imaging was performed in TIRF, the high imager strand
concentration prevented usas expectedfrom detecting any
single-molecule events in the donor channel (Figure 2D and E).
However, analyzing the corresponding standard deviation
image in the acceptor channel yields distinguishable single-
molecule locations (Figure 2F), which is further supported by
clearly detectable, rapid single-molecule blinking events in the
corresponding intensity vs time trace of the acceptor channel
(Figure 2G). Super-resolution reconstruction of the FRET-
PAINT data set shows four detectable spots on the DNA
origami structures, as designed (Figure 2H). To further assay
our achievable localization-precision-limited resolution in an
unbiased manner, we selected 30 origami structures and created
a sum image by aligning them to their center of mass and
subsequently used cross-correlation algorithms to overlay them
on top of each other.15 The respective cross-sectional histogram
of one of the four spots on the origami yields a localization
precision of 12.9 nm, translating to an achievable resolution of
∼30 nm using 1200 nM donor strands, a 35 ms integration
time, and 1000 frames long acquisition.
Following these speed-optimized experiments, we next
assayed our achievable spatial resolution with FRET-PAINT
(Figure 3). We designed so-called 20 nm grid DNA origami
structures22 containing 12 binding sites spaced 20 nm apart.
(Figure 3A). When optimizing DNA-PAINT experiments for
high resolution, it is crucial to extract the highest number of
photons per single binding event to achieve optimal localization
precision. One disadvantage of the “fixed” FRET-PAINT design
introduced in Figures 1 and 2 is the nonreplenishable acceptor
dye molecule. This necessitates budgeting of the available
amount of emittable photons for several FRET events,
eventually leading to permanent photobleaching of the acceptor
dye. As one of the advantages of “standard” DNA-PAINT is its
immunity to photobleaching (due to constant replenishment of
imager strands), one would ideally like to port this ability to
FRET-PAINT as well. To achieve this, we devised a
modification to the acceptor strands (Figure 3B). Instead of a
fixed acceptor dye modification of the docking strand, we now
use transiently binding acceptor strands (in addition to the
donor strands). The target docking strand consists of two
binding sequences for acceptor and donor strands, spaced apart
by a 5T-spacer (Figure 3C). The donor and acceptor strands
exhibit a dissociation rate of koff = 1 s
−1 and 0.1 s−1, respectively.
This helps to ensure that acceptor strands are bound for longer
times than donor strands to the docking sites, which in turn
leads to a higher probability of energy transfer to an already
bound acceptor strand upon donor strand binding. Simulta-
neously, immunity to photobleaching due to replenishing of
both donor and acceptor strands is maintained. The resulting
super-resolution images of the DNA origami structures show
clearly distinguishable grid points spaced 20 nm apart (Figure
3D), and long-lasting single-molecule blinking traces (Figure
3E). Cross-sectional histograms from one structure in Figure
Figure 4. FRET-based probes allow high-speed DNA-PAINT imaging in cells. (A) Primary and secondary antibody labeling scheme. Primary
antibodies target proteins of interest (e.g., tubulin). Secondary antibodies are conjugated to a docking strand carrying a fixed Atto 647N dye. Atto
488-labeled imager strands transiently bind to the docking strands. (B) Detailed imager and docking strand design. (C) Diffraction-limited (DL)
alongside super-resolution (SR) of the microtubule network in a HeLa cell (left). Zoom-in diffraction-limited and super-resolved representations
(right) of the highlighted area in the overview on the left demonstrate the increase in resolution. Imaging conditions are 500 nM donor imager, 14
ms integration time, and 2000 frames, resulting in a total imaging time of 28 s. (D) Cross-sectional histogram of the yellow highlighted region in the
zoom-in super-resolution image in panel C fitted to a two-component Gaussian reveals two microtubules spaced 148 nm apart. Scale bars, 2 μm
(overview in C), 500 nm (zoom-in images in C).
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3D fitted to a three-component Gaussian yield a standard
deviation of 4.5 nm for single sites, suggesting an achievable
localization-precision-limited resolution of ∼11 nm. While
“dynamic” FRET-PAINT with transiently binding acceptor
molecules is not prone to photobleaching of the acceptor, we
want to note that this comes at the price of some reduction in
the achievable imaging speed compared to the fixed FRET-
PAINT approach due to a finite probability that a donor strand
could bind to a docking site without an acceptor molecule
being present. To assess this effect more quantitatively, we
calculated the “effective” imager strand concentration in the
case of “dynamic” FRET-PAINT from data shown in Figure 3.
As the dark time τd (or the time between binding events) in
DNA-PAINT is directly linked to the influx rate of the probes
(ξ = konci = τd
−1 with a concentration of imager strands ci and
the association rate kon), we can compute the apparent imager
strand concentration for the dynamic FRET-PAINT case to
∼72 nM [assuming a typical association rate of 106 (M s)−1],
which would not yield high-quality standard DNA-PAINT data
without the use of FRET-based probes. With FRET-based
probes, it would thus still provide a speed-up compared to
classical DNA-PAINT.
Finally, we designed FRET-PAINT probes for the rapid
image acquisition of cellular structures (Figure 4). As an
exemplary model target, we chose microtubules in HeLa cells.
Immunostaining was performed using primary and DNA-
conjugated (with fixed Atto 647N acceptor dye) secondary
antibodies prepared as described before15,23 (Figure 4A). As in
the DNA origami case, Atto 488-labeled donor strands
transiently bind to the acceptor-labeled docking strand (Figure
4B). The overview and zoom-in images in Figure 4C show the
resulting diffraction-limited and super-resolution image of the
microtubule network, clearly demonstrating an increased image
resolution with FRET-PAINT using 500 nM donor strand
concentration, 14 ms integration time, and 1000 frames
acquisition, resulting in an image acquisition time of 28 s,
thus far unprecedented with DNA-PAINT. The calculated
localization precision from the tubulin super-resolution data
yields 19.5 nm (Figure S4), translating to an achievable image
resolution of ∼46 nm. Additionally, we performed line profile
measurements of single microtubules (Figure S5) and
measured diameters (fwhm) of ∼62 nm, which is in good
agreement with earlier studies considering the combined size of
primary and secondary antibodies used for labeling.24
In this study, we designed FRET-based imaging probes for
DNA-PAINT and introduced FRET-PAINT, allowing us to
speed up image acquisition times compared to conventional
DNA-PAINT by several orders of magnitude thanks to the
elimination of background fluorescence of freely diffusing
imager strands. Both in vitro and in situ experiments yield high-
quality super-resolution images in as low as 28 s with donor
imager strand concentrations in the micromolar range. We
assayed two different implementations of FRET-PAINT based
on fixed or transiently binding acceptor strands in combination
with transiently binding donor strands. The fixed acceptor
version provides the fastest possible readout in FRET-PAINT
due to the constant availability of an acceptor molecule for
FRET upon binding of a donor strand. However, the fixed
acceptor dye cannot be replenished, and thus this FRET-
PAINT strategy is prone to photobleaching of the acceptor. To
alleviate this limitation, we also introduced a “dynamic” FRET-
PAINT implementation, where both donor and acceptor
strands are transiently interacting with a complementary
target-bound docking site. While this implementation allows
for high-resolution imaging with achievable localization
precisions as good as 4.5 nm, it will most likely not provide
the very fast acquisition times of a few tens of seconds due to
the stochastic and independent nature of acceptor and donor
target binding.
In conclusion, with acquisition times below 30 s,
investigating dynamic processes and applications of FRET-
PAINT on, for example, membrane-bound cell surface
molecules in living cells are now within reach. In the future,
complementary approaches to achieve single-molecule sensi-
tivity under elevated analyte concentrations such as zero-mode
waveguides (ZMWs)25 or fluorescence field enhancement18
could also be combined with DNA-PAINT to speed up image
acquisition. While a combination of FRET-PAINT and, for
example, ZMWs could be beneficial, it would also lead to more
complex sample preparation for imaging.
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Imaging with an Economic 3D-DNA-PAINT
Microscope
In the previous chapter 3, the DNA-PAINT imaging was accelerated using FRET-based probes.
With this approach, an essential limitation regarding the imaging speed was eliminated, and ulti-
mately a potential solution against a major criticism of DNA-PAINTwas demonstrated.
This chapter focuses on a more general problem in terms of super-resolution microscopy. In
particular, there is still nowidespread acceptance of super-resolutionmicroscopy as a standard char-
acterization technique in biological laboratories. This fact can be attributed to two points: (1)
cumbersome sample preparation, especially in multiplex imaging, and (2) costly and complicated
instrumentation, which requires mainly experts in super-resolution microscopy for operation.
4.1 Cost-efficient 3D Super-ResolutionMicroscopy
Recent discoveries in biological research were often achieved using sophisticated microscopy in-
strumentation [55, 107]. Unfortunately, the commercial adaption of these advanced instrumenta-
tion outpaces the community’s needs, restricting the application of modern super-resolution tech-
niques to expert labs [108]. To overcome this obstacle, we here introduce a combination of the
easy-to-perform super-resolution techniqueDNA-PAINTwith an easy-to-replicate, custom-built
3D single-moleculemicroscope termedLiteTIRF.The fully-assembled platform is depicted inFig-
ure 4.1 awith a coffee mug as a scale.
The setup is an order ofmagnitudemore economical in terms of component cost while simulta-
neously outperforming commercial systems in spatial resolution and multiplexing capability. The
mechanical scaffold, for the most part, is based on off-the-shelf optical components, which can be
ordered straightforwardly. Critical elements like camera and objective were selected to maximize
performance, while still balancing the overall budget. During the design process, special attention
was spent on the sample stage (see Figure 4.1 b) in combination with the objective mount tomin-
imize sample drift. The performance of the optical setup is evaluated with in vitro experiments
using DNA origami. The compact design results in high mechanical stability, which reduces the
need for active mechanical drift correction.
Additionally, the multiplexing capability using Exchange-PAINT with in situ experiments in
the context of the cellular environment is demonstrated. Finally, a 3D super-resolution imaging
modality is presented, which does not require expensive piezo stages for calibration. The approach
is based on 3D super-resolution imaging via optical astigmatism [109] and the adoption of piezo-
free calibration with latex microspheres [110]. To accelerate the adoption of the LiteTIRF plat-
43
form, digital computer-aided design (CAD) schematics and a ready-to-order component list are
provided online.
Figure 4.1: Fluorescence. (a) LiteTIRF visualized as CAD rendering. (b) The Sample stage hold the only cutom part, the sample
holder. The objective is firmly mounted to the breadboard, which reduces sample drift.
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Nanometer-scale Multiplexed Super-Resolution Imaging
with an Economic 3D-DNA-PAINT Microscope**
Alexander Auer,[a] Thomas Schlichthaerle,[a] Johannes B. Woehrstein,[a] Florian Schueder,[a]
Maximilian T. Strauss,[a] Heinrich Grabmayr,[a] and Ralf Jungmann*[a]
Optical super-resolution microscopy is rapidly changing the way
imaging studies in the biological and biomedical sciences are
conducted. Due to the unique capability of achieving molecular
contrast using fluorescent labels and sub-diffraction resolution
down to a few tens of nanometers, super-resolution is
developing as an attractive imaging modality. While the
increased spatial resolution has already enabled structural
studies at unprecedented molecular detail, the wide-spread use
of super-resolution approaches as a standard characterization
technique in biological laboratories has thus far been prevented
by mainly two issues: (1) Intricate sample preparation and
image acquisition and (2) costly and complex instrumentation.
We here introduce a combination of the recently developed
super-resolution technique DNA-PAINT (DNA points accumula-
tion for imaging in nanoscale topography) with an easy-to-
replicate, custom-built 3D single-molecule microscope (termed
liteTIRF) that is an order of magnitude more economic in cost
compared to most commercial systems. We assay the perform-
ance of our system using synthetic two- and three-dimensional
DNA origami structures and show the applicability to single-
and multiplexed cellular imaging.
1. Introduction
Recently developed super-resolution methods[1] are paving the
way for new discoveries in the life sciences. They enable
researchers to perform optical microscopy below the diffraction
limit of light with unprecedented spatial resolution, while
maintaining the key benefits of fluorescence detection: oper-
ation under physiological conditions, molecule-specific contrast
using affinity reagents (e. g. antibodies), and readily achievable
multitarget detection (e. g. through spectral multiplexing).
Popular super-resolution implementations include stochastic
switching and readout methods such as photoactivated local-
ization microscopy[2] (PALM) or stochastic optical reconstruction
microscopy[3] (STORM) as well as targeted switching and read-
out approaches such as stimulated emission depletion (STED)
microscopy.[4] In stochastic (e. g. STORM or PALM) super-
resolution implementations, dye molecules (attached to a
target of interest) are ’switched’ between non-fluorescent dark-
(or OFF-) and fluorescent bright-states (or ON-states) in order to
sequentially pinpoint their position with sub-diffraction preci-
sion using single-molecule localization. By recording multiple
(usually ten to hundreds of thousand) images, each containing
a stochastic subset of single-molecule signals, super-resolution
images can be reconstructed.
While super-resolution techniques[1] are already starting to
resolve structures thus far elusive to light microscopy,[5] they
have still not made their way into many biological labs as
standard characterization tools. This could be based on several
factors: First, recent technological advancements require rather
complex microscopy setups, which in turn rely on specially
trained personnel for operation, prohibiting novice users to use
super-resolution as a standard research tool. Second, costly
commercial super-resolution platforms (usually hundreds of
thousands of Euros) can mostly only be purchased in the
context of larger, specific research or instrumentation grants.
Without concrete single-molecule expertise or preliminary data
obtained through collaborations it is unlikely that novice, single
research groups are willing to spend this large amount of
money or, as a matter of fact, apply for such instruments. Lastly,
the complex sample preparation, especially for multi-target
detection and cumbersome labeling strategies may hinder
novice researchers from choosing super-resolution as an
attractive characterization approach.
Most single-molecule localization microscopy (SMLM) ap-
proaches are relying on specific photophysical properties of
target-bound fluorophores to achieve switching between OFF-
and ON-states. However, this switching is hard to control for
many distinct dye molecules, which makes multiplexed detec-
tion especially hard to implement. DNA-PAINT[6] is an SMLM-
based approach that uses transient binding of dye-labeled
oligonucleotides (called imager strands) to their target-bound
complements (called docking strands) to create an apparent
“blinking” of the target. This blinking can then be used for
downstream super-resolution reconstruction. Spectrally-unlim-
[a] A. Auer, T. Schlichthaerle, Dr. J. B. Woehrstein, F. Schueder, M. T. Strauss,
Dr. H. Grabmayr, Prof. R. Jungmann
Faculty of Physics and Center for Nanoscience
LMU Munich
Geschwister-Scholl-Platz 1, 80539 Munich
and
Max Planck Institute of Biochemistry
Am Klopferspitz 18, 82152 Martinsried
E-mail: jungmann@biochem.mpg.de
[**] DNA-PAINT: DNA Points Accumulation for Imaging in Nanoscale Topo-
graphy
Supporting information for this article is available on the WWW under
https://doi.org/10.1002/cphc.201800630
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ited detection is relatively straightforward to implement using a
technical variation called Exchange-PAINT.[7] Here, targets are
simultaneously labeled using orthogonal docking strands
followed by sequential, sequence-specific imaging using the
corresponding imager strands. Furthermore, the predictable
hybridization kinetics of imager to docking strands can be used
for precise and accurate target quantification.[8]
While DNA-PAINT alleviates some of the limitations dis-
cussed above, an easy-to-operate, yet economic 3D single-
molecule microscope that outperforms current commercial
systems – while at the same time being affordable for a large
number of biological laboratories – is still elusive. Recent efforts
towards the realization of this goal were made by describing
cost-efficient (<20,000 Euro) 2D super-resolution instrumenta-
tion for STORM and PALM imaging.[9] However, these ap-
proaches lack the possibility to perform 3D super-resolution
and the switching between different illumination modes (e. g.
such as TIRF,[10] HILO[11] or epifluorescence) as well as compro-
mise spatial resolution performance compared to commercially
available instruments.
Here, we introduce liteTIRF, a cost-efficient platform for
DNA-PAINT microscopy, which is easy to replicate while at the
same time delivers high performance, enabling researchers –
for the first time – to achieve sub-10-nm spatial resolution,
spectrally unlimited multiplexing, and 3D super-resolution
using biological samples with hardware costs below 25,000
Euros.
2. Results and Discussion
2.1. liteTIRF Implementation
To realize a microscope system that on one hand achieves high
performance, but on the other hand lowers the entry barrier
(both from a cost as well as an ease-of-use perspective) for
non-experts, we expanded on previous cost-efficient micro-
scope developments.[9a] These systems were mainly built from
off-the-shelf components with a specific focus on reducing
overall cost and complexity. We designed our setup (Figure 1,
Supplementary Table 1) to be as compact as possible while still
allowing for downstream custom modifications. We almost
exclusively rely on standard off-the-shelf components (Fig-
ure 1a) and specifically focus on a compact and robust design
of the platform, which minimizes mechanical and thermal drift
(Supplementary Figure 1). This very fact allows the operation of
the microscope without active drift correction (e. g. without a z-
autofocusing system). Additionally, equilibration time of the
sample on the stage further improved the stability. Compared
to previous cost-effective setups,[9a] we furthermore include the
possibility to operate the microscope in Total Internal Reflection
Fluorescence[10] (TIRF) mode, with easily adjusted TIRF angles
and thus sample penetration depths. For ease-of-implementa-
tion and operation, we opted for an objective-type TIRF
implementation, where the beam of a coherent light source
(e. g. a laser) is shifted towards the edge of the objective lens
parallel to its optical axis in order to achieve total internal
reflection. The evanescent field used to excite fluorescent
molecules close to the surface of the glass slide helps to
increase signal-to-noise in DNA-PAINT experiments, which is
limited in epifluorescence illumination due to the non-fluoro-
genic nature of the imager strands. While it is vital for PAINT-
type experiments, TIRF or oblique illumination is also advanta-
geous for other implementations of SMLM-based super-
resolution microscopy approaches, as it generally increases
signal-to-noise performance for detecting single molecules[10]
and thus resolution. The easy adjustment of the TIR penetration
depth is equally essential for the quality and performance of
single-molecule localization experiments. To enable this, we
equipped the liteTIRF platform with a breadboard mounted on
a translation stage (Figure 1), which allows the user to easily
switch between different modes of illumination by simply
displacing the excitation laser and telescope relative to the
beam splitter. Finally, previous implementations of cost-efficient
single-molecule platforms were restricted to two-dimensional
imaging, limiting their applicability in many cell biology
applications. There are a few relatively straightforward, yet
powerful methods to achieve 3D super-resolution in SMLM.
Figure 1. liteTIRF microscope platform. (a) Schematic drawing of the cost-effective 3D single-molecule setup for DNA-PAINT highlighting all major optical
components of the system (Drawing is not to scale). (b) Corresponding CAD rendering of the microscope and components. Mug height as scale: 10 cm.
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One of the most prevalent techniques uses depth-dependent
point-spread-function engineering by employing an optical
astigmatism with a cylindrical lens in the detection path.[12]
While straightforward and relatively inexpensive to implement,
the Achilles Heel of this approach is usually the need for quite
costly piezo stage hardware for initial calibration of the depth-
dependent astigmatism to real-world z values. Not only is this
calibration procedure necessary once, but usually needs to be
repeated for any ever so slightly change to the optical path of
the microscope (e. g. change of objective, excitation wave-
length, etc.). To overcome this rather costly limitation, we here
apply a recently developed aberration-free calibration ap-
proach, which uses micrometer-sized spheres for calibration,[13]
and extend it to DNA-PAINT imaging. This allows us to keep the
microscope cost low and furthermore overcome some of the
drawbacks of piezo-stage-based calibration methods, which we
will discuss in greater detail later in the manuscript. Figure 1b
illustrates the liteTIRF platform as CAD model, which is
accessible as an interactive version at www.jungmannlab.org,
making it easy to visualize all components and to assemble the
system for users. Furthermore, we plan to provide an online
forum, where novice users can exchange knowledge and share
their modifications.
2.2. Performance Evaluation of liteTIRF Using DNA Origami
To assay the achievable optical resolution of the liteTIRF with
DNA-PAINT, we designed an in vitro experiment using 2D
rectangular DNA origami structures (Figure 2). DNA origami[14]
are self-assembled nanostructures, which consist of a long
single-stranded DNA molecule (called “scaffold”, usually derived
from a phage plasmid), which is folded into a predesigned
shape using hundreds of short synthetic DNA oligonucleotides
(called “staples”). Here, we designed a flat DNA origami
rectangle functionalized with 20 single-stranded docking sites
for DNA-PAINT imaging (Figure 2b, inset). 16 out of these 20
docking sites form a 10-nm-grid-pattern, while the remaining 4
docking sites facilitate alignment for further downstream
analysis. Using these DNA origami immobilized onto a coverslip
surface,[6b] we performed DNA-PAINT with ATTO 647N-labeled
imager strands and an un-cooled and cost-efficient scientific (s)
CMOS camera (for experimental conditions see Supplementary
Table 2). To furthermore demonstrate liteTIRF’s mechanical
stability due to its compact design, we performed the experi-
ment on an office desk, without the use of passive or active
vibration isolation (e. g. without optical table or piezo-con-
trolled isolation). The super-resolution reconstruction and
Figure 2. 2D resolution capabilities of liteTIRF. (a) Diffraction-limited image of 10-nm-grid DNA origami structures. (b) 10-nm-grid structures imaged with the
liteTIRF microscope using DNA-PAINT employing a sCMOS camera and ATTO 647N-labeled imager strands. Inset: DNA origami design, red strand positions are
extended for DNA-PAINT. (c) Sum image of n = 16 structures reveals the clearly resolved 10-nm-grid-pattern. (d) Cross-sectional histogram analysis of the
highlighted area in (c) shows the sub-10-nm resolution capability of the liteTIRF platform in combination with DNA-PAINT. Single sites are localized with
2.5 nm precision. Scale bars: 200 nm (a, b), 20 nm (c).
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subsequent drift correction (described in the methods part) of
the DNA-PAINT data set shows the clearly resolved 10-nm-grid-
pattern on individual DNA origami (Figure 2b). To quantify the
achievable localization-precision-limited resolution in an un-
biased manner, we then selected 16 origami structures and
created a sum image (similar to an EM class average) by 2D
cross-correlation following center-of-mass alignment in order to
overlay the structures on top of each other[6b,15] (Figure 2c). The
respective cross-sectional histogram of four of the 16 spots
yields a spacing of ~10 nm with a localization precision of
2.5 nm (in good agreement with the calculated NeNA[16] value
of 2.5 nm), translating to an achievable FWHM-resolution of
~6 nm (Figure 2d). Localization precision analysis of a single
particle yields a FWHM-limited resolution of 4.3 nm (Supple-
mentary Figure 2). This supports the fact, that the sum image
from multiple structures does not necessarily yield a higher
spatial resolution. However, the sum over multiple structures
increases the sampling of all binding sites. We further
characterized the imaging performance of the liteTIRF platform
using an economic scientific interline-transfer CCD camera and
DNA origami structures (Supplementary Figure 3). Similar histo-
gram analysis as before yields an average localization precision
of 3.6 nm (Supplementary Figure 3). To further assay the
capabilities of liteTIRF using even more economic components,
we performed another experiment with a non-scientific CMOS
camera prized at ~340 Euro, imaging DNA origami structures
carrying docking sites for DNA-PAINT in a 3  4 grid with a
spacing of 20 nm (Supplementary Figure 4). Super-resolution
reconstruction of the DNA-PAINT data with subsequent overlay
of individual DNA origami using cross-correlation as described
above clearly reveals the individual spots of the designed
pattern (Supplementary Figure 4). To show that liteTIRF is not
necessarily limited to DNA-PAINT super-resolution microscopy,
we also performed a dSTORM experiment (Supplementary
Figure 5) using a DNA origami which carries a total of 12 Alexa
647-labeled DNA strands (three stably bound in every corner,
Supplementary Figure 5). We were able to visualize the
resulting 50  70 nm rectangle as designed. Sum image analysis
of 13 DNA origami structures (similar as described above) yields
a localization precision of 4.1 nm (Supplementary Figure 5),
translating to a FWHM-limited resolution of ~9.6 nm.
2.3. Cellular Imaging with liteTIRF
Next, we investigated the feasibility of imaging cellular targets
using the liteTIRF platform in fixed cells. As exemplary target
structure, we chose microtubules, which are one of the most
widely used model systems for super-resolution microsco-
py.[12b,17] First, we coupled short oligonucleotides covalently to a
secondary antibody[6b,18] (Figure 3a, inset). After immunostaining
using primary antibodies against alpha-tubulin followed by
subsequent incubation with the DNA-conjugated secondary
antibodies, we performed a DNA-PAINT experiment using ATTO
647N-labeled imager strands (Figure 3a and Supplementary
Figures 6 and 7, for experimental conditions see Supplementary
Table 3). The zoom-in images in Figure 3b and c show the
resulting diffraction-limited and super-resolution image of the
microtubule network. Based on the nearest neighbor analysis[16]
(NeNA) metric, we localize single molecules with a precision of
~9 nm, resulting in a FWHM-resolution of ~21 nm in cells. This
resolution, in combination with a sufficiently high labeling
Figure 3. Cellular DNA-PAINT imaging using liteTIRF. (a). Microtubules are labeled with primary and DNA-conjugated secondary antibodies and imaged using
ATTO 647N-labeled imager strands and an interline-transfer CCD camera. (b) Diffraction-limited (DL) and (c) super-resolution (SR) zoom-in of the highlighted
area 1 in (a) shows the increased spatial resolution. (d) Zoom-in of the highlighted area 2 in (a) shows a single microtubule. (e) Cross-sectional histogram of
the area marked in (d) demonstrates the ability of liteTIRF to resolve the hollowness of microtubules with an apparent diameter of ~47 nm (broadened due to
the use of primary and secondary antibodies for labeling). Scale bars: 2 mm (a), 200 nm (b, c, d).
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density, allowed us to visualize the “hollowness” of micro-
tubules using liteTIRF as seen in 2D projections in earlier
works[6b,17a] (Figure 3d). Using line profile measurements (Fig-
ure 3e) along single microtubules, we measured a peak-to-peak
distance (microtubule width) of ~47 nm, which is in good
agreement with earlier studies considering the offset from
target and DNA-PAINT docking site due to the size of primary
and DNA-conjugated secondary antibody label.
2.4. Multicolor Imaging Using Exchange-PAINT and liteTIRF
Next, we turned our attention to implementing Exchange-
PAINT multiplexing[7] with liteTIRF. Exchange-PAINT allows
researchers to perform spectrally-unlimited multiplexing using
a single excitation laser line and spectral dye. Instead of
imaging multiple targets simultaneously with spectrally distinct
dyes, Exchange-PAINT uses orthogonal docking sequences
linked to target species of interest. Imaging is then performed
sequentially using one complementary imager strand at a time,
always labeled with the same spectral dye. As a proof-of-
concept implementation of Exchange-PAINT with liteTIRF, we
performed a two-target experiment (Figure 4 and Supplemen-
tary Figure 8). Here, we chose alpha tubulin (akin to the
singleplex case) and TOM20 (a mitochondrial outer membrane
marker) as cellular targets (see Supplementary Tables 4 and 5
for experimental details). After super-resolution reconstruction
of both data sets, the two colors were aligned using image
cross-correlation and fiducial markers (i. e. gold particles
attached to the surface) present in both imaging rounds
(Figure 4b). To illustrate the achievable alignment accuracy,
white arrows pointing at multiple side walls of microtubule
filaments are marked (Figure 4c) at the zoom-in from Figure 4b.
The same position is highlighted in Figure 4d, showing that the
border of the TOM20 labeled mitochondria is associated to the
microtubule network.[19]
2.5. Calibration Using Microspheres for 3D Super-Resolution
Imaging with liteTIRF
Next, we extended the liteTIRF platform to three-dimensional
super-resolution imaging by placing a removable cylindrical
lens into the emission path (LS 4 in Figure 1a and Supplemen-
tary Figure 9). This lens introduces a depth-dependent PSF by
creating two slightly offset focal planes for the x- and y-
dimension. This results in different degrees of ellipticity and
orientation of the PSF depending on the z-position of the
fluorescence emitter with respect to the focal plane of the
objective lens.[12a,20] Ellipticity (i. e. the width of every Gaussian
fit in x- and y-direction) is used to determine the z-positions
with the use of a calibration curve (basically a look-up table).
These calibration curves are usually acquired using fluorescent
beads immobilized on the coverslip and a z-piezo stage to
perform z-stacks. Due to the nanometer-precise positioning of
the sample relative to the objective by the piezo stage, the
ellipticity and orientation of the PSF can be linked to
unambiguous z-positions with sub-diffraction precision.[20]
Here, we present an approach combining PSF-shaping
based on astigmatism with a recently developed method to
perform 3D calibration[13] without relying on expensive piezo-
electric stages (Figure 5). This allows three-dimensional super-
resolution imaging with an axial thickness between 0.6–1.5 mm,
depending on the position of the cylindrical lens relative to the
camera. For calibration, avidin-coated latex microspheres
(16 mm diameter) were immobilized on a biotinylated-PEG
surface. Short oligonucleotides (10 nt) functionalized with
biotin (serving as DNA-PAINT docking sites) were subsequently
Figure 4. Two-target Exchange-PAINT using liteTIRF. (a) Diffraction-limited representation of the mitochondrial (TOM20 labeled using primary and secondary
antibodies) and microtubule (Tubulin labeled using primary and secondary antibodies) network inside fixed COS7 cells. (b) Super-resolved Exchange-PAINT
image of the same sample. (c) Zoom-in of highlighted area in (b) showing microtubules. White arrows mark the side walls of individual microtubules. (d)
Zoom-in of the same area showing microtubules and mitochondria. White arrows indicate that the mitochondrial membrane is located in close proximity to
the individual microtubule filaments. Scale bars: 5 mm (a, b), 1 mm (c, d).
3028ChemPhysChem 2018, 19, 3024 – 3034 www.chemphyschem.org  2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
Articles
Wiley VCH Freitag, 09.11.2018


























































incubated and thus attached to the microsphere surface
(Figure 5a). Next, we performed DNA-PAINT with ATTO 647 N-
labeled imager strands of the lower part (~800 nm) of the latex
microsphere (for experimental parameters see Supplementary
Table 6). Super-resolution reconstruction reveals the 2D projec-
tion of the lower curvature of the microsphere, which was
sampled with ~71,000 single-molecule localization events (Fig-
ure 5b). After the center-of-mass of the sphere was calculated
from the 2D projection, localizations were grouped in radial
sections to determine the mean ellipticity within every section
(Figure 5c).
Using the 2D radius information r in the xy-projection and
the total radius R the z position of every section was calculated,
and a calibration curve was generated (Supplementary Fig-
ure 10). In addition to saving on component cost for the piezo
stage, another key advantage compared to more classical
methods used to generate calibration curves is that no
magnification factor due to refractive index mismatch[20] needs
to be taken into account. This is based on the fact that the
“calibration signal” is emitted from within the sample chamber
and not immediately above the interface between coverslip
glass and imaging media interface. Recent studies reckon that
this index mismatch results in an axial localization bias of up to
200 nm due to spherical aberrations.[13]
2.6. Three-dimensional Super-Resolution Imaging of 3D DNA
Origami
To evaluate the 3D performance of the liteTIRF platform, we
designed an in vitro experiment with 3D DNA origami struc-
tures (Figure 6). First, we immobilized 3D DNA origami tetrahe-
drons, which carry multiple DNA-PAINT docking sites at each
vertex,[21] on the coverslip surface (Figure 6b). Next, we
Figure 5. Z-piezo-free three-dimensional calibration using latex microspheres. (a) Schematic representation of the calibration sample with avidin-coated
microspheres immobilized on the coverslip surface. Zoomed-in area shows biotinylated oligonucleotides attached to the microsphere providing docking sites
for DNA-PAINT imaging. (b) x–y projection of the 3D super-resolution reconstruction with a total of 70946 single-molecule localization events. Color gradient
displays the z position. (c) Grouping of localizations into radial sections of identical thickness for the determination of the PSF width in x and y direction per
section. (1) Ellipticity of an exemplary PSF from the center of the x-y projection shows elongation in x direction. (2) Exemplary PSF with similar width in x and y
direction. (3) Exemplary PSF taken from the outer section shows elongation in y direction. Using the radius information R of the microsphere and the radius r
measured from x-y projection and the extracted width of the PSFs the z position of every localization event can be calculated using the formula shown in (a)
to generate a calibration curve (Supplementary Information Figure 9. Scale bars: 5 mm (b), 500 nm (c).
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performed 3D DNA-PAINT using ATTO 647 N-labeled imager
strands (for experimental parameters see Supplementary
Table 7). After 3D super-resolution reconstruction, four spots
from individual DNA origami were clearly resolvable in the 2D
projection, three spots from the base vertex and one spot
originating from the top vertex (Figure 6b). Using the calibra-
tion curve obtained from Figure 5, we are now able to resolve
the tetrahedron as full 3D structure (Figure 6c). To quantify the
achievable localization-precision-limited resolution in an un-
biased manner, we then selected 12 origami structures and
created a sum image by center-of-mass alignment and 2D
cross-correlation in x-y direction and subsequent 2D cross-
correlation in y-z direction to overlay the structures on top of
each other (Figures 6 c, d and e). Finally, we measured the
height-profile in the x-z projection (Figure 6e). A cross-sectional
histogram analysis (Figure 6f) yields an average localization
precision of ~24 nm in z direction and a distance of 86 nm
between base vertices and top vertex. This result is in good
agreement with the designed height of 82 nm.
3. Conclusions
In summary, we have demonstrated that sub-10-nm lateral
resolution using DNA-PAINT in combination with the liteTIRF
platform can be achieved. By performing one- and two-color
DNA-PAINT imaging in cells, we showed that liteTIRF also
enables multiplexed cellular super-resolution imaging. Most
importantly, using a DNA-PAINT adoption of a recently demon-
strated aberration-free calibration method for 3D calibration,
we showed that liteTIRF can be extended to three-dimensional
imaging without the use of piezoelectric-controlled sample
stages. Due to the rigid instrument design the liteTIRF platform
could eventually allow “point-of-care” operation in field studies,
as we show that the usage without optical table isolation is
feasible. Further improvements for stability could be made by
replacing the manual z-direction actuator with a piezo actuator,
which is controlled using image-based drift feedback. With the
modular design the liteTIRF platform could also be extended
with an IR-based total internal reflection focus stabilization and
an active objective-piezo. However, this would increase cost up
to 35,000 Euro. Besides pure super-resolution studies we expect
that liteTIRF could also serve as a basis for correlative methods,
e. g. combining super-resolution with complementary modal-
ities such as optical[22] or magnetic tweezers[23] or atomic force
microscopy.[24] We expect that the liteTIRF platform provides an
attractive opportunity for researchers new to the single-
molecule field to adopt super-resolution microscopy as a
standard characterization tool. We believe that due to the
economic design and high performance, it will be possible to
increase the adoption rate of super-resolution. As super-
resolution microscopy is slowly reaching university teaching
and practical courses, we expect that the liteTIRF platform will
also fulfill educational and outreach purposes by providing a
cost-efficient opportunity to teach and demonstrate the
potential of super-resolution microscopy for biological studies
to new generations of young researchers.
Figure 6. 3D DNA-PAINT super-resolution imaging with liteTIRF of polyhedra DNA origami structures. (a) Diffraction-limited representation of an area showing
multiple DNA origami tetrahedrons. (b) 2D projection of the 3D super-resolved image with DNA-PAINT and liteTIRF of the area shown in (a). Super-resolution
reconstruction clearly shows the three spots located at the base (designed spacing of ~100 nm between each corner) and one spot from the tetrahedron top
(center spot). (c) Isometric view of the sum image of n = 12 DNA origami structures underlines the achievable imaging resolution in three-dimensions. (d) x-y
projection of the summed image shown in (c). (e) x-z projection of the sum image. (f) Height measurement of the tetrahedron obtained from the cross-
sectional histogram in the x-z projections yields ~86 nm. Scale bars, 500 nm (a, b), 50 nm (c, d, e).
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Unmodified DNA oligonucleotides, fluorescently modified DNA
oligonucleotides and biotinylated DNA oligonucleotides were
purchased from MWG Eurofins. M13mp18 scaffold was obtained
from New England BioLabs (cat: N4040S). p8064 scaffold for the
tetrahedron DNA origami structure was prepared by replacement
of the BamHI-XbaI segment of M13mp18 by a PCR-amplified
fragment of bacteriophage l DNA, flanked by positions 25 to
+ 25 of the middle of the XbaI cut site (TCTAGA or base 6258).
Agarose (cat: 01280.100) was purchased from biomol. SYBR safe
(cat: SS33102) was ordered from Invitrogen. DNA gel loading dye
(cat: R0611) was purchased from ThermoFisher. Freeze ‘N Squeeze
columns (cat: 732-6165) were ordered from Bio-Rad. BSA-Biotin was
obtained from Sigma-Aldrich (cat: A8549). Streptavidin was ordered
from Invitrogen (cat: S-888). Avidin coated silicon beads (cat: PC-A-
16) were ordered from Kisker Biotech. Tris 1 M pH 8.0 (cat:
AM9856), EDTA 0.5 M pH 8.0 (cat: AM9261), Magnesium 1 M (cat:
AM9530G) and Sodium Chloride 5 M (cat: AM9759) were ordered
from Ambion. Ultrapure water (cat: 10977–035) was purchased
from Gibco. Glass slides (cat: 48811-703) were obtained from VWR.
Coverslips were purchased from Marienfeld (cat: 0107032). Silicon
(cat: 1300 1000) was ordered from picodent. Double sided tape
(cat: 665D) was ordered from Scotch. COS7 cells (cat: CRL-1651)
were purchased from ATCC. Secondary antibodies Anti-Rat IgG
(cat:. 712-005-150) and Anti-Rabbit (cat: 711-005-152) were pur-
chased from Jackson ImmunoResearch. 16 % Paraformaldehyde
(cat: 15710) was obtained from Electron Microscopy Sciences. 25 %
Glutaraldehyde (cat: 23115.01) was ordered from SERVA. Sodium
borohydride (cat: 4051.1) and Triton X-100 (cat: 6683.1) were
purchased from Carl Roth. BSA (cat: A4503-10g) was obtained from
Sigma-Aldrich. 1  PBS (cat: 20012-019) was purchased from Thermo
Fisher Scientific. DMEM (cat: 10566-016), fetal bovine serum (cat:
10500-064), Penicillin-Streptomycin (cat: 15140-122) and Trypsin-
EDTA (cat: 25300-054) were obtained from Thermo Fisher Scientific.
Primary monoclonal rat a-Tubulin (Y/L) antibody (cat: MA1-80017)
was ordered from Thermo Fishes Scientific. Tom20 primary rabbit
polyclonal antibody (cat: sc-11415) was purchased from Santa Cruz.
Maleimide-PEG2-succinimidyl ester (cat: 746223) was purchased
from Sigma-Aldrich. 90 nm gold nanoparticles were purchased
from Cytodiagnostics, (cat: G-90-100). No-Weigh Format DTT (cat:
20291) was purchased from Thermo Fisher Scientific. Micro BCA
Protein Assay Kit was obtained from Thermo Fisher Scientific (cat:
23235). Amicon spin filters, 100 kDa and 3 kDa cat: UFC510096 and
UFC500396) and 0.22 mm sterile filters (cat: SLGS033SS) were
purchased from Merck/EMD Millipore. Nap5 columns (cat: 17-0853-
02) were ordered from GE Healthcare. Zeba desalting spin columns
(cat: 89882) were obtained from Thermo Fisher Scientific. Silicon
tubing, inner diameter = 0.5 mm, outer diameter = 1 mm (GM
GmbH, cat: 35605). FINE-JECT Needle, 1.1  40 mm (Henke Sass
Wolf, cat: 4710011040). NORM-JECT 10-ml syringe (Henke Sass Wolf,
cat: 4100–000 V0). PEG5k-NHS (cat: 12500–35) and Biotin-PEG5k-
NHS (cat: 135000-25-35) were ordered from Rapp Polymere. Amino-
silane (cat: 104884-100 ML) and Sodium Bicarbonate (cat: S5761-
1kg) were ordered from Sigma.
Three buffers were used for sample preparation and imaging:
Buffer A: 10 mM Tris-HCl pH 7.5, 100 mM NaCl, 0.05 % Tween 20,
pH 7.5); Buffer B: 5 mM Tris-HCl pH 8, 10 mM MgCl2, 1 mM EDTA,
0.05 % Tween 20, pH 8); Buffer C: 1  PBS pH 7.2, 500 mM NaCl).
100  Trolox: 100 mg Trolox, 430 ml 100 % Methanol, 345 ml 1 M
NaOH in 3.2 ml H2O. 40  PCA: 154 mg PCA, 10 ml water and NaOH
were mixed and adjusted to pH 9.0. 100  PCD: 9.3 mg PCD, 13.3 ml
of buffer (100 mM Tris-HCl pH 8, 50 mM KCl, 1 mM EDTA, 50 %
glycerol). 1.2  BME: Tris pH 8.0 50 mM, beta Mercaptoethanol
179 mM, MgCl 50 mM, Glucose 12.5 mM in H2O. 6  GLOX: Glucose
Oxidase 2.5 mg, Tris 50 mM, Glycerol 10 mM, Catalase 200 mg/ml in
H2O.
DNA Origami Self-assembly
The Rothemund rectangular origami (RRO) from Figure 2, Supple-
mentary Figures 3, 4 and 5 were synthesized in one-pot reactions
with 50 ml total volume containing 10 nM scaffold strand
(M13mp18), 100 nM core staples, 1 mM biotinylated staples and
1 mM DNA-PAINT handles. The folding buffer was 1  TE buffer with
12.5 mM MgCl2. Structures were annealed using a thermal ramp.
First, incubating for 5 min at 80 8C, then going from 65 8C to 4 8C
over the course of 3 hours. After self-assembly, the structures were
mixed with 1  loading dye and then purified by agarose gel
electrophoresis (1.5 % agarose, 0.5  TAE, 10 mM MgCl2, 1  SYBR
Safe) at 3 V/cm for 2 hours. Gel bands were cut, crushed and filled
into a Freeze ‘N Squeeze column and spun for 5 min at 1,000  g at
4 8C. The tetrahedron DNA origami structures used in Figure 6 were
formed in a one-pot reaction with a 50 ml total volume containing
10 nM scaffold strand (p8064), 100 nM core staples, 100 nM
connector staples, 100 nM vertex staples, 100 nM biotin handles,
100 nM DNA-PAINT handles, and 1400 nM biotin anti-handles in
folding buffer (1  TE (5 mM Tris, 1 mM EDTA) buffer with 10 mM
MgCl2). The solution was annealed using a thermal ramp cooling
from 80 to 4 8C over the course of 15 h. After self-assembly, the
structures were mixed with 1  loading dye and then purified by
agarose gel electrophoresis (1.5 % agarose, 0.5  TAE, 10 mM MgCl2,
1  SYBR Safe) at 3 V/cm for 3 h. Gel bands were cut, crushed and
filled into a Freeze ’N Squeeze column and spun for 5 min at 1000 
g at 4 8C.
Super-resolution DNA-PAINT Imaging with DNA Origami
First, 20 ml of biotin-labeled bovine albumin (1 mg/ml, dissolved in
buffer A) was flown into the chamber and incubated for 2 min.
Then the chamber was washed using 40 ml of buffer A. Second,
20 ml of streptavidin (0.5 mg/ml, dissolved in buffer A) was then
flown through the chamber and incubated for 2 min. Next, the
chamber was washed with 20 ml of buffer A and subsequently with
20 ml of buffer B. Then ~500 pM of the DNA origami structures
were flown into the chamber and allowed to attach to the surface
for 2 min. Finally, the imaging buffer with buffer B with dye-labeled
imager strands was flown into the chamber. The microscopy
chamber was placed at the microscope and using low laser power
the focal plane was adjusted. After equilibrating for 30 min without
laser illumination, the focal plane was checked and if necessary re-
adjusted before starting the acquisition. For Figure 2 3 nM ATTO
647N labeled imager with sequence P1 and 1  PCA, 1  PCD, 1 
Trolox in buffer B was used. In Figure 6 500 pM ATTO 647N labelled
imager strands P1 and 1  PCA, 1  PCD, 1  Trolox in buffer B was
used. The experiment in Supplementary Figure 3 was carried out
using 4 nM ATTO 647 N with sequence X61 and 1  PCA, 1  PCD,
1  Trolox in buffer B. For Supplementary Figure 4 7 nM ATTO 647N
labeled imager strands P1 and 1  PCA, 1  PCD, 1  Trolox in buffer
B was used.
Super-Resolution dSTORM Imaging with DNA Origami
For sample preparation of Supplementary Figure 5, a piece of
coverslip (no. 1.5, 18  18 mm2, ~0.17 mm thick) and a glass slide
(75  25 mm2, 1 mm thick) were sandwiched together by two strips
of double-sided tape to form a flow chamber with inner volume of
~20 ml. First, 20 ml of biotin-labeled bovine albumin (1 mg/ml,
dissolved in buffer A) was flown into the chamber and incubated
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for 2 min. Then the chamber was washed using 40 ml of buffer A.
Second, 20 ml of streptavidin (0.5 mg/ml, dissolved in buffer A) was
then flown through the chamber and incubated for 2 min. Next,
the chamber was washed with 20 ml of buffer A and subsequently
with 20 ml of buffer B. Then ~500 pM of the DNA origami structures
were flown into the chamber and allowed to attach to the surface
for 2 min. Finally, the imaging buffer containing 1  BME and 1 
GLOX was flown into the chamber. The microscopy chamber was
placed at the microscope and using low laser power the focal plane
was adjusted. After equilibrating for 30 min without laser illumina-
tion, the focal plane was checked and if necessary re-adjusted
before starting the acquisition.
Super-Resolution DNA-PAINT Imaging with Latex
Microspheres
For chamber preparation, a piece of pegylated coverslip (as
described below) and a glass slide (75  25 mm2 1 mm thick) were
sandwiched together by two strips of double-sided tape to form a
flow chamber with inner volume of ~20 ml. First, 20 ml of 1 : 20
avidin coated microspheres diluted in 1  PBS was flown into the
chamber and incubated for 10 min. Then the chamber was washed
using 40 ml of 1  PBS. Second, 500 nM biotinylated oligonucleo-
tides (10nt, P1 docking site sequence) was then flown into the
chamber and incubated for 10 min. Next, the chamber was washed
with 100 ml of 1  PBS. Next, the chamber was incubated with 1 : 10
dilution of 90 nm gold particles in 1  PBS as drift markers for 5 min
and subsequently washed with 40 ml 1  PBS. Finally, the imaging
buffer with buffer B with dye-labeled imager strands was flown into
the chamber. For Figure 5 150 pM ATTO 647N labeled imager with
sequence P1 and 1  PCA, 1  PCD, 1  Trolox in buffer B were used.
The microscopy chamber was placed at the microscope and using
low laser power the focal plane was adjusted. After equilibrating
for 30 min without laser illumination, the focal plane was checked
and if necessary re-adjusted before starting the acquisition.
PEG Surface Preparation
PEG surfaces were created as previously reported.[25] In short, the
microscopy coverslips (no. 1.5 high precision, 18  18 mm2) were
put into a Teflon-based custom-made slide holder, rinsed twice and
bath-sonicated in Milli-Q water for 10 min. The rinsing and washing
process was repeated with methanol and acetone. For surface
activation, the coverslips were bath-sonicated in 1 M KOH for
20 min and rinsed with Milli-Q water afterwards. The slides were
then blow dried with nitrogen and 95 ml of methanol was mixed
with 5 ml acetic acid as well as 1 ml aminosilane and was
immediately poured over the slide holder. The reaction was
incubated for 10 min in the dark, briefly sonicated for 1 min and
incubated for another 10 min in the dark. The coverslips were then
washed two times with methanol and water for 1–2 min per wash.
After blow drying with nitrogen, the aminosilanized coverslips were
stored under Argon atmosphere for <2 weeks until further use.
One day before use, the chambers were assembled with the
aminosilanized coverslips with double sided sticky tape. 16 mg of
mPEG was dissolved in 70 ml of freshly prepared sodium bicarbon-
ate buffer (10 mM sodium bicarbonate, pH 8.5) and mixed 20 : 1
with biotin-PEG. To remove bubbles, the mix was briefly spun
down for 30 s and added to the assembled chamber. The chamber
was sealed with silicon (picodent) and stored at room temperature
overnight in the dark. Before use, the silicon was removed and the
chamber was washed with 1 ml Milli-Q water.
Antibody Conjugation
Antibodies were labeled with DNA strands as previously de-
scribed.[26] In short, secondary antibodies were concentrated via
amicon 100 kDa spin filters to 1–3 mg/ml. 100 ml of antibody was
labeled using a Maleimide-Peg2-succinimidyl ester for 90 min at
10  molar excess at 4 8C on a shaker. Crosslinker stocks of 10 mg/
ml in DMF were diluted in 1  PBS to reach 10x molar excess in 5 ml,
which were subsequently added to the antibody. After the reaction
had been done, unreacted crosslinker was removed via a zeba spin
column. Thiolated DNA was reduced using DTT for 2 h at room
temperature. DTT was purified from the reduced DNA via a Nap5
column and fractions containing DNA were concentrated via 3 kDa
amicon spin filters. The reduced DNA was then added to the
antibody bearing a functional maleimide group in 10  molar excess
and incubated over night at 4 8C on a shaker in the dark. Antibody-
DNA constructs were finally purified via 100 kDa amicon spin filters.
Cell Culture
Cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM)
supplemented with 10 % FBS and 1 % Pencillin and Streptomycin,
they were passaged every other day until 90 % confluency was
reached using standard cell culture methods. HeLa cells for imaging
were used between passage number 6 and 20.
Immunofixation
24 h before fixation, COS7 cells were seeded to 70 % confluency.
For microtubule imaging cells were prefixed with prewarmed 0.4 %
Glutaraldehyde and 0.25 % Triton X-100 in 1  PBS for 90 s and fixed
with 3 % Glutaraldehyde in 1  PBS for 15 min. For dualcolor
imaging, the cells were fixed with prewarmed 3 % Paraformalde-
hyde and 0.1 % Glutaraldehyd in 1  PBS for 15 min. Quenching was
performed via freshly prepared 1 mg/ml Sodium Borohydride in 1 
PBS for 7 min. Cells were washed 1  for 1 min and 3  for 5 min in
1  PBS. Blocking and permeabilization were performed using 3 %
BSA and 0.25 % Triton X-100 in 1  PBS for 90 min. Microtubule and
TOM20 primary antibodies were incubated overnight at 4 8C. with
gentle shaking in 5 % BSA in 1  PBS in the dark. Cells were washed
3  in 1  PBS for 5 min. Conjugated secondary antibodies were
incubated for 1 h at RT in the dark in 5 % BSA in 1  PBS. The cells
were finally washed 3  in 1  PBS for 5 min and incubated with
90 nm gold nanoparticles 1 : 10 diluted in 1  PBS for 10 min and
washed again 1  in 1  PBS for 2 min.
Super-Resolution DNA-PAINT Imaging with Cells
The experiment in Figure 3 was performed using 3 nM ATTO 647N
labelled imager strands with sequence X61 and 1  PCA, 1  PCD,
1  Trolox in buffer C. In Supplementary Figures 6, 7 1 nM ATTO
647N labelled imager strands with sequence P1 and 1  PCA, 1 
PCD, 1  Trolox in buffer C was used. The microscopy chamber in
both cases was placed at the microscope and using low laser
power the focal plane was adjusted. After equilibrating for 30 min
without laser illumination, the focal plane was checked and if
necessary readjusted before starting the acquisition. Multicolour
cell imaging of alpha tubulin in Figure 4 was performed with
500 pM ATTO 647N labelled imager strands with sequence P1 and
1  PCA, 1  PCD, 1  Trolox in buffer C. TOM20 imaging in Figure 4
was performed using 1 nM ATTO 647 N labelled imager strands
with sequence P3 and 1  PCA, 1  PCD, 1  Trolox in buffer C.
Multicolour cell imaging of alpha tubulin in Supplementary Figure 8
was performed with 2 nM ATTO 647N labelled imager strands with
sequence X61 and 1  PCA, 1  PCD, 1  Trolox in buffer C. TOM20
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imaging in Supplementary Figure 8 was performed using 2 nM
ATTO 647N labelled imager strands with sequence P1 and 1  PCA,
1  PCD, 1  Trolox in buffer C. The microscopy chamber in both
cases was placed at the microscope and using low laser power the
focal plane was adjusted. After equilibrating for 30 min without
laser illumination, the focal plane was checked and if necessary re-
adjusted before starting the acquisition. The liquid exchange in
Figure 4 and Supplementary Figure 8 was performed using an
electric syringe pump with tubing and a needle to remove the
buffer out of the chamber. To minimize contact, hence shift of the
sample chamber, new buffers were dripped through a small hole in
the sample chamber lid using a pipette. The hole was made
beforehand using a heated needle. Washing during Exchange-
PAINT acquisition rounds was carried out until no single-molecule
blinking was observed to minimize cross-talk of imager species.
Microscopy Data Acquisition
The following computer system was used for all data acquisition:
Dell XPS 15 9550 with Intel i7-6700HQ processor, Windows 10 Pro,
16 GB DDR4 RAM and 1 TB PCIe-SSD. Raw image data was acquired
with the open-source software package Micro-Manager[27] version
1.4.22. Drivers for PCO cameras were downloaded from the PCO
homepage. Thorlabs camera drivers were downloaded from the
Thorlabs homepage. Cameras were installed as described in the
manuals available at the vendor’s and Micro-Manager’s homepage.
We note that a lower performance computer system is also able to
acquire raw data and subsequently reconstruct the super-resolu-
tion images (using Picasso). We have also tested this using a laptop
with the following configuration: Asus F541U with Intel i3-6006U
processor, Windows 10, 8 GB DDR4 RAM and 1 TB HDD. We want
to highlight, that some new sCMOS cameras (e. g. PCO.panda)
operate only with USB 3.0 or higher.
Super-Resolution Data Processing
Super-resolution DNA-PAINT reconstruction, drift correction, and
alignment was carried out using the software package Picasso. The
DNA origami data was first drift corrected with redundant cross-
correlation (RCC). Second, the DNA origami structures were picked
using Picasso’s semiautomated particle picking tool and drift was
corrected with the picked nanostructures as fiducial markers.
Finally, individual docking sites of DNA origami were selected
(same as above) and used for correction of residual drift. Cell data
was first drift corrected with RCC and in a second step using
immobilized gold particles on the glass surface. For the 3D super-
resolution experiments, microsphere radius was determined using
bright-field illumination and subsequent cross-sectional histogram
analysis. The recorded latex microsphere data using DNA-PAINT in
Figure 5a was first reconstructed using two-dimensional gaussian
fitting and a dummy calibration curve. After lateral drift correction
using redundant cross correlation, outliers with respect to the z
position were filtered out. Finally, after z drift correction (Supple-
mentary Figure 10d) the calibration data was fitted using sixth
degree polynomial fit to generate the look-up table (see Supple-
mentary Figure 10b). The 3D calibration analysis pipeline was
integrated as a module into the software package Picasso, now
available at GitHub. When using beads for calibration one will need
to choose “Calibrate using Microspheres”.
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nanoTRON: a Picasso module for MLP-based
classification of super-resolution data
In theprevious chapters 3 and4, progress in the experimental aspect of super-resolutionmicroscopy
was discussed. Following the image acquisition, the final step in the workflow typically involves
the analysis of the collected raw data. This chapter addresses the automation of previously tedious
manual work in data evaluation.
5.1 Super-ResolutionMicroscopy Processing of Nanopatterns using Picasso
In2016Schnitzbauer et al. published a comprehensive study containing awide range of experimen-
tal protocols for DNA-PAINT imaging [45]. Accompanying this publication, the Python-based
[111] software package Picasso including various programs for the analysis of super-resolutionmi-
croscopy, was released. For example, the software tool Picasso Localize can be used for process-
ing of the raw data. Here, diffraction-limited SMLM movies (see Figure 2.5 ) can be processed,
where single-molecule signals are identified and localized by fitting of 2D distribution functions,
described in the chapter 2.3.2. The gathered localization (molecule) lists can be plotted as a 2D his-
togram and interactively visualized as a heatmap using the software programPicassoRender. Addi-
tionally to plotting, PicassoRender features a tool called Pick tool that allows the manual selection
of nano-scaled regions in the heatmap for higher analysis. For example, nanopatterns of protein
complexes could be selected and processed for structure analysis [6] or DNA origami could be
utilized as calibration standards [112]. Figure 5.1 illustrates nano-scaled patterns (nanopattern)
originating fromDNA origami imaged with DNA-PAINT. The yellow circles mark the selection
using PicassoRender’s Pick tool.
Figure 5.1: Nanopatterns. DNA-PAINT super-resolution microscopy image of four distinct DNA origami targets. Every DNA
origami class was modified with a different nanopattern (the design is illustrated on the left) for DNA-PAINT imaging. Yellow circle,
described by center coordinates and a pick diameter, mark the selected region using Picasso’s Pick tool. Scale bar 100 nm.
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5.2 Selection of Nanopatterns
DNA-PAINT blinking is based on transient DNA hybridization. Their ”kinetic fingerprint” can
identify target signals originating fromDNA-PAINT docking sites. This kinetic behavior can eas-
ily be estimated via the measured parameters kon and koff of an imager sequence and the concen-
tration of imager in solution [50, 7]. Pick similar, another tool in PicassoRender takes advantage
of this predictable feature. Usually, in PicassoRender, one selects a handful of regions containing
the nanopatterns manually via the Pick tool. Subsequently, the whole super-resolution image can
be screened and marked for areas with comparable numbers of localization events using the tool
Pick similar. Importantly, the shape of those nanopatterns in the picked regions is not considered.
Typically, a single field of view in a super-resolved microscopy image can contain up to tens of
thousands of nanopatterns, depending on the spatial density. This approach, therefore, allows a
fast and semi-automatic selection of nanopatterns in a non-differentiating way.
5.3 Deep learning-assisted Classification
The software package Picasso features a fast method of selecting nanopatterns using Picasso Ren-
der’s Pick tool and Pick similar. However, during the picking, the shape of the nanopatterns are
not taken into account. This deficit results in a miscellaneous selection of different nanopatterns.
Besides tedious manually selecting, sequential imaging with Exchange-PAINT of the different tar-
gets can overcome this problem. With this approach, however, the imaging process is extended
by the factor of the number of distinct nanopatterns. Every distinct nanopattern requires an imag-
ing round using Exchange-PAINT. To keep the overall data acquisition time low, but still enabling
the shape-based separation of selected nanopatterns, a novel Picasso software toolwaswritten. The
software program is called nanoTRON (nanoscale perceptron) and enables a deep learning-based
classification and export of nanopatterns, selected with the help of Picasso Render Pick tool. nan-
oTRON is based on MLPs and provides a user-friendly graphical user interface (GUI) to set up
and train ANNs and subsequently use the trained models for nanopattern classification.
5.4 AMLP instead of a CNN Implementation
To justify the implementation of the multilayer perceptron, the LeNet-5 CNN (described in Fig-
ure 2.19 ) was compared with a nanoTRON 1-hidden-layer MLP with 550 nodes. Given the
benchmarking results, the final implementationof theANNdesignwasmainly influencedby three
practical aspects:
Performancerf re a ce: During the rendering process of the super-resolution data, the localization coordi-
nates are plotted in a 2D histogram. Hence, nanopatterns are small arrays of gray values. Typically,
these single-color renderings contain less information or features compared to colored images of
dogs, cars of similar objects with background from daily life. A performance comparison between
the 1-hidden layerMLPwith 550 nodes and the 7-layerCNNLeNet-5 implementedwith the deep
learning package Keras [113], was performed. Ultimately, the train and test accuracies proved to
be almost identical.
Availabilityil ilita av yil ili : TheMLPof scikit-learn covers straightforward support of a wide range of computers,
as the training using a central processing unit (CPU)processor, proved to bemore universally appli-
cable. Typically, for more complex networks, a high-performance GPU is recommended. Mobile
devices like laptops usually lack high-performance graphics cards, which support GPU processing
for deep learning. The LeNet-5 CNN trained on a high-performance server with 24 CPU cores
and required >1.5 days computing time for the proof-of-concept experiment with four different
60
classes, while training with the MLP was completed with similar accuracy after only 47 minutes.
Maintenancei ta e a cei : The Python package scikit-learn is a software library that is already used by Picasso.
Deep learning packages like Keras, Theano [114], or PyTorch [115] usually come with a larger list
of dependencies for additional packages. This could, in the future, complicate the maintenance of
Picasso, as version conflicts between packages can become more likely.
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Abstract 
Motivation: Classification of images is an essential task in higher-level analysis of biological data. By bypassing the diffraction-limit 
of light, super-resolution microscopy opened up a new way to look at molecular details using light microscopy, producing large 
amounts of data with exquisite spatial detail. Statistical exploration of data usually needs initial classification, which is up to now 
often performed manually. 
Results: We introduce nanoTRON, an interactive open-source tool, which allows super-resolution data classification based on im-
age recognition. It extends the software package Picasso with the first deep learning tool with a graphic user interface.  
Availability: nanoTRON is written in Python and freely available under the MIT license as a part of the software collection Picasso 
on GitHub (http://www.github.com/jungmannlab/picasso).  
Contact: jungmann@biochem.mpg.de 
Supplementary information: Supplementary data are available at Bioinformatics online. 
 
1 Introduction  
Super-resolution fluorescence microscopy allows researchers to visu-
alize structures and dynamics below the classical diffraction limit of 
light (Sahl, et al., 2017). Stochastic super-resolution techniques use 
switching of fluorescent molecules between so-called dark and bright 
states in combination with single-molecule localization. The switching 
creates an apparent blinking of target molecules, which is recorded in 
a movie and fitted with sub-diffraction precision in post-processing, 
and the resulting spatial coordinates of localized fluorophores are 
combined into two-dimensional histograms to render a super-resolu-
tion image (Sauer and Heilemann, 2017). DNA-PAINT (Jungmann, et 
al., 2010) uses the transient binding of dye-labeled DNA oligonucleo-
tides (called ‘imager’ strands, freely diffusing in solution) to their tar-
get-bound complementary strands (called ‘docking’ strands) to create 
the necessary target “blinking” for super-resolution (Figure 1). DNA-
PAINT is part of a large variety of techniques, which are enabled by 
the use of programmable interactions of DNA molecules: DNA Nano-
technology (Ramezani and Dietz, 2019). One of the most prominent 
approaches in structural DNA Nanotechnology is undoubtedly DNA 
origami (Rothemund, 2006). Here, a long single-stranded DNA mole-
cule is “folded” via self-assembly into almost arbitrary shapes and pat-
terns using hundreds of short oligonucleotides. DNA origami enables 
the manufacturing of millions of nanoscopic structures with nanome-
ter precision in a highly controlled and parallel fashion. These very 
properties of DNA origami structures and their nanoscale dimensions 
have led to a symbiotic relationship with super-resolution approaches: 
DNA origami either serves as testbed for assaying new super-resolu-
tion approaches (Balzarotti, et al., 2017; Jungmann, et al., 2016; 
Schueder, et al., 2019; Steinhauer, et al., 2009), or super-resolution is 
used to characterize properties of DNA nanostructures (Johnson-Buck, 
et al., 2013; Strauss, et al., 2018). Super-resolution instrumentation, 
probe design, and sample preparation methods are progressing at a 
rapid pace, enabling cost-efficient, molecular-scale resolution on a 
routine basis (Auer, et al., 2018). Data analysis and post-processing 
software, however, are currently somewhat lacking behind, in most 
cases often still exclusively focusing on spot-detection and subsequent 
binning of localizations to visualize super-resolution data (Sage, et al., 
2019). Especially more advanced yet increasingly essential post-pro-
cessing tasks such as particle classification in super-resolution data is 
often still performed manually. Only recently, the super-resolution 
community turned their attention to more automated as well as ma-
chine-learning- and neuronal-network-based analysis approaches 
(Belthangady and Royer, 2019; Danial and Garcia-Saez, 2019; 
Ouyang, et al., 2018; von Chamier, et al., 2019). Advances in deep-
learning are promising for the automation of algorithmic workflows 
such as detecting specific shapes or pattern, e.g. recognizing handwrit-
ten digits (Lecun, et al., 1998). This is particularly exciting in the con-
text of super-resolution microscopy applied to the ever-increasing 
complexity of DNA-origami-based assays (Blanchard and Salaita, 
2019). By combining super-resolution microscopy, DNA 
A. Auer et al. 
nanotechnology, and deep-learning, we here present a new software 
module, termed nanoTRON.  
2 Implementation 
nanoTRON was implemented in Python (v3.7 and higher) as a compo-
nent of the Picasso software suite (Schnitzbauer, et al., 2017). It de-
ploys the multi-layer perceptron of the Python machine-learning 
framework sci-kit learn (Pedregosa, et al., 2011). The software com-
bines two of the most important workflows for model-based neural-
network-assisted data analysis: (i) user-friendly setup and training of 
artificial neural networks, (ii) classification and export of predicted 
data for subsequent analysis in a plug-and-play manner, see Supple-
mentary Text 1 and Supplementary Text 4. Super-resolution data 
sets can be loaded into nanoTRON for immediate classification and 
export, Supplementary Figure 2. The software allows the training of 
models for classifying of arbitrary patterns via the module ‘Train 
Model’, Supplementary Figure 2. Super-resolution data can be 
loaded, annotated and converted to 2-dimensional super-resolution 
images – gray-scale images – with a defined resolution (‘over-
sampling’), see Supplementary Figure 3 and Supplementary Fig-
ure 9. By rotation of every image in multiple steps, the training set 
can be augmented, Supplementary Figure 3. nanoTRON supports 
multi-layer perceptron up to three hidden layers. For the evaluation of 
the trained network, nanoTRON uses a train-test data split of 30% of 
the training set. The learning curve of the training and the confusion 
matrix generated from the test set visualize the performance of the 
trained neural-network, Supplementary Figure 2. An exemplary ap-
plication with DNA origami (Supplementary Figure 1 and Supple-
mentary Figure 4-7) is described in Supplementary Text 2. Addi-
tionally, we included a biological application with DNA origami and 
the nuclear pore complex (Schlichthaerle, et al., 2019; Thevathasan, et 
al., 2019) described in Supplementary Text 3 and visualized with 
Supplementary Figure 8 and Supplementary Figure 12. 
3 Outlook  
nanoTRON enables plug-and-play classification of super-resolution 
data using deep-learning of arbitrary nanoscopic pattern. We expect 
nanoTRON to serve as important tool in the Picasso software collec-
tion, which due to the user-friendly design brings deep-learning closer 
to biological researchers. We see nanoTRON as an instrument, which 
boosts the analysis of highly multiplexed biophysical assays, where 
e.g. automated detection and analysis of a plethora of barcoded struc-
tures (Lin, et al., 2012) for high-content and high-throughput studies 
would become feasible. 
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Figure 1. nanoTRON workflow. (a) DNA-PAINT imaging of DNA origami nanostructures uses transient binding of dye-labeled imager strands to their structure-bound complements, 
leading to target ‘blinking’ (see time trace) and enables subsequent super-resolution reconstruction of molecular patterns. (b) Diffraction-limited and super-resolved imaging of DNA origami 
structures immobilized on a glass surface. Four different patterns (digit 1, digit 2, digit 3 and 20-nm-grid, Supplementary Figure 1) were simultaneously imaged using DNA-PAINT. The 
individual patterns were grouped using Picasso’s pick function, highlighted with yellow circles. (c) Classified super-resolution image of the DNA-PAINT data in b shows the correct 




Recently, the imaging technology DNA-PAINT has established as a powerful next-generation
super-resolution microscopy technology. It provides a relatively-easy-to-implement solution to
sub-diffraction imaging with nanometer spatial resolution. Exchange-PAINT allows extensive
multi-color imaging while eliminating the trade-off between spatial resolution performance and
multiplexing capability. The technological advancements presented in this thesis promote the
universal applicability of DNA-based super-resolutionmicroscopy, by speeding upDNA-PAINT
with FRET-PAINT imaging probes, introducing the drastically cost-reduced imaging platform
LiteTIRF, and accelerating data analysis with the deep learning software tool nanoTRON. Faster,
more affordable, and automation; Improvements that are necessary for a broader adaptation of
super-resolution microscopy methods. Ultimately, requirements for technology transfer from sci-
entific research to biomedical applications. A universal super-resolution imaging platform with
precise and extensive fluidic exchange systems would have great potential and a wide range of ap-
plications.
Apotential utilization for this universal imagingplatformcouldbeopticalmapping forDNAse-
quencedetermination. AccessingDNAsequence information‚ ideally fromsingleDNAmolecules‚
will lead to an improved diagnosis of certain diseases, the early detection of genetic predispositions,
andultimately result in an improveddrugdevelopmentprocess andperson-tailoredmedicine. This
challenge mainly directed the development of next-generation sequencing (NGS) methods [116].
State-of-the-art NGS technologies, however, do not yet fulfill the ultimate sequencing promises
of simultaneously providing long sequence read lengths, a low error rate, cost-efficient instrumen-
tation and sample preparation, and ultimately single-molecule sensitivity. Optical mapping with
extremely high spatial resolution using super-resolution could, in theory, meet these promises. Fig-
ure 6.1 illustrates a proof-of-concept experiment, whereDNAmolecule are imaged in a stretched
configuration using DNA-PAINT super-resolution microscopy.
Additionally, the universal super-resolution platform can be utilized on a much broader scale
in the context of protein imaging in the cellular environment. Quantitative super-resolution on a
single-molecule level could provide excellent opportunities for early diagnostics of certain diseases
and facilitate drug development with optical read-out on a single-cell basis. However, there are still
significant technological obstacles that need to be overcome to really integrate super-resolutionmi-
croscopy into the single-cell diagnostic field. Probably, the most significant bottleneck is still the
finding of robust labeling probes for protein targets. The requirements for this are challenging.
Ideally, the labeling agents achieve high reliability, which means that the probes can be manufac-
tured, stored, and applied without extreme diligence. Experimental results should not vary from
batch to batch, and therefore, persistent quality of labeling probes needs to be ensured. Another
important aspect is the availability. Labeling probes should be readily available, but cumbersome
manufacturing processes like immunization of animal donors prolong production. With this re-
69
quirement, the element of universality comes hand in hand. Labeling probes should be available
for a broad range of molecule targets to maximize the adoption in various biomedical applications.
On a more technical level, labeling probes should provide stoichiometric labeling to enable quan-
titive analysis. In the case of DNA-PAINT, the agent should carry a single docking site. Lastly, the
labeling efficiency of agents should be high tominimize cost and to be able tomake qualitative and
significant observations. The search for possible labeling problems is in full swing, but the perfect
candidate has not yet been found [117].
Finally, at the end of every applicationwill be the data analysis. Here, fast and robust processing
of the gathered raw data will be a crucial issue that needs to be tackled. With the general adoption
of super-resolutionmicroscopy, the amount and type of raw data will require novel bioinformatics
algorithms to extract biological features and ultimately gain insights in a truly quantitative fashion.
The area of data sciencewill also influence experimental research and become an integral part of sci-
entific research projects, strengthening cooperation between experimentalists, theoreticians, and
bioinformaticians.
Figure 6.1: Stretched DNA. (a) Proof-of-concept design of a target DNA molecule for optical mapping using super-resolution
microscopy. M13 genomic DNA was linearized and DNA-PAINT docking sites were hybridized along the DNA molecules. (b)
DNA-PAINT super-resolution microscopy image of DNA molecules stretched and attached on the cover slip surface. (c) Zoom-in
of the highlighted area in b displays a singe DNA molecule that is stretched an anchored to the surface. DNA-PAINT imaging
along the target molecule reveals a length of 1.6 µm, which indicates that the DNA strand is not fully stretched. Scale bars: 5 µm
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Figure S1 | Fluorescence spectra of Atto 488 and Atto 647N dyes. Absorption of the Atto 647N dye at the donor 






Figure S2 | NeNA localization precision distribution of Figure 2. Based on nearest neighbor analysis (NeNA)1 we 







Figure S3 | NeNA localization precision distribution of Figure 3. Based on nearest neighbor analysis (NeNA) we 







Figure S4 | NeNA localization precision distribution of Figure 4. Based on nearest neighbor analysis (NeNA) we 







Figure S5 | Line profiles of single tubulin filaments in Figure 4. (A) Super-resolution image of microtubule network of 
Figure 4. (B, C) Zoom-ins of highlighted areas (1 and 2) in A. (D, E) Cross-sectional histograms from the highlighted areas 
in B and D fitted to a Gaussian reveals a tubulin diameter (FWHM) of ~62 nm. Scale bars, 2 µm (overview in A), 500 nm 




Table S1 | Microscope parameters in Figure 1C and 1D 
Setting Condition 
Microscope Zeiss Elyra PS.1 
Gain camera channel (C) 561  
                      channel (D) 647 
(C) EM gain: 1 
(D) EM gain: 50 
Gain camera channel 488 (D) EM gain: 50 
Field of view (C) 512 x 512 pixel 
(D) 256 x 256 pixel 
Frames (C) 7500 
(D) 7500 
Exposure time (C) 200 ms 
(D) 100 ms 
Binning No binning 
Tube lens (C) 1,6 x 
(D) 1,0 x 
Excitation laser (C) 561 [max power 200 mW] 
(D) 488 [max power 200 mW] 
Excitation lens (C) no lens 
(D) HP lens 
Laser Power (C) 20 % 
(D) 20 % 
 
 
Table S2 | Microscope parameters in Figure 2 
Setting Condition 
Microscope Zeiss Elyra PS.1 
Gain camera 647 EM gain: 100 
Gain camera 488 EM gain: 1 
Field of view 256 x 256 pixel 
Frames 1000 
Exposure time 35 ms 
Binning No binning 
Tube lens 1,0 x 
Excitation laser 488 [max power 200 mW] 
Excitation lens HP lens 




Table S3 | Microscope parameters in Figure 3 
Setting Condition 
Microscope Nikon Ti-Eclipse 
Pre-amp Gain: 3 
Readout mode 3 MHz 
Gain Conventional Gain 
Field of view 256 x 256 pixel 
Frames 10 000 
Exposure time 300 ms 
Binning No binning 
Tube lens 1,0 x 
Excitation laser 488 [max power 200 mW] 
Laser Power 20 mW at laser port 
 
Table S4 | Microscope parameters in Figure 4 
Setting Condition 
Microscope Zeiss Elyra PS.1 
Gain camera 647 EM gain: 10 
Gain camera 488 EM gain: 1 
Field of view 128 x 128 pixel 
Frames 4000 
Exposure time 14 ms 
Binning No binning 
Tube lens 1,0 x 
Excitation laser 488 [max power 200 mW] 
Excitation lens HP lens 
Laser Power 100 % 
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Table S6 | Rothemund rectangle origami staple strands 
Position Name Sequence 
A1 21[32]23[31]BLK TTTTCACTCAAAGGGCGAAAAACCATCACC 
B1 23[32]22[48]BLK CAAATCAAGTTTTTTGGGGTCGAAACGTGGA 
C1 21[56]23[63]BLK AGCTGATTGCCCTTCAGAGTCCACTATTAAAGGGTGCCGT 
D1 23[64]22[80]BLK AAAGCACTAAATCGGAACCCTAATCCAGTT 
E1 21[96]23[95]BLK AGCAAGCGTAGGGTTGAGTGTTGTAGGGAGCC 
F1 23[96]22[112]BLK CCCGATTTAGAGCTTGACGGGGAAAAAGAATA 
G1 21[120]23[127]BLK CCCAGCAGGCGAAAAATCCCTTATAAATCAAGCCGGCG 
H1 21[160]22[144]BLK TCAATATCGAACCTCAAATATCAATTCCGAAA 
I1 23[128]23[159]BLK AACGTGGCGAGAAAGGAAGGGAAACCAGTAA 
J1 23[160]22[176]BLK TAAAAGGGACATTCTGGCCAACAAAGCATC 
K1 21[184]23[191]BLK TCAACAGTTGAAAGGAGCAAATGAAAAATCTAGAGATAGA 
L1 23[192]22[208]BLK ACCCTTCTGACCTGAAAGCGTAAGACGCTGAG 
M1 21[224]23[223]BLK CTTTAGGGCCTGCAACAGTGCCAATACGTG 
N1 23[224]22[240]BLK GCACAGACAATATTTTTGAATGGGGTCAGTA 
O1 21[248]23[255]BLK AGATTAGAGCCGTCAAAAAACAGAGGTGAGGCCTATTAGT 
P1 23[256]22[272]BLK CTTTAATGCGCGAACTGATAGCCCCACCAG 
A2 19[32]21[31]BLK GTCGACTTCGGCCAACGCGCGGGGTTTTTC 
B2 22[47]20[48]BLK CTCCAACGCAGTGAGACGGGCAACCAGCTGCA 
D2 22[79]20[80]BLK TGGAACAACCGCCTGGCCCTGAGGCCCGCT 
E2 19[96]21[95]BLK CTGTGTGATTGCGTTGCGCTCACTAGAGTTGC 
F2 22[111]20[112]BLK GCCCGAGAGTCCACGCTGGTTTGCAGCTAACT 
H2 19[160]20[144]BLK GCAATTCACATATTCCTGATTATCAAAGTGTA 
I2 22[143]21[159]BLK TCGGCAAATCCTGTTTGATGGTGGACCCTCAA 
J2 22[175]20[176]BLK ACCTTGCTTGGTCAGTTGGCAAAGAGCGGA 
	 S11	
L2 22[207]20[208]BLK AGCCAGCAATTGAGGAAGGTTATCATCATTTT 
M2 19[224]21[223]BLK CTACCATAGTTTGAGTAACATTTAAAATAT 
N2 22[239]20[240]BLK TTAACACCAGCACTAACAACTAATCGTTATTA 
P2 22[271]20[272]BLK CAGAAGATTAGATAATACATTTGTCGACAA 
A3 17[32]19[31]BLK TGCATCTTTCCCAGTCACGACGGCCTGCAG 
B3 20[47]18[48]BLK TTAATGAACTAGAGGATCCCCGGGGGGTAACG 
D3 20[79]18[80]BLK TTCCAGTCGTAATCATGGTCATAAAAGGGG 
E3 17[96]19[95]BLK GCTTTCCGATTACGCCAGCTGGCGGCTGTTTC 
F3 20[111]18[112]BLK CACATTAAAATTGTTATCCGCTCATGCGGGCC 
H3 17[160]18[144]BLK AGAAAACAAAGAAGATGATGAAACAGGCTGCG 
I3 20[143]19[159]BLK AAGCCTGGTACGAGCCGGAAGCATAGATGATG 
J3 20[175]18[176]BLK ATTATCATTCAATATAATCCTGACAATTAC 
L3 20[207]18[208]BLK GCGGAACATCTGAATAATGGAAGGTACAAAAT 
M3 17[224]19[223]BLK CATAAATCTTTGAATACCAAGTGTTAGAAC 
N3 20[239]18[240]BLK ATTTTAAAATCAAAATTATTTGCACGGATTCG 
P3 20[271]18[272]BLK CTCGTATTAGAAATTGCGTAGATACAGTAC 
A4 15[32]17[31]BLK TAATCAGCGGATTGACCGTAATCGTAACCG 
B4 18[47]16[48]BLK CCAGGGTTGCCAGTTTGAGGGGACCCGTGGGA 
C4 15[64]18[64]BLK GTATAAGCCAACCCGTCGGATTCTGACGACAGTATCGGCCGCAAGGCG 
D4 18[79]16[80]BLK GATGTGCTTCAGGAAGATCGCACAATGTGA 
E4 15[96]17[95]BLK ATATTTTGGCTTTCATCAACATTATCCAGCCA 
F4 18[111]16[112]BLK TCTTCGCTGCACCGCTTCTGGTGCGGCCTTCC 
G4 15[128]18[128]BLK TAAATCAAAATAATTCGCGTCTCGGAAACCAGGCAAAGGGAAGG 
H4 15[160]16[144]BLK ATCGCAAGTATGTAAATGCTGATGATAGGAAC 
I4 18[143]17[159]BLK CAACTGTTGCGCCATTCGCCATTCAAACATCA 
J4 18[175]16[176]BLK CTGAGCAAAAATTAATTACATTTTGGGTTA 
K4 15[192]18[192]BLK TCAAATATAACCTCCGGCTTAGGTAACAATTTCATTTGAAGGCGAATT 
L4 18[207]16[208]BLK CGCGCAGATTACCTTTTTTAATGGGAGAGACT 
M4 15[224]17[223]BLK CCTAAATCAAAATCATAGGTCTAAACAGTA 
N4 18[239]16[240]BLK CCTGATTGCAATATATGTGAGTGATCAATAGT 
O4 15[256]18[256]BLK GTGATAAAAAGACGCTGAGAAGAGATAACCTTGCTTCTGTTCGGGAGA 
P4 18[271]16[272]BLK CTTTTACAAAATCGTCGCTATTAGCGATAG 
A5 13[32]15[31]BLK AACGCAAAATCGATGAACGGTACCGGTTGA 
B5 16[47]14[48]BLK ACAAACGGAAAAGCCCCAAAAACACTGGAGCA 
C5 13[64]15[63]BLK TATATTTTGTCATTGCCTGAGAGTGGAAGATT 
D5 16[79]14[80]BLK GCGAGTAAAAATATTTAAATTGTTACAAAG 
E5 13[96]15[95]BLK TAGGTAAACTATTTTTGAGAGATCAAACGTTA 
F5 16[111]14[112]BLK TGTAGCCATTAAAATTCGCATTAAATGCCGGA 
G5 13[128]15[127]BLK GAGACAGCTAGCTGATAAATTAATTTTTGT 
H5 13[160]14[144]BLK GTAATAAGTTAGGCAGAGGCATTTATGATATT 
I5 16[143]15[159]BLK GCCATCAAGCTCATTTTTTAACCACAAATCCA 
J5 16[175]14[176]BLK TATAACTAACAAAGAACGCGAGAACGCCAA 
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K5 13[192]15[191]BLK GTAAAGTAATCGCCATATTTAACAAAACTTTT 
L5 16[207]14[208]BLK ACCTTTTTATTTTAGTTAATTTCATAGGGCTT 
M5 13[224]15[223]BLK ACAACATGCCAACGCTCAACAGTCTTCTGA 
N5 16[239]14[240]BLK GAATTTATTTAATGGTTTGAAATATTCTTACC 
O5 13[256]15[255]BLK GTTTATCAATATGCGTTATACAAACCGACCGT 
P5 16[271]14[272]BLK CTTAGATTTAAGGCGTTAAATAAAGCCTGT 
A6 11[32]13[31]BLK AACAGTTTTGTACCAAAAACATTTTATTTC 
B6 14[47]12[48]BLK AACAAGAGGGATAAAAATTTTTAGCATAAAGC 
C6 11[64]13[63]BLK GATTTAGTCAATAAAGCCTCAGAGAACCCTCA 
D6 14[79]12[80]BLK GCTATCAGAAATGCAATGCCTGAATTAGCA 
E6 11[96]13[95]BLK AATGGTCAACAGGCAAGGCAAAGAGTAATGTG 
F6 14[111]12[112]BLK GAGGGTAGGATTCAAAAGGGTGAGACATCCAA 
G6 11[128]13[127]BLK TTTGGGGATAGTAGTAGCATTAAAAGGCCG 
H6 11[160]12[144]BLK CCAATAGCTCATCGTAGGAATCATGGCATCAA 
I6 14[143]13[159]BLK CAACCGTTTCAAATCACCATCAATTCGAGCCA 
J6 14[175]12[176]BLK CATGTAATAGAATATAAAGTACCAAGCCGT 
K6 11[192]13[191]BLK TATCCGGTCTCATCGAGAACAAGCGACAAAAG 
L6 14[207]12[208]BLK AATTGAGAATTCTGTCCAGACGACTAAACCAA 
M6 11[224]13[223]BLK GCGAACCTCCAAGAACGGGTATGACAATAA 
N6 14[239]12[240]BLK AGTATAAAGTTCAGCTAATGCAGATGTCTTTC 
O6 11[256]13[255]BLK GCCTTAAACCAATCAATAATCGGCACGCGCCT 
P6 14[271]12[272]BLK TTAGTATCACAATAGATAAGTCCACGAGCA 
A7 9[32]11[31]BLK TTTACCCCAACATGTTTTAAATTTCCATAT 
B7 12[47]10[48]BLK TAAATCGGGATTCCCAATTCTGCGATATAATG 
C7 9[64]11[63]BLK CGGATTGCAGAGCTTAATTGCTGAAACGAGTA 
D7 12[79]10[80]BLK AAATTAAGTTGACCATTAGATACTTTTGCG 
E7 9[96]11[95]BLK CGAAAGACTTTGATAAGAGGTCATATTTCGCA 
F7 12[111]10[112]BLK TAAATCATATAACCTGTTTAGCTAACCTTTAA 
G7 9[128]11[127]BLK GCTTCAATCAGGATTAGAGAGTTATTTTCA 
H7 9[160]10[144]BLK AGAGAGAAAAAAATGAAAATAGCAAGCAAACT 
I7 12[143]11[159]BLK TTCTACTACGCGAGCTGAAAAGGTTACCGCGC 
J7 12[175]10[176]BLK TTTTATTTAAGCAAATCAGATATTTTTTGT 
K7 9[192]11[191]BLK TTAGACGGCCAAATAAGAAACGATAGAAGGCT 
L7 12[207]10[208]BLK GTACCGCAATTCTAAGAACGCGAGTATTATTT 
M7 9[224]11[223]BLK AAAGTCACAAAATAAACAGCCAGCGTTTTA 
N7 12[239]10[240]BLK CTTATCATTCCCGACTTGCGGGAGCCTAATTT 
O7 9[256]11[255]BLK GAGAGATAGAGCGTCTTTCCAGAGGTTTTGAA 
P7 12[271]10[272]BLK TGTAGAAATCAAGATTAGTTGCTCTTACCA 
A8 7[32]9[31]BLK TTTAGGACAAATGCTTTAAACAATCAGGTC 
B8 10[47]8[48]BLK CTGTAGCTTGACTATTATAGTCAGTTCATTGA 
C8 7[56]9[63]BLK ATGCAGATACATAACGGGAATCGTCATAAATAAAGCAAAG 
D8 10[79]8[80]BLK GATGGCTTATCAAAAAGATTAAGAGCGTCC 
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E8 7[96]9[95]BLK TAAGAGCAAATGTTTAGACTGGATAGGAAGCC 
F8 10[111]8[112]BLK TTGCTCCTTTCAAATATCGCGTTTGAGGGGGT 
G8 7[120]9[127]BLK CGTTTACCAGACGACAAAGAAGTTTTGCCATAATTCGA 
H8 7[160]8[144]BLK TTATTACGAAGAACTGGCATGATTGCGAGAGG 
I8 10[143]9[159]BLK CCAACAGGAGCGAACCAGACCGGAGCCTTTAC 
J8 10[175]8[176]BLK TTAACGTCTAACATAAAAACAGGTAACGGA 
K8 7[184]9[191]BLK CGTAGAAAATACATACCGAGGAAACGCAATAAGAAGCGCA 
L8 10[207]8[208]BLK ATCCCAATGAGAATTAACTGAACAGTTACCAG 
M8 7[224]9[223]BLK AACGCAAAGATAGCCGAACAAACCCTGAAC 
N8 10[239]8[240]BLK GCCAGTTAGAGGGTAATTGAGCGCTTTAAGAA 
O8 7[248]9[255]BLK GTTTATTTTGTCACAATCTTACCGAAGCCCTTTAATATCA 
P8 10[271]8[272]BLK ACGCTAACACCCACAAGAATTGAAAATAGC 
A9 5[32]7[31]BLK CATCAAGTAAAACGAACTAACGAGTTGAGA 
B9 8[47]6[48]BLK ATCCCCCTATACCACATTCAACTAGAAAAATC 
D9 8[79]6[80]BLK AATACTGCCCAAAAGGAATTACGTGGCTCA 
E9 5[96]7[95]BLK TCATTCAGATGCGATTTTAAGAACAGGCATAG 
F9 8[111]6[112]BLK AATAGTAAACACTATCATAACCCTCATTGTGA 
H9 5[160]6[144]BLK GCAAGGCCTCACCAGTAGCACCATGGGCTTGA 
I9 8[143]7[159]BLK CTTTTGCAGATAAAAACCAAAATAAAGACTCC 
J9 8[175]6[176]BLK ATACCCAACAGTATGTTAGCAAATTAGAGC 
L9 8[207]6[208]BLK AAGGAAACATAAAGGTGGCAACATTATCACCG 
M9 5[224]7[223]BLK TCAAGTTTCATTAAAGGTGAATATAAAAGA 
N9 8[239]6[240]BLK AAGTAAGCAGACACCACGGAATAATATTGACG 
P9 8[271]6[272]BLK AATAGCTATCAATAGAAAATTCAACATTCA 
A10 3[32]5[31]BLK AATACGTTTGAAAGAGGACAGACTGACCTT 
B10 6[47]4[48]BLK TACGTTAAAGTAATCTTGACAAGAACCGAACT 
D10 6[79]4[80]BLK TTATACCACCAAATCAACGTAACGAACGAG 
E10 3[96]5[95]BLK ACACTCATCCATGTTACTTAGCCGAAAGCTGC 
F10 6[111]4[112]BLK ATTACCTTTGAATAAGGCTTGCCCAAATCCGC 
H10 3[160]4[144]BLK TTGACAGGCCACCACCAGAGCCGCGATTTGTA 
I10 6[143]5[159]BLK GATGGTTTGAACGAGTAGTAAATTTACCATTA 
J10 6[175]4[176]BLK CAGCAAAAGGAAACGTCACCAATGAGCCGC 
L10 6[207]4[208]BLK TCACCGACGCACCGTAATCAGTAGCAGAACCG 
M10 3[224]5[223]BLK TTAAAGCCAGAGCCGCCACCCTCGACAGAA 
N10 6[239]4[240]BLK GAAATTATTGCCTTTAGCGTCAGACCGGAACC 
P10 6[271]4[272]BLK ACCGATTGTCGGCATTTTCGGTCATAATCA 
A11 1[32]3[31]BLK AGGCTCCAGAGGCTTTGAGGACACGGGTAA 
B11 4[47]2[48]BLK GACCAACTAATGCCACTACGAAGGGGGTAGCA 
C11 1[64]4[64]BLK TTTATCAGGACAGCATCGGAACGACACCAACCTAAAACGAGGTCAATC 
D11 4[79]2[80]BLK GCGCAGACAAGAGGCAAAAGAATCCCTCAG 
E11 1[96]3[95]BLK AAACAGCTTTTTGCGGGATCGTCAACACTAAA 
F11 4[111]2[112]BLK GACCTGCTCTTTGACCCCCAGCGAGGGAGTTA 
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G11 1[128]4[128]BLK TGACAACTCGCTGAGGCTTGCATTATACCAAGCGCGATGATAAA 
H11 1[160]2[144]BLK TTAGGATTGGCTGAGACTCCTCAATAACCGAT 
I11 4[143]3[159]BLK TCATCGCCAACAAAGTACAACGGACGCCAGCA 
J11 4[175]2[176]BLK CACCAGAAAGGTTGAGGCAGGTCATGAAAG 
K11 1[192]4[192]BLK GCGGATAACCTATTATTCTGAAACAGACGATTGGCCTTGAAGAGCCAC 
L11 4[207]2[208]BLK CCACCCTCTATTCACAAACAAATACCTGCCTA 
M11 1[224]3[223]BLK GTATAGCAAACAGTTAATGCCCAATCCTCA 
N11 4[239]2[240]BLK GCCTCCCTCAGAATGGAAAGCGCAGTAACAGT 
O11 1[256]4[256]BLK CAGGAGGTGGGGTCAGTGCCTTGAGTCTCTGAATTTACCGGGAACCAG 
P11 4[271]2[272]BLK AAATCACCTTCCAGTAAGCGTCAGTAATAA 
A12 0[47]1[31]BLK AGAAAGGAACAACTAAAGGAATTCAAAAAAA 
B12 2[47]0[48]BLK ACGGCTACAAAAGGAGCCTTTAATGTGAGAAT 
C12 0[79]1[63]BLK ACAACTTTCAACAGTTTCAGCGGATGTATCGG 
D12 2[79]0[80]BLK CAGCGAAACTTGCTTTCGAGGTGTTGCTAA 
E12 0[111]1[95]BLK TAAATGAATTTTCTGTATGGGATTAATTTCTT 
F12 2[111]0[112]BLK AAGGCCGCTGATACCGATAGTTGCGACGTTAG 
G12 0[143]1[127]BLK TCTAAAGTTTTGTCGTCTTTCCAGCCGACAA 
H12 0[175]0[144]BLK TCCACAGACAGCCCTCATAGTTAGCGTAACGA 
I12 2[143]1[159]BLK ATATTCGGAACCATCGCCCACGCAGAGAAGGA 
J12 2[175]0[176]BLK TATTAAGAAGCGGGGTTTTGCTCGTAGCAT 
K12 0[207]1[191]BLK TCACCAGTACAAACTACAACGCCTAGTACCAG 
L12 2[207]0[208]BLK TTTCGGAAGTGCCGTCGAGAGGGTGAGTTTCG 
M12 0[239]1[223]BLK AGGAACCCATGTACCGTAACACTTGATATAA 
N12 2[239]0[240]BLK GCCCGTATCCGGAATAGGTGTATCAGCCCAAT 
O12 0[271]1[255]BLK CCACCCTCATTTTCAGGGATAGCAACCGTACT 
P12 2[271]0[272]BLK GTTTTAACTTAGTACCGCCACCCAGAGCCA 
 
Table S7 | Biotinylated staple strands. 
Position Name Sequence Modification 
C02 18[63]20[56]BIOTIN ATTAAGTTTACCGAGCTCGAATTCGGGAAACCTGTCGTGC 5' - Biotin 
C09 4[63]6[56]BIOTIN ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 5' - Biotin 
G02 18[127]20[120]BIOTIN GCGATCGGCAATTCCACACAACAGGTGCCTAATGAGTG 5' - Biotin 
G09 4[127]6[120]BIOTIN TTGTGTCGTGACGAGAAACACCAAATTTCAACTTTAAT 5' - Biotin 
K02 18[191]20[184]BIOTIN ATTCATTTTTGTTTGGATTATACTAAGAAACCACCAGAAG 5' - Biotin 
K09 4[191]6[184]BIOTIN CACCCTCAGAAACCATCGATAGCATTGAGCCATTTGGGAA 5' - Biotin 
O02 18[255]20[248]BIOTIN AACAATAACGTAAAACAGAAATAAAAATCCTTTGCCCGAA 5' - Biotin 




Table S8 | DNA-PAINT extensions. 
Name Sequence Modification 
X66 docking strand TAAATTTCCC  
 
 
Table S9 | FRET-PAINT extensions. 
Name Sequence Modification 
Fixed FRET-PAINT staple extension TTTTTATACATCTA 5' - Atto 647N 
Fixed FRET-PAINT antibody DNA strand TTTTATACATCTA 5' - Atto 647N 3’ - Thiol 
Dynamic FRET-PAINT strand TCATTACTTCTTTTTTATACATCTA  
 
Table S10 | DNA-PAINT imager sequences. 
Name Sequence Modification 
Imager X66 GGGAAATTTA 3' - Cy3B 
 
Table S11 | FRET-PAINT imager sequences. 
Name Sequence Modification 
Donor imager P1 9 nt CTAGATGTAT 3' - Atto 488 
Donor imager P1 7 nt CGATGTAT 3' - Atto 488 




Materials. Unmodified DNA oligonucleotides, fluorescently modified DNA oligonucleotides and 
biotinylated DNA oligonucleotides were purchased from MWG Eurofins. M13mp18 scaffold was 
obtained from New England BioLabs (cat: N4040S). Agarose (cat: 01280.100) was purchased from 
biomol. SYBR safe (cat: SS33102) was ordered from Invitrogen. DNA gel loading dye (cat: R0611) was 
purchased from ThermoFisher. Freeze ‘N Squeeze columns (cat: 732-6165) were ordered from Bio-
Rad. BSA-Biotin was obtained from Sigma-Aldrich (cat: A8549). Streptavidin was ordered from 
Invitrogen (cat: S-888). Tris 1M pH 8.0 (cat: AM9856), EDTA 0.5M pH 8.0 (cat: AM9261), Magnesium 
1M (cat: AM9530G) and Sodium Chloride 5M (cat: AM9759) were ordered from Ambion. Ultrapure 
water (cat: 10977-035) was purchased from Gibco. Glass slides (cat: 48811-703) were obtained from 
VWR. Coverslips were purchased from Marienfeld (cat: 0107032). Silicon (cat.1300 1000) was ordered 
from picodent. Double sided tape (cat: 665D) was ordered from Scotch. HeLa cells (cat. no. ACC-57) 
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were purchased from the Leibniz Institute DSMZ: Catalogue of Human and Animal Cell Lines. 
Secondary antibodies Anti-Rat IgG (cat. no. 712-005-150) and Anti-Rabbit (cat. no. 711-005-152) were 
purchased from Jackson ImmunoResearch. 16 % Paraformaldehyde (cat. no. 15710) was obtained 
from Electron Microscopy Sciences. 25% Glutaraldehyde (cat. no. 23115.01) was ordered from 
SERVA. Sodium borohydride (cat. no. 4051.1) and Triton X-100 (6683.1) were purchased from Carl 
Roth. BSA (cat. no. A4503-10g) was obtained from Sigma-Aldrich. 1xPBS (cat. no. 20012-019) was 
purchased from Thermo Fisher Scientific. DMEM (cat. no. 10566-016), fetal bovine serum (cat. no. 
10500-064), Penicillin-Streptomycin (cat. no. 15140-122) and Trypsin-EDTA (cat. no. 25300-054) were 
obtained from Thermo Fisher Scientific. Primary monoclonal rat α-Tubulin (Y/L) antibody (cat. no. MA1-
80017) was ordered from Thermo Fishes Scientific. Tom20 primary rabbit polyclonal antibody (cat. no. 
sc-11415) was purchased from Santa Cruz. Maleimide-PEG2-succinimidyl ester (cat. no. 746223) was 
purchased from Sigma-Aldrich. No-Weigh Format DTT (cat. no. 20291) was purchased from Thermo 
Fisher Scientific. Micro BCA Protein Assay Kit was obtained from Thermo Fisher Scientific (cat. no. 
23235). Amicon spin filters, 100 kDa and 3 kDa (cat. no. UFC510096 and UFC500396) and 0.22 µm 
sterile filters (cat. no. SLGS033SS) were purchased from Merck/EMD Millipore. Nap5 columns (cat. no. 
17-0853-02) were ordered from GE Healthcare. Zeba desalting spin columns (cat. no. 89882) were 
obtained from Thermo Fisher Scientific. 
Three buffers were used for sample preparation and imaging: Buffer A (10 mM Tris-HCl pH 7.5, 100 
mM NaCl, 0.05% Tween 20, pH 7.5); Buffer B (5 mM Tris-HCl pH 8, 10 mM MgCl2, 1 mM EDTA, 0.05% 
Tween 20, pH 8); Buffer C (1 × PBS pH 7.2, 500 mM NaCl). 100x Trolox: 100 mg Trolox, 430 μl 100 % 
Methanol, 345 μl 1 M NaOH in 3.2 ml H2O. 40x PCA: 154 mg PCA, 10 ml water and NaOH were mixed 
and adjusted to pH 9.0. 100x PCD: 9.3 mg PCD, 13.3 ml of buffer (100 mM Tris-HCl pH 8, 50 mM KCl, 
1 mM EDTA, 50% glycerol).  
Optical setup. Imaging for Figure 1, 2 and 4 was carried out on an inverted Zeiss Elyra PS.1 
microscope (Zeiss Germany) equipped with a dual camera adapter set (60N-2x60N for Elyra System, 
Zeiss Germany) and two electron-multiplying charge-coupled device (EMCCD) cameras (iXon EMCCD 
879DU, Andor Technologies). For all experiments listed above an oil-immersion objective (alpha Plan 
Apochromat 100x/1,46 Oil DIC, Zeiss Germany) was used. Laser excitation was performed with 
optically pumped semiconductor lasers (OPSL) (488 nm and 561 nm, each 200 mW nominal power, 
Zeiss Germany). As dichroic mirror, a multi-bandpass filter was used (MBS 405/488/642 + EF BP 420‐
480/BP 495‐560/LP 650, Zeiss Germany). Emission light was split by a dichroic mirror (1851‐252, Zeiss 
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Germany) and filtered with emission filter, for the 488 channel (FF03-525/50, Semrock Inc), the 561 
channel (FF01 609/54, Semrock Inc) and the 647 channel (1851‐256, Zeiss Germany). Results from 
Figure 3 were carried out on an inverted Nikon Ti-Eclipse microscope (Nikon Instruments) with the 
Perfect Focus System. For the experiment, an oil-immersion objective (Plan Apo 100×, numerical 
aperture (NA) 1.45, oil, Nikon Instruments) was used. As excitation laser, a 488 nm (200 mW nominal, 
Toptica Photonics) was used. Excitation light was filtered with a laser clean-up filter (zet488/10x, 
Chroma Technology Corp). As dichroic a laser dichroic mirror was used (zt561rdc-UF2, Chroma 
Technology Corp).  Fluorescence light was spectrally filtered with an emission filter (et655lp, 
et705/72m, Chroma Technology Corp) and imaged on an electron-multiplying charge-coupled device 
(EMCCD) camera (iXon Ultra 879, Andor Technologies).  
DNA origami self-assembly. The Rothemund rectangular origami (RRO) from Figure 2 and 3 were 
synthesized in a one-pot reaction with 50 μl total volume containing 10 nM scaffold strand (M13mp18), 
100 nM core staples, 1 μM biotinylated staples and 1 μM DNA-PAINT handles. The folding buffer was 
1x TE buffer with 12.5 mM MgCl2. Structures were annealed using a thermal ramp. First, incubating 
for 5 min at 80°C, then going from 65°C to 4°C over the course of 3 hours. After self-assembly, the 
structures were mixed with 1× loading dye and then purified by agarose gel electrophoresis (1.5% 
agarose, 0.5× TA, 10 mM MgCl2, 1× SYBR Safe) at 3 V/cm for 2 hours. Gel bands were cut, crushed 
and filled into a Freeze ‘N Squeeze column and spun for 5 min at 1,000×g at 4 °C.  
Super-resolution FRET-PAINT and DNA-PAINT imaging with DNA origami. For chamber 
preparation, a piece of coverslip (no. 1.5, 18 × 18 mm2, ~0.17 mm thick) and a glass slide (3 × 1 inch2 
1 mm thick) were sandwiched together by two strips of double-sided tape to form a flow chamber with 
inner volume of ~20 μl. First, 20 μl of biotin-labeled bovine albumin (1 mg/ml, dissolved in buffer A) was 
flown into the chamber and incubated for 2 min. Then the chamber was washed using 40 μl of buffer 
A. Second, 20 μl of streptavidin (0.5mg/ml, dissolved in buffer A) was then flown through the chamber 
and incubated for 2 min. Next, the chamber was washed with 20 μl of buffer A and subsequently with 
20 μl of buffer B. Then ~500 pM of the DNA origami structures (RRO) were flown into the chamber and 
allowed to attach to the surface for 2 min. Finally, the imaging buffer with buffer B with dye-labeled 
imager strands was flowed into the chamber. For Figure 1C 5 nM Cy3B labeled imager (Sequence 
X66, 10 nt) and 1x PCA, 1xPCD, 1x Trolox in buffer B was used. In Figure 1D 50 nM Atto 488 labeled 
imager strands (Sequence P1, 9 nt) and 1x PCA, 1x PCD, 1x Trolox in buffer B was used. The 
experiment in Figure 2 was carried out using 1200 nM Atto 488 (Sequence P1, 7 nt) labeled imager 
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strand and 5x PCA, 5x PCD, 1x Trolox in buffer B. For Figure 3 50 nM Atto 647N labeled imager 
strands (Sequence P3*, 10 nt) as acceptor, Atto 488 labeled imager strands (Sequence P1, 9 nt) as 
donor and 1x PCA, 1x PCD, 1x Trolox in buffer B imaging buffer were used.  
Antibody conjugation. Antibodies were labeled with DNA strands as previously described2. In short, 
secondary antibodies were concentrated via amicon 100 kDa spin filters to 1-3 mg/ml. 100 µl of antibody 
was labeled using a Maleimide-Peg2-succinimidyl ester for 90 min at 10x molar excess at 4 deg C on 
a shaker. Crosslinker stocks of 10 mg/ml in DMF were diluted in 1x PBS to reach 10x molar excess in 
5 µl, which were subsequently added to the antibody. After the reaction had been done, unreacted 
crosslinker was removed via a zeba spin column. Thiolated DNA was reduced using DTT for 2 h at 
room temperature. DTT was purified from the reduced DNA via a Nap5 column and fractions containing 
DNA were concentrated via 3 kDa amicon spin filters. The reduced DNA was then added to the antibody 
bearing a functional maleimide group in 10x molar excess and incubated over night at 4 deg C on a 
shaker in the dark. Antibody-DNA constructs were finally purified via 100 kDa amicon spin filters. 
Cell culture. Cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 
10% FBS and 1% Pencillin and Streptomycin, they were passaged every other day until 90% 
confluency was reached using standard cell culture methods. HeLa cells for imaging were used 
between passage number 6 and 20. 
 
Immunofixation. 24h before fixation, HeLa cells were seeded to 70% confluency. For microtubule 
imaging cells were prefixed with prewarmed 0.4 % Glutaraldehyde and 0.25 % Triton X-100 in 1xPBS 
for 90 s and fixed with 3 % Glutaraldehyde in 1x PBS for 15 min. Quenching was performed via freshly 
prepared 1 mg/ml Sodium Borohydride in 1x PBS for 7 min. Cells were washed 1x for 1 min and 3x for 
5 min in 1xPBS. Blocking and permeabilization were performed using 3 % BSA and 0.25 % Triton X-
100 in 1xPBS for 90 min. Microtubule primary antibody was incubated for 1 h at RT with gentle shaking 
in 5% BSA in 1xPBS in the dark. Cells were washed 3x in 1xPBS for 5 min. Conjugated secondary 
antibody was incubated for 1 h at RT in the dark in 5% BSA in 1xPBS. The cells were finally washed 
3x in 1x PBS for 5 min and were ready for imaging.   
 
Super-resolution FRET-PAINT imaging with Cells. The experiment in Figure 4 was performed using 
500 nM Atto 488 labeled imager strands and 5x PCA, 5x PCD, 2x Trolox in buffer C.  
Super-resolution data processing. Super-resolution DNA-PAINT reconstruction, drift correction, and 
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alignment was carried out using the software package Picasso. Zeiss Elyra data (.czi files) was 
converted for processing in Picasso with a custom ImageJ Plugin (available at 
https://github.com/jungmannlab/imagej-raw-yaml-export.git). 
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Supplementary Figure 1 | liteTIRF drift performance. Drift trajectories fitted with 7th order polynomial fit. (a) LiteTIRF 
shows less than 100 nm drift in x- and y-direction over the course of 80 min image acquisition after initial 30 min 
equilibration time and refocusing. (b) In comparison, a commercial setup drifts over more than 700 nm in x- and y-direction 
during the same time and the same settling time. (c) Exemplary drift curve of gold nanoparticles immobilized on the surface 
imaged with the liteTIRF platform and the cylindrical lens. Without the 30 min equilibration time the drift in x- and y-direction 
is less then 200 nm drift over the course of 50 min. We note that this can vary from sample to sample. (d) Same experiment 
performed on a commercial Nikon Ti without the use of the Perfect Focus System (PFS) shows drift up to 400 nm in x-y 
direction after 10 minutes. After 20 minutes the focus was lost and the single-molecule signals could not be localized 
reliably anymore. The left inset shows a single-molecule signal identified (yellow square) and localized (green cross) of one 
exemplary gold nanoparticle in the first frame. Inset right shows the same gold particle after 10 minutes. Due to the drift in 
z-direction, the localization algorithm could not localize the gold particle reliably. (e) Drift analysis of the experiment in d 
shows drift up to 200 nm in the z-direction. (e) The commercial setup shows up to 500 nm drift along the z-direction after 
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Supplementary Figure 2 | Localization precision comparison of sum image and a single particle. (a) Sum image of 
10-nm-grid DNA origami depicted in Figure 2. Individual DNA-PAINT docking sites of the 10-nm-grid were selected (yellow 
circles). (b) Picked docking sites were aligned on to each other using center-of-mass calculations and visualized as a sum 
image. Histogram analysis along x and y direction yields a localization precision of 2.3 nm and 2.1 nm, respectively. (c) 
Super-resolution image of a single particle used in the sum image in a and Figure 2. Individual DNA-PAINT docking sites 
of the single particle were picked. (d) Selected docking sites of the single particle were aligned to each other using center-
of-mass calculation and visualized as a sum image overlay. Subsequent histogram analysis in x and y direction yields a 
localization precision of 1.9 nm and 1.8 nm. This translates to a FWHM-limited resolution of 4.5 nm and 4.2 nm, 
respectively. 
 





































































Supplementary Figure 3 | 2D resolution capabilities of liteTIRF using an interline-transfer-CCD camera. (a) Sum 
image of n = 25 picked 20 nm gird DNA origami (3´3 pattern visualized in the inset) imaged using the liteTIRF microscope 
with DNA-PAINT employing an inline-CCD camera (PCO.pixelfly) and ATTO 647N-labeled imagers strands. The 3´3 pattern 
can be clearly resolved. (b) Scatter plot of the single docking site highlighted in a with 535 single-molecule localizations. 
(c) Histogram analysis along the x and y direction yields a localization precision of 2.7 nm, translating to a FWHM-limited 
resolution of 6.4 nm. (d) Super-resolution reconstruction montage of the 25 DNA origami structures used in the sum image 









































   
      
      
      
      
   
      





Supplementary Figure 4 | 2D resolution capabilities of liteTIRF using a non-scientific CMOS camera. (a) DNA-PAINT 
imaging using a non-scientific CMOS camera (Thorlabs DCC1545M, prized around 340 Euro) of DNA origami carrying a 
3´4 grid pattern with a spacing of 20 nm. (b) Sum image created from n = 27 individual DNA origami structures showing 
that the pattern can clearly be resolved. (c) Super-resolution reconstruction montage of the 27 DNA origami structures 
used in the sum image in b. Scale bars: 200 nm (a, c), 20 nm (b).  
Thorlabs DCC1545MThorlabs DCC1545M
a b Sum image
   
      
      
      
      
   
      






Supplementary Figure 5 | Super-resolution imaging of DNA origami nanostructures with dSTORM. (a) Diffraction-
limited representation of DNA nanostructures carrying Alexa Fluor 647 labeled DNA strands stably bound to the DNA 
origami. (b) Super-resolution reconstruction with dSTORM of the same region in a displays individual DNA origami. The 
schematic inset shows the DNA origami with the Alexa Fluor 647 labeled staple strands, three fluorophores in every corner. 
dSTORM imaging was performed without controlling the blinking rate using a UV laser. (c) Sum image of n = 13 picked 
DNA origami structures. (d) Histogram analysis along the x and y direction of the DNA origami corner highlighted in c yields 
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Supplementary Figure 6 | Super-resolution imaging with DNA-PAINT of alpha-tubulin in a fixed COS7 cell. DNA-
PAINT imaging of alpha-tubulin labeled using primary-secondary antibodies in a fixed COS7 cell and ATTO 647N-labeled 
imager strands. Super-resolution imaging was carried out using the liteTIRF platform and a non-cooled scientific-CMOS 
camera (PCO.panda 4.2). Nearest neighbor analysis yields an experimental localization precision of 5.7 nm 







Supplementary Figure 7 | Super-resolution imaging with DNA-PAINT of alpha-tubulin in a fixed COS7 cell.  (a) Zoom-
in of the highlighted area in Supplementary Figure 5. Due to the high labeling density and high resolution individual 
microtubules appear as two parallel stripes, resulting from the 2D projection of the hollow three-dimensional structure. (b) 
Based on nearest neighbor analysis (NeNA), we observe an average localization precision of 5.7 nm. Experimental data is 
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Supplementary Figure 8 | Two-plex super-resolution imaging with Exchange-PAINT in a fixed HeLa cell. (a) Two-
color Exchange-PAINT imaging with liteTIRF in a fixed HeLa cell. Alpha tubulin, shown in green was labeled using primary-
secondary antibodies and imaged with ATTO 647N-labeled imager strands. Subsequently, TOM20 (visualized in magenta) 
was imaged with primary-secondary antibodies and ATTO 647N-labeled imager strands. Both super-resolution 
reconstruction images were aligned using cross-correlation algorithms and fiducial markers. (b) Zoom-in of the highlighted 
region in a. The sparse labeling of alpha tubulin can be explained by the different fixation strategy, necessary to prevent 








Supplementary Figure 9 | Schematic view of the camera position in the emission path. The correct camera position 
relative to the tube lens is essential to achieve the best imaging performance. For guidance during replication of the liteTIRF 
platform, we measured the relative distances of the camera cage plate mount (1), the cylindrical lens cage mount (2) and 











Supplementary Figure 10 | Calibration curve generated using DNA-PAINT with latex microspheres. (a) Height-
depended width (sx and sy) of the PSF averaged in every radial section along the x (blue) and y (orange) direction, Error 
bars represent the averaged standard deviation of widths in every section. (b) Sixth degree polynomial fit of the 
calibration data generated the look-up table for subsequent 3D calibrations. (c) Width difference of x and y direction with 
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Supplementary Table 2 | Experimental conditions in Figure 2 (10 nm grid DNA origami) 
Microscope setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.panda 4.2 
Field of view 512´512 pixel after binning 
Frames 25 000 
Exposure time 300 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 150 mW 
 
Sample settings Condition 
Sample target 10 nm grid DNA origami 
Imager sequence X61 
Imager concentration 3 nM 
Imaging buffer B with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 2.2 nm 
 
 
Supplementary Table 3 | Experimental conditions in Figure 3 (tubulin) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 100 000 
Exposure time 100 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 130 mW 
 
Sample settings Condition 
Sample target Alpha tubulin prim/sec anti body 
Cell type HeLa 
Imager sequence X61 
Imager concentration 3 nM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 




Supplementary Table 4 | Experimental conditions in Figure 4 (tubulin) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.panda 4.2 
Field of view 512´512 pixel after binning 
Frames 30 000 
Exposure time 150 ms 
Binning 2´2 
Tube lens 1 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target Alpha tubulin prim/sec anti body 
Cell type COS7 
Imager sequence P1  
Imager concentration 500 pM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 5.0 nm 
 
Supplementary Table 5 | Experimental conditions in Figure 4 (TOM20) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.panda 4.2 
Field of view 512´512 pixel after binning 
Frames 20 000 
Exposure time 150 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target TOM20 prim/sec anti body 
Cell type COS7 
Imager sequence P3 
Imager concentration 1 nM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 8.6 nm 
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Supplementary Table 6 | Experimental conditions in Figure 5 (microspheres) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 50 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 80 mW 
 
Sample settings Condition 
Sample target Latex-microsphere 
Imager sequence P1 
Imager concentration 150 pM 
Imaging buffer B with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 4.2 nm 
 
 
Supplementary Table 7 | Experimental conditions in Figure 6 (tetrahedron DNA origami) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 15 000 
Exposure time 300 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target Tetrahedron DNA origami 
Imager sequence P1 
Imager concentration 500 pM 
Imaging buffer B with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 3.6 nm 
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Supplementary Table 8 | Experimental conditions in Supplementary Figure 2a (20 nm Grid DNA origami) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 30 000 
Exposure time 150 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 150 mW 
 
Sample settings Condition 
Sample target 20 nm grid DNA origami 
Imager sequence X61 
Imager concentration 4 nM 
Imaging buffer B with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 3.2 nm 
 
 
Supplementary Table 9 | Experimental conditions in Supplementary Figure 3 (20 nm Grid DNA origami) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera Thorlabs DCC1545M 
Field of view 640´512 pixel after binning 
Frames 5900 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target 20 nm grid DNA origami 
Imager sequence P1 
Imager concentration 7 nM 
Imaging buffer B with PCA/PCD/TX 
Dye ATTO 647N 





Supplementary Table 10 | Experimental conditions in Supplementary Figure 4 (dSTORM) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 10 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 150 mW 
 
Sample settings Condition 
Sample target 4 Corner DNA origami 
Imaging buffer 1×BME and 1×GLOX 
Dye Alexa Fluor 647 
NeNA localization precision 4.6 nm 
 
 
Supplementary Table 11 | Experimental conditions in Supplementary Figure 5 (tubulin) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.panda 4.2 
Field of view 512´512 pixel after binning 
Frames 50 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 140 mW 
 
Sample settings Condition 
Sample target Alpha tubulin prim/sec anti body 
Cell type COS7 
Imager sequence P1 
Imager concentration 1 nM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 





Supplementary Table 12 | Experimental conditions in Supplementary Figure 7 (tubulin) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 20 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 80 mW 
 
Sample settings Condition 
Sample target Alpha tubulin prim/sec anti body 
Cell type HeLa 
Imager sequence X61 
Imager concentration 2 nM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 
NeNA localization precision 9.1 nm 
 
 
Supplementary Table 13 | Experimental conditions in Supplementary Figure 7 (TOM20) 
Setting Condition 
Microscope liteTIRF 
Objective CFI Plan Apo Lambda 100X Oil 
Camera PCO.pixelfly 
Field of view 696´520 pixel after binning 
Frames 20 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 642 nm [max power 150 mW] 
Laser Power 80 mW 
 
Sample settings Condition 
Sample target TOM20 prim/sec anti body 
Cell type HeLa 
Imager sequence P1 
Imager concentration 2 nM 
Imaging buffer C with PCA/PCD/TX 
Dye ATTO 647N 







































































Supplementary Table 15 | Rectangular DNA origami staple strands 
Position Name Sequence 
A1 21[32]23[31]BLK TTTTCACTCAAAGGGCGAAAAACCATCACC 
B1 23[32]22[48]BLK CAAATCAAGTTTTTTGGGGTCGAAACGTGGA 
C1 21[56]23[63]BLK AGCTGATTGCCCTTCAGAGTCCACTATTAAAGGGTGCCGT 
D1 23[64]22[80]BLK AAAGCACTAAATCGGAACCCTAATCCAGTT 
E1 21[96]23[95]BLK AGCAAGCGTAGGGTTGAGTGTTGTAGGGAGCC 
F1 23[96]22[112]BLK CCCGATTTAGAGCTTGACGGGGAAAAAGAATA 
G1 21[120]23[127]BLK CCCAGCAGGCGAAAAATCCCTTATAAATCAAGCCGGCG 
H1 21[160]22[144]BLK TCAATATCGAACCTCAAATATCAATTCCGAAA 
I1 23[128]23[159]BLK AACGTGGCGAGAAAGGAAGGGAAACCAGTAA 
J1 23[160]22[176]BLK TAAAAGGGACATTCTGGCCAACAAAGCATC 
K1 21[184]23[191]BLK TCAACAGTTGAAAGGAGCAAATGAAAAATCTAGAGATAGA 
L1 23[192]22[208]BLK ACCCTTCTGACCTGAAAGCGTAAGACGCTGAG 
M1 21[224]23[223]BLK CTTTAGGGCCTGCAACAGTGCCAATACGTG 
N1 23[224]22[240]BLK GCACAGACAATATTTTTGAATGGGGTCAGTA 
O1 21[248]23[255]BLK AGATTAGAGCCGTCAAAAAACAGAGGTGAGGCCTATTAGT 
P1 23[256]22[272]BLK CTTTAATGCGCGAACTGATAGCCCCACCAG 
A2 19[32]21[31]BLK GTCGACTTCGGCCAACGCGCGGGGTTTTTC 
B2 22[47]20[48]BLK CTCCAACGCAGTGAGACGGGCAACCAGCTGCA 
D2 22[79]20[80]BLK TGGAACAACCGCCTGGCCCTGAGGCCCGCT 
E2 19[96]21[95]BLK CTGTGTGATTGCGTTGCGCTCACTAGAGTTGC 
F2 22[111]20[112]BLK GCCCGAGAGTCCACGCTGGTTTGCAGCTAACT 
H2 19[160]20[144]BLK GCAATTCACATATTCCTGATTATCAAAGTGTA 
I2 22[143]21[159]BLK TCGGCAAATCCTGTTTGATGGTGGACCCTCAA 
J2 22[175]20[176]BLK ACCTTGCTTGGTCAGTTGGCAAAGAGCGGA 
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L2 22[207]20[208]BLK AGCCAGCAATTGAGGAAGGTTATCATCATTTT 
M2 19[224]21[223]BLK CTACCATAGTTTGAGTAACATTTAAAATAT 
N2 22[239]20[240]BLK TTAACACCAGCACTAACAACTAATCGTTATTA 
P2 22[271]20[272]BLK CAGAAGATTAGATAATACATTTGTCGACAA 
A3 17[32]19[31]BLK TGCATCTTTCCCAGTCACGACGGCCTGCAG 
B3 20[47]18[48]BLK TTAATGAACTAGAGGATCCCCGGGGGGTAACG 
D3 20[79]18[80]BLK TTCCAGTCGTAATCATGGTCATAAAAGGGG 
E3 17[96]19[95]BLK GCTTTCCGATTACGCCAGCTGGCGGCTGTTTC 
F3 20[111]18[112]BLK CACATTAAAATTGTTATCCGCTCATGCGGGCC 
H3 17[160]18[144]BLK AGAAAACAAAGAAGATGATGAAACAGGCTGCG 
I3 20[143]19[159]BLK AAGCCTGGTACGAGCCGGAAGCATAGATGATG 
J3 20[175]18[176]BLK ATTATCATTCAATATAATCCTGACAATTAC 
L3 20[207]18[208]BLK GCGGAACATCTGAATAATGGAAGGTACAAAAT 
M3 17[224]19[223]BLK CATAAATCTTTGAATACCAAGTGTTAGAAC 
N3 20[239]18[240]BLK ATTTTAAAATCAAAATTATTTGCACGGATTCG 
P3 20[271]18[272]BLK CTCGTATTAGAAATTGCGTAGATACAGTAC 
A4 15[32]17[31]BLK TAATCAGCGGATTGACCGTAATCGTAACCG 
B4 18[47]16[48]BLK CCAGGGTTGCCAGTTTGAGGGGACCCGTGGGA 
C4 15[64]18[64]BLK GTATAAGCCAACCCGTCGGATTCTGACGACAGTATCGGCCGCAAGGCG 
D4 18[79]16[80]BLK GATGTGCTTCAGGAAGATCGCACAATGTGA 
E4 15[96]17[95]BLK ATATTTTGGCTTTCATCAACATTATCCAGCCA 
F4 18[111]16[112]BLK TCTTCGCTGCACCGCTTCTGGTGCGGCCTTCC 
G4 15[128]18[128]BLK TAAATCAAAATAATTCGCGTCTCGGAAACCAGGCAAAGGGAAGG 
H4 15[160]16[144]BLK ATCGCAAGTATGTAAATGCTGATGATAGGAAC 
I4 18[143]17[159]BLK CAACTGTTGCGCCATTCGCCATTCAAACATCA 
J4 18[175]16[176]BLK CTGAGCAAAAATTAATTACATTTTGGGTTA 
K4 15[192]18[192]BLK TCAAATATAACCTCCGGCTTAGGTAACAATTTCATTTGAAGGCGAATT 
L4 18[207]16[208]BLK CGCGCAGATTACCTTTTTTAATGGGAGAGACT 
M4 15[224]17[223]BLK CCTAAATCAAAATCATAGGTCTAAACAGTA 
N4 18[239]16[240]BLK CCTGATTGCAATATATGTGAGTGATCAATAGT 
O4 15[256]18[256]BLK GTGATAAAAAGACGCTGAGAAGAGATAACCTTGCTTCTGTTCGGGAGA 
P4 18[271]16[272]BLK CTTTTACAAAATCGTCGCTATTAGCGATAG 
A5 13[32]15[31]BLK AACGCAAAATCGATGAACGGTACCGGTTGA 
B5 16[47]14[48]BLK ACAAACGGAAAAGCCCCAAAAACACTGGAGCA 
C5 13[64]15[63]BLK TATATTTTGTCATTGCCTGAGAGTGGAAGATT 
D5 16[79]14[80]BLK GCGAGTAAAAATATTTAAATTGTTACAAAG 
E5 13[96]15[95]BLK TAGGTAAACTATTTTTGAGAGATCAAACGTTA 
F5 16[111]14[112]BLK TGTAGCCATTAAAATTCGCATTAAATGCCGGA 
G5 13[128]15[127]BLK GAGACAGCTAGCTGATAAATTAATTTTTGT 
H5 13[160]14[144]BLK GTAATAAGTTAGGCAGAGGCATTTATGATATT 
I5 16[143]15[159]BLK GCCATCAAGCTCATTTTTTAACCACAAATCCA 
J5 16[175]14[176]BLK TATAACTAACAAAGAACGCGAGAACGCCAA 
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K5 13[192]15[191]BLK GTAAAGTAATCGCCATATTTAACAAAACTTTT 
L5 16[207]14[208]BLK ACCTTTTTATTTTAGTTAATTTCATAGGGCTT 
M5 13[224]15[223]BLK ACAACATGCCAACGCTCAACAGTCTTCTGA 
N5 16[239]14[240]BLK GAATTTATTTAATGGTTTGAAATATTCTTACC 
O5 13[256]15[255]BLK GTTTATCAATATGCGTTATACAAACCGACCGT 
P5 16[271]14[272]BLK CTTAGATTTAAGGCGTTAAATAAAGCCTGT 
A6 11[32]13[31]BLK AACAGTTTTGTACCAAAAACATTTTATTTC 
B6 14[47]12[48]BLK AACAAGAGGGATAAAAATTTTTAGCATAAAGC 
C6 11[64]13[63]BLK GATTTAGTCAATAAAGCCTCAGAGAACCCTCA 
D6 14[79]12[80]BLK GCTATCAGAAATGCAATGCCTGAATTAGCA 
E6 11[96]13[95]BLK AATGGTCAACAGGCAAGGCAAAGAGTAATGTG 
F6 14[111]12[112]BLK GAGGGTAGGATTCAAAAGGGTGAGACATCCAA 
G6 11[128]13[127]BLK TTTGGGGATAGTAGTAGCATTAAAAGGCCG 
H6 11[160]12[144]BLK CCAATAGCTCATCGTAGGAATCATGGCATCAA 
I6 14[143]13[159]BLK CAACCGTTTCAAATCACCATCAATTCGAGCCA 
J6 14[175]12[176]BLK CATGTAATAGAATATAAAGTACCAAGCCGT 
K6 11[192]13[191]BLK TATCCGGTCTCATCGAGAACAAGCGACAAAAG 
L6 14[207]12[208]BLK AATTGAGAATTCTGTCCAGACGACTAAACCAA 
M6 11[224]13[223]BLK GCGAACCTCCAAGAACGGGTATGACAATAA 
N6 14[239]12[240]BLK AGTATAAAGTTCAGCTAATGCAGATGTCTTTC 
O6 11[256]13[255]BLK GCCTTAAACCAATCAATAATCGGCACGCGCCT 
P6 14[271]12[272]BLK TTAGTATCACAATAGATAAGTCCACGAGCA 
A7 9[32]11[31]BLK TTTACCCCAACATGTTTTAAATTTCCATAT 
B7 12[47]10[48]BLK TAAATCGGGATTCCCAATTCTGCGATATAATG 
C7 9[64]11[63]BLK CGGATTGCAGAGCTTAATTGCTGAAACGAGTA 
D7 12[79]10[80]BLK AAATTAAGTTGACCATTAGATACTTTTGCG 
E7 9[96]11[95]BLK CGAAAGACTTTGATAAGAGGTCATATTTCGCA 
F7 12[111]10[112]BLK TAAATCATATAACCTGTTTAGCTAACCTTTAA 
G7 9[128]11[127]BLK GCTTCAATCAGGATTAGAGAGTTATTTTCA 
H7 9[160]10[144]BLK AGAGAGAAAAAAATGAAAATAGCAAGCAAACT 
I7 12[143]11[159]BLK TTCTACTACGCGAGCTGAAAAGGTTACCGCGC 
J7 12[175]10[176]BLK TTTTATTTAAGCAAATCAGATATTTTTTGT 
K7 9[192]11[191]BLK TTAGACGGCCAAATAAGAAACGATAGAAGGCT 
L7 12[207]10[208]BLK GTACCGCAATTCTAAGAACGCGAGTATTATTT 
M7 9[224]11[223]BLK AAAGTCACAAAATAAACAGCCAGCGTTTTA 
N7 12[239]10[240]BLK CTTATCATTCCCGACTTGCGGGAGCCTAATTT 
O7 9[256]11[255]BLK GAGAGATAGAGCGTCTTTCCAGAGGTTTTGAA 
P7 12[271]10[272]BLK TGTAGAAATCAAGATTAGTTGCTCTTACCA 
A8 7[32]9[31]BLK TTTAGGACAAATGCTTTAAACAATCAGGTC 
B8 10[47]8[48]BLK CTGTAGCTTGACTATTATAGTCAGTTCATTGA 
C8 7[56]9[63]BLK ATGCAGATACATAACGGGAATCGTCATAAATAAAGCAAAG 
D8 10[79]8[80]BLK GATGGCTTATCAAAAAGATTAAGAGCGTCC 
 23 
E8 7[96]9[95]BLK TAAGAGCAAATGTTTAGACTGGATAGGAAGCC 
F8 10[111]8[112]BLK TTGCTCCTTTCAAATATCGCGTTTGAGGGGGT 
G8 7[120]9[127]BLK CGTTTACCAGACGACAAAGAAGTTTTGCCATAATTCGA 
H8 7[160]8[144]BLK TTATTACGAAGAACTGGCATGATTGCGAGAGG 
I8 10[143]9[159]BLK CCAACAGGAGCGAACCAGACCGGAGCCTTTAC 
J8 10[175]8[176]BLK TTAACGTCTAACATAAAAACAGGTAACGGA 
K8 7[184]9[191]BLK CGTAGAAAATACATACCGAGGAAACGCAATAAGAAGCGCA 
L8 10[207]8[208]BLK ATCCCAATGAGAATTAACTGAACAGTTACCAG 
M8 7[224]9[223]BLK AACGCAAAGATAGCCGAACAAACCCTGAAC 
N8 10[239]8[240]BLK GCCAGTTAGAGGGTAATTGAGCGCTTTAAGAA 
O8 7[248]9[255]BLK GTTTATTTTGTCACAATCTTACCGAAGCCCTTTAATATCA 
P8 10[271]8[272]BLK ACGCTAACACCCACAAGAATTGAAAATAGC 
A9 5[32]7[31]BLK CATCAAGTAAAACGAACTAACGAGTTGAGA 
B9 8[47]6[48]BLK ATCCCCCTATACCACATTCAACTAGAAAAATC 
D9 8[79]6[80]BLK AATACTGCCCAAAAGGAATTACGTGGCTCA 
E9 5[96]7[95]BLK TCATTCAGATGCGATTTTAAGAACAGGCATAG 
F9 8[111]6[112]BLK AATAGTAAACACTATCATAACCCTCATTGTGA 
H9 5[160]6[144]BLK GCAAGGCCTCACCAGTAGCACCATGGGCTTGA 
I9 8[143]7[159]BLK CTTTTGCAGATAAAAACCAAAATAAAGACTCC 
J9 8[175]6[176]BLK ATACCCAACAGTATGTTAGCAAATTAGAGC 
L9 8[207]6[208]BLK AAGGAAACATAAAGGTGGCAACATTATCACCG 
M9 5[224]7[223]BLK TCAAGTTTCATTAAAGGTGAATATAAAAGA 
N9 8[239]6[240]BLK AAGTAAGCAGACACCACGGAATAATATTGACG 
P9 8[271]6[272]BLK AATAGCTATCAATAGAAAATTCAACATTCA 
A10 3[32]5[31]BLK AATACGTTTGAAAGAGGACAGACTGACCTT 
B10 6[47]4[48]BLK TACGTTAAAGTAATCTTGACAAGAACCGAACT 
D10 6[79]4[80]BLK TTATACCACCAAATCAACGTAACGAACGAG 
E10 3[96]5[95]BLK ACACTCATCCATGTTACTTAGCCGAAAGCTGC 
F10 6[111]4[112]BLK ATTACCTTTGAATAAGGCTTGCCCAAATCCGC 
H10 3[160]4[144]BLK TTGACAGGCCACCACCAGAGCCGCGATTTGTA 
I10 6[143]5[159]BLK GATGGTTTGAACGAGTAGTAAATTTACCATTA 
J10 6[175]4[176]BLK CAGCAAAAGGAAACGTCACCAATGAGCCGC 
L10 6[207]4[208]BLK TCACCGACGCACCGTAATCAGTAGCAGAACCG 
M10 3[224]5[223]BLK TTAAAGCCAGAGCCGCCACCCTCGACAGAA 
N10 6[239]4[240]BLK GAAATTATTGCCTTTAGCGTCAGACCGGAACC 
P10 6[271]4[272]BLK ACCGATTGTCGGCATTTTCGGTCATAATCA 
A11 1[32]3[31]BLK AGGCTCCAGAGGCTTTGAGGACACGGGTAA 
B11 4[47]2[48]BLK GACCAACTAATGCCACTACGAAGGGGGTAGCA 
C11 1[64]4[64]BLK TTTATCAGGACAGCATCGGAACGACACCAACCTAAAACGAGGTCAATC 
D11 4[79]2[80]BLK GCGCAGACAAGAGGCAAAAGAATCCCTCAG 
E11 1[96]3[95]BLK AAACAGCTTTTTGCGGGATCGTCAACACTAAA 
F11 4[111]2[112]BLK GACCTGCTCTTTGACCCCCAGCGAGGGAGTTA 
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G11 1[128]4[128]BLK TGACAACTCGCTGAGGCTTGCATTATACCAAGCGCGATGATAAA 
H11 1[160]2[144]BLK TTAGGATTGGCTGAGACTCCTCAATAACCGAT 
I11 4[143]3[159]BLK TCATCGCCAACAAAGTACAACGGACGCCAGCA 
J11 4[175]2[176]BLK CACCAGAAAGGTTGAGGCAGGTCATGAAAG 
K11 1[192]4[192]BLK GCGGATAACCTATTATTCTGAAACAGACGATTGGCCTTGAAGAGCCAC 
L11 4[207]2[208]BLK CCACCCTCTATTCACAAACAAATACCTGCCTA 
M11 1[224]3[223]BLK GTATAGCAAACAGTTAATGCCCAATCCTCA 
N11 4[239]2[240]BLK GCCTCCCTCAGAATGGAAAGCGCAGTAACAGT 
O11 1[256]4[256]BLK CAGGAGGTGGGGTCAGTGCCTTGAGTCTCTGAATTTACCGGGAACCAG 
P11 4[271]2[272]BLK AAATCACCTTCCAGTAAGCGTCAGTAATAA 
A12 0[47]1[31]BLK AGAAAGGAACAACTAAAGGAATTCAAAAAAA 
B12 2[47]0[48]BLK ACGGCTACAAAAGGAGCCTTTAATGTGAGAAT 
C12 0[79]1[63]BLK ACAACTTTCAACAGTTTCAGCGGATGTATCGG 
D12 2[79]0[80]BLK CAGCGAAACTTGCTTTCGAGGTGTTGCTAA 
E12 0[111]1[95]BLK TAAATGAATTTTCTGTATGGGATTAATTTCTT 
F12 2[111]0[112]BLK AAGGCCGCTGATACCGATAGTTGCGACGTTAG 
G12 0[143]1[127]BLK TCTAAAGTTTTGTCGTCTTTCCAGCCGACAA 
H12 0[175]0[144]BLK TCCACAGACAGCCCTCATAGTTAGCGTAACGA 
I12 2[143]1[159]BLK ATATTCGGAACCATCGCCCACGCAGAGAAGGA 
J12 2[175]0[176]BLK TATTAAGAAGCGGGGTTTTGCTCGTAGCAT 
K12 0[207]1[191]BLK TCACCAGTACAAACTACAACGCCTAGTACCAG 
L12 2[207]0[208]BLK TTTCGGAAGTGCCGTCGAGAGGGTGAGTTTCG 
M12 0[239]1[223]BLK AGGAACCCATGTACCGTAACACTTGATATAA 
N12 2[239]0[240]BLK GCCCGTATCCGGAATAGGTGTATCAGCCCAAT 
O12 0[271]1[255]BLK CCACCCTCATTTTCAGGGATAGCAACCGTACT 
P12 2[271]0[272]BLK GTTTTAACTTAGTACCGCCACCCAGAGCCA 
 
Supplementary Table 16 | Biotinylated staple strands 
Position Name Sequence Modification 
C02 18[63]20[56]BIOTIN ATTAAGTTTACCGAGCTCGAATTCGGGAAACCTGTCGTGC 5' - Biotin 
C09 4[63]6[56]BIOTIN ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 5' - Biotin 
G02 18[127]20[120]BIOTIN GCGATCGGCAATTCCACACAACAGGTGCCTAATGAGTG 5' - Biotin 
G09 4[127]6[120]BIOTIN TTGTGTCGTGACGAGAAACACCAAATTTCAACTTTAAT 5' - Biotin 
K02 18[191]20[184]BIOTIN ATTCATTTTTGTTTGGATTATACTAAGAAACCACCAGAAG 5' - Biotin 
K09 4[191]6[184]BIOTIN CACCCTCAGAAACCATCGATAGCATTGAGCCATTTGGGAA 5' - Biotin 
O02 18[255]20[248]BIOTIN AACAATAACGTAAAACAGAAATAAAAATCCTTTGCCCGAA 5' - Biotin 




Supplementary Table 17 | DNA-PAINT docking site sequences 
Name Sequence Modification 
X61 docking strand TTTCCTCAATTA - 
P1 docking strand TTATACATCTA - 
P3 docking strand TTTCTTCATTA - 
 
Supplementary Table 18 | DNA-PAINT imager sequences 
Name Sequence Modification 
Imager X61 TAATTGAGGA 3' – ATTO 647N 
Imager P1 CTAGATGTAT 3' – ATTO 647N 
Imager P3 GTAATGAAGA 3' – ATTO 647N 
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Supplementary Text 1 | Exemplary Workflow with nanoTRON 
nanoTRON Train  
 
(1) Collecting training data: Training data can be either generated with dedicated experiments for every class, or 
already existing data for the nanopatterns can be utilized. In any case, training data for every class should be 
gathered.  
 
Tipp: Picasso command-line tool Picasso csv2hdf allows the conversion from ThunderSTORM .csv localization 
tables to the Picasso format.  
 
(2) Selecting nanopattern: After spot identification and localization using Picasso Localize was performed, one can 
visualize and, if necessary, drift correct the localization files in Picasso Render. Using the Pick Tool the nanopattern 
can be selected manually. Another function called Pick Similar provides an automated solution for picking patterns in 
the whole field of view. Therefore, one selects a few nanopatterns manually by hand and applies Pick Similar. It 
utilizes the predictable blinking kinetics of DNA-PAINT and selects regions with similar number of localizations in 
areas of the size of the pick diameter. Every pick gets assigned with a group id, see Supplementary Figure 3a. The 
picked localizations can be saved using File ® Save picked localizations. 
 
(3) Setting up nanoTRON Train: If training data for every picked nanopattern is available, the training files can be 
loaded into the module nanoTRON Train, see Supplementary Figure 2a. First, the number of unique patterns needs 
to be set. In the box Training Files, all the files can be loaded and assigned with a class name. If necessary, the 
oversampling parameter can be modified, see Supplementary Figure 3b. Expand Training Set can be enabled to 
leverage the training data by augmentation, see Supplementary Figure 3c. After the image parameters are set up, 
Prepare Data converts the localization tables into grayscale images, see Supplementary Figure 3b and 
Supplementary Figure 9. In the box Perceptron, the neural network can be tuned. See the exemplary application 
described in Supplementary Text 2 for more details on this step. 
 
Attention: nanoTRON Train does not allow for duplicated class names. Every class needs to be assigned with a 
unique class name for the model. 
 
Tipp: With Export Image Subset ten images of every class can be exported. They are saved in the training file path. 
 
(4) Training: After the perceptron is set up accordingly, the training can be started with the button Train. The runtime of 
training can take up to hours, see Supplementary Table 11 for a comparison between different hardware 
configurations. When the training has finished, the learning curve and confusion matrix can be inspected with Show 




(1) Collecting target data: After the target data is processed with Picasso Localize, the nanopatterns are selected in 
Picasso Render using the Pick Tool, as described in the section Selecting nanopattern for training. 
 
(2) Prediction: The grouped localization file can be loaded into nanoTRON predict via drag and drop or File ® Open. 
The corresponding model can be imported via Tools ® Load model. All available classes for prediction are listed in 
the box Export Structures The prediction is started with the button Predict.  
 
(3) Export: After the prediction finished, the classified nanopatterns can be exported in separate files. All nanopatterns, 
which should be exported, can be selected in the box Export Structures. Finally, nanoTRON exports all selected 
nanopatterns using the button Export. 
 
Tipp: With Filter Probabilities, the classified nanopattern can be filtered according to the prediction score. 
 
Tipp: With Export Pick Regions, a table of pick regions can be exported additionally to the localization tables.  
 
Attention: The option Regroup Export Files reassignes the picks with new group ids for every exported file. The 
group ids before prediction do not correspond to the reassigned group ids.  
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Supplementary Text 2 | Example application with DNA origami. 
As a proof-of-concept demonstration, we acquired five DNA-PAINT (Jungmann, et al., 2010) super-resolution example 
data sets, each containing DNA origami (Rothemund, 2006). Four data sets display a unique DNA origami pattern of 
digits 1 to 3 or a 3´4-grid-structure with 20-nm-spacing, Figure 1a and Supplementary Figure 4-7. A subsequent 
acquisition with all four DNA origami designs in a single sample serves as a validation data set, Figure 1b. Imaging 
conditions are described in Supplementary Table 1-5, DNA origami design sequences are listed in Supplementary 
Table 6-10.  
Using a 1-hidden-layer perceptron with 550 nodes and ReLU (Hahnloser, et al., 2000; He, et al., 2015) activation function 
and adam solver (Kingma, 2014), we could achieve a training accuracy of ~ 99%, test accuracy of ~ 98% and a 
validation accuracy ~ 94%, Figure 1c and Supplementary Figure 10. In the validation set, unidentifiable structures 
caused e.g. by structure misfolding, clustering, or loose attachment to the surface, were manually selected and excluded 
from the validation. 
 
 
Supplementary Text 3 | Example application with DNA origami and nuclear pore complexes. 
As a proof-of-concept demonstration for the applicability with biological samples, we generated an artificially merged 
DNA-PAINT super-resolution data set, displayed in Supplementary Figure 12. It contains the validation data set with 
the DNA origami structures (digits 1-3 and the 3´4-grid-structure with 20-nm-spacing) of Figure 1c and biological DNA-
PAINT super-resolution data of the GFP-tagged nuclear pore complex (NPC) protein Nup96. The artificial data set was 
generated in the following way, that a mask of the NUP96 related area of a 512 ´ 512 px super-resolution image the 
NUP96 experiment was created using Picasso: Mask, available in Picasso Render. The mask was then applied to the 
512 ´ 512 px DNA origami validation image so that the Nup96 related areas were cleared of DNA origami localizations. 
Using the command-line function picasso join file1 file2 the Nup96 localization file and the masked DNA origami 
localization file were combined. The artificial localization file was then loaded into Picasso Render and a few nuclear pore 
complexes and DNA origami were selected manually with the Pick Tool. Afterward, the whole image was screened for 
nuclear pore complexes and DNA origami with the automation picking tool Pick Similar, resulting in 12681 picks.  
For the classification of the DNA origami and NPCs, we used the four training sets of the DNA origami, Supplementary 
Figures 4-7, and one additional DNA-PAINT recording of the NUP96 labeled nuclear pore complex shown in 
Supplementary Figure 8. The trained model for the five classes achieved 99% training and 98% test accuracy. The 
neural network design was used as described in Supplementary Text 2. Oversampling was set to 40 and pick diameter 
to 1.5 px, resulting in grayscale images of 60 ´ 60 px size.  
 
 
Supplementary Text 4 | Recommendations and limitations of nanoTRON. 
To make nanoTRON useful as a standard tool in data analysis, we here provide a few recommendations for 
best practices. Successful classification strongly depends on the quality of the training and the training data 
(Belthangady and Royer, 2019). Like every deep learning framework, nanoTRON has limitations in 






Training data size: The training set should contain a sufficient number of picks in every class. We 
recommend at least 200 picks per class, see Supplementary Figure 11. If possible, higher number of picks 
per class is favourable. 
 
Balanced data sets: The whole training set should be balanced, meaning that the number of picks in every 
class should be similar. Unbalanced training sets can cause training and prediction artefacts. 
 
Data set augmentation: For training, we always recommend the data augmentation option Expand training 
set. Increasing the number of training data by rotations yields higher training and test accuracy, see 
Supplementary Figure 11. 
 
Neural network design: For the classification of nanopatterns similar to the examples in Supplementary 
Text 1 and Supplementary Text 2, we propose to use a comparable layer design: 1 layer with 550 nodes and 
ReLU as activation function, see Supplementary Figure 10 for more details. 
 
Hyper parameter testing: We recommend testing different configurations for hyperparameters, like the 
number of layer and nodes, activation function etc. for training to achieve the best performing model. 
 
Image configuration: The parameter oversampling depends on the resolution of the super-resolution data. In 
combination with the pick diameter, an image input size of 40–60 px should be ideal. We suggest using lower 
oversampling as the resolution of the super-resolution data would provide. 
 
Validation experiments: We want to stress that new models should not be trusted “blindly”. Validation 





Computation time: In principle, there is no limitation in the size of the nanopatterns. However, increasing the 
size (pick diameter) with constant oversampling will also increase the image size and therefore computation 
time. Runtimes of training can last up to hours and days for very large nanopatterns. 
 
Computation resources: We recommend ≥16GB RAM for training with nanoTRON.  
 
Discovery: nanoTRON will not discover new nanopatterns in the prediction data set. Structures, which were 
not included in training will be incorrectly classified. Therefore, for every unique nanopattern one needs to 
prepare training data and include that into the model. 
 
Model size: nanoTRON Train GUI is limited to 10 different classes. 
 
Data quality: The data quality of the training data set but also prediction data set strongly influences the 
performance of nanoTRON. Low quality data will likewise result in poor performance.  
 
Reproducibility: nanoTRON model system is designed to export the model file in .sav format along with an 
YAML documentation file, which contains all necessary parameters of the trained model. Values for 
hyperparameters, as well as the path to the training files. While train and test accuracies are included in the 
documentation file, we propose saving also the learning curve and confusion matrix after training. 
Generalization: Neural network training can suffer from “overfitting”, i.e. that a model performs well on the 
training data but fails to generalize on new data. In the context of super-resolution microscopy data, this 
could happen when the resolution of training and new data is different. Therefore, we recommend combining 
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multiple super-resolution images of the same class with varying spatial resolution for the training set, as 
suggested by Belthangady and Royer. The command-line function picasso join file1 file2 offers a tool for 
combining localization files, see Supplementary Text 3. Combining multiple files will train the model for a 
more general usage. Attention: Picking the nanopatterns needs to be done after combining, otherwise the 
group ids will be doubled. 
 
Artefacts: Real-world experiments contain artefacts and background signal. In the case of DNA origami, this 
could e.g. be misfolded structures. With biological targets, labelling issues can generate unwanted 
background signals. While selecting the nanopatterns with Picasso Render - especially if Pick Similar is used 
– we recommend screening the picks for artefacts and interactively excluding them in the training and 





Supplementary Figure 1 | Overview DNA origami design. (a) Design of the ‘Digit 1’ structure. Red labeled hexagons 
mark the DNA staples, which are extended with the P1 docking sequence (Supplementary Table 10) for DNA-PAINT 
super-resolution imaging. Hexagon-to-hexagon distance is ~ 5 nm. (b) Design of the ‘Digit 2’ DNA origami. Yellow 
hexagons indicate the P3 DNA-PAINT docking sites. c) Design of the ‘Digit 3’ DNA origami. Cyan hexagons mark the P5 
DNA-PAINT docking sites. d) Design of the ’20-nm-grid’ DNA origami, a 3´4-grid-structure with 20 nm spacing. Hexagons 





Supplementary Figure 2 | Graphical user interface. (a) GUI of nanoTRON: Train. Super-resolution training data sets are 
loaded into nanoTRON and converted to pixel images (Supplementary Figure 3 and Supplementary Figure 9). The 
artificial neural network is set up, trained, and saved. (b) Performance of the network can be visualized with a plot of the 
learning curve and the confusion matrix. (c) GUI of nanoTRON main window. Super-resolution data can be loaded into 
nanoTRON via drag and drop. Either a default or a saved model (Tools ® Load model) of the artificial neural network can 
be used to classify the nanopatterns in the super-resolution data. The default model gets loaded when the software is 
started. After prediction, the labeled data can be filtered using the predicted probability and exported as individual data 
sets with the corresponding meta data file (YAML file). In addition to the super-resolution data, the Picasso’s pick regions 





Supplementary Figure 3 | Training data generation and augmentation. (a) In localization-based super-resolution 
microcopy, diffraction-limited images get “converted” into tables of localizations by estimating the centers of single 
molecule emissions. In Picasso, the module Localize provides the graphical user interface for processing raw microscopy 
data and turning them into localization tables. In Picasso Render, the localization tables can then be rendered as an image. 
To utilize nanoTRON, first nanopatterns need to be selected. Using Picassos Pick Tool, nanopatterns can be manually 
selected by a center point and a pick diameter. One super-resolution image of e.g. DNA origami with 512 x 512 px can 
contain up to tens of thousands of nanopatterns. The tool Pick similar provides an automated solution for screening the 
whole image and picking comparable areas. Every pick is then assigned with a unique group id. (b) During training data 
preparation in nanoTRON, the localizations are converted into grayscale images and normalized between 0 and 1. Every 
pick corresponds to one nanopattern and consequently one grayscale image. One exemplary heatmap of a 20-nm-grid 
pick is visualized in Supplementary Figure 9. The resolution of the image can be set via the parameter ‘oversampling’, 
Supplementary Figure 2a. (c) The training set data can be augmented with rotated variants of every image. Ultimately, 
 S10 
the original rendering of the super-resolution data is rotated 11 times around the center-of-mass with a step size of 30º 





Supplementary Figure 4 | Overview of training set Digit 1. (a) Zoom-in of individual DNA origami imaged with DNA-
PAINT (b) DNA-PAINT super-resolution mosaic image of 4955 DNA origami patterned with digit 1 (shown in 





Supplementary Figure 5 | Overview of training set Digit 2. (a) Zoom-in of individual DNA origami imaged with DNA-
PAINT (b) DNA-PAINT super-resolution mosaic image of 6321 DNA origami patterned with digit 2 (shown in 






Supplementary Figure 6 | Overview of training set Digit 3. (a) Zoom-in of individual DNA origami imaged with DNA-
PAINT (b) DNA-PAINT super-resolution mosaic image of 3068 DNA origami patterned with digit 3 (shown in 





Supplementary Figure 7 | Overview of training set 20-nm-grid. (a) Zoom-in of individual DNA origami imaged with DNA-
PAINT (b) DNA-PAINT super-resolution mosaic image of 6321 DNA origami patterned with a 3 ´ 4 grid with 20 nm spacing 





Supplementary Figure 8 | Overview of training set Nup96. (a) Zoom-in of individual Nup96 proteins of the nuclear pore 
complex in a fixed U2OS cell. (b) DNA-PAINT super-resolution mosaic image of 2447 nuclear pore complexes labeled with 






Supplementary Figure 9 | Exemplary heatmap of one pick of the 20-nm-grid training set. While preparing the data for 
training, nanoTRON converts the localizations of picks into grayscale images, as illustrated in Supplementary Figure 3b. 
The size of the image corresponds to the pick diameter and the chosen oversampling according to image size = pick 
diameter ´ oversampling. Every image gets scaled to gray values from 0 to 1. After converting all training sets to image 
stacks, the MLP is trained with the grayscale images. The exemplary heatmap displays one 20-nm-grid pick after 







Supplementary Figure 10 | Model parameter tuning of the numbers of nodes in the 1-layer network. Training and 
test score achieved with the four classes training set with varying number of nodes from 50 to 1500. The final value was 







Supplementary Figure 11 | Training and test score with different training set sizes using the 1-layer network. Training 
and test scores achieved using the 4 classes. The number of picks in every unique training set were varied, starting from 
20 up to 3000 picks per set. The scores were calculated with and without the nanoTRON option “Expand Training Set”, 
Supplementary Figure 3c. Using 200 images per unique training set and the data augmentation option, a test accuracy 
of ~0.95 could be realized. Without augmentation the test accuracy dropped to ~0.86. Larger training sets with 3000 picks 





Supplementary Figure 12 | Proof-of-concept experiment with a biological target. (a) Overview image of the artificial 
DNA-PAINT data set constructed as described in Supplementary Text 3. (b) Super-resolution image with classified 
nanopatterns using nanoTRON and a 5-class model, which was trained as described in Supplementary Text 3. The 
different colors (red, yellow, cyan and purple) visualize the respective DNA origami structures. The Nup96 protein of the 
nuclear pore complex is depicted in green. The overview image clearly shows the two cellular nuclei. (c) Zoom-in of the 
marked region in b. Scale bars, 10 µm (a, b), 500 nm (c). 
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Supplementary Table 1 | Experimental conditions training set Digit 1 
Microscope setting Condition 
Microscope Setup 1 
Objective Apo SR HP TIRF 100x 
Camera Zyla 4.2 Plus 
Field of view 512´512 pixel after binning 
Frames 15 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 561 nm [max power 200 mW] 
Laser Power 80 mW 
 
Sample settings Condition 
Sample target Digit 1 DNA origami 
Imager sequence P1 
Imager concentration 1 nM 





Supplementary Table 2 | Experimental conditions in training set Digit 2 
Setting Condition 
Microscope Setup 1 
Objective Apo SR HP TIRF 100x 
Camera Zyla 4.2 Plus 
Field of view 512´512 pixel after binning 
Frames 15 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 561 nm [max power 200 mW] 
Laser Power 80 mW 
 
Sample settings Condition 
Sample target Digit 2 DNA origami 
Imager sequence P3 
Imager concentration 1 nM 





Supplementary Table 3 | Experimental conditions training set Digit 3 
Setting Condition 
Microscope Setup 3 
Objective Apo SR HP TIRF 100x 
Camera Zyla 4.2 Plus 
Field of view 512´512 pixel after binning 
Frames 15 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 560 nm [max power 500 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target Digit 3 DNA origami 
Imager sequence P5 
Imager concentration 1 nM 





Supplementary Table 4 | Experimental conditions in training set 20-nm-grid 
Setting Condition 
Microscope Setup 3 
Objective Apo SR HP TIRF 100x 
Camera Zyla 4.2 Plus 
Field of view 512´512 pixel after binning 
Frames 15 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 560 nm [max power 500 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target 20-nm-grid DNA origami 
Imager sequence P1 
Imager concentration 3 nM 




Supplementary Table 5 | Experimental conditions in validation set 
Setting Condition 
Microscope Setup 3 
Objective Apo SR HP TIRF 100x 
Camera Zyla 4.2 Plus 
Field of view 512´512 pixel after binning 
Frames 25 000 
Exposure time 200 ms 
Binning 2´2 
Tube lens 1´ 
Excitation laser 560 nm [max power 500 mW] 
Laser Power 100 mW 
 
Sample settings Condition 
Sample target Digit 1, Digit 2, Digit 3 and 20-nm-grid  
Imager sequence P1, P3, P5 
Imager concentration 0,5 nM each 







































































Supplementary Table 7 | Rectangular DNA origami staple strands 
Plate Pos Name Sequence Digit 1 Digit 2 Digit 3 20-nm-grid 
1 A1 21[32]23[31]BLK TTTTCACTCAAAGGGCGAAAAACCATCACC     
1 A2 19[32]21[31]BLK GTCGACTTCGGCCAACGCGCGGGGTTTTTC     
1 A3 17[32]19[31]BLK TGCATCTTTCCCAGTCACGACGGCCTGCAG     
1 A4 15[32]17[31]BLK TAATCAGCGGATTGACCGTAATCGTAACCG     
1 A5 13[32]15[31]BLK AACGCAAAATCGATGAACGGTACCGGTTGA     
1 A6 11[32]13[31]BLK AACAGTTTTGTACCAAAAACATTTTATTTC     
1 A7 9[32]11[31]BLK TTTACCCCAACATGTTTTAAATTTCCATAT     
1 A8 7[32]9[31]BLK TTTAGGACAAATGCTTTAAACAATCAGGTC     
1 A9 5[32]7[31]BLK CATCAAGTAAAACGAACTAACGAGTTGAGA     
1 A10 3[32]5[31]BLK AATACGTTTGAAAGAGGACAGACTGACCTT     
1 A11 1[32]3[31]BLK AGGCTCCAGAGGCTTTGAGGACACGGGTAA     
1 A12 0[47]1[31]BLK AGAAAGGAACAACTAAAGGAATTCAAAAAAA     
1 B1 23[32]22[48]BLK CAAATCAAGTTTTTTGGGGTCGAAACGTGGA     
1 B2 22[47]20[48]BLK CTCCAACGCAGTGAGACGGGCAACCAGCTGCA     
1 B3 20[47]18[48]BLK TTAATGAACTAGAGGATCCCCGGGGGGTAACG    P1 
1 B4 18[47]16[48]BLK CCAGGGTTGCCAGTTTGAGGGGACCCGTGGGA     
1 B5 16[47]14[48]BLK ACAAACGGAAAAGCCCCAAAAACACTGGAGCA     
1 B6 14[47]12[48]BLK AACAAGAGGGATAAAAATTTTTAGCATAAAGC     
1 B7 12[47]10[48]BLK TAAATCGGGATTCCCAATTCTGCGATATAATG    P1 
1 B8 10[47]8[48]BLK CTGTAGCTTGACTATTATAGTCAGTTCATTGA     
1 B9 8[47]6[48]BLK ATCCCCCTATACCACATTCAACTAGAAAAATC     
1 B10 6[47]4[48]BLK TACGTTAAAGTAATCTTGACAAGAACCGAACT     
1 B11 4[47]2[48]BLK GACCAACTAATGCCACTACGAAGGGGGTAGCA    P1 
1 B12 2[47]0[48]BLK ACGGCTACAAAAGGAGCCTTTAATGTGAGAAT     
1 C1 21[56]23[63]BLK AGCTGATTGCCCTTCAGAGTCCACTATTAAAGGGTGCCGT     
1 C4 15[64]18[64]BLK GTATAAGCCAACCCGTCGGATTCTGACGACAGTATCGGCCGCAAGGCG     
1 C5 13[64]15[63]BLK TATATTTTGTCATTGCCTGAGAGTGGAAGATT     
1 C6 11[64]13[63]BLK GATTTAGTCAATAAAGCCTCAGAGAACCCTCA     
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1 C7 9[64]11[63]BLK CGGATTGCAGAGCTTAATTGCTGAAACGAGTA     
1 C8 7[56]9[63]BLK ATGCAGATACATAACGGGAATCGTCATAAATAAAGCAAAG     
1 C11 1[64]4[64]BLK TTTATCAGGACAGCATCGGAACGACACCAACCTAAAACGAGGTCAATC     
1 C12 0[79]1[63]BLK ACAACTTTCAACAGTTTCAGCGGATGTATCGG     
1 D1 23[64]22[80]BLK AAAGCACTAAATCGGAACCCTAATCCAGTT   P5  
1 D2 22[79]20[80]BLK TGGAACAACCGCCTGGCCCTGAGGCCCGCT   P5  
1 D3 20[79]18[80]BLK TTCCAGTCGTAATCATGGTCATAAAAGGGG   P5  
1 D4 18[79]16[80]BLK GATGTGCTTCAGGAAGATCGCACAATGTGA  P3 P5  
1 D5 16[79]14[80]BLK GCGAGTAAAAATATTTAAATTGTTACAAAG  P3 P5  
1 D6 14[79]12[80]BLK GCTATCAGAAATGCAATGCCTGAATTAGCA  P1 P3   
1 D7 12[79]10[80]BLK AAATTAAGTTGACCATTAGATACTTTTGCG  P1 P3   
1 D8 10[79]8[80]BLK GATGGCTTATCAAAAAGATTAAGAGCGTCC     
1 D9 8[79]6[80]BLK AATACTGCCCAAAAGGAATTACGTGGCTCA     
1 D10 6[79]4[80]BLK TTATACCACCAAATCAACGTAACGAACGAG     
1 D11 4[79]2[80]BLK GCGCAGACAAGAGGCAAAAGAATCCCTCAG     
1 D12 2[79]0[80]BLK CAGCGAAACTTGCTTTCGAGGTGTTGCTAA     
1 E1 21[96]23[95]BLK AGCAAGCGTAGGGTTGAGTGTTGTAGGGAGCC     
1 E2 19[96]21[95]BLK CTGTGTGATTGCGTTGCGCTCACTAGAGTTGC     
1 E3 17[96]19[95]BLK GCTTTCCGATTACGCCAGCTGGCGGCTGTTTC     
1 E4 15[96]17[95]BLK ATATTTTGGCTTTCATCAACATTATCCAGCCA  P3   
1 E5 13[96]15[95]BLK TAGGTAAACTATTTTTGAGAGATCAAACGTTA     
1 E6 11[96]13[95]BLK AATGGTCAACAGGCAAGGCAAAGAGTAATGTG  P1    
1 E7 9[96]11[95]BLK CGAAAGACTTTGATAAGAGGTCATATTTCGCA   P5  
1 E8 7[96]9[95]BLK TAAGAGCAAATGTTTAGACTGGATAGGAAGCC  P1 P3   
1 E9 5[96]7[95]BLK TCATTCAGATGCGATTTTAAGAACAGGCATAG     
1 E10 3[96]5[95]BLK ACACTCATCCATGTTACTTAGCCGAAAGCTGC     
1 E11 1[96]3[95]BLK AAACAGCTTTTTGCGGGATCGTCAACACTAAA     
1 E12 0[111]1[95]BLK TAAATGAATTTTCTGTATGGGATTAATTTCTT     
1 F1 23[96]22[112]BLK CCCGATTTAGAGCTTGACGGGGAAAAAGAATA     
1 F2 22[111]20[112]BLK GCCCGAGAGTCCACGCTGGTTTGCAGCTAACT     
1 F3 20[111]18[112]BLK CACATTAAAATTGTTATCCGCTCATGCGGGCC  P3  P1 
1 F4 18[111]16[112]BLK TCTTCGCTGCACCGCTTCTGGTGCGGCCTTCC     
1 F5 16[111]14[112]BLK TGTAGCCATTAAAATTCGCATTAAATGCCGGA  P1    
1 F6 14[111]12[112]BLK GAGGGTAGGATTCAAAAGGGTGAGACATCCAA     
1 F7 12[111]10[112]BLK TAAATCATATAACCTGTTTAGCTAACCTTTAA  P1  P5 P1 
1 F8 10[111]8[112]BLK TTGCTCCTTTCAAATATCGCGTTTGAGGGGGT  P3   
1 F9 8[111]6[112]BLK AATAGTAAACACTATCATAACCCTCATTGTGA     
1 F10 6[111]4[112]BLK ATTACCTTTGAATAAGGCTTGCCCAAATCCGC     
1 F11 4[111]2[112]BLK GACCTGCTCTTTGACCCCCAGCGAGGGAGTTA    P1 
1 F12 2[111]0[112]BLK AAGGCCGCTGATACCGATAGTTGCGACGTTAG     
1 G1 21[120]23[127]BLK CCCAGCAGGCGAAAAATCCCTTATAAATCAAGCCGGCG     
1 G4 15[128]18[128]BLK TAAATCAAAATAATTCGCGTCTCGGAAACCAGGCAAAGGGAAGG     
1 G5 13[128]15[127]BLK GAGACAGCTAGCTGATAAATTAATTTTTGT  P1    
1 G6 11[128]13[127]BLK TTTGGGGATAGTAGTAGCATTAAAAGGCCG     
1 G7 9[128]11[127]BLK GCTTCAATCAGGATTAGAGAGTTATTTTCA   P5  
1 G8 7[120]9[127]BLK CGTTTACCAGACGACAAAGAAGTTTTGCCATAATTCGA  P1 P3   
1 G11 1[128]4[128]BLK TGACAACTCGCTGAGGCTTGCATTATACCAAGCGCGATGATAAA     
1 G12 0[143]1[127]BLK TCTAAAGTTTTGTCGTCTTTCCAGCCGACAA     
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1 H1 21[160]22[144]BLK TCAATATCGAACCTCAAATATCAATTCCGAAA     
1 H2 19[160]20[144]BLK GCAATTCACATATTCCTGATTATCAAAGTGTA     
1 H3 17[160]18[144]BLK AGAAAACAAAGAAGATGATGAAACAGGCTGCG     
1 H4 15[160]16[144]BLK ATCGCAAGTATGTAAATGCTGATGATAGGAAC  P1    
1 H5 13[160]14[144]BLK GTAATAAGTTAGGCAGAGGCATTTATGATATT     
1 H6 11[160]12[144]BLK CCAATAGCTCATCGTAGGAATCATGGCATCAA   P5  
1 H7 9[160]10[144]BLK AGAGAGAAAAAAATGAAAATAGCAAGCAAACT  P1 P3   
1 H8 7[160]8[144]BLK TTATTACGAAGAACTGGCATGATTGCGAGAGG     
1 H9 5[160]6[144]BLK GCAAGGCCTCACCAGTAGCACCATGGGCTTGA     
1 H10 3[160]4[144]BLK TTGACAGGCCACCACCAGAGCCGCGATTTGTA     
1 H11 1[160]2[144]BLK TTAGGATTGGCTGAGACTCCTCAATAACCGAT     
1 H12 0[175]0[144]BLK TCCACAGACAGCCCTCATAGTTAGCGTAACGA     
2 A1 23[128]23[159]BLK AACGTGGCGAGAAAGGAAGGGAAACCAGTAA   P5  
2 A2 22[143]21[159]BLK TCGGCAAATCCTGTTTGATGGTGGACCCTCAA   P5  
2 A3 20[143]19[159]BLK AAGCCTGGTACGAGCCGGAAGCATAGATGATG   P5  
2 A4 18[143]17[159]BLK CAACTGTTGCGCCATTCGCCATTCAAACATCA  P1  P5  
2 A5 16[143]15[159]BLK GCCATCAAGCTCATTTTTTAACCACAAATCCA   P5  
2 A6 14[143]13[159]BLK CAACCGTTTCAAATCACCATCAATTCGAGCCA   P5  
2 A7 12[143]11[159]BLK TTCTACTACGCGAGCTGAAAAGGTTACCGCGC  P3   
2 A8 10[143]9[159]BLK CCAACAGGAGCGAACCAGACCGGAGCCTTTAC  P1    
2 A9 8[143]7[159]BLK CTTTTGCAGATAAAAACCAAAATAAAGACTCC     
2 A10 6[143]5[159]BLK GATGGTTTGAACGAGTAGTAAATTTACCATTA     
2 A11 4[143]3[159]BLK TCATCGCCAACAAAGTACAACGGACGCCAGCA     
2 A12 2[143]1[159]BLK ATATTCGGAACCATCGCCCACGCAGAGAAGGA     
2 B1 23[160]22[176]BLK TAAAAGGGACATTCTGGCCAACAAAGCATC     
2 B2 22[175]20[176]BLK ACCTTGCTTGGTCAGTTGGCAAAGAGCGGA     
2 B3 20[175]18[176]BLK ATTATCATTCAATATAATCCTGACAATTAC    P1 
2 B4 18[175]16[176]BLK CTGAGCAAAAATTAATTACATTTTGGGTTA     
2 B5 16[175]14[176]BLK TATAACTAACAAAGAACGCGAGAACGCCAA  P3   
2 B6 14[175]12[176]BLK CATGTAATAGAATATAAAGTACCAAGCCGT  P3 P5  
2 B7 12[175]10[176]BLK TTTTATTTAAGCAAATCAGATATTTTTTGT  P1   P1 
2 B8 10[175]8[176]BLK TTAACGTCTAACATAAAAACAGGTAACGGA     
2 B9 8[175]6[176]BLK ATACCCAACAGTATGTTAGCAAATTAGAGC     
2 B10 6[175]4[176]BLK CAGCAAAAGGAAACGTCACCAATGAGCCGC     
2 B11 4[175]2[176]BLK CACCAGAAAGGTTGAGGCAGGTCATGAAAG    P1 
2 B12 2[175]0[176]BLK TATTAAGAAGCGGGGTTTTGCTCGTAGCAT     
2 C1 21[184]23[191]BLK TCAACAGTTGAAAGGAGCAAATGAAAAATCTAGAGATAGA     
2 C4 15[192]18[192]BLK TCAAATATAACCTCCGGCTTAGGTAACAATTTCATTTGAAGGCGAATT     
2 C5 13[192]15[191]BLK GTAAAGTAATCGCCATATTTAACAAAACTTTT  P3   
2 C6 11[192]13[191]BLK TATCCGGTCTCATCGAGAACAAGCGACAAAAG     
2 C7 9[192]11[191]BLK TTAGACGGCCAAATAAGAAACGATAGAAGGCT   P5  
2 C8 7[184]9[191]BLK CGTAGAAAATACATACCGAGGAAACGCAATAAGAAGCGCA  P1    
2 C11 1[192]4[192]BLK GCGGATAACCTATTATTCTGAAACAGACGATTGGCCTTGAAGAGCCAC     
2 C12 0[207]1[191]BLK TCACCAGTACAAACTACAACGCCTAGTACCAG     
2 D1 23[192]22[208]BLK ACCCTTCTGACCTGAAAGCGTAAGACGCTGAG     
2 D2 22[207]20[208]BLK AGCCAGCAATTGAGGAAGGTTATCATCATTTT     
2 D3 20[207]18[208]BLK GCGGAACATCTGAATAATGGAAGGTACAAAAT  P3   
2 D4 18[207]16[208]BLK CGCGCAGATTACCTTTTTTAATGGGAGAGACT  P3   
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2 D5 16[207]14[208]BLK ACCTTTTTATTTTAGTTAATTTCATAGGGCTT     
2 D6 14[207]12[208]BLK AATTGAGAATTCTGTCCAGACGACTAAACCAA     
2 D7 12[207]10[208]BLK GTACCGCAATTCTAAGAACGCGAGTATTATTT  P1  P5  
2 D8 10[207]8[208]BLK ATCCCAATGAGAATTAACTGAACAGTTACCAG     
2 D9 8[207]6[208]BLK AAGGAAACATAAAGGTGGCAACATTATCACCG     
2 D10 6[207]4[208]BLK TCACCGACGCACCGTAATCAGTAGCAGAACCG     
2 D11 4[207]2[208]BLK CCACCCTCTATTCACAAACAAATACCTGCCTA     
2 D12 2[207]0[208]BLK TTTCGGAAGTGCCGTCGAGAGGGTGAGTTTCG     
2 E1 21[224]23[223]BLK CTTTAGGGCCTGCAACAGTGCCAATACGTG     
2 E2 19[224]21[223]BLK CTACCATAGTTTGAGTAACATTTAAAATAT     
2 E3 17[224]19[223]BLK CATAAATCTTTGAATACCAAGTGTTAGAAC  P3   
2 E4 15[224]17[223]BLK CCTAAATCAAAATCATAGGTCTAAACAGTA  P3   
2 E5 13[224]15[223]BLK ACAACATGCCAACGCTCAACAGTCTTCTGA  P3   
2 E6 11[224]13[223]BLK GCGAACCTCCAAGAACGGGTATGACAATAA  P3   
2 E7 9[224]11[223]BLK AAAGTCACAAAATAAACAGCCAGCGTTTTA  P3 P5  
2 E8 7[224]9[223]BLK AACGCAAAGATAGCCGAACAAACCCTGAAC  P1 P3   
2 E9 5[224]7[223]BLK TCAAGTTTCATTAAAGGTGAATATAAAAGA  P3   
2 E10 3[224]5[223]BLK TTAAAGCCAGAGCCGCCACCCTCGACAGAA     
2 E11 1[224]3[223]BLK GTATAGCAAACAGTTAATGCCCAATCCTCA     
2 E12 0[239]1[223]BLK AGGAACCCATGTACCGTAACACTTGATATAA     
2 F1 23[224]22[240]BLK GCACAGACAATATTTTTGAATGGGGTCAGTA   P5  
2 F2 22[239]20[240]BLK TTAACACCAGCACTAACAACTAATCGTTATTA   P5  
2 F3 20[239]18[240]BLK ATTTTAAAATCAAAATTATTTGCACGGATTCG   P5 P1 
2 F4 18[239]16[240]BLK CCTGATTGCAATATATGTGAGTGATCAATAGT   P5  
2 F5 16[239]14[240]BLK GAATTTATTTAATGGTTTGAAATATTCTTACC   P5  
2 F6 14[239]12[240]BLK AGTATAAAGTTCAGCTAATGCAGATGTCTTTC   P5  
2 F7 12[239]10[240]BLK CTTATCATTCCCGACTTGCGGGAGCCTAATTT  P1   P1 
2 F8 10[239]8[240]BLK GCCAGTTAGAGGGTAATTGAGCGCTTTAAGAA     
2 F9 8[239]6[240]BLK AAGTAAGCAGACACCACGGAATAATATTGACG     
2 F10 6[239]4[240]BLK GAAATTATTGCCTTTAGCGTCAGACCGGAACC     
2 F11 4[239]2[240]BLK GCCTCCCTCAGAATGGAAAGCGCAGTAACAGT    P1 
2 F12 2[239]0[240]BLK GCCCGTATCCGGAATAGGTGTATCAGCCCAAT     
2 G1 21[248]23[255]BLK AGATTAGAGCCGTCAAAAAACAGAGGTGAGGCCTATTAGT     
2 G4 15[256]18[256]BLK GTGATAAAAAGACGCTGAGAAGAGATAACCTTGCTTCTGTTCGGGAGA     
2 G5 13[256]15[255]BLK GTTTATCAATATGCGTTATACAAACCGACCGT     
2 G6 11[256]13[255]BLK GCCTTAAACCAATCAATAATCGGCACGCGCCT     
2 G7 9[256]11[255]BLK GAGAGATAGAGCGTCTTTCCAGAGGTTTTGAA     
2 G8 7[248]9[255]BLK GTTTATTTTGTCACAATCTTACCGAAGCCCTTTAATATCA  P1    
2 G11 1[256]4[256]BLK CAGGAGGTGGGGTCAGTGCCTTGAGTCTCTGAATTTACCGGGAACCAG     
2 G12 0[271]1[255]BLK CCACCCTCATTTTCAGGGATAGCAACCGTACT     
2 H1 23[256]22[272]BLK CTTTAATGCGCGAACTGATAGCCCCACCAG     
2 H2 22[271]20[272]BLK CAGAAGATTAGATAATACATTTGTCGACAA     
2 H3 20[271]18[272]BLK CTCGTATTAGAAATTGCGTAGATACAGTAC     
2 H4 18[271]16[272]BLK CTTTTACAAAATCGTCGCTATTAGCGATAG     
2 H5 16[271]14[272]BLK CTTAGATTTAAGGCGTTAAATAAAGCCTGT     
2 H6 14[271]12[272]BLK TTAGTATCACAATAGATAAGTCCACGAGCA     
2 H7 12[271]10[272]BLK TGTAGAAATCAAGATTAGTTGCTCTTACCA     
2 H8 10[271]8[272]BLK ACGCTAACACCCACAAGAATTGAAAATAGC     
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2 H9 8[271]6[272]BLK AATAGCTATCAATAGAAAATTCAACATTCA     
2 H10 6[271]4[272]BLK ACCGATTGTCGGCATTTTCGGTCATAATCA     
2 H11 4[271]2[272]BLK AAATCACCTTCCAGTAAGCGTCAGTAATAA     
2 H12 2[271]0[272]BLK GTTTTAACTTAGTACCGCCACCCAGAGCCA     
 
 
Supplementary Table 8 | Biotinylated staple strands 
Position Name Sequence Modification 
C02 18[63]20[56]BIOTIN ATTAAGTTTACCGAGCTCGAATTCGGGAAACCTGTCGTGC 5' - Biotin 
C09 4[63]6[56]BIOTIN ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 5' - Biotin 
G02 18[127]20[120]BIOTIN GCGATCGGCAATTCCACACAACAGGTGCCTAATGAGTG 5' - Biotin 
G09 4[127]6[120]BIOTIN TTGTGTCGTGACGAGAAACACCAAATTTCAACTTTAAT 5' - Biotin 
K02 18[191]20[184]BIOTIN ATTCATTTTTGTTTGGATTATACTAAGAAACCACCAGAAG 5' - Biotin 
K09 4[191]6[184]BIOTIN CACCCTCAGAAACCATCGATAGCATTGAGCCATTTGGGAA 5' - Biotin 
O02 18[255]20[248]BIOTIN AACAATAACGTAAAACAGAAATAAAAATCCTTTGCCCGAA 5' - Biotin 
O09 4[255]6[248]BIOTIN AGCCACCACTGTAGCGCGTTTTCAAGGGAGGGAAGGTAAA 5' - Biotin 
 
 
Supplementary Table 9 | DNA-PAINT docking site sequences 
Name Sequence Modification 
P1 docking strand TTATACATCTA - 
P3 docking strand TTTCTTCATTA - 
P5 docking strand TTCAATGTATG - 
 
 
Supplementary Table 10 | DNA-PAINT imager sequences 
Name Sequence Modification 
Imager P1 CTAGATGTAT 3' – Cy3B 
Imager P3 GTAATGAAGA 3' – Cy3B 
Imager P5 CATACATTGA 3' – Cy3B 
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nanoTRON Train: Digit 1, Digit 2, Digit 3 and 20 nm grid DNA origami 
 





MacBook Pro 13 (early-2015) Intel® Core™ i5-5257U @ 2.70GHz 2 ~ 30 min ~ 1.1 min 
 
MacBook Pro 15 (mid-2014) Intel® Core™ i7-4980HQ @ 2.80GHz 4 ~ 15 min ~ 0.5 min 
     
Dell XPS 15 (9550) Intel® Core™ i7-6700HQ @ 2.60GHz 4 ~ 37 min ~ 1.3 min 
     
Dell Precision T7910 2x Intel® Xeon® E5-2680 v3 @ 2.50GHz 24 ~ 47 min ~ 1.7 min 
     
Dell Precision T7910 2x Intel® Xeon® E5-2660 v3 @ 2.60GHz 20 ~ 25 min ~ 0.9 min 
 
 
Supplementary Table 11 | Training runtime comparison with various computers. The runtime for training of the 1-layer 
MLP with 550 nodes and the training data from Supplementary Figure 4-7 was recorded on different computer systems. 
Three mobile devices and two high-performance workstations. Computation time ranges from 15 – 47 minutes. The training 






nanoTRON Predict: 13332 nanopatterns with Digit 1, Digit 2, Digit 3 and 20 nm grid DNA origami 
 
Computer CPU Cores Runtime 
 
MacBook Pro 13 (early-2015) Intel® Core™ i5-5257U @ 2.70GHz 2 ~ 9.3 min 
 
MacBook Pro 15 (mid-2014) Intel® Core™ i7-4980HQ @ 2.80GHz 4 ~ 5.6 min 
    
Dell XPS 15   Intel® Core™ i7-6700HQ @ 2.60GHz 4 ~ 4.9 min 
    
Dell Precision T7910 2x Intel® Xeon® E5-2680 v3 @ 2.50GHz 24 ~ 4.2 min 
    
Dell Precision T7910 2x Intel® Xeon® E5-2660 v3 @ 2.60GHz 20 ~ 3.4 min 
 
 
Supplementary Table 12 | Prediction runtime comparison with various computers. The runtime for prediction of the 
validation data set with four unique DNA origami nanopatterns (Figure 1c) was recorded on different computer systems. 






Training with Digit 1, Digit 2, Digit 3 and 20 nm grid DNA origami 
 











nanoTRON MLP 1-layer FC 550 nodes CPU ~ 47 min ~ 1.7 min ~ 0.99 ~ 0.98 
 
Keras LeNet-5 7-layer CNN 
CPU ~ 36 h ~ 53 min ~ 0.99 ~ 0.98 
     
GPU ~ 12 min ~ 0.3 min ~ 0.99 ~ 0.98 
 
CPU: 2x Intel® Xeon® E5-2680 v3 @ 2.50GHz (24 cores) 
GPU: NVIDIA GeForce GTX 1080 Ti 
 
Supplementary Table 13 | nanoTRON MLP compared with LeNet-5 CNN. Runtime and performance evaluation of the 
nanoTRON 1-layer perceptron described in Supplementary Text 2 and the LeNet-5 convolutional neural network (CNN) 
(Lecun, et al., 1998) implemented in Keras (Chollet, 2015). The 7-layer CNN network design is listed in Supplementary 
Table 14. For the comparison, the augmented training data from Supplementary Text 2 was used. The networks were 
trained in total with 247522 grayscale images. Input shape was 50 x 50 pixels with gray values from 0 to 1. Early stop 
callback was monitoring validation accuracy (10% split of training data) with a minimum change of 1E-4 over at least 10 
epochs. Solver was set in all cases to “adam”. Both neural networks classified the test set of 74257 images with a test 
accuracy of around ~ 0.98. nanoTRON MLP reached the early stop after ~ 47 minutes with CPU processing, while the 
training of the LeNet-5 CNN lasted almost 1.5 days using the CPU. The same network trained with the high-performance 







Layer type Layer configuration Output shape  Parameter # 
 
Conv2D   Filter 6, Kernel 5, Stride 1, tanh (None, 50, 50, 6) 156 
    
Average Pooling 2D  Pool 2, Stride 1 (None, 25, 25, 6) 0 
    
Conv2D Filter 16, Kernel 5, Stride 1, tanh (None, 21, 21, 16) 2416 
    
Average Pooling 2D Pool 2, Stride 1 (None, 10, 10, 16) 0 
    
Conv2D   Filter 120, Kernel 5, Stride 1, tanh (None, 6, 6, 120) 48120 
    
Flatten  (None, 4320) 0 
    
Dense Units 84, tanh (None, 84) 362964 
    
Dense Units 4, softmax (None, 4) 340 
 
Total parameters: 413,996   
Trainable parameters: 413,996   
Non-trainable parameters: 0    
 
Supplementary Table 14 | LeNet-5 CNN Design. Convolutional neural network model design of the LeNet-5 implemented 




Materials and buffers. Unmodified DNA oligonucleotides, fluorescently modified DNA oligonucleotides and 
biotinylated DNA oligonucleotides were purchased from MWG Eurofins. M13mp18 scaffold was obtained 
from Tilibit. BSA-Biotin was obtained from Sigma-Aldrich (cat: A8549). Streptavidin was ordered from 
Invitrogen (cat: S-888). Tris 1M pH 8.0 (cat: AM9856), EDTA 0.5M pH 8.0 (cat: AM9261), Magnesium 1M (cat: 
AM9530G) and Sodium Chloride 5M (cat: AM9759) were ordered from Ambion. Ultrapure water (cat: 10977-
035) was purchased from Gibco. Polyethylene glycol (PEG)-8000 (catalog no. 6510-1KG) was purchased from 
Merck. Glass slides (cat: 48811-703) were obtained from VWR. Coverslips were purchased from Marienfeld 
(cat: 0107032). Silicon (cat.1300 1000) was ordered from picodent. Double sided tape (cat: 665D) was 
ordered from Scotch.  
Two buffers were used for sample preparation and imaging:  
• Buffer A (10 mM Tris-HCl pH 7.5, 100 mM NaCl, 0.05% Tween 20, pH 7.5) 
• Buffer B (5 mM Tris-HCl pH 8, 10 mM MgCl2, 1 mM EDTA, 0.05% Tween 20, pH 8).  
• Imaging Buffer B was supplemented with: 1× Trolox, 1× PCA and 1× PCD (see paragraph below for 
details). This photo-stabilization system allowed us to maximize the number of photons per event and 
thus achieve optimal spatial resolution.  
Trolox, PCA and PCD stocks:  
• 100× Trolox: 100 mg Trolox, 430 μl 100% methanol, 345 μl 1 M NaOH in 3.2 ml H2O.  
• 40× PCA: 154 mg PCA, 10 ml water and NaOH were mixed and the pH was adjusted to 9.0.  
• 100× PCD: 9.3 mg PCD, 13.3 ml of buffer was used (100  mM Tris-HCl pH  8, 50  mM KCl, 1 mM EDTA, 
50% glycerol). 
Optical setups.  
Super-resolution setup 1: Fluorescence imaging was partly carried out (see Imaging conditions) on an 
inverted microscope (Nikon Instruments, Eclipse Ti) with the Perfect Focus System, applying an objective-
type TIRF configuration with an oil-immersion objective (Nikon Instruments, Apo SR HP TIRF ×100, numerical 
aperture 1.49, Oil). A 561 nm (Coherent Sapphire, 200 mW, DPSS-system) laser was used for excitation. The 
laser beam was passed through cleanup filters (Chroma Technology, ZET561/10) and coupled into the 
microscope objective using a beam splitter (Chroma Technology, ZT561rdc). Fluorescence light was 
spectrally filtered with an emission filter (Chroma Technology, ET600/50 m and ET575lp) and imaged on a 
sCMOS camera (Andor, Zyla 4.2 Plus) without further magnification, resulting in an effective pixel size of 
130 nm (after 2 × 2 binning). 
Super-resolution setup 3: Fluorescence imaging was partly carried out (see Imaging conditions) on an 
inverted microscope (Nikon Instruments, Eclipse Ti2) with the Perfect Focus System, applying an objective-
type TIRF configuration with an oil-immersion objective (Nikon Instruments, Apo SR HP TIRF ×100, numerical 
aperture 1.49, Oil). A 560  nm (MPB Communications Inc., 500 mW, DPSS-system) laser was used for 
excitation. The laser beam was passed through cleanup filters (Chroma Technology, ZET561/10) and coupled 
into the microscope objective using a beam splitter (Chroma Technology, ZT561rdc). Fluorescence light was 
spectrally filtered with an emission filter (Chroma Technology, ET600/50 m and ET575lp) and imaged on a 
sCMOS camera (Andor, Zyla 4.2 Plus) without further magnification, resulting in an effective pixel size of 
130 nm (after 2 × 2 binning). 
DNA origami self-assembly. The Rothemund rectangular origami (RRO) from Figure 1 were synthesized in a 
one-pot reaction with 50 μl total volume containing 10 nM scaffold strand (M13mp18), 100 nM core staples, 1 
μM biotinylated staples and 1 μM DNA-PAINT handles. Sequences are listed in Supplementary Table 6-9. 
The folding buffer was 1x TE buffer with 12.5 mM MgCl2. Structures were annealed using a thermal ramp. 
First, incubating for 5 min at 80°C, then going from 65°C to 4°C over the course of 3 hours. DNA origami 
 S31 
structures were purified via two rounds of PEG precipitation by adding the same volume of PEG-buffer, 
centrifuging at 14,000g at 4 °C for 30 min, removing the supernatant and resuspending in folding buffer. 
Nanobody conjugation. Unconjugated GFP Nanobody (Fluotag-Q anti-GFP) was purchased from Nanotag. 
The nanobody DNA conjugation was performed according to the protocol described before (Schlichthaerle, et 
al., 2018). 
Super-resolution DNA-PAINT imaging with DNA origami. For chamber preparation, a piece of coverslip 
(no. 1.5, 18 × 18 mm, ~0.17 mm thick) and a glass slide (76 × 26 mm, 1 mm thick) were sandwiched together 
by two strips of double-sided tape to form a flow chamber with inner volume of ~20 μl. First, 20 μl of biotin-
labeled bovine albumin (1 mg/ml, dissolved in buffer A) was flown into the chamber and incubated for 2 min. 
Then the chamber was washed using 40 μl of buffer A. Second, 20 μl of streptavidin (0.5mg/ml, dissolved in 
buffer A) was then flown through the chamber and incubated for 2 min. Next, the chamber was washed with 
20 μl of buffer A and subsequently with 20 μl of buffer B. Then ~500 pM of the DNA origami structures (RRO) 
were flown into the chamber and allowed to attach to the surface for 2 min. Finally, the imaging buffer with 
buffer B with dye-labeled imager strands was flowed into the chamber and sealed with silicon. Imaging 
conditions are listed in Supplementary Table 1-5. Imager sequences are stated in Supplementary Table 10. 
Super-resolution DNA-PAINT imaging with nuclear pore complex. Nuclear Pore Complex (NPC) imaging 
was performed using a U2OS cell line genetically modified with an EGFP fused to Nup96 proteins. The cells 
were fixed in 2.4% paraformaldehyde in PBS for 30 min. After fixation, cells were washed three times with 
PBS followed by permeabilization with 0.25% Triton-X-100 in PBS for 5 min. Then, cells were blocked in 
blocking buffer (3% BSA + 0.02% Tween-20) for 60 min. Anti-GFP nanobody conjugated to a DNA-PAINT 
docking site was diluted in blocking buffer to approximately 25 nM and incubated overnight at 4°C. On the 
next day, cells were washed 2x with PBS followed by an incubation with gold nanoparticles for 5 min. Cells 
were washed two times with PBS, then the imaging solution (PBS + 500 mM NaCl) was added containing 250 
pM Cy3B labeled imager strands (Schueder, et al., 2019). 
Super-resolution reconstruction. Raw fluorescence data was subjected to spot-finding and subsequent 
super-resolution reconstruction using the Picasso software package. The drift correction was performed with 
a redundant cross-correlation (segmentation: 1000) and subsequently Undrift from picked with all picked DNA 
origami structures. The DNA origami were picked using Picasso Pick Tool and Pick similar. 
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