University of Wollongong

Research Online
University of Wollongong Thesis Collection

University of Wollongong Thesis Collections

2006

Improving the performance of optical feedback
self-mixing interferometry for vibration
measurement
Yi Zhang
University of Wollongong

Recommended Citation
Zhang, Yi, Improving the performance of optical feedback self-mixing interferometry for vibration measurement, MEng thesis, School
of Electrical, Computer and Telecommunications Engineering, University of Wollongong, 2006. http://ro.uow.edu.au/theses/34

Research Online is the open access institutional repository for the
University of Wollongong. For further information contact the UOW
Library: research-pubs@uow.edu.au

NOTE
This online version of the thesis may have different page formatting and Pagination from
the paper copy held in the University of Wollongong Library.
\

UNIVERSITY OF WOLLONGONG
COPYRIGHT WARNING
You may print or download ONE copy of this document for the purpose of your own
research or study. The University does not authorize you to copy, communicate or other
person any copyright material contained on this site. You are reminded of the following:
Copyright owners are entitled to take legal action against persons who infringe their
copyright. A reproduction of material that is protected by copyright may be a copyright
infringement. A court may impose penalties and award damages in relation to offences and
infringements relating to copyright material. Higher penalties may apply, and higher
damages may be awarded for offences and infringements involving the conversion of
material into digital or electronic form.

Improving the Performance of Optical
Feedback Self-Mixing Interferometry for
Vibration Measurement

A thesis submitted in fulfillment of the requirements
for award of the degree

Master of Engineering by Research

From

UNIVERSITY OF WOLLONGONG

By

Yi Zhang

School of Electrical, Computer and Telecommunications Engineering
March, 2006

© Copyright 2006
By
Yi Zhang
All Rights Reserved

Dedicated to my Family

Declaration

This is to certify the work reported in this thesis was done by the author, unless
specified otherwise, and that no part of it has been submitted in a thesis to any other
university or similar institution.

Yi Zhang
March 30, 2006

Abstract
Optical feedback self-mixing interferometer (OFSMI) is an optoelectronic system that
makes use of the self-mixing interferometric effect of semiconductor lasers (SLs). When
a small portion of the light emitted by a laser diode (LD) is reflected or back scattered
by an external object and re-enter the laser cavity, the reflected light will interfere with
the light inside the cavity which causing the variance of the overall laser intensity
emitted by the LD. During the past decades, this physical phenomenon has been studied
extensively and many possible applications have been investigated. A major application
is the measurement of metrological quantities associated with the external object,
including the displacement, the speed, the vibration parameters, and so on. A well
known conclusion regarding the OFSMI based measurement is that the accuracy or
resolution is limited by λ / 2 with the simple OFSMI setup with constant driving
current for the LD and without adding other extra optic components.
This thesis aims to report on the research work which tries to improve the performance
in terms of accuracy of OFSMI systems. In particular, novel techniques are
demonstrated that enable simple OFSMI systems to higher accuracy beyond the
limitation λ / 2 for displacement measurement. Also new techniques for measuring the
linewidth enhancement factor (LEF) and feedback level factor (C) of the LD are
developed. In order to achieve these target, various novel techniques have been
proposed and implemented, including the data-fitting principle for displacement
estimation, genetic algorithms for estimating multiple parameters of OFSMI systems,
phase-unwrapping algorithm for OFSMI signals and data preparation methods.
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Chapter 1

Chapter 1

Background and Introduction
Optical feedback self-mixing interferometer (OFSMI) is a general tool for
displacement, vibration, distance measurement. Its significant advantages in
performance have been reported in recent years as a consequence of the availability of
low-cost, stable and reliable laser diode. OFSMI systems start from a simple
experimental setup and can satisfy the user’s requirement of being able to operate on
diffusing target surface. As a result, this kind of interferometers has been a very
promising instrument.
This thesis investigates the behaviour of OFSMI systems, and presents new
approaches to displacement/vibration measurement, Linewidth Enhancement Factor
(LEF) and feedback level factor (C) determination. Additionally, it explores the
algorithms of phase unwrapping and data pre-procession for the self-mixing signal
(SMS) acquired from OFSMI systems.
This chapter presents an overview and general introduction for this thesis which is
organized as follows. In section 1.1.1, we present a brief explanation to the
phenomenon for OFSMI systems. Section 1.1.2 introduces the existing mathematical
model for OFSMI systems. Section 1.1.3 provides OFSMI systems experimental
setup and data acquisition in this thesis. Section 1.2 introduces the history of the
development of OFSMI systems and presents literature review for the two main
applications (vibration measurement and LEF and C determination) of OFSMI
systems; Section 1.3 concludes the contribution of this thesis and Section 1.4
1

summaries the thesis work and gives the proposed solution for the two referred
application using OFSMI systems.

1.1 General Introduction
An interferometer is an optical instrument which measures the superposition of the
waves which have propagated through different path. The interferometer split an
electromagnetic wave into two different parts using beamsplitter. Then the two beams
are delayed by unequal distance, redirected and recombined and finally the
superposition of the intensity of the waves is detected.

1.1.1

OFSMI effect

Optical feedback self-mixing interferometer (OFSMI) is an optoelectronic system that
makes use of the self-mixing interferometric effect of semiconductor lasers (SLs).
When a small portion of the light emits from a laser diode (LD) is reflected or back
scattered by an external object (or called external cavity) and re-enter the laser cavity,
it will interfere with the light inside the cavity. This phenomenon causes the variance
of the overall laser intensity that emits from the LD. The effect of external feedback
on laser behaviours is looked as to differ characteristically depending on the distance
between a laser diode to an external reflector. The main advantages of optical
feedback effect are the enhancement of single longitudinal mode operation, the
spectral line-narrowing, the wavelength tenability, and the improved frequency
stability (Tromborg et al 1984). In addition, the prominence features of the feedback
arrangement and of the related applications have been pointed out in 2001 (Bosch et
al 2001):
¾ No external optical interferometers are required;
¾ No alignment is necessary, because the laser filters out the spatial mode that
interacts with the cavity mode itself;
¾ No stray-light filtering before the photo-detector is needed, as the laser monitor
photodiode is sufficient;
¾ Information is carried by the optical beam and can be picked up everywhere (also
at the remote object location).
2

This process of OFSMI systems can be shown in Figure 1-1 as two-facet Fabry-Perot
cavity in order to delineate an active layer of length Lext.

Figure 1-1: Theoretical model of OFSMI system.

In Figure (1-1), it is noted that r1 and r2 are the reflection of Facet 1 and Facet 2 with
respect to the electric field amplitude. And r3 is considered as the reflection
coefficient of an external target (Facet 3). In general, r3 is much smaller than r2 , so
the multiple reflection effect within the external cavity can be neglected. Under this
condition, the electric field can be expressed by Equation (1-1):
E (t ) = r1 r2 ⋅ e −{ j 4πvnd / c + ( g −γ )⋅d } ⋅ E 0 (t )
+ r1 ⋅ (1 − r2 ) ⋅ r3 ⋅ e −{ j 4πv (nd + L ) / c + ( g −γ ) d } ⋅ E 0 (t )
2

(1-1)

Where E 0 (t ) is the initial electric field, n is carrier density, d is the internal diode
cavity length, L is the external diode cavity length, v is the optical frequency, c is the
speed of light in vacuum, g is the linear gain per unit length due to the stimulated
emission inside the laser cavity with feedback, and γ accounts for any optical loss per
unit length within the cavity.

1.1.2 OFSMI mathematics model
There are two alternative and equivalent methods for the analysis of the self-mixing
effect: 1) Lang-Kobayashi equations (Lang and Kogayashi 1980) show the
multi-stability and hysteresis for the laser with external feedback. The dynamic
properties of injection lasers affected by external feedback are also shown, which
depends on interference condition between re-entered light and the field in inside the
laser cavity. 2) The three-mirror approach is the most common way of explaining the
3

signal generation in self-mixing interferometer (Mourat 1998).
Now, we focus on the Lang-Kobayashi equations to explore the potential application
in a laser with external feedback. These equations are based on the laser condition
where the diode cavity is filled with gain medium, this medium compensates for the
diode cavity loss. Therefore, effective quality factor greatly influences the laser
behaviours while passive external cavity has less influence. For this reason, this field
equation in the following form has been obtained by adding an external feedback term
to a standard laser equation in complex form and used for a compound cavity laser
configuration (Lang, Kobayashi 1980). That is:
d
1
⎡
⎤
E (t ) = ⎢iω ( N ) + (G ( N ) − 1 / τ p )⎥ ⋅ E (t ) + C ⋅ E (t − τ )
dt
2
⎣
⎦

(1-2)

In addition to the field equation, we have the rate equation for the carrier density
(Lang, Kobayashi 1980):
d
N
2
N = J − − G( N ) ⋅ E
dt
τs

(1-3)

where:
¾ G the model gain
¾ ω the diode cavity longitudinal mode resonant frequency
¾ N carry density
¾ Nth
¾

the threshold carrier density

τP photo lifetime

¾ τs

spontaneous lifetime of the excited carriers

¾ τ

external cavity round trip time

¾ C

feedback parameter associated with external mirror reflectivities

¾ J

the pumping term

In above formulas, the contributions coming from nonlinear gain suppression,
spontaneous emission, and multiple reflections, have been neglected. A few years
later, the further stability analysis for semiconductor laser in an external cavity had
been presented to provide more practical expression (Tromborg 1984).
4

E(t-τ) in Equation (1-2) is the electric field reflected from external cavity with time
delay τ. Additionally, the threshold carrier density Nth for feedback can be determined
by G ( N th ) = 1 / τ P , and G (N ) is assumed to be linear: G ( N ) = G N ( N − N 0 ) (where
N0 and GN being constant) (Tromborg 1984).
As to the angular optical frequency ω (N ) (also called longitudinal mode resonant
frequency), it is given by the Fabry-Perot resonance condition:
n(ω , N ) ⋅ ω ( N ) = pπcl −1

(1-4)

where pth longitudinal mode. l is the length of the laser diode, c is the speed of light,
and n(ω , N ) is the effective refractive index.
For some fixed value of p, the solitary laser oscillates in a single mode with angular
frequency is assumed as (Tromborg 1984):

ω 0 = ω ( N th )

(1-5)

Usually, the carrier density N will be close to the threshold value Nth (Tromborg 1984),
so that ω (N ) can be expanded to the first order in ∆N = N − N th by the equation
(1-6):

ω(N ) = ω0 −

ω 0 ∂n
n

*

⋅

∂N

⋅ ∆N = ω 0 +

αG N
2

⋅ ∆N

where n * = n + ω 0 (∂n/∂ω ) is the effective group index, and α = −

(1-6)

2ω 0 ∂n
n *G N ∂N

for N = N th . α is the parameter named Linewidth Enhancement Factor that gives the
strength of the coupling between phase and amplitude of the electric field as discussed
in the section 1.2.2.
Then E (t ) can be rewritten by: E (t ) = E 0 (t )e j (ω 0 +φ (t )) where E 0 (t ) and φ (t ) are
real-value and supposed to be slowly varying.
From the above equations, the well-known equations for the dynamics of the OFSMI
system can be derived for E 0 (t ) and φ (t ). (Tromborg 1984)

5

d
1
E 0 (t ) = G N ⋅ ∆N + C ⋅ E 0 (t − τ ) cos(ω 0τ + φ (t ) − φ (t − τ ) )
dt
2

(1-7)

E (t − τ )
1
d
φ (t ) = αG N ∆N − C ⋅ 0
sin[ω 0τ + φ (t ) − φ (t − τ )]
2
E0 (t )
dt

(1-8)

For any stationary solution to Equations (1-4) and (1-2), when dE 0 / dt = 0
and dφ (t ) / dt = 0 , the E 0 (t ), φ (t ), N (t ) can be expressed as (Tromborg 1984 ):

E 0 (t ) = E 0 , φ (t ) = ∆ ω t , N (t ) = N 0

(1-9)

By inserting Equation (1-6) to Equations (1-2) and (1-4), the following equations for
the phase condition can be obtained for stationary solution (Tromborg 1984):
G N ∆N 0 = −2 ⋅ C ⋅ cos(ωτ )

(1-10)

ω − ω 0 = −C ⋅ (acos(ωτ ) + sin (ωτ ))

(1-11)

where ω = ω 0 + ∆ω.
The phase condition in Equation (1-8) may have multiple solutions corresponding to
multiple external cavity modes. However, in any case, the laser would only oscillate
in one mode which is called dominant mode. The threshold gain is given by
(Tromborg 1984):
G ( N 0 ) = 1 / τ p − 2 ⋅ C ⋅ cos(ωτ )

(1-12)

The dominant mode is written by (Tromborg 1984):
∆G = G N ⋅ ∆N 0 = −2 ⋅ C ⋅ cos ωτ

(1-13)

In this thesis, in order to clearly describe the relationship between the phases, we use
the following equations:

φ F (τ ) = φ0 (τ ) − C ⋅ sin(φ F (τ ) + atan(α ))

(1-14)

P (τ ) = P0 (1 + m ⋅ G (τ ) )

(1-15)

G (τ ) = cos( φ F (τ ))

(1-16)
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where P(τ ) = 1 / τ p , P0 = G ( N 0 ), G (τ ) = ∆G /(2 ⋅ α ), φ F (τ ) = ωτ , φ 0 (τ ) = ω 0τ .
Commonly, the data can be obtained from experiments as P (τ ) .

1.1.3 OFSMI system setup and data-acquisition
The OFSMI experimental setup is shown in Figure 1-2. The SL is biased with a dc
current and a lens is used to focus the light on a metal plate which is considered as an
external target. This external target is made to vibrate harmonically by placing it
closed to a loudspeaker driven by a sinusoidal signal. Then, the SMI signal is detected
by the monitor photodiode and it is amplified by a trans-impedance amplifier. Finally,
the amplified signal is obtained by personal computer by an A/D card at the sampling
frequency of 20 kHz.

L oud speaker
D riv e r

T e m p e ra tu re
C o n tro lle r
SL

PD

Lens

T ra n s-Z
A m p lifie r

M e ta l P la te

LD
C o n tro lle r

PC

Figure 1-2: The OFSMI experimental set-up

1.1.4 Aims of the thesis work
The object of this thesis is to propose new approaches to determine the values of C,
LEF and vibration parameters from the data of SMI signal and recover the movement
track of an external object.
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1.2 Literature Review
OFSMI systems are applied into sensing tools by detection of SMI signal widely. The
major applications of OFSMI systems include displacement, velocity, vibration,
distance, angle measurement, and LEF, C determination (Bosch 2001). In this section,
we have a literature review, focusing on displacement measurement, and LEF, C
determination. To displacement measurement, it is well known that a moving external
target generates a periodic saw-tooth as the fluctuation of optical power, one peak
point of this fluctuation corresponds to a half-wavelength displacement. To LEF
determination, most proposed methods are base on the linewidth broadening or
narrowing due to the fluctuation in the carrier density. In the following, firstly, the
history of OFSMI effect is presented; secondly, the existed methods for two common
applications (displacement measurement and LEF determination) of OFSMI systems
are introduced.

1.2.1 The history of OFSMI effect
The OFSMI effect is recognized that the original laser light is mixed with a part of the
reflected light beam back into the laser cavity and generates the disturbance in
amplitude and frequency of laser oscillating field. In recent decades, the research
makes great progress for the OFSMI effect both in theory and in application.
The history of the OFSMI effect goes back to 1960 when the laser was invented. First
of all, the power in a He-Ne laser beam was observed which could be influenced by
reflecting a small portion of beam back into the laser cavity from an external mirror,
in other words, the intensity modulation in the output laser beam is induced by
external feedback into the laser cavity (King, et al. 1963). Then, two seminal papers
were published which focused on the amplitude modulation (AM) and frequency
moderation (FM) of the disturbed laser, which is proportional to the in-phase and
in-quadrature components of the external cavity field (Spencer, et al.1972). The two
papers led to an improved understanding of the back-reflection phenomena and their
control in optical fiber communication when using narrow-line lasers. In the
following years, much work has been done in the further analysis of intensity
modulation and spectral effect in OFSMI system.
8

In one hand, the first laser Doppler velocimeter was presented, in which the laser
cavity was used as an optical mixer (Rudd 1968). It was stated that the fringe shift
caused by an external reflector corresponds to the optical displacement of λ/2, where λ
is the operating wavelength of the laser. Moreover, the intensity modulation was
noticed to be comparable to conventional interferometers.
Intensity modulation of OFSMI effect was modeled as variable losses in a laser cavity
for the first time (Gerardo, et al. 1963). It was used for refractive index monitoring
(Gerardo et al 1963), (Hooper et al. 1966), (Wheeler, et al. 1972). The OFSMI effect
has also been explained as backscatter modulation in a CO2 laser in the Doppler
velocimeter by Churnside (Churnside 1984). The main conclusion from these
investigations is that Doppler velocity measurements can be performed by allowing
diffusely backscattered light to modulate the source laser and monitoring the ac
component of laser power. To semiconductor lasers, intensity modulation was also
explained as the conventional interference between the original laser light and an
external light coupled back to the cavity. Nowadays, the most common way of
explaining the signal generation in self-mixing interferometry is three-mirror
Fabry-Perot cavity which is suggested (Groot, et al. 1988). Here intensity modulation
is explained by the change of the carrier density inside the laser cavity.
In the other hand, spectral effect in OFSMI effect has a twofold influence on the
operation of a laser diode. Firstly, the spectral line width may be narrowed extremely
in optical feedback. Even 1 Hz spectral line width has been reported with Rayleigh
backscattering reflection from the end of a long fiber (Mark, et al. 1985). In addition,
in weak feedback line width reduction and frequency tuning was done in 1984. In this
work, line narrowing for external optical feedback was investigated in a single-mode
injection laser, and the analysis includes the effect of carrier-induced index changes
(Agrawal, et al. 1984). Secondly, the original spectral line width of the laser may be
broadened. This is termed coherence collapse, where the feedback field changes from
coherent to incoherent (Miles, et al. 1980), (Lenstra, et al. 1985).
Recently, OFSMI systems have been introduced to everyday practical applications. It
is reported to use in optical touch sensitive interfaces (Hewett 2002), where two
self-mixing interferometers measure the movement of the fingertip. The movement of
9

the finger is used to control the optical scroll device. In addition, the same
phenomenon is modeled for use in compact disk readers for direct readout (Aikio, et
al. 2001).

1.2.2 Determination of displacement
In OFSMI systems, a periodic saw-tooth like optical power fluctuation is generated by
a moving target, the full swing of power corresponding to a half-wavelength
displacement ( λ / 2 ≈ 400nm ) along the laser beam axis (Tromborg, et al. 2001):

∆(ωτ ) = 2π ⇔ ∆D =

cπ

ω

=

λ sause
2

(1-17)

So, a well known conclusion regarding the OFSMI based measurement is that the
accuracy or resolution is limited by λ / 2 in the simple OFSMI setup with constant
driving current for the LD and without adding other extra optic components.
In 1987, using the feedback signal in Twyman-Green interferometers, the
displacement measured in a linear scale over a dynamic range of 8-9µm with a
precision of 10-60nm had been reported (Yoshino, et al. 1987). It is not based on
OFSMI system, but the method is illuminative. This paper describes the principle of
feedback interferometers utilizing frequency tuning, and shows how feedback system
to be applied to stabilization of 2-D interferometers and displacement measurement.
The authors used the linear relationship between the power of signal from the
interferometers and the displacement to get the value of displacement by stabilization
method. But the error level had not been reported.
In 1995, a laser feedback interferometer capable of measuring displacements of
arbitrary form using single interferometric channel was reported by S. Donati and his
partner (Donati, et al. 1995). 1.2meters of displacements on distance up to 2.5meters
is measured with a GaAlAs laser diode, simply by means of the back-reflection from
the surface. This operation is performed at moderate level of feedback, such that a
two-level hysteresis is found in the amplitude modulated signal. The Lang-Kobayashi
equations were used to get the displacement by calculating the phase with feedback.
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In the report, the accuracy of this interferometer is limited by the dependence on drive
current and temperature.
In 1997, using OFSMI as a non-contact displacement sensor was represented
(Servagent, et al. 1997). In this paper, this sensor was developed to measure
displacement up to 10cm per second and resonance frequencies with a resolution of
0.2Hz using the self-mixing interference. It has been used for defects detection and
the spectrum determination of a metallic plate. Using this sensor, an experimental
determination of the amplitude and of the phase-shift of the transfer function of a thin
clamped plate is presented in the case of coupled modes. So such sensor can be used
for detecting the surface by measuring the shift of the fundamental resonance
frequency between a calibrated target and a defective one. The accuracy can increase
to λ / 10 by using a function which expresses the linear relationship between the
displacement at a constant speed of the target (without changing the sense of the
motion) and the sawtoothlike optical power. So that it is the first time to obtain the
more exact value of displacement by utilization function.
In 1998, a method which can determine the displacement of real time vibration was
proposed (Iwamoto, et al. 1998). In this paper, a direction discrimination circuit is
used to measure displacement real-time successfully, but the accuracy is only λ / 2 .
Two years later, two authors of them proposed a new method based on a linear
relation between the vibration amplitude and the peak-to-peak amplitude of a signal
detected from a self-mixing laser diode (Yoshida, et al. 2000). For vibration
amplitudes less than the half-wavelength of the illuminating light, this proposed
method is suitable to determine vibration parameters for constructing compact and
inexpensive optical system. In this way, when the displacement varies between
0.08µm and 0.28µm , the error is less than λ / 2 .

In 2001, a new approach was proposed to obtain the phase of SMI signal by the FFT
initial phase detection method (Wang 2001). In this report, the relationship among the
initial distance, displacement and the modulation frequency has been presented. The
zero-order and first-order spectra components to inverse FFT was used to get satisfied
value of the fringe signal phase. Through Lang-Kobayashi equations and unwrapping
algorithm, the phase without feedback can be obtained not very difficult. The
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accuracy of the method had made significant progress compared with the previous
solutions which achieved λ / 50. In 2005, the same author and his partner improved
the experimental setup by adding an electro-optic modulator in the external cavity
(Guo, et al. 2005). This modulator can provide pure phase modulation with extremely
low amplitude modulation. By this way, the same FFT, and unwrapping algorithm
limited the error to 10nm. It is the most precise value for displacement until now.
In 2003, a displacement-measuring Instrument has been developed based on the
bright-speckle tracking and a very careful alignment process (Norgia, Donani 2003).
In this paper, the developments of a non-cooperative target on a substantial distance
have been presented. This approach is without any optical adjustment but the initial
pointing on the target. As a result, several types of surfaces have been compared
quantitatively.
As comparison of the above methods, direction discrimination circuit can perform the
displacement determination in real time; speckle tracking method can test the target in
different surface; FFT method in displacement measurement proposed by M. Wang is
the most accurate with the error below λ / 50, although the experimental setup is
complex.

1.2.3 Determination of linewidth enhancement factor
In this part, we should define linewidth enhancement factor (LEF), and introduce its
determination method in the next.
LEF is a special character and key parameter for semiconductor lasers (SL). It is well
known that any change in imaginary part of the susceptibility (gain or loss) will be
accompanied by a corresponding change in its real part (refractive index) via the
Kramers-Kronig relations (Osinski, Buus 1987). Under normal operating conditions,
the variations in the carrier density will be relatively small, and the corresponding
changes in the refractive index and gain can be assumed to be linear. LEF can be
derived from the coupling between the real and imaginary parts of the
carrier-dependent susceptibility and be described simply by the ratio of their
derivatives with respect to the carrier density.
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LEF can be described the coupling between the carrier-induced variation of real and
imaginary parts of susceptibility (Vahala, et al. 1983).

α =−

d {Re [x (n )]} dn
d {Im [x ( n ) ]} dn

(1-18)

where n is the electron concentration; x(n ) is susceptibility.
This is equal to another expression (4-6) (Lang 1979) (Vahala, Yariv 1983).

α = −2k ⋅

dµ / dn
dg / dn

(1-19)

where k is the free-space wave vector, µ is the refractive index, and g is the electronic
gain per length.
To research the SLs further, measurement for LEF became a hot problem in the
optical field. It characterizes the linewidth broadening and chirp due to fluctuation in
the carrier density.
In 1981, Stubkjaer obtained LEF by simultaneous measurement of the gain and
wavelength variation with current (Stubkjaer, et al. 1981). In 1984, Koch and Bowers
used peak-to-peak optical frequency, power excursion, modulation frequency, and the
dc optical power to derive a useful formula valid for small-signal modulation and
involving LEF (Koch, Bowers 1984).
In 1985, an estimation of LEF has been proposed for AlGaAs Laser by correlation
measurement between FM and AM noise (Kikuchi, Okoshi 1985). In this method, the
spectrum of FM noise, AM noise and the cross spectrum between them are measured
in a frequency range where the spontaneous emission noise is dominant, and LEF can
be calculated from the measured correlation, which is estimated to be 2.2-2.8.
By 1988, a modified direct frequency-modulation method has been provided to
determine the LEF for DFB laser (Kikuchi, Iwasawa 1988). The analysis of the
frequency modulation of SLs had been done based upon the rate equations. This
attempt predicts that the phase difference between the frequency modulation (FM) and
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the amplitude modulation (AM) is 90 o. Two different response had been revealed for
FM including in-phase and out-phase response between FM and AM. That radio of
FM index β to the AM index m/2 (m: IM index) is equal to the LEF, and LEF is
independent of the modulation frequency. More detailed experimental results of the
FM characteristic had been reported as: 1) LEF is strong depending on the modulation
frequency in the condition of the phase difference between FM and AM approaching
0 o or180 o. 2) in both cases, 2β/m approaches a constant, which is equal to LEF, when

the FM is increased beyond the relaxation resonance frequency. In this way, the value
of LEF was around 7.
In 1991, a dynamic self-heterodyne method was proposed to evaluate LEF by
semiconductor optical amplifiers (SOA) (Storkfelt, et al. 1991). A more detailed
recombination model (a traveling-wave model) was used to calculate the AM and FM
based on a small-signal modulation. The main advantage of this method is that the
measurement is dynamic and simple. Furthermore, the application of traveling-wave
amplifiers allows measurement of the two parameters under high carrier injection
contrary to measurements on semiconductor lasers for which the carrier density is
clamped at low level. In this paper, LEF was measured to be between 4 and 17 which
fitted with a simple empirical expression.
In 1996, Li provided RF-Modulation to measure LEF (Li 1996). In this paper,
RF-modulation technique of pump current had been introduced to obtain LEF and the
nonlinear gain of a vertical-cavity surface-emitting laser (VCSEL) by measured
normalized phase-modulation index versus modulation frequency. The nonlinear gain
had been reported in LEF measurement in first time. It is clearly explained that
nonlinear gain in VCSEL is as important as in edge-emitting lasers, despite the fact
that the output power is normally quite low. Based on the phenomenon of the LEF
being strong function of modulation frequency, the LEF and nonlinear gain obtained
from the measurement of 2β/m versus FM. In this method, the value of LEF is

2.7 ± 0.5.
In 1999 (Newell, et al. 1999), amplified spontaneous emission (ASE) measurements
are investigated below threshold in InAs quantum-dot lasers emitting at 1.22 µm.
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In 2001, injection-locking technique was proposed (Liu, et al. 2001). This method for
measuring LEF is based on the relation between the upper and lower bounds of the
locked and unlocked regimes when the detuning of the pump and slaver laser is
plotted as a function of the injection power. In this method, the injection levels should
be low to satisfy the assumption for the LEF calculation, although, it is difficult to
injection-lock the laser and to observe the power variation at low injection levels
accurately. This way does not need fitting parameters, and the results consist with the
other independent measurement based on ASE spectroscopy.
In 2004, the approaches based on the other domain knowledge, such as
soft-computing, digital signal processing, were proposed to achieve more accurate
value of LEF. Firstly, a new method based on OFSMI system was presented which
does not require radio frequency and optical spectrum measurement. It utilized the
Lang-Kobayashi equations to construct the relationship between zero-cross points and
range points of infinite slope in the function of optical power (Yu, et al. 2004). This
relationship included the information of LEF and LEF was evaluated with the error
less than 8.5%; Secondly, optimization algorithm (gradient algorithm) was applied to
get LEF and feedback strength simultaneously, the error is limited into 6.5% (Xi, et
al. 2005); Thirdly, Celebi presented neural estimator in LEF determination. It is the
first time to evaluate the LEF by artificial intelligence (AI) (Celebi, Danisman 2005).
Looking back to the history of study to LEF, from the simulation to the practical
measurement, researchers investigated much phenomenon relative to LEF and
obtained approximately value of LEF. Only in recent years, OFSMI system has been
used to determine exact LEF.

1.2.4 Outstanding issue
OFSMI systems have been an efficient measurement instrument that is used in daily
life successfully. The first investigation of optical feedback phenomenon (King, et al.
1963) is the starting of OFSMI research. In the next 10 years, much work had been
done in exploring the physical character of optical feedback effort until the
mathematical model for OFSMI system is proposed (Lang, Kobayashi 1980). Since
the significant contribution of this model setup, further study in OFSMI application
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made great progress and it is applied into displacement, vibration, angle, distance for
external target, and LEF, C determination. The theory of measurement in OFSMI
systems is satisfied many kind of surface of external target. Moreover, it provides a
chance to get LEF, C information from SMI signal. To sum up, the most precision for
displacement measurement was reported (Wang 2001) which could limit the error
into λ / 50 using FFT technology, while that for LEF has achieved 94% was presented
(Xi, et al. 2005) using gradient algorithm.
However, the following issues are still required to be solved promptly:
¾ Resolution of displacement is limited to λ / 50 ;
¾ Limitation of the gradient-based algorithm is local minimum problem;
¾ Phase unwrapping and date preparation technology have not been explored;
¾ LEF, C, and vibration parameters determination have never been estimated
synchronously.
Therefore, this thesis focuses on the above issues and provides efficient solution for
them. The most significant contribution is that OFSMI systems provide a platform to
obtain the exact value of these primary parameters synchronously using
Lang-Kobayashi equations.

1.3 Contribution
In this thesis, the roles of the relationship among these primary parameters, including
the phase with feedback, the phase without feedback, the SMI signal from the
photo-diode, LEF and C, are found by study of the existing mathematical model of
OFSMI systems. The target of this thesis is that gaining displacement, LEF, C
information from SMI signal using Lang-Kobayashi equations. Therefore, the
important research works have to be done to convert determination of displacement,
LEF, C into the multi-variable optimization problem.
The contribution of this thesis can be summarized as following:
¾

Gradient algorithm is used to determine vibration amplitude for an external
target in the first time, and the error of displacement is limited into λ / 70. The
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accuracy has exceeded that reported in any other displacement method in
OFSMI systems;
¾

Genetic algorithm is proposed in optimization using Lang-Kobayashi equations.
It is applied to displacement, C and LEF determination successfully. This
evaluation method exhibits significant performance in global optimization. In
weak feedback, the relative errors of LEF and C are less than 5%, and the
accuracy of displacement can achieve λ / 200;

¾

The movement track of the external object can be recovered easily by
unwrapping algorithm and evaluated C and LEF by genetic algorithm.

1.4 Methodology
From the acquirement of original SMI signal to displacement, LEF and C
determination, a new approach based on data-fitting technology has been proposed to
solve the parameters determination for OFSMI system. In this part, this method is
stated and divided into four main steps as Figure 1-2. It includes effective
optimization algorithm and phase unwrapping method with a series of data preparing
process.

Figure 1-3: The scheme for recover an external object’s trace.

1.4.1 Displacement measurement
In the condition of weak feedback, the influence of LEF, C, and the displacement of
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an external object to SMI signals has been analyzed in Sections 2.3.1 and 2.3.2. An
important conclusion is stated in Section 2.3.2 that LEF and C have slight action to
the SMI signal and it can be ignored. So, random-starting gradient-based method (in
Section 2.3.3) and genetic algorithms (in Section 3.2.1) can be used to optimize the
displacement parameters directly.
According to the analysis above, the optimization method is the primary part in this
thesis. It is based on the Lang-Kobayashi model that provides a solution to estimate
parameters for OFSMI systems. Firstly, using this model, the SMI signal can be
generated successfully by Matlab; secondly, a cost function based on the
Lang-Kobayashi equations can be defined as criterion for optimization; thirdly,
suitable algorithms can be chosen to estimation the unknown parameters by
minimizing the cost function.
Therefore, gradient algorithm and genetic algorithms are selected to optimize the
displacement of an external object in OFSMI systems. However, the former one is a
local optimization method which has to be combined with enough domain knowledge
due to investigation of the surface of the cost function. The latter one is a global
optimization method which needs not much domain knowledge but it is difficult to
real-time process.

1.4.2 Determination of LEF and C
The determination of LEF and C can be achieved at the same time when vibration
parameters are estimated by genetic algorithms in weak feedback (in Section 3.2.2).
Moreover, in this method, the higher precision in the displacement parameters can be
obtained, because the effect of LEF and C to SMI signal has been taken to our
consideration.
The procedure of simulation in evaluating LEF, C and the displacement of an external
object can be shown in following figure:
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Figure 1-4: The procedure to optimize parameters in weak feedback

1.4.3 Measurement of Movement Track
According to Equation (1-14), if we want to recover the movement track of an
external object, the values of LEF, C and φ F (τ ) should be given. In the previous
section, LEF and C determination has been discussed. And in order to obtain φ F (τ ) ,
the phase unwrapping algorithm has to be introduced to get the phase information of
SMI signal (Chapter 4). In addition, data preparation method needs to be proposed to
provide the satisfied SMI signal for phase unwrapping process (in Chapter 5).

1.5 Conclusion
In this chapter, we firstly introduced the principle and mathematical model of OFSMI
systems, and its applications. Secondly, we briefly reviewed classical literatures in
this area. Based on previous research work performed by researchers, outstanding
issues are addressed. In the end, our proposed solution to some of outstanding issues
is also introduced, including data preparation method, phase unwrapping algorithm,
displacement measurement, and LEF and C determination. Compared to other
methods, the proposed approach to determining displacement and LEF, C can be
implemented easily, and provide higher performance in parameter evaluation.
In this thesis, the following content is organized as: Chapter 2 proposes
gradient-based algorithm to determine displacement; Chapter 3 presents the 4
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parameters optimization using GA; Chapter 4 and Chapter 5 introduce the phase
unwrapping algorithm and data preparation method respectively. Chapter 6 gives the
conclusion of the whole works and provides future work.
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Chapter 2

Chapter 2

Displacement Measurement using an OFSMI with
Weak Optical Feedback by Gradient Algorithms
2.1 Introduction
A well known conclusion regarding the OFSMI based measurement is that the
accuracy or resolution is limited by λ / 2 in the simple OFSMI setup with constant
driving current for the LD and without adding other extra optical components. In
order to achieve higher accuracy beyond this limitation, some proposed methods for
analysis of SMI signal have been used, such as calculating the phase radio based on
pseudo-heterodyne method (Kato, et al. 1995), double external cavity method
combined with FFT technique (Wang, 2001) and phase-locked technique (Suzuki, et
al. 1999).
Recently, a data-fitting technique has been proposed for the measurement of LEF and
C of semiconductor lasers (Xi, et al. 2005), using OFSMI systems, which shows a
significant improvement in terms of accuracy and resolution as compared to other
conventional techniques. In this section, we try to use a similar data-fitting approach
to measure vibration parameters, the amplitude in particular.

2.2 Mathematical Model of OFSMI System
There are two alternative and equivalent methods for the analysis of self-mixing
optical feedback interferometric effects which are noted in section 1.1.2. Both
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approaches yield the same description about the behavior of a single-mode
semiconductor laser (SL) with optical feedback, given by the following equations:

φ F (τ ) = φ0 (τ ) − C ⋅ sin[φ F (τ ) + atan(α )]

(2-1)

P (φ F (τ ) ) = P0 [1 + m ⋅ G (φ F (τ ) )]

(2-2)

G (φ F (τ ) ) = cos (φ F (τ ) )

(2-3)

where, α is the linewidth enhancement factor, φ 0 (τ ) = ω 0τ ， φ F (τ ) = ω F (τ )τ . ω0 and

ω F (τ ) are the angular frequencies of the SL without and with feedback respectively;

τ = 2 L / c , L is the length of the external cavity while c is the speed of light; C is the
feedback level factor.
The power emitted by the SL is given by Equation (2-2), where P(φ F (τ ) ) and P0 are
the power emitted by the SL with and without the feedback from the external cavity
respectively. It is seen that with the external cavity, the emitted power deviated from
P0 by a factor of m ⋅ G (φ F (τ ) ) where m is called amplitude modulation factor for the
laser intensity (typical m ≈ 10-3), G (φ F (τ ) ) is regarded as the interferometric
function which gives the effect of the external cavity length to the emitted power and
can be determined by the phase function φ F (τ ) .
With a self-mixing experimental system set-up, the emitted power P(φ F (τ ) ) can be
observed with respect to different values of τ . When the length of external cavity
varies, a trace of P(φ F (τ ) ) with respect to τ can be obtained which is referred to as
self-mixing signal.
Equations (2-1), (2-2), (2-3) play significant roles in the determination of parameters.
It is desired that when P (φ (τ )) is given, we are able to find the value of the
parameters. In order to find the solution of these equations and to determine the
parameters in OFSMI systems, further study in the relationship between φ F and φ 0
needs to be revealed.
Firstly, the relationship of single-value φ F corresponding to φ 0 should be explained.
Using a simple expression, Equation (2-1) can be rewritten in the following
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formulation:

y = x − C ⋅ sin( y + a tan(α ))

(2-4)

where y = φ F (τ ) and x = φ 0 (τ ) . Logically, y should vary with x. However, the
mapping from x to y is not clear and may not be unique. Let’s look at the first gradient
of x with respect to y as follows:
dx
= 1 + C ⋅ cos( y + a tan(α ))
dy

(2-5)

The value of this first order gradient is analyzed: when 0 < C < 1, this gradient is
always positive, which implies that there is one-to-one mapping from y to x and hence
from x to y as well. In other words, the value of the phase with feedback is unique to
some SMI signals. The relationship can be show in Figure 2-1:
c=0.5,a=1
20

y

15

10

5

0
-5

0

5

10

15

20

x

Figure 2-1: The relationship of

φ F and φ0 in weak-feedback level

Secondly, how to obtain φ F when φ0 is given using Equation (2-1) should be
presented. It is well known that there is no a direct analytical solution for φ F , although
given φ 0 , C and LEF, φ F can be obtained by solving Equation (2-1). One simple
solution to φ F is proposed by (Xi, et al. 2005) using the iterative operation as
follows:
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f j = φ 0 − C ⋅ sin ( f j −1 + atan (α ) )

(2-6)

An initial estimate for φ 0 must be chosen in order to start the iterative process. As

φ F varies around φ 0 , a straight-forward selection is that f 0 = φ 0 = ω oτ . Starting
from the initial value, Equation (2-6) is used iteratively to update f j until a steady
state is reached which can be tested by

1 N
⋅ ∑ f j (n) − f j −1 (n) ≤ σ (where N is the
N n =1

length of array f, σ > 0 is a small positive number). Therefore, φ F can be
computed by Equation (2-7):

φF = f∞

(2-7)

Where f ∞ is the steady-state value. It can be verified that the iterative operation in
Equation (2-6) will always yield a steady-state value which must be the solution of
Equation (2-1).

2.3 Parameter Estimation Based on Data to Model Fitting
Consider the case that the external target is subject to a harmonic vibration which is
described as follows:

L ( t ) = L 0 + ∆ L ⋅ sin( 2π ft + θ 0 )

(2-8)

φ0 ( L(t )) = A0 + A1 ⋅ sin(2πft + θ 0 )

(2-9)

Here, φ0 ( L) is given by:

where A0 =

4πL0

4π∆L , which is derived from τ = 2 L / c (L is the
λ0
λ0 and A1 =

length of the external cavity while c the speed of light).
The self-mixing signal P (L ) is acquired by an A/D card with the sampling
frequency fs. Thus, we get the following discrete model:
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Note that f

fs

φ0 (n) = A0 + A1 ⋅ sin⎛⎜ 2π ( f f ) + θ 0 ⎞⎟
s
⎝
⎠

(2-10)

φ F (n) = φ0 (n) − C ⋅ sin(φ F (n) + a tan(n))

(2-11)

G (n ) = cos (φ F ( n ) )

(2-12)

can be determined by auto-correlation function of G (n) which will be

discussed in section 5.2.1, and for the sake of simplicity we have used

φF (n) = φF (L(n)) and G ( n ) = G ( L ( n )) , where n is the discrete time index. The task of
displacement measurement is to determine the values of the initial distance A0 the
amplitude A1.
Now we consider the issue of determining A0 and A1. From Equations (2-13), (2-14)
and (2-15), we see that due to the cosine function in Equation (2-3), we are only able
to recover up to a range of (0,2π ) for A0 as any value of 2 m π + A0 will yield the
same G(n). Hence we assume that A 0 ⊂ ( 0 , 2π ) . A1 is the vibration amplitude,
which can be separated into two parts A2 + A3 , where A2 is an integral multiple
of mπ , that can be determined from the G(n) directly by fringe counting. Hence we
simply need to estimate A 0 ⊂ ( 0 , 2π ) , A3 ⊂ ( −π , π ) in order to achieve higher
accuracy over the conventional techniques.

2.3.1 Cost function for OFSMI system in weak feedback condition
In order to determine A0 and A3, we employ data-to-theoretical model fitting
techniques. The idea is that for given observed SMI data segment, we find out the
parameter values with which the theoretical model yields a SMI signal waveform that
is closest to the observed SMI data. For this purpose, we define the following cost
function:
N

{

}

F ( Aˆ 0 , Aˆ 3 , Cˆ , kˆ) = ∑ G(n) − Gˆ ( Aˆ 0 , Aˆ 3 , A2 , f , αˆ , Cˆ )
n =1

2

(2-13)
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where

N

is

the

length

of

G(n)

used

for

estimating

the

parameters.

Gˆ ( Aˆ0 , Aˆ3 , A2 , f , αˆ , Cˆ ) is the value based on computation using Equations (2-10),
(2-11), and (2-12) incorporating the estimated values of Â0 , Â3 , Cˆ and α̂ . The above
cost function is the summation of square errors between the observed data samples
and the calculated ones using the model. Â0 , Â3 , Cˆ and α̂ are considered optimal if
the cost function is minimized.

2.3.2 Analysis of cost function
2.3.2.1 Approach
Minimization of the cost function with respect to four parameters ( Â0 , Â3 , Cˆ and α̂ )
is a challenging task. Using gradient-based algorithms, good performance can be
achieved if the cost function exhibits a monomodal with a single global minimum,
while it is difficult to reach the global minimum if there are local minimums.
Therefore, the surface shape of the cost function must be studied before using it. In
order to investigate relationships among the four parameters, it would be convenient if
it could be shown on one diagram. However, it is impossible to see a diagram in
4-dimensional space. A simplified 2-D diagram is designed to show the relationship
of a pair of variables by assigning constant values to the other of two variables.
For this reason, computer simulations are performed to evaluate the surface shape of
the cost function with the influence of Â0 , Â3 , Ĉ and α̂ by three steps:
1) A set of SMI signal is generated using the model in Equations (2-10), (2-11) and
(2-12) for a given set of true parameter values of A0 , A3 , C , α ;
2) We fix two parameters Ĉ , α̂ (or Aˆ 0 , Aˆ 3 ) and calculate the cost function by varying
the other two values of the estimated parameters Aˆ 0 , Aˆ 3 (or Ĉ , α̂ );
3) Based on the two steps above, the surface shape of the cost function with respect to
two parameters can be obtained.
According to the analysis of the surface shape of the cost function, the rules between
26

the parameters and the cost function can be released to help Aˆ 0 , Aˆ 3 , Cˆ , α̂
determination using gradient-based algorithm.

2.3.2.2 Cost function with respect to Aˆ 0 , Aˆ 3
1) Influence of Ĉ , α̂
In the first instance, we study the influence of Ĉ , α̂ on the cost function. Let us start
from

an

example

where

the

true

parameter

C = 0.5, α = 6, A0 = 3π / 2, A2 = 5π , A3 = 20π / 30 respectively.

The

values
SMI

are
signal

waveform is shown in Figure 2-2.

Figure 2-2: An example for SMI signal

There are two situations that need to be investigated.
Firstly, we consider that Ĉ and α̂ take the true values ( C = 0.5, α = 6 ), the surface
shape of the cost function with respect to variance of Aˆ 0 and Aˆ 3 is shown in Figure
2-3. It is noted there that Aˆ 0 ⊂ (0,2π ) and Aˆ 3 ⊂ (−π , π ) with 40 and 30 increments
respectively. It’s seen that there is only one global minimum in the surface shape of
the cost function which is located the true value of A0 and A3 .
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Figure 2-3: The shape of the cost function for the true C and α

Secondly, we assume that Ĉ and α̂ take the values of 0.2 and 4 respectively which
are not the true values, the surface shape of the cost function is shown in Figure 2-4.
The case where C and α are not the true values is also shown and we can find that the
cost function still has a global minimum at the location where Aˆ 0 , Aˆ 3 take the true
value.

Figure 2-4: The shape of the cost function for C and α with deviation

The above example shows that the cost function has a global minimum
when Aˆ 0 = A0 , Aˆ 3 = A3 , regardless of the values of Ĉ , α̂ . This is a very important
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property as Aˆ 0 , Aˆ 3 can be determined by minimizing the cost function when Ĉ , α̂
are not available. However, this example only covers a special case. In order to show
that the statement is valid for all possible true parameter values, we studied the cases
when the parameters take different values. Table (2-1) shows the results of global
minimum in 12 cases. In Table (2-1), α, C, A0 and A3 are the true value which is used
to generate the SMI signal. ( Aˆ 0 , Aˆ 3 ) is the lowest point in the shape surface of the cost
function while Aˆ 0 ⊂ (0,2π )

and

Aˆ 3 ⊂ (−π , π )

with 40 and 30 increments

respectively in the condition of random Cˆ , αˆ . Error0 and Error3 are the deviation
between A0, A3 and Â0 , Â3 respectively.
Table (2-1): The global minimum calculated by granular computing
α

C

A0

A3

Â0

Â3

Error0

Error3

1

0.3

15π/30(1.5708)

-π/2(1.5708)

15π/30

-π/2

0

0

1

0.7

15π/30(1.5708)

-π/2(1.5708)

15π/30

-π/2

0

0

5

0.3

15π/30(1.5708)

-π/2(1.5708)

14π/30

-π/2

π/30

0

5

0.7

15π/30(1.5708)

-π/2(1.5708)

15π/30

-21π/40

0

π/40

1

0.3

45π/30(4.7124)

0

45π/30

π/40

0

π/40

1

0.7

45π/30(4.7124)

0

45π/30

0

0

0

5

0.3

45π/30(4.7124)

0

45π/30

0

0

0

5

0.7

45π/30(4.7124)

0

45π/30

0

0

0

1

0.3

π (3.1416)

π/2(1.5708)

π

19π/40

0

π/40

1

0.7

π (3.1416)

π/2(1.5708)

31π/30

π/2

π/30

0

5

0.3

π (3.1416)

π/2(1.5708)

π

π/2

0

0

5

0.7

π (3.1416)

π/2(1.5708)

π

π/2

0

0

According to Table (2-1), it is seen that the influence of Ĉ , α̂ to cost function is so
slight that it can be ignored when we determine Aˆ 0 , Aˆ 3 . These results are very useful
as they imply that even when accurate C and α are not available, optimization of the
cost function with respect to Aˆ 0 and Aˆ 3 will still yield a good estimation of the
vibration amplitude and the static external cavity length.
2) Local Minimum Problem
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The above analysis shows that cost function has a global minimum at the location of
the true values of A0 , A3 . For achievement in parameter estimation, we also need to
look at the shape of cost function in order to choose a suitable optimization algorithm.
Because of the little effort to the cost function from Ĉ , α̂ , the local minimum problem
of the cost function respect to Aˆ 0 and Aˆ 3 should be discussed before using the cost
function to determine the displacement. In the following, ignoring the efforts from
Ĉ , α̂ (using the given true parameter values to generate a SMI signal, Ĉ , α̂ are

selected randomly before calculating the cost function by varying the values of

Aˆ 0 and Aˆ 3 ), five cases of shape surface analysis using different A0 and A3 to generate
SMI signal are presented in following.
Case 1:
The true parameter values are A0 = 20π / 30, A3 = π / 2,α = 6, C = 0.5 which are
selected to generate SMI signal. Choosing Ĉ , α̂ randomly ( Cˆ = 0.7131, αˆ = 3.3455 ),
the surface shape of the cost function with respect to Aˆ 0 and Aˆ 3 is shown in Figure
2-5. Additionally, the contour map for this surface shape is shown in Figure 2-6,
where the black point is the global minimums which need to be obtained. It is seen
that in addition to the global minimum, the cost function also has a few local
minimum. Only when π / 2 < Aˆ 0 < 3π / 2 and − π / 2 < Aˆ 3 < π / 2 are chosen to start
searching using gradient algorithm, Â0 , Â3 can be evaluated.
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Figure 2-5: The surface shape for A0=20π/30, A3=π/2.

Figure 2-6: The contour map for A0=20π/30, A3=π/2.

Case 2:
The true parameter values are A0 = 20π / 300, A3 = −4π / 5, α = 3, C = 0.8. We also fix
Ĉ , α̂ on the random value. The surface shape of the cost function is shown in Figure

2-7 and the contour map for this surface shape is shown in Figure 2-8. It is seen that if
we want to achieve good estimation of Aˆ 0 , Aˆ 3

(where 0 < A0 < π / 2

and

− π ≤ A3 ≤ −π / 2 ), then the initial value must be chosen in the range of

0 < Aˆ 0 = π / 2 , − π < Aˆ 3 < −π / 2 . Otherwise, they would fall to local minimum.
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Figure 2-7: The surface shape for A0=20π/300, A3=-4π/5.

Figure 2-8: The contour map for A0=20π/300, A3=-4π/5.

Case 3:
Similarly, the true parameter values are A0 = 580π / 300, A3 = 4π / 5, α = 4, C = 0.6 .
The surface shape of the cost function is shown in Figure 2-9 and the contour map for
this surface shape is shown in Figure 2-10. It is seen that Â0 , Â3 can avoid falling to
local minimum, if Aˆ 0 , Aˆ 3 ( where 3π / 2 < Aˆ 0 = 2π and π / 2 < Aˆ 3 < π ), are chosen
to start searching using gradient algorithm.
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Figure 2-9: The surface shape for A0=580π/300, A3=4π/5.

Figure 2-10: The contour map for A0=580π/300, A3=4π/5.

Case 4:
The true parameter values are A0 = 20π / 300, A3 = 4π / 5, α = 5, C = 0.9 . The surface
shape and the contour map are shown in Figures 2-11 and 2-12. It is seen that Â0 ,

Â3 can be evaluated, where 0 < A0 < π / 2 and π / 2 ≤ A3 ≤ π , only if the starting point
for gradient algorithms is located in 0 < Aˆ 0 < π / 2 , π / 2 < Aˆ 3 < π .
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Figure 2-11: The surface shape for A0=20π/300, A3=4π/5.

Figure 2-12: The contour map for A0=20π/300, A3=4π/5.

Case 5:
The true parameter values are A0 = 580π / 300, A3 = −4π / 5, α = 2, C = 0.6. The
surface shape and the contour map are shown in Figure 2-13 and Figure 2-14. The
results can still fall to local minimum.
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Figure 2-13: The surface shape for A0=580π/300, A3=-4π/5.

Figure 2-14: The contour map for A0=580π/300, A3=-4π/5.

In summary, according to Figures 2-5 to 2-14, it is seen that the surface shape of the
cost function is multimode which exhibits multiple minimum when A0 and A3 take
the different true values. Therefore, it is difficult to evaluate Aˆ 0 and Aˆ 3 using
normal gradient-based algorithm. If the initial values are not carefully chosen, the
evaluation results will fall to local minimum.
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2.3.2.3 Cost function with respect to Ĉ ,α̂
Another issue that should be considered is the shape of the cost function with respect
to Ĉ , α̂ . The issue is particularly important if we want to obtain the movement trace of
the external target. In order to determine Ĉ , α̂ from a SMI signal based on
Lang-Kobayashi equations, we also hope that Ĉ , α̂ can be obtained although Aˆ 0 , Aˆ 3
are unknown. Therefore, here, the surface shape of cost function with respect to Ĉ , α̂
is studied in two situations where Aˆ 0 , Aˆ 3 are fixed on the true values or some values
with derivation. In the following simulation, αˆ ⊂ ( 0 , 9 ) and Cˆ ⊂ ( 0 ,1) with 30
and 40 increments respectively and A0 = 20π / 30, A3 = 10π / 40, α = 6, C = 0.5 as an
example are selected to generate a SMI signal.
Case 1:

Aˆ 0 and Aˆ 3 are fixed on the true values Aˆ 0 = 20π / 30, Aˆ 3 = 10π / 40 , the surface shape
of the cost function with respect to variance of Ĉ and α̂ is shown in Figure 2-15.
According to the shape of the cost function, it is seen that the surface is unimodal
which exhibits a single minimum at the locations of the true values of A0 and A3 .

Figure 2-15: The shape of the cost function for true C and α.
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Case 2:
In Figure 2-16, the shape of the cost function is given when Aˆ 0 and Aˆ 3 are fixed on
some values that deviate from their true value. It is seen that the surface does not
exhibits minimum at the location of the true values.

Figure 2-16: The shape of the cost function for C and α with deviation.

Therefore, we can say that it is not useful to optimize the cost function with respect
to Cˆ and α̂ before a good estimation of Aˆ 0 and Aˆ 3 are available.

2.3.3 Implementation of gradient-based algorithms
According to the analysis of the surface shape of the cost function, the next issue to be
considered is to estimate the Aˆ 0 , Aˆ 3 by minimizing the cost function when the true
values of Ĉ and α̂ are not available.
The proposed approach is based on data-fitting techniques. The values of A0 and A3
are evaluated by gradient-based algorithm so that the simulated SMI signal is the best
fit to the observed data sample. In order to achieve the best match, the cost function is
defined in Equation (2-15).
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N

{

}

F ( Aˆ 0 , Aˆ 3 ) = ∑ G(n) − Gˆ ( f , αˆ , Cˆ , A2 , Aˆ 0 , Aˆ 3 )
n =1

2

where f can be estimated by the cooperation function noted in Section 5.2.1,

(2-15)

Ĉ , α̂

are chosen randomly within the possible range, Gˆ ( f , αˆ , Cˆ , A2 , Aˆ 0 , Aˆ 3 ) is the value
based on computation using Equation (2-13), (2-15) incorporating the estimated
values of Aˆ 0 and Aˆ 3 . Aˆ 0 and Aˆ 3 are considered as optimal if the above cost function
is minimized.
A gradient-based algorithm is used for optimization of the cost function. The idea is to
update Aˆ 0 and Aˆ 3 toward the direction of the negative gradients.

Aˆ 0 j = Aˆ 0

j −1

− µ1

∂F
∂ Aˆ

Aˆ 0 = Aˆ 0

0

∂F
Aˆ 3 j = Aˆ 1 j −1 − µ 2
∂ Aˆ 3

(2-16)

j −1

(2-17)

Aˆ 3 = Aˆ 3 j − 1

where µ1 , µ 2 ( µ1 , µ 2 > 0) are the step size and the subscript j refers to the iteration
index for updating the parameters.
The gradient of F ( Aˆ 0 , Aˆ 3 ) with respect to parameters Aˆ 0 and Aˆ 3 can be derived as
follows (Zhang, 2005):

{

}

N
∂F
= 2∑ G ( n ) − Gˆ ( f , αˆ , Cˆ , A2 , Aˆ 0 , Aˆ 3 )
∂Aˆ 0
n =1
× sin(φˆ ( n )) /(1 + C ⋅ cos(φˆ ( n ) + a tan(α )))
F

{

(2-18)

F

}

N
∂F
= 2 ∑ G ( n ) − Gˆ ( f , αˆ , Cˆ , A2 , Aˆ 0 , Aˆ 3 )
∂Aˆ
n =1
3

(2-19)

× sin(φˆF ( n )) × sin( 2πnf / f s ) /(1 + C ⋅ cos(φˆF ( n ) + a tan(α )))
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As discussed above, existence of the local minima may affect the performance when
gradient-based algorithm is used. However, as there is only limited number of local
minima, we are able to propose a modified approach as follows.
Next, we use random-restart hill climbing to solve the limited local minima problem
(Wikipedia). This algorithm simply runs more than one loop over hill-climbing which
is based on gradient algorithm. Every loop chooses a random initial point ( x0 , y 0 ) to
start the gradient descent and the best results ( xmin , y min ) are maintained compared
with that in previous loop. In other words, if a new loop of gradient descent produces
a better result ( xmin , y min ) than the stored one, it replaces the stored results. This
method is a surprisingly effective algorithm in many other cases as this one. It turns
out that it is often better to spend CPU time exploring the space rather than carefully
optimizing from an initial condition.
The solution to Aˆ 0 and Aˆ 3 determination by gradient-based algorithm can be
summarized as Figure 2-17:
Step 1: choose some values for Ĉ , α̂ randomly (0 < C < 1 and 0 < α < 10) ;
Step 2: starting from the initial value Aˆ , Aˆ in random, update φ F iteratively
0

3

using Equation (2-11) until a steady state is reached which will be used
as φ F ;
Step 3: calculate the gradients using Equation (2-16), (2-17);
Step 4: update Aˆ 0 , Aˆ 3 using Equation (2-18), (2-19);
Step 5: go to step 2 or stop;
Step 6: the new results which lead less value of cost function should replace
previous one;
Step 7: repeat step 2 to step 6 for 8 times.

Figure 2-17: The procedure of gradient algorithm to displacement measurement
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2.4 Performance Evaluation
2.4.1 Computer simulation
In order to test the performance of gradient-based algorithm, more computer
simulations were done and the results are shown in following tables. C, α, A0 and A3
are the true values, Â0 and Â3 are the estimated values of displacement, λ is the
wavelength of laser light, Error0(λ) and Error3(λ) are the absolute error of Â0 and Â3 ,

which are calculated by

A0 − Aˆ 0 /( 4 ⋅ π ) and

A3 − Aˆ s /( 4 ⋅ π ) respectively, in

other words, Error0(λ) and Error3(λ) are the deviation from the true value of A0 and A3
counted by λ. The steps of simulations for each case can be presented here: 1) C, α, A0,
and A3 are selected to generate the SMI signal; 2) fixing Cˆ = 0.5, αˆ = 4 , Aˆ 0 , Aˆ 3 are
calculated by gradient-based algorithms.
Firstly, the results of displacement measurement using normal gradient-based
algorithms are shown in Table (2-2). In this table, C, α, A0 and A3 are located in
(π / 3 ≤ A0 ≤ 5π / 3) and (−π / 2 ≤ A3 ≤ π / 2). Aˆ 0 , Aˆ 3 have been computed by gradient
algorithm for 15 times and the average is taken as the final estimation. It is seen that
most

of

estimation

of

Aˆ 0 , Aˆ 3

can

be

obtained

correctly

when

(π / 3 ≤ A0 ≤ 3π / 2 ) and ( −π / 2 ≤ A3 ≤ π / 2 ) if Aˆ 0 = π , Aˆ 3 = 0 are selected as
the start-searching point for normal gradient algorithm. It is also found that normal
gradient algorithm would fall to local minimum if A3 ≥ 5π / 3 (5.2163).
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Table (2-2): A0, A3 evaluated by normal gradient algorithm
Error0(λ)

α

C

A0

A3

Â 0

Â3

Error3(λ)

5.2163

0.5

1.0472

-1.5708

1.0321

-1.6492

0.0012

0.0062

1.0323

0.5

2.0944

-0.7854

2.0842

-0.8449

8.1169e-004

0.0055

3.2334

0.5

3.1416

0

3.2111

0.0012

0.0055

9.5493e-005

2.8457

0.5

4.1888

0.7854

4.1633

0.7659

0.0020

0.0016

1.3843

0.5

5.2360

1.5708

1.8357

-2.1890

0.2706

0.2992

3.3058

0.5

5.2360

-1.5708

2.5856

1.5944

0.2109

0.2519

2.2355

0.5

4.1888

-0.7854

4.2135

-0.6922

0.0020

0.0024

7.9845

0.5

2.0944

0.7854

2.1270

0.8154

0.0026

0.0024

2.3768

0.5

1.0472

1.5708

1.0587

1.5127

-9.1514e-004

0.0046

Secondly, in the same way, taking Aˆ 0 = π , Aˆ 3 = 0 as the starting-search point for
gradient-based

algorithm,

the

simulations

have

been

done,

( A0 ≤ π / 3 or A0 ≥ 5π / 3) and ( A3 ≤ −π / 2 or A3 ≥ π / 2 ). Aˆ 0 , Aˆ 3

where

also

have

been computed by gradient algorithm for 15 times and the average is taken as the final
estimation. The results are shown in Table (2-3) which shows that the local minimum
leads a large error in Aˆ 0 , Aˆ 3 determination.
Table (2-3): A0, A3 in fringe by gradient algorithm
Error0(λ)

Error3(λ)

2.1107

Â3
1.6502

0.0013

0.0063

-4π/5(-2.5133)

3.2737

1.4001

0.2374

0.3114

58π/30(6.0737)

4π/5(2.5133)

2.9892

-1.2147

0.2455

0.2147

0.5

2π/30(0.2904)

4π/5(2.5133)

3.2702

-1.1372

0.2371

0.2905

0.5

58π/30(6.0737)

-4π/5(-2.5133)

3.3133

1.1466

0.2197

0.4637

α

C

A0

3

0.5

20π/30(2.0944)

π/2(1.5708)

3

0.5

2π/30(0.2904)

3

0.5

3
3

A3

Â 0

Thirdly, random-restarting gradient-based algorithm is applied to avoid falling to local
minimum. Aˆ 0 , Aˆ 3 are the best results leading the lest value of cost function of eight
loops, in each loop, Aˆ 0 , Aˆ 3 are computed by gradient algorithm for 3 times and the
average is taken as the final estimation. The results of evaluated Aˆ 0 , Aˆ 3 is shown in
Table (2-4), in the case 3, the evaluated results fell to local minimum. It is seen that
the estimation still has a chance to fall to local minimum, even though the
performance of gradient algorithm has been significantly improved.
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Table (2-4): A0, A3 evaluated by enhanced gradient algorithm
Â 0

Â 3

Error0(λ)

Error3(λ)

π/2(1.5708)

2.0216

1.7486

0.0058

0.0141

2π/30(0.2904)

-4π/5(-2.5133)

0.2951

-2.3379

3.7401e-004

0.0140

0.5

58π/30(6.0737)

4π/5(2.5133)

0.0233

2.6613

0.4814

0.0118

3

0.5

2π/30(0.2904)

4π/5(2.5133)

0.2811

2.4913

7.4007e-004

0.0018

3

0.5

58π/30(6.0737)

-4π/5(-2.5133)

6.1462

-2.6577

0.0058

0.0115

6

0.8

10π/30(1.0472)

π/4(0.7854)

0.9727

0.7247

0.0059

0.0048

6

0.8

10π/30(1.0472)

-π/4(-0.7854)

1.1182

0.7622

0.0057

0.0018

6

0.8

50π/30(5.2360)

3π/5(1.8850)

5.0276

1.8265

0.0166

0.0047

6

0.8

50π/30(5.2360)

-3π/5(-1.8850)

5.2058

-1.9460

0.0024

0.0049

6

0.8

45π/30(4.7124)

0

4.6813

0.1209

0.0025

0.0096

α

C

A0

3

0.5

20π/30(2.0944)

3

0.5

3

A3

2.4.2 Results with real data
Using the experimental setup noted in the section 1.1.3, we obtained a set of real data
which is displayed in Figure 2-18:

Figure 2-18: The experimental SMI signal in weak feedback
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By applying enhanced gradient-based algorithms, we obtained the displacement
according to waveform of the SMI signal. The estimated values of Aˆ 0 ( L0 / λ ) , Â2
and Â3

( Aˆ 2 + Aˆ 3 = ∆L / λ ) can be reached, which are 0.2167, 5π and 2.9125

respectively. Note that due to the limitation of our experimental facility we are not
able to verify the results with other means of measurement. However from the
simulations, we can say that the measurement error should not exceed λ / 70 .

2.5 Summary
In this chapter, we propose a cost function for estimation of the displacement, LEF,
and C. Based on the analysis of the cost function, it is seen that the displacement of an
external object can be estimated very well, even though the true value of LEF, and C
are unknown. Additionally, the surface shape of the cost function calculated by
varying the values of Aˆ 0 and Aˆ 3 is always multimodal which exhibits multiple local
minimum when A0 and A3 take the different true values.
In order to avoid local minimum problem, an enhanced gradient-based algorithm is
proposed, which fixes Ĉ and α̂ to determine displacement. By this algorithm, the
possibility of falling to local minimum point can be significantly reduced. The
simulation and experimental results show that the higher precise of estimation
displacement has been achieved and the error of displacement can be limited to λ / 70 .
However, there are two shortages for the enhanced gradient-based algorithm
proposed:
¾ There are still a few chances that the solution falls to local minimum;
¾

Ĉ and α̂ have to be fixed before estimation of displacement, therefore, this
algorithm is not a global optimization method for all the parameters in OFSMI
systems.

In order to jointly optimize all unknown parameters, in the next chapter, genetic
algorithm will be presented to obtain global optimal solution.
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Chapter 3 Chapter 3

Genetic Algorithm Applied In OFSMI Systems
3.1 Introduction
As discussed in section 2.3.2, when gradient algorithm is used, the domain knowledge
(e.g. the analysis of the surface of the cost function for OFSMI systems) plays an
important role in the displacement measurement. The limitation of gradient algorithm
is that the performance in optimizing multiple variables is not good because of the
local minima problem. To find a more effective optimization method and to solve the
displacement, LEF and C parallel optimization, a global optimization method, should
be introduced to reveal the multiple variables from SMI signals.
There are many other optimization techniques, such as annealing simulation and tabu
search. However, most of them still suffer from the local minimum problem. In this
chapter, we propose to use genetic algorithms (GA), which is a global optimization
algorithm and is able to locate the best solution by minimizing a cost function.
This chapter is organized as follows: firstly, we give a brief description on GA and its
application in optimization problem; secondly, we applied genetic algorithms to
variables estimation for OFSMI systems; thirdly, the results from computer simulation
and real data are given to test the performance of GA.
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3.2 Genetic Algorithm
3.2.1 Principle of genetic algorithm
In nature, biological evolution begins with an initial “population”, which is composed
of a large set of individuals (or chromosome). Then, the individual best fitted to the
environment in the current population has more chance to produce the next generation
by mating, crossover and mutation. This process is called “survival of the fittest”, as
proposed by Charles Darwin.
Genetic algorithm was presented by Professor Holland in 1975 as an efficient
approach to solve local minimum problem based on simulated evolution. It attempts
to mimic the process of biological evolution to develop a solution for an optimization
problem, using a fitness function to rank the fitness of the solution. This optimization
problem is like a biological evolution process in where a solution is an individual (or
chromosome) and the fitness function is the environment in biological evolution. The
search for an appropriate solution begins with the random generation of a reasonably
large set of candidate solutions called “population”. Then, the solutions in the current
population are evaluated for their “fitness” according to a given measure of fitness
function. After all of the solutions’ fitness is calculated, a new set of solutions are
produced by picking the solutions with highest fitness. Next, members of the new
solutions are paired (or “mated”) and parts of their solutions are swapped (“crossover”)
within each pair, followed by an occasional mutation to change the solution slightly.
Then, this pattern of evaluation (selection, reproduction, crossover, mutation) is
repeated until a sufficiently satisfactory solution appears to dominate the population.
That is how the solutions can converge to optimized variables using genetic
algorithms.
Let us use the following example to show the details of the GA in optimization
problem. Consider the case where a set of data is observed in a system, and the
observed data is determined by a set of parameters X by a known model f ( X ) . We
want to determine the parameters for the given observed data. The problem can be
solved by minimizing the following function with respect to the parameters X̂ :
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N

F (n, Xˆ ) = ∑ ( f (n, X ) − f (n, Xˆ )) 2

(3-1)

n =0

where X = [x1 , x 2 ,..., x s ] are the parameters, Equation (3-1) is called the fitness
function in GA, n is the length of the observed data, f ( n, X ) is the data observed,
and f ( n, Xˆ ) is the evaluated data based on a computation of function f incorporating
the values of X̂ , which form an estimated solution of genetic algorithms. These
parameters can be estimated using GA as follows:
1. Initialization
The GA starts from an initial state defined as a set of possible solutions, based on
which, the true solution can be determined by some generations of genetic operations.
This possible solution set is called population. Here we should set the population size
(how many solutions in the initial population) and the search space of each variable,
then choose the possible solution set as the initial state of the GA.
2. Encoding of the solutions
The second task that must be done is to convert the solutions of the problem into a
data format that can be manipulated with GA. As the data format in GA is usually
string, we must convert our parameters into strings as well. By encoding, a solution
X̂ is expressed as following data structure:
One Solution X̂
Traitx2

Traitx1
gene1

gene2

…

genem

gene1

gene2

0

2

…

7

5

4

… genem
6
…

Traitxs

…
…

gene1

gene2

…

0

8

… genem
… 1

Figure 3-1: The data structure for optimization using GA.

where one solution is represented by a concatenation of s traits, each trait expresses
one evaluated variable which is composed by m genes, and each gene is a decimal
digit.
However, the above data structure can only represent integers. In order to describe
float numbers for optimization problem, we should also do the following:
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¾ The first gene of each trait determines the sign of the trait: this gene is defined 0

when the evaluated variable described by this trait is negative, while it is 5 when
the evaluated variable is positive;
¾ An array named decimal which is shown in Figure 3-2 is used to determine the

magnitude of a trait. The number of each element in this array determines how
many digits occur before the decimal place in each trait.

Figure 3-2: An example of encoding process

3. Selection
The purpose of this step is to choose the “parental” members that are used to mate to
create the next generation solutions. This is achieved by checking every member in
the population against the fitness function defined in Equation (3-1), and the
following actions are carried out depending on the value of the fitness function:
¾ The first several members with the least fitness function will be directly chosen as

a member of parents, this method also called “elitism selection”;
¾ Other “parent” members are chosen in a role of “fitter, more chance” by “roulette

wheel selection”. Imagine a roulette wheel where in which all solutions in the
population are placed. If the optimization object to minimize the fitness function,
the size of the section in the roulette wheel is inverse proportional to fitness
function of every solution - the less the value, higher fitness and the larger the
section which is shown in Figure 3-3. This process of selection can be described
by the following steps (M. Obitko, 1998):
z Sum: calculate the sum of all solutions fitness in population - sum S.
z Select: generate random number (r) from the interval (0,S).
z Loop: go through the population and sum the fitness from 0 - sum s. When

the sum s is greater then r, stop and return the chromosome to where you are.
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To explain the above steps, we use Figure 3-3 as an example. In Figure 3-3, ten
individuals with their fitness are shown. A pointer is picked up randomly from 1 to
150 (the sum of fitness of all individual is 150). The piece at which the pointer is
located will be selected. For examples, if the value of the pointer is between 1 and
11, then the first individual will be selected; if the value of the pointer is between
34（the sum of the first 2 pieces plus 1) and 35(the sum of the first 3 pieces), then
the third piece will be selected. The higher an individual’s fitness, the larger a
section of the roulette wheel it will take, and the more likely it will be selected.

1

11

15
9

2

22

3

2

4

5

6
7
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27
7

13

8
9
10

Figure 3-3: The roulette wheel used in selection operator

With the above selection procedure, those with less value of the fitness function will
have the high probability to be selected as “parental” members.
4. Crossover
When the parents are determined, the string from two “parental” solutions selected for
mating are combined to form offspring by swapping parts of the string, which is
called crossover, and it is shown in Figure 3-4:
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Figure 3-4: The illumination for crossover operator

where crossover mask can be generate randomly.
According to Figure 3-4, the offspring after crossover can be described as follows:
Offsping 1 = Parent1 & &Crossoverm ask + Parent 2 & &Crossoverm ask

(3-2)

Offspring 2 = Parent1 & &Crossoverm ask + Parent 2 & &Crossoverm ask

(3-3)

In the “elitism” crossover, the following two rules are also used:
¾ The members with the top several fitness (or called elitisms) will be copied to next

generation directly;
¾ Within the remaining members, we randomly choose two different members, and

carry out crossover with high probability (such as 95%). This is achieved by
checking a random generated number x in the range of [0,1] , against a threshold
x<0.95.
5. Mutation
In addition to crossover, mutation also happens in the process of creating next
generation. This is done by changing one or several bits in the string of one solution
with low probability, which is described in the following figure.

Figure 3-5: The illumination for mutation operator

6. Convergence check
With the above steps, a new generation will be created, whose members should be
characterized with less cost function values compared to their parents. Then we will
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do a convergence check by evaluating the average value of all solutions’ fitness
function. If it is below the preset termination criterion, GA will stop, if not, the above
5 steps would repeat. In addition, the maximum number of generations also should be
defaulted to avoid GA taking too long time in optimization.
In summary, the procedure of optimization problem using GA can be shown in Figure
3-6:
Generate initial population
do
Calculate the fitness of each solution
// simulate another generation
Encode
do
Select parents from current population
Perform crossover add offspring to the new population
Mutate current population
while new population is not full
Generate new population
Decode
while not converged

Figure 3-6: The procedure of optimization using genetic algorithms

3.2.2 Application of GA to OFSMI systems
Obviously the fitness function (Equation (3-1)) is the same format as the cost function
defined in Chapter 2, and if we replace X with the parameters C , α , A0 , A3 , the
optimization problem can be solved by GA. Therefore, in order to estimate variables
for OFSMI systems, we still choose this cost function as the fitness function in GA
which is repeated in follows:
N

{

}

F ( Aˆ 0 , Aˆ 3 , Cˆ , kˆ) = ∑ G(n) − Gˆ ( Aˆ 0 , Aˆ 3 , A2 , f , αˆ , Cˆ )
n =1

2

(3-4)

Our task is to search the solution with the best fitness to make the fitness function
achieve the global minimum.
According to the analysis to optimization problem using GA, firstly, the search space,
the probability of mutation and crossover, the population size, termination criterion
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and the maximum number of generations should be set for variables evaluation in
OFSMI systems as in Table (3-1):
Table (3-1): Parameters setup in GA for OFSMI systems
Parameter

Value

Variable

The search space

Population size

200

A0

Genes in one trait

6

A3

Traits in one solution

4

C

Probability of mutation

0.025

α

Probability of crossover

0.9

decimal

0 < A0 < 2π
− π < A3 < π
0 < C <1
0 < α < 10
[1, 1, 1, 1]

Max number of generations

100

Termination criterion

0.001

Then, we must look at the performance of Aˆ 0 , Aˆ 3 , Cˆ , α̂ evaluation using normal
genetic algorithms, as proposed in section 3.2.1. Choosing the true value as
A0 = 2π / 3, A2 = 3π , A3 = 1, c = 0.5,α = 4 to generate a SMI signal, the evaluated value
of Aˆ 0 , Aˆ 3 , Cˆ , α̂ is Aˆ 0 = 2.1004, Aˆ 3 = 0.9914, Cˆ = 0.5004, αˆ = 9.1695 , which is shown
in the following figure. In Figure 3-7, each curve describes one evaluated variable in
every generation.

Figure 3-7: The evaluated results by normal GA.

From Figure 3-7, it is seen that α̂ can not be determined well using normal genetic
algorithm although the error of each of the other three variables can be limited into
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5%. The main reason for the large error in α̂ estimation is that the contribution of

α̂ to the fitness function is too small compared to other three variables. This is
proved in Table (3-2) which shows that the larger deviation in α̂ has only the same
influence on the fitness function as the smaller error in each others.
Table (3-2): The comparison in four variables’ effect on fitness function.
Parameters

The evaluated value

The true value

Deviation in functionfitnes

α

9.1695

4

2.8905e-005

C

0.5004

0.5

3.1576e-008

A0

2.1004

2

2.6202e-005

A3

0.9914

1

2.9553e-005

In order to improve the performance of α̂ evaluation, two general methods can be
used: 1) Increase the population size to 1000. It is well known that population size
determines the computing speed and the probability of achieving global minimum for
cost function. In other words, larger population size requires more computation time
but they can converge better; 2) Tune crossover probability and mutation probability.
In the experiments, lowering crossover probability leads to less local search around
the best individuals and increasing mutation probability leads to more random
excursions into possibly unexplored regions. However, for OFSMI systems, these two
methods do not work in α̂ estimation. Therefore, other enhanced genetic algorithms
have to be introduced to improve the performance of α̂ estimation.

3.2.2.1 Enhanced GA based on “boosting”
According to the results in normal GA , which is shown in Table (3-4), we find that
the normal GA has good performance in evaluating C and displacement parameters.
So, we try to limit the search space of C, and displacement parameters to a small
range, and repeat GA.
This idea is inspired by “boosting”, which is a general method for improving the
accuracy of any given learning algorithm (Schapire, 1999). The implementation of
“boosting” includes two steps: 1) initially, all weights of learners are set equally; 2) on
each round, the weights of incorrectly classified examples are increased so that the
weak learner is forced to focus on the hard examples in the training set. Therefore, the
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function of boosting is “boost” a “weak” learner into an arbitrarily accurate “strong”
learner by increasing its weight.
Based on the evaluated values in Table (3-2), firstly, we define the search space
of Aˆ 0 , Aˆ 3 , Cˆ , α̂ as follows:
Table (3-3): The search space definition for “boosting”
Variable

The search space

A0

( Aˆ 0 − 15% ⋅ Aˆ 0 ) < A0 < ( Aˆ 0 + 15% ⋅ Aˆ 0 )

A3

( Aˆ 3 − 15 % ⋅ Aˆ 3 ) < A3 < ( Aˆ 3 + 15 % ⋅ Aˆ 3 )

C

(Cˆ − 15% ⋅ Cˆ ) < C < (Cˆ + 15% ⋅ Cˆ )
0 < α < 10

α

Secondly, using the above search space, we carry out GA again. Thus, in the second
learning process, the weight of α̂ in GA increases and GA can focus on

α̂

estimation.

As

Figure

3-8

shows,

the

evaluated

variables

are

Aˆ 0 = 2.0900, Aˆ 3 = 0.9982, Cˆ = 0.5000, αˆ = 3.9206 , which show that, in the way of

boosting, a more accuracy value for α̂ can be achieved and the deviation can be
reduced to less than 3%.

Figure 3-8: The evaluated results by “boosting”.
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3.2.2.2 Enhanced GA based on changing the trait-length
Another efficient method to achieve an accurate evaluation of α̂ is to change the
trait-length, which means how many genes to express the variable. This method has
two advantages in α̂ estimation: one is that, because of the low sensitivity of α̂ to
fitness function, using few genes for α̂ equals to reduce the number of discrete
points in the search space. In other words, GA can focus on the limited points. The
other advantage is that the crossover, mutation operators are all occur on one solution,
rather than on one trait, and the modification of the mutation or crossover probability
of one trait only can be achieved by changing trait-length. However, using less
number of genes for the trait also leads to less precision of the variable.
As analysis above, the selection of trait-length of α̂ is very important to the precise
in α̂ estimation. Figure (3-9) gives the performance in α̂ estimation in the different
trait length of α̂ .
The result in Figure 3-9 is obtained by following steps:
1.

Trait-length of α̂ varies from 2 to 10;

2.

For each trait-length (2,3,4,…,10) of α̂ ;
1.

generate 10 SMI signals;

2.

use normal genetic algorithms to determine Aˆ 0 , Aˆ 3 , Cˆ , α̂ , and record the
deviation in the evaluated value of α̂ from its true value for each generated
SMI signal;

3.

calculate the average deviation in α̂ determination.
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Figure 3-9: The analysis of the influence of the trait length of LEF

From the above figure, it is seen that when the trait-length of α̂ is 5, the best
evaluation performance to α̂ can be achieved. Therefore, here, we use 5 genes to
express α̂ , and evaluate variables from the same SMI signal. The results are shown in
Figure 3-10, as Aˆ 0 = 2.0931, Aˆ 3 = 1.0722, Cˆ = 0.3833, αˆ = 4.052 . Obviously, using this
method, the performance in α̂ estimation can be significantly improved.

Figure 3-10: The evaluated results by changing the trait-length
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3.3 Performance Evaluation
3.3.1 Computer simulation
Extensive computer simulations have been done in order to test the performance of
the proposed techniques, and the results are shown in Tables from (3-4) to (3-7). In
following tables, α and C, A0, and A3 are the true value of LEF, C and displacement
to generate the SMI signal. αˆ , Cˆ , Aˆ 0 , Aˆ 3 are the evaluated value by genetic
algorithms, ErrorA0(λ), ErrorA3(λ) are the absolute error of A0 and A3 respectively
which is explained in section 2.4.1. ErrorLEF and ErrorC are the relative errors
calculated by α − αˆ / α and C − Cˆ / C respectively. The process of computer
simulations can be described in detail as follows:
¾ In Table (3-3), displacement determination is done by GA. Ĉ , α̂ are fixed as 0.5,

3 respectively, and Aˆ 0 , Aˆ 3 are computed by genetic algorithms. It is seen that
Aˆ 0 , Aˆ 3 can always be achieved, with the high accuracy up to λ / 100 . Compared to

enhanced gradient-based algorithm, the local minimum problem has been
successfully avoided. Additionally, because of a small population, and reasonably
high termination criterion, less computing time is required.
¾ Table (3-4) presents the results of the parallel optimization using normal GA for

Aˆ 0 , Aˆ 3 , αˆ , and Cˆ estimation. It is seen that except for the significant error in α̂

estimation, the other three variables can all be estimated with high accuracy. The
relative error of Ĉ is limited in 5%, and the absolute error in displacement is less
than λ / 200 .
¾ In Table (3-5), in order to improve the performance of GA, the enhanced GA

based on boosting is applied to the multi-variable parallel evaluation for OFSMI
systems. It is seen that the accuracy of α̂ estimation has been greatly improved.
Moreover, the errors of other variables are also less than the results in normal GA.
¾ Table (3-6) shows the results using the method of changing the trait-length of α̂

to improve the performance in its evaluation of α̂ . According this table, although
the higher accuracy for α̂ can be achieved, the error in C evaluation increases
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when the trait length of α̂ decreases.
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Table (3-4): Displacement determination using genetic algorithm

α

C

A0

1

0.3

20π/30(2.0944)

2

0.4

3

A3
-π/4(0.7854)

Â0
2.2090

Â3
0.7488

π (3.1415)

0

3.1124

0.5

40π/30(4.1888)

π/4(0.7854)

4

0.6

50π/30(5.2360)

5

0.7

6

Error0(λ)

Error3(λ)

0.0091

0.0029

0.0319

0.0023

0.0025

4.2238

0.8016

0.0028

0.0018

π/2(1.5708)

5.2831

1.5418

0.0037

0.0023

50π/30(5.2360)

-π/2(-1.5708)

5.3293

-1.6313

0.055

0.0048

0.8

40π/30(4.1888)

-π/4(-0.7854)

4.2879

-0.8215

0.0078

0.0028

7

0.9

20π/30(2.0944)

π/4(0.7854)

2.1221

0.6916

0.0022

0.0074

6

0.3

10π/30(1.0472)

π/2(1.5708)

1.1200

1.5000

0.0022

0.0056

5

0.4

2π/30(22094)

-4π/5(-2.5133)

0.2135

-2.4995

0.0058

0.0011

4

0.5

58π/30(6.0737)

4π/5(2.5133)

6.1209

2.5802

0.0038

0.0053

3

0.6

2π/30(2.0944)

4π/5(2.5133)

0.2144

2.5980

3.9474e-004

0.0067

2

0.7

58π/30(6.0737)

-4π/5(-2.5133)

6.1091

-2.4922

0.0028

0.0017
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Table (3-5): The evaluated results by normal GA

α

C

A0

A3

α̂

Ĉ

1

0.3

10π/30(1.0472)

-1

0.7098

1.5

0.5

20π/30(2.0944)

1

3

0.7

π(3.1415)

5

0.4

1

Â3
-1.0431

ErrorLEF

ErrorC

ErrorA0(λ)

ErrorA3(λ)

0.3022

Â0
1.0585

29.02%

0.73%

0.0034

0.0027

4.9017

0.5004

2.1004

0.9914

2.2678

0.08%

4.77e-4

6.84e-4

2

4.0020

0.6805

3.0858

2.0117

33.4%

2.79%

0.0044

9.31e-4

40π/30(4.1888)

-1

4.6058

0.4020

4.1768

-0.9466

7.88%

0.5%

9.55e-4

0.0042

0.8

10π/30(1.0472)

2

0.8080

0.8000

1.0001

2.0404

19.20%

0

0.0037

0.0032

7

0.6

20π/30(2.0944)

1

9.9098

0.5735

2.2253

1.0401

41.57%

4.42%

0.0100

0.0032

4

0.5

50π/30(5.2360)

-2

4.7049

0.4889

5.2089

-2.0008

17.62%

2.22%

0.0022

6.36e-5

Table (3-6): The evaluated results by boosting

α

C

A0

A3

α̂

Ĉ

1

0.3

10π/30(1.0472)

-1

0.9511

1.5

0.5

20π/30(2.0944)

1

3

0.7

π(3.1415)

5

0.4

1

Â3
0.9774

ErrorLEF

0.2955

Â0
1.0397

4.89%

1.4997

0.5115

2.0985

1.0120

2

3.0080

0.6900

3.1392

40π/30(4.1888)

-1

5.1003

0.4206

0.8

10π/30(1.0472)

2

0.9502

7

0.6

20π/30(2.0944)

1

4

0.5

50π/30(5.2360)

-2

ErrorC

ErrorA0(λ)

ErrorA3(λ)

1.5%

5.9664e-004

0.0032

0.2%

2.30%

3.2666e-004 9.5493e-004

2.0008

0.27%

1.43%

1.9040e-004 6.3662e-005

4.2000

-1.0000

2.01%

5.15%

8.9205e-004

0.7902

1.0450

2.0007

4.98%

1.23%

1.7488e-004 5.5704e-005

6.7050

0.5952

2.1000

1.0008

4.21%

0.8%

4.4602e-004 6.3662e-005

4.0569

0.5041

5.2123

-1.9851

1.42%

0.82%

0.0019

0

0.0012
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Table (3-7): The evaluated results by changing the trait length of α̂

α

C

A0

A3

α̂

Ĉ

1

0.3

10π/30(1.0472)

-1

1.0000

1.5

0.5

20π/30(2.0944)

1

3

0.7

π(3.1415)

5

0.4

1

Â3
-1.0514

ErrorLEF

0.2799

Â0
1.0511

0

1.6410

0.5500

2.0965

0.9766

2

3.2546

0.6541

3.1300

40π/30(4.1888)

-1

5.3122

0.4315

0.8

10π/30(1.0472)

2

1.0470

7

0.6

20π/30(2.0944)

1

4

0.5

50π/30(5.2360)

-2

ErrorC

ErrorA0(λ)

ErrorA0(λ)

6.7%

3.1035e-004

0.0041

9.4%

10%

1.6711e-004

0.0091

2.0108

8.49%

6.56%

0.0090

8.5944e-004

4.1254

-0.9589

6.24%

7.87%

0.0050

0.0033

0.9012

1.0773

1.9433

4.7%

12.65%

0.0024

0.0045

7.8714

0.5492

2.1251

1.0032

12.45%

8.47%

0.0024

2.5465e-004

3.4119

0.4276

5.0084

-2.0819

14.7%

14.48%

0.0181

0.0065
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3.3.2 Results with real data
In order to test the performance, we also applied the proposed GA technique to the
same SMI signal which was used in Section 2.4.2. By applying the genetic algorithms,
we obtained the estimated values of Aˆ 0 , Aˆ 3 , Cˆ and α̂ using the two enhanced GAs as
Table (3-8):
Table (3-8): The evaluated results by two enhanced GA
Enhanced GA

Â 0

Â3

Ĉ

α̂

Boosting

0.2155

2.8112

0.5319

3.5117

Trait-length to 5

0.2041

2.9213

0.4540

3.3262

It is obvious that evaluated Â0 , Â3 are very close to those obtained using
gradient-based algorithm in Chapter 2, and two enhanced GA have every similar
results in each parameter estimation.

3.4 Summary
In order to solve local minimum problem, in this chapter, we proposed normal and
enhanced GAs for jointly estimating the parameters in OFSMI systems. Firstly,
normal GA is used to determine the displacement and get higher accuracy to λ / 100 .
However, because α̂ has very little contribution to the cost function, normal GA can
not achieve precise estimation for α̂ . Therefore, enhanced GA is proposed to improve
the estimation accuracy of α̂ . Using enhanced GA, the performance of GA has been
significantly improved.
Computer simulation and experimental results by using normal and enhanced GA
show the proposed algorithms are very suitable for global optimization of system
parameters. The resolution for enhanced GA can be up to λ / 200 and the accuracy
for measuring Ĉ and α̂ can achieve 95%.
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Chapter 4 Chapter 4

Measurement of Movement Track
4.1 Introduction
In the previous chapter, the displacement, LEF, C can be obtained with high accuracy
by genetic algorithms. In this chapter, we study the issue of recovering movement
track of external target.
Based on the OFSMI model in Equations (2-10) to (2-12), a straightforward way is to
find the movement track of an external object using following steps:
1.

Calculate φ F (n) from G (n) , by

φ F (n) = (−1) M ⋅ acos(G (n) ) + M 2 ⋅ 2 ⋅ π
1

(4-1)

where both of M 1 and M 2 are integer.
2.

Calculate φ0 (n) from φ F (n) by

φ 0 (n) = φ F (n) + C ⋅ sin (φ F (n) + atan (α ) )
3.

(4-2)

Calculate L(n) from φ 0 (n) by
L(n) = φ 0 (n) ⋅ λ /( 4π )

(4-3)
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where, φ 0 is the phase value without feedback, φ F (n) is the phase value with
feedback, G (n) is the SMI signal, L(n) is the movement track of an external object,
and λ is wavelength of optical signal which is constant. Obviously, the relationship
between φ 0 (n) and L(n) is linear, we can simply use φ 0 (n) to describe the movement
track of an external object in the following sections.
It is seen that there is no difficult to determine φ 0 (n) when φ F (n) is given, and
L(n) when φ 0 (n) is given. Hence we need to determine the values of M 1 and
M 2 in order to yield the true φ F (n) . The task is called phase unwrapping

Phase unwrapping is a technology to solve the problem of an artificial phase jump
near boundaries introduced by wrapping process. In other words, recovering the
original, smooth phase requires a phase unwrapping algorithm. In general, the
unwrapped signal can be expressed by θ measured = θ original mod(2 π ) , which has a
difference of 2mπ with the true phase values. This problem exists in many fields,
including synthetic aperture radar and general optical interferometers.
Extensive work on phase unwrapping has been done for various applications, and it
can be categorized according to their dimensionality (1D, 2D, 3D), application
(synthetic aperture radar, general optical interferometry, MR angiography, MR
chemical shift mapping or MR field mapping), and approach (fitting function (H. Lin,
et al. 1995), (Z. Liang, 1996), cost function optimization (M. Costantiti, 1998),
filtering (L. R. Doel, et al. 2001) and region growing/merging (H. Lin, et al. 1995),
(W. Xu, I. Cumming, 1999)). Unfortunately these algorithms can not be applied to
OFSMI systems without some modification, because the SMI signal is so different to
the others.
In this chapter, we will propose an effective method to unwrap SMI signal and
achieve recovered the movement track of an external object. This chapter is organized
as follows: Section 4.l presents the movement role of a measured object; Section 4.2
analyzes the relationship between the SMI signal and the movement track of the
external object; Section 4.3 states the proposed phase-unwrapping algorithm and
Section 4.4 shows the results with computer simulations and real data.
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4.2 Phase Unwrapping Algorithm
4.2.1 The relationship between SMI signal and the movement track
In order to explore the phase unwrapping algorithm for OFSMI systems, the
relationship between the movement track of an external object and the corresponding
SMI signal must be studied.
Let’s consider the case where the object is subject to vibration shown in Figure 4-1.
The object is assumed to vibrate between points A and B, where A and B correspond
to the minimum and maximum displacement of the external object respectively, and O
is the equilibrium position of the vibration movement. We also assume that during the
object is moving between A and B, it does not change its moving direction until it
reaches A or B.
O

A

Laser internal cavity

Laser external cavity

B

Harmonic Vibration

Figure 4-1: The movement of the external object

Now, we look at relationship between φ 0 (n), φ F (n) and G (n).
On the purpose of illustration, we assume that the external object is subject to
harmonic

vibration,

and

the

true

α = 2, C = 1, A0 = 2, A2 = 3π , A3 = 1, f = 1 / 100.

parameter
Based

on

values
the

are

assumption,

φ 0 (n), φ F (n) , and G (n) can be shown in Figure 4-2 (a), (b) and (c) respectively;
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Figure 4-2: The comparison for the SMI signal and the movement track
¾

From Figure 4-2 (b), (a), it is seen that φ F (n) varies around φ 0 (n) , and has the
same vibration trend as φ 0 (n) does. Moreover, φ F (n) should be continuous, even
though there are broken points in the SMI signal;

¾

φ F (n) increases when the object moves from A to B; φ F (n) decreases when the
object moves from B to A;

¾

Based on the analysis above, the maximum B and minimum A can be determined
as follows:
1.

From Figure 4-3, we see that the whole curve of G (n) is composed of
segment curves either rising or falling;

2.

Compared to the corresponding SMI signal, the movement direction of the
external object φ 0 (n) fits the trend of the SMI signal curve whose degree of
sharpness or steepness is small compared to the neighboring two segment
curves;

3.

All such curves are marked by arrows as shown on Figure 4-3. The arrows
point out the trend of the unwrapped phase signal φ F (n) , i.e., whether it is
increasing or decreasing;

4.

The difference between the two neighbouring peaks in the SMI signal is 2π.
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Figure 4-3: Maximum and minimum displacement determination

4.2.2 Phase unwrapping algorithm in OFSMI system
In order to recover the movement track of an external object, the true value of

φ F (n) has to be calculated from the observed SMI signal, the phase unwrapping
problem for SMI signal can be modeled as following equation:

φ F (n) = (−1) M acos(G (n) ) + M 2 ⋅ 2 ⋅ π
1

(4-4)

The true value of φ F (n) will be determined by M 1 , M 2 and G (n) . Because G (n) has
been observed, the task of phase unwrapping is to determine M 1 and M 2 for each
sample point of G (n) .
The basic idea of proposed phase unwrapping algorithm is to determine when to
change M 1 and M 2 . As shown in following figure, the increasing direction of

φ F (n) is counterclockwise. The instant when SMI signal reaches peaks is
corresponding to the instant when φ F (n) crosses the positive half-real-axis. Similarly,
the instant when SMI signal reaches the valley is corresponding to the instant when

φ F (n) cross the negative half-real-axis.

66

Figure 4-4: The description of phase unwrapping process

Obviously, when φ F (n) crosses the real-axis, the sign of arccosine function has to be
changed, i.e., M 1 will be updated to be M 1 + 1 , meanwhile, when φ F (n) crosses
positive half-real-axis, φ F (n) will start another new period, 2π has to be added on
or subtracted from φ F (n) , so that M 2 will be changed to be M 2 ± 1 . Therefore, the
most important step to achieve phase unwrapping is to locate peak and valley points
in G (n) .
We define three equations to describe the property of SMI signals:

∆G (n) = G (n) − G (n − 1)
⎧1
⎪
S1 (n) = sign (∆G (n) ) = ⎨ 0
⎪− 1
⎩

(4-5)

if ∆G (n) > 0
if ∆G (n) = 0

(4-6)

if ∆G (n) < 0

S 2 (n) = S1 (n) − S 2 (n − 1)

(4-7)

It is easy to find that at peak points in G (n) , the corresponding value of function
S 2 (n) = 2,

and at valley points in G (n) , the corresponding value of

function S 2 (n) = −2 . An example of S 2 (n) is shown in Figure 4-5, which is calculated
67

from the generated SMI signal noted in Section 4.2.1.

Figure 4-5: An example for S 2 ( n)

Because during the vibration, the variation of φ F (n) has two states, increasing and
decreasing, which determine if φ F (n) needs to add 2π or − 2π . So, we also define
a function to indicate the state of trend of point n:
if the trend of φ F (n) is increasing
if the trend of φ F (n) in decreasing

⎧− 1
T ( n) = ⎨
⎩1

(4-8)

As mentioned in Section 4.2.1, after locating points A and B, T (n) can be easily
calculated. In addition, the differential of unwrapped signal φˆF (n) is defined as:

(

)

(

S 3 (n) = sign ∆φˆF (n) = sign φˆF (n) − φˆF (n − 1)

)

(4-9)

It is obvious that S 3 (n) equals T (n) if a correct phase unwrapping result is obtained.
According to the above analysis of phase unwrapping, we can design phase
unwrapping algorithm as following:
1.

M1 = 0 ;

2.

M 2 = 0 and T (n) ;

3.

calculate S 2 (n) ;

4.

adjust M 1 and M 2 at the current point n, according to following approach:
¾ if S 2 (n) = ±2 , M 1 = M 1 + 1 ;
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¾

if S 2 (n) = 2 , M 2 = M 2 + T (n) ;

5.

calculate φˆF (n) and S 3 (n) ;

6.

if S 3 (n) = T (n) , terminate
else set M 1 = 1 ;

7.

repeat step 2 to step 5, then terminate.

Note M 1 has two possible initial values, 0 or 1. When M 1 = 0 , if the S 3 ( n) calculated

based on φˆF (n) doesn’t equal to T (n) , in step 6, the algorithm will calculate a new
result with the other initial value M 1 = 1 .
Obviously, there is only one initial value of M 1 which will have correct result as
shown in Figure 4-7 and unavailable result by using wrong initial value is shown in
Figure 4-6.

Figure 4-6: The error due to initial M1

Figure 4-7: The unwrapped signal in the correct initial M1
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4.3 Movement Track Estimation
According to the parameters determination and phase unwrapping technology in
OFSMI systems, it is possible to recover the movement track φ0 (n) of an external
object using Equation (4-10).

φ 0 (n) = φ F (n) + C ⋅ sin (φ F (n) + atan (α ) )

(4-10)

where φ 0 (n) is the phase value without feedback that can also be considered as the
movement track of an external object, φ F (n) is the phase values with feedback or an
unwrapped signal, C is the feedback level factor and α is the linewidth enhancement
factor.
In order to test the phase unwrapping technique proposed above. We first generate a
segment of SMI signals by assuming that α = 2, C = 1, A0 = 2, A2 = 3π , A3 = 1 . Then
we applied the proposed phase unwrapping algorithm to obtain φ F (n) which shown
in Figure 4-8 (a). Then we use GA to evaluate Ĉ , α̂ as αˆ = 1.9872 and Cˆ = 0.9980
respectively. Finally, using Equation (4-9), the movement track of the external object
can be obtained as Figure 4-8 (b). It is seen that the recovered track is exactly same as
the original movement track in Figure 4-2 (a).
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Figure 4-8: The example for recovering track of an external object

4.4 Performance Evaluation
4.4.1 Computer simulation
In order to further test the performance, we have done more computer simulation. We
assume that the vibration frequency is 20hz and the sampling frequency is 2khz. We
generated three SMI signals, which are in weak, moderate, strong feedback level
respectively, and then used the proposed unwrapping algorithm to yield φ F (n).
Firstly, consider a case of weak feedback, where the true values are

α = 3, C = 0.7, A0 = 2, A2 = 2π , A3 = −0.5 . The SMI signal is shown in Figure 4-9 (a).
By applying the proposed algorithm, φ F (n) is obtained as shown in Figure 4-9 (b).

Figure 4-9: The SMI signal and phase unwrapping results in weak feedback

Then we look at the case of moderate optical feedback which the true values are

α = 3, C = 2, A0 = 1, A2 = 4π , A3 = 1. The SMI signal is shown in Figure 4-10 (a), the
phase unwrapping result is shown in Figure 4-10 (b).
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Figure 4-10: The SMI signal and phase unwrapping results in moderate feedback

Finally, the case of strong feedback is considered, where the true values are

α = 5, C = 7, A0 = 2, A2 = 4π , A3 = 2 . The SMI signal is shown in Figure 4-11 (a), and
the phase unwrapping result is shown in Figure 4-11 (b).

Figure 4-11: The SMI signal and phase unwrapping results in strong feedback
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4.4.2 Results with real data
We also used real data to test the proposed approach. The experimental SMI signal
smoothed by data preparation is shown in Figure 4-12, which is as same as Figure
5-10.

Figure 4-12: The smoothed SMI signal in weak feedback level

Using the proposed phase-unwrapping method, the following phase values of

φ F (n) can be obtained in Figure 4-13.

Figure 4-13: The results of phase unwrapping

In order to obtain the movement track, we used GA to estimate Ĉ ,α̂ as 0.5319 and
3.5117 respectively, which are noted in Section (3.3.2). Based on Equations (4-3), and
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(4-4), the track of an external object is obtained as figure 4-14. Obviously, it is almost
a harmonic vibration, which is consistent to practice.

Figure 4-14: The movement track of an external object.

4.5 Summary
In this chapter, we have proposed a phase unwrapping algorithm for OFSMI systems
that allows us to determine the phase value φ F (n) from G (n) . After φ F (n) has been
calculated, the movement of object can be precisely tracked. The proposed phase
unwrapping algorithm is suitable for different optical feedback levels.
This technique has been tested with simulation and experimental data. It is seen that
a sinusoidal movement trace can be restored which is consistent to practice.
It should be pointed out that we did not consider the influence of noise when deriving
phase unwrapping algorithm in this chapter. In other words, the proposed technique
may only works for noise free signal. We will leave the issue to Chapter 5, where the
tasks to eliminate noise and other interferences will be addressed.
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Chapter 5 Chapter 5

Data Preparation
5.1 Introduction
In the previous chapters, the results with computer simulation and real data are all
based on the prepared data, especially in phase unwrapping process. However, in
OFSMI systems, SMI signals from experiments are always distorted by noises
distribution and envelope fluctuation. Therefore, in order to obtain satisfied signals for
phase unwrapping and parameters estimation, the task of data-preparation must be
considered.
Based on studies of the raw data observed, the following tasks are identified. One is to
determine unknown variables, including vibration frequency, starting point. Another
work is to eliminate noises, by outlier removal and filtering. Normalization is also one
of steps for data preparation.
In this chapter, the signal process techniques will be introduced to carry out the above
tasks in detail which is organized as follows: Sections 5.2, 5.3 and 5.4 introduce the
proposed data preparation method in the above 3 main steps; Section 5.5 gives the
experimental results.
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5.2 Unknown Variable Determination
5.2.1 Vibration frequency determination
First of all, the vibration frequency of an external object can be estimated by the
auto-correlation function rG (m) of G(n), as the periodicity of the simple harmonic
vibration will lead to the periodic of the variety of G(n). In other words, G (n) should
also exhibit a fundamental period given by N 0 = f s
f

(where fs is the sample

frequency and f is the vibration frequency). It is well known that for periodic signals,
the auto-correlation functions exhibits peaks at the integer multiples of the
fundamental period of the signal. rG can be determined in the following equation:

1 ⎛ N −1− m
⎞
rG ( m) = ⎜ ∑ G ( n) ⋅ G ( n + m) ⎟
N ⎝ n =0
⎠

(5-1)

where N is the number of samples of G (n ) used for calculating the auto-correlation
function, m is the time delay index which varies from − ( N − 1) / 2 to ( N − 1) / 2 . As
example, the result of auto-correlation can be simulated as shown in Fgure (5-7). The
peak in each period in Figure 5-7 can be obtained as vibration frequency.
Next, the length of one period of the SMI signal can be described:

N0 =

n peakn − n peak 1 + 1
n −1

(5-2)

where n is the number of the peaks in rG (m) , n peakn and n peak1 are the point
numbers of the first peak and the last peak in rG (m) respectively.

5.2.2 Choose starting point
Usually, in the sample of SMI signals, the points which change the movement
direction can be easily distinguished such as the 0th, 50th, 100th points as Figure 5-1.
This was discussed in Section 4.2.1.
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Figure 5-1: Sketch map for one period of SMI signal

From Figure 5-1, the 75th point, the equilibrium position which is in the trend the
displacement is increasing, is defined as the starting point. So, this selected period of
the SMI signal starts from the 75th point followed N0-1 points, where N0 is the length of
one period of the SMI signal.

5.3 Noise Elimination
5.3.1 Outlier analysis
Very often, in large data sets of SMI signals there are some samples that do not
comply with the general behavior of the data model. Such samples, which are
significantly different or inconsistent with the remaining data, are called outliers.
The approach to outlier detection is proposed (Kantardzic 2003). This method is to
calculate a reasonable threshold, based on which the outlier candidates can be selected.
This technique is very suitable to SMI signals in moderate or strong feedback
condition which is shown in Figure 5-2.
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Figure 5-2: Outlier removal for SMI signal

The threshold value for SMI signal can be shown as:

⎛ N
⎞
Gmean = ⎜ ∑ G (n) ⎟ / N
⎝ n =1
⎠

(5-3)

⎛ N
⎞
G sd = ⎜ ∑ G (n) − Gmean ⎟ / N
⎝ n =1
⎠

(5-4)

G th = G mean ± 2 ⋅ G sd

(5-5)

Where G (n) is a period of SMI signal selected, N is the length of G (n) , Gmean is the
average value of G (n) , G sd is the standard deviation of G (n) , and Gth is the
threshold value to separate outliers from observed G (n) .
In addition, the following equation is used to remove outliers in SMI signals:
⎧Gmean + 2 ⋅ G sd
⎪
G ( n) = ⎨
G ( n)
⎪G
⎩ mean − 2 ⋅ G sd

if G (n) > (Gmean + 2 ⋅ G sd )

if (Gmean − 2 ⋅ G sd ) < G (n) < (Gmean + 2 ⋅ G sd )
if G (n) < (Gmean − 2 ⋅ G sd )

(5-6)

5.3.2 Data smoothing (Filtering)
5.3.2.1 Mean value filter
A simple approach for the noise removal is to calculate the average of three
neighboring points, which is a kind of simple low-pass filter, and is described by
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Equation (5-6):
G(n) =

G(n) + G(n −1) + G(n − 2)
3

(5-7)

Where G (n) is a sample of SMI signal.
This method is effective to SMI signals in weak feedback level, which can be shown
in Figure 5-3 as an example:

Figure 5-3: An example signal for low-pass filter

5.3.2.2 Curve fitting using neural networks
Because of the high sensitivity of phase unwrapping algorithm, it is necessary to
introduce a curve-fitting technique to smooth the observed signal corrupted by noise.
Neural network is a good choice, as it has very strong ability in nonlinear mapping. A
typical model of a neural network with single input and single output is shown in
Figure 5-4:

Figure 5-4: A simple neural network model
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where each neuron is nonlinear function and wij shown in above figure is the weight
variable which is adjusted by training algorithm.
Usually, the relationship between input and output of an NN is nonlinear, which is
denoted by F (x) , and it has been proved that any nonlinear function can be
approximated by a neural network with proper structure and weight vector.
As reported (Kantardzic 2003), NN is particularly suitable for non-linear curve fitting.
Even though the input examples are distorted slightly by noise, an NN can produce
correct input-output mapping. In general, for the observed data to be fitted,

[xi , yi ], i = 1,2,...N , neural network based curve fitting is to find out
1 N
⋅ ∑ (F(x i ) − y i ) 2 < ε
N i=1

F (x) to satisfy:

(5-8)

where ε is a small enough positive value, N is the length of the input data x, and
F (x) denotes the nonlinear relationship produced by the NN.
For a discrete time signal G (n) , it can be regarded as a nonlinear mapping from serial
signal X = [1,2,...n] to G = [G (1), G (2),..., G (n)] . Therefore, for training the NN, the
input signal is the serial number of the signal X = [1,2,...n] , and the expected output is
the observed signal value G = [G (1), G (2),..., G (n)] .
For curve fitting, the two-layer ‘tansig’/’purelin’ networks can approximate any
function with a finite number of samples, if sufficient neurons in the hidden layer are
given (Mathworks). Therefore, a two-layer network is created to smoothing the
experimental SMI signal, which is designed by five ‘tansig’ neurons in the hidden
layer and one ‘purelin’ neuron in output layer, using ‘trainlm’ training function. The
results of computer simulation shown in Figures 5-10, 5-14, it is seen that this NN
structure is able to fit SMI signal very well.

5.4 Normalization
In OFSMI systems, the intensity of the laser is a cosine function, so we can assume
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that the data of SMI signals is in the range of [−1, 1] . The following equation is used
to limit SMI signals to reasonable range by the normalization method:
G ( n) =

G (n) − (max G (n) + min (G (n) )) / 2
max(G (n) ) − min (G (n) )

(5-9)

5.5 Results With Real Data
In this section, the examples using the proposed data preparation methods in weak
feedback and moderate feedback are given respectively. Due to the difference of the
SMI signals, the data preparation methods need some modification.

5.5.1 Data-Preparation in weak feedback condition
Firstly, in the case of weak feedback, a set of experimental data from photo-diode is
obtained in Figure 5-5, and the data-preparation can be performed by the following
steps:
1) The mean value filter by three sequential points is used to roughly remove noise,
and the filtered signal is presented in Figure 5-6;
2) Using the auto-correlation function (which is shown in Figure (5-7)) to determine
the vibration frequency and normalization method to distribute SMI signal
to [− 1,1] , one period of normalized SMI signal can be selected as Figure 5-7;
3) Then, the selected SMI signal is fitted by a neural network, the results can be
shown in Figure 5-9. Figure 5-9 (a), (c) demonstrated the contract between the
trained curve using NN and the signal generated by step 3, Figure 5-9 (b), (d)
show the deviation in the two curves of the Figure 5-9 (a),(c) respectively;
The final signal after data-preparation is shown in Figure 5-10;
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Figure 5-5: The experimental data

Figure 5-6: The mean value filter to remove noise

Figure 5-7: The auto-correlation results
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Figure 5-8: The SMI signal selected in one period

Figure 5-9: Curve fitting using neural networks
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Figure 5-10: The results of data preparation -1

5.5.2 Data-Preparation in moderate feedback condition
Secondly, in the case of moderate feedback, the obtained experimental SMI signal is
shown in Figure 5-11, and the data-preparation for this signal can be carried out in the
following steps:
1) Because the outliers exist in this situation, the algorithm expressed by Equations
5-3 to 5-6 is firstly used to remove outliers. The signal with outlier removed can
be shown Figure 5-12;
2) After removing the outliers, one period of SMI signal is selected as Figure 5-12;
3) Neural network technique is used to fit the curve obtained by step 2, the results of
curve fitting is shown in Figure 5-13, in which curve1 and curve2 are the signal
before and after curve fitting process respectively;
4) The smoothed curve is normalized as Figure 5-14.
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Figure 5-11: The experimental data

Figure 5-12: One period of SMI signal
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Figure 5-13: Curve-fitting using neural network

Figure 5-14: The results of data preparation -2

5.6 Summary
Because noise and fluctuation of SMI signal will influence the accuracy of phase
unwrapping and parameters estimation, in this chapter, we propose an effective
method for data preparation, which consists of outlier removal, noise elimination,
normalization, unknown variable estimation. According to the analysis of
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data-preparation method and its application in the experimental SMI signals, it is seen
that the proposed data-preparation method satisfies the requirement of smoothing
curves for phase-unwrapping algorithms and remaining the most of characteristics of
SMI signals.
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Chapter 6 Chapter 6

Conclusion and Future Work
In this thesis, we make use of the feedback effect in OFSMI systems for vibration
measurement and LEF, C determination. According to many computer simulations
and experimental results, the following conclusions in OFSMI systems can be stated:
¾ The displacement of an external object can be measured even though the true

values of LEF and C are unavailable;
¾ A cost function based on Lang-Kobayashi equations is used to optimize LEF, C,

displacement, and it has a limited number of local minimums and only one global
minimum in the true value of LEF, C, and displacement;
¾ The enhanced gradient-based algorithm based on random-start method is efficient

to evaluate the displacement of an external object using the cost function. The
error of displacement measurement is limited to λ / 70 ;
¾ Global optimization method (genetic algorithms) is applied to estimate

displacement, LEF, and C synchronously. The error of displacement
measurement is limited to λ / 200 and the accuracy of LEF, C determination can
achieve 95%;
¾ A reasonable phase-unwrapping algorithm is proposed to recover the movement

track of an external object.
However, there are still the following issues that have not been addressed which could
be the topics for future research:
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¾ The parameters of genetic algorithms should be tuned more better and the perfect

genetic model is hoped to be built through more simulations;
¾ To speed up the genetic algorithm, gradient-based algorithm can be combined

into genetic algorithm to focus on local research in optimization process;
¾ The phase unwrapping algorithm should be improved to avoid the sensitivity of

the noise;
¾ New methods need to be proposed for the displacement measurement in moderate

and strong feedback level.
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B. Appendix: Programming List
B.1 Analysis of cost function surface
%-------------------------------------------------------------------%
% This program is to study the surface shape of cost function.
% function name: surface_shape_costfuncion(a,a0,c,alfa).
% the external target is subject to harmonic vibration
% argumets:
% a -> actual vibration amplitude
% a0 -> actual static external cavity length
% c -> actual optical feedback factor
% alfa -> actual Linewidth Enhancement Factor
% History: first updated 12/5/2005
%-------------------------------------------------------------------%
a0=10*pi/30*2;
a=10*pi-10*pi/40;
c=0.5
alfa=2
f=190;
fs=20000;
fs_0=f/fs;
n0=1/fs_0;
n00=round(n0);
f=zeros(30,40);

% Vibration frequency
% ADC sampling frequency
% normalised vibration frequency
% number of samples within a vibration period

%----------------create simulated data
---------------------%
k=atan(alfa);
fi_f=zeros(1,n00+1);
% laser phase with feedback
fi_0=fi_f;
% laser phase without feedback
fi_0=a0+a*sin(2*pi*fs_0*[0:n00]);
%-------------------------------------------------------------------%
%----------------- determine fi_f based on fi_0 ------------------%
%-------------------------------------------------------------------%
fi_f=fi_0;
for nn=1:100
% fi_f is determined using the iterative equation
fi_f=fi_0-c*sin(fi_f+k);
end
figure;
plot(fi_f);
g0=cos(fi_f);
test=fi_f-fi_0+c*sin(fi_f+k);
tt=test*test'

% the emulated data is obtained
% to test the acuracy of the iterations

%-------------------------------------------------------------------%
%-----------------------add noise
--------------------------%
%-------------------------------------------------------------------%
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noise=rand(1,106)*0.2;
g0=g0+noise;
%-------------------------------------------------------------------%
%------compute the shape surface of cost function
------------%
% we assume that
% a is known up to [0,pi]
% a0 is within [0,2pi]
% 0<C<1; 1<alfa<9
% as there are four parameters a0, a, alfa and c, we will study the following
situations:
% case 1: f(a, a0) when alfa and c are true values
% case 2: f(a, a0) when alfa and c are not true
% case 3: f(alfa,c) when a and ao are true
% case 4: f(alfa,c) when a and a0 are not true
%-------------------------------------------------------------------%
%-------------------------------------------------------------------%
% case 1: fix alfa and c to be the true value, look at f(a0,a)surface
%-------------------------------------------------------------------%
alfa=2;
c=0.5;
k=atan(alfa);
aa0=[1:30]/30*2*pi;
% aa0 varies within [0, 2pi]in 30 increments
a=10*pi;
aa=a+[-19:20]/40*pi;
% a varies within Ture_value+-pi/2
for ii=1:30
for iii=1:40
fi_0=aa0(ii)+aa(iii)*sin(2*pi*fs_0*[0:n0]);
fi_f=fi_0;
for nn=1:100
fi_f=fi_0-c*sin(fi_f+k);
end
g1=cos(fi_f);
f(ii,iii)=(g0-g1)*(g0-g1)'/n0;
end
end
figure(1)
mesh(f)
%-------------------------------------------------------------------%
% Case 2: fix alfa and c to be the non-true value, look at f(a0,a)surface
%-------------------------------------------------------------------%
alfa=5;
% reasonable choose in the middle
c=0.3;
% reasonable choose as a middle value
k=atan(alfa);
aa0=[1:30]/30*2*pi; % aa0 varies within [0, 2pi]in 30 increments
aa=a+[-19:20]/40*pi; % a varies within Ture_value+-pi/2
for ii=1:30
for iii=1:40
fi_0=aa0(ii)+aa(iii)*sin(2*pi*fs_0*[0:n0]);
fi_f=fi_0;
for nn=1:100
fi_f=fi_0-c*sin(fi_f+k);
end
g1=cos(fi_f);
f(ii,iii)=(g0-g1)*(g0-g1)'/n0;
end
end
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figure(2);
mesh(f);
%-------------------------------------------------------------------%
% Case 3: A and A0 are set to be the true value, look at f(alfa,c)surface
%-------------------------------------------------------------------%
a0=2*pi/30*10
a=20
alfa_a=[1:30]/30*9;
c_a=[1:40]/40;
k_a=atan(alfa_a);
for ii=1:30
for iii=1:40
fi_0=a0+a*sin(2*pi*fs_0*[0:n0]);
% the external target is subject to harmonic vibration
% *******determine fi_f based on fi_0
fi_f=fi_0;
%
for nn=1:100 % mf is determined using the iterative equation
fi_f=fi_0-c_a(iii)*sin(fi_f+k_a(ii));
end
g1=cos(fi_f); % the emulated data is obtained
f(ii,iii)=(g0-g1)*(g0-g1)'/n0;
end
end
figure(3);
mesh(f);
title('the cost function for accurate A0 and A3');
%-------------------------------------------------------------------%
% Case 4: the surface shape of f(alfa,c) when a and a0 are not true
%-------------------------------------------------------------------%
a0=2*pi/30*25
a=10
alfa_a=[1:30]/30*9;
c_a=[1:40]/30;
k_a=atan(alfa_a);
for ii=1:30
for iii=1:40
fi_0=a0+a*sin(2*pi*fs_0*[0:n0]);
fi_f=fi_0;
for nn=1:100
fi_f=fi_0-c_a(iii)*sin(fi_f+k_a(ii));
end
g1=cos(fi_f);
f(ii,iii)=(g0-g1)*(g0-g1)'/n0;
end
end
figure(4);
mesh(f);
title('the cost function for A0 and A3 with deviation');

B.2 Lowest point in the cost function surface
%-------------------------------------------------------------------%
% this program is the further study in surface shape of cost function.
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% the lowest points of the surface in different c and alfa are given in
% detail.
% input: a0, a, c, alfa, f1, fs
% output: m1,n
%-------------------------------------------------------------------%
a0 = 15/30*2*pi ;
a = 20;
c = 0.5 ;
alfa = 4 ;
f1 = 190;
fs = 20000;
fs_0 = f1/fs;
n0 = 1/fs_0;
n00 = round(n0);
f
= zeros(30,40);

% Vibration frequency
% ADC sampling frequency
% normalised vibration frequency
% number of samples within a vibration period

%-------------------------------------------------------------------%
%-----------------create simulated data ----------------------%
%-------------------------------------------------------------------%
k
= atan(alfa);
fi_f = zeros(1, n00+1);
% laser phase with external target
fi_0 = fi_f;
% laser phase without external target
fi_0 = a0+a*sin(2*pi*fs_0*[0:n00]); % the external target is subject
to harmonic vibration
figure(1);
plot(fi_0);
fi_f = fi_0;
for nn=1:100
fi_f=fi_0-c*sin(fi_f+k);
end
g0 = cos(fi_f);
figure(2);
plot(g0);
snr_add=15;
ps=g0*g0'/(n00+1);
pn=ps*10^(-snr_add/10);
noise=randn(1,(n00+1));
noise=sqrt(pn)*noise;
g0=g0+noise;
figure(3)
plot(g0);
%-------------------------------------------------------------------%
% calculate the lowest point of surface shape in different C and alfa
%-------------------------------------------------------------------%
aa0 = [1:30]/30*2*pi;
% aa0 varies within [0, 2pi]in 30 increments
aa = a+[-19:20]/40*2*pi;
% a varies within ture_value + -pi/2
m = 0;
n = zeros(1,30);
for i=1:4
c=i*0.2;
for j=1:8
alfa=j;
k=atan(alfa);
for ii = 1:30
for iii = 1:40
fi_0 = aa0(ii) +aa(iii) * sin(2*pi * fs_0 * [0:n0]);
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fi_f = fi_0;
for nn=1:100
fi_f = fi_0 - c*sin(fi_f+k);
end
g1 = cos(fi_f);
f(ii,iii) = (g0-g1)*(g0-g1)'/n0;
if iii==1
n(ii) = 1;
elseif f(ii,iii) < f(ii, n(ii))
n(ii)=iii;
end
end
%for iii loop
if ii==1
m = 1;
elseif f(ii,n(ii)) < f(m, n(ii))
m = ii;
n1 = n(ii);
end
end
%for ii loop
disp(sprintf('minimum f(x,y)=%f in x=%d y=%d c=%f alfa=%f', f(m,n1),…
m,n1,c,alfa));
end
%for j loop
end
%for i loop

B.3 Data Preparing
%-------------------------------------------------------------------%
% this program prepares the data for phase unwrapping algorithm.
% input: s (the rough data from experiments)
% output: sig_sample (the smoothed SMI signal in integrated period)
%-------------------------------------------------------------------%
%-------------------------------------------------------------------%
%--------------- Load experimental data----------------------------%
%-------------------------------------------------------------------%
Clear
s =load('hl7851sinpaper_25T_I80_f195_V10_sV1.7_8','-ascii');
figure(1);
plot(s)
ss=s(24175:32252);
figure(2);
plot(ss);
grid;
ylim([-1.2,1]);
xlim([0,5000]);
length_s = length(s);
%-------------------------------------------------------------------%
%-------mean_value_filter to remove outlier ---------------%
%-------------------------------------------------------------------%
low_filtered = s;
for i=1:length_s-5
sum=0;
for kk=i:i+5
sum=sum+low_filtered (kk);
end
low_filtered (i)=sum/5;
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end
figure(3);
normalized_sig=low_filtered (24175:32252);
plot(normalized_sig);
grid;
ylim([-2.5,2.5]);
xlim([0,5000]);
%-------------------------------------------------------------------%
%-------------------Normalization ----------------------------%
%-------------------------------------------------------------------%
a=max(normalized_sig)
b=min(normalized_sig)
c=(a+b)/2
normalized_sig1=normalized_sig-c;

%make the average value is zero

%normalized_sig1=normalized_sig1/max(normalized_sig1);
figure(4);
plot(normalized_sig1);
max(normalized_sig1);
min(normalized_sig1);
%-------------------------------------------------------------------%
%-------calculate the cooperation coefficient for SMI signal--------%
%-------get the period the movement of target object----------------%
%-------------------------------------------------------------------%
G=zeros(1,2*8000);
r=zeros(1,8000);
for i= 1:8000
G(i)=normalized_sig1(i);
end
for i=1:8000
for j=1:(8000-i)
r(i)=G(j)*G(j+i)+r(i);
end
end
r=r/400;
figure(5);
plot(r);
%-------------------------------------------------------------------%
%---------choose an integrated period of SMI signal
-----------%
%-------------------------------------------------------------------%
sig_sample=normalized_sig1(680:1879);
figure(6)
plot(sig_sample);
sig_samplezy=sig_sample;
%------------------------------------------------------------------%
% according the |cos|<=1, make the value distributed in this range
%------------------------------------------------------------------%
for i=1:1200
if sig_sample(i,1)>1
sig_sample(i,1)=1;
elseif sig_sample(i,1)<-1
sig_sample(i,1)=-1;
else
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sig_sample(i,1)=sig_sample(i,1);
end
end
figure(7)
plot(sig_sample);
sig_sample=sig_sample';

%-------------------------------------------------------------------%
%--------- using neural network to optimize the curve
-----------%
%-------------------------------------------------------------------%
input1=sig_sample(181:339);
input2=sig_sample(680:860);
figure(9)
subplot(2,1,1)
plot(input1);
subplot(2,1,2)
plot(input2);

%-------------------------------------------------------------------%
%--------using neural network fitting input1
--------------%
%-------------------------------------------------------------------%
x=1:159;
xt=x';
n1=2;
net = newff([min(xt)' max(xt)'], [n1 1], {'tansig' 'purelin'},'trainlm');
net.trainParam.epochs = 500;
net = train(net,x,input1); % Train the network with the training data
Fmlp = sim(net,x);
% Test the network at the test data
figure(9)
clf
plot(x,input1,'k.',x,Fmlp,'k-')
xlabel('x');
ylabel('Data and neural network mapping');
title('Multilayer perceptron trained with Matlab NN Toolbox');
grid;
axis([min(x) max(x) 0 max(G)]);
%-------------------------------------------------------------------%
%---------------show the error in input1
---------------------%
%-------------------------------------------------------------------%
figure(10)
clf
plot(x,input1-Fmlp,'k-')
xlabel('x')
ylabel('Error between data and neural network mapping')
title('Multilayer perceptron trained with Matlab NN Toolbox')
grid
axis([min(x) max(x) 0 max(G)])
%-------------------------------------------------------------------%
%-------------------------fitting input2----------------------------%
%-------------------------------------------------------------------%
xz=1:181;
xtz=xz';
n1=5;
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net = newff([min(xtz)' max(xtz)'],[n1 1], 'tansig''purelin'},'trainlm');
net.trainParam.epochs = 500;
net = train(net,xz,input2); % Train the network with the training data
Fmlp1 = sim(net,xz); % Test the network at the test data
figure(11)
clf
plot(xz,input2,'k.',xz,Fmlp1,'k-')
xlabel('x')
ylabel('Data and neural network mapping');
title('Multilayer perceptron trained with Matlab NN Toolbox');
grid
axis([min(xz) max(xz) 0 max(G)])
%-------------------------------------------------------------------%
%---------------show the error of input2 -----------------------%
%-------------------------------------------------------------------%

figure(12)
clf
plot(xz,input2-Fmlp1,'k-')
xlabel('x')
ylabel('Error between data and neural network mapping');
title('Multilayer perceptron trained with Matlab NN Toolbox');
grid;
axis([min(xz) max(xz) 0 max(G)]);
%-------------------------------------------------------------------%
% the fitting data replaces the experimental data
%-------------------------------------------------------------------%
sig_sample(181:339)=Fmlp;
sig_sample(680:860)=Fmlp1;
figure(13)
plot(sig_sample);

B.4 Random-start climb hill for displacement measurement
%-------------------------------------------------------------------%
% this program uses random-start climb hill to determine displacement
% input: a0, a, alfa, c
% output: A_est
% a0 is the vibration amplitude
% a is the distance from the laser diode to center position of movement
% alfa is linewidth enhanced factor
% c is the feedback level
% A_est is an array including the evaluated value of a0, a
%-------------------------------------------------------------------%
clear;
close all;
disp('------------------------------------------------------------');
cc=0.5;
alfa=3;
snr_add=5;
alfa=atan(alfa);
nnn=800;
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mm=round(200000/195);
xf=zeros(1,mm+1);
% w0(t)
mf=zeros(1,mm+1);
% wf(t)
tt=[0:1:mm];
xf=45*pi/30+(6)*pi*sin(2*pi*tt/mm);
mf=xf;
for nn=1:100
mf=xf-cc*sin(mf+alfa);
end
test=mf-xf+cc*sin(mf+alfa);
y=cos(mf);
%-------------------------------------------------------------------%
cc=0.5;
alfa=5;

for cal_times=1:8
ps
= y*y'/mm;
% adding noise
pn
= ps*10^(-snr_add/10);
noise = randn(1,mm+1);
noise = sqrt(pn)*noise;
y
= y+noise;
disp(sprintf('###cycle=%d',cal_times));
range=[-pi pi; -pi pi].* rand(2);
% 2x2 matrix within range [-pi,+pi]
% initial A=[0, 2*pi] and B=[-pi,pi]
mu = [0.001 0.001];
% step size for updating cc the gradient based algorithm
disp(sprintf('initial
value
\tA=%f
\tB=%f',
initial(1),
initial(2)*pi));
downhill = true;
k = 0;
while(k<1)
current = initial;
% initial A and B
next = current;
% next(1)==A, next(2)==B
for i=1:nnn
[grad(1),grad(2)] = gradient_descent(y, xf, mf, next(1),… next(2),
alfa, cc);
diff = mu.*grad;
if(downHill)
diff = diff.*[-1 -1];
end
if( abs(diff(1))< 1.0e-6 && abs(diff(2))< 1.0e-6 )
A_est(cal_times,1:2)=next;
if(downHill)
disp(sprintf('Local Minima cycle=%d \t final value \tA=%f
\tB=%f',cal_times, next(1), next(2)*pi));
next = initial;
% stay at the same starting point
else
disp(sprintf('Local Maxima cycle=%d \t final value \tA=%f
\tB=%f',cal_times, next(1), next(2)*pi));
initial = next;
% make local maxima to be starting point
end
downHill = ~ downHill;
break;
% reach local minima
end
if(stop(1)==false)
next(1) = current(1)+diff(1);
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current(1) = next(1);
end
if(stop(2)==false)
next(2) = current(2)+diff(2);
current(2) = next(2);
end
end
k=k+1;
end
%while loop=k
end
A_est(:,2)=A_est(:,2).*pi;
A_est
error = 999999;
for i=1:size(A_est,1)
err=errordisplacement(y, A_est(i,1),A_est(i,2), mm);
if(err<error)
error=err;
pos = i;
end
end
disp(sprintf('Global Minima/Minimum \tA=%f \tB=%f',
A_est(pos,2)));

% for loop=i

A_est(pos,1),

%-------------------------------------------------------------------%
% This program is to calucate the gradient
% input: y, xf, mf, A, B, alfa
% output: gradient_A, gradient_B
%-------------------------------------------------------------------%

function [gradient_A,gradient_B]=gradient_descent(y, xf, mf, A,B, alfa,
cc)
mm = size(xf,2)-1;
tt = [0:1:mm];
xf = A+(6+B)*pi*sin(2*pi*tt/mm);
for nn=1:100
% mf is determined using the iterative equation
mf=xf-cc*sin(mf+alfa);
end
pp=sin(mf+alfa);
qq=cos(mf+alfa);
yy=cos(xf-cc*pp);
zz=sin(xf-cc*pp);
mn=sin(2*pi*[0:mm]/mm);
gradient_A=(y-yy)*(zz./(1+cc*qq))';
gradient_B=(y-yy)*(zz./(1+cc*qq).*mn)';

B.5 Phase-unwrapping Algorithm
%-------------------------------------------------------------------%
% This program is to unwrap phase
% input: g (the SMI signal)
% output: recovertk (the phase values unwrapped from SMI signal)
%-------------------------------------------------------------------%
function recovertk=phaseunwrapping(g)
figure(1)
plot(g);
signaldiff=sign(diff(g));
dsd=diff(sign(diff(g)));
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(1,n)=size(g);
recovertk=zeros(1,n);
recovertk(1)=-acos(g(1));
dsd
%choose m1 = 1 or 0
m1=1;
m2=0;
for i=1:n-2
if i==n/8 || i==n*3/8 || i==n*5/8 ||i==n*7/8
recovertk(i+1)=((-1)^m1)*acos(g(i+1))+m2*2*pi;
elseif dsd(i)==-2
m1=m1+1;
recovertk(i+1)=((-1)^m1)*acos(g(i+1))+m2*2*pi;
elseif dsd(i)==2 && (i<(n/8)||(i>(n*3/8) && i<5*n/8)||i>7*n/8)
m1=m1+1;
m2=m2+1;
recovertk(i+1)=((-1)^m1)*acos(g(i+1))+m2*2*pi;
elseif dsd(i)==2 &&(i>(n/8)&&i<(n*3/8)||(i>5*n/8 && i<7*n/8))
m1=m1+1;
m2=m2-1;
recovertk(i+1)=((-1)^m1)*acos(g(i+1))+m2*2*pi;
else
recovertk(i+1)=((-1)^m1)*acos(g(i+1))+m2*2*pi;
end
end
figure(2);
subplot(2,1,1)
plot(recovertk);
title('unwrapped phase value');
subplot(2,1,2);
plot(recovertk+2*sin(recovertk+atan(2)));
title('the recovered track of the external object movement');

B.6 Evaluate A0, A3, LEF, C using genetic algorithm
%-------------------------------------------------------------------%
%-------------------- Genetic Algorithm (GA) ----------------------%
% This program is done by Kvin Pssino.
% it is from from http://www.ece.osu.edu/~passino/ICbook/ic_code.html
% the latest change is in 22th, October, 1998.
% This program has evolved over time using programming ideas from several
% persons including LaMoyne Porter, Will Lennon, Jonathan Cook, and Jim
% Gremling
%-------------------------------------------------------------------%
clear
rand('state',0)

% Initialize momery

%-------------------------------------------------------------------%
% parameters initialization in genetic algorithm for optimization
% problem.
%-------------------------------------------------------------------%
NUM_TRAITS=4;
HIGHTRAIT=[2*pi pi 1 pi/2];
LOWTRAIT=[0 -pi 0 0];
SIG_FIGS=[6 6 6 3]';

% Number of traits in each individual
% Upper limit of a trait
% Lower limit of a trait
% Number of genes in each trait
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DECIMAL=[1 1 1 1];
MUTAT_PROB=0.025;
CROSS_PROB=0.9;
SELF_ENTERED=0;
POP_SIZE=100;
ELITISM=1;
DELTA=1000;
EPSILON = 0.01;
MAX_GENERATION=1000;

% Order of magnitude the trait
% Probability of mutation (typically <.1)
% Probability of crossover (typically near 1)
% "0": a random initial population.
% "1": a specified initial population
% Number of individuals in the population
% Elitism ON/OFF, 1/0

%-------------------------------------------------------------------%
%------------ initial population of size = POP_SIZE -------------%
%-------------------------------------------------------------------%
[popcount,trait,CHROM_LENGTH,TRAIT_START]=
ga_init(SELF_ENTERED,NUM_TRAITS,HIGHTRAIT,LOWTRAIT,POP_SIZE,SIG_FIGS)
;
%-------------------------------------------------------------------%
%-------------calculate the fitness of individual --------------%
%-------------------------------------------------------------------%
while popcount <= MAX_GENERATION
[trait,pop]=
ga_generate_population(POP_SIZE,NUM_TRAITS,popcount,HIGHTRAIT,…
LOWTRAIT,TRAIT_START,trait,DECIMAL);
[fitness,sumfitness]=
ga_calculate_fitness(POP_SIZE,trait,popcount);
[bestfitness(popcount),bestmember]=max(fitness);
[worstfitness(popcount),worstmember]=min(fitness);
bestindividual(:,popcount)=trait(:,bestmember,popcount);
%-------------------------------------------------------------------%
%--------------create the next generation
-------------------%
%-------------------------------------------------------------------%
%-------------------------------------------------------------------%
%----------form the mating pool (select parents)
--------------%
%-------------------------------------------------------------------%
parent_chrom= ga_selection(POP_SIZE,ELITISM,bestmember,
pop,sumfitness,fitness);
%-------------------------------------------------------------------%
%----------------make off-spring
--------------------%
%-------------------------------------------------------------------%
child= ga_Reproduce(POP_SIZE,ELITISM,bestmember,parent_chrom,…
CROSS_PROB,CHROM_LENGTH);
%-------------------------------------------------------------------%
%------------------Mutate children
--------------------%
%-------------------------------------------------------------------%
child= ga_mutate(POP_SIZE,ELITISM,bestmember,child,CHROM_LENGTH,…
MUTAT_PROB);
%-------------------------------------------------------------------%
%------------Create the next generation
----------------%
%-------------------------------------------------------------------%
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pop=child;
popcount=popcount+1;
%-------------------------------------------------------------------%
%---------------------decode
-----------------------%
%-------------------------------------------------------------------%
[trait]= ga_convert_to_base10_representation(trait,POP_SIZE,…
NUM_TRAITS,popcount,TRAIT_START,DECIMAL,pop);

if popcount > DELTA+1 & ...
max(abs(bestfitness(popcount-DELTA:popcount-1)-...
bestfitness(popcount-DELTA-1:popcount-2)))<=EPSILON
break;
end
end
%-------------------------------------------------------------------%
% plot results on the operation of the GA
%-------------------------------------------------------------------%
figure
clf
t=1:popcount-1;
plot(t,bestindividual(1,:),'k-',t,bestindividual(2,:),'k--',t,bestind
ividual(3,:),'k:',t,bestindividual(4,:),'k-.')
xlabel('Generation')
ylabel('Best individuals')
title('Best individuals vs. generation')
%-------------------------------------------------------------------%
% generate initial population randomly and encode
%-------------------------------------------------------------------%
Function
[popcount,trait,CHROM_LENGTH,TRAIT_START]
=
ga_init(SELF_ENTERED,NUM_TRAITS,HIGHTRAIT,LOWTRAIT,POP_SIZE,SIG_FIGS)
popcount=1;
if SELF_ENTERED == 0
for pop_member = 1:POP_SIZE
for current_trait = 1:NUM_TRAITS,
trait(current_trait,pop_member,popcount)=(rand-(1/2))*…
(HIGHTRAIT(current_trait)- LOWTRAIT(current_trait))+(1/2)*…
(HIGHTRAIT(current_trait)+LOWTRAIT(current_trait));
end
end
else
for pop_member = 1:POP_SIZE
for current_trait = 1:NUM_TRAITS,
trait(current_trait,pop_member,popcount)=0;
end
end
end
CHROM_LENGTH=sum(SIG_FIGS)+NUM_TRAITS;
TRAIT_START(1)=1;
for current_trait=1:NUM_TRAITS
TRAIT_START(current_trait+1)=…
TRAIT_START(current_trait)+SIG_FIGS(current_trait)+1;
end
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%-------------------------------------------------------------------%
% generate next generation
%-------------------------------------------------------------------%
function [trait,pop]= ga_generate_population(POP_SIZE,NUM_TRAITS,…
popcount,HIGHTRAIT,LOWTRAIT,TRAIT_START,trait,DECIMAL)
for pop_member = 1:POP_SIZE
for current_trait = 1:NUM_TRAITS,
if trait(current_trait,pop_member,popcount)>HIGHTRAIT(current_trait)
trait(current_trait,pop_member,popcount)=HIGHTRAIT(current_trait);
elseif
trait(current_trait,pop_member,popcount)<LOWTRAIT(current_trait)
trait(current_trait,pop_member,popcount)=LOWTRAIT(current_trait);
end
if trait(current_trait,pop_member,popcount) < 0
pop(TRAIT_START(current_trait),pop_member)=0;
else
pop(TRAIT_START(current_trait),pop_member)=9;
end
temp_trait(current_trait,pop_member)=…
abs(trait(current_trait,pop_member,popcount));
%
%
%
%
%
%

temp_trait is trait without the sign of trait
Next, we store the numbers of the trait in the chromosome:
First, set up a temporary trait with at most
one nonzero digit to the left of the decimal point.
This is used to strip off the numbers to put
them into a chromosome.

temp_trait(current_trait,pop_member)=…
temp_trait(current_trait,pop_member)/10^(DECIMAL(current_trait)-1);
%-------------------------------------------------------------------%
%--------------Encode the new trait
---------------------%
%-------------------------------------------------------------------%
For make_gene = TRAIT_START(current_trait)+…
1:TRAIT_START(current_trait+1)-1,
pop(make_gene,pop_member)=temp_trait(current_trait,pop_member)-…
rem(temp_trait(current_trait,pop_member),1);
temp_trait(current_trait,pop_member)=…
(temp_trait(current_trait,pop_member)-…
pop(make_gene,pop_member))*10;
end
end
end

%-------------------------------------------------------------------%
%----------------------selection
-------------------------%
%-------------------------------------------------------------------%
function [parent_chrom] = ga_selection…
(POP_SIZE,ELITISM,bestmember,pop,sumfitness,fitness)
int32 member_count;
double pointer;
int32 pop_member;
for pop_member = 1:POP_SIZE,
if ELITISM ==1 & pop_member==bestmember
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parent_chrom(:,pop_member)=pop(:,pop_member);
pointer=rand*sumfitness;
member_count=1;
% Initialization
total=fitness(1);
while total < pointer,
member_count=member_count+1;
total=total+fitness(member_count);
end
parent_chrom(:,pop_member)=pop(:,member_count);
end
end
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