8. Reynolds, S.J., Martin, G.R., and Cassey, P. A recent study has demonstrated how the focus of auditory attention can rapidly shift to follow spectrally dynamic speech-like sounds in the presence of a similar interferer. This requires multidimensional variation in sound features and a minimum spacing in spectral feature space.
Enquiries, directions, an invitation or warning, a plea, a command, a heated brainstorming or a convivial cocktail party: all important pieces in the way in which humans interact with each other. In fact, any animal that enjoys hearing shares some aspects of this communication banquet. Evolution has had plenty of time to fine-tune this interactive channel, which is not a bad thing as it presents the nervous system with, in computational terms, a very ill-formed problem. Essentially we have one receptor surface (the inner ear) that receives the sounds from many concurrent sources, such as the chorus around the pond at night, and 'multiplexes' all this information into a single channel (the auditory nerve). The computational challenge then is to sort out which parts of the encoded sound belong to which source and then group them together in a way that allows the nervous system to extract the information of interest against the background of other sounds [1] . The most interesting sounds, especially speech, vary rapidly over time so that this problem begins to look like a Rasta dreadlock! How does the system track the rapid dynamic variations in the distinguishing features? What are the critical acoustic features that enable this process? What is the frequencytemporal resolution of such a system? These are the questions that Woods and McDermott [2] have addressed in their study published in this issue of Current Biology, using a simple but highly innovative perceptual experiment with human listeners. In solving this problem, one advantage for the auditory system is that it has evolved in a world of physically sounding objects, and the patterns of sound energy from individual sources conform to simple acoustic rules. The physical structure of each sound source establishes clear statistical regularities in the sound waves it emits that are characteristic of that structure. For example: a resonating body produces frequencies that are harmonically related to its fundamental resonant frequency. Likewise, the onsets and offsets of the different frequency components from a single source will come on and go off at roughly the same time and their amplitude and frequencies will also vary coherently (for a recent review see [3] ). On a short time scale (tens of milliseconds), the auditory system uses these acoustic rules to group the different components into separate 'chunks' and, on a longer time scale (seconds), uses similar rules of plausibility to stream these chunks over time to generate the auditory objects of our perception. Auditory research to-date has demonstrated that distinguishing features of each 'chunk' play an important role in establishing and maintaining the stream -such differences as pitch, timbre or spatial location. One significant analytical problem is that most communication sounds, and many other sounds of biological significance, vary dramatically over time so that, in the presence of similar concurrent sounds, the distinguishing features can intertwine and intersect (a Gordian knot indeed!).
Over the last decade or so the important role of attention in the formation of auditory objects has become better understood -notwithstanding the fact that Colin Cherry [4] pointed out that this was a critical piece more than half a century earlier! Like vision, auditory attention works on perceptual objects that are represented in working memory [5, 6] . The focus of attention likely increases the neural representation of the attended-to object, possibly by enhancing the preconscious processing at the cortical (or lower) levels [7, 8] .
An acoustic signal, speech can be characterised as a combination of time-varying, harmonically related and broadband sounds (the source) that are shaped by the physical dimensions of the vocal apparatus (the filter). Much of the information in speech is contained in variations in the fundamental frequency (F0) and the first (F1) and second (F2) formants produced by the prominent resonances of the vocal tract. In a lovely illustration of these dynamic changes, Woods and McDermott [2] plot this information for two concurrently spoken sentences demonstrating how these two streams of information intertwine in the three-dimensional feature space of F0, F1 and F2 (see Figure 1 in [2] ).
We know from personal experience that it is relatively straightforward to listen to one talker in the presence of another concurrent talker. There are a range of different cues we can use including difference in the location of the talkers, difference in voice quality and the semantic content of the speech [1, 3] . To eliminate many of these cues and to focus on the frequency variations, Woods and McDermott [1] synthesized artificial 'voices' from a smoothly time varying harmonic series (like the complex sound from a trombone played glissando) which were then filtered in a manner that resembles the formant filtering by the vocal apparatus. They first presented a short sample (500 ms) of the onset of a target sound (the cue) and then played the whole sound in the presence of another different 'voice'. The subject's task was to follow the cued sound and then to say if a subsequent short probe sound came from the end of the target sound or not. Although effortful, most subjects did quite well on this streaming task, suggesting that the focus of attention could be rapidly and dynamically varied to follow the trajectory of the target sound in the frequency feature space.
To demonstrate that this was actually due to a focus of attention, a second experiment required listeners to also detect if one of the voices contained a brief (200 ms) period of vibrato. For those subjects who performed well on the streaming task, when the vibrato occurred in the cued voice, detection was significantly higher than when in the uncued voice. In two other experiments, the authors also demonstrated that that vibrato detection performance did not vary significantly over the length of the stimulus and that temporal discontinuities, similar to those found in natural speech, did not degrade performance. Both findings have significant implication for the understanding of natural speech with competing talkers. To probe the underlying mechanisms, they also examined what happens when the 'voices' cross in feature space, or at least become quite close or when only one frequency feature in each voice varies. The former caused a graceful degradation in performance as frequency spacing decreased from around 4-5 semitones and the latter basically eliminated the ability to do the streaming task. This hints at the resolution and the multidimensional nature of the inputs to the attentional tracking system. This experiment [2] extends the growing body of evidence that attention plays a key role in the streaming of an auditory object by demonstrating how this occurs for stimuli with distinguishing features that are highly dynamic in the frequency feature space. Masking interactions between both speech and non-speech stimuli has been previously characterised as energetic or informational. Energetic masking representing a swamping of the target sound by the energy from the masker, whilst informational masking was initially (and rather unhelpfully!) characterised as everything else (review [3] ). It is unlikely that energetic masking is playing a key part in the interactions between these stimuli, with the exception of when the stimulus feature trajectories were in close proximity. Informational masking has been attributed to a failure of attention in selecting or sustaining the focus on the correct target over time -a particularly top-down view of the processes that requires that the auditory object is in working memory and an object of perception [6] .
The focus of attention has also been shown to modulate the grouping and streaming of information relating to the attended-to auditory object [9] (in this case the cued voice). Detection performance in the current experiment [2] could well be modulated by the frequency and temporal resolution of the system that steers non-spatial attention (for review see [10] ). This is consistent with the streaming errors evident when the two voices become close in frequency feature space. Recent work indicates that there are also forms of bottom-up informational masking, not directly reflecting the top-down steering of attention. In particular, unintelligible, speech-like sounds with the same modulation characteristics of speech demonstrate high levels of masking over and above their energetic masking components [11] . Modulation masking of speech has also been demonstrated and modelled using non-speech like stimuli (for example [12, 13] ). It will be an important question for future work to disentangle these different top-down/bottom-up effects.
One intriguing aspect of the data of Woods and McDermott [2] is that the temporal variation of the position of the vibrato signal did not vary detection performance -there appeared to be no 'build-up' of streaming over the course of the stimulus as has been reported in many streaming experiments using sequences of tones (for example [14] ). This most likely results from the very different nature of the stimuli used here and may well have been exogenously driven, but it does suggest caution in the interpretation of previous results in the context of more ecological examples of auditory streaming, as tapped into by Woods and McDermott [2] . On the other hand, being able to rapidly form streams and focus attention would be critical for good performance in cocktail party listening where there is often also little to no gap in conversational turn-taking [15] . In that context it would be most interesting to explore the use of this most elegant and simple test as a diagnostic for various attentional disorders such as attentional deficit disorder and auditory processing disorder where speech understanding is also affected. Not only might it provide a very sensitive test of disability, it might reveal more of the underlying mechanism of dysfunction in these conditions.
